Surface Dynamics, Glass Transition, and Crystallization of Atactic Polystyrene by Chai, Yu
Surface Dynamics, Glass Transition,
and Crystallization of Atactic
Polystyrene
by
Yu Chai
A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Doctor of Philosophy
in
Physics
Waterloo, Ontario, Canada, 2016
c© Yu Chai 2016

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
iii

Abstract
How polymers behave near the glass transition is one of the deepest questions in con-
densed matter physics. In the past two decades, the surface dynamics, glass transition, and
crystallization of polymer thin films have attracted much attention as they are not only
scientific questions but also fundamentals of modern polymer industry. However, there
are still many phenomena that are not clear, such as whether the glass transition is a
real phase transition; whether there is an enhanced mobile layer near the free surface and
how thick it is; whether the glass transition temperature reduction is caused by the free
surface; whether some polymers cannot crystallize; etc. Here we try to gain insight into
these questions. In this thesis, there are six chapters. The first chapter is introduction,
in which some basic concepts and a literature review are presented. The second chapter
contains the experimental details, in which the experimental techniques and data analysis
methods are discussed. Chapter three, four, and five focus on three different research ar-
eas; however, these topics are related to each other. In chapter three, we conduct a novel
stepped film levelling experiment to study the surface dynamics of polymer films near the
glass transition temperature, in which several subtopics are involved, such as molecular
weight dependent levelling, levelling under soft confinement, and ultra-thin films levelling.
In chapter four, we find the direct evidence of the crystallization of atactic polystyrene,
and systematically study the growth and melting kinetics of these crystals. In chapter five,
the thermal expansivity of polystyrene thin films is measured using ellipsometry. These
results confirm the validity of the recently proposed simple model, which connects the exis-
v
tence of an enhanced mobile layer near the free surface to the glass transition temperature
reduction in thin films. The last chapter is concluding remarks and future work, in which
a brief summary is included and some possible future studies are proposed.
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Chapter 1
Introduction
1.1 Introduction to polymers
1.1.1 What are polymers?
Polymers are big molecules with many repeating units, as shown in Fig. 1.1, that are
covalently bonded together. Due to their high molecular weight, polymers are also called
macromolecules, a term first coined by Hermann Staudinger in 1920 [1]. Nowadays, poly-
mers are widely used in our daily life. For example, more than 299 million metric tons of
plastics were consumed all over the world in 2013 [2], and the volume is still gradually in-
creasing. Although the modern theory of polymer has been developed since the mid-19th
century, the history of using natural polymers by human beings is quite long. Ancient
1
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Monomer
n
Figure 1.1: Graphic definition of polymers.
people used cottons to make clothes and used leathers to make boots and sofas without
knowing the nature of these materials. In the late-19th century, chemists systematically
started their research on these materials that had been used for a long time but poorly
understood. Moreover, some new materials had been synthesized by that time; however,
those materials were typically viscous fluids or plastic powders, which were hard to use.
We now know that those materials are polymers, and their properties depend on both the
molecular weight and monomer group [3]. As mentioned above, the modern theory of poly-
mers was proposed by Hermann Staudinger in 1920. According to his theory, polymers are
big molecules rather than aggregations of small molecules. The concept was not commonly
accepted when first proposed; however, as new techniques have been developed, such as
TEM, SEM, NMR, etc, this concept was quickly accepted. Since then, all kinds of poly-
mer products have been synthesized, such as Nylon, one of the most successful products in
the modern industry. Nowadays, human activities are widely affected by polymers, from
cheap plastic bags to expensive drug delivery carriers. The properties of these polymer
products can be controlled by changing the chemical structures of monomers to adapt
people’s demands. Some common polymers, like polyethylene (PE), polystyrene (PS), and
2
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Styrene Polystyrene
Figure 1.2: Polystyrene and its monomer styrene.
Poly(methyl methacrylate) (PMMA), all have well-defined chemical structures.
1.1.2 Molecular weights and distributions
A unique feature of polymers is the wide range of molecular weights, from several hundreds
g/mol to several millions g/mol, which affects the physical properties of polymers dramati-
cally. Taking alkanes as an example, as the number of carbon atoms increases, they change
from gas (n = 1 - 4), to liquid (n = 5 - 20), and to solid (n =20 - ∞). Thus, molecular
weight plays a crucial role in polymer systems. However, different polymers have different
monomers, which have different molecular weights. As a result, the number of monomers
in a polymer is more convenient to represent the size of the polymer, which is denoted by N
3
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(degree of polymerization). If a sample is composed of all identical chains with the degree
of polymerization of N and molecular weight of the monomer M0, the molecular weight of
the sample can be written as M = M0N . In reality, it is unlikely to find a sample with
all chains identical. Consequently, there is always a distribution of molecular weights for
polymers. Accordingly, the average molecular weight depends on the method of weighing.
The number average and weight average are the most frequently used. The number average
molecular weight is denoted by Mn and the weight average molecular weight is represented
by Mw. For a sample, which has i components, the weight fraction of the ith component
is wi and the mole fraction is ni. Thus, the following relations can be given
∑
i
ni = 1 (1.1)
∑
i
wi = 1 (1.2)
Consequently, the number average molecular weight can be written as
Mn =
∑
i
niMi (1.3)
and the weight average molecular weight can be expressed as
Mw =
∑
i
wiMi (1.4)
The ratio between Mw and Mn is defined as the polydispersity index (PDI), which demon-
strates how broad the molecular weight distribution is
PDI =
Mw
Mn
(1.5)
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If the PDI is equal to 1, the sample is monodisperse, which means it is only composed of
one molecular weight. In this thesis, all experiments use narrow PDI polymers; however,
in industry, broad PDI polymers are more common as many properties of high molecular
weight polymers are almost the same at room temperature.
1.1.3 Structures of polymers
Architectures and chain topologies
Polymers are monomers covalently bonded together and there are various possibilities
of connecting neighboring monomers. Some typical architectures are linear, star, brush,
and branching. Architectures are very important to polymer products because they can
affect many physical properties, like density, glass transition temperature, crystallinity,
mechanical strength, etc. Taking polyethylene as an example, there are several types
of polyethylene products in the market, high-density PE (HDPE), medium-density PE
(MDPE), and low-density PE (LDPE). LDPE has more branches than MDPE and HDPE,
which leads to a lower density and a poorer mechanical strength. In most cases, chain
architectures of polymers are determined after they have been made; however, it is still
possible to change polymers’ architectures by chemical reactions. The most common one
is cross-linking, which is a chemical reaction forming covalent or ionic bonds between one
chain and the others. Crosslinks act like polymer branches, which can affect polymer
density, flexibility, and other physical properties. Moreover, crosslinks can help polymers
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form more complicated network structures, such as polymer gels.
Isomerism
Except for chain architectures, isomerism can also lead to different polymer structures with
identical molecules. There are three important types of isomerism
• Sequence isomerism
• Stereo isomerism
• Structural isomerism
For sequence isomerism, the specific order of adding new monomers to the backbone is
considered. Two typical orders are Head-to-Head and Head-to-Tail. For some certain
polymerization methods, one sequence is more favourable than the other.
For stereo isomerism, due to the chiral carbons in the backbone, side groups can be
located on different sides. Consequently, polymers with side groups naturally have a specific
property: tacticity. There are three extreme cases, all on one side (isotactic), all alternate
(syndiotactic), and all random (atactic).
For structural isomerism, when carbon double bonds exist in the backbone, there are
two configurations for two neighboring monomers, cis and trans. For the cis configuration,
two identical side groups are on one side; for the trans configuration, two identical side
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groups are on different sides. In this thesis, all polymers used do not have any double
bonds in the backbone so the structural isomerism does not need to be considered.
Ideal chains
From the macroscopic perspective, the conformations of polymer chains represent the ar-
rangement of polymers, which can be affected by the conditions of polymers. In other
words, the conformations are different under different temperatures, solvents, pressures,
etc. In reality, many interactions need to be considered, such as covalent bonding be-
tween neighboring monomers; monomer-monomer interactions where monomers are far
apart along the backbone or belong to different chains; polymer-solvent interactions, etc.
Of course, the simplest case is that all other interactions are neglected and only the in-
teractions among neighbouring monomers in the polymer chain are considered, which is
known as an ideal chain. The concept of the ideal chain is very simple, yet very useful,
since in some situations this simplest model is nearly perfect in predicting behaviours of
polymers, such as linear polymer melts.
The flexibility of polymers is mainly caused by the rotations of single carbon bonds.
The rotations of single carbon bonds lead to different torsion angles φ, which are in the
range of −pi to pi. In principle, different torsion angles are associated with different energies.
Taking polyethylene as an example, there are three minima, gauche−, trans, and gauche+.
trans is the global minimum and the energy difference between gauche and trans is ∆,
which is equal to 0.8kT . Therefore, it is possible that polymers change their conformation
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with thermal energy in the absence of any chemical reactions.
If all bond lengths are the same and there is no treatment of bond angles and torsion
angles, a polymer chain becomes a freely jointed chain, which is the simplest ideal chain
model. In this model, polymer chains can be considered as random walks, in which each
backbone bond is treated as a single walk. Given a polymer chain with n+ 1 monomers, ri
represents the vector from the (i − 1) th monomer to the ith monomer. Accordingly, the
end-to-end vector is defined as
~Rn =
n∑
i=1
~ri (1.6)
Because the ensemble average end-to-end distance is zero, the mean-square end-to-end
distance is defined and used to quantify the size of a polymer chain.
< R2 >=< R2n >=< ~Rn · ~Rn >=< (
n∑
i=1
~ri) · (
n∑
j=1
~rj) > (1.7)
where <> stands for the ensemble average. Since there is no correlation between different
bonds, the mean-square end-to-end distance reduces to
< R2 >= nl2 (1.8)
The square radius of gyration, the average square distance from the center of mass of a
polymer to its all monomers, is defined as
R2g =
1
n2
n∑
i=1
n∑
j=1
(R2i − ~Ri · ~Rj) (1.9)
Accordingly, the relation between the mean-square end-to-end distance and mean-square
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radius of gyration can be expressed as
< R2g >=
< R2 >
6
(1.10)
For freely jointed chain, the torsion angles can be of any value; however, some polymers
are relatively rigid and tend to keep in one direction with some segments, like DNA.
Werner Kuhn proposed a theoretical treatment for this problem [3], in which the number
of monomers n is replaced by N , and the bond length l is replaced by Kuhn length b. A
polymer chain is treated as a chain of Kuhn segments, which are freely jointed. In this
case, the mean-square end-to-end distance can be expressed as < R2 >= nl2 = Nb2.
Entropic Elasticity
A very important feature of freely jointed chain is that the end-to-end distance follows the
normal distribution, which can be utilized to determine the total number of conformations,
conformational entropy, and total free energy. According to the random walk statistics,
given n walks, and the end-to-end vectors ~R, the probability distribution can be written
as [3]
P (n, ~R) = (
3
2pinl2
)3/2 exp(− 3R
2
2nl2
) (1.11)
In addition, the probability distribution can also be expressed as the number fraction of
conformations with the end-to-end distance between ~R and ~R + d~R
P (n, ~R) =
Ω(n, ~R)∫
Ω(n, ~R)d~R
(1.12)
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As a result, Ω(n, ~R) is expressed as
Ω(n, ~R) = P (n, ~R)
∫
Ω(n, ~R)d~R (1.13)
Since S = k ln Ω, the total conformational entropy can be written as
S(n, ~R) = −3
2
k
R2
nl2
+ S(n, 0) (1.14)
where S(n, 0) is the entropy that is independent of the end-to-end distance. The free energy
depends on both the enthalpy and entropy, F = U −TS, thus the total free energy can be
written as
F (n, ~R) =
3
2
kT
R2
nl2
+ F (n, 0) (1.15)
The free energy depends on R2, which implies that polymer chains obey Hooke’s law and
behave like springs with a spring constant of 3kT
nl2
.
Real chains
The behaviour of ideal chains can be observed in polymer melts or theta solvents, but in
other cases, non-bonded monomer-monomer interactions and polymer-solvent interactions
need to be taken into account. Thus, in these situations polymers are real chains and do not
behave like ideal chains. For real chains, a very important concept is the excluded volume,
the volume that is inaccessible for other molecules [3]. It has a general mathematical
expression
v = −
∫
f(r)d3r =
∫
(1− exp[−U(r)/(kT )])d3r (1.16)
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where f is the Mayer f-function and U(r) is the interaction between monomers. This
parameter describes the net effect of all two-body interactions between monomers, and
the solvent is treated as a field. For different solvent conditions, the excluded volume is
different. In the following discussion, the Kuhn monomer is taken as the smallest unit,
which has a Kuhn length b, and a Kuhn width d.
• Athermal solvents: At high temperatures, only the hard-core repulsion contribute
to the excluded volume, which is independent of temperature. In this condition,
v ≈ b2d.
• Good solvents: In good solvents, monomer-monomer interactions are slightly smaller
than monomer-solvent interactions, which leads to a slightly weak attraction. As a
result, the excluded volume is affected not only by the hard-core repulsion but also
by the attraction. In this condition, 0 < v < b2d.
• Theta solvent: At θ temperature, the attraction is canceled out by the repulsion,
which leads to a zero excluded volume, v = 0. In this condition, polymers have ideal
conformations.
• Poor solvents: In poor solvents, monomers tend to stay closer. As a result, −b2d <
v < 0.
• Non-solvents: The lower extreme of poor solvents is non-solvent, where the excluded
volume is v ≈ −b2d.
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Assuming a real polymer chain in an athermal or good solvents, the equilibrium size of
the chain is determined by the balance of the excluded volume and conformational entropy,
where the excluded volume tends to expand the polymer chain, and conformational entropy
wants to recover the ideal conformation. As a result, compared with ideal chains, the size of
real chains in good solvents is bigger due to swelling. This swelling effect can be calculated
based on the free energy
F ≈ kT (vN
2
R3
+
R2
Nb2
) (1.17)
To minimize the free energy, it gives RF ≈ v1/5b2/5N3/5, which shows a different scaling
law from ideal chains bN1/2. This conformation is identical to the self-avoiding random
walk in stochastic processes, while an ideal chain follows the pure random walk.
1.1.4 Dynamics of polymers
Rouse dynamics
Rouse dynamics [3, 4], a good model to describe the microscopic dynamics of short chains
or for short time scales, assumes a polymer chain is composed of many beads connected
by elastic springs. The interactions from solvent or other polymers are treated as hydro-
dynamic frictions. From Stokes’ law, each bead can feel a friction ~f = ζ~v, where ζ stands
for the friction coefficient and v is velocity. Given a Rouse chain with N beads, the to-
tal friction coefficient is ζR = Nζ. According to the Einstein relation, the total diffusion
12
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coefficient of a Rouse chain can be expressed as
DR =
kT
ζR
=
kT
Nζ
(1.18)
The time it takes to diffuse over a distance of the size of the polymer can be estimated by
τR ≈ R
2
DR
≈ ζ
kT
NR2 (1.19)
Considering the mean-square end-to-end distance expressed in terms of Kuhn monomers,
< R2 >= Nb2, the relaxation time τR can be expressed as
τR ≈ ζb
2
kT
N2 = τ0N
2 (1.20)
where τ0 =
ζb2
kT
is the relaxation time of the Kuhn monomer, which is the smallest relaxation
time of a polymer chain. A striking feature of Rouse dynamics is that, for any observation
time less than τ0, polymers exhibit elastic response; in contrast, for any observation time
bigger than τR, polymers behave like simple liquids. This is in good agreement with
experiments. Moreover, at the time between τ0 and τR, a viscoelastic response can be
observed and it depends on the Rouse mode. For each Rouse mode, a certain number of
monomers are involved. For the mode p, which describes the coherent motion with N/p
monomers, the relaxation time can be given as
τp = τ0(
N
p
)2 (1.21)
Taking the stress relaxation experiment as an example, at time t = τp, the number of
unrelaxed modes is p. For each unrelaxed mode, it contributes to stress relaxation modulus
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G equally with an energy of order kT . At time t = τp, the stress relaxation modulus can
be expressed as
G(τp) ≈ kT
b3
v
N
p (1.22)
where v is the volume fraction. According to Eq. 1.21, the time dependence of mode p
can be expressed as
p = (
τp
τ0
)−1/2N (1.23)
Thus, for τ0 < t < τR,
G(t) ≈ kT
b3
v(
t
τ0
)−1/2 (1.24)
For t > τR, it follows an exponential decay exp(−t/τR)
G(t) ≈ kT
b3
v(
t
τ0
)−1/2 exp(−t/τR) (1.25)
According to the relation between the viscosity η and modulus G, the viscosity can be
calculated through
η =
∫ ∞
0
G(t)dt ≈ ζ
b
N (1.26)
which indicates that the viscosity is a linear function of the degree of polymerization. This
relation is valid until entanglement effects are involved.
Entanglements and Reptation model
According to the Rouse model, viscosity is a linear function of polymer size; however,
experimental physicists have found that this is only valid up to a certain molecular weight,
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beyond which the viscosity is no longer proportional to N . The deviation from the Rouse
dynamics is due to entanglement, which is the topological restriction of polymer chain
motion by surrounding polymer chains. In this condition, polymer chains have to slither
in the tubes formed by surrounding polymer chains. This is known as the tube model.
de Gennes utilized the concept of tubes and proposed a scaling law: reptation model to
describe how polymer chains relax within tubes [3, 5]. Fig. 1.3 shows that a polymer chain
is confined in a tube, where the tube has a diameter of a. In order to understand how a
polymer chain moves in a tube, we assume the tube is composed of many blobs [6] and the
size of these blobs is equal to that of the tube. In addition, the polymer segments in the
blobs have the random coil conformation, which means in the blobs, the polymer segments
are not affected by the tube. Accordingly, the size of each blob can be expressed as
a ≈ b
√
Ne (1.27)
where Ne is the number of Kuhn monomers in each blob and b is the length of a Kuhn
monomer. If the total number of Kuhn monomers in the polymer chain is N , there are
N/Ne blobs in the tube. Consequently, the contour length < L > of the tube can be
expressed as a N
Ne
. Finally, the average contour length of the tube can be expressed as
< L >≈ a N
Ne
≈ bN√
Ne
(1.28)
According to the Rouse model, the Rouse diffusion coefficient is DR =
kT
Nζ
. Conse-
quently, the time for the polymer chain to diffuse out of the tube is simply
τrep ≈ < L >
2
DR
=
ζb2
kT
N2e (
N
Ne
)3 = τe(
N
Ne
)3 (1.29)
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L
a
Figure 1.3: Schematic diagram of reptation model.
where τe is the Rouse time of a thermal blob with Ne monomers. Given the relaxation
time τrep, the viscosity in the entanglement regime can be expressed as
η ∝ N3 ∝M3 (1.30)
To summarize, the relation between the viscosity and molecular weight is
η ∼

M for M < Mc
M3 for M > Mc
(1.31)
where Mc is the onset molecular weight of entanglement. In experiments, an exponent of
3.4 was observed, and the deviation from 3 may be due to tube length fluctuations [7] or
other relaxation modes [3].
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1.1.5 Viscoelastic properties of polymers
For an ideal elastomer, when an external force is applied, the system deforms immediately.
On the other hand, for an ideal viscous liquid, the system deforms continuously. Polymers
are viscoelastic objects that have both modulus and viscosity. [5]
Taking the creep experiment as an example, for a pure elastic response, the deformation
happens right after the external force is applied, which can be described by Hooke’s law
1 = σ/E1 (1.32)
where σ is the stress applied at the beginning, 1 is the strain induced by the elastic
response, and E1 is the elastic modulus.
For polymers, in addition to the immediate elastic deformation, a retarded anelastic
deformation can also be observed since the total deformation is gradually generated by
chain segmental motions. The strain (2) can be expressed as an elastic deformation with
an exponential decay.
Polymers can also respond to external forces through a viscous fluid flow, which can be
expressed as
3 = (σ/η3)t (1.33)
where 3 is the strain induced by the viscous flow, η3 is the viscosity, and t is the time.
Fig. 1.4 shows the creep experiment, where the x-axis is time t, and the y-axis is the
strain . At t1, a constant stress σ is applied. At t2, the stress is released.
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Figure 1.4: Creep curve of a viscoelastic polymer under tension, where 1 is an elastic
deformation, 2 is a retarded anelastic deformation, and 3 is the deformation caused by
the viscous flow.
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The creep curve is composed of three contributions: 1, 2, and 3. The first two are
reversible and the last one is irreversible. At different temperatures, the system behaves dif-
ferently as different mechanisms have different temperature dependences. Below the glass
transition temperature, the viscosity is high and the relaxation time is long. Accordingly,
2 and 3 are small. As a result, a pure elastic response dominates.
Boltzmann superposition principle
The Boltzmann superposition principle states that the net response of a polymer system
to two or more stimuli can be considered as the linear combination of the responses caused
by each stimulus individually [5]. Taking a stress relaxation experiment as an example, if
a series of step strains δi is applied at time ti, the stress as time t can be expressed as
σ(t) =
∑
i
G(t− ti)δi (1.34)
where G is the shear modulus. This expression implies that the final stress depends on
the history of the strains, and each individual strain contributes independently to the final
stress.
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1.2 Amorphous solids and glass transition
1.2.1 What is the glass transition?
Solids can be either amorphous or crystalline. Crystalline solids have well-defined struc-
tures, which lead to a sharp transition between solids and melts at the so-called melting
point (Tm). In contrast, amorphous solids do not have ordered structures. Therefore, they
do not have melting points but rather glass transition temperatures. As mentioned in
the previous sections, polymers are complex molecules, and are neither purely elastic nor
purely viscous. Similarly, solid polymers are complex solids, and can be either amorphous
or crystalline. It is also true that all materials undergoing fast cooling can enter amorphous
states, even for ice [8, 9] and metals [10, 11]. The transition temperature from the glassy
state to the liquid/rubbery state is defined as the glass transition temperature (Tg). Dur-
ing this transition, many physical properties change significantly, such as density, modulus,
refractive index, heat capacity, etc. From high temperatures to low temperatures, the vis-
cosity and relaxation time of the system increase dramatically. Therefore, conveniently, the
glass transition temperature is defined as that at which the relaxation time of the system
is 100 seconds or the viscosity of the system is 1012Pa · s. When the relaxation time is
longer than 100 seconds, the system is considered to be a solid, while when it is shorter,
the system is considered to be a liquid.
Fig. 1.5 shows the temperature-dependent volume/entropy, where the highest transi-
tion temperature at the discontinuity is the melting point Tm, and the other two lower
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Figure 1.5: Schematic diagram of glass transition. Figure from [12].
transitions are the glass transitions. Two different glass transitions are caused by different
cooling rates. A fast cooling rate leads to a higher glass transition temperature, which
demonstrates that glass transition is also a kinetic phenomenon. The cooling rate depen-
dence of glass transition temperature is relatively weak. Typically, the glass transition
temperature changes by 3 K when the cooling rate changes by an order of magnitude [12].
The figure also shows a significant difference between the liquid/crystal transition and the
liquid/glass transition. In general, if a transition involves discontinuous changes in the
first derivatives of the free energy, such as volume V = (∂F
∂P
)T and entropy S = −(∂F∂T )P ,
the transition is a first-order phase transition. Accordingly, the liquid/crystal transition
is the first-order phase transition. However, the volume and entropy changes continuously
at Tg. In addition, the second derivatives of the free energy, like thermal expansion coef-
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ficient αp = (∂ ln v/∂T )p and isobaric heat capacity Cp = (∂h/∂T )p, change abruptly but
continuously at Tg. In consequence, the glass transition is not a true phase transition [12]
as there is no discontinuous changes in any physical quantities.
Strong glasses and fragile glasses
As temperature decreases, viscosity increases. In general, there are two types of glass
formers, strong and fragile. The difference between these two types of glass formers is
the temperature dependence of viscosity. Fig. 1.6 shows the viscosity of different glass
formers as a function of normalized temperature, in which two types of glass formers are
shown (strong and fragile). This plot is also known as an “Angell Plot” as it was originally
proposed by Austen Angell [13–15].
For strong glass formers, like silica, the temperature dependent viscosity can be ex-
pressed by the Arrhenius equation
η = A exp(
Ea
kT
) (1.35)
where A and Ea are temperature independent constants. Ea is also known as the activation
energy. In contrast, for fragile glass formers, stronger temperature dependence can be
observed, and it has the form
η = A exp(
B
T − T0 ) (1.36)
where A and B are temperature independent constants, and T0 is the Vogel temperature.
This equation is called the Vogel-Fulcher-Tammann (VFT) equation. In the field of poly-
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Figure 1.6: Arrhenius plot of different glass formers normalized by their glass transition
temperatures. Figure from [14].
mer science, another empirical equation is often used to describe temperature dependent
physical properties, known as the Williams-Landel-Ferry (WLF) [16] equation. It has the
form
log(aT ) =
−C1(T − Tr)
C2 + (T − Tr) (1.37)
where Tr is the reference temperature, C1, C2 are temperature independent constants, and
aT is the shift factor. Taking aT =
ηT
ηref
, the WLF equation and the VFT equation are
mathematically identical.
In general, the temperature dependent viscosity of glass formers near their glass tran-
sition temperatures can be expressed as
η = A exp(
EA
k(T − T0)) (1.38)
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where T0 ∼ 0 for strong glasses and T0 >> 0 for fragile glasses.
1.2.2 Glass transition theories
Free volume theory
Although the nature of glass transition is still unclear, several theories have attempted to
explain the experimental observations near the glass transition temperature. Among these,
the free volume theory is one of the most acceptable since it is intuitive and powerful. In
the free volume theory, first proposed by Fox and Flory [17], volumes in liquids can be
considered as occupied V0 or free Vf , where the free volume is the volume holes between
segments. Fox and Flory stated that below the glass transition temperature the free vol-
ume is a constant value Vf . Consequently, the total volume below the glass transition
temperature can be expressed as
V = Vf + V0 = Vf + A0 + (
dV
dT
)gT (1.39)
where A0 is the hypothetical volume of the glass at T = 0K and (
dV
dT
)g is the glass expansion
coefficient. Above the glass transition temperature, the total volume can be expressed as
V = Vg + (
dV
dT
)m(T − Tg) (1.40)
where Vg is the total volume at the glass transition and (
dV
dT
)m is the melt expansion
coefficient. Then the free volume above the glass transition can be expressed as
(Vf )T = Vf + (T − Tg)[(dV
dT
)m − (dV
dT
)g] (1.41)
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where the difference between the glass expansion coefficient and melt expansion coefficient
is the expansion coefficient of the free volume αf . Using the volume fraction instead of the
volume, the free volume above the glass transition temperature can be expressed as
f = fg + αf (T − Tg) (1.42)
Following up on Batschinski’s and Macleod’s work [18], Doolittle proposed a relation be-
tween the liquid viscosity and the free-space (free volume) [19–21], which is expressed as
η = A exp(
BV0
Vf
) (1.43)
where V0 is the occupied volume, Vf is the free volume, A and B are constants. On top
of this, Williams, Landel, and Ferry proposed the WLF equation based on both the free
volume theory and the Doolittle equation. Since f =
Vf
Vf+V0
≈ Vf
V0
, the V0/Vf term in the
Doolittle equation can be replaced by 1/f . Taking the viscosity at the glass transition as
the reference, the Doolittle equation can be further expressed as
ln
η
ηTg
= ln aT = B(
1
f
− 1
fg
) (1.44)
Substituting the free volume expression(1.42) into the equation above, the WLF equation
can be derived
ln aT =
B
fg
[
T − Tg
fg/αf + T − Tg ] = −
c1(T − Tg)
c2 + T − Tg (1.45)
where c1 =
B
2.303fg
and c2 =
fg
αa
. Taking B = 1, fg = 2.5%, which means the fraction of free
volume is 2.5% below the glass transition temperature. The 2.5% is a general value and
can be observed in many polymer systems. In addition to the temperature, the fraction
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of free volume is also affected by the pressure. Colucci et al. [22] measured the glass
transition temperature of poly(carbonate) (PC) in isobaric condition and found out that
the glass transition temperature increases as the pressure increases since it squeezes out
the free volume. The result confirms the idea of the free volume theory. The free volume
theory can predict a lot of phenomena, such as the molecular weight dependence of the
glass transition temperature (Flory-Fox curve) [17] and the plasticizer effect on the glass
transition temperature [23].
Although the free volume theory has successfully explained many observations near
the glass transition temperature, it should be noted that some experimental observations
still cannot be explained by the free volume theory. For instance, the free volume theory
assumes a constant fraction of free volume below the glass transition temperature, but the
aging experiments indicate that the specific volume decreases as the aging time increases.
Another example is the isochoric glass transition, where the volume is kept fixed during
cooling. If the free volume theory is correct, no isochoric glass transition should be ob-
served. However, both in experiment [22] and simulation [24], the isochoric glass transition
can be observed.
Adam Gibbs Model
The free volume model is a kinetic model, in which the glass transition is not a thermo-
dynamic phenomenon. In contrast, Adman and Gibbs proposed a completely different
way to consider the glass transition [25]: an entropy theory. Before Adman and Gibbs’s
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work, Gibbs and DiMarzio [26] proposed a thermodynamic model based on the Flory-
Huggins lattice model. In Gibbs and DiMarzio’s model, the configurational entropy is
calculated and a thermodynamic phase transition temperature (T2) is defined. At T2, the
configurational entropy is zero. Adam and Gibbs introduced the concept of a cooperatively
rearranging region (CRR), within which molecules move cooperatively. The size of CRR,
highly dependent on temperature, can be determined by the number of configurations in
the system. As temperature decreases, the relaxation time of the system increases and the
number of configurations available to the system also decreases. The definition of CRR is
not very clear in mathematics, but from the physics point of view, CRR is defined as “the
smallest region that can undergo a transition to a new configuration without a requisite
simultaneous configurational change on and outside its boundary” [25]. At the thermal
dynamic glass transition T2, the system requires a larger volume to undergo the configura-
tional change and the size of CRR is comparable with that of the system. In this case, the
whole system has only one configuration, which leads to the configurational entropy to be
0 as S = k log Ω and Ω = 1.
Taking the isothermal and isobaric ensemble with N CRRs and each CRR with z
segments, the probability of CRR changing its configuration is W (T ), which is expressed
as
W (T ) = A exp(
−z∆µ
kT
) (1.46)
where A is a constant and ∆µ is the energy barrier. The lower limit z∗ is the smallest size
of CRR that still has a nonzero probability of undergoing the transition. Thus the average
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transition probability is expressed as
W¯ (T ) =
∞∑
z=z∗
A exp(
−∆µz
kT
) = A¯ exp(
−z∗∆µ
kT
) (1.47)
where A¯ is a new constant. This averaging simply states that the contributions to the
transition probability from z > z∗ are negligible. Taking the configurational entropy of
each CRR as sc, the total configurational entropy Sc can be expressed as Sc = Nsc. For
the configurational entropy of each CRR, sc is defined as
sc = kln(W
1/N
c ) (1.48)
where Wc is the average number of configurations in the system. Assuming the system has
one mole of segments, the above expression reduces to
sc = kln(W
z/NA
c ) (1.49)
Sc =
NA
z
kln(W z/NAc ) (1.50)
where NA is the Avogadro’s number. This equation indicates that the configuration entropy
of CRR increases as the size of CRR increases. Taking the lower limit of CRR as z∗, the
critical configurational entropy can be given by
s∗c = kln(W
z∗/NA
c ) (1.51)
Sc =
NA
z∗
kln(W z
∗/NA
c ) (1.52)
Consequently, z∗ can be expressed as NAs∗c/Sc. Substituting the expression z∗ into Eq.
1.47, the average transition probability is
W¯ (T ) = A¯ exp(
−∆µNAs∗c
kTSc
) = A¯ exp(
−C
TSc
) (1.53)
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where C = ∆µNAs
∗
c
k
. In addition, since the relaxation time is τ(T ) ∼ 1/W¯ (T ), the temper-
ature shift factor aT is expressed as
log aT = log(
W¯ (Ts)
W¯ (T )
) (1.54)
Substituting Eq. 1.53 into the above equation, this yields:
− log aT ∼ C[ 1
TsSc(Ts)
− 1
TSc(T )
] (1.55)
In order to determine the temperature dependence of Sc(T ), the entropy difference is
expressed as:
Sc(T )− Sc(Ts) = ∆CplnT/Ts (1.56)
Since Sc(T2) = 0, the above expression becomes:
Sc(Ts) = ∆CplnTs/T2 (1.57)
Substituting the above equation into Eq. 1.55, the WLF equation is recovered.
− log aT = a1(T − Ts)
a2 + T − Ts (1.58)
where
a1 = log e
C
∆CpTsln(Ts/T2)
(1.59)
a2 =
Tsln(Ts/T2)
ln(Ts/T2) + [1 + Ts/(T − Ts)ln(T/Ts)] (1.60)
The major breakthrough of Adam-Gibbs model is that it establishes a link between
the dynamics (viscosity/relaxation) and the thermodynamics of supercooled liquids. In
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addition, even though CRR is poorly defined, it presents a clear picture of glass transition
without complicated mathematical equations. In addition, the real phase transition at T2
proposed by Adam-Gibbs and Gibbs-DiMarzio is also an interesting topic. In general, T2
is 55 ◦C below the glass transition, which is not a very low temperature since Tg for many
polymers are above 25 ◦C. However, T2 is not approachable, as it requires an infinitely
slow cooling rate. As a result, whether or not there is a real phase transition is still an
open question.
Cooperative string mode
Recently, Salez et al. [27] developed a new theoretical model of glass formation based on
the idea of molecular crowding. In the theory, the motion in the system near the glass
transition temperature is cooperatively string-like. Considering a system with N particles,
the effective radius of these particles is r, and average intermolecular distance λ, the volume
fraction can be expressed as φ ∼ (r/λ)3. In order to relax, particles need to pass through
the gate between two adjacent particles, where the gate has an average size of L ∼ λ− 2r.
When the density of the system is low, the size of the gate is big and particles can pass
through the gate without involving the movement of other particles (solitary escape). In
this case, the system is liquid-like. However, as the density of the system decreases, solitary
escape is not possible and relaxation requires a cooperative motion. In this case, the onset
average intermolecular distance λ is defined as λc. In the extreme case, λ = 2r, no particles
can escape from their surrounding cages. In this case, relaxation is not possible even in
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a cooperative motion and the average nearest neighbour distance λ is defined as λV . In
a real system, the glass transition is in between λc and λV . When λV < λ < λc, the
cooperative motion is required to compensate the too small gate (the average missing
space δ = λc − λ). Because the average length between particles is L, the cooperative
motion involving N particles can provide a total length ∆ = (N − 1)L. A particle can
pass through the gate only if ∆ > δ. This leads to a threshold N = N∗ when ∆ = δ. The
expression of N∗ is:
N∗(φ) ∼ λc − λV
λ− λV ∼
(φV
φc
)1/3 − 1
(φV
φ
)1/3 − 1 (1.61)
As the cooperative motion requires all particles to move in phase, the coherent probability 
is introduced. Accordingly, the total probability density of a cooperative relaxation process
involving N particles can be given by:
PN(φ) ∼ 1
τcλ3
(1− )N−1Θ(N −N∗) (1.62)
where τc is the liquid-like relaxation time, Θ is a Heaviside function. Integrating PN for
all N > N∗, the total probability density becomes:
P (φ) ∼ PcN∗−1 (1.63)
where Pc =
1
τcλ3
. Defining the molecular relaxation time 0 = τc, the relation between τ
and τ0 can be given by:
τ
τ0
∼ (τc
τ0
)N
∗
(1.64)
Considering the Arrhenius law, the onset relaxation time can be written as:
τc = τ0e
∆µ/kTc (1.65)
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where ∆µ is the energy barrier to pass the gate. Substituting Eq. 1.64 into the above
expression, the Adam-Gibbs equation can be recovered.
τ = τ0e
∆µN∗/kT (1.66)
In order to determine the temperature dependent dynamics near the glass transition, the
density dependent description is mapped to the temperature dependent description through
the thermal expansion coefficient α = − 1
φ
dφ
dT
. This leads to a temperature dependent
volume fraction φ(T ) = φV [1 + α(TV − T )], where TV is defined as the Vogel temperature
and φV is the volume fraction at TV . Combining this direct mapping and Eq. 1.61, 1.64,
the VFT equation can be recovered.
τ(T ) = τ0 exp(
A
T − TV ) (1.67)
where A = (TV − Tc)ln(). The recovery of both the Adam-Gibbs and VFT equations
indicates the correctness of this simple cooperative string model. Moreover, the model
requires only a few assumptions and only utilizes the concept of density crowding. All these
advantages make this model powerful and intuitive, especially for experimental scientists.
A more striking feature of the cooperative string model is that it can even predict the glass
transition reduction phenomenon observed in polymer thin films [28–30]. Assuming there
is a length scale ξ of the cooperative region, it can be expressed as
ξ ∼ λV (Tc − TV
T − TV ) (1.68)
The length scale is a constant at a certain temperature in the bulk; however, near the
surface, due to the absence of caging, fewer particles need to be involved to relax. This
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leads to a truncated N∗. By introducing an asymptotic function f , the truncated N∗ at a
distance z from the surface and at temperature T can be expressed as:
N∗s (z, T ) ∼ N∗f(
z
ξ
) (1.69)
where f(0) ∼ 0 and f(z >> 1) ∼ 1. Accordingly, the relaxation at location z and at
temperature T can be expressed as:
τs(z, T )
τ0
∼ ( τ
τ0
)f(z/ξ) (1.70)
If a local relaxation time τs > τ
bulk
g , it should exhibit a glass expansivity; in contrast,
if τs < τ
bulk
g , it should exhibit a liquid expansivity. In general, the glass transition is
defined as the mid-point of the thermal expansivity curve (α = 1/2(αm+αg)). As a result,
the transition should occur when half of the film is glassy and the other half is liquid.
Mathematically, it should be τs(h/2, T ) = τ
bulk
g . Finally, the film thickness dependent
Tg(h) should satisfy the following expression
2ξ(Tg)f
−1(
Tg − TV
T bulkg − TV
) = h (1.71)
1.3 Crystallization of polymers
From the previous sections, we know that polymers are large molecules and they can form
amorphous solids when the temperature decreases. However, the amorphous phase is not
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Figure 1.7: Comparison between the experimental Tg(h) and the theoretical values gen-
erated based on cooperative string model, where the solid line stands for the theoretical
calculation. Figure from [27].
necessary the ground state of polymers as the free energy in the crystalline phase may be
lower than that in the amorphous phase. Thus, some polymers under proper conditions
can crystallize.
In order to understand the origin of polymer crystallization behaviour, we take oligomers
as a starting point [5]. Oligomers have relatively low molecular weights and relatively rigid
structures. Therefore, oligomers prefer to form stack layers, which means they align in
one direction to form layers that are stacked together to form crystals. As the molecular
weight increases, is this description still valid? In principle, stacked layers composed of
fully extended polymer chains could form, which is called the ideal crystalline state. In
the ideal crystalline state, the system is in the equilibrium state with the lowest energy.
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However, polymers have higher molecular weight compared with oligomers, which leads to
a lot of entanglements among polymer chains. If polymers crystallize from their melts, a
long time is needed for polymer chains to disentangle, relocate, align, and form stacked
layers. Instead, polymers tend to form some crystalline domains locally, which does not
need a full rearrangement. Between the crystalline domains, there are amorphous domains.
Because the system is composed of both amorphous and crystalline domains, crystallizable
polymers are called semicrystalline polymers. Consequently, the crystallization behaviour
of polymers depends not only on thermodynamics but also on kinetics. This unique feature
makes the crystallization of polymers more complicated than that of small molecules.
1.3.1 Thermodynamics of polymer crystallization
Thermodynamics is the fundamental of polymer crystallization, as a system always tends
to stay in a lower energy state. Fig. 1.8 shows the temperature dependent free energy. At
high temperatures, the liquid state has a lower free energy than the crystalline state does;
while at low temperatures, the liquid state has a higher free energy than the crystalline
state does. The equilibrium melting point is defined as that at which both the liquid and
crystalline states have the same free energy. Since the system prefers to keep itself in the
lowest energy state, when T < T∞m , polymers tend to form crystals. At T
∞
m , both liquids
and crystals can coexist as they have the same free energy. Consequently, the free energy
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Figure 1.8: Free energy as a function of temperature, where the blue curve stands for the
crystalline state and the green one represents the liquid state. The equilibrium melting
point is denoted by T∞m .
during the melting/crystallization at T∞m is zero
∆G = ∆H − T∞m ∆S = 0 (1.72)
Thus, the equilibrium melting temperature can be written as
T∞m =
∆H
∆S
(1.73)
which implies that the equilibrium melting point does not only depend on enthalpy but
also entropy. According to Ehrenfest’s definition, crystallization and melting are first-order
phase transitions. As there is an abrupt change in the first derivatives of the free energy,
such as volume V or entropy S in Fig. 1.9. Polymers tend to crystallize at temperatures
lower than the melting point. The difference between the crystallization temperature and
36
CHAPTER 1. INTRODUCTION
V
o
lu
m
e
/E
n
tr
o
p
y
T
Figure 1.9: Volume/entropy as a function of temperature, where the abrupt change in
volume/entropy is the equilibrium melting point.
.
the melting temperature is called the supercooling. In general, the supercooling can be as
large as 20 to 30 K for polymers because the first stage of crystallization requires a large
driving force (∆G).
1.3.2 Crystal structures
In history, there are several semicrystalline models. In this section, some famous models
are introduced, in which their successes and limitations are also discussed.
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The fringed micelle model
The fringed micelle model is the oldest model of semicrystalline polymers and it was first
proposed by Hermann, Gerngross and Abitz and then developed by Flory [31, 32]. In the
fringed micelle model, a polymer chain can pass though several crystalline domains, be-
tween which the polymer segments are amorphous. This description is able to explain the
coexistence of both the crystalline and amorphous domains. However, there are some ob-
servations that the fringed micelle model cannot explain. One example is the Maltese cross
pattern in spherulites observed with crossed polarizers. Spherulites are commonly observed
in semicrystalline systems. The observation of the Maltese cross pattern in spherulites in-
dicates a strong alignment preference of polymer chains. However, in the fringed micelle
model, polymer chains randomly form crystalline domains and have no alignment prefer-
ence. As a result, people started to abandon the fringed micelle model and to seek a better
model.
Folded chain model
As the development of polymerization techniques, polymers with high crystallinity can
be synthesized. In 1955, Jaccodine [34] presented the observation of polyethylene single
crystals. Two years later, Keller, Fisher and Till [35, 36] independently studied polymer
single crystals with TEM and electron diffraction. They found these single crystals had
smooth surfaces and their heights were about 10 nm. Keller then stated that polymers
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Figure 1.10: Fringed micelle model of semicrystalline polymers, where two domains are
shown. Figure from [33].
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chains were perpendicular to the crystal planes and the height of these crystals was much
smaller than the length. To account for these observations, he utilized the concept of folded
chains, first proposed by Storcks in 1938 [37]. In the folded chain model, polymer chains
are folded and aligned regularly. Consequently, a lamellar structure is formed. Fig. 1.11
shows a typical TEM image of polyethylene single crystals, from which thin lamellae with
well-defined shapes can be observed.
Random re-entry vs. adjacent re-entry
The folded chain model states that polymer chains are folded; however, how frequent is
the fold? In history, two groups of researchers had different points of view on this question
and there was an intense debate between these two opinions on the Faraday Discussions
of the Chemical Society in 1979 [38–47]. In the adjacent re-entry model, a polymer chain
passes through a site and immediately re-enters the neighbouring site. As a result, most
neighbouring polymer segments in a lamella belong to one single polymer chain. This
structure leads to relatively smooth surface of lamellar crystals. The adjacent re-entry
model can be verified by many experiments, like SANS and AFM experiments on single
crystals formed from dilute solutions [49].
The random re-entry model is also called Switchboard model and was first proposed
by Flory [31]. Flory found that the crystallization speed was fast, thus there was not
enough time for polymer chains to relax and to form regular chain folds. Consequently,
in the random re-entry model, a polymer chain passes through a lamella and does not
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Figure 1.11: TEM image of single crystals of polyethylene. Figure from [48].
need to re-enter the next site. Instead, a polymer chain randomly passes through different
lamellae. In this description, the neighbouring segments in a lamella do not necessarily
belong to the same polymer chain and there are a lot of amorphous loops and tie molecules
between different lamellae. In the small angle neutron scattering studies of polyethylene
crystallization from melts [50], the radius of gyration of polyethylene in the crystalline state
is similar to that in the melt state. This observation supports the random re-entry model
rather than the adjacent re-entry model, as the polymer chain conformation of adjacent
re-entry model is significantly different from the ideal random coil conformation.
However, there is a problem of the random re-entry model that it predicts an unreal
density near the amorphous/crystalline interface or in the amorphous domain [51]. In
reality, polymer crystallization from melts should include enough adjacent re-entry chains
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Figure 1.12: Schematic diagram of (A) adjacent re-entry model and (b) random re-entry
model.
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(to get rid of the unreal density problem) and also some random re-entry chains (to keep
the correct conformation).
1.3.3 Crystallization and melting
Lamellar thickness and Gibbs Thomson equation
From the previous section, we know that polymers prefer to form lamellar structure, but
what is the lamellar thickness and how does the lamellar thickness affect the melting
point? Fig. 1.13 shows the melting point and lamellar thickness of syndiotactic polypropy-
lene (sPP) and sP(PcOx) with different crystallization temperatures, where sP(PcOx) is
syndiotactic Poly(propene-co-octene) copolymer and x stands for the weight percentage
of octene-units. From the figure, it can be seen that the melting temperature, lamellar
thickness, and crystallization temperature have strong correlations.
In fact, the relation between the melting point and the lamellar thickness can be ex-
plained by thermodynamics. Assuming a lamella is a cuboid with the length a, the width
b, the height l, the surface energy σe of the top and bottom surfaces, the surface energy σ
of other sides, and the free energy per unit mass on melting ∆g, the total free energy for
a finite sized crystal ∆G(T ) can be expressed as
∆G(T ) = 2alσ + 2blσ + 2abσe − abl∆g(T ) (1.74)
43
CHAPTER 1. INTRODUCTION
Figure 1.13: Relations between the inverse thickness, the crystallization temperature, and
the melting point of sPP and sP(PcOx), where x is the weight percentage of octene-units,
open symbols correspond to the crystallization temperatures, and solid symbols are the
melting temperatures. Figure from [52].
In general, the σe  σ, a l, and b l, thus the above equation can be written as
∆G(T ) = 2abσe − abl∆g(T ) (1.75)
At the melting point, the free energy difference between the crystalline and liquid states is
0. Thus, ∆G = 0 and the above expression reduces to
∆g(Tm) =
2σe
l
(1.76)
If the melting point of an infinitely large crystal is T∞m , ∆g(T
∞
m ) can be expressed as
∆g(T∞m ) = ∆h(T
∞
m )− T∞m ∆s(T∞m ) (1.77)
Since g(T∞m ) = 0, thus the above equation becomes
∆s(T∞m ) =
∆h(T∞m )
T∞m
(1.78)
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Figure 1.14: AFM topography of polyethylene single crystal formed from a dilute solution
at a sequence of temperatures. Figure from [53].
Assuming there is no significant change of the entropy and enthalpy between Tm and T
∞
m ,
∆g(Tm) is given by
∆g(Tm) = ∆h(Tm)− Tm∆s(Tm) (1.79)
Replacing the entropy by Eq. 1.78, the above equation can be expressed as
∆g(Tm) = ∆h(Tm)− Tm∆h(Tm)
T∞m
(1.80)
Finally, one can have an expression of Tm
Tm = T
∞
m −
2σeT
∞
m
l∆h
(1.81)
This equation is called the Gibbs-Thomson equation, which states that the melting point
depression is due to the finite size effect. Tian et al. did some beautiful work to demon-
strate the relation between the lamellar thickness and crystallization temperature [53, 54].
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In the experiment, the crystal was grown from a dilute solution and the temperature of the
solution changed periodically. Fig. 1.14 shows the AFM topography of a single polyethy-
lene crystal formed from the dilute solution, in which different colours stand for different
thicknesses. It is clear that there is a periodic thickness of the single crystal, which is
caused by the temperature change during the crystallization process. In general, if one
has a plot of the melting temperature vs. the lamellar thickness, the equilibrium melting
temperature can be calculated based on the Gibbs-Thomson equation.
Nucleation theory
The nucleation of crystals is the first stage of polymer crystallization. According to the
nucleation theory, there are three types of nucleation: primary nucleation, secondary nu-
cleation, and tertiary nucleation. Primary nucleation is the process of forming small nuclei
from supercooled liquids, in which the local density fluctuation is the driving force. If the
nuclei are cubic, there are 6 new faces formed. Secondary nucleation is the nucleation event
on the smooth surface of nuclei, in which only 4 new faces are formed. Tertiary nucleation
is the nucleation event at the edge of nuclei, in which only 2 new faces are formed. Fig. 1.15
demonstrates the three types of nucleation. In addition, primary nucleation also has two
types, homogeneous nucleation and heterogeneous nucleation. Homogeneous nucleation
means there is no foreign particle and the nucleation event is spontaneously induced by
thermal fluctuations. In contrast, heterogeneous nucleation is induced by foreign particles,
such as impurities and nucleation agents.
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Figure 1.15: Different types of nucleation: (a) primary nucleation, (b) secondary nucle-
ation, and (c) tertiary nucleation.
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In this section, homogeneous primary nucleation is discussed. Due to the local density
fluctuation, small aggregates can form embryos. In some situations, the size of the embryo
is too small and the free energy loss due to crystallization cannot compensate the surface
energy gain from the new surfaces formed. As a result, the embryos tend to melt. In
contrast, if the local density fluctuation is big enough and the free energy loss due to
crystallization is big, it is possible for those embryos to survive. In the following derivation,
we focus on the classical nucleation theory and the topological connectivity of the polymer
is neglected. As a result, the shape of the embryos is restricted to be spherical [55].
Accordingly, the total free energy of an embryo can be expressed as
∆G = −4
3
pir3∆g + σe4pir
2 (1.82)
where r is the radius of the embryo, ∆g is the free energy per unit mass on melting, σe is
the surface energy.
Fig. 1.16 shows the free energy as a function of the radius of the embryo. When r < r∗,
the free energy increases as r increases. At the critical radius r∗, the embryo has the largest
free energy ∆G∗, after which the free energy decreases as r decreases. This states that
if the local density fluctuation is big enough and the newly formed embryo has a radius
r > r∗, the embryo can survive and keep growing. The critical radius r∗ and critical free
energy ∆G∗ can be calculated by differentiating the free energy with respect to r [56]. This
gives the critical nucleation radius r∗
r∗ =
2σe
∆g
(1.83)
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Figure 1.16: Free energy of an embryo as a function of radius r, where r∗ is the critical
radius and ∆G∗ is the critical free energy.
and the critical nucleation energy ∆G∗
∆G∗ =
16piσ3e
3∆g2
(1.84)
Assuming the entropy (∆S) and the enthalpy (∆h) are not sensitive to the temperature
near the crystallization temperature, ∆g can be expressed as
∆g = ∆h
Tm − Tc
Tm
= ∆h
∆T
Tm
(1.85)
where Tm is the melting temperature, Tc is the crystallization temperature, and ∆T is called
the supercooling: the difference between Tm and Tc. Substituting the above equation into
the expressions of r∗ and ∆G∗, the relation between the critical nucleation radius/energy
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and the supercooling to can be expressed as
r∗ ∝ ∆T−1
∆G∗ ∝ ∆T−2
(1.86)
Turnbull and Fisher [57] developed the nucleation theory and proposed an expression
of the nucleation rate
I = I0 exp(−∆E + ∆G
∗
kT
) (1.87)
where I0 is a pre-exponent factor, ∆E is the activation energy, and ∆G
∗ is the critical
nucleation energy. For polymers, ∆E/kT term satisfies the VFT equation. This equation
indicates that there are two factors affecting the nucleation process, ∆E and ∆G∗. When
T is close to the melting point Tc, the small supercooling ∆T leads to a big energy barrier.
In contrast, when T is close to the glass transition temperature Tg, the diffusion process
dominates. Consequently, the nucleation process should have a maximum speed between
Tg and Tc. Fig. 1.17 shows the nucleation rate as a function of temperature of different
polymers. As it shows, the nucleation rate always displays a bell-shaped curve, i.e., the
lower rate at both high and lower temperatures.
Nucleation is the first stage of crystallization. It is typically hard to measure and
analyze because there is a fast growth process followed. Massa and Dalnoki-Veress [59]
designed a beautiful experiment to test whether nucleation is a bulk process or a surface
process. Given many micrometer sized droplets, the nucleation time τnuc can be precisely
measured. The results show that τnucV gives a master curve for all different droplet sizes,
revealing that nucleation is a bulk process.
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Figure 1.17: Nucleation rate as a function of temperature of different polymers. Figure
from [58].
1.3.4 Crystal growth
The next stage after nucleation is crystal growth. As mentioned in the previous sections,
semicrystalline polymers tend to form the lamellar structure. Thus, the growth of lamellae
determines the final morphology of crystals. In fact, crystal growth is the process that
crystallizable materials attach themselves to existing nuclei or small crystals.
Typically, crystal growth is controlled by two mechanisms: diffusion-controlled and
interface-controlled. In diffusion-controlled cases, such as in dilute solutions, the growth
rate is limited by how fast crystallizable materials can diffuse to the surface of crystals.
This effect can be described by Fick’s first law
J = −D∂C
∂x
(1.88)
where J is the flux of crystallizable materials, D is the diffusion coefficient, C is the
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concentration, and s is the distance. Then the diffusion rate can be given by
dn
dt
= 4pir2J (1.89)
Consequently, the crystal growth rate can be given by
dr
dt
=
dnv/(4pir2)
dt
(1.90)
where v is the molar volume. Integrating the above equation, the relation between the
radius of crystals and time can be given by
r ∝ t1/2 (1.91)
This states that the linear growth rate under diffusion-control is not constant but depends
on t−1/2. Fig. 1.18 shows that the crystallization front of Poly(Lactic Acid) exposed to
acetone vapor as a function of the square root of exposure time. Clearly, there is a linear
relation between the crystallization front and the square root of exposure time. The results
demonstrate a diffusion-controlled growth.
When crystals grow from their melts, it usually shows an interface-controlled process.
In this case, the crystallization process mainly depends on how crystallizable materials
attach to the surface of existing nuclei/crystals because there are enough crystallizable
materials near existing nuclei/crystals. As a result, a time independent growth rate is
observed. Lauritzen and Hoffman(LH) [61, 62] first proposed the secondary nucleation
theory to describe how crystallizable materials attach to the surface of existing crystals
and to form lamellae. Although there are some limitations of the LH theory, it has been
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Figure 1.18: Crystallization front as a function of the square root of the exposure time of
Poly(Lactic Acid) sample exposed to acetone vapor. Figure from [60].
widely accepted. In the LH theory, a polymer chain unit first deposits onto a crystal
surface and crystallizes onto the lattice. After that, the next unit in the same polymer
chain continues this process until one stem is formed. Following that, the polymer chain
turns over to form the next stem [63].
The LH theory is capable to describe how the growth rate depends on temperature. In
the LH theory, there are three growth regimes I,II,and III. In different regimes, the growth
rate exhibits different temperature dependencies.
At low ∆Ts, regime I in the LH theory, the surface nucleation rate i is smaller than
the lateral growth rate g. As a result, there is enough time for polymer chains to form an
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entire layer before a new nucleus forms. Then the growth rate in regime I is expressed as
GI = ib0L (1.92)
where b0 is the thickness of the new layer formed on the crystal, L is the length of the
surface. In this case, the crystal surface is very smooth. If temperature decreases, the
supercooling ∆T increases. Consequently, the nucleation time is comparable to the time
required to cover the entire surface. As a result, it is possible to form multiple nuclei before
the surface is completely covered.
In regime II, the total linear growth rate can be given by
GII = b0(ig)
1/2 (1.93)
which is independent of L. In this regime, the surface is not as smooth as that in regime
I, and it shows the molecular roughness. The derivation of the above expression was first
proposed by Sanchez and DiMarzio [64, 65] and developed by Lauritzen and Hoffman [66,
67]. In fact, Frank [68] derived the above expression from a differential equation with
moving boundary conditions. With the equation, a rounded lateral profile of polyethylene
single crystal can be predicted and it was experimentally observed and verified [69–71].
At lower temperatures, regime III is reached, where the nucleation rate i is bigger than
the lateral growth rate g. Consequently, the nucleation and the lateral growth can happen
at the same time and the surface becomes even rougher. In this condition, the lateral
spacing L′ between two surface nuclei becomes smaller and the lateral growth does not
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play an important role. As a result, the total linear growth rate can be expressed in terms
of b0, i and L
′
GIII = ib0L
′ (1.94)
In general, the lateral spacing L′ is about 1 to 3 stem widths [72].
Considering the primary nucleation rate discussed in the previous section, the expres-
sion is still valid in the surface nucleation process. In fact, at high temperatures, the
activation energy is almost constant. As a result, the nucleation barrier dominates. Fig.
1.19 shows the growth rate of polyethylene crystals at high temperatures, where three
regimes are shown.
In general, the LH theory treats crystal growth as a secondary nucleation process.
This implies that the growth rate and the nucleation rate of polymers should have the
same temperature dependence. Fig. 1.20 shows the linear growth rate of spherulites with
different molecular weights at different temperatures, in which a bell-shaped curve can be
observed for all molecular weights.
The above figure also demonstrates the molecular weight dependence of the linear
growth rate because the molecular weight affects the mobility of polymers. Low molecular
weight polymers have relatively high mobilities, which lead to large growth rates. In 1952,
Price [75] observed that low molecular weight polychlorotrifluoroethylene had a larger
growth rate than high molecular weight. Magil and Li [76] proposed a relation between
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Figure 1.19: Growth rate G as a function of temperature of polyethylene. Solid lines
stand for the calculated growth rates based on the LH theory, and dashed lines are the
extrapolations from G(T ) calculations. Figure from [73].
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Figure 1.20: Spherulite growth rates with different molecular weights at different temper-
atures. Figure from [74].
the molecular weight and the growth rate
logG ∝Mα (1.95)
where α is between -1.2 and -0.5. Later, Cheng and Wunderlich proposed another equation.
The linear growth rate at a constant supercooling ∆T can be expressed as
logG = A log[ln(n)] +B (1.96)
where n is the molecular length, A and B depend on the supercooling ∆T .
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Avrami plot
For semicrystalline polymers, the time dependent crystallinity can be controlled by sev-
eral factors, such as the nucleation process (homogeneous or heterogeneous), diffusion-
controlled growth or interface-controlled growth, dimensions, etc. The Avrami plot shows
how the crystallization process goes. This equation was first derived by Kolmogorov in
1937, while Johnson and Mehl also derived this equation independently. However, the
work done by Avrami [77–79] made the equation popular and widely accepted. The gen-
eral form of the Avrami equation is
1− Y = exp(−Ktn) (1.97)
where Y is the relative crystallinity, K and n are constants. The striking feature of
the Avrami equation is that the exponent n can tell what the condition is during the
crystallization process. Here is a brief summary of the exponent n in different conditions.
Table 1.1 demonstrates some typical n values and the growth behaviours. Taking n = 4
as an example, it states that the crystallization is based on homogeneous nucleation and
followed by a three-dimensional growth. It is true that the above descriptions for different
n are in ideal situations. In reality, crystallization can be more complicated and it may lead
to different n values. Thus, how to use the Avrami equation and how to explain the fits
extracted from the Avrami equation require more analyses. In addition, due to the collision
of crystal growth fronts, it shows a decrease of n as time increases. As a result, a deviation
from the Avrami plot in the late stage is usually observed. Fig. 1.21 shows the Avrami
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Table 1.1: Value of n in the Avrami equation and growth conditions
Growth habit
Homogeneous
nucleation
Heterogeneous
nucleation
Linear growth Diffusion-controlled
Linear growth
Steady state t = 0 Steady state t = 0
Sheaf-like 6 5 7/2 5/2 5, 6
3D 4 3 5/2 3/2 3, 4
2D 3 2 2 1 2, 3
1D 2 1 3/2 1/2 1, 2
plot of Poly(ethylene terephthalate) isothermal crystallization at different temperatures.
Clearly, good fits can be seen in the early stage, but deviations occur at the late stage.
1.4 Surface dynamics of polymers near their glass tran-
sition temperatures
1.4.1 From the glass transition temperature reduction to the sur-
face dynamics
Surface dynamics of polymers can be much different from the bulk dynamics. In the past
two decades, a lot of effort has been put to understand the surface dynamics of glassy
polymers. In fact, these studies were initiated by the experimental observation that the
glass transition temperature of polymer thin films was different from that in the bulk when
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Figure 1.21: Avrami plot of Poly(ethylene terephthalate) isothermal crystallization at dif-
ferent temperatures. Figure from [80].
the film thickness was less than 100 nm. This study was conducted by Keddie, Jones and
Cory in 1994 [30], in which they found a film thickness dependent Tg in polymer thin films.
In the study, they observed that the Tg reduction was molecular weight independent and
there was no chain confinement effect. Instead, they suggested that a liquid-like layer with
a lower Tg near the surface of glassy films was the cause of the Tg reduction. In order to
quantify the Tg reduction, they also provided an empirical equation
Tg(d) = Tg(∞)[1− (A
d
)δ] (1.98)
where d is the film thickness, Tg(∞) is the bulk glass transition temperature, and A is the
characteristic length. To fit data, A = 3.2nm and δ = 1.8 were used. In fact, Jackson
and McKenna [81] observed a similar Tg reduction of organic liquids confined in small
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Figure 1.22: Glass transition temperature of polystyrene as a function of film thickness,
where the solid line stands for the Eq. 1.98. Figure from [30].
pores. In their study, two glass forming organic liquids (ortho-terphenyl and benzyl alcohol)
were confined in small pores and measured by DSC. The results showed a clear pore size
dependent Tg of both organic liquids. Although authors gave some possible explanations
based on entropy and free volumes, more evidence shows that the origin of the glass
transition reduction is due to the free surface effect.
A striking observation found two years later by Forrest et al. [28] made the free sur-
face effect hypothesis more reasonable. Compared with Kiddie et al.’s study, the new
study removed substrates and measured the glass transition temperature of free standing
polystyrene films. The observation of a much larger Tg reduction in free standing films
compared with supported films indicates that the Tg reduction is highly related to the free
surface. If two free surfaces present, the Tg reduction is more pronounced than that with
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Figure 1.23: Glass transition temperature as a function of film thickness for free standing
polystyrene films. Figure from [28].
one free surface.
Can the Tg reduction be ascribed to the existence of a free surface? Sharp and Forrest
[82] beautifully demonstrated the relation between the free surface and the Tg reduction.
In their study, thin films with the thickness h were made by combining of two half films
h/2, where one was supported by a Si substrate and the other one was supported by
a NaCl crystal substrate coated with Al. With this method, possible artificial effects
caused by the evaporation of metal onto polymers can be ruled out. They observed a bulk
glass transition temperature when the sample surface was capped by a metal layer. This
observation directly reveals the relation between the free surface and Tg reduction.
Similarly Ba¨umchen et al. [83] did another experiment to test whether the Tg reduction
is caused by the free surface. In their study, free standing polystyrene films were made
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Figure 1.24: Glass transition temperatures of free standing polystyrene films and the same
films directly transferred onto Si substrates. Figure from [83].
and their glass transition temperatures were measured by an ellipsometer. After that,
the same films were transferred to Si substrates and measured by the ellipsometer again.
Consequently, one sample can provide two glass transition temperatures, one for the free
standing film and the other one for the supported film. Fig. 1.24 shows the glass transition
temperatures in two systems. It is not hard to see that in free standing films, large Tg
reductions are observed. In contrast, for the supported films, there is no Tg reduction.
The liquid-like layer plays a significant role in the glass transition temperature of poly-
mer thin films, but how thick is the liquid-like layer? What is the local glass transition
temperature of this liquid-like layer? In 2000, de Gennes [84] stated “future experiments
should aim not at the determination of a single Tg, but at a distribution of Tgs.” Ac-
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cordingly, Ellison and Torkelson [85] used dye-labeled thin films to probe the local glass
transition temperature in polystyrene thin films. In their study, polymer thin films were
composed of multilayers, in which a 14 nm dye-labeled thin layer was either sandwiched
by two normal thick layers or placed at the air/polymer surface or polymer/substrate in-
terface. In general, dye molecules in the excited state can dissipate their energy by the
fluorescence and other non-radiative decay, such as through vibrational modes. The rate of
non-radiative decay is sensitive to the temperature as well as the local density. In addition,
due to the competing effect between both mechanisms, stronger the non-radiative decay
is, weaker the fluorescence intensity is. Consequently, the fluorescence intensity acts as an
indicator of the local density, which can be used to determine the local glass transition
temperature. Fig. 1.25 shows the local glass transition shift compared with the bulk as a
function of the thickness of the dye-labeled layer. It is clear that even a thick layer under-
neath the surface still exhibits a very low glass transition temperature. It also indicates
that the surface glass transition temperature is independent of the total film thickness.
The next question is whether the glass transition temperature reduction is a general
phenomenon. In other words, whether for all polymers, a thickness dependent glass transi-
tion can be observed. After the thickness dependent glass transition study on polystyrene,
Keddie, Jones, and Cory measured the thickness dependent glass transition temperature
of poly(methyl methacrylate)(PMMA) films on different substrates [29]. In their study, a
similar thickness dependent Tg of PMMA films on Au substrates compared with that of
polystyrene films on Si substrates was observed; however, for PMMA films on Si substrates,
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Figure 1.25: Glass transition temperature shift of a dye-labeled polystyrene thin film placed
on the top of a thick polystyrene film (270 nm), where the thickness of the dye-labeled
polystyrene thin film is h. Figure from [85].
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Tg increased as the film thickness decreased. The observation indicates that the apparent
Tg depends on not only the free surface but also the substrate-polymer interactions. For
polystyrene on Si substrates, the interactions between polymers and substrates are rela-
tively weak; as a result, Tg is only affected by the free surface. In contrast, the strong
attractive interactions between PMMA films and Si substrates result in Tg increasing as
the film thickness decreases [86]. This result equivalently demonstrates that neglecting the
substrate interactions, the glass transition temperature is highly related to the free surface.
Considering the definition of the glass transition temperature, a lower Tg means the
presence of enhanced dynamics in thin films. Near the bulk Tg, a temperature decrease
by 3 K leads to a relaxation time increase by 10 times [87]. Accordingly, a Tg reduction
of 10 K should result in a mobility change by 1000 times. Such a huge change should
be captured by experiments. As expected, there is a great deal of evidence showing the
existence of enhanced surface mobility near the bulk Tg.
1.4.2 Surface dynamics of polymer thin films
From the previous sections, the conclusion that the free surface is the cause of the Tg reduc-
tion in polymer thin films has been established. Thus, the study on the surface dynamics
of polymer thin films can help us better understand the nature of the Tg reduction. Of
course, the topic of the surface dynamics of polymer thin films near Tg itself is also inter-
esting [88]. The surface dynamics of polymer thin films can be measured in many ways,
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such as light scattering [89, 90], dielectric spectroscopy [91, 92], AFM [93], positronium
annihilation [94, 95], etc. In this section, we review some recent experiments on the surface
dynamics of polymer thin films, especially at temperatures near Tg.
Dewetting in ultra thin films
In the early 1990s, Reiter did a series of studies on the dewetting of polymer thin films
at temperatures above [96, 97] and below [98] the bulk Tg. In general, dewetting is the
rupture of thin films on substrates and eventually forming different droplets. This process
is driven by the free energy. As a result, dewetting is a spontaneous process and the
speed of dewetting highly depends on the physical properties of thin films, such as surface
tension and viscosity. Consequently, the study of the dewetting process of polymer thin
films provides the chance to obtain the properties of the probed polymers. In the study
from Ref. [97], Reiter observed that for the film thickness h thinner than the end-to-end
distance REE of the polymers on glass substrates, the dewetting process was much different
from that with h > REE. In this study, Tv was defined as the temperature at which the
diameter of dewetting holes can reach 500 nm in one hour. Fig. 1.26 shows the relation
between Tv and the initial film thickness, where the bulk values are based on the bulk
dewetting model [99] with the bulk viscosity of polystyrene [100]. Clearly, the thickness
dependent Tv implies that the dewetting speed is not constant but thickness dependent.
The result is striking as the viscosity in thin films with h < REE is much smaller than that
in the bulk at the same temperature. In the paper, they claimed that these observations
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Figure 1.26: Temperature where the dewetting hole can reach 500 nm in one hour as
a function of film thickness: (a) polystyrene with a molecular weight of 28 kg/mol, (b)
polystyrene with a molecular weight of 660 kg/mol. Figure from [97].
should be attributed to the decrease of the density. Of course, whether or not a lower
density could lead to a huge change in polymer dynamics in thin films is unclear; however,
it is clear that the mobility of polymer thin films at the nanoscale is significantly different
from that in the bulk.
In general, dewetting experiments are always conducted in supported systems; however,
free standing films can also break and form holes due to the instability. As mentioned
above, dewetting is the rupture of films. Thus, there are two steps: hole forming and hole
growth. The growth of holes is sensitive to the properties of films. As a result, the study
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on the rupture of polymer thin films at the nanoscale may lead to some new observations
because much stronger Tg reductions are observed in free standing films compared with
supported films. Debre´geas et al. [101] did the first experiment on the viscous bursting of
polymer thin films. They found that the radius of holes grew exponentially with time and
the radius can be expressed as
R(t) = R0e
t/τ (1.99)
where τ is the characteristic growth time. Similar to Debre´geas’s work, Dalnoki-Veress et
al. [102] did another experiment on the hole formation and growth in thin freely standing
polystyrene films at temperatures slightly above the bulk Tg. They found that the char-
acteristic growth time τ decreased as the film thickness h decreased. They explained that
this was due to the shear thinning effect, which is a bulk phenomenon that the viscosity
decreases as the shear rate increases. In general, the viscosity can be written as
η =
σ
γ˙
=
τγ
h
(1.100)
where h is the thickness of films, τ is the characteristic growth time, and γ is the surface
tension. From the above expression, it is clear that the viscosity at the edge of the hole is
different from the zero shear viscosity as the shear rate is not negligible. Fig. 1.27 shows
the normalized hole radius as a function of time with different initial film thicknesses, where
different growth rates and τ values are shown. The results reveal a nonlinear viscoelastic
behaviour of polymer thin films at the nanoscale and also indicate that the dynamics of
polymers at the nanoscale is extremely sensitive to the experimental conditions. Even a
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Figure 1.27: Normalized hole radius as a function of time with different initial film thick-
nesses, where h is the initial film thickness and τ is the characteristic growth time. Figure
from [102].
small film thickness change affects the shear rate dramatically and results in a significant
decrease of the viscosity. This suggests that in the future, one should be extremely careful
about the experimental conditions, otherwise artificial results can be achieved even though
they seem to be scientifically correct.
Studies on the free surface
From the previous sections, it is not hard to conclude that the dynamics of polymer thin
films is different from that in the bulk. Dewetting experiments provide insight into how thin
films behave at the nanoscale; however, the dynamics of polymer thin films is contributed
by both the free surface and the materials underneath. Thus, one should expect a way to
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probe the dynamics of just the free surface. Atomic force microscopy (AFM) is a powerful
tool to probe the local properties of samples. Thus, AFM based measurement near the Tg
may lead to some new insights [103–108].
However, these measurements are not consistent. Some experiments show the existence
of enhanced mobility as well as a lower local Tg near the free surface, but the others don’t.
In the shear modulation force microscopy study of polystyrene films carried by Ge et al.
[104], no Tg reduction was found even in a 17 nm thin film. Similar results can be found
in the adhesion study on poly(tert-butyl acrylate) [103], where no noticeable enhancement
in the surface was observed. In contrast, the indentation study on polystyrene samples
conducted by Bliznyuk et al. [106] exhibited a film thickness dependent glass transition
temperature. The controversies indicate that the mechanical analysis on the free surface
with AFM probes is complicated and the effect of experimental conditions has not been
fully understood. Taking the frequency as an example, it has been widely accepted that
Tg is kinetic dependent, i.e., the cooling/heating rate and the probing rate can affect Tg
values. This implies that the controversial results might be caused by different probing
rates. Fakhraai and Forrest [109] studied the cooling rate dependent Tg of polystyrene
thin films and found there was no significant reduction with a high cooling rate (130
K/min). Fig. 1.28 shows the relaxation time in the form of the cooling rate as a function
of temperature with different film thicknesses. It is obvious that the relaxation time of 90
nm films follows the VTF curve; however, it shows the Arrhenius behaviour for thin films
at low temperatures. On top of this, all lines intersect at the same temperature of 378.5
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Figure 1.28: Cooling rate as a function of temperature for different film thicknesses, where
the cooling rate is obtained from the relaxation time τ . Figure from [109].
± 1.4 K, which corresponds to a cooling rate between 168 and 2068 K/min. This suggests
that any experiments with a cooling rate larger than 2068 K/min should exhibit a bulk Tg
or bulk dynamics.
According to the cooling rate dependent studies, one possible reason for controversial
results in different AFM based experiments is the non-consistent probing frequency. For
the tapping mode AFM, the working frequency is about a few hundred kHz, which leads
to a probing time window of 0.00001 second. It means with a probing frequency of 100
kHz, if the relaxation time of the system is longer than 0.00001 second, glassy dynamics
should be observed.
72
CHAPTER 1. INTRODUCTION
In order to overcome the problem discussed above, studies on the surface dynamics
of polymer thin films should use a smaller cooling rate or a longer experimental time .
One good candidate is to introduce some small perturbations at the surface of polymers
and study the relaxation process of these perturbations. Perturbations may come from
either polymers themselves, like nano-indentations, or external sources, like nanoparticles.
The advantage of this type of experiment is the long relaxation time due to the relatively
large perturbations. As a result, it is possible to keep track of the entire evolution. In
addition, a long experimental time leads to a small effective cooling rate as the typical
experimental time is in the range of hours and days. Consequently, the cooling rate caused
artifacts can be ruled out. The first nanoparticle embedding experiment was conducted
by Teichroeb and Forrest [110]. In their study, 10 nm and 20 nm gold nanoparticles were
gently spin-coated onto polystyrene thin films with the film thickness of 180 nm. When
T > Tg, the embedding process should be expected as the polymers want to wet gold
nanoparticles and then swallow them in order to minimize the free energy. However if
there is no liquid-like layer in the glassy polymer films, the embedding process should not
be observed as the cooperative motions are frozen at T < Tg. Fig. 1.29 shows the apparent
height of nanoparticles as a function of annealing time at different temperatures. It is not
hard to see that there are two different processes: above Tg, the nanoparticles fully embed
into films; in contrast, below Tg, nanoparticles penetrate into a certain distance about 3.5
nm to 3.8 nm. This demonstrates that even below Tg, the embedding process can still
happen. It equally implies that there is a liquid-like layer below the bulk Tg in thin films
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Figure 1.29: Apparent height of nanoparticles as a function of time at different tempera-
tures in polystyrene films. Figure from [110].
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with a size of a few nanometers. Sharp et al. [111] developed a STF model to account for
the embedding process. In this model, the driving force of the embedding process can be
written as
F (t) = 2piR(t) sin(ψ)γpolymer (1.101)
where R(t) is the radius of the contact area, φ is the contact angle, and γpolymer is the
surface tension. Applying the above driving force, the apparent height of the nanoparticles
can be written as:
h(T, t) = 2R− [3(1− ν)
8R1/2
∫ t
0
J(T, t− )dF
d
d]2/3 (1.102)
where ν is the Poisson’s ratio, J(T, t) is the creep compliance and  is the variable of
integration (from 0 to t). With this expression and experimental data, the local rheological
temperature (R = T : τ(R) = τbulk(T )) can be obtained. In this study, the surface
rheological temperature is about 374 K when the real experimental temperature is 363 K,
indicating that there is indeed a liquid-like layer even when the bulk is in the glassy state.
In addition, Hutcheson and McKenna [112, 113] proposed another model to account for the
embedding process on the free surface. In their model, the driving force has three parts,
γsphere, γpolymer, γsphere−polymer. This driving force is much larger than that in the model
proposed by Sharp et al. They concluded that there is little or no depression in the glass
temperature or existence of a liquid layer at the polystyrene surface [113]. It is clear that
the deviation is caused by the different expressions of the driving force. However, how to
precisely model the driving force at the interface between the nanoparticles and polymers
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near the glass transition temperature is hard due to the complicated viscoelastic behaviour
of polymers.
Without considering the model, a simple relaxation study on the nanoparticle embed-
ding process was conducted by Qi et al. [114]. In this study, the embedding involved two
processes, the surface process and the bulk process. At high temperatures, only the bulk
process existed. As a result, a single decay was observed. At low temperatures, the bulk
process was so slow that it was impossible to be observed. While near Tg, both the surface
and bulk embedding processes co-existed. In order to directly compare these two pro-
cesses, time dependent nanoparticle height profiles were fitted with two single exponential
functions, where the bulk process had a longer relaxation time, and the surface process
had a shorter relaxation time. It is clear from Fig. 1.30 that the bulk relaxation follows
the bulk VFT curve and the surface relaxation exhibits an Arrhenius type of behaviour.
On top of this, Qi et al. [115] also conducted a comprehensive study on the molecular
weight dependent nanoparticle embedding in polystyrene films near the bulk Tg, in which
low molecular weight polymers demonstrated a different behaviour from high molecular
weight polymers. They claimed that the difference in dynamics might be caused by the
viscous flow near the free surface. Because low molecular weight polymers can flow in the
liquid-like layer; in contrast, high molecular weight polymers cannot. A similar study on
tris(naphthyl)benzene (TNB) was conducted by Daley et al. [116]. In the study, in addition
to the bulk embedding process, a material build-up process was observed at temperatures
below the bulk Tg, which was considered as the result of the surface flow. Fitting the
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Figure 1.30: Temperature dependent bulk and surface embedding processes in polystyrene
films, where the dashed line stands for the shifted bulk VFT curve, open circles are the
bulk relaxation, and open squares are the surface relaxation. Figure from [114].
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experimental profiles, the relaxation time of both the embedding process and the build-up
process were extracted. They found that the embedding process followed the bulk VTF
behaviour; while the build-up process exhibited the Arrhenius behaviour.
Nanoindentation recovery
As mentioned previously, perturbations can be classified into two groups: induced by
the system itself or induced by external sources. Nanoparticle embedding experiments
should be considered as the second one. These experiments are very powerful in studying
the surface dynamics of polymer thin films near Tg. However, the interaction between
the external perturbations and the system is complicated and hard to model. Thus, an
experiment involving perturbations from the system itself would be easier for modeling and
analysis. Rapale´o et al. [93] developed a beautiful technique to study the surface dynamics
of polymer thin films near the bulk Tg of PMMA. In their study, PMMA thin films were
irradiated by Au ions, which resulted in thin films with a lot of artificial holes as well as
tails beside the holes. Owing to the excessive free energy of these holes, polymers tended to
fill these holes. Thus, if there is a liquid-like layer below Tg, a hole recovery process should
be observed. Compared with nanoparticle embedding experiments, there was no external
force to the surface during the relaxation process. As a result, the relaxation process only
dependeds on the local property of polymers. Fig. 1.31 shows the holes and the tails relax
at different temperatures, where the bulk VFT curve is also shown. It is clear that there is
a shift from the bulk VFT curve. The relaxation follows the shifted bulk VFT curve when
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Figure 1.31: Relaxation times of the volume, length and height of the nanodeformations
at different temperatures. Figure from [93].
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T > 350 K and then follows the Arrhenius behaviour. Taking τ = 100 s as the definition
of the glass transition, the local Tg is about 30 K lower than the bulk value. Clearly, we
can say that compared with the bulk, the surface dynamics is enhanced. This experiment
provides a new idea of how to measure the surface dynamics without introducing external
sources. However, the impact of high energy ions can dramatically change the surface
properties of thin films (melting, bond breaking, and particle ejection [93]). As a result,
this not gentle treatment might lead to unreal surface dynamics. Thus, new experimental
designs should not only consider how to make perturbations on the surface of polymers
but also consider how to do this gently.
Fakhraai and Forrest [117] designed a novel experiment to produce many artificial
holes without introducing high energy ion beams. In their study, nanoholes on polystyrene
surfaces were induced by removing partially embedded nanoparticles with mercury. In this
way, the possible problems mentioned previously could be avoided. In order to probe the
surface dynamics of glassy polystyrene, polymers were annealed at different temperatures
for different periods of time. Fitting the time dependent depth profiles of the nanoholes,
the relaxation times of these nanoholes were extracted. As expected, the results still
support the existence of a liquid-like layer in glassy polymers as the relaxation time deviates
from the bulk VFT curve below Tg. At almost the same time, Qi et al. [118] studied
the surface dynamics of glassy isotactic poly (methyl methacrylate) (i-PMMA) films on
different substrates. In this study, the embedding process was found even at 42 K below the
bulk Tg. In order to quantify the effect of substrates, both Al and Si substrates were used.
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Figure 1.32: Normalized relaxation time of nanoholes as a function of the film thickness
of i-PMMA films on two different kinds of substrates, Al (triangles) and Si (circles and
squares). Figure from [118].
They found different thickness dependences of the relaxation time on different substrates:
an increased relaxation time as the film thickness decreased on Si substrates and a decreased
relaxation time as the film thickness decreased on Al substrates. Surprisingly, the substrate
effect can extend up to 180 nm.
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Surface capillary waves and relaxation of artificial gratings
Nanohole-recovery experiments provide the chance to probe the surface dynamics of glassy
polymers within a reasonable time window. However, the relaxation process is very fast at
temperatures above Tg. As a result, nanohole-recovery experiments can only be conducted
within a limited temperature range, from well below Tg up to slightly higher than Tg.
Thus, in order to extend the experimental temperature window, new designs are required.
Similar to nanohole-recovery experiment, another way to study the surface dynamics of
polymers is to study the relaxation of artificial nanogratings or nanosteps, because the
size of nanogratings or nanosteps can be controlled precisely. Accordingly, the relaxation
experiment far above Tg is doable. Kerle et al. [119] made rough polystyrene surfaces
with CaF2 moulds and measured the surface tension driven decay of these corrugations.
In their study, only a partial relaxation was observed below Tg and a full relaxation was
observed at and above Tg. Thus, they claimed that there was no liquid-like layer in glassy
polymers as it would result in a full relaxation rather than a partial relaxation. However, it
should be noted that the partial relaxation rather than the full relaxation might be caused
by insufficient annealing time because the relaxation of these corrugations is wavelength
dependent. Short wavelengths require less time to relax than long wavelengths.
In contrast, Zhang and Yu [120] measured the relaxation of a sinusoidal surface grating
made by low molecular weight polystyrene. In their study, the grating can fully relax as
the height of the grating reduced dramatically. This indicates that it is a full relaxation
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Figure 1.33: Height of the grating as a function of annealing time below the bulk glass
transition temperature of low molecular weight polystyrene. Figure from [120].
process rather than a partial relaxation process below Tg. Fig. 1.33 shows the relaxation of
the grating below Tg, where the height change is more than 80 %. In addition, they found
that the bulk diffusion coefficient followed the bulk VFT curve above Tg; however, below
Tg, the surface diffusion coefficient deviated from the bulk VFT curve. This also indi-
cates the existence of enhanced surface dynamics in glassy polymers. A similar behaviour
can also be found in the organic glass formers, such as o-terphenyl [121], indomethacin
[122]. Consequently, we can conclude that the existence of enhanced surface dynamics in
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glassy amorphous materials is a general feature, although there are some system-to-system
variations.
Moreover, the study on thermally induced capillary wave at the surface of polymers can
also provide the information of the surface dynamics of polymers. The surface capillary
wave above the glass transition temperature can be measured with x-ray photon correlation
spectroscopy [90, 123–125]. However, below or near Tg, the method is not applicable as the
decay time of the correlation function is so long that samples can be damaged under x-ray
exposure. Consequently, Yang et al. [126, 127] used power spectral density spectroscopy to
study the thermally induced surface roughness of polymer films. In the study, they found a
surface mobile layer, which exhibited Arrhenius dynamics. In addition, they claimed that
the thickness of this layer was less than 2.3 nm.
To summarize, there is a lot of experimental evidence showing the existence of a liquid-
like layer in glassy amorphous materials and the viscosity of the layer is much lower than
that in the bulk. The existence of the liquid-like layer allows artificial perturbations to
relax below the bulk Tg, when the bulk is almost immobile. However, how thick the liquid-
like layer is and how molecules move in the liquid-like layer are still unclear. One of the
main objectives of this thesis is trying to answer these two questions.
84
CHAPTER 1. INTRODUCTION
1.4.3 Studies on solid polymers
Polymer physics is a fantastic subject as it involves many fundamental topics, which are
useful in industrial processing and manufacturing. In this thesis, we focus on solid poly-
mers, especially the transition from melts to solids. In general, solid polymers can be
classified into two groups: amorphous and crystalline. Thus, our studies on polymers have
two major parts, amorphous solids and crystalline solids. In the first part, we try to un-
derstand whether the observed Tg reduction is caused by the liquid-like layer at the free
surface. To achieve this, we utilize the stepped film levelling technique to study the sur-
face dynamics of polymer films near Tg in different conditions. On top of this, in order to
directly connect enhanced surface mobility to the Tg reduction, the simple model proposed
by Forrest and Dalnoki-Veress [128] is verified by the thermal expansivity study on polymer
thin films. Crystalline polymers are useful and important to polymer devices as there are
significant differences in physical properties between crystalline and amorphous polymers.
Atactic polystyrene is known to be non-crystallizable; however, syndiotactic and isotactic
polystyrene can crystallize. Nevertheless, it is also true that there are some stereoregu-
lar components in atactic polystyrene due to random statistics. Thus, it is possible that
atactic polystyrene is able to crystallize in some conditions. Consequently, in the second
part, we try to grow crystals from atactic polystyrene melts and systematically study the
growth and melting behaviours of these crystals. Lastly, we are not able to answer all these
questions but just want to contribute our knowledge to this field and try to offer some new
ideas.
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Chapter 2
Experimental techniques
2.1 Sample preparation
2.1.1 Materials
Most of the studies in this thesis are based on atactic polystyrene (aPS). For the surface
dynamics study, aPS with molecular weights 3.0 kg/mol, 11.9 kg/mol and 22.2 kg/mol were
purchased from Polymer Source Inc. For the crystallization study, aPS with molecular
weights of 500 g/mol, 600 g/mol, and 890 g/mol were purchased from either Polymer
Source Inc. or Polysciences Inc. The glass transition temperatures of these polymers are
shown in Fig. 2.1.
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Figure 2.1: Molecular weight dependent glass transition temperature. Figure from [129].
2.1.2 Thin film preparation
Preparation of substrate supported films
Thin polymer films were prepared by spin coating pre-made toluene solutions onto sub-
strates. The thickness of polymer films can be controlled by either the concentration of
solutions or the speed of the spin coater [130]. In this thesis, the thicknesses of samples
were in the range of 5 nm up to 200 nm. After spin coating, samples were annealed above
their bulk glass transition temperatures in a homemade oven flushed with dry nitrogen.
For crystallization samples, the annealing temperatures were above their melting points.
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Preparation of stepped films
Stepped films were made using the following protocol:
1 Make two supported films with desired thicknesses on two different substrates, Si and
Mica, where h2 is the film thickness on mica (film-1 ), and h1 is the film thickness on
Si (film-2 ).
2 Anneal samples above their bulk glass transition temperatures for at least 12 hours in a
homemade oven flushed with dry nitrogen.
3 Draw several lines on film-1 (Fig. 2.2) with a razor blade.
4 Float film-1 onto deionized water.
5 Dip film-2 into water and pick film-1 up.
6 Dry stepped film at ambient conditions and then transfer them into a 24-well plate for
future use.
2.2 Ellipsometry
Ellipsometry is an optical technique to study the dielectric properties of thin films as it
is very sensitive to the thickness and refractive index changes of thin films. In our lab, a
self-nulling ellipsometer is used to determine the thickness of polymer thin films. Moreover,
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Figure 2.2: Schematic diagram of drawing lines on mica supported films. Modified from
[131].
due to the different expansivities of polymer thin films between the melt and glass states,
the glass transition temperature of polymer thin films can also be determined by the
ellipsometer. The ellipsometer in our lab is a faraday-modulated self-nulling ellipsometer.
Fig. 2.3 shows the optical path of the ellipsometer. The laser generates linearly polarized
light at 632 nm, which passes through the first quarter-wave plate (Q1) and becomes
circularly polarized light. The fast axis of Q1 is set 45 ◦ with respect to the plane of
polarization of the laser beam. After passing through the Polarizer (P) and the second
quarter-wave plate (Q2), the elliptically polarized light is produced, where Q2 is set 45 ◦
with respect to the plane of incidence. As Q1 and Q2 are fixed, the only way to adjust
the polarization state of the incident light beam is to adjust P. With a proper value of P,
a linearly polarized reflected light is produced upon the reflection on the sample. Finally,
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Figure 2.3: Schematic diagram of the faraday-modulated self-nulling ellipsometer.
the Analyzer (A) is used to produce a null condition (no light) at the detector. Both
Faraday rods are used beside P and A to change the polarization state of the light slightly
in a quadrature sinusoidal modulation. Then, the detected signal by the photodetector is
demodulated and two signals are sent back to two stepper motors to adjust P and A. As
a result, the ellipsometer always stays at a null condition. During the measurement, for a
sample at a certain temperature, a pair of P and A values is obtained, which can be used
to determine the physical properties of the sample with a proper model.
Thus, an important work is to make a model to describe the right optical path in the
sample, which should include all reflections and refractions at all interfaces of the sample.
In order to study the optical path and polarization state change of the light in the sample,
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we should decompose the light into two components: the p component, oscillating parallel
to the plane of incidence; and the s component, oscillating perpendicular to the plane of
incidence. As these two components are perpendicular to each other, the change of these
components are mutually independent. According to the Fresnel equations and Snell’s law,
the reflection coefficients of the p and s components at each interface of the sample can be
given
rp =
N1 cos(φ0)−N0 cos(φ1)
N1 cos(φ0) +N0 cos(φ1)
(2.1)
rs =
N0 cos(φ0)−N1 cos(φ1)
N0 cos(φ0) +N1 cos(φ1)
(2.2)
where N = n + ik is the complex refractive index, the subscript 0 stands for the refractive
index of the upper layer, and the subscript 1 stands for the refractive index of the lower
layer. Similar to the reflection coefficients, the transmission coefficients can be given by
tp =
2N0 cos(φ0)
N1 cos(φ0) +N0 cos(φ1)
(2.3)
ts =
2N0 cos(φ0)
N0 cos(φ0) +N1 cos(φ1)
(2.4)
In fact, if there are more than two layers in the sample, the total reflection is not contributed
by the reflection at the first interface but the sum of all reflected lights at all interfaces.
In consequence, the total reflection coefficients of the p and s components for a three-layer
system can be given by:
Rp =
rp01 + rp12 exp(−i2β)
1 + rp01rp12 exp(−i2β) (2.5)
Rs =
rs01 + rs12 exp(−i2β)
1 + rs01rs12 exp(−i2β) (2.6)
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where β = 2pi(d1
λ
)N1cos(φ1), d1 is the thickness of the second layer. Knowing the total
reflection coefficients, we can determine both the thickness and refractive index of the film.
However, the ellipsometer cannot directly measure these two components. Thus, the ratio
of those two components is used.
Rp
Rs
= tan Ψei∆ (2.7)
For the ellipsometer in our lab, the relations between P, A and ∆, Ψ are
∆ = 2P + 90◦ (2.8)
Ψ = A (2.9)
2.2.1 Determination of h and n
In reality, there are multiple layers in the sample. For each layer, there are two parameters:
the thickness h and the refractive index n. In consequence, the main target is to solve for
these h and n; however, it is not possible to analytically solve for h and n with one single
wavelength and one fixed incident angle. As a result, we need to calculate P and A
values with different h and n combinations and then compare these P and A values to the
experimental P and A values to determine the real h and n values. Fig. 2.4 shows a typical
three-layer system, which is used to demonstrate how to determine h and n values. The
refractive index of air, film, and substrate are denoted by n0, n, and n2, and the thickness
of the film is h. In general, n0 = 1, and the substrate is Si, having a refractive index of
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h
Figure 2.4: Three-layer system and its optical path. Figure from [132].
3.875 - 0.023i. For polystyrene films, the refractive index is about 1.583. In fact, there is
always a native silicon dioxide layer on the Si substrate and the thickness of this layer is
about 2 nm. A Matlab script with the formulas mentioned above is used to calculate P
and A values with given h and n. For temperature independent measurements, n is fixed
as a constant. With different h values, a series of P and A combinations can be obtained.
Fig. 2.5 shows the P vs. A curve with a fixed n. In order to find the thickness of the
sample, the experimental P and A values can be plotted on the same figure and the closest
P and A pair on the curve can give a good estimation of the experimental data. As this P
and A pair gives a unique film thickness h, the thickness of the film hexp should be equal
to the simulated film thickness h.
Because of the high sensitivity of ellipsometry to film thickness, it can be used to study
the glass transition of polymer thin films [133]. In this thesis, all glass transition temper-
atures of thin films are measured with the self-nulling ellipsometer. A typical procedure
is
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Figure 2.5: P and A simulation data of polystyrene films with different film thicknesses
based on the four-layer model.
1 Mount a sample on a Linkam heating/cooling stage.
2 Turn on the ellipsometer and find P and A at a null condition.
3 Turn on the Linkam stage, hold temperature above bulk glass transition temperature.
4 Slowly cool down with a cooling rate of 2 K/min.
5 Repeat process [3] and [4] if necessary.
After experiments, P , A vs. temperature profiles can be obtained. There are several ways
to determine the glass transition temperature. The easiest way is to fit either P and A
data in both the glassy state and melt state, where the intersection of these two fits is
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the glass transition temperature. Although finding temperature dependent film thickness
and refractive index provides a better estimation on the glass transition temperature, the
method above is good enough in most cases.
Fig. 2.6 shows the glass transition temperature determined by P profile and A profile
respectively, in which the difference of Tg is less than 2 K (2 %).
2.3 Atomic-force microscopy
Atomic-force microscopy (AFM) is a type of scanning probe microscopy, and it has very
high resolution and low requirement of the operating environment. Due to the diffraction
limit, light based techniques become less useful at the nanoscale; however, AFM can over-
come the diffraction limit and provide a resolution in the order of Angstrom. In this thesis,
AFM is the most frequently used experimental equipment as it is the best tool to study
the surface dynamics of polymers.
2.3.1 Components of AFM
There are four major components of AFM: tip and cantilever, piezoelectric element, laser
and detector, and controller. In general, the laser beam is reflected off the back of the
cantilever and detected by the photodiode detector. The piezoelectric element is used to
adjust the height of the tip and cantilever based on the signal collected from the detector.
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Figure 2.6: Glass transition temperature measurement on a polystyrene thin film, where
the molecular weight is 11.9 kg/mol.
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• The end of the cantilever is attached to the piezoelectric element, which can oscillate
the cantilever and adjust the height of the cantilever in a very short range (1.5 µm
to 15 µm).
• The tip at the front of the cantilever can touch the surface and feel how rough the
surface is.
• The photodiode detector detects the shift of the reflected laser beam and tells the
status of the cantilever.
• The controller adjusts the piezoelectric element according to the signal from the
photodiode detector.
2.3.2 How AFM works
AFM can probe the weak force between the tip and the sample; thus, it is able to provide
a true 3D image of the sample surface, which is different from the 2D image produced by
traditional optical microscopes and electron microscopes. The interaction between the tip
and the sample can be approximately characterized by the Lennard-Jones potential. At
a long distance, the Van der Waals attraction dominates; at a short distance, the Pauli
repulsion dominates. Fig. 2.7 demonstrates the interaction described above. During the
scan, the interaction between the tip and the sample is maintained as a constant with a
feedback loop. The deflection of the cantilever is the input of the feedback loop and the
output of the feedback loop is used to adjust the piezoelectric element. If there is a bump
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Figure 2.7: Net force between the tip and the sample. Figure from [134].
or dip on the sample, the tip moves up or down, which results in the deflection of the
cantilever. The feedback loop then quickly responds and adjusts the piezoelectric element
to restore the original interaction (setpoint) between the tip and the sample. At the same
time, the topography of the sample surface is recorded by the system.
Fig. 2.8 shows the AFM images of atactic polystyrene (aPS) single crystals from aPS
crystallization experiment, where (a) is the height image and (b) is the phase image. The
difference in colour in the height image means the height difference between the amorphous
domain and the crystalline domain; while, the colour difference in the phase image implies
the mechanical property difference between two domains.
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a b
Figure 2.8: AFM images of a Mw 600 g/mol atactic polystyrene, (a) the height image, (b)
the phase image.
2.3.3 Contact mode and AC mode
As mentioned previously, AFM uses a feedback loop to keep a constant interaction between
the tip and the sample. In general, there are two ways of doing this. It leads to two
operation modes: contact mode and AC mode.
Contact mode means that the AFM tip is in contact with the sample during the en-
tire scan. The interaction between the tip and the sample is maintained as a constant
by adjusting the piezoelectric element. Due to Hooke’s law, the cantilever deflection is
proportional to the interaction F and the reciprocal of the spring constant k. Accordingly,
in order to achieve a strong signal and also keep the interaction small (too large interaction
may cause the sample and tip damages), a low stiffness cantilever should be used (a typical
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k value is about 0.2 N/m). When the tip approaches the sample surface, due to the large
attractive force, the AFM tip snaps into the surface, which means the tip is in hard contact
with the sample surface. In this condition, the interaction between the tip and the sample
is repulsive due to the overlapping electron orbits (Pauli repulsion at the short distance
in Fig. 2.7 ). The contact mode is easy to operate as there are not too many adjustable
parameters (PID control), and it has a fast scanning speed. However, due to the hard
contact between the tip and the sample, it may easily damage soft samples, such as most
biological materials and polymer materials. Thus, another working mode, AC model, is
more commonly used in these studies.
Unlike contact mode, in AC mode, the AFM tip is not in contact with the sample
surface all the time during the scan. Instead, the AFM tip is oscillated at a constant
frequency. In AC mode, the tip is in contact with the sample surface for only a part of the
oscillation period or even not in contact with the sample surface. The first case is called
tapping mode and the latter case is called non-contact mode. In either case, it dramatically
reduces the risk of the sample and tip damages. In AC mode, the free amplitude varies
from several nm to several hundreds nm and the driving frequency is always chosen to be
near the resonance frequency. When the cantilever is oscillated in the open air, there is
no external force exerted on the tip. As a result, the amplitude of the oscillation does not
change. However, when the tip approaches the sample, due to the interaction between the
tip and the sample, the frequency and the amplitude of the oscillation change. The setpoint
is the threshold of the amplitude change, beyond which the feedback loop starts to react.
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Accordingly, possible lateral damages can be dramatically reduced. In addition, due to the
nature of oscillation, the phase information can also be obtained in AC mode. If there is
no interaction, there is no phase difference between the driving signal and detected signal.
When the tip approaches the sample, the phase shift caused by the interaction should be
observed. The phase shift highly depends on the viscoelastic properties of the sample. As
a result, phase images can be used to study the blend system because there is no significant
height difference between two different domains and a significant contrast can be observed
in the phase. In this thesis, the crystallization behaviours of aPS are studied with AFM
phase imaging (the phase difference between the amorphous and crystalline domains Fig.
2.8).
2.4 Raman spectroscopy
When a laser beam illuminates on a sample, most of the light is scattered elastically, which
is known as Rayleigh scattering (no frequency change between the incident light and the
scattered light). However, a small fraction of the light scattered inelastically has different
frequencies, which is known as Raman scattering. If the frequency of the scattered light
is lower than that of the incident light, the light is deemed to have undergone a Stokes
shift; in contrast, if the frequency is higher than that of the incident light, the light has
undergone an anti-stokes shift. In general, anti-Stokes shift has a much lower intensity
than Stokes shift.
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Raman spectroscopy is a technique to detect inelastic scattering (Stokes shift or anti-
Stokes shift). As a result, Raman spectroscopy can be used to determine the physical
properties of the samples in different physical conditions, such as crystallization [133, 135,
136] and glass transition [137].
The Raman shift is typically expressed in terms of wavenumber, which can be written
as
∆w(cm−1) = (
1
λ0(nm)
− 1
λ1(nm)
)× 10
7nm
(cm)
(2.10)
where λ0 is the wavelength of incident light, and λ1 is the Raman spectrum wavelength.
Because Raman spectroscopy is able to measure low frequency modes, it is very suitable
to study polymers. In addition, with some enhancement techniques, Raman spectroscopy
is also a good candidate in studying the surface properties of polymer thin films, such
as Surface-enhanced Raman spectroscopy (SERS) and Tip-enhanced Raman spectroscopy
(TERS).
2.5 Annealing ovens
We designed five vacuum ovens, which are used to anneal polymer thin films in vacuum.
The vacuum ovens have four major parts: temperature controller, vacuum chamber, hot
stage, and lid.
• The temperature controller is made with Omega CN 7500 [138], which has two dual
relay outputs.
103
CHAPTER 2. EXPERIMENTAL TECHNIQUES
• The vacuum chamber is made from stainless steel and connected to a dry scroll pump
[139].
• The hot stage has three layers. The insulated flexible heater [140] is sandwiched by
two aluminum plates.
• The lid is used to cap the heat stage. Without the lid, the temperature on the hot
stage is not stable.
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Surface dynamics of glassy polymer
films
3.1 Introduction
In the past two decades, the dynamic properties of glassy materials [15, 141] have attracted
much attention owing to the significant impact on industrial fabrications [142]. These stud-
ies can be classified into two groups, in bulk system and in special systems [143], such as
thin films [91], materials confined in porous media [144], and colloids [145], where the
surface-volume ratio is relatively larger than that in the bulk. On the other hand, there
has been accumulated evidence demonstrating that the glass transition temperature de-
pression as the film thickness decreases is caused by the enhanced surface mobility. Thus,
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to understand how polymers move and how they are distributed near the free surface below
the bulk glass transition temperature are important as they may change our understand-
ing of solids. For example, if there is a layer near the free surface with enhanced mobility,
it may flow even when the bulk is still solid. This phenomenon has a significant impact
on industrial manufactures, such as moulding polymers below Tg, which saves energy and
reduces manufacturing cost. Another intuitive but striking example is the ion conducting
polymers, in which conductivity depends on the dynamics of the system through the func-
tion στsT = const [146, 147]. Hence, a VFT type of behaviour is normally observed when
T > Tg [148]. If a layer near the free surface with enhanced mobility exists, it could result
in the surface with higher conductivity when the bulk remains non-conductive. This is phe-
nomenologically similar to topological insulators (totally different mechanisms). Therefore,
a quantitative study on the surface dynamics of glassy materials is necessary.
In this chapter, we use a novel experiment, levelling of stepped films [149–153], to study
the surface dynamics of polymer thin films in their glassy state. The study can be divided
into four parts: low molecular weight polystyrene, different molecular weights polystyrene,
different confinement conditions, and ultra-thin films.
The first part of the study focuses on how polymers flow below Tg. It involves providing
a physical picture, developing a mathematic model, data analysis, comparison between the
experimental and numerical flow profiles, and calculating the effective surface mobility.
In the second part, polystyrene stepped films with different molecular weights are used
to study how polymer chains are distributed near the free surface, and how polymers flow
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x
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h
Figure 3.1: Schematic diagram of a stepped film, where the total film thickness is h, the
bottom layer has a thickness h1, and the top layer has a thickness h2.
in the early stage, where the assumptions made in the model proposed in the first part are
not valid.
In the third part, stepped films are immersed in different liquids. Whether the free
surface effect can be removed by liquids is tested.
In the last part, the levelling of ultra-thin stepped films is studied to demonstrate
whether the Tg reduction is caused by the existence of a liquid-like layer in glassy polymer
films.
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3.1.1 Theory and simulation
Above Tg, polymer melts can be considered as viscous liquids. Due to the unstable surface
geometry, a levelling process, the Laplace pressure driven flow, occurs when stepped films
are annealed above Tg. Consequently, by studying the levelling of stepped films, we are
able to study the rheological properties of polymers at the nanoscale.
On the other hand, below Tg, stepped films cannot be considered as viscous fluids as
they are solids in the experimental time window. However, if there is a liquid-like layer in
glassy polymers, the levelling process is still possible as the liquid-like layer can flow.
In this section, the levelling processes above and below Tg are modelled in terms of fluid
flows. However, above Tg, the entire film flows; while, below Tg, only the liquid-like layer
can flow. Intuitively, they should behave differently.
Whole film flow
In general, above Tg, polymer melts are viscoelastic objects. However, we use low molecular
weight polystyrene and a relatively long experimental time. Accordingly, the experimental
time is longer than the Maxwell time η
E
. As a result, polymer melts can be considered
as pure viscous liquids. Then, we can use fluid dynamics to model the levelling process.
Before the derivation, some assumptions are made
1. The fluid is incompressible and the inertia is negligible.
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2. There is no slip at the substrate-polymer interface.
3. There is no shear at the polymer-air interface.
4. Gravity is negligible as the capillary length lc =
√
γ
ρg
>> h [154].
5. There is no long-range interaction between the substrate and the polymer film [155].
6. The lubrication approximation (flow in y direction is negligible, see Fig. 3.1) is used.
According to the above assumptions, it is not hard to tell that we are modelling an incom-
pressible viscous fluid flow with no inertia, no gravity, no substrate interaction, no slip,
and no shear boundary conditions. This automatically leads to the Stokes equation.
∇P = η∇2v (3.1)
where P is the local pressure and v is the local velocity. According to the lubrication
approximation (Fig. 3.1), Eq. 3.1 reduces to
∂P
∂x
= η
∂v2
∂y2
(3.2)
Since there is no shear at the polymer-air surface, the shear stress at the polymer-air
interface equals to zero.
η
∂v
∂y
∣∣∣∣
y=h
= 0 (3.3)
Integrating Eq. 3.2 and substituting it into the above equation, it yields:
∂v
∂y
∣∣∣∣
y=h
= [
1
η
∂P
∂x
y + c]
∣∣∣∣
y=h
= 0 (3.4)
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This leads to the parameter c to be
c = −1
η
∂P
∂x
h (3.5)
Similarly, as there is no slip at the polymer-substrate interface, the local velocity at the
polymer-substrate is zero. Integrating Eq. 3.2 and v(y = h) = 0, it leads to
v(y = 0) = [
1
η
∂P
∂x
y2 +
c
y
+ cy + d]
∣∣∣∣
y=0
= 0 (3.6)
This gives the parameter d = 0. Hence, the velocity can be expressed as
v =
1
η
∂P
∂x
[
1
2
y2 − hy] (3.7)
This demonstrates that the velocity profile in thin films is parabolic, and this is Poiseuille
flow. As the fluid is incompressible, the total volume should be conserved. As a result, the
lateral flow leads to the height change in y direction.
∂h
∂t
+
∂Q
∂x
= 0 (3.8)
where Q is the flow rate per unit length. The expression of the flow rate can be given by:
Q =
∫ h
0
vdy (3.9)
Substituting Eq. 3.7, the flow rate can be expressed as
Q =
∫ h
0
1
η
∂P
∂x
(
1
2
y2 − hy)dy
=
1
η
∂P
∂x
(
1
6
y3 − 1
2
hy2)
∣∣y=h
y=0
= − 1
3η
∂P
∂x
h3
(3.10)
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Then the evolution equation (Eq. 3.8) becomes
∂h
∂t
− 1
3η
∂
∂x
(
∂P
∂x
h3) = 0 (3.11)
Due to the Young-Laplace equation, the local pressure can be written as:
P − P0 = −γ ∂
2
xh
(1 + (∂xh)2)3/2
(3.12)
With the small slope approximation ∂xh
2 < 1, the above expression reduces to:
∆P = −γ ∂
2h
∂x2
(3.13)
Substituting the pressure expression into Eq. 3.11, it gives:
∂h
∂t
+
γ
3η
∂
∂x
(h3
∂3h
∂x3
) = 0 (3.14)
The above equation is called the thin film equation (TFE) [149–152]. Clearly, there is a h3
in the partial differential term, which implies the flow profile should somehow depend on
the height of the film.
Surface flow
Below Tg, if there is a liquid-like layer, polymers can still flow within this layer and the
surface flow occurs. In this case, we assume this thin layer has a viscosity η and a thickness
h∗. The bulk film underneath is glassy and the viscosity is infinity. With this assumption,
the TFE equation is not valid anymore; instead, we develop a new mathematic model, the
glassy thin film equation (GTFE) . Fig. 3.2 shows the schematic diagrams of two types of
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Figure 3.2: Schematic diagrams of two types of levelling processes, where the bump and
dip are shown.
levelling processes, (a,c) the whole film flow, (b,d) the surface flow. The derivation of the
GTFE is very similar to the TFE but with different boundary conditions. In the TFE,
the polymer-substrate interface has a no-slip condition; in contrast, in the GTFE, there is
a new interface between the liquid-like layer and the glassy film underneath. Similarly, a
no slip condition is still used. According to the above hypothesis, the polymer/air surface
with no shear condition leads to
η
∂v
∂y
∣∣
y=h∗ = 0 (3.15)
Then Eq. 3.4 becomes
∂v
∂y
∣∣∣∣
y=h∗
= [
1
η
∂P
∂x
y + c]
∣∣∣∣
y=h∗
= 0 (3.16)
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This leads to the parameter c to be
c = −1
η
∂P
∂x
h∗ (3.17)
As a result, the expression of the velocity becomes
v =
1
η
∂P
∂x
(
1
2
y2 − h∗y) (3.18)
The Volume conservation is still valid and the volumetric flow rate per unit length is
reduced to
Q =
∫ h
0
1
η
∂P
∂x
(
1
2
y2 − h∗y)dy
=
1
η
∂P
∂x
(
1
6
y3 − 1
2
h∗y2)
∣∣y=h∗
y=0
= − 1
3η
∂P
∂x
h∗3
(3.19)
The Young-Laplace equation and small slope approximation are still used. Finally, the
expression of the GTFE is
∂h
∂t
+
γh∗3
3η
∂4h
∂x4
= 0 (3.20)
Surprisingly, the form of the GTFE is very simple. It is a simple fourth order differential
equation, which is mathematically identical to the surface diffusion model proposed by
Mullins [156]. In Mullins’ model, the flattening of a nearly plane solid surface is considered
as the combination of four mechanisms: viscous flow, evaporation-condensation, volume
diffusion and surface diffusion, where the surface diffusion mechanism in one dimension
leads to the equation
∂W
∂t
+B
∂4W
∂x4
= 0 (3.21)
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where W is the surface height, B = γDsΩν
kT
is the mobility constant, Ds is the surface
diffusion coefficient, γ is the surface tension, Ω is the molecular volume, and ν is the
number of molecules per unit area on the surface. In Mullins’ description, the surface
diffusion is considered as the hopping motion of surface atoms in solids. If the two models
are equal, it leads to
γDsΩν
kT
=
γh∗3
3η
(3.22)
This implies that the Stokes-Einstein equation D ∼ kT
ηr
may still be valid in this condition.
Of course, whether these two mechanisms are conceptually identical and whether Stokes-
Einstein equation is still valid in this condition need to be verified.
Step levelling in the early stage
Both the TFE and GTFE assume that the lubrication approximation is valid and a small
slope approximation is used. However, in the extremely early stage, this may not be true.
In order to simulate the early state levelling process, the pressure term should be in the
form of Eq. 3.12, which leads to a full GTFE
∂h
∂t
+
γh∗3
3η
∂2
∂x2
[
∂2xh
(1 + (∂xh)2)3/2
] = 0 (3.23)
which gives an exponent n between the width w and time t (w ∼ tn) bigger than 1/4 when
(∂xh)
2 is not much smaller than 1.
114
CHAPTER 3. SURFACE DYNAMICS OF GLASSY POLYMER FILMS
3.1.2 Experimental procedures
In this section, the experimental procedures and details are introduced. In addition, the
data analysis is also demonstrated. All stepped films were made with 3 kg/mol polystyrene,
except for the molecular weight dependent levelling experiment.
Low molecular weight levelling experiment
In this project, all polystyrene stepped films were made following the procedure described
in the previous chapter. Two types of experiments were conducted.
The first experiment is the width evolution experiment, where three different types
of stepped films were made, which had the same bottom layer thickness h1 = 90 nm
and three different top layer thicknesses h2 = 14, 23, and 42 nm. These samples were
collectively heated in an oven flushed with N2 for various times and removed from the oven
for measurements. All stepped films were measured at room temperature with the AFM
in tapping mode. Both topography and phase images were collected.
In the second part, the profile experiment was conducted where symmetric stepped
films were used, which had the top layer thickness ∼ 90nm and the bottom layer thickness
∼ 90 nm as well. At each temperature, a single sample was measured on an AFM hot stage
at room temperature. Then the sample was annealed at a predetermined temperature for
a predetermined time and cooled back to room temperature for the AFM measurement.
This process was repeated several times until the total annealing time reached 90 hours for
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the annealing temperatures below or near the bulk glass transition temperature or until
the profile satisfied the self-similar behaviour for the annealing temperatures above the
bulk glass transition temperature.
Molecular weight dependent levelling experiment
In this project, two additional molecular weights of polystyrene were studied, 11.9 kg/mol
and 22.2 kg/mol. The stepped films with h1 ∼ 90 nm, h2 ∼ 90 nm were made, except for
one run on a ∼ 41 nm on ∼ 41 nm stepped film (Mw 11.9 kg/mol). Most of the experiments
were similar to the low molecular weight profile experiment. Samples were annealed on
the AFM hot plate and measured with the AFM at room temperature. In addition, there
were two runs, where the stepped films (∼ 90 nm on 90 nm stepped film and ∼ 41 nm on
41 nm stepped film) were annealed at 90 ◦C (a second thermocouple sensor read 91 ◦C) in
a homemade oven rather than on the AFM hot plate.
Liquid confinement levelling experiment
In this project, all polystyrene stepped films were made by following the procedure de-
scribed in the previous section, except for the air/N2 atmosphere replaced by different
liquids: deionized water and corn syrup. All stepped films were configured with h1 ∼ 90
nm and h2 ∼ 90 nm and then annealed in a home made oven at 60 ◦C (a second ther-
mocouple sensor read 61 ◦C) for various times. After annealing, samples were removed
from the oven and quenched down to room temperature. For deionized water runs, after
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Table 3.1: Experimental details of the ultra-thin films levelling project
Run Sample h1 h2 Temperature Time Oven or hotplate
1 1 7 nm 14 nm 65 ◦C 21 hours hotplate
2 2 7 nm 7 nm 60 ◦C 50 hours hotplate
3 3 8 nm 8 nm 65 ◦C 1, 2, 3 hours hotplate
4 4 8 nm 8 nm 65 ◦C 1 hour hotplate
annealing, samples were dried at ambient conditions before AFM measurements. For corn
syrup runs, after annealing, the samples were rinsed with deionized water and dried at
ambient conditions before AFM measurements.
Ultra-thin films levelling experiment
In this project, ultra-thin stepped polystyrene films with different geometries were made.
After sample preparation, samples were annealed either on an AFM hot plate or in a
homemade oven at either 60 ◦C or 65 ◦C for various times. The experimental details for
each sample are shown in Table 3.1.2.
3.1.3 AFM measurement
All experimental profiles were obtained with a JPK AFM. AFM ran in tapping mode with
Tap150-G tips from Budget Sensors, which have a resonant frequency of 150 ± 75 kHz,
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length 125 µm, mean width 25 µm, thickness 2.1 µm, tip height 17 µm, and tip radius 15
nm. During measurements, the parameters were adjusted to make the trace and retrace
profiles match. A typical scan resolution is 512 × 512, which leads to 512 single lines in
each image.
3.1.4 Data analysis
One of the most important parts of the levelling experiments is data analysis. In this
section, data analysis and analysis tools are introduced. The general data analysis for the
levelling project followed the procedure described below:
1. Level AFM topology raw images with Gwyddion [157].
2. Export the images as text files with all data points.
3. Read the text files and fit each line in the images with a tanh function.
4. Find the distribution of the width and determine the most probable width for each
image.
5. Shift and average all single lines to achieve the mean profile.
6. Fit the mean profile with a tanh function and determine the width of the mean
profile.
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Figure 3.3: A typical AFM height image of a stepped film and an averaged line profile.
7. Check whether the width determined from the distribution and that from the mean
profile are the same.
8. Level the mean profile with a quadratic function if necessary.
9. Compare the experimental profile with the TFE profile to extract the viscosity when
the annealing temperature is higher than the bulk glass transition temperature.
10. Compare the experimental profile with the GTFE profile to extract the surface mo-
bility when the annealing temperature is lower than the bulk glass transition tem-
perature.
11. Compare the experimental profile with both the TFE and GTFE profiles to determine
the correlation function (χ).
Fig. 3.3 shows a typical AFM height image after levelling with Gwyddion, where the line
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Figure 3.4: Step analysis program with a GUI (PyQt4 [158]) written in Python.
profile is also presented. Fig. 3.4 shows the step analysis program, which was written in
Python. The program has three columns, where the left one shows all individual lines in
an AFM height image, the middle one shows the mean profile produced by shifting and
averaging of all lines, and the right one shows the width distribution of all individual lines
as well as the Gaussian fit of the distribution. In addition, all fitting parameters are listed.
From the figure, one can tell that the term mu*1000*2 and the term Fit c*1000*2 have
the same value, indicating that the width of the mean profile and the most probable width
of all lines in the image are consistent.
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3.2 Discussion
3.2.1 Low molecular weight levelling
Width evolution
It has been well studied that above Tg, the stepped films tend to be flat. We first examine
whether the levelling process can happen below the bulk glass transition temperature. As
described in the experimental part, three different types of stepped films are annealed at
temperatures at which they are expected to be immobile. Surprisingly, we find that the
shape of these stepped films changes as the annealing time increases. This observation
indicates that levelling process still happens below the bulk glass transition temperature.
In order to determine whether this levelling process is due to the fluid flow, the width of
each sample is extracted by fitting the profile with a tanh function.
Fig. 3.5 (a) shows the time evolution of the width of the stepped films (h1 ∼ 90
nm and h2 ∼ 42 nm) annealed at different temperatures, where the dashed lines stand
for the w = at1/4 fits. The results demonstrate that, whether above or below the glass
transition, the time evolution of the width agrees with a 1/4 power law, which is a strong
indication of a capillary-driven flow. In addition, the bulk TFE gives w ∝ 1
ηeff
t1/4. Hence,
the effective viscosity at different temperatures can be obtained through the relationship
ηeff ∝ a−1, where a is the pre-factor determined from the 1/4 power law fits. This effective
viscosity should be understood as how viscous the film is if the entire film can undergo
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Figure 3.5: (a) Time evolution of the width of the stepped films with h1 ∼ 90 nm and h2 ∼
42 nm. (b) Normalized effective viscosity as a function of temperature for three different
geometries. Figure from [159].
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flow as it does above Tg. On top of this, if we define η0 as the effective viscosity at Tg,
all effective viscosities at different temperatures for a given geometry can be normalized
through ηeff/η0 = a0/a. By doing this, the difference due to sample geometry can be
eliminated as they all have the same effective viscosity ratio 1 at Tg. Fig. 3.5 (b) shows
the time dependent ηeff/η0 for three different geometries, where the solid line stands for
the VFT curve. Clearly, above the glass transition temperature, data follows the bulk
VFT behaviour. However, below the glass transition temperature, data deviates from the
bulk VFT behaviour. To account for the deviation, there are two possible explanations.
The first one is that the entire film can still take part in the flow process below the glass
transition temperature, but the viscosity of the entire film deviates from the VFT law. In
contrast, the second explanation assumes that only a thin layer can flow below the glass
transition temperature. If the second explanation is correct, the simulation profile based
on the TFE would not be able to match the experimental profiles obtained below the glass
transition temperature. As a result, we conduct a profile experiment to distinguish the
levelling profiles obtained above and below the glass transition temperature.
Profile comparison experiment
Experimental details have been discussed in the experimental part. Here we take two
typical runs and test whether the second explanation is valid. Fig. 3.6 shows the profile
experiment. In the figure, both above and below the glass transition temperature, the
flattening of steps can be observed. In (A and B), the width of steps increases as the
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Figure 3.6: (A and B) Experimental profiles for 90 nm on 90 nm stepped films annealed for
various times. (C and D) self-similar profiles (open squares) and simulation profiles (GTFE:
blue solid line, TFE: red dashed line). (E and F) Goodness of the fit of experimental profiles
to either the TFE profile or the GTFE profile. (A, C, E) are the profiles annealed below
the glass transition temperature (T = 333 K) , while (B, D, F) are the profiles annealed
above the glass transition temperature (T = 353 K). Figure from [159].
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annealing time increases. As discussed in the previous sections, both above and below
Tg, a 1/4 power law can be observed. In consequence, if we replace x by x/t
1/4, the
experimental profiles should collapse into a master curve, a self-similar process. Fig. 3.6
C and D show the self-similar profiles above and below Tg. Although they both satisfy the
self-similar behaviour, their shapes look different. One can see that annealed below Tg,
the self-similar profile looks symmetric (the bump and the dip have the same size); while
annealed above Tg, the self-similar profile looks more asymmetric (a bigger bump and a
smaller dip). This simple difference demonstrates that below Tg, the levelling process does
not agree with the hypothesis that the entire film can flow. In contrast, this levelling
process should be described by the GTFE, which assumes that only a thin layer can flow
while the rest of the materials underneath cannot. The detailed derivation has been already
discussed previously. In order to validate the GTFE, we fit the self-similar experimental
profiles to the simulation profiles generated from the GTFE and TFE. Fig. 3.6 E and F
show the goodness of the fit of the experimental profile to either the GTFE profile or the
TFE profile, where the blue-solid line represents the fit to the GTFE; while the red-dashed
line stands for the fit to the TFE. Clearly, below Tg, the red-dashed line has the systematic
error, while the blue-solid line has a better fit. This observation is opposite when the
temperature is higher than the glass transition temperature. This indicates that above
Tg, the levelling process can be describe by the TFE model, while below Tg, the levelling
process can be described by the GTFE model. In order to make the conclusion more solid,
we conduct another run at 338 K (Tg - 5 K), which has a bigger time range from 1 hour
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Figure 3.7: Time dependent levelling profiles of a stepped film annealed at 338 K, (a) time
dependent profiles, (b) collapsed self-similar profiles.
up to 210 hours. From Fig. 3.7, the symmetric self-similar profile can still be observed.
Correlation function and the glass transition
The intuitive question now is then how to describe the transition from the GTFE to TFE.
In other words, is there a sharp transition or a broad transition from the surface flow to
the bulk flow? As a result, defining a variable that can quantify the transition is necessary.
Accordingly, we define a correlation function χ to quantitatively describe how close the
experimental profile is to the simulation profile and use it to study the transition from the
surface flow to the bulk flow. Since there are two models, the GTFE and TFE, there are
two correlation functions. Here we define χGTFE as
χGTFE =
∫
dx(hEXP − hTFE)2∫
dx(hGTFE − hTFE)2 (3.24)
126
CHAPTER 3. SURFACE DYNAMICS OF GLASSY POLYMER FILMS
where hEXP is the experimental profile, and hTFE and hGTFE are simulation profiles cal-
culated based on the TFE and GTFE models respectively. The other correlation function
is
χTFE =
∫
dx(hEXP − hGTFE)2∫
dx(hGTFE − hTFE)2 (3.25)
In this way, the correlation function is called χTFE. In principle, if an experimental profile
fits the simulation GTFE profile perfectly, it gives χGTFE = 1 and χTFE = 0. In the
other case, it should give χGTFE = 0 and χTFE = 1. Although the flat areas cannot
provide any information of distinguishing the two models, they can affect the value of the
correlation function. In consequence, we only calculate χGTFE of the profile in the range
of −7w and 7w, where w is the width of the profile. Fig. 3.8 shows the temperature
dependent correlation function for the 90 nm on 90 nm stepped films. In order to make a
direct comparison, the thermal expansivity data obtained from ellipsometry is also shown
in the plot, which is normally used to determine the glass transition temperature in thin
films. In the plot, the correlation function χGTFE is used, while χTFE gives a similar but
inverted plot. Clearly, there is a transition of the correlation function and the transition
temperature is very close to the glass transition temperature determined by ellipsometry.
At low temperatures, χGTFE are close to 1; in contrast, at high temperatures, χGTFE shift
to 0. In addition, in two regimes, χGTFE is temperature independent, which means the
experimental profiles can be correctly described by the TFE model when T < Tg and the
GTFE model when T > Tg. The result is striking as it directly confirms the hypothesis that
only a thin layer can flow below Tg proposed previously. In addition, the inset shows the
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Figure 3.8: Correlation function χGTFE (green squares and black diamonds) as a function
of temperature (left axis), and thermal expansivity data based on ellipsometry (purple
triangles, right axis). The inset shows the correlation function χGTFE as a function of time
at T = 343 K (blue circles) and at T = 348 K (orange diamonds). The black diamonds
show the correlation function of a stepped film firstly annealed below Tg for 90 hours, then
measured; and annealed above Tg, then measured. Figure from [159].
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temporal evolution of the correlation function at two temperatures near the glass transition
temperature. For T = 343 K, in the early stage, χGTFE is close to 1, which means the
levelling process is dominated by the surface flow; however, in the late stage, χGTFE tends
to be 0, which means the levelling process tends to be the entire film flow like. At T =
348 K, this phenomenon is more pronounced. This also implies that one can use a single
sample to probe both the surface flow and the entire film flow. The black diamonds in
the Fig. 3.8 correspond to the stepped film annealed below and above the glass transition
temperature. After the first annealing below the glass transition temperature for 90 hours,
the experimental profile gives χGTFE ∼ 1. Then the sample is annealed above the glass
transition temperature, which leads to χGTFE ∼ 0. In most surface dynamics experiments
(embedding and nanoholes recovery), probing with one sample is not possible due to the
rapid saturation above the glass transition temperature.
Surface mobility near the glass transition temperature
By fitting the experimental profiles to the simulation profiles, the pre-factors can be ex-
tracted, which contain the information of the samples. As the simulation profiles are gen-
erated with dimensionless equations, the fitting process is actually to find the stretching
parameter. Assuming the surface tension γ is temperature independent and h = h1 +h2/2,
above the glass transition temperature, bulk viscosity ηb can be obtained with the TFE
fitting parameter. However, as the hm (h
∗) and ηm are coupled together, only the surface
mobility hm/(3ηm) can be obtained with the GTFE fitting parameter. In order to make a
129
CHAPTER 3. SURFACE DYNAMICS OF GLASSY POLYMER FILMS
0.0027 0.0028 0.0029 0.003 0.0031
1/T (K)
1x10-8
1x10-7
1x10-6
0.00001
0.0001
0.001
0.01
0.1
1
10
100
1000
H^
3/
et
a 
(n
m
^3
/P
a.
s)
Tg Bulk, calc(x=1/x)
VFT, calc(x=1/x)
eta = eta_m, H=h_m, calc(x=1/x)
eta=eta_b,H=(h1+h2/2), calc(x
020406080100
t (s)
00.20.40.60.81
χ
−0.5 0 0.5
0
50
100
x (µm)
h−
h 1
 (n
m
)
 
 
6 69
−2 0 2
0
50
100
x (µm)
 
 
−0.2 −0.1 0 0.1 0.2
0
50
100
h−
h 1
 (n
m
)
−2 0 2
0
50
100
−0.2 −0.1 0 0.1 0.2
−2
0
2
h−
h th
 (n
m
)
xt−1/4 (µmuh−1/4)
−2 0 2
−2
0
2
xt1/4 (µmuh−1/4)
1 5t (h) t (h)
T<Tg T>Tg
A
C
E
B
D
F
−0.5 0 0.5
0
50
100
x (µm)
h−
h 1
 (n
m
)
 
 
6 69
−2 0 2
0
50
100
x (µm)
 
 
−0.2 −0.1 0 0.1 0.2
0
50
100
h−
h 1
 (n
m
)
−2 0 2
0
50
100
−0.2 −0.1 0 0. 0.2
−2
0
2
h−
h th
 (n
m
)
xt−1/4 (µmuh−1/4)
−2 0 2
−2
0
2
xt1/4 (µmuh−1/4)
1 5t (h) t (h)
T<Tg T>Tg
A
C
E
B
D
F
−0.5 0 0.5
0
50
100
x (µm)
h−
h 1
 (n
m
)
 
 
6 69
−2 0 2
0
50
100
x (µm)
 
 
−0.2 −0.1 0 0.1 0.2
0
50
100
h−
h 1
 (n
m
)
−2 0 2
0
50
100
−0.2 −0.1 0 0.1 0.2
−2
0
h−
h th
 (n
m
)
xt−1/4 (µmuh−1/4)
−2 0 2
−2
0
xt1/4 (µmuh−1/4)
1 5t (h) t (h)
T<Tg T>Tg
A
C
E
B
D
F 310 320 330 340 350 360
T (K)
0.00001
0.0001
0.001
0.01
0.1
1
10
100
1000
10000
100000
η/
η_
0
Bulk Tg, calc(x=1/x)
VFT, calc(x=1/x), calc(y=y/3161,998020471595), calc(x=1/x)
h2=14 nm, calc(x=1/x), calc(x=1/x)
h2=23 nm, calc(x=1/x), calc(x=1/x)
h2=42 nm, calc(x=1/x), calc(x=1/x)
020406080100
t (s)
00.20.40.60.81
χ
1 10 100
t (h)
100
1000
10000
w 
(n
m
)
T = 359 K
T = 343 K
T = 334 K
T = 32  K
T = 314 K1/4
320 340 360 380
T (K)
0
0.2
0.4
0.6
0.8
χ
0.005
0.01
0.015
0.02
0.025
0.03
dh
/d
T 
(n
m
/K
)
0 20 40 60 80 100
t (s)
0
0.2
0.4
0.6
0.8
1
χ
(a)
(b)
⌘ ⌘b, = 1 + h2/2
⌘ = ⌘m, H hm
g bulk
VFT law
320 330 340 350 360 370
T (K)
1x10-7
1x10-6
0.00001
0.0001
0.001
0.01
0.1
1
10
100
1000
H^
3/
et
a 
(n
m
^3
/P
a.
s)
Tg ulk
VFT
eta = eta_m, H=h_m
eta=eta_b,H=(h1+h2/2)
020406080100
t (s)
00.20.40.60.81
χ
h2 = 14nm
h2 = 23nm
h2 = 42nm
VFT law
Tg bulk
= 359K
= 43K
= 334K
= 3 4K
= 314K
1 -5
10-4
t (h)
T ( )
 
1 -2
1 2
1 3
104
w
(n
m
)
10-3
10-2
10-
102
103
h)
Tg bulk
32
0
34
0
36
0
38
0
T 
(K
)
0
0.
2
0.
4
0.
6
0.
8
χ
0.
00
5
0.
01
0.
01
5
0.
02
0.
02
5
0.
03
dh/dT (nm/K)
0
20
40
60
80
10
0
t (
s)
0
0.
2
0.
4
0.
6
0.
81
χ
100
100
101
(b)(a)
(c) (d)
x ( )x m)
(f)(e)
h
 
h
1
(n
m
)
h
 
h
1
(n
m
)
h
 
h
th
(n
m
)
xt 1/4 (µm·h 1/4) xt 1/4 (µm·h 1/4)
 
T > Tg bulkT < Tg bulk
H
3
/
⌘
(n
m
3
·P
a
 
1
·s 
1
)
d
h
/
d
T
(n
m
·K
 
1
)
1/T (K 1)
1 -4
2
1 4
 A  B  
C  D  
E    
 A  
B    
T (K)
⌘ e
↵
/
⌘ 0
0.0027 0.0028 0.0029 0.003 0.0031
/  ( )
1x10-8
1x10-7
1x10-6
0.00001
0.00 1
0.001
0.01
0.1
1
10
100
10 0
H^
3/
et
a 
(n
m
^3
/P
a.
s)
 B , calc(x=1/x)
, calc(x=1/x)
t   t , , calc(x=1/x)
t t , ( / ), calc(x
020406080100
t (s)
00.20.40.60.81
χ
Figure 3.9: Mobility as a function of temperature, above Tg, H = h1 + h2/2, η = ηb; below
Tg, H = hm, η = ηm. Figure from [159].
direct comparison, even though above the glass transition temperature bulk viscosity can
be obtained, we prefer to use the mobility (h1 + h2/2)(3ηb) in the plot. In this way, one
can intuitively tell that above Tg, the entire film can flow with a mobile layer h1 + h2/2;
however, below Tg, only a thin layer hm can undergo flow. As a result, it is convenient to
define the mobility in a general expression H/(3η): above Tg, H = h1 + h2/2, η = ηb and
below Tg, H = hm, η = ηm.
Fig. 3.9 shows the mobility of the stepped films at different temperatures, from which
above Tg the mobility follows the bulk VFT curve [160] (no shift), while below Tg, similar to
Fig. 3.5, there is a strong deviation from the bulk VFT curve and it exhibits an Arrhenius
type of temperature dependence. In this temperature range, the mobility is defined as
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hm/(3ηm), which is the combination of two physical quantities. As a result, it is not
possible to find the actual temperature dependence of these two quantities independently.
Surface diffusion and surface flow
From introduction, we know that the surface diffusion model and surface flow model have
the same mathematical equation. In addition, from the experimental results, we can find
that the surface flow model can describe the flow behaviour of polymer films below Tg.
Consequently, it is reasonable to ask whether these two models are the same and whether
polymers move as the models described.
In the surface diffusion picture, molecules do hopping motions at the free surface. As
a result, this process is limited at the free surface. In the surface flow picture, molecules
can flow in a layer with a finite thickness (a few of nm). Consequently, this process can
still be considered as a fluid flow. From this point of view, these two models are different.
However, in a real system, the motion of molecules is much more complicated as there
might be a continuous distribution of dynamics in thin films. Consequently, to comment
on the correctness of these two models is not fair as both of them are just coarse-grained
models of a real system. The only thing we can conclude is that both of these models have
the same mathematical equation and the levelling process of stepped films below Tg can
be characterized by the equation.
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Summary
To summarize, by performing the stepped film levelling experiment, we analyze the flow
behaviours above and below the glass transition temperature. The results confirm the
existence of a liquid-like layer in glassy polystyrene films. To account for these two different
flow behaviours, we develop the GTFE to describe the surface flow below Tg and used the
TFE to describe the flow above Tg. In order to quantify the transition from the surface flow
to the entire film flow, we define two correlation functions χGTFE and χTFE to demonstrate
that there is a sharp transition from the surface flow to the entire film flow with a transition
temperature close to the bulk Tg. Lastly, we define a general mobility, which follows the
bulk VFT curve above Tg and the Arrhenius behaviour below Tg.
3.2.2 Molecular weight dependent levelling
From the previous section, we can tell that for low molecular weight polymers, there is a
thin liquid-like layer, which can flow even when T < Tg. Intuitively, the next question is
how thick this layer is. Since thick films always exhibit bulk dynamics, one should expect
that the free surface effect can only extend over a limited distance. Accordingly, it is
possible to reach a situation where the size of the polymers is comparable to or bigger
than that of the liquid-like layer. Do we still expect a surface flow in this situation?
Consequently, a molecular weight dependent levelling experiment near the glass transition
temperature is necessary.
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Free Grafted
Figure 3.10: Schematic diagram of the molecular weight dependent levelling experiment.
(b) The size of the liquid-like layer is bigger than that of the polymers. (c) The size of the
liquid-like layer is smaller than that of the polymers.
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Fig. 3.10 shows a schematic diagram of the molecular weight dependent levelling ex-
periment. In case (b), the size of the polymers is smaller than that of the liquid-like layer;
thus, polymers can easily flow in the liquid layer (without chain confinement). While, in
case (c), the size of the polymers is bigger than that of the liquid layer. As a result, it may
lead some polymer chains partially anchored in the glassy part (with chain confinement).
Before the experiment, we need to roughly estimate what molecular weight is required to
have the chain confinement effect. In the embedding experiments [114, 115, 161], the result
shows an initial embedding plateau, which is about 5 nm and decreases as the temperature
decreases. A similar conclusion can be found in the dye reorientation measurement [162].
Thus, it is possible to assume the liquid-like layer has a thickness of a few nanometers. If
we take 5 nm as the size of the liquid-like layer and 2Rg as the size of polymers, a molecular
weight of 8.5 kg/mol is required to have the chain confinement effect. In addition, it is
better to stay in the non-entangled regime, as the entanglement effect may lead the model
to be more complicated. Accordingly, three molecular weights were chosen, 3 kg/mol, 11.9
kg/mol, and 22.2 kg/mol, where the size of the 3 kg/mol polymers is smaller than the size
of the liquid-like layer, and the sizes of the other two polymers are bigger than the size of
the liquid-like layer. See Table 3.2.
Temporal evolution of the stepped films near Tg with higher molecular weights
In order to understand the flow behaviour under confinement, we first measured the level-
ling profiles above and below Tg for various times. Fig. 3.11 shows the temporal evolution
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Table 3.2: Polystyrene with three different molecular weights.
PS Mw Rg 2Rg
1 3.0 kg/mol 1.5 nm 3.0 nm
2 11.9 kg/mol 3.0 nm 6.0 nm
3 22.2 kg/mol 4.0 nm 8.0 nm
of the levelling profiles for Mw = 11.9 kg/mol stepped films at Tg - 3
◦C and Tg + 12 ◦C,
respectively. Surprisingly, even under confinement, the levelling is still observed, implying
that the polymers can still flow below the bulk Tg with 2Rg ∼ hm. The levelling process is
also observed for 22.2 kg/mol polystyrene below Tg, where 2Rg > hm. See Fig. 3.12. The
results imply that the stepped films can even flow below Tg with their size comparable or
bigger than that of the liquid-like layer. Similar to the lower molecular weight levelling
experiment, there are also two possible interpretations. The first one is that the levelling of
stepped films is the bulk behaviour. This means we probe the bulk dynamics of polymers
in their glassy state. The second one is that even though some segments are grafted in
the glassy layer underneath, it is possible that there are still some polymer chains with all
their segments in the liquid-like layer and these polymers can flow below Tg.
Time dependent correlation function near Tg for three different polymers
In order to determine which explanation is correct, we fit the experimental profiles to both
the GTFE and TFE, which yields both χGTFE and χTFE for each experimental profile.
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Figure 3.11: Temporal evolution of the levelling profiles for Mw = 11.9 kg/mol stepped
films above and below the bulk Tg, (a) T = Tg - 3
◦C, (b) T = Tg + 12 ◦C.
−0.4 −0.2 0 0.2 0.4
−20
0
20
40
60
80
100
x [µm]
h−
h 1
 
[nm
]
 
 
1 h
5 h
15 h
30 h
60 h
90 h
130 h
170 h
210 h
254 h
498 h
642 h
Figure 3.12: Temporal evolution of the levelling profiles for Mw = 22.2 kg/mol stepped
films annealled at 90 ◦C (Tg - 6 ◦C).
136
CHAPTER 3. SURFACE DYNAMICS OF GLASSY POLYMER FILMS
20 40 60 80 100
t (h)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
χ
χGTFE
χTFE
1 2 3 4 5 6
t (h)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
χ
χGTFE
χTFE
20 40 60 80 100
t (h)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
χ
χGTFE
E
5 10 15 20 25
t (h)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
χ
χ E
100 200 300 400 500 600 700
t (h)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
χ
10 20 30 40 50 60 70
t (h)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
χ
χGTFE
Above
Tg
Below
Tg
Mw = 3.0k Mw = 11.9k Mw = 22.2k
(a) (b) (c)
(d) (e) (f)
Figure 3.13: Temporal evolution of the correlation functions near Tg for three different
polymers.
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Fig. 3.13 shows both χGTFE and χTFE of stepped films near Tg with three different
molecular weights. Clearly, for Mw = 3 kg/mol, above Tg, χGTFE are close to 0 and χTFE
are close to 1; however, below Tg, χTFE are close to 0 and χGTFE are close to 1. This
indicates that in the experimental time window the surface flow can be found below Tg,
and the entire film flow can be observed above Tg.
For higher molecular weights, both χGTFE and χTFE do not saturate in the early stage;
instead, χGTFE slowly approaches to 1, χTFE slowly approaches to 0 at T < Tg, and χGTFE
slowly approaches to 0, χTFE slowly approaches to 1 at T > Tg. This implies that in the
early stage, the experimental profile can be described by neither the GTFE nor the TFE.
Although both correlation functions do not saturate in the early stage, it is still possible
to conclude that below Tg, the experimental profiles tend to be the GTFE type, while above
Tg, they tend to be the TFE type. This result can directly confirm the second interpretation
proposed in the previous section because the surface flow dominates in the stepped films
where 2Rg > hm below Tg.
Polymer conformations near the free surface below Tg
According to the experimental observations above, there must be some polymers that are
completely free in the liquid-like layer below Tg as the grafted polymers cannot flow. It
should be noted that these free polymers are not the result of the segregation effect (of
course it might be) but pure randomness. It is widely accepted that polymers in their melts
satisfy random walk statistics. Thus, conducting a random work simulation, one should be
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able to determine the fraction of polymers with all their segments located in the liquid-like
layer. For the simulation, we use the Kuhn length as the basic unit, in other words, one
random step stands for one Kuhn length. For polystyrene, the Kuhn length b = 1.8 nm
and the Kuhn monomer (M0) is about 0.72 kg/mol [3]. Accordingly, it is reasonable to
set hm = 3b (∼ 5.4 nm) based on gold nanoparticle embedding experiments [114, 115,
161]. In addition, we use the reflecting boundary condition for the polymer-air surface.
Technically the simulation itself has no physical meaning and is very straightforward. For
the simulation, there are two basic values, nf and ns, where nf stands for the number
of polymers that all their segments are located in the mobile layer and ns represents the
total fractions of polymers within the mobile layer. The inset in Fig. 3.15 portrays three
different situations in the simulation. In case (a), all segments of the polymer are in the
mobile layer. As a result, nf + 1 while ns remains unchanged. In case (b), only a fraction
(60 %) of the polymer is in the mobile layer. Consequently, ns + 0.6 while nf remains the
same. In case (c), the entire polymer is in the glassy region. Accordingly, both ns and nf
do not change. Although the random walks are generated in the three-dimensional space,
x, y locations do not contribute to our statistics. Hence, for each molecular weight, the
initial location in x and y directions can be set as 0, but zi varies. It can be expressed
as [x, y, z]t=0 = [0, 0, zi]. For each initial point (zi), 10,000 random walks are generated to
get enough data for accurate statistics, where zi varies from 0 to the fully extended chain
length N . Fig. 3.14 shows 10 walks generated by the simulator. During the simulation,
the end-to-end distance is also monitored to check the validity of the simulator.
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Figure 3.14: 10 random walks generated by the simulation program, where different colours
stand for different polymer chains.
Fig. 3.15 shows the probability φ =
nf
nf+ns
of having a polymer chain with all its seg-
ments in the mobile layer (free polymer) as a function of molecular weight. It is surprising
that, even for high molecular weight polymers where 2Rg >> hm, a lot of polymers can
still fit in the mobile layer. Taking the Mw = 22.2 kg/mol (2Rg ∼ 1.5hm) as an example,
it gives φ = 46 %, which means half of the polymers can still flow. This is probably why
we still observe a surface type of flow below Tg under confinement.
Levelling in the early stage
In the previous sections, we compared the experimental levelling profiles to the simulation
profiles and determined that even under confinement, the surface type of flow can still be
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Figure 3.15: Fraction of free polymers as a function of molecular weight. The inset shows
three different cases in the simulation.
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observed. However, due to the relatively high viscosity, the stepped films take a long time
to reach the self-similar regime, which results in a non 1/4 power law. In order to check
whether this non 1/4 power law between the width of the step and time (w ∼ t1/4) is
caused by the invalidity of the small slope approximation in the early stage, we compare
our experimental profiles to the full GTFE profile (details see the simulation section).
The bottom plot in Fig. 3.16 demonstrates the non 1/4 power law in the early stage of
the levelling process below Tg, where the big symbols are the experimental data. Clearly,
the experimental data roughly follows the simulation data, indicating that the non 1/4
power law is indeed caused by the invalidity of the small slope approximation. The sim-
ulation results also suggest that the 1/4 power law can be recovered when b > h, which
means a stepped film with h2 = 90 nm requires a width wider than 90 nm. In addition, it
indicates that thinner stepped films should reach the self-similar regime earlier than thick
films do. Fig. 3.17 and Fig. 3.18 show the levelling process of a ∼ 41 nm on ∼ 41 nm
stepped film annealed below Tg, where in the early stage 1 to 3 hours, there is a small
deviation from the 1/4 fit, but over a longer time, the 1/4 power law and the self-similar
behaviour can be observed. The results also indicate that the correlation functions can
provide a good estimation on whether the profile is the GTFE type or the TFE type even
when the self-similar regime is not reached.
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%
Figure 3.16: b/h% and n as a function of w/h%, where w is the width of the steps, h is
the height of the steps, b is the height of the bumps and n is the power law between the
width w and annealing time t. The red squares are based on the 87 nm on 87 nm Mw =
11.9 kg/mol stepped film and the blue circles are based on the ∼ 41 nm on ∼ 41 nm Mw
= 11.9 kg/mol stepped film. The remaining data is based on the full GTFE simulation,
where different colours stand for the different initial aspect ratios (w(t = 0)/h).
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Figure 3.17: Time dependent width (a) and correlation functions (b) of a 41 nm on 41 nm
stepped film annealed below Tg
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Figure 3.18: Temporal evolution of the experimental profiles (a) and the collapsed self-
similar profiles (b) for a 41 nm on 41 nm film annealed below Tg.
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Summary
We study the levelling process of high molecular weight polystyrene stepped films near
their bulk glass transition temperatures. Above Tg, the entire film flow is observed and
below Tg the surface flow is observed even under confinement where 2Rg > hm. In order
to account for this phenomenon, a random walk simulation is conducted. The simulation
shows that even for high molecular weight polymers where 2Rg > hm, a significant fraction
of polymers can still fit in the liquid-like layer and flow. Lastly, it is found in the early
stage, the levelling process does not agree with the 1/4 power law. We explain that this
non 1/4 power is caused by the invalidity of the small slope approximation in the GTFE.
A comparison between the experimental profiles and the simulation profiles based on the
full GTFE is conducted and the results confirm the original hypothesis.
3.2.3 Levelling under soft confinement
It is widely accepted that there is a thin layer in glassy polymers with enhanced dynamics.
The phenomenon has been studied by various techniques including the levelling experiment
discussed previously. In addition, the ellipsometry study on capped films showing no Tg
reduction [82] indicates that the free surface effect induced Tg reduction can be removed
by removing the free surface. Thus, it is interesting to examine at what condition this free
surface effect can be removed. In other words, if we immerse glassy polymers in liquids,
can the free surface effect be removed? In order to answer this question, we conduct a soft
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Figure 3.19: Experimental profiles and their fits to both the GTFE and TFE profiles in
different conditions, (a) air below Tg, (b) air above Tg, (c) water below Tg, (d) syrup below
Tg.
confinement levelling experiment. In this experiment, we immerse the stepped films in two
different liquids, water and corn syrup, to study the levelling process of these stepped films
in their glassy state.
Fig. 3.19 shows the experimental profiles and their fits to both the GTFE and TFE
profiles in different conditions. Clearly, whether confined in water or in syrup, the surface
type of flow is always observed. The observation implies that the liquids on the top of
the stepped films cannot remove the free surface and a mobile layer still exists in glassy
polymer films. This result is in excellent agreement with the Tg reduction experiment of
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Figure 3.20: Experimental profile (black solid line) of an ultra-thin stepped film (h1 =
h2 = 8nm) annealed at 338 K (Tg - 5 K) on a hotplate for 3 hours, the GTFE simulation
profile (blue solid line), and the TFE simulation profile (red dashed line).
polymer nanoparticles in aqueous solutions [163].
3.2.4 Ultra-thin stepped film levelling
As discussed above, there is a transition from the surface flow to the entire film flow at
the bulk glass transition temperature of relatively thick stepped films. If the Tg reduction
in thin films is caused by a thin liquid-like layer in polymer thin films, the transition from
the surface flow to the bulk flow should remain the bulk value as the liquid-like layer does
not depend on the film thickness. In order to test this hypothesis, we conduct a levelling
experiment with ultra-thin stepped films.
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Figure 3.21: Time dependent correlation functions of an ultra-thin stepped film (h1 = h2 =
8nm) annealed at 338 K, where the blue symbols represent χGTFE and red symbols stand
for χTFE.
Fig. 3.20 shows the experimental profile of an ultra-thin stepped film annealed below
Tg, where the GTFE and TFE simulation profiles are presented as well. Although the
experimental profile is a little bit rough, it is still possible to find that in the bump area,
the experimental profile better matches the GTFE profile than the TFE profile. This
implies that at T = Tg − 5K, the surface flow is still observable even in ultra-thin films.
As long as the stepped film reaches the self-similar regime, the correlation function
should remain unchanged. Fig. 3.21 shows the time dependent correlation functions of
the same stepped film mentioned above. Clearly, χGTFE remains ∼ 1 and χTFE remains 0.
This is a good indication that the result we got is not an artifact. This is very important in
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ultra-thin films as the correlation function dependents on how accurate the measurement
is. Based on the preliminary results, we can say that there is no significant reduction of
the transition temperature (less than 5 K) for an 8 nm on 8 nm stepped film.
3.3 Summary
To summarize, we use the novel stepped film levelling experiment to study the surface
dynamics of glassy polymers. Four projects in this chapter focus on different aspects of
the surface dynamics of glassy polymers.
In the first project, we focus on the low molecular weight polystyrene system, where
2Rg < hm. We first demonstrate that the stepped films can flow even below Tg and use the
newly developed GTFE model to describe the observations. By fitting the experimental
profiles to both the GTFE and TFE simulation profiles, it is found that below Tg, the
GTFE can give a better fit; while above Tg, the TFE is better. In order to quantify
the transition from the surface flow to the bulk entire film flow, we define the correlation
function and find a sharp transition near the bulk Tg. Lastly, the temperature dependent
mobility is extracted by fitting the experimental profiles to either the GTFE or TFE.
In the second project, we study the levelling process of glassy stepped films with higher
molecular weights, where 2Rg > hm. We find that even when the size of polymers is bigger
than that of the liquid-like layer, the surface flow is still observed below Tg. Then, we
conduct a random walk simulation to demonstrate even under confinement, a significant
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fraction of polymers can still fit in the liquid-like layer and flow. In addition, a non
1/4 power law in the levelling process is found due to the invalidity of the small slope
approximation. Thus, a simulation with the full GTFE is conducted and the result shows
a good agreement with the experimental data.
In the third project, the stepped films are immersed in different liquids. The levelling
process of the stepped films in different liquids also shows the surface flow behaviour below
Tg, which is in good agreement with the ellipsometry study on Tg reduction of polystyrene
nanoparticles in aqueous solutions.
In the last project, ultra-thin stepped films are used to test whether there is a reduction
of the correlation transition temperature as the film thickness decreases. It is found that
even at Tg(bulk) − 5◦C, the surface flow is still observed. It indicates that there is no
significant reduction of the transition temperature for a 8 nm on 8 nm stepped film.
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Chapter 4
Crystallization of atactic polystyrene
4.1 Introduction
Solid polymers can be either amorphous or crystalline. Polystyrene is one of the most com-
monly used polymers all over the world. There are three different isomers of polystyrene,
atactic polystyrene (aPS), isotactic polystyrene (iPS), and syndiotactic polystyrene (sPS).
iPS and sPS are semicrystalline, and aPS is often described as amorphous because the
big randomly oriented phenyl groups hinder the crystallization of aPS. As a result, aPS
is often used as an example model to study the properties of amorphous solids. However,
is this correct? Or is there any chance to form crystals of aPS? Before answering this
question, let’s take a look at a relevant study, the gelation of aPS. Gels are solid jelly-like
materials. The 3D network in gels can trap solvent molecules. Polymers can physically
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form gels without chemical bonds. In physical gels, polymer chains are considered physi-
cally connected to each other, in other words, these connections are reversible. The most
probable way to achieve physical gels is through the interchain crystallization [164]. As
a result, it is reasonable to see gels formed from crystallizable polymers dissolved in poor
solvents. Taking polystyrene as an example, Xue et al. studied the gelation of isotactic
polystyrene in different solvents with different molecular weights [165]; while Daniel et al.
studied the thermoreversible gelation of syndiotactic polystyrene in toluene and chloroform
[166]. It is not hard to understand these observations as both isotactic and syndiotactic
polystyrene can crystallize. However, Tan et al. [167] found even atactic polystyrene can
form physical gels, which is very surprising. There are two possible interpretations, either
aPS can crystallize, or there is another mechanism of forming gels. In addition, theoretical
physicists also predicated the crystallization of aPS. Semenov [168] gave a detailed study
on the cluster formation in homopolymers melts, where the crystallization of aPS can hap-
pen due to local stereoregularity. As a result, we need to rethink about the conclusion
that aPS cannot crystallize as it may not be correct. In this project, we use low molecular
weight aPS as a test model to examine whether these polymers can form crystals.
4.2 Experimental details
In this project, low molecular weight atactic polystyrene was used. The molecular weights
were 600 g/mol and 890 g/mol, where aPS with Mw = 600 g/mol was purchased from
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two companies, Polymer Source and Polysciences, while aPS with Mw = 890 g/mol was
purchased from Polymer Source. Tg of these two polymers are -10
◦C and 0 ◦C respectively.
All samples were made by spin coating aPS solutions in toluene onto Si substrates and all
measurements were conducted with a JPK AFM on a hot plate. Due to the low Tg of
aPS, we actually scanned the liquid surfaces at room temperature. Hence, low driving
amplitude and high set point were used during the scans. Another important feature of
low molecular weight aPS is the evaporation, which may cause problems during the AFM
scans at high temperatures. In order to conduct AFM experiments at high temperatures, a
rubbery layer was used to cover the PS layer, which can prevent the possible evaporation.
4.3 Discussion
Fig. 4.1 (a) shows three different isomeric structures of polystyrene. From the structure,
one can tell that two adjacent monomers can have different phenyl group orientations.
In chemistry, two adjacent monomers constitute a diad. If two monomers orient in the
same direction, the diad is called a meso diad (m). In contrast, if two monomers orient in
opposite directions, the diad is called a racemo diad (r). Clearly, for pure iPS, it should
have a mm...mm structure. In contrast, for pure sPS, it should have a rr...rr structure.
NMR is very sensitive to the tacticity of samples, different stereoregular segments exhibit
different NMR peaks. Fig. 4.1 (b) shows the C13 NMR spectra of the aliphatic carbons
of aPS, iPS, and sPS. Clearly, in the methylene regime (42 to 47 ppm), iPS and sPS only
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Figure 4.1: (a) Isomeric structures of polystyrene, (b) NMR spectra of iPS, sPS, and aPS.
have one single peak but aPS has many small peaks. It indicates that iPS and sPS are
composed of one type of diads, but aPS is composed of random sequences of meso and
racemo diads. Each small peak in the spectrum is a sequence of meso and racemo diads. As
a result, one can tell that the low molecular weight aPS we used has random orientations
of phenyl groups compared to iPS and sPS.
First, we demonstrate low molecular weight aPS can form crystals. Fig. 4.2 shows
two sets of AFM images of Mw 600 g/mol aPS samples, where b and e are height images;
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while c and f are phase images. Clearly, two pieces of crystals are observed, which is
the first direct evidence of the crystallization of aPS. Now the question becomes why aPS
can crystallize. If we take a look at the composition of aPS, we can find that in aPS,
polymer chains have their phenyl groups randomly oriented on either side of the backbone.
However, it is also true that we can get some polymer chains with all their phenyl groups
on one side or alternate on both sides. This means in aPS, due to random statistics, there
are some stereoregular chains. This can be demonstrated through a simple calculation.
If a polymer chain is composed of N monomers, and the probability of a phenyl group
oriented on one side is 1/2, then the probability of having stereoregular chains in a system
with many polymer chains can be expressed as
P = Pi + PS = 2× (1
2
)N−1 = (
1
2
)N−2 (4.1)
where Pi is the probability of having iso-stereoregular chains, and Ps is the probability of
having syndio-stereoregular chains. If we take N = 6, it gives P = (1
2
)4 = 1
16
. Clearly,
the probability is not small. As a result, the crystals we observed are composed of these
stereoregular chains. In order to understand the crystallization behaviour of aPS, we
conduct an in-situ experiment with the AFM.
As mentioned previously, low molecular weight polystyrene has low Tg values, especially
for Mw = 600 g/mol. This can be seen from the rough sample surfaces in the AFM height
images at room temperature. Moreover, it is found that the crystals in height images
do not have good contrast. However, a significant contrast can be observed between the
amorphous and crystalline domains in phase images. As a result, in this project, we use
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Figure 4.2: AFM images of aPS single crystals, where (b) and (e) are height images, (c)
and (f) are phase images.
phase images rather than height images. First, we study the growth kinetics of aPS.
After many tests, it is found that aPS with molecular weight 600 g/mol can grow at room
temperature. Thus, we measure the growth of aPS crystals in-situ with AFM at 20 ◦C.
Well prepared Mw = 600 g/mol sample is first annealed on a hot plate at 90
◦C for 1
hour to remove the thermal history and then quickly quenched down to 20 ◦C. Fig. 4.3
shows the crystal growth at 20 ◦C, where the x-axis is the time elapsed from the first data
point, and y-axis is A1/2 − A1/20 (A is the area of the crystal), which represents the size
change of crystals in one dimension. Clearly, the linear size of crystals increases as the
time increases, which can be observed in the phase images. A very striking feature of this
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Figure 4.3: Growth of aPS crystals at 20 ◦C, where the inset shows three AFM phase
images of the crystals at different periods of crystallization time.
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Figure 4.4: Real-time images of the melting of aPS crystals at 40 ◦C.
growth curve is the non-linear time dependence. In general, the linear time dependence of
the crystal size is observed in melt crystallization. The non-linear time dependence implies
that there is a different mechanism from the normal melt crystallization. Why does it
exhibit a different mechanism? As mentioned previously, the polymer chains in aPS have
their phenyl groups oriented randomly and only a subset of polymer chains have regularly
oriented phenyl groups. This means that some stereoregular chains are dissolved in aPS
melts and the crystallization occurs in a “solution” of aPS. It has been widely studied
that the crystallization from dilute solutions or under a vapour condition highly depends
on the local concentration and diffusion process (Fick’s law) [60]. In these conditions, a
non-linear growth curve is typically observed. As a result, the non-linear growth kinetics in
our experiment might be caused by the lack of crystallizable materials and the dominance
of a diffusion controlled process.
On top of the growth study, we also study the melting behaviours of these aPS crystals.
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In the first melting experiment, the sample is first heated on a hot plate at 70 ◦C for 24 hours
and held at room temperature. Before the melting experiment, the sample is measured
with the AFM at 20 ◦C ( the left figure in 4.4). Following that, the sample is placed on
a hot plate at 40 ◦C and measured with the AFM in real-time. Fig. 4.4 shows a series of
phase images of aPS crystals melting at 40 ◦C. From the images, we can see that there
are some parts of the crystal that melt quickly in the early stage, while the remaining
parts melt slowly in the late stage. This indicates that either the crystals have different
degrees of defects or there are different melting points. In addition, from the images, the
aggregation of aPS crystals can be also observed. This indicates that crystals tend to stay
together in some situations. The reason why they exhibit this aggregation behaviour is
still unclear. Some possible interpretations are: the Marangoni effect induced flow due to
the evaporation, the attraction between crystals that have not melted.
From Fig. 4.4, we can see that even after 350 minutes of annealing at 40 ◦C, there are
still some parts of the crystals that have not melted. Thus, it is reasonable to increase the
temperature and determine at what temperature these crystals can completely melt. In
order to conduct this experiment, we need to scan at temperatures significantly higher than
Tg. However, low molecular weight aPS is very liquid and can even evaporate, it makes the
in-situ AFM experiment at high temperatures difficult. To overcome this problem, we float
a 10 nm Poly(butyl methacrylate) (PBMA) layer (Tg 20
◦C) onto the aPS sample because
it has been shown that AFM is able to probe the interfaces buried in polymers [169] in
tapping mode. By doing this, the rubbery thin layer can prevent possible evaporation
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effect and also enhance the mechanical strength of the sample. As a result, we are able
to scan these samples at high temperatures. Fig. 4.5 shows the time dependent melting
experiment of aPS sample coated with a 10 nm PBMA layer. The sample is first heated
at 70 ◦C for 1 hour and quenched down to room temperature for growth. After growth,
the sample is covered with 10 nm PBMA thin layer to cover the liquid surface. Clearly,
one can find that at 20 ◦C, the PBMA layer is in the glassy state, which leads to a weak
contrast between the amorphous and crystalline domains. As temperature increases, the
PBMA layer becomes rubbery-like, and it results in a more significant contrast between the
amorphous and crystalline domains. At 30 ◦C, the onset of melting is observed, although
the melting speed is relatively slow. Similar to Fig. 4.4, from 35 to 50 ◦C, some parts
of the crystals melt fast, while the remaining parts melt slowly. At high temperatures
(60, 70 ◦C), all crystals have completely melted. The different melting behaviours in the
melting experiment imply that these aPS crystals have different thermal stabilities. Some
possible explanations are: different degrees of defects, different local tacticities (melting
point depends on tacticity), and different stereoregular structures (iso or syndio). Of
course, whether both the iso-stereoregular and syndio-stereoregular chains with a small
degree of polymerization are able to crystallize is still unclear as the 3/1 helical structure,
a crystalline structure of iPS, is not easy to form (too short chains).
Semenov [168] proposed a simple model to describe the cluster formation in homopoly-
mer melts. In this model, the stereoregular segments in polymer chains can form clusters,
which can be considered as lamellar crystals. The following derivation comes from Se-
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Figure 4.5: Temperature dependent melting of aPS with a thin PBMA layer.
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Figure 4.6: Schematic diagram of core/shell lamellar micelles. Figure from [168].
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menov’s paper. The free energy change per chain upon the cluster formation is composed
of four terms.
Flam ≈ ∆Fcrystal + Fentr + Fface + Fconf (4.2)
∆Fcrystal is the free energy gain on crystallization, which can be expressed as
∆Fcrystal
kT
≈ −Smnτ (4.3)
where τ = Tm
T
−1, Sm is the entropy of melting per monomer, Tm is the ideal crystallization
temperature, and T is the current temperature.
Fentr is the free energy caused by the entropy loss, which can be expressed as
Fentr
kT
≈ − ln( 2
N
φ) = ln(N/4) + (n− 1)β (4.4)
where N is the number of monomers per chain, n is the number of monomers per chain in
the crystalline domain, β = ln(1 + e−|∆|), and ∆ is a measure of tacticity (fm/fr = e∆).
Of course, the degree of tacticity can be expressed in a more intuitive way
dt = |fm − fr| = tanh(|∆|/2) (4.5)
where fm and fr are the fractions of meso diads and racemo diads respectively.
Fface is the interfacial energy between the amorphous and crystalline domains, which
can be expressed as
Fface
kT
= 2J = 2J0(1 + τ) (4.6)
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where J = A1γ/(kT ), γ is the interfacial tension and can be considered as no temperature
dependence (the simplest case), A1 is the area per chain at the amorphous-crystalline
interface and J0 = J |T=Tm .
Fconf is the conformational free energy due to the elongation of the amorphous domain,
which can be expressed as
Fconf
kT
=
3
2
H˜2
N˜b2
=
3
2
L˜1
2
b2
N˜ (4.7)
where N˜ = N − n is the number of segments in an amorphous tail, H˜ = L˜1N˜ corresponds
to the thickness of a tail, b is the length of one polymer segment and the mean projection
of a tail, L˜1, can be expressed as:
L˜1 =
ρc
2ρm
L1 (4.8)
where ρc is the crystalline density and ρm is the amorphous density, and L1 is the stem
length per polymer segment. Given Sm ≈ 2.1 and J0 ≈ 1.95 (based on the equilibrium
melting temperature of iPS Tm ≈ 266◦C), the theoretical melting point of aPS can be
calculated.
In our experiment, we assume the entire polymer chain is in the crystalline domain. In
consequence, only ∆Fcrystal, Fentr, and Fface in need to be considered in our system.
Fig. 4.7 shows the theoretical melting point of aPS as a function of tacticity with
different N , where dt = 0 stands for purely atactic polystyrene, dt = 0.5 stands for either
isotactic or syndiotactic polystyrene. Taking N = 6 as an example, it is clear that the
theoretical melting point of aPS with N = 6 is in the range of 18 ◦C and 61 ◦C, which is
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Figure 4.7: Theoretical melting point of aPS as a function of tacticity with different N ,
based on Semenov’s model [168].
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in good agreement with our experimental observations.
4.3.1 Interesting observations
During the experiment, there are many interesting observations. The first interesting
observation is the wetting property of low molecular weight polystyrene films change upon
heating above 110 ◦C. When samples are annealed below 100 ◦C, polystyrene films dewet
from Si substrates; however, when samples are annealed above 110 ◦C, polystyrene films
stop dewetting. More importantly, it seems that more crystals form upon heating above
110 ◦C and their shapes are more hexagonal, see Fig. 4.8. We use the same sample in Fig.
4.8 and conduct a temperature dependent measurement. In this experiment, the sample is
first annealed at the pre-determined temperature for 10 minutes and cooled down to room
temperature for the measurement. All AFM images are obtained at room temperature.
Fig. 4.9 shows the temperature dependent measurement. From the figure, we can say that
these crystals start to melt at 40 ◦C because the crystals change their shapes when they
are annealed above 40 ◦C for 10 minutes. In addition, it is also found that these crystals
can grow at room temperature as they melt first and regrow during AFM imaging periods.
Moreover, no location change of these crystals annealed below 70 ◦C indicates that these
crystals cannot completely melt in 10 minutes below 70 ◦C. On the other hand, the location
change of these crystals annealed above 70 ◦C demonstrates that the highest melting point
of these crystals is 70 ◦C. At high temperatures, there are two regimes. From 70 ◦C to
110 ◦C, the total area of these crystals increases as the annealing temperature increases.
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Figure 4.8: A polystyrene (MW600 g/mol) droplet on a Si substrate. The sample is
annealed at 130 ◦C first and kept at room conditions.
Initial 40°C 50°C 60°C 70°C 80°C 90°C 110°C 130°C 150°C 170°C 190°C
Figure 4.9: Temperature dependent measurement of a polystyrene (MW 600 g/mol) droplet
on a Si substrate. The sample is annealed at 130 ◦C first and kept at room conditions.
During the experiment, the sample is annealed at each temperature for 10 minutes and
measured at room temperature. This process is repeated from 40 ◦C to 190 ◦C.
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This might be the memory effect of these crystals. When the sample is annealed at high
temperatures (> 70 ◦C), crystallizable materials are still around even though they have
completely melted. When the sample is cooled down, these crystallizable materials can
easily form new crystals. From 130 ◦C to 190 ◦C, the total area of these crystals decreases as
the annealing temperature increases. This might be caused by the evaporation mentioned
in the previous section. High temperatures lead to high evaporation rates, which result in
the loss of crystallizable materials. In consequence, the surface coverage of these crystals
decreases. Fig. 4.10 shows the AFM phase images of a polystyrene sample (MW 600 g/mol)
with different temperature profiles. The sample is first annealed at 110 ◦C, cooled to a pre-
determined temperature, and measured at that temperature. (Before the measurement,
the sample is heated and cooled between 110 ◦C and room temperature for several times.)
In A and B, the sample has a temperature profile: 110 ◦C to 40 ◦C (scan at 40 ◦C) to
25 ◦C (scan at 25 ◦C); while, in C and D, the sample has a temperature profile 110 ◦C
to 25 ◦C (scan at 25 ◦C) to 40 ◦C (scan at 40 ◦C). Clearly, in A, there are some crystals
that are the cores of the crystals in B. In addition, a significant phase contrast between
the cores and the surroundings in B implies that there are two components: one can grow
at 40 ◦C and the other one can grow at 25 ◦C. However in C, homogeneous crystals are
observed when the temperature is directly cooled from 110 to 25 ◦C. Moreover, in D, some
parts of the crystals melt and the remaining parts cannot melt within the experimental
time window. This indicates that these two components can also stay together to form
homogeneous crystals.
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Figure 4.10: AFM phase images of the two components of aPS crystals. Insets show the
temperature profiles.
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Figure 4.11: AFM phase images of atactic polystyrene crystals on one sample (A-E), where
A, B and E are scanned at room temperature; C and D are scanned at 40 ◦C. F shows the
size of the crystals in C as a function of time annealed at 40 ◦C.
Another experiment also exhibits a similar result. The sample in Fig. 4.11 is first
annealed at 110 ◦C and kept at room temperature. A and B are the phase images of two
different locations on the same sample at room temperature. One can tell that they all
have similar crystals. However, when the temperature increases to 40 ◦C, all crystals are
disappeared in D. This indicates that they completely melt at 40 ◦C. In contrast, some
parts of crystals in C melt and some parts do not. F shows the size of the remaining
parts in C as a function of time and these remaining parts seem to be stable within the
experimental time window. The result directly reveals that these crystals are different.
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Either they have different melting points or they have different thermal stabilities. When
the heater is turned off, a similar core-surrounding pattern as shown in Fig. 4.10 (B) is
recovered, which is shown in E.
4.4 Summary
To summarize, in this project, we demonstrate the crystallization of low molecular weight
aPS and then systematically study the growth and melting behaviours of these aPS crystals.
For the growth kinetics study, a non-linear growth is observed. It might be caused by the
lack of crystallizable materials and the dominance of the diffusion controlled growth. For
the melting kinetics study, some parts are observed with a fast melting speed, while the
remaining parts are observed with a relatively slow melting speed. This indicates that
these aPS crystals have different thermal stabilities. Lastly, some interesting observations
are also presented. Here, we have made the first observation of the crystallization of aPS,
which is just a starting point. There is no doubt that to understand why and how aPS
crystallizes are important. Consequently, more comprehensive and detailed studies need
to be done in the future as they may totally change our understanding on semicrystalline
polymers and may have a huge impact on polymer processing.
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Chapter 5
Expansivity study on polymer thin
films
5.1 Introduction
The glass transition is one of the deepest and unsolved questions in condensed matter
physics [170]. One particularly interesting phenomenon of the glass transition is the glass
transition temperature reduction observed in polymer thin films at the nanoscale, which
has attracted much attention in the past two decades. For polystyrene, as the film thick-
ness is less than 40 nm, the glass transition temperature is often observed lower than the
bulk value. Although there are some contradictory reports, the Tg reduction in polymer
thin films is always considered as the cause of the existence of a free surface with enhanced
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mobility. Consequently, Forrest and Dalnoki-Veress [128] proposed a simple model that
links the enhanced surface mobility to the Tg reduction in thin films. The following deriva-
tion is based on the simple model. In the model, polymer thin films are not uniform and
there is a continuous distribution of dynamics near the free surface. Thus, it is necessary
to use a variable that can describe the local dynamics in polymer thin films. Consequently,
the rheological temperature R is used, which is defined as the temperature at which a
bulk system exhibits the same dynamics. It is clear that R depends on the location in
polymer thin films. Assuming the bulk thermal expansivity only depends on temperature,
a distribution of R in polymer thin films implies that the temperature dependent local
expansivity curve depends on the location in polymer thin films. As a result, the thermal
expansivity of a polymer thin film can be expressed as the summation of all R dependent
expansivity profiles
α =
1
h
∫ h
0
α(R(z))dz (5.1)
where z is the distance from the free surface, R is the rheological temperature and h is the
thickness of the film. If we assume the local rheological temperature decreases from the free
surface with a function f(z/ξ(T )), where ξ(T ) is defined as the characteristic length scale
from the surface-like to the bulk-like, the local rheological temperature can be expressed
as
R(z) = T + (Rs − T )f(z/ξ(T )) (5.2)
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where Rs is the rheological temperature of the free surface. In fact, this characteristic
length scale is temperature dependent, which can be expressed as
ξ(T ) = a0 + a1(Tg − T ) (5.3)
where Tg is the bulk glass transition temperature, a0 and a1 are temperature independent
variables. In order to get the temperature dependent surface rheological temperature,
Forrest and Dalnoki-Veress used the bulk temperature dependent relaxation in the model.
It is reasonable to assume that the bulk relaxation time is given by the VFT equation
τ ∼ exp(B/(T − T0)), where B is the activation energy and T0 is the Vogel temperature.
In addition, the surface relaxation time can be described by a simple activated process
τ ∼ exp(Es/T ), where Es is the surface activation energy. Assuming the surface relaxation
time at T is equal to the bulk relaxation time at Rs, the temperature dependent rheological
temperature can be expressed as
Rs(T ) = T0 +
BT
Es
(5.4)
where T0 is the Vogel temperature, and Es is the activation energy. In general, the bulk
thermal expansivity is always expressed as the tanh function
α =
1
2
[(αm + αg) + (αm − αg) tanh((T − Tg)/w)] (5.5)
Accordingly, the local expansivity can be expressed as
α(R(z)) =
1
2
[(αm + αg) + (αm − αg) tanh((R(z)− Tg)/w)] (5.6)
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where αm is the melt expansivity, αg is the glass expansivity, and w the width of the
transition. Substituting the above expression into Eq. 5.1, the total expansivity can be
expressed as
α =
1
h
∫ h
0
1
2
[(αm + αg) + (αm − αg) tanh((R(z)− Tg)/w)]dz (5.7)
Considering Eq. 5.2 and assuming f(x) = exp(−x), the total expansivity can be expressed
as
α =
1
h
∫ h
0
1
2
[(αm + αg) + (αm − αg) tanh((T + (Rs − T ) exp(−z/ξ(T ))− Tg)/w)]dz (5.8)
where ξ(T ) and Rs(T ) are given by Eq. 5.3 and 5.4. If the variable of integration z ∈ [0, h]
is replaced by x ∈ [0, 1], where z = xh, the total expansivity of the film reduces to
α =
∫ 1
0
1
2
[(αm + αg) + (αm − αg) tanh((T + (Rs − T ) exp(−xh/ξ(T ))− Tg)/w)]dx (5.9)
This implies that if the bulk values (αm, αg, w, Es, a0, a1, T0) are used, the only free param-
eter is the film thickness h. In the model, the apparent Tg is defined as the temperature at
which α = 1
2
(αm +αg). To verify the model, we conduct a thermal expansivity experiment
of polymer thin films
5.2 Experimental details and data analysis
All experiments were conducted with a WDE ellipsometer. Polystyrene films (Mw = 599
kg/mol, PDI = 1.10) were made by spin coating polymer solutions dissolved in toluene
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onto Si substrates. All samples were annealed above Tg before use. During the experiment,
the sample was placed on a Linkam stage and was held at 130 ◦C for at least 10 minutes.
The expansivity profiles were obtained on the cooling runs from 130 ◦C to 0 ◦C with a
cooling rate of 2 K min−1 or 1 K min−1.
For the calculation, a four-layer model is used. The details of each layer are listed below
Layer 1 Media: air, n = 1
Layer 2 Media: polystyrene, n(T = 20◦C) = 1.583
Layer 3 Media: SiOx, n = 1.42, h = 2 nm
Layer 4 Media: Si, n = 3.875− 0.023i
For each dataset, the P and A pair at 20 ◦C is first found. Then, assuming the refractive
index of polystyrene at 20 ◦C is 1.583, a series of h, P , andA pairs can be generated based on
the four-layer model. Accordingly, the film thickness is determined by finding the shortest
distance between the experimental P and A pair and generated P and A. In order to find
the temperature dependent film thickness in the entire range of temperatures, the Lorentz-
Lorenz equation [171] is used to update the new refractive index at each temperature. The
general expression of the Lorentz-Lorenz can be expressed as
n2 − 1
n2 + 2
=
4pi
3
Nα (5.10)
where N is the number of molecules per unit volume, α is the mean polarizability, and n
is the refractive index. In addition, we assume the expansion only occurs in the normal
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direction to the substrate. Of course, it is not accurate for T > Tg, but it does not affect
the width and shape of the expansivity curves. Accordingly, the relationship between the
refractive index at T and 20 ◦C can be expressed as
n2n−1
n2n+2
n2
20◦C−1
n2
20◦C+2
=
h20◦C
hn
(5.11)
where nn is the new refractive index at T , n20
◦C is the refractive index at 20 ◦C, hn is the
film thickness at T , and h20
◦C is the film thickness at 20 ◦C. This leads to a new refractive
index at T
nn =
√
2c+ 1
1− c (5.12)
where c = (
n2
20◦C−1
n2
20◦C+2
)/( hn
h20◦C
). Repeating this process for the entire dataset, the temperature
dependent film thickness h and refractive index n can be obtained. In order to make
the expansivity profile meaningful, the temperature dependent h and n are smoothed by
averaging every 20 data points. Following that, the expansivity profile is determined by
1
h
dh
dT
. For the bulk expansivity profile, the 108 nm expansivity profile is fitted by the tanh
function. From the fit, the bulk αm, αg, and w can be obtained and used in the calculation
part.
5.3 Discussion
Before the comparison, it is worth to test the model with some different parameters. Thus,
we conduct a series of calculations with different combinations of a1 and Es but enforcing
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Figure 5.1: Raw data of a 11.6 nm thin film. (A) Temperature dependent P and A, (B)
temperature dependent h and n, (C) thermal expansivity profile.
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Figure 5.2: Thermal expansivity profiles of PS thin films calculated based on the simple
model with different combinations of a1 and Es. (a) 5 nm, (b) 12 nm, (c) 20 nm, (d) 40 nm.
The rest parameters are w = 5 K,T0 = 331 K, a0 = 4 nm, Tg = 373 K,B = 1878K, ag =
2× 10−4 K−1, am = 10−3 K−1.
the apparent Tg to be constant for each film thickness h. Fig. 5.2 shows the calculated
thermal expansivity profiles with different combinations of a1 and Es. Clearly, the value of
these parameters can affect the shape of expansivity profiles even thought they all have the
same apparent Tg. Thus, comparing the calculated expansivity profiles to the experimental
expansivity profiles, the real values of a1 and Es can be extracted.
For the comparison, the bulk parameters are w = 10 K (from the 108 nm film mea-
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surement), T0 = 331 K, a0 = 4 nm, Tg = 373 K, B = 1878 K, Es = 10000 K, a1 = 0.05
nm/K. The melt expansivity ranges from 6 × 10−4K−1 to 8 × 10−4K−1 and the glass ex-
pansivity ranges from 0.5×10−4K−1 to 2×10−4K−1 for different fits. A range of glass and
melt expansivities rather than the constant glass and melt expansivities might be caused
by several factors, such as the uncertainty of the experimental data (thermal drift), the
approximation of updating the refractive index with the Lorentz-Lorenz equation, and the
thermal expansion of the SiOx layer. To be noted, the glass expansivity and melt expan-
sivity in the calculation do not affect the width and the shape of the expansivity curves.
Fig. 5.3 shows the experimental expansivity profiles of PS thin films with different h (11.6
nm, 12.5 nm, 36.3 nm, 108.5 nm), where the red-solid lines and blue-dashed lines represent
the model calculated profiles and shifted bulk profiles respectively. Clearly, the model can
provide a better fit than the bulk profile as the film thickness decreases, especially for the
11.6 nm and 12.5 nm expansivity profiles. In addition, the apparent Tg of thin films are
calculated by Tg = T at which α =
1
2
(αm +αg). It is not hard to see a thickness dependent
Tg, which is consistent with the literature [30]. The good agreement of the experimental
data with the model indicates that the simple model can describe the thermal expansivity
data better than the bulk curve in thin films. More importantly, it reveals the relation
between the free surface and the Tg reduction in thin films.
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Figure 5.3: Thermal expansivity profiles of PS thin films with different h. All curves have
been shifted vertically and tick labels on the y axis have been removed for clarity. The red
solid lines stand for the model calculations and the blue dashed lines stand for the shifted
bulk expansivity profiles. The R2 of each fit is shown beside each profile.
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Concluding remarks and future work
In this thesis, we focus on studying the surface dynamics, glass transition, and the crys-
tallization of atactic polystyrene by using some newly developed experimental techniques.
The motivation of this thesis is to deeply understand how aPS behave near the glass transi-
tion temperature, especially for low molecular weight polystyrene. In order to gain insight
into this topic, three different studies are conducted, where each of them focuses on a
special area.
In the first part, the surface dynamics of polymer films is systematically studied by us-
ing the novel stepped film levelling experiment. This part is composed of four subsections,
(1) low molecular weight levelling, (2) molecular weight dependent levelling, (3) levelling
under soft confinement, and (4) ultra-thin stepped film levelling. For subsection (1), we
find that polymers can even flow below the bulk Tg, and the flow profile is very different
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from that above Tg. In order to account for the observation, the GTFE is developed, which
can describe the flow behaviour below Tg. In addition, an Arrhenius type of temperature
dependence of the surface mobility is observed below Tg, which deviates from the bulk
VFT curve. For subsection (2), the stepped film levelling experiment is conducted with
higher molecular weights. The result indicates that even for 22.2 kg/mol, the surface flow
is still observed below Tg. Thus, a random walk simulation is conducted to demonstrate
that even for 2Rg > ξ, a lot of polymer chains still fit in the liquid-like layer and flow below
Tg. For subsection (3), the levelling process is conducted under different soft confinement
conditions. The results show that even under different soft confinement conditions, the
surface flow is still observed below Tg, which is consistent with the Tg reduction experi-
ment in aqueous colloidal system. For subsection (4), the ultra-thin stepped film levelling
experiment is conducted. From the results, no transition temperature reduction is observed
in an 8 on 8 nm stepped film.
In the second part, the crystallization of low molecular weight aPS is studied. We
first demonstrate the experimental evidence of the crystallization of aPS. On top of this,
a systematic study of aPS is conducted. The growth study reveals that the growth rate
is not constant but time dependent, which is similar to the diffusion-controlled growth.
In addition, the melting study of aPS crystals shows a range of melting from 30 ◦C to 70
◦C, which is consistent with the theoretical calculation. Lastly, we show many interesting
experimental observations that have not been fully understood yet.
In the third part, the thermal expansivity experiment is conducted in thin polymer films
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to validate the recently developed simple model [128]. The thermal expansivity profiles of
polystyrene films with different film thicknesses are measured by ellipsometry. Both the
calculated profiles based on the simple model and the bulk shifted profiles are compared
to the experimental thermal expansivity profiles. The result shows that the simple model
provides a better fit than the bulk curve does. In addition, the apparent Tg reduction
observed is in good agreement with the literature. More importantly, because the simple
model is based on the hypothesis of the existence a liquid-like layer in glassy polymer thin
films, a better fit of the simple model than the bulk curve directly confirms this hypothesis.
From these results, we can expect that there are some studies can be done in the future
to extend current studies. Some possible experiments are listed here. For the levelling
project under soft confinement, one can try more liquids (different viscosity, different in-
terfacial energy) until the free surface is removed. In this condition, the whole film flow is
expected.
For the thermal expansivity experiment, one can measure the thermal expansivity pro-
file of free standing films, where large Tg reductions are always observed. The thermal
expansivity profile of free standing films may show a wider transition as there are two free
surfaces presented in free standing films.
For the crystallization experiment, more detailed studies are needed, such as tempera-
ture dependent morphology of aPS. In addition, one can artificially make polystyrene sam-
ples with different degree of stereoregularity. As a result, the crystallization of polystyrene
with large molecular weights might be able to achieve. This may lead to many interesting
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studies. In addition, a very interesting observation in crystallization study is the evapora-
tion of low molecular weight polystyrene. This observation is really interesting as it might
have a huge impact on industry. If the evaporation of low molecular weight polymers is a
general feature, it might be possible to make polymer films via physical vapor deposition
(PVD) and UV cross-linking, by which customized patterns can be made.
To summarize, this thesis provides some new observations and ideas of polymers near
the glass transition temperature in both amorphous and crystalline states. These observa-
tions may help us to better understand the nature of glass transition as well as the concept
of polymer crystallization. Although how polymers behave near the glass transition is still
unclear, with efforts in the last several decades we are approaching the answer.
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Appendix A
Python code for stepped film
levelling analysis
A.1 Main Code
This following code is the main part of the step film analysis program. The code can read
the pre-levelled AFM text file generated from Gwyddion and fit each individual line into
tanh function. Based on fitting parameters, each line is shifted to (0,0) position and the
width of each line can be obtained. Finally, the mean profile is generated by averaging
over few hundreds of lines.
# −∗− coding : utf−8 −∗−
”””
Created on Tue Apr 24 15 : 28 : 46 2012
This program can read data from AFM text f i l e generated from Gwyddion .
Fi t each l i n e in to tanh func t i on and s h i f t them in to 0 ,0 po int .
Then f i nd out the width d i s t r i b u t i o n and mean p r o f i l e .
author : Yu Chai
”””
import numpy as np
import os
from sc ipy . opt imize import c u r v e f i t
import matp lo t l i b . pyplot as p l t
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from sc ipy . s t a t s import norm , cauchy
de f main code ( s e l f , main f i l e name , main number f i l e , main n bins ) :
’ ’ ’
output mean p r o f i l e in fo rmat ion
’ ’ ’
Mean pro f i l e output temp=os . path . s p l i t ( s t r ( main f i l e name ) )
Mean pro f i l e output path=Mean pro f i l e output temp [ 0 ]
Mean pro f i l e output name tota l=Mean pro f i l e output temp [ 1 ]
Mean pro f i l e output name rea l=os . path . s p l i t e x t (
↪→ Mean pro f i l e output name tota l ) [ 0 ]
Mean pro f i l e output=Mean pro f i l e output path+’ / ’+
↪→ Mean pro f i l e output name rea l+’−Mean−p r o f i l e . dat ’
p r i n t Mean pro f i l e output path
p r in t Mean pro f i l e output name rea l
#number o f f i l e
n=main number f i l e
#c l e a r a l l f i g u r e
s e l f . mpl 1 . canvas . ax . c l e a r ( )
s e l f . mpl 2 . canvas . ax . c l e a r ( )
s e l f . mpl 3 . canvas . ax . c l e a r ( )
s e l f . l i s tWidge t . c l e a r ( )
#f i g u r e t i t l e s t r 1 a l l l i n e s s t r 2 mean p r o f i l e s t r 3 width d i s t r i b u t i o n
t l t=main f i l e name
’ ’ ’
temp=main temp
s t r 1=’Al l p r o f i l e %s . png ’%(temp)
s t r 2=’Mean p r o f i l e %s . pdf ’%(temp)
s t r 3=’Width d i s t r i b u t i o n %s . pdf ’%(temp)
’ ’ ’
#array i n i t i a l i z e
lmin=9999999
d=[ ]
name=[ ]
l ength =[ ]
valmm=[]
locmm=[]
c =[ ]
xxd ic t={}
yyf =[ ]
xxf =[ ]
t l =0
g l=0
b l=0
#de f i n e f unc t i on s
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de f func (x , a , b , c , d ) :
r e turn a∗np . tanh ( ( x−b) /c )+d
de f g a u s s i a n f i t (x ,mu, sigma ) :
r e turn 1/( sigma ∗ np . sq r t (2 ∗ np . p i ) ) ∗np . exp ( − ( x − mu) ∗∗2 / (2 ∗
↪→ sigma ∗∗2) )
de f c auchy f i t (x , x0 , gema) :
r e turn 1/np . p i ∗gema/( ( x−x0 )∗∗2+gema∗∗2)
’ ’ ’
main loop
’ ’ ’
f o r i in range (n) :
s e l f . l i s tWidge t . addItem ( ’ f i l e loop ’+s t r ( i ) )
txx=s t r ( t l t )
name . append ( txx )
#read width and he ight
l i s t s=’ Reading Data f i l e : ’+t l t
s e l f . l i s tWidge t . addItem ( l i s t s )
f=open (name [ i ] )
f . r e a d l i n e ( )
aw=f . r e ad l i n e ( )
ah=f . r e ad l i n e ( )
f . c l o s ed
width=f l o a t (aw [ 9 : 1 3 ] ) ∗10∗∗−6
he ight=f l o a t ( ah [ 1 0 : 1 4 ] ) ∗10∗∗−6
#read data
rdata=np . l oadtx t (name [ i ] )
data=rdata−np . min ( rdata )
data=data [ : , : lmin ]
data=data ∗10∗∗9
ly=len ( data )
lx=len ( data [ 0 ] )
xp=width /( lx−1)
yp=he ight /( ly−1)
x=np . l i n s p a c e (0 , width , l x ) ∗10∗∗6
xspac ing=xp∗10∗∗6
t l=ly
f o r j in range ( ly ) :
l i s t s=’Doing f i l e ’ +s t r ( i )+’ l i n e ’+s t r ( j )
s e l f . l i s tWidge t . addItem ( l i s t s )
y=np . array ( data [ j ] )
popt , pcov = c u r v e f i t ( func , x , y )
at=popt [ 0 ]
bt=popt [ 1 ]
c t=popt [ 2 ]
dt=popt [ 3 ]
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#c . append ( popt [ 2 ] )
r e l o c=x−bt
yy=y−dt
’ ’ ’
round the l o c a t i o n in to nearby bin
’ ’ ’
xx=np . round ( r e l o c / xspac ing ) ∗ xspac ing
f o r z in range ( l en ( xx ) ) :
l o c=xx [ z ]
vo l=yy [ z ]
i f l o c not in xxd ic t :
xxd ic t [ l o c ]=[ vo l ]
e l s e :
xxd ic t [ l o c ] . append ( vo l )
’ ’ ’
i f t h i s i s a bad f i t , get r i d o f t h i s
and width i a l a r g e r than 2
’ ’ ’
fyy=func (x , at , bt , ct , dt )
fyy=np . array ( fyy )−dt
i f np . abso lu t e ( fyy [0]− fyy [−1])>1:
c . append ( popt [ 2 ] )
locmm . append ( xx )
valmm . append ( yy )
s e l f . mpl 1 . canvas . ax . p l o t ( xx , yy , ’ x ’ )
s e l f . mpl 1 . canvas . ax . p l o t ( xx , fyy )
g l=g l+1
s e l f . l a b e l 2 3 . setText ( s t r ( t l ) )
s e l f . l a b e l 2 4 . setText ( s t r ( g l ) )
s e l f . l a b e l 2 5 . setText ( s t r ( t l−g l ) )
s e l f . mpl 1 . canvas . draw ( )
’ ’ ’
mean p r o f i l e
’ ’ ’
#i f the number o f f i l e i s more than 1 , need to con s id e r the he ight
↪→ d i f f e r e n c e .
summax=0
f o r i in so r t ed ( xxd ic t . keys ( ) ) :
i f l en ( xxd ic t [ i ] )>summax :
summax=len ( xxd ic t [ i ] )
# i f the number o f each l o c a t i o n i s sma l l e r than summax−10 then drop
↪→ t h i s one
f o r i in so r t ed ( xxd ic t . keys ( ) ) :
i f l en ( xxd ic t [ i ] )<summax/ 2 . 0 :
de l xxd ic t [ i ]
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e l s e :
xxf . append ( i )
yyf . append (np . average ( xxd ic t [ i ] ) )
’ ’ ’
r e v e r s e array i f l e f t high
’ ’ ’
i f yyf [0]> yyf [ −1 ] :
yyf=yyf [ : : − 1 ]
popt 2 , pcov 2 = c u r v e f i t ( func , xxf , yyf )
a t 2=popt 2 [ 0 ]
bt 2=popt 2 [ 1 ]
c t 2=popt 2 [ 2 ]
dt 2=popt 2 [ 3 ]
xxf=xxf−bt 2
yyf=yyf−dt 2
poptmean , pcovmean = c u r v e f i t ( func , xxf , yyf )
f y y f=func ( xxf , poptmean [ 0 ] , poptmean [ 1 ] , poptmean [ 2 ] , poptmean [ 3 ] )
s e l f . mpl 2 . canvas . ax . p l o t ( xxf , yyf , ’ x ’ , xxf , f y y f )
#s e l f . mpl 2 . canvas . ax . s e t x l a b e l ( r ’$X /\mu m$ ’ )
#s e l f . mpl 2 . canvas . ax . s e t y l a b e l ( r ’ Height /nm ’ )
s e l f . l a b e l 1 0 . setText ( s t r ( poptmean [ 0 ] ) )
s e l f . l a b e l 1 1 . setText ( s t r ( poptmean [ 1 ] ) )
s e l f . l a b e l 1 2 . setText ( s t r ( poptmean [ 2 ]∗1000∗2 ) )
s e l f . l a b e l 1 3 . setText ( s t r ( poptmean [ 3 ] ) )
s e l f . l a b e l 1 6 . setText ( s t r (np . abso lu t e ( poptmean [ 0 ] ) ∗2) )
s e l f . mpl 2 . canvas . draw ( )
”””
output mean p r o f i l e
”””
Mean pro f i l e x=np . reshape ( xxf , (−1 ,1) )
Mean pro f i l e y=np . reshape ( yyf , (−1 ,1) )
Mean p r o f i l e l i n e d a t a=np . append ( Mean pro f i l e x , Mean pro f i l e y , 1 )
p r i n t Mean p r o f i l e l i n e d a t a
np . save txt ( Mean pro f i l e output , Mean p r o f i l e l i n e d a t a )
’ ’ ’
d i s t r i b u t i o n s t a r t here
’ ’ ’
#Width
c=np . array ( c )
c=np . abso lu t e ( c ) ∗1000∗2
# the histogram of the data
i f s e l f . checkBox . isChecked ( ) :
n , bins , patches=s e l f . mpl 3 . canvas . ax . h i s t ( c , i n t ( main n bins ) , normed
↪→ =1)
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e l s e :
l e f t r a n g e=in t ( s e l f . l i n eEd i t 8 . t ex t ( ) )
r i gh t r ang e=in t ( s e l f . l i n eEd i t 7 . t ex t ( ) )
n , bins , patches=s e l f . mpl 3 . canvas . ax . h i s t ( c , i n t ( main n bins ) , range
↪→ =( l e f t r a n g e , r i gh t r ang e ) , normed=1)
# best f i t o f data
i f s e l f . checkBox 2 . isChecked ( ) :
(mu, sigma ) = norm . f i t ( c )
e l s e :
pgt , pge=c u r v e f i t ( cauchy f i t , b ins [ : −1 ] , n )
mu = pgt [ 0 ]
sigma = pgt [ 1 ]
#amp = pgt [ 2 ]
muerr = ( pge [ 0 ] [ 0 ] ) ∗∗0 .5
s igmaerr = ( pge [ 1 ] [ 1 ] ) ∗∗0 .5
# add a ’ bes t f i t ’ l i n e
gfd = norm . pdf ( bins , mu, sigma )
s e l f . mpl 3 . canvas . ax . p l o t ( bins , gfd , ’ r−− ’ , l i n ew id th=2)
#p lo t
s e l f . mpl 3 . canvas . ax . s e t y l a b e l ( ’ Normerized ’ )
s e l f . mpl 3 . canvas . ax . s e t x l a b e l ( r ’ $\mu=%.3 f ,\ \ sigma=%.3 f$ ’ %(mu, sigma
↪→ ) , f o n t s i z e =15)
s e l f . mpl 3 . canvas . draw ( )
s e l f . l a b e l 8 . setText ( s t r ( sigma ) )
s e l f . l a b e l 9 . setText ( s t r (mu) )
A.2 GUI code
The following code is the GUI part of the step film analysis program. The GUI framework
is QT4.
# −∗− coding : utf−8 −∗−
# Form implementation generated from read ing u i f i l e ’ mean pro f i l e f o rm . u i ’
#
# Created : Thu Jun 28 10 : 39 : 54 2012
# by : PyQt4 UI code generato r 4 . 9 . 1
#
# WARNING! Al l changes made in t h i s f i l e w i l l be l o s t !
from PyQt4 import QtCore , QtGui
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t ry :
fromUtf8 = QtCore . QString . fromUtf8
except Att r ibuteError :
fromUtf8 = lambda s : s
c l a s s Ui MainWindow( ob j e c t ) :
de f setupUi ( s e l f , MainWindow) :
MainWindow . setObjectName ( fromUtf8 ( ”MainWindow” ) )
MainWindow . r e s i z e (1210 , 671)
s e l f . c en t ra lw idge t = QtGui . QWidget (MainWindow)
s e l f . c en t ra lw idge t . setObjectName ( fromUtf8 ( ” c en t ra lw idge t ” ) )
s e l f . hor izontalLayoutWidget = QtGui . QWidget ( s e l f . c en t ra lw idge t )
s e l f . hor izontalLayoutWidget . setGeometry (QtCore . QRect (10 , 50 , 1191 ,
↪→ 271) )
s e l f . hor izontalLayoutWidget . setObjectName ( fromUtf8 ( ”
↪→ horizontalLayoutWidget ” ) )
s e l f . hor i zonta lLayout = QtGui . QHBoxLayout( s e l f .
↪→ horizontalLayoutWidget )
s e l f . hor i zonta lLayout . setMargin (0 )
s e l f . hor i zonta lLayout . setObjectName ( fromUtf8 ( ” hor i zonta lLayout ” ) )
s e l f . groupBox = QtGui . QGroupBox( s e l f . hor izontalLayoutWidget )
s e l f . groupBox . setObjectName ( fromUtf8 ( ”groupBox” ) )
s e l f . groupBox 4 = QtGui . QGroupBox( s e l f . groupBox )
s e l f . groupBox 4 . setGeometry (QtCore . QRect (10 , 120 , 331 , 141) )
s e l f . groupBox 4 . setObjectName ( fromUtf8 ( ”groupBox 4” ) )
s e l f . checkBox = QtGui . QCheckBox( s e l f . groupBox 4 )
s e l f . checkBox . setGeometry (QtCore . QRect (20 , 30 , 141 , 21) )
s e l f . checkBox . setChecked (True )
s e l f . checkBox . s e tT r i s t a t e ( Fa l se )
s e l f . checkBox . setObjectName ( fromUtf8 ( ”checkBox” ) )
s e l f . l a b e l 2 0 = QtGui . QLabel ( s e l f . groupBox 4 )
s e l f . l a b e l 2 0 . setGeometry (QtCore . QRect (10 , 50 , 113 , 22) )
s e l f . l a b e l 2 0 . setObjectName ( fromUtf8 ( ” l a b e l 2 0 ” ) )
s e l f . l i n eEd i t 8 = QtGui . QLineEdit ( s e l f . groupBox 4 )
s e l f . l i n eEd i t 8 . setGeometry (QtCore . QRect (50 , 50 , 131 , 22) )
s e l f . l i n eEd i t 8 . setObjectName ( fromUtf8 ( ” l i n eEd i t 8 ” ) )
s e l f . l a b e l 1 9 = QtGui . QLabel ( s e l f . groupBox 4 )
s e l f . l a b e l 1 9 . setGeometry (QtCore . QRect (10 , 80 , 113 , 22) )
s e l f . l a b e l 1 9 . setObjectName ( fromUtf8 ( ” l a b e l 1 9 ” ) )
s e l f . l i n eEd i t 7 = QtGui . QLineEdit ( s e l f . groupBox 4 )
s e l f . l i n eEd i t 7 . setGeometry (QtCore . QRect (50 , 80 , 131 , 22) )
s e l f . l i n eEd i t 7 . setObjectName ( fromUtf8 ( ” l i n eEd i t 7 ” ) )
s e l f . l a b e l 1 8 = QtGui . QLabel ( s e l f . groupBox 4 )
s e l f . l a b e l 1 8 . setGeometry (QtCore . QRect (10 , 110 , 135 , 22) )
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s e l f . l a b e l 1 8 . setObjectName ( fromUtf8 ( ” l a b e l 1 8 ” ) )
s e l f . l i n eEd i t 6 = QtGui . QLineEdit ( s e l f . groupBox 4 )
s e l f . l i n eEd i t 6 . setGeometry (QtCore . QRect (50 , 110 , 131 , 22) )
s e l f . l i n eEd i t 6 . setObjectName ( fromUtf8 ( ” l i n eEd i t 6 ” ) )
s e l f . checkBox 2 = QtGui . QCheckBox( s e l f . groupBox 4 )
s e l f . checkBox 2 . setGeometry (QtCore . QRect (150 , 30 , 171 , 20) )
s e l f . checkBox 2 . setChecked (True )
s e l f . checkBox 2 . s e tT r i s t a t e ( Fa l se )
s e l f . checkBox 2 . setObjectName ( fromUtf8 ( ” checkBox 2” ) )
s e l f . groupBox 5 = QtGui . QGroupBox( s e l f . groupBox )
s e l f . groupBox 5 . setGeometry (QtCore . QRect (10 , 20 , 171 , 71) )
s e l f . groupBox 5 . setObjectName ( fromUtf8 ( ”groupBox 5” ) )
s e l f . l a b e l 1 4 = QtGui . QLabel ( s e l f . groupBox 5 )
s e l f . l a b e l 1 4 . setGeometry (QtCore . QRect (10 , 30 , 71 , 21) )
s e l f . l a b e l 1 4 . setObjectName ( fromUtf8 ( ” l a b e l 1 4 ” ) )
s e l f . l i n eEd i t 2 = QtGui . QLineEdit ( s e l f . groupBox 5 )
s e l f . l i n eEd i t 2 . setGeometry (QtCore . QRect (70 , 30 , 71 , 22) )
s e l f . l i n eEd i t 2 . setObjectName ( fromUtf8 ( ” l i n eEd i t 2 ” ) )
s e l f . calendarWidget = QtGui . QCalendarWidget ( s e l f . groupBox )
s e l f . calendarWidget . setGeometry (QtCore . QRect (190 , 30 , 151 , 91) )
s e l f . calendarWidget . setObjectName ( fromUtf8 ( ” calendarWidget ” ) )
s e l f . hor i zonta lLayout . addWidget ( s e l f . groupBox )
s e l f . groupBox 3 = QtGui . QGroupBox( s e l f . hor izontalLayoutWidget )
s e l f . groupBox 3 . setObjectName ( fromUtf8 ( ”groupBox 3” ) )
s e l f . layoutWidget = QtGui . QWidget ( s e l f . groupBox 3 )
s e l f . layoutWidget . setGeometry (QtCore . QRect (11 , 31 , 341 , 231) )
s e l f . layoutWidget . setObjectName ( fromUtf8 ( ” layoutWidget ” ) )
s e l f . v e r t i c a lLayout = QtGui . QVBoxLayout( s e l f . layoutWidget )
s e l f . v e r t i c a lLayout . setMargin (0 )
s e l f . v e r t i c a lLayout . setObjectName ( fromUtf8 ( ” ve r t i c a lLayout ” ) )
s e l f . l i s tWidge t = QtGui . QListWidget ( s e l f . layoutWidget )
s e l f . l i s tWidge t . setObjectName ( fromUtf8 ( ” l i s tWidge t ” ) )
s e l f . v e r t i c a lLayout . addWidget ( s e l f . l i s tWidge t )
s e l f . formLayout = QtGui . QFormLayout ( )
s e l f . formLayout . setObjectName ( fromUtf8 ( ” formLayout” ) )
s e l f . l a b e l 1 7 = QtGui . QLabel ( s e l f . layoutWidget )
s e l f . l a b e l 1 7 . setObjectName ( fromUtf8 ( ” l a b e l 1 7 ” ) )
s e l f . formLayout . setWidget (0 , QtGui . QFormLayout . LabelRole , s e l f .
↪→ l a b e l 1 7 )
s e l f . l a b e l 2 3 = QtGui . QLabel ( s e l f . layoutWidget )
s e l f . l a b e l 2 3 . setObjectName ( fromUtf8 ( ” l a b e l 2 3 ” ) )
s e l f . formLayout . setWidget (0 , QtGui . QFormLayout . Fie ldRole , s e l f .
↪→ l a b e l 2 3 )
s e l f . l a b e l 2 1 = QtGui . QLabel ( s e l f . layoutWidget )
s e l f . l a b e l 2 1 . setObjectName ( fromUtf8 ( ” l a b e l 2 1 ” ) )
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s e l f . formLayout . setWidget (1 , QtGui . QFormLayout . LabelRole , s e l f .
↪→ l a b e l 2 1 )
s e l f . l a b e l 2 4 = QtGui . QLabel ( s e l f . layoutWidget )
s e l f . l a b e l 2 4 . setObjectName ( fromUtf8 ( ” l a b e l 2 4 ” ) )
s e l f . formLayout . setWidget (1 , QtGui . QFormLayout . Fie ldRole , s e l f .
↪→ l a b e l 2 4 )
s e l f . l a b e l 2 2 = QtGui . QLabel ( s e l f . layoutWidget )
s e l f . l a b e l 2 2 . setObjectName ( fromUtf8 ( ” l a b e l 2 2 ” ) )
s e l f . formLayout . setWidget (2 , QtGui . QFormLayout . LabelRole , s e l f .
↪→ l a b e l 2 2 )
s e l f . l a b e l 2 5 = QtGui . QLabel ( s e l f . layoutWidget )
s e l f . l a b e l 2 5 . setObjectName ( fromUtf8 ( ” l a b e l 2 5 ” ) )
s e l f . formLayout . setWidget (2 , QtGui . QFormLayout . Fie ldRole , s e l f .
↪→ l a b e l 2 5 )
s e l f . v e r t i c a lLayout . addLayout ( s e l f . formLayout )
s e l f . hor i zonta lLayout . addWidget ( s e l f . groupBox 3 )
s e l f . groupBox 2 = QtGui . QGroupBox( s e l f . hor izontalLayoutWidget )
s e l f . groupBox 2 . setObjectName ( fromUtf8 ( ”groupBox 2” ) )
s e l f . gridLayoutWidget 3 = QtGui . QWidget ( s e l f . groupBox 2 )
s e l f . gridLayoutWidget 3 . setGeometry (QtCore . QRect (10 , 30 , 341 , 231) )
s e l f . gridLayoutWidget 3 . setObjectName ( fromUtf8 ( ” gridLayoutWidget 3 ”
↪→ ) )
s e l f . gr idLayout 3 = QtGui . QGridLayout ( s e l f . gridLayoutWidget 3 )
s e l f . gr idLayout 3 . setMargin (0 )
s e l f . gr idLayout 3 . setObjectName ( fromUtf8 ( ” gr idLayout 3 ” ) )
s e l f . l a b e l 2 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 2 . setObjectName ( fromUtf8 ( ” l a b e l 2 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 2 , 3 , 0 , 1 , 1)
s e l f . l a b e l 3 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 3 . setObjectName ( fromUtf8 ( ” l a b e l 3 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 3 , 4 , 0 , 1 , 1)
s e l f . l a b e l 4 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 4 . setObjectName ( fromUtf8 ( ” l a b e l 4 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 4 , 5 , 0 , 1 , 1)
s e l f . l a b e l 5 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 5 . setObjectName ( fromUtf8 ( ” l a b e l 5 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 5 , 7 , 0 , 1 , 1)
s e l f . l a b e l 6 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 6 . setObjectName ( fromUtf8 ( ” l a b e l 6 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 6 , 8 , 0 , 1 , 1)
s e l f . l a b e l 7 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 7 . setObjectName ( fromUtf8 ( ” l a b e l 7 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 7 , 9 , 0 , 1 , 1)
s e l f . l a b e l 8 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
font = QtGui . QFont ( )
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f ont . s e tPo in tS i z e (15)
font . setBold (True )
font . setWeight (75)
s e l f . l a b e l 8 . setFont ( f ont )
s e l f . l a b e l 8 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 8 . setObjectName ( fromUtf8 ( ” l a b e l 8 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 8 , 3 , 1 , 1 , 1)
s e l f . l a b e l 9 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
font = QtGui . QFont ( )
f ont . s e tPo in tS i z e (15)
font . setBold (True )
font . setWeight (75)
s e l f . l a b e l 9 . setFont ( f ont )
s e l f . l a b e l 9 . setMouseTracking ( Fa l se )
s e l f . l a b e l 9 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 9 . setObjectName ( fromUtf8 ( ” l a b e l 9 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l a b e l 9 , 4 , 1 , 1 , 1)
s e l f . l a b e l 1 0 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 1 0 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 1 0 . setObjectName ( fromUtf8 ( ” l a b e l 1 0 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l ab e l 10 , 5 , 1 , 1 , 1)
s e l f . l a b e l 1 1 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 1 1 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 1 1 . setObjectName ( fromUtf8 ( ” l a b e l 1 1 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l ab e l 11 , 7 , 1 , 1 , 1)
s e l f . l a b e l 1 2 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
font = QtGui . QFont ( )
f ont . s e tPo in tS i z e (15)
font . setBold (True )
font . setWeight (75)
s e l f . l a b e l 1 2 . setFont ( f ont )
s e l f . l a b e l 1 2 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 1 2 . setObjectName ( fromUtf8 ( ” l a b e l 1 2 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l ab e l 12 , 8 , 1 , 1 , 1)
s e l f . l a b e l 1 3 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 1 3 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 1 3 . setObjectName ( fromUtf8 ( ” l a b e l 1 3 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l ab e l 13 , 9 , 1 , 1 , 1)
s e l f . l a b e l 1 5 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
s e l f . l a b e l 1 5 . setObjectName ( fromUtf8 ( ” l a b e l 1 5 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l ab e l 15 , 6 , 0 , 1 , 1)
s e l f . l a b e l 1 6 = QtGui . QLabel ( s e l f . gr idLayoutWidget 3 )
font = QtGui . QFont ( )
f ont . s e tPo in tS i z e (15)
font . setBold (True )
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f ont . setWeight (75)
s e l f . l a b e l 1 6 . setFont ( f ont )
s e l f . l a b e l 1 6 . setText ( fromUtf8 ( ”” ) )
s e l f . l a b e l 1 6 . setObjectName ( fromUtf8 ( ” l a b e l 1 6 ” ) )
s e l f . gr idLayout 3 . addWidget ( s e l f . l ab e l 16 , 6 , 1 , 1 , 1)
s e l f . hor i zonta lLayout . addWidget ( s e l f . groupBox 2 )
s e l f . hor izonta lLayoutWidget 2 = QtGui . QWidget ( s e l f . c en t ra lw idge t )
s e l f . hor izonta lLayoutWidget 2 . setGeometry (QtCore . QRect (10 , 0 , 1191 ,
↪→ 41) )
s e l f . hor izonta lLayoutWidget 2 . setObjectName ( fromUtf8 ( ”
↪→ hor izonta lLayoutWidget 2 ” ) )
s e l f . ho r i zonta lLayout 2 = QtGui . QHBoxLayout( s e l f .
↪→ hor izonta lLayoutWidget 2 )
s e l f . ho r i zonta lLayout 2 . setMargin (0 )
s e l f . ho r i zonta lLayout 2 . setObjectName ( fromUtf8 ( ” hor i zonta lLayout 2 ”
↪→ ) )
s e l f . l a b e l = QtGui . QLabel ( s e l f . hor izonta lLayoutWidget 2 )
s e l f . l a b e l . setObjectName ( fromUtf8 ( ” l a b e l ” ) )
s e l f . ho r i zonta lLayout 2 . addWidget ( s e l f . l a b e l )
s e l f . l i n eEd i t = QtGui . QLineEdit ( s e l f . hor izonta lLayoutWidget 2 )
s e l f . l i n eEd i t . setObjectName ( fromUtf8 ( ” l i n eEd i t ” ) )
s e l f . ho r i zonta lLayout 2 . addWidget ( s e l f . l i n eEd i t )
s e l f . too lButton = QtGui . QToolButton ( s e l f . hor izonta lLayoutWidget 2 )
s e l f . too lButton . setObjectName ( fromUtf8 ( ” toolButton ” ) )
s e l f . ho r i zonta lLayout 2 . addWidget ( s e l f . too lButton )
s e l f . pushButton = QtGui . QPushButton ( s e l f . hor izonta lLayoutWidget 2 )
s e l f . pushButton . setObjectName ( fromUtf8 ( ”pushButton” ) )
s e l f . ho r i zonta lLayout 2 . addWidget ( s e l f . pushButton )
s e l f . hor izonta lLayoutWidget 3 = QtGui . QWidget ( s e l f . c en t ra lw idge t )
s e l f . hor izonta lLayoutWidget 3 . setGeometry (QtCore . QRect (10 , 330 ,
↪→ 1191 , 311) )
s e l f . hor izonta lLayoutWidget 3 . setObjectName ( fromUtf8 ( ”
↪→ hor izonta lLayoutWidget 3 ” ) )
s e l f . ho r i zonta lLayout 3 = QtGui . QHBoxLayout( s e l f .
↪→ hor izonta lLayoutWidget 3 )
s e l f . ho r i zonta lLayout 3 . setMargin (0 )
s e l f . ho r i zonta lLayout 3 . setObjectName ( fromUtf8 ( ” hor i zonta lLayout 3 ”
↪→ ) )
s e l f . mpl 1 = MplWidget ( s e l f . hor izonta lLayoutWidget 3 )
s e l f . mpl 1 . setObjectName ( fromUtf8 ( ”mpl 1” ) )
s e l f . ho r i zonta lLayout 3 . addWidget ( s e l f . mpl 1 )
s e l f . mpl 2 = MplWidget ( s e l f . hor izonta lLayoutWidget 3 )
s e l f . mpl 2 . setObjectName ( fromUtf8 ( ”mpl 2” ) )
s e l f . ho r i zonta lLayout 3 . addWidget ( s e l f . mpl 2 )
s e l f . mpl 3 = MplWidget ( s e l f . hor izonta lLayoutWidget 3 )
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s e l f . mpl 3 . setMouseTracking (True )
s e l f . mpl 3 . setObjectName ( fromUtf8 ( ”mpl 3” ) )
s e l f . ho r i zonta lLayout 3 . addWidget ( s e l f . mpl 3 )
MainWindow . setCentralWidget ( s e l f . c en t ra lw idge t )
s e l f . menubar = QtGui .QMenuBar(MainWindow)
s e l f . menubar . setGeometry (QtCore . QRect (0 , 0 , 1210 , 22) )
s e l f . menubar . setObjectName ( fromUtf8 ( ”menubar” ) )
s e l f . menuAbout = QtGui .QMenu( s e l f . menubar )
s e l f . menuAbout . setObjectName ( fromUtf8 ( ”menuAbout” ) )
MainWindow . setMenuBar ( s e l f . menubar )
s e l f . actionAbout me = QtGui . QAction (MainWindow)
s e l f . actionAbout me . setObjectName ( fromUtf8 ( ”actionAbout me” ) )
s e l f . menuAbout . addAction ( s e l f . actionAbout me )
s e l f . menubar . addAction ( s e l f . menuAbout . menuAction ( ) )
s e l f . r e t r an s l a t eU i (MainWindow)
QtCore . QObject . connect ( s e l f . checkBox , QtCore .SIGNAL( fromUtf8 ( ”
↪→ togg l ed ( bool ) ” ) ) , s e l f . l i n eEd i t 7 . s e tD i sab l ed )
QtCore . QObject . connect ( s e l f . checkBox , QtCore .SIGNAL( fromUtf8 ( ”
↪→ togg l ed ( bool ) ” ) ) , s e l f . l i n eEd i t 8 . s e tD i sab l ed )
QtCore . QMetaObject . connectSlotsByName (MainWindow)
de f r e t r an s l a t eU i ( s e l f , MainWindow) :
MainWindow . setWindowTitle (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” ,
↪→ ”Step Ana lys i s Program” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . groupBox . s e tT i t l e (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Options ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . groupBox 4 . s e tT i t l e (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” ,
↪→ ” D i s t r i bu t i on ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . checkBox . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Auto s e t range ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 0 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Le f t ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 1 9 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Right” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 1 8 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”N
↪→ bins ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l i n eEd i t 6 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ 100” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . checkBox 2 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Bui l t in D i s t r i bu t i on f i t ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . groupBox 5 . s e tT i t l e (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” ,
↪→ ” F i l e s ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 1 4 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”N
↪→ o f f i l e s ” , None , QtGui . QApplication . UnicodeUTF8) )
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s e l f . l i n eEd i t 2 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ 1” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . groupBox 3 . s e tT i t l e (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” ,
↪→ ” State ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 1 7 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Total l i n e s ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 3 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”0”
↪→ , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 1 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Good l i n e s ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 4 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”0”
↪→ , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 2 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Ignored ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 5 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”0”
↪→ , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . groupBox 2 . s e tT i t l e (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” ,
↪→ ”Resu l t s ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 2 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Sigma” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 3 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”mu
↪→ ∗1000∗2 (nm) ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 4 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ” Fit
↪→ a” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 5 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ” Fit
↪→ b” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 6 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ” Fit
↪→ c ∗1000∗2 (nm) ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 7 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ” Fit
↪→ d” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l 1 5 . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Height (nm) , i . e . abs ( a ∗2) ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l a b e l . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ” F i l e
↪→ Name : ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . l i n eEd i t . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Input f i l e path” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . too lButton . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ . . . ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . pushButton . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ Read F i l e ” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . menuAbout . s e tT i t l e (QtGui . QApplication . t r a n s l a t e ( ”MainWindow” , ”
↪→ About” , None , QtGui . QApplication . UnicodeUTF8) )
s e l f . actionAbout me . setText (QtGui . QApplication . t r a n s l a t e ( ”MainWindow
↪→ ” , ”About me” , None , QtGui . QApplication . UnicodeUTF8) )
from mplwidget import MplWidget
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A.3 Application wrap code
The following code is the application wrap of the step film analysis program.
import sys
from PyQt4 import QtCore , QtGui
from PyQt4 . QtGui import QMainWindow , QPushButton , QApplication
from mean pro f i l e f o rm import Ui MainWindow
from main code import main code
c l a s s MainWindow(QMainWindow , Ui MainWindow) :
de f i n i t ( s e l f , parent=None ) :
super (MainWindow , s e l f ) . i n i t ( parent )
s e l f . setupUi ( s e l f )
s e l f . too lButton . c l i c k e d . connect ( s e l f . s e l e c t f i l e )
s e l f . pushButton . c l i c k e d . connect ( s e l f . run main code )
s e l f . actionAbout me . t r i g g e r e d . connect ( s e l f . about show )
de f s e l e c t f i l e ( s e l f ) :
””” opens a f i l e s e l e c t d i a l o g ”””
# open the d i a l o g and get the s e l e c t e d f i l e
f i l e = QtGui . QFi leDia log . getOpenFileName ( )
# i f a f i l e i s s e l e c t e d
i f f i l e :
# update the l i n eEd i t t ex t with the s e l e c t e d f i l ename
s e l f . l i n eEd i t . setText ( f i l e )
s e l f . l i n eEd i t 9 . setText ( f i l e )
de f about show ( s e l f ) :
’ ’ ’ Popup a box with about message . ’ ’ ’
QtGui . QMessageBox . about ( s e l f , ”About” ,\
”This s tep ana l y s i s so f tware was made by Yu Chai at
↪→ 2012 .05 . 03 ” )
de f run main code ( s e l f ) :
main code ( s e l f , ma in f i l e name=s e l f . l i n eEd i t . t ex t ( ) ,\
main number f i l e=in t ( s e l f . l i n eEd i t 2 . t ex t ( ) ) ,\
main n bins=s e l f . l i n eEd i t 6 . t ex t ( ) )
i f name == ’ ma in ’ :
app = QApplication ( sys . argv )
frame = MainWindow( )
frame . show ( )
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app . exec ( )
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Appendix B
Random walk simulation (C++)
The following C++ code is used to determine the polymer chain distribution in the liquid-
like layer.
//
// main . cpp
// Random Walk Sur face D i s t r i bu t i on
// Created by Yu Chai on 2013−10−08.
//
#inc lude <fstream>
#inc lude <iostream>
#inc lude <s t d i o . h>
#inc lude <time . h>
#inc lude <math . h>
us ing namespace std ;
double s t a r t wa l k ( i n t walk nodes , i n t su r f a c e dep th )
{
/∗ i n i t i a l i z e random seed : ∗/
srand ( time (NULL) ) ;
i n t t o t a l l o o p s = 10000;
i n t t o t a l d ep th = walk nodes+10;
f l o a t RR dist one = 0 ;
o fstream fout ;
f out . open ( ”Random Walk . txt ” ) ;
f out <<” I n i t a l z”<<”\ t ”<<” total num”<<”\ t ”<<” t o t a l num in su r f a c e ”<<”\ t ”
↪→ <<” t o t a l n um a l l i n s u r f a c e ”<<”\ t ”<<” t o t a l f r a c t i o n i n s u r f a c e ”<<”\n” ;
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double a l l f r e e t o t a l =0 , p a r t f r e e t o t a l =0, f r a c t i o n t o t a l =0;
/∗ loop f o r d i f f e r e n t i n i t i a l z l o c a t i o n s ∗/
f o r ( i n t z l oo = 0 ; z l oo < t o t a l d ep th ; z l oo++) {
i n t t o t a l n um a l l i n s u r f a c e = 0 ;
i n t t o t a l num in su r f a c e = 0 ;
i n t total num = 0 ;
double t o t a l f r a c t i o n i n s u r f a c e = 0 ;
f l o a t RR dist = 0 ;
f l o a t RR dist avg = 0 ;
/∗ loop f o r a l o t o f random walks with the same i n i t i a l z l o c a t i o n
↪→ ∗/
f o r ( i n t i = 0 ; i < t o t a l l o o p s ; i++) {
i n t x = 0 , y = 0 , z = −z loo , zo ld=0;
i n t walkx [ walk nodes ] , walky [ walk nodes ] , walkz [ walk nodes ] ;
i n t num node in sur face = 0 ;
f o r ( i n t j = 0 ; j < walk nodes ; j++) {
zo ld = z ;
i n t temp = rand ( ) % 6 ;
i f ( temp == 0) {
x += 1 ;
}
e l s e i f ( temp == 1) {
y += 1 ;
}
e l s e i f ( temp == 2) {
i f ( z >= 0) {
z += −1;
}
e l s e z += 1 ;
}
e l s e i f ( temp == 3) {
x += −1;
}
e l s e i f ( temp == 4) {
y += −1;
}
e l s e i f ( temp == 5) {
z += −1;
}
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i f ( z >= sur f a c e dep th and zo ld >= sur f a c e dep th ) {
num node in sur face += 1 ;
}
}
RR dist one = pow(x , 2 . 0 )+pow(y , 2 . 0 )+pow( z+zloo , 2 . 0 ) ;
RR dist += RR dist one ;
i f ( num node in sur face == walk nodes ) {
t o t a l n um a l l i n s u r f a c e += 1 ;
}
i f ( num node in sur face > 0) {
t o t a l num in su r f a c e += 1 ;
t o t a l f r a c t i o n i n s u r f a c e += ( double ) num node in sur face /
↪→ walk nodes ;
}
}
RR dist avg = sq r t ( RR dist / t o t a l l o o p s ) ;
cout <<” I n i t a l z”<<”\ t ”<<” total num”<<”\ t ”<<” t o t a l num in su r f a c e ”<<
↪→ ”\ t ”<<” t o t a l n um a l l i n s u r f a c e ”<<”\ t ”<<” t o t a l f r a c t i o n i n s u r f a c e ”<<”
↪→ \ t ”<<”End−end d i s t r an c e ”<<”\n” ;
cout <<−z loo<<”\ t ”<<t o t a l l o op s<<”\ t ”<<t o t a l num in su r f a c e<<”\ t ”<<
↪→ t o t a l n um a l l i n s u r f a c e<<”\ t ”<<t o t a l f r a c t i o n i n s u r f a c e <<”\ t ”<<
↪→ RR dist avg<<endl ;
f out <<−z loo<<”\ t ”<<t o t a l l o op s<<”\ t ”<<t o t a l num in su r f a c e<<”\ t ”<<
↪→ t o t a l n um a l l i n s u r f a c e<<”\ t ”<<t o t a l f r a c t i o n i n s u r f a c e <<”\ t ”<<
↪→ RR dist avg<<”\n” ;
a l l f r e e t o t a l += t o t a l n um a l l i n s u r f a c e ;
p a r t f r e e t o t a l += t o t a l f r a c t i o n i n s u r f a c e ;
}
f r a c t i o n t o t a l = a l l f r e e t o t a l / p a r t f r e e t o t a l ;
cout<<”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗”<<endl ;
cout<<” a l l f r e e t o t a l \ t ”<<” p a r t f r e e t o t a l \ t ”<<” f r a c t i o n t o t a l ”<<endl ;
cout<<a l l f r e e t o t a l <<”\ t ”<<p a r t f r e e t o t a l <<”\ t ”<< f r a c t i o n t o t a l <<endl ;
fout<<”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗”<<endl ;
fout<<” a l l f r e e t o t a l \ t ”<<” p a r t f r e e t o t a l \ t ”<<” f r a c t i o n t o t a l ”<<endl ;
fout<<a l l f r e e t o t a l <<”\ t ”<<p a r t f r e e t o t a l <<”\ t ”<< f r a c t i o n t o t a l <<endl ;
f out . c l o s e ( ) ;
r e turn f r a c t i o n t o t a l ;
}
i n t main ( i n t argc , const char ∗ argv [ ] )
{
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i n t max s t ep s i z e = 100 ;
i n t su r f a c e dep th = −3;
o fstream f o u t t o t a l ;
f o u t t o t a l . open ( ” Tota l f r a c t i on sum . txt ” ) ;
f o u t t o t a l<<” S t e p s i z e \ t ”<<”Fract ion ”<<endl ;
f o r ( i n t s t e p s i z e =1; s t e p s i z e < max s t ep s i z e ; s t e p s i z e++) {
double f r a c t i o n e a ch = s ta r t wa lk ( s t e p s i z e , su r f a c e dep th ) ;
f o u t t o t a l<<s t e p s i z e<<”\ t ”<<f r a c t i on ea ch<<endl ;
}
f o u t t o t a l . c l o s e ( ) ;
r e turn 0 ;
}
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Thin film expansivity calculation
(Matlab)
C.1 Simulation based on the simple model
The following Matlab code is used to determine the simulation expansivity profiles of
polymer thin films based on the simple mode discussed in Chapter 5.
f unc t i on [ Temp spline , a h sp l i n e , T g x ] = expans i v i ty (h , E s , a 1 )
a h = [ ] ;
i = 0 ;
Temp = [ ] ;
f o r T = 200 :1 : 400
i = i +1;
% Def ine parameters
a m = 1∗10ˆ−3;
a g = 2∗10ˆ−4;
w = 5 ;
T 0 = 327 ;
a 0 = 4 ;
T g = 372 ;
B = 1878 ;
% Def ine R s and ep s i l o n
R s = T 0+B∗T/E s ;
e p s i l o n = a 0+a 1 ∗(T g−T) ;
% Def ine the expans i v i ty at l o c a t i o n z at temperature T
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a z = @(x ) 0 . 5∗ ( ( a m+a g )+(a m−a g ) ∗ tanh ( (T+(R s−T) ∗exp(−x∗h/ ep s i l o n
↪→ )−T g ) /w) ) ;
% Total expans i v i t y at temperature T
a T = i n t e g r a l ( a z , 0 , 1 ) ;
% Output va lue s
a h ( i ) = a T ;
Temp( i ) = T;
end
% l i n e a r s p l i n e
Temp spline = l i n s p a c e (200 ,400 ,10000) ;
a h s p l i n e = in t e rp1 (Temp, a h , Temp spline ) ;
[m, n ] = min ( abs ( a h sp l i n e −0.5∗(a m+a g ) ) ) ;
T g x = Temp spline (n) ;
end
C.2 Determine experimental thermal expansivity pro-
files
Here is the Matlab code to covert the T(Temperature)-P(Polarizer)-A(Analyzer) profile to
thermal expansivity profile.
C.2.1 Determine thickness and refractive index
%import f i l e
c l e a r a l l
%import e l l i p f i l e
[ FileName , PathName ] = u i g e t f i l e ({ ’ ∗ .∗ ’ , ’ A l l F i l e s ( ∗ . ∗ ) ’ } , ’Open E l l i p f i l e
↪→ ’ ) ;
[Temp,P,A] = impo r t f i l e ( [ PathName , FileName ] ) ;
%% input i n c i d en t ang le
prompt = { ’ Enter i n c i d en t ang le : ’ } ;
d l g t i t l e = ’ Input ’ ;
num l ines = 1 ;
de f au l t an s = { ’ 60 ’ } ;
ind ang = inputd lg ( prompt , d l g t i t l e , num lines , d e f au l t an s ) ;
ind ang = str2num ( ind ang {1}) ;
%f i nd the th i ckne s s at room temperature
l o c a t i o n = knnsearch (Temp, 2 0 ) ;
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th ickness at room temp = f i n d t a b l e i n i t i a l (P( l o c a t i o n ) ,A( l o c a t i o n ) , ind ang )
↪→ ;
%% f ind th i c kne s s
[ Thickness , n r e f ] = f i n d t a b l e (P,A, th ickness at room temp ,Temp, ind ang ) ;
%% output
i f ˜ e x i s t ( [ PathName , ’ output ’ ] , ’ d i r ’ )
mkdir ( [ PathName , ’ output ’ ] ) ;
end
%save data
save ( [ PathName , ’ output/Temp data ’ ] , ’Temp ’ , ’P ’ , ’A ’ , ’ Thickness ’ , ’ n r e f ’ , ’
↪→ PathName ’ , ’ FileName ’ ) ;
save ( ’Temp data ’ , ’Temp ’ , ’P ’ , ’A ’ , ’ Thickness ’ , ’ n r e f ’ , ’PathName ’ , ’ FileName
↪→ ’ ) ;
%%
run expans i v i ty run .m
C.2.2 Determine expansivity profile
%expans iv i ty run
c l e a r a l l ;
c l o s e a l l ;
load Temp data .mat
step = 20 ;
%% determine the th i c kne s s at room temperature
l o c a t i o n = knnsearch (Temp, 2 0 ) ;
th ickness at room temp = Thickness ( l o c a t i o n ) ;
%% smooth curve by averag ing every $step$ data po in t s
Temp s = arrayfun (@( i ) mean(Temp( i : i+step −1) ) , 1 : s tep : l ength (Temp)−s tep+1) ’ ;
Th icknes s s = arrayfun (@( i ) mean( Thickness ( i : i+step −1) ) , 1 : s tep : l ength (
↪→ Thickness )−s tep+1) ’ ;
%% determine expans i v i ty p r o f i l e
df Temp Thickness = d i f f ( Th icknes s s ) . / d i f f (Temp s ) ;
Expans iv i ty = 1 ./ Thicknes s s ( 1 : end−1) .∗ d i f f ( Th icknes s s ) . / d i f f (Temp s ) ;
d Temp = Temp s ( 1 : end−1) ;
C.2.3 Generate P and A dataset
f unc t i on data=g en e r a t e e l l i p s ome t r y t a b l e ( g t , a range ,N ,n2 , ind ang )
d=l i n s p a c e ( g t−a range , g t+a range ,N) ;%Thickness o f PS(A)
h2=20;%Thickness o f SiOx (A)
phi1=ind ang /180∗ pi ;%Inc idence ang le
lambda=6328;%Wavelength
n1=1;n3=1.42; n4=3.875−0.023 j ;%Index o f r e f r a c t i o n
%i n i t i a l va lue
227
APPENDIX C. THIN FILM EXPANSIVITY CALCULATION (MATLAB)
a = [ ] ; p= [ ] ; t h i c kne s s = [ ] ;
cos2=sq r t ( ( n2ˆ2−n1ˆ2∗ s i n ( phi1 ) ˆ2) /n2 ˆ2) ;
cos3=sq r t ( ( n3ˆ2−n1ˆ2∗ s i n ( phi1 ) ˆ2) /n3 ˆ2) ;
cos4=sq r t ( ( n4ˆ2−n1ˆ2∗ s i n ( phi1 ) ˆ2) /n4 ˆ2) ;
r1p=(n2∗ cos ( phi1 )−n1∗ cos2 ) /( n2∗ cos ( phi1 )+n1∗ cos2 ) ;
r1 s=(n1∗ cos ( phi1 )−n2∗ cos2 ) /( n1∗ cos ( phi1 )+n2∗ cos2 ) ;
r2p=(n3∗ cos2−n2∗ cos3 ) /( n3∗ cos2+n2∗ cos3 ) ;
r2 s=(n2∗ cos2−n3∗ cos3 ) /( n2∗ cos2+n3∗ cos3 ) ;
r3p=(n4∗ cos3−n3∗ cos4 ) /( n4∗ cos3+n3∗ cos4 ) ;
r3 s=(n3∗ cos3−n4∗ cos4 ) /( n3∗ cos3+n4∗ cos4 ) ;
%Using f o r loop to c a l c u l a t e p s i&de l t a
f o r h=d
de l ta2=2∗pi ∗h2∗n3∗ cos3 /lambda ;
R23p=(r2p+r3p∗exp(−2∗1 i ∗ de l ta2 ) ) /(1+r2p∗ r3p∗exp(−2∗1 i ∗ de l ta2 ) ) ;
R23s=( r2s+r3s ∗exp(−2∗1 i ∗ de l ta2 ) ) /(1+ r2s ∗ r3 s ∗exp(−2∗1 i ∗ de l ta2 ) ) ;
de l t a1=2∗pi ∗h∗n2∗ cos2 /lambda ;
Rp=(r1p+R23p∗exp(−2∗1 i ∗ de l ta1 ) ) /(1+r1p∗R23p∗exp(−2∗1 i ∗ de l ta1 ) ) ;
Rs=( r1s+R23s∗exp(−2∗1 i ∗ de l ta1 ) ) /(1+ r1s ∗R23s∗exp(−2∗1 i ∗ de l ta1 ) ) ;
r a t i o=Rp/Rs ;
temp=abs (Rp) /abs (Rs) ;
p s i=atan ( temp) ∗180/ p i ;
d e l t a=imag ( l og ( r a t i o /temp) ) ∗180/ p i ;
i f de l ta <0| de l t a==0
de l t a=(de l t a +360) ;
end
y=90−(3∗180/4− de l t a /2) ;
a ( end+1)=ps i ;
p ( end+1)=y ;
th i c kne s s ( end+1)=h ;
end
data=[a ; p ; t h i c kne s s ] ;
end
C.2.4 Determine thickness with recursively updated refractive
index
f unc t i on [ Th i ckne s s a l l , n a l l ] = f i n d t a b l e ( exp p , exp a ,
↪→ thickness at room Temp ,Temp, ind ang )
th i c kne s s = [ ] ;
n = [ ] ;
l a s t t h i c k n e s s = thickness at room Temp ∗10 ;
new n = 1 . 5 8 3 ;
n room = new n ;
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ind h = f i nd (Temp>20) ;
i nd h r = f l i p ud ( ind h ) ;
i n d l = f i nd (Temp<20 | Temp ==20) ;
%% loop above 20 c data
f o r j =1: l ength ( i nd h r ) ;
i = ind h r ( j ) ;
%generate t ab l e based on ta r g e t th i c kne s s
data=g en e r a t e e l l i p s ome t r y t a b l e ( l a s t t h i c k n e s s , 25 , 500 , new n , ind ang
↪→ ) ;
%read a , p , t h i c kne s s
a=data ( 1 , : ) ’ ;
p=data ( 2 , : ) ’ ;
h=data ( 3 , : ) ’ ;
tp=exp p ( i ) ;
ta=exp a ( i ) ;
%f i nd mim d i s t anc e
dp=abs (p−tp ) ;
da=abs (a−ta ) ;
[ d i s t , ind ]=min ( sq r t (dp .∗ dp+da .∗ da ) ) ;
%f i nd new r e f r a c t i v e index
TT A = ( n roomˆ2−1) /( n roomˆ2+2) ;
TT B = h( ind ) / thickness at room Temp /10 ;
TT C = TT A/TT B;
new n = sq r t ( (2∗TT C+1)/(1−TT C) ) ;
%update l a s t t h i c k n e s s
l a s t t h i c k n e s s = h( ind ) ;
%add new th i ckne s s to array
th i c kne s s ( i )=h( ind ) /10 ;
n( i ) = new n ;
end
%% loop below 20 c data
new n = 1 . 5 8 3 ;
l a s t t h i c k n e s s = thickness at room Temp ∗10 ;
f o r j =1: l ength ( i n d l ) ;
i = i n d l ( j ) ;
%generate t ab l e based on ta r g e t th i c kne s s
data=g en e r a t e e l l i p s ome t r y t a b l e ( l a s t t h i c k n e s s , 25 , 500 , new n , ind ang
↪→ ) ;
%read a , p , t h i c kne s s
a=data ( 1 , : ) ’ ;
p=data ( 2 , : ) ’ ;
h=data ( 3 , : ) ’ ;
tp=exp p ( i ) ;
ta=exp a ( i ) ;
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%f ind mim d i s t anc e
dp=abs (p−tp ) ;
da=abs (a−ta ) ;
[ d i s t , ind ]=min ( sq r t (dp .∗ dp+da .∗ da ) ) ;
%f i nd new r e f r a c t i v e index
TT A = ( n roomˆ2−1) /( n roomˆ2+2) ;
TT B = h( ind ) / thickness at room Temp /10 ;
TT C = TT A/TT B;
new n = sq r t ( (2∗TT C+1)/(1−TT C) ) ;
%update l a s t t h i c k n e s s
l a s t t h i c k n e s s = h( ind ) ;
%add new th i ckne s s to array
th i c kne s s ( i )=h( ind ) /10 ;
n( i ) = new n ;
end
%% output
th i c kne s s=th i cknes s ’ ;
n = n ’ ;
Th i c kn e s s a l l = th i ckne s s ;
n a l l = n ;
end
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