The paper proposes a novel method for extremely fast inverse kinematics computation suitable for animation of anthropomorphic limbs, and fast moving lightweight manipulators. In the information intensive preprocessing phase, the workspace of the robot is decomposed into small cells, and joint angle vectors (configurations) and end-effector position/ orientation (posture) data sets are generated randomly in each cell using the forward kinematics. Due to the existence of multiple solutions for a desired posture, the generated configurations form clusters in the joint space which are classified. After the classification, the data belonging to each solution is used to determine the parameters of simple polynomial or neural network models that closely approximates the inverse kinematics within a cell. These parameters are stored in a lookup file. During the online phase, given the desired posture, the index of the appropriate cell is found, the model parameters are retrieved, and the joint angles are computed. The advantages of the proposed method over the existing approaches are discussed in the paper. In particular, the method is complete (provides all solutions), and is extremely fast. Statistical analyses for an industrial manipulator and an anthropomorphic arm are provided using both polynomial and neural network inverse kinematics models, which demonstrate the performance of the proposed method.
INTRODUCTION
One of the most fundamental and ever present problems in computer animation and robotics is the inverse kinematics (IK). This problem maybe posed as follows: Given a desired posture vector u representing the hand (end-effector) position and orientation, and the forward kinematics equation
, find the set of all joint angle vectors (configurations) θ of the animation character or manipulator that satisfy the forward kinematics equation. The IK mapping is in general one to many, involves complex inverse trigonometric functions, and for most manipulators and animation figures no closed form solution exists. In addition, in computer animation, as well as in real-time manipulator applications, extremely fast IK computation is required. The IK problem has attracted immense attention and numerous solutions have been proposed, including algebraic, Jacobian-based and neural/genetic algorithms. In the algebraic based approaches, a system of nonlinear polynomial equations in the elements of θ is solved either symbolically or numerically using various methods (Uicker 1984 , Manchoa 1994 , Zhao 1994 , Tolani 2000 .
Algebraic methods are generally computationally intensive and are not suitable for applications such as animation that require extremely fast solutions.
Jacobian based approaches (e.g. Whitney 1972 , Press 1988 , formulate problem at the velocity level, i.e.
where J(q) is the Jacobian matrix of the manipulator. The equation is solved for the joint rate vector ) t ( θ , which is then integrated to obtain θ . When the manipulator is redundant, the Jacobian matrix becomes non-square, and several approaches such as Jacobian pseudoinverse and Jacobian augmentation have been proposed to resolve the redundancy (e.g. Klein 1983 , Seraji 1993 . One of the main difficulties with the Jacobian based approaches is the singularity problem where J(q) becomes rank deficient, which can cause joint velocities (and acceleration/jerk) to become unacceptably large. To ameliorate the singularity problem, a number of methods have been proposed (e.g. Chiacchio 1991 , Chiaverini 1994 , Lloyd 2001 , each requiring special considerations to deal with singularities with the associated computation overhead. More importantly, they are not complete in the sense that they do not provide all solutions (configurations) for a given posture.
More recently, neural networks and genetic algorithms have been used for solving the inverse kinematics problem (e.g. Dermata 1996 , Nearchou 1998 , Khwaja 1998 , Chapelle 2001 , De Lope 2003 . Neural network and genetic algorithm methods are not complete and therefore generally find a particular solution rather than all solutions. Neural networks face problems for approximating multivalued functions. Genetic algorithms do not guarantee the convergence to a desired solution, but their major difficulty is that they require many generations (iterations) to arrive at an approximate solution and therefore are not suitable for real-time applications.
The purpose of this paper is to propose a novel approach for ultra fast IK solutions with few limitations for 6-DOF manipulators, and 7-DOF anthropomorphic limbs used in animation. Fast IK techniques are needed for multiple limb animation characters such as a human figure for variety of applications such as motion capture. The IK problem is solved in two phases, an off-line information-based preprocessing phase and an online rapid evaluation phase. Preprocessing consists of spatial decomposition, classification, optimal data generation and simple polynomial curve fitting, or neural network approximation.
This off-line preprocessing phase is performed only once for a limb or a manipulator, and can be used an infinite number of times during on-line IK computation. Because of the preprocessing, the on-line phase, which finds various configurations for a desired posture, is extremely fast.
SPATIAL DECOMPOSITION
In this section we discuss the forward kinematics and spatial decomposition for 7-DOF limbs and manipulators. All the developments of this and subsequent section will naturally be valid for the cases with fewer 7-DOF, as will be demonstrated in Section 5.
A human-like figure, often used in animation and graphics, consists of a number of limbs i.e. arms and legs. An arm (leg) is generally modeled as a 7 DOF chain consisting of the shoulder (hip) and the wrist (ankle) each as a 3 DOF spherical joint, and the elbow (knee) as a single DOF revolute joint (Tolani 2000) . The human-like figure is often decomposed into limbs with the torso as the common or reference coordinate. In motion capture applications, position and orientation of the shoulder (hip) and hand (foot) of a live subject are measured using sensors attached to the body. The position and orientation are then used in conjunction with inverse kinematics to find the joint angles of the limbs in order to drive animation characters. It is also noted that most redundant robot manipulators used in applications or in research are also 7 DOF (Seraji 1993) . Examples of these manipulators are the space station RMS and K1207 manufactured by Robotics Research arm. The latter has a joint and links arrangements similar to limb, but it also has offset at joints.
Consider the forward kinematics equation of a limb
where θ is the 1 7 × vector of joint angles that define the limb configuration, and u is the 1 6× vector of the limb posture which defines the hand position (e.g. x, y, z) and orientation (e.g. Euler angles
). We refer to the 7-dimensional space whose the coordinates are the joint angles as the configuration space and to the 6-dimensional space whose coordinates are position and orientation as the posture space. Because the dimension of the configuration space is more than that of posture space, the anthropomorphic limb has redundancy.
In order to encode and exploit the redundancy, we parameterize the solution space using a single variable v. This variable is specified on-line to explore different solutions and choose the one best suited for the application on hand.
Elbow inclination in a 7-DOF anthropomorphic limb or in the K1207 manipulator is an example of such a variable. The elbow inclination is defined as the angle of the rotation, about the shoulder-wrist line, of the plane containing origins of shoulder, elbow and wrist. The elbow inclination, referred to as swivel angle in (Tolani 2000) and as arm angle in (Seraji 1993) , has been used to constrain a selected point on the limb, to perform aiming of the endeffector towards a target point, to keep the figure balanced, etc. (Tolani 2000) The elbow inclination v can be written as (2) to obtain
The new posture is now the
, the forward kinematics function is
and (3) represents the kinematics of a non-redundant limb. The result of the kinematics constraint is an increase in the dimension of the posture space from 6 to 7.
We now decompose the posture space into small cells so that the IK can be approximated by very simple expression in each cell. 
CLASSIFICATION
The generated cell configuration-posture data set } w , {θ cannot be used for modelling without further processing. First, it is noted that there can be a number of configurations (solutions) for a given posture. The anthropomorphic limb has a spherical 3 DOF shoulder joint (
) which together with the a single DOF elbow joint ( 4 θ ) can achieve a desired wrist position/elbow inclination (subposture) with a maximum of four sets of joint angles (sub-configurations), namely, (
). It is noted that only the first three angles are responsible for providing different solution. In addition, the wrist is also a spherical joint, and a desired hand orientation can be achieved with two sets of wrist joint angles . Before cell IK modelling, configuration-posture data belonging to a solution must be separated from those of the other solutions within a cell. In (Tarokh 2005) , we have developed a fuzzy classification method to classify the solutions.
INVERSE KINEMATICS MODELING
The purpose of this step in the preprocessing phase is to develop a simple model for the IK, and to determine its parameters for each solution within each cell. The simplicity or complexity of the required model depends on the size of the cell.
Smaller size cells will require simpler models to accurately represent postures in them, but the number of cells will be higher since the posture space volume is constant. The opposite is true for larger cell sizes, which require more complex models. For animation, high position/orientation accuracy is not essential, but very short online computation time is needed, and therefore a simple model is preferred. We consider two models, namely polynomial and neural network models as follows:
Polynomial Model
The simplest polynomial model representing the relationship between the first four joint angles and position/inclination belonging to a particular solution in a cell is the linear equation
where i a is a 4 1× constant parameter vector and i σ is a constant scalar parameter. These parameters are determined via a least squares (regression) method for each cell using the cell data set. Note that the same accuracy of the inverse kinematics During the online phase, given the desired subposture (e.g. 
where ceil denotes the ceiling of the quantity. Other cell indices 4 3 2 k ,k ,k for x, y,z are computed similarly and the address in the file is determined via (5).
Since the data is stored in the file with increasing order of the address, a binary search is conducted to locate and access the cell data. The binary search performs ) N ( log cell 2 comparisons in the worst case. Once the parameters for each solution are retrieved, the joint angle values are computed via (4).
The wrist joint angles
are modeled similarly to achieve the desired orientation. However, these joints angle are dependent both on the first four joints and the desired orientation. In addition the wrist joint angles have a more complex relationship with the orientation. As a result we express the wrist angles as a linear relation with the first four joint angles and a quadratic relation with the orientation angles of the form σ is a scalar parameter. These parameters are obtained using a least squares method, and are stored as records similar to the procedure given above for the first four joint angles. The cells for the orientation will be 7-dimensional, and (5) will be a 6-th order polynomial. The on-line procedure is also identical to those of first four joint angles. Since no trigonometric or inverse trigonometric functions are involved, the computation is extremely fast.
Neural Network Model
It is well known that backpropagation neural networks can be used for approximation. In this section we describe a simple neural network model to approximate the inverse kinematics relationship. For the position kinematics, the neural network consists of an input layer with a 4 N × weight matrix in W , where 4 is the number of inputs v , z , y , x , N is number of neurons in the hidden layer, and the output layer has 4 outputs representing 
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PERFORMANCE ANALYSIS
In this section we apply the proposed method to the Puma 560 manipulator and the anthropomorphic arm. The reason for the choice of the Puma 560 is that it is a well known and extensively researched manipulator, and serves as a bench mark. Furthermore, it has a closed form inverse kinematics and thus the correctness and success rate of the proposed method can be checked against the known results of the Puma 560.
IK Modeling of Puma 560
The joint angles ranges of the Puma are given in Table 1 . The first three joints, or the major joints, of the Puma 560 are waist, shoulder and elbow joints, and determine the position of the end-effector. Therefore, we can express the first three joints in terms of x, y and z only. The fully stretched arm is about 900 mm long, and we assign ranges for each of x, y and z directions from -900 mm to +900 mm, with the cell side length of 200 mm which forms cubes of volume (4) and (7). The number of joints for position is three and only x, y and z are present, thus i a , i=1,2,3 in (4) are 3 1× vectors. The Puma 560 has a maximum of four solutions, i.e. elbow up/down, left/right arm, for positioning of the end-effector, and eight solutions for position and orientation, which were found using the classification. The parameters of the above models were found for each of the four solutions in each of the cells using a least squares method. These parameters were stored in a file for each cell, and the total storage needed was about 372 KB for position kinematics and 340 MB for the orientation kinematics. Note that memory and disks are very cheap (e.g. about $100 per 1 GB of memory and about $60 for a 100 GB disk), and are readily available on a PC.
In order to test the validity of the models, we generated randomly 1000 position and orientation postures within the ranges of x, y, z and γ β α , , . The polynomial model (4) and (7) were used to obtain the joint angles. The results are summarized in Table 2a and Table 2b . A, B , C: as defined in Table 2a . D: Mean absolute orientation error (degrees) E: Error standard deviation (degrees)
The success rate is defined as the ratio of the number of valid configurations found by the method to those found by the closed-form inverse kinematic equation. It is seen that the success rates are high ranging from 89% to 100%. The error is defined as the difference between the desired and actual endeffector position, and orientation. The actual values are determined by substituting the joint angles found by the method in the forward kinematics equations. It is seen from Table 2 that the mean absolute position and orientation errors are about 1.8 mm, and 4.5 degrees, respectively. Now consider the neural network model (8)-(12) applied to the Puma 560, however the cell size for position was increased to 200 mm providing only 646 cells for position. The size of orientation cells is the same as in the case of polynomial model. Several experiments were conducted to determine the number of neurons for accuracy, simplicity and success rate and it was found that N = 5 provided a compromise among these characteristics. The maximum amount of memory needed for storing weight matrices, bias vectors and minimum and maximum values for normalization and denormalization were 573 KB for position and 605 MB for orientation which are between 1.5 to 1.7 times of those of the polynomial model.
The results are now summarized in Tables 3a  and 3b . It is seen that the success rates are very high ranging from 92% to 100%, which are higher than the polynomial model. The position errors are about 2.5 mm and the orientation errors are 2.9 degrees which are somewhat better than the polynomial model given in Table 2 . The online time, however, is two to three times more than the polynomial model. This is due to the higher number of parameters and operations needed in the neural network model. A,B,C,D,E : See definitions in Table 2a A,B,C,D,E: See definitions in Table 2b .
The total on-line time T to compute different configurations for a desired posture consists of several components as follows: 1 T : Checking to verify that the desired point
is reachable.
solutions are stored, and retrieving these parameters.
4
T : Computing joint angles using (4) and (7) for polynomial model, and (8)- (12) for the neural network model. The total computation time is the sum of the above four time components. The online computation was done on a Pentium 4, 3.0 GHz computer with a C program. Table 4 show the total online time for each model. Note that the time is in microseconds for computing all solutions (a maximum of eight) averaged for 1000 randomly generated postures. For the sake of comparison, the solutions were also computed using the closed-form inverse kinematics of the Puma 560. These closed form equations were programmed in C with an optimized implementation to perform the least amount of computation. The total time using the closed-form inverse kinematics computation was 24 microseconds, which is 10 times slower than the proposed method with the polynomial model, and 4 times slower than the neural network model. The contrast is much greater for robots that do not have closed-form solutions. Our analysis and simulations have shown that the proposed method can be two to three orders of magnitude faster than other techniques for manipulators without closed forms kinematics. 
Modeling of Anthropomorphic Arm
The fully stretched arm is about 600 mm long, and we assign ranges for each of x, y and z from -600 mm to +600 mm, with the cell side length of 60 mm. The range of inclination angle is -100 degrees to +40 degrees with the cell size of 10 degrees. With these ranges, the maximum number of cells is 129,654.
The polynomial model (4) for the position requires a maximum storage of 14.9 MB if all cells contain data and each cell has the maximum of four solutions. An experiment involving 1000 randomly chosen values of ( v , z , y , x ) was carried out and the values of (
) were found using the acquired IK model parameters. These values were then substituted in the forward kinematics to determine the accuracy of the solution. Table 6a shows the number of cells containing 1, 2, 3 or 4 solutions, and the average and standard deviation position errors for each solution. These errors are quite acceptable for animation applications. Furthermore since there is no closed form solution, the success rate cannot be estimated for the arm, but is believed to be similar to that of the Puma 560. Note also that the smaller number of valid solutions compared to the Puma 560 is due to the limited ranges of the anthropomorphic arm joint angles and specification of (restriction on) the elbow inclination. were divided into cells of side length 20 degrees for the joint angles, and 45 degrees for the orientation angles. The maximum number of cells is 8,785,920, but not all these cells contain data. The parameters of the IK model were obtained using (7) as described before. The actual storage for the data is about 1 GB. Note that even though this arm is 7-DOF, the storage requirement is not much higher than that of the 6-DOF Puma due to the fact that the ranges of the joint angles the arm are lower than Puma 560. An analysis similar to the above was carried out involving randomly selected postures, and the results are shown in Table 6b . The average and standard deviation errors in orientation are about 3 degrees, which are quite acceptable for the animation applications.
Since closed form kinematics is not known for this arm, the success rate cannot be found, but the results of the experiments reported in Section 5.1 indicate that success rate of the proposed method is high.
We now report the results for the neural network model using (8)- (12), which are summarized in Table 7a and 7b. Comparison of tables 6 and 7 indicates that better position and orientation accuracy are obtained using the neural network.. However, the disadvantage of the neural network model is the need for much higher off-line time for training. A,B,C,D: see the definitions in Table 6b .
The online computation times for the two models are given in Table 8 . These times measured in microsecond are for computing all solutions (i.e. a maximum of 8) averaged over all the randomly chosen postures. The online computation time is extremely low which enables real-time computation for animation applications involving many limbs. 
CONCLUSIONS
A novel method for the inverse kinematics solutions of anthropomorphic limbs and fast manipulators has been proposed. The method uses the information that is processed and stored during off-line for rapid on-line access and evaluations. It decomposes the workspace into cells, and uses a classification technique to isolate various solutions. Both polynomial and neural networks have been investigated for modeling the inverse kinematics solutions in a cell. It has been shown that both models provide good position and orientation accuracy and high success rates, with the neural network having somewhat better performances in these regards. However, the neural network requires more off-line time to determine the parameters of the model due to training, and also the on-line time is slightly higher due to the need for more complex operations.
The method is especially appealing for use in animation and graphics applications. In these applications, high position and orientation accuracy is not required, and thus an approximation of the inverse kinematics is sufficient. In addition, the animation characters require satisfying many constraints, in addition to joint limits, to make the motion natural and human like. These constraints can easy be checked and incorporated within the proposed method during the off-line configuration generation. It is also noted that animation applications involve a number of characters each with several 7-DOF limbs. In such applications, very high speed of computation is required, e.g. often several thousand inverse kinematics computation per second for a 7-DOF limb is desirable, which the proposed method can readily achieve. By providing all solutions for a given posture, the method allows the animator to select the solution that is most visually attractive for showing a particular motion.
