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ON STABLE LATTICES AND THE DIAGONAL
GROUP
URI SHAPIRA AND BARAK WEISS
Abstract. Inspired by work of McMullen, we show that any or-
bit of the diagonal group in the space of lattices accumulates on
the set of stable lattices. As consequences, we settle a conjecture
of Ramharter concerning the asymptotic behavior of the Mordell
constant, and reduce Minkowski’s conjecture on products of linear
forms to a geometric question, yielding two new proofs of the con-
jecture in dimensions up to 7. We also answer a question of Harder
on the volume of the set of stable lattices.
1. Introduction
Let n ≥ 2 be an integer, let G def= SLn(R), Γ def= SLn(Z), let A ⊂ G
be the subgroup of positive diagonal matrices and let Ln def= G/Γ be
the space of unimodular lattices in Rn. The purpose of this paper is
to present a dynamical result regarding the action of A on Ln, and to
present some consequences in the geometry of numbers.
A lattice x ∈ Ln is called stable if for any subgroup Λ ⊂ x, the
covolume of Λ in span(Λ) is at least 1. In particular the length of the
shortest nonzero vector in x is at least 1. Stable lattices have also been
called ‘semistable’, they were introduced in a broad algebro-geometric
context by Harder, Narasimhan and Stuhler [Stu76,HN74], and were
used to develop a reduction theory for the study of the topology of
locally symmetric spaces. See Grayson [Gra84] for a clear exposition.
Theorem 1.1. For any x ∈ Ln, the orbit-closure Ax contains a stable
lattice.
Theorem 1.1 is inspired by a breakthrough result of McMullen [McM05].
Recall that a lattice in Ln is called well-rounded if its shortest nonzero
vectors span Rn. In connection with his work on Minkowski’s conjec-
ture, McMullen showed that the closure of any bounded A-orbit in Ln
contains a well-rounded lattice. The set of well-rounded lattices neither
contains, nor is contained in, the set of stable lattices, but the proof of
Theorem 1.1 closely follows McMullen’s strategy.
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We apply Theorem 1.1 to two problems in the geometry of numbers.
Let x ∈ Ln be a unimodular lattice. By a symmetric box in Rn we
mean a set of the form [−a1, a1] × · · · × [−an, an], and we say that a
symmetric box is admissible for x if it contains no nonzero points of x
in its interior. The Mordell constant of x is defined to be
κ(x)
def
=
1
2n
sup
B
Vol(B), (1.1)
where the supremum is taken over admissible symmetric boxes B, and
where Vol(B) denotes the volume of B. We also write
κn
def
= inf{κ(x) : x ∈ Ln}. (1.2)
The infimum in this definition is in fact a minimum, and, as with many
problems in the geometry of numbers it is of interest to compute the
constants κn and identify the lattices realizing the minimum. However
this appears to be a very difficult problem, which so far has only been
solved for n = 2, 3, the latter in a difficult paper of Ramharter [Ram96].
It is also of interest to provide bounds on the asymptotics of κn, and
in [Ram00], Ramharter conjectured that lim supn→∞ κ
1/n logn
n > 0. As
a simple corollary of Theorem 1.1, we validate Ramharter’s conjecture,
with an explicit bound:
Corollary 1.2. For all n ≥ 2,
κn ≥ n−n/2. (1.3)
In particular
κ1/n lognn ≥ n−1/2 logn −→n→∞
1√
e
.
We remark that Corollary 1.2 could also be derived from McMullen’s
results and a theorem of Birch and Swinnerton-Dyer. In §4 we show
that the bound (1.3) is not optimal and explain how to obtain better
bounds, for all n which are not divisible by 4. We refer the reader to
[SW] for more information on the possible values of κ(x), x ∈ Ln.
Our second application concerns Minkowski’s conjecture1, which posits
that for any unimodular lattice x, one has
sup
u∈Rn
inf
v∈x
|N(u− v)| ≤ 1
2n
, (1.4)
where N(u1, . . . , ud)
def
=
∏
j uj. Minkowski solved the question for n = 2
and several authors resolved the cases n ≤ 5. In [McM05], McMullen
settled the case n = 6. In fact, using his theorem on the A-action
1It is not clear to us whether Minkowski actually made this conjecture.
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on Ln, McMullen showed that in arbitrary dimension n, Minkowski’s
conjecture is implied by the statement that any well-rounded lattice
x ⊂ Rd with d ≤ n satisfies
covrad(x) ≤
√
d
2
, (1.5)
where covrad(x)
def
= maxu∈Rd minv∈x ‖u − v‖ and ‖ · ‖ is the Euclidean
norm on Rd. At the time of writing [McM05], (1.5) was known to hold
for well-rounded lattices in dimension at most 6, and in recent work of
Hans-Gill, Raka, Sehmi and Leetika [HGRS09,HGRS11,RL], (1.5) has
been proved for well-rounded lattices in dimensions n = 7, 8, 9, thus
settling Minkowski’s question in those cases.
Our work gives two new approaches to Minkowski’s conjecture. A
direct application of Theorem 1.1 (see Corollary 5.1) shows that it
follows in dimension n, from the assertion that for any stable x ∈ Ln,
(1.5) holds. Note that we do not require (1.5) in dimensions less than
n. Using the strategy of Woods and Hans-Gill et al, in Theorem 5.8
we define a compact subset KZS ⊂ Rn and a collection of 2n−1 subsets
{W(I)} of Rn. We show that the assertion KZS ⊂ ⋃IW(I) implies
Minkowski’s conjecture in dimension n.
Secondly, an induction using the naturality of stable lattices, leads
to the following sufficient condition:
Corollary 1.3. Suppose that for some dimension n, for all d ≤ n, any
stable lattice x ∈ Ld which is a local maximum of the function covrad,
satisfies (1.5). Then (1.4) holds for any x ∈ Ln.
The local maxima of the function covrad have been studied in depth
in recent work of Dutour-Sikiric´, Schu¨rmann and Vallentin [DSSV12],
who characterized them and showed that there are finitely many in each
dimension. These two approaches give two new proofs of Minkowski’s
Conjecture in dimensions n ≤ 7.
A natural question is to what extent stable lattices are typical in
Ln. The definition of stability may appear at first sight to be very
restrictive. Nevertheless in §6 we show that as n→∞, the probability
that a random lattice is stable tends to 1 (where the probability is
taken with respect to the natural G-invariant measure on Ln). This
answers a question of G. Harder. In fact a stronger statement is true,
see Proposition 6.2. For the results of §6 we use Siegel’s approach to
measure volumes [Sie45] and rely on computations of Thunder [Thu98].
A significant difference between Theorem 1.1 and McMullen’s work
on well-rounded lattices, is that we do not need to assume that the
orbit Ax is bounded. One may wonder whether McMullen’s result is
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valid without the hypothesis that Ax is bounded, namely is it true
that the closure of any A-orbit in Ln (or even the orbit itself) contains
a well-rounded lattice? We answer these questions affirmatively for
closed orbits in §7. To this end we use results of Tomanov and the
second-named author [TW03], as well as a covering result (which we
learned from Michael Levin) generalizing one of the results of [McM05];
this topological result appears to be well-known to experts, but in order
to keep this paper self-contained, we give the proof in the appendix.
For another perspective on this and related questions, see [PS].
1.1. Acknowledgements. Our work was inspired by Curt McMullen’s
breakthrough paper [McM05] and many of our arguments are adapta-
tions of arguments appearing in [McM05]. We are also grateful to Curt
McMullen for additional insightful remarks, and in particular for the
suggestion to study the set of stable lattices in connection with the
A-action on Ln. We thank Michael Levin for useful discussions on
topological questions and for agreeing to include the proof of Theorem
7.2 in the appendix. We also thank Mathieu Dutour-Sikiric´, Rajinder
Hans-Gill, Gu¨nter Harder, Gregory Minton and Gerhard Ramharter for
useful discussions. The authors’ work was supported by ERC starter
grant DLGAPS 279893 and ISF grant 190/08.
2. Orbit closures and stable lattices
Given a lattice x ∈ Ln and a subgroup Λ ⊂ x, we denote by r(Λ) the
rank of Λ and by |Λ| the covolume of Λ in the linear subspace span(Λ).
Let
V(x) def=
{
|Λ| 1r(Λ) : Λ ⊂ x
}
,
α(x)
def
= minV(x). (2.1)
Since we may take Λ = x we have α(x) ≤ 1 for all x ∈ Ln, and x is
stable precisely if α(x) = 1. Observe that V(x) is a countable discrete
subset of the positive reals, and hence the minimum in (2.1) is attained.
Also note that the function α is a variant of the ‘length of the shortest
vector’; it is continuous and the sets {x : α(x) ≥ ε} are an exhaustion
of Ln by compact sets.
We begin by explaining the strategy for proving Theorem 1.1, which
is identical to the one used by McMullen. For a lattice x ∈ X and
ε > 0 we define an open cover Ux,ε = {Ux,εk }nk=1 of the diagonal group
A, where if a ∈ Ux,εk then α(ax) is ‘almost attained’ by a subgroup of
rank k. In particular, if a ∈ Ux,εn then ax is ‘almost stable’. The main
point is to show that for any ε > 0, Ux,εn 6= ∅; for then, taking εj → 0
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and aj ∈ A such that aj ∈ Ux,εjn , we find (passing to a subsequence)
that ajx converges to a stable lattice.
In order to establish that Ux,εn 6= ∅, we apply a topological result of
McMullen (Theorem 3.3) regarding open covers which is reminiscent
of the classical result of Lebesgue that asserts that in an open cover
of Euclidean n-space by bounded balls there must be a point which
is covered n + 1 times. We will work to show that the cover Ux,ε
satisfies the assumptions of Theorem 3.3. We will be able to verify
these assumptions when the orbit Ax is bounded. In §2.1 we reduce
the proof of Theorem 1.1 to this case.
2.1. Reduction to bounded orbits. Using a result of Birch and
Swinnerton-Dyer, we will now show that it suffices to prove Theo-
rem 1.1 under the assumption that the orbit Ax ⊂ Ln is bounded;
that is, that Ax is compact. In this subsection we will denote A,G by
An, Gn as various dimensions will appear.
For a matrix g ∈ Gn we denote by [g] ∈ Ln the corresponding lattice.
If
g =

g1 ∗ . . . ∗
0 g2 . . .
...
...
. . . ∗
0 . . . 0 gk
 (2.2)
where gi ∈ Gni for each i, then we say that g is in upper triangular
block form and refer to the gi’s as the diagonal blocks. Note that in
this definition, we insist that each gi is of determinant one.
Lemma 2.1. Let x = [g] ∈ Ln where g is in upper triangular block
form as in (2.2) and for each 1 ≤ i ≤ k, [gi] is a stable lattice in Lni.
Then x is stable.
Proof. By induction, in proving the Lemma we may assume that k =
2. Let us denote the standard basis of Rn by e1, . . . , en, let us write
n = n1 + n2, V1
def
= span {e1, . . . , en1}, V2 def= span {en1+1 . . . , en}, and
let π : Rn → V2 be the natural projection. By construction we have
x ∩ V1 = [g1], π(x) = [g2].
Let Λ ⊂ x be a subgroup, write Λ1 def= Λ ∩ V1 and choose a direct
complement Λ2 ⊂ Λ, that is
Λ = Λ1 + Λ2, Λ1 ∩ Λ2 = {0}.
We claim that
|Λ| = |Λ1| · |π(Λ2)| . (2.3)
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To see this we recall that one may compute |Λ| via the Gram-Schmidt
process. Namely, one begins with a set of generators vj of Λ and
successively defines u1 = v1 and uj is the orthogonal projection of vj
on span(v1, . . . , vj−1)⊥. In these terms, |Λ| =
∏
j ‖uj‖. Since π is an
orthogonal projection and Λ ∩ V1 is in ker π, (2.3) is clear from the
above description.
The discrete subgroup Λ1, when viewed as a subgroup of [g1] ∈ Ln1
satisfies |Λ1| ≥ 1 because [g1] is assumed to be stable. Similarly
π(Λ2) ⊂ [g2] ∈ Ln2 satisfies |π(Λ2)| ≥ 1, hence |Λ| ≥ 1. 
Lemma 2.2. Let x ∈ Ln and assume that Ax contains a lattice [g]
with g of upper triangular block form as in (2.2). For each 1 ≤ i ≤ k,
suppose [hi] ∈ Ani [gi] ⊂ Lni. Then there exists a lattice [h] ∈ Ax such
that h has the form (2.2) with hi as its diagonal blocks.
Proof. Let Ω be the set of all lattices [g] of a fixed triangular form as
in (2.2). Then Ω is a closed subset of Ln and there is a projection
τ : Ω→ Ln1 × · · · × Lnk , τ([g]) = ([g1] , . . . , [gk]).
The map τ has a compact fiber and is equivariant with respect to the
action of A˜
def
= An1 × · · · × Ank . By assumption, there is a sequence
a˜j =
(
a
(j)
1 , . . . , a
(j)
k
)
, a
(j)
i ∈ Ani in A˜ such that a(j)i [gi] → [hi], then
after passing to a subsequence, a˜j [g] → [h] where h has the required
properties. Since Ax ⊃ A[g], the claim follows. 
Lemma 2.3. Let x ∈ Ln. Then there is [g] ∈ Ax such that, up to a
possible permutation of the coordinates, g is of upper triangular block
form as in (2.2) and each Ani [gi] ⊂ Lni is bounded.
Proof. If the orbit Ax is bounded there is nothing to prove. According
to Birch and Swinnerton-Dyer [BSD56], if Ax is unbounded then Ax
contains a lattice with a representative as in (2.2) (up to a possible
permutation of the coordinates) with k = 2. Now the claim follows
using induction and appealing to Lemma 2.2. 
Proposition 2.4. It is enough to establish Theorem 1.1 for lattices
having a bounded A-orbit.
Proof. Let x ∈ Ln be arbitrary. By Lemma 2.3, Ax contains a lattice
[g] with g of upper triangular block form (up to a possible permu-
tation of the coordinates) with diagonal blocks representing lattices
with bounded orbits under the corresponding diagonal groups. As-
suming Theorem 1.1 for lattices having bounded orbits, and applying
Lemma 2.2 we may take g whose diagonal blocks represent stable lat-
tices. By Lemma 2.1, [g] is stable as well. 
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2.2. Some technical preparations. We now discuss the subgroups
of a lattice x ∈ Ln which almost attain the minimum α(x) in (2.1).
Definition 2.5. Given a lattice x ∈ Ln and δ > 0, let
Minδ(x)
def
=
{
Λ ⊂ x : |Λ| 1r(Λ) < (1 + δ)α(x)
}
,
Vδ(x)
def
= spanMinδ(x),
dimδ(x)
def
= dimVδ(x).
We will need the following technical statement.
Lemma 2.6. For any ρ > 0 there exists a neighborhood of the identity
W ⊂ G with the following property. Suppose 2ρ ≤ δ0 ≤ d + 1 and
suppose x ∈ Ln such that dimδ0−ρ(x) = dimδ0+ρ(x). Then for any
g ∈ W and any δ ∈ (δ0 − ρ2 , δ0 + ρ2) we have
Vδ(gx) = gVδ0(x). (2.4)
In particular, there is 1 ≤ k ≤ n such that for any g ∈ W and any
δ ∈ (δ0 − ρ2 , δ0 + ρ2), dimδ(gx) = k.
Proof. Let c > 1 be chosen close enough to 1 so that for 2ρ ≤ δ0 ≤ d+1
we have
c2
(
1 + δ0 +
ρ
2
)
< 1 + δ0 + ρ and
1 + δ0 − ρ2
c2
> 1 + δ0 − ρ. (2.5)
Let W be a small enough neighborhood of the identity in G, so that
for any discrete subgroup Λ ⊂ Rn we have
g ∈ W =⇒ c−1 |Λ| 1r(Λ) ≤ |gΛ| 1r(gΛ) ≤ c |Λ| 1r(Λ) . (2.6)
Such a neighborhood exists since the linear action of G on
⊕n
k=1
∧k
1 R
n
is continuous, and since we can write |Λ| = ‖v1 ∧ · · · ∧ vr‖ where
v1, . . . , vr is a generating set for Λ. It follows from (2.6) that for any
x ∈ Ln and g ∈ W we have
c−1α(x) ≤ α(gx) ≤ cα(x). (2.7)
Let δ ∈ (δ0 − ρ2 , δ0 + ρ2) and g ∈ W . We will show below that
gMinδ0−ρ(x) ⊂ Minδ(gx) ⊂ gMinδ0+ρ(x). (2.8)
Note first that (2.8) implies the assertion of the Lemma; indeed, since
Vδ1(x) ⊂ Vδ2(x) for δ1 < δ2, and since we assumed that dimδ0−ρ(x) =
dimδ0+ρ(x), we see that Vδ0(x) = Vδ(x) for δ0 − ρ ≤ δ ≤ δ0 + ρ. So
by (2.5), the subspaces spanned by the two sides of (2.8) are equal to
gVδ0(x) and (2.4) follows.
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It remains to prove (2.8). Let Λ ∈ Minδ0−ρ(x). Then we find
|gΛ| 1r(gΛ)
(2.6)
≤ c |Λ| 1r(Λ) ≤ c(1 + δ0 − ρ)α(x)
(2.5)
≤ c−1
(
1 + δ0 − ρ
2
)
α(x)
(2.7)
< (1 + δ)α(gx).
By definition this means that gΛ ∈ Minδ(gx) which establishes the
first inclusion in (2.8). The second inclusion is similar and is left to the
reader. 
2.3. The cover of A. Let x ∈ Ln and let ε > 0 be given. Define
Ux,ε = {Ux,εi }ni=1 where
Ux,εk
def
= {a ∈ A : dimδ(ax) = k for δ in a neighborhood of kε} . (2.9)
Theorem 2.7. Let x ∈ Ln be such that Ax is bounded. Then for any
ε ∈ (0, 1), Ux,εn 6= ∅.
In this subsection we will reduce the proof of Theorem 1.1 to Theo-
rem 2.7. This will be done via the following statement, which could be
interpreted as saying that a lattice satisfying dimδ(x) = n is ‘almost
stable’.
Lemma 2.8. For each n, there exists a positive function ψ(δ) with
ψ(δ)→δ→0 0, such that for any x ∈ Ln,
{Λi}ℓi=1 ⊂ Minδ(x) =⇒ Λ1 + · · ·+ Λℓ ∈ Minψ(δ)(x). (2.10)
In particular, if dimδ(x) = n then α(x) ≥ (1 + ψ(δ))−1.
Proof. Let Λ,Λ′ be two discrete subgroups of Rd. The following in-
equality is straightforward to prove via the Gram-Schmidt procedure
for computing |Λ|:
|Λ + Λ′| ≤ |Λ| · |Λ
′|
|Λ ∩ Λ′| . (2.11)
Here we adopt the convention that |Λ ∩ Λ′| = 1 when Λ∩Λ′ = {0}. Let
x ∈ Ln and let {Λi}ℓi=1 ⊂ Minδ(x). Assume first that ℓ ≤ n. We prove
by induction on ℓ the existence of a function ψℓ(δ)
δ→0−→ 0 for which
Λ1+ · · ·+Λℓ ∈ Minψℓ(δ)(x). For ℓ = 1 one can trivially pick ψ1(δ) = δ.
Assuming the existence of ψℓ−1, set Λ = Λ1, Λ′ = Λ2 + · · · + Λℓ,
α = α(x) and note that r(Λ + Λ′) = r(Λ) + r(Λ′) − r(Λ ∩ Λ′). We
deduce from (2.11) and the definitions that
|Λ + Λ′| ≤ |Λ| · |Λ
′|
|Λ ∩ Λ′| ≤
((1 + δ)α)r(Λ) ((1 + ψℓ−1(δ))α)
r(Λ′)
αr(Λ∩Λ′)
= (1 + δ)r(Λ)(1 + ψℓ−1(δ))
r(Λ′)αr(Λ+Λ
′). (2.12)
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Hence, if we set
ψℓ(δ)
def
= max
(
(1 + δ)r(Λ)(1 + ψℓ−1(δ))
r(Λ′)
) 1
r(Λ+Λ′) − 1,
where the maximum is taken over all possible values of r(Λ), r(Λ′), r(Λ+
Λ′) then ψℓ(δ) −→δ→0 0 and (2.12) implies that Λ+Λ′ ∈ Minψℓ(δ)(x) as
desired. We take ψ(δ)
def
= maxnℓ=1 ψℓ(δ). Now if ℓ > n one can find a sub-
sequence 1 ≤ i1 < i2 · · · < id ≤ n such that r(
∑ℓ
i=1 Λi) = r(
∑d
j=1Λij)
and in particular,
∑d
j=1 Λij is of finite index in
∑ℓ
i=1 Λi. From the first
part of the argument we see that
∑d
j=1Λij ∈ Minψ(δ)(x) and as the co-
volume of
∑ℓ
i=1 Λi is not larger than that of
∑d
j=1Λij we deduce that∑ℓ
i=1 Λi ∈ Minψℓ(δ)(x) as well.
To verify the last assertion, note that when dimδ(x) = n, (2.10)
implies the existence of a finite index subgroup x′ of x belonging to
Minψ(δ)(x). In particular, 1 ≤ |x′|
1
n ≤ (1 + ψ(δ))α(x) as desired. 
Proof of Theorem 1.1 assuming Theorem 2.7. By Proposition 2.4 we may
assume that Ax is bounded. Let εj ∈ (0, 1) so that εj →j 0. By Theo-
rem 2.7 we know that U
x,εj
n 6= ∅. This means there is a sequence aj ∈ A
such that dimδj (ajx) = n where δj = nεj → 0. The sequence {ajx} is
bounded, and hence has limit points, so passing to a subsequence we
let x′
def
= lim ajx. By Lemma 2.8 we have
1 ≥ lim sup
j
α(ajx) ≥ lim inf
j
α(ajx) ≥ lim
j
(1 + ψ(δj))
−1 = 1,
which shows that limj α(ajx) = 1. The function α is continuous on Ln
and therefore α(x′) = 1, i.e. x′ ∈ Ax is stable. 
3. Covers of Euclidean space
In this section we will prove Theorem 2.7, thus completing the proof
of Theorem 1.1. Our main tool will be McMullen’s Theorem 3.3. Before
stating it we introduce some terminology. We fix an invariant metric
on A, and let R > 0 and k ∈ {0, . . . , n− 1}.
Definition 3.1. We say that a subset U ⊂ A is (R, k)-almost affine
if it is contained in an R-neighborhood of a coset of a connected k-
dimensional subgroup of A.
Definition 3.2. An open cover U of A is said to have inradius r > 0
if for any a ∈ A there exists U ∈ U such that Br(a) ⊂ U , where Br(a)
denotes the ball in A of radius r around a.
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Theorem 3.3 (Theorem 5.1 of [McM05]). Let U be an open cover of A
with inradius r > 0 and let R > 0. Suppose that for any 1 ≤ k ≤ n−1,
every connected component V of the intersection of k distinct elements
of U is (R, (n−1−k))-almost affine. Then there is a point in A which
belongs to at least n distinct elements of U . In particular, there are at
least n distinct non-empty sets in U .
The hypotheses of McMullen’s theorem were slightly weaker but the
version above is sufficient for our purposes. We give a different proof
of Theorem 3.3 in this paper; namely it follows from the more general
Theorem 7.2, which is proved in Appendix A.
3.1. Verifying the hypotheses of Theorem 3.3. Below we fix a
compact set K ⊂ Ln and a lattice x for which Ax ⊂ K. Furthermore,
we fix ε > 0 and denote the collection Ux,ε defined in (2.9) by U =
{Ui}ni=1.
Lemma 3.4. The collection U forms an open cover of A with positive
inradius.
Proof. The fact that the sets Ui ⊂ A are open follows readily from
the requirement in (2.9) that dimδ is constant in a neighborhood of
δ = kε. Given a ∈ A, let 1 ≤ k0 ≤ n be the minimal number k for
which dim(k+ 1
2
)ε(ax) ≤ k (this inequality holds trivially for k = n).
From the minimality of k0 we conclude that dimδ(ax) = k0 for any
δ ∈ [(k0 − 12) ε, (k0 + 12) ε]. This shows that a ∈ Uk0 so U is indeed a
cover of A.
We now show that the cover has positive inradius. LetW ⊂ G be the
open neighborhood of the identity obtained from Lemma 2.6 for ρ
def
= ε
2
.
Taking δ0
def
= k0ε we find that for any g ∈ W , δ ∈
((
k0 − 14
)
ε,
(
k0 +
1
4
)
ε
)
we have that dimδ(gax) = k0. This shows that (W ∩A)a ⊂ Uk0 . Since
W ∩A is an open neighborhood of the identity in A and the metric on
A is invariant under translation by elements of A, there exists r > 0
(independent of k0 and a) so that Br(a) ⊂ Uk0 . In other words, the
inradius of U is positive as desired. 
The following will be used for verifying the second hypothesis of
Theorem 3.3.
Lemma 3.5. There exists R > 0 such that any connected component
of Uk is (R, k − 1)-almost affine.
Definition 3.6. For a discrete subgroup Λ ⊂ Rd of rank k, let
c(Λ)
def
= inf
{
|aΛ|1/k : a ∈ A
}
,
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and say that Λ is incompressible if c(Λ) > 0.
Lemma 3.5 follows from:
Theorem 3.7 ([McM05, Theorem 6.1]). For any positive c, C there
exists R > 0 such that if Λ ⊂ Rn is an incompressible discrete subgroup
of rank k with c(Λ) ≥ c then
{
a ∈ A : |aΛ|1/k ≤ C
}
is (R, j)-almost
affine for some j ≤ gcd(k, n)− 1.
Proof of Lemma 3.5. We first claim that there exists c > 0 such that
for any discrete subgroup Λ ⊂ x we have that c(Λ) ≥ c. To see
this, recall that Ax is contained in a compact subset K, and hence
by Mahler’s compactness criterion, there is a positive lower bound on
the length of any non-zero vector belonging to a lattice in K. On the
other hand, Minkowski’s convex body theorem shows that the shortest
nonzero vector in a discrete subgroup Λ ⊂ Rn is bounded above by a
constant multiple of |Λ|1/r(Λ). This implies the claim.
In light of Theorem 3.7, it suffices to show that there is C > 0 such
that if V ⊂ Uk is a connected component, then there exists Λ ⊂ x such
that V ⊂
{
a ∈ A : |aΛ|1/k ≤ C
}
. For any 1 ≤ k ≤ n, write grk for the
Grassmannian of k-dimensional subspaces of Rn. Define
M : Uk → grk, M(a) def= a−1Vkε(ax).
Observe thatM is locally constant on Uk. Indeed, by definition of Uk,
for a0 ∈ Uk there exists 0 < ρ < ε2 such that dimδ(a0x) = k for any
δ ∈ (kε − ρ, kε + ρ). Applying Lemma 2.6 for the lattice a0x with ρ
and δ0 = kε we see that for any a in a neighborhood of the identity in
A,
M(aa0) = a−10 a−1Vkε(aa0x) = a−10 Vkε(a0x) =M(a0).
Now let Λ
def
= x ∩M(a) where a ∈ V ; Λ is well-defined since M is
locally constant. Then for a ∈ V ,
aΛ = a(x ∩M(a)) = a(x ∩ a−1Vkε(ax)) = ax ∩Vkε(ax).
By Lemma 2.8 we have that
|aΛ|1/k = |ax ∩Vkε(ax)|1/k < (1 + ψ(kε))α(ax).
Since α(ax) ≤ 1 we may take C def= 1+ψ(kε) to complete the proof. 
Proof of Theorem 2.7. Assume by contradiction that Ax is bounded
but Ux,εn = ∅ for some ε ∈ (0, 1). Then by Lemma 3.4,
U def= {U1, . . . , Un−1} , where Uj def= Ux,εj ,
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is a cover of A of positive inradius. Moreover, if V is a connected
component of Uj1 ∩ · · · ∩Ujk with j1 < · · · < jk ≤ n− 1, then Vk ⊂ Uj1
and j1 ≤ n−k. So in light of Lemma 3.5, the hypotheses of Theorem 3.3
are satisfied. We deduce that U = {U1, . . . , Un−1} contains at least n
elements, which is impossible. 
4. Bounds on Mordell’s constant
In analogy with (2.1) we define for any x ∈ Ln and 1 ≤ k ≤ n,
Vk(x) def=
{
|Λ|1/r(Λ) : Λ ⊂ x, r(Λ) = k
}
, (4.1)
αk(x)
def
= minVk(x). (4.2)
The following is clearly a consequence of Theorem 1.1:
Corollary 4.1. For any x ∈ Ln, any ε > 0 and any k ∈ {1, . . . , n}
there is a ∈ A such that αk(ax) ≥ 1− ε.
As the lattice x = Zn shows, the constant 1 appearing in this corol-
lary cannot be improved for any k. Note also that the case k = 1
of Corollary 4.1, although not stated explicitly in [McM05], could be
derived easily from McMullen’s results in conjunction with [BSD56].
Proof of Corollary 1.2. Since the A-action maps a symmetric box B to
a symmetric box of the same volume, the function κ : Ln → R in (1.1)
is A-invariant. By the case k = 1 of Corollary 4.1, for any ε > 0 and
any x ∈ Ln there is a ∈ A such that ax does not contain nonzero
vectors of Euclidean length at most 1− ε, and hence does not contain
nonzero vectors in the cube
[
−
(
1√
n
− ε
)
,
(
1√
n
− ε
)]n
. This implies
that κ(x) ≥
(
1√
n
)n
, as claimed. 
We do not know whether the bound κn ≥ n−n/2 is asymptotically
optimal. However, it is not optimal for any fixed dimension n:
Proposition 4.2. For any n, κn > n
−n/2.
Proof. It is clear from the definition of the functions κ and αk that if
xj → x0 in Ln, then
κ(x0) ≤ lim inf
j
κ(xj) and αk(x0) ≥ lim sup
j
αk(xj).
A simple compactness argument implies that the infimum in (1.2) is
attained, that is there is x ∈ Ln such that κn = κ(x); moreover, for
any x0 ∈ Ax, κ(x0) = κ(x) = κn. Using the case k = 1 of Corollary 4.1,
we let x0 be a stable lattice in Ax such that α1(x0) ≥ 1. That is, x0
ON STABLE LATTICES AND THE DIAGONAL GROUP 13
contains no vectors in the open unit Euclidean ball, so the open cube
C
def
=
(
− 1√
n
, 1√
n
)n
is admissible. Moreover, the only possible vectors
in x0 on ∂ C are on the corners of C, so there is ε > 0 such that the
box C ′
def
=
(
− 1√
n
, 1√
n
)n−1
×
(
−
(
1√
n
+ ε
)
, 1√
n
+ ε
)
is also admissible.
Taking closed boxes B ⊂ C ′ with volume arbitrarily close to that of C ′,
we see that
κn = κ(x0) ≥ Vol(C
′)
2n
> n−n/2.

Our next goal is Corollary 4.6 which gives an explicit lower bound
on κn, which improves (1.3) for n congruent to 1 mod 4. To obtain
our bound we treat separately lattices with bounded or unbounded
A-orbits. If Ax is unbounded we bound κ(x) by using an inductive
procedure and the work of Birch and Swinnerton-Dyer, as in §2.1. In
the bounded case we use arguments of McMullen and known upper
bounds for Hadamard’s determinant problem. Our method applies
with minor modifications whenever n is not divisible by 4. We begin
with an analogue of Lemma 2.1.
Lemma 4.3. Suppose x = [g] ∈ Ln with g in upper triangular block
form as in (2.2). Then κ(x) ≥ ∏k1 κ([gi]). In particular κ(x) ≥∏k
1 n
−ni/2
i .
Proof. By induction, it suffices to prove the Lemma in case k = 2. In
this case there is a direct sum decomposition Rn = V1 ⊕ V2 where the
Vi are spanned by standard basis vectors, and if we write π : R
n → V2
for the corresponding projection, then [g1] = x∩ V1, [g2] = π(x). Write
κ(i)
def
= κ([gi]). Then for ε > 0, there are symmetric boxes Bi ⊂ Vi such
that Bi is admissible for [gi] and
Vol(Bi) ≥ κ
(i) − ε
2ni
.
We claim that B def= B1 × B2 is admissible for x. To see this, suppose
u ∈ x ∩ B. Since π(u) ∈ B2 and B2 is admissible for π(x) = [g2] we
must have π(u) = 0, i.e. u ∈ x ∩ V1 = [g1]; since B1 is admissible for
[g1] we must have u = 0.
This implies
κ(x) ≥ 2nVol(B) = 2n1Vol(B1) · 2n2Vol(B2) ≥ (κ(1) − ε)(κ(2) − ε),
and the result follows taking ε→ 0. 
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Corollary 4.4. If x ∈ Ln is such that Ax is unbounded then
κ(x) ≥ (n− 1)−(n−1)/2. (4.3)
Proof. If Ax is unbounded then by [BSD56], up to a permutation of
the axes, there is x′ ∈ Ax so that x′ = [g] is in upper triangular form,
with k ≥ 2 blocks. Let the corresponding parameters as in (2.2) be
n = n1+ · · ·+nk. Since κ(x) ≥ κ(x′), by Lemma 4.3 it suffices to prove
that
k∏
i=1
1
n
ni/2
i
≥ 1
(n− 1)n−12
. (4.4)
It is easy to check that for j = 1, . . . , n− 1,
j
j
2 (n− j)n−j2 ≤ (n− 1)n−12 ,
and the case k = 2 of (4.4) follows. By induction on k one then shows
that
∏k
i=1 n
−ni/2
i ≥ (n − k + 1)−
n−k+1
2 and this implies (4.4) for all
k ≥ 2. 
To treat the bounded orbits we will use known bounds on the Hadamard
determinant problem, which we now recall. Let
hn
def
= sup {| det(aij)| : ∀i, j ∈ {1, . . . , n}, |aij| ≤ 1} . (4.5)
Hadamard showed that hn ≤ nn/2 and proved that this bound is not
optimal unless n is equal to 1,2 or is a multiple of 4. Explicit upper
bounds for such n have been obtained by Barba, Ehlich and Wojtas
(see [BC72,Wik]).
Proposition 4.5. If x ∈ Ln has a bounded A-orbit then κ(x) ≥ 1hn .
Sketch of proof. Let ε > 0. There is p <∞ such that the Lp norm and
the L∞ norm on Rn are 1 + ε-biLipschitz; i.e. for any v ∈ Rn,
‖v‖p
1 + ε
≤ ‖v‖∞ ≤ (1 + ε)‖v‖p. (4.6)
In [McM05], McMullen showed that the closure of any bounded A-orbit
contains a well-rounded lattice, i.e. a lattice whose shortest nonzero
vectors span Rn. In McMullen’s paper, the length of the shortest vec-
tors was measured using the Euclidean norm, but McMullen’s argu-
ments apply equally well to the shortest vectors with respect to the Lp
norm. Thus there is a ∈ A and vectors v1, . . . , vn ∈ ax spanning Rn,
such that for i = 1, . . . , n,
‖vi‖ ∈ [r, (1 + ε)r].
Here r is the length, with respect to the Lp-norm, of the shortest
nonzero vector of ax. Using the two sides of (4.6) we find that ax
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contains an admissible symmetric box of sidelength r/(1 + ε), and the
L∞ norm of the vi is at most (1 + ε)2r. Let A be the matrix whose
columns are the vi. Since the vi span R
n, detA 6= 0, and since x is
unimodular, | detA| ≥ 1. Recalling (4.5) we find that
1 ≤ | detA| ≤ ((1 + ε)2)r)n hn,
and by definition of κ we find
κ(x) = κ(ax) ≥
(
r
1 + ε
)n
.
Putting these together and letting ε → 0 we see that κ(x) ≥ 1
hn
, as
claimed. 
Corollary 4.6. If n ≥ 5 is congruent to 1 mod 4, then
κn ≥ 1√
2n− 1(n− 1)(n−1)/2 . (4.7)
Proof. The right hand side of (4.7) is clearly smaller than the right hand
side of (4.3). Now the claim follows from Corollary 4.4 and Proposition
4.5, using Barba’s bound
hn ≤
√
2n− 1(n− 1)(n−1)/2. (4.8)

The same argument applies in the other cases in which n is suffi-
ciently large and is not divisible by 4, since in these cases there are
explicit upper bounds for the numbers hn which could be used in place
(4.8).
5. Two strategies for Minkowski’s conjecture
We begin by recalling the well-known Davenport-Remak strategy for
proving Minkowski’s conjecture. The function N(u) =
∏n
1 ui is clearly
A-invariant, and it follows that the quantity
N˜(x)
def
= sup
u∈Rn
inf
v∈x
|N(u− v)|
appearing in (1.4) is A-invariant. Moreover, it is easy to show that
if xn → x in Ln then N˜(x) ≥ lim supn N˜(xn). Therefore, in order to
show the estimate (1.4) for x′ ∈ Ln, it is enough to show it for some
x ∈ Ax′. Suppose that x satisfies (1.5) with d = n; that is for every
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u ∈ Rn there is v ∈ x such that ‖u − v‖ ≤
√
n
2
. Then applying the
inequality of arithmetic and geometric means one finds
n∏
1
(|ui − vi|2) 1n ≤ 1
n
n∑
1
|ui − vi|2 ≤ 1
4
which implies |N(u − v)| ≤ 1
2n
. The upshot is that in order to prove
Minkowski’s conjecture, it is enough to prove that for every x′ ∈ Ln
there is x ∈ Ax satisfying (1.5). So in light of Theorem 1.1 we obtain:
Corollary 5.1. If all stable lattices in Ln satisfy (1.5), then Minkowski’s
conjecture is true in dimension n.
In the next two subsections, we outline two strategies for establishing
that all stable lattices satisfy (1.5). Both strategies yield affirmative
answers in dimensions n ≤ 7, thus providing new proofs of Minkowski’s
conjecture in these dimensions.
5.1. Using Korkine-Zolotarev reduction. Korkine-Zolotarev reduc-
tion is a classical method for choosing a basis v1, . . . , vn of a lattice
x ∈ Ln. Namely one takes for v1 a shortest nonzero vector of x and
denotes its length by A1. Then, proceeding inductively, for vi one takes
a vector whose projection onto (span(v1, . . . , vi−1))⊥ is shortest (among
those with nonzero projection), and denotes the length of this projec-
tion by Ai. In case there is more than one shortest vector the process is
not uniquely defined. Nevertheless we call A1, . . . , An the diagonal KZ
coefficients of x (with the understanding that these may be multiply
defined for some measure zero subset of Ln). Since x is unimodular we
always have ∏
Ai = 1. (5.1)
Korkine and Zolotarev proved the bounds
A2i+1 ≥
3
4
A2i , A
2
i+2 ≥
2
3
A2i . (5.2)
A method introduced by Woods [Woo65] and developed further in
[HGRS09] leads to an upper bound on covrad(x) in terms of the di-
agonal KZ coefficients. The method relies on the following estimate.
Below γn
def
= supx∈Ln α1(x), where α1 is defined via (4.1), that is, γ
2
n is
the so-called Hermite constant.
Lemma 5.2 (Woods). Suppose that x is a lattice in Rn of covolume
d, and suppose that 2An1 ≥ dγn+1n+1. Then
covrad2(x) ≤ A21 −
A2n+21
d2γ2n+2n+1
.
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Woods also used the following observation:
Lemma 5.3. Let x be a lattice in Rn, let Λ be a subgroup, and let Λ′
denote the projection of x onto (spanΛ)⊥. Then
covrad2(x) ≤ covrad2(Λ) + covrad2(Λ′)
As a consequence of Lemmas 5.2 and 5.3, we obtain:
Proposition 5.4. Suppose A1, . . . , An are diagonal KZ coefficients of
x ∈ Ln and suppose n1, . . . , nk are positive integers with n = n1+ · · ·+
nk. Set
mi
def
= n1 + · · ·+ ni and di def=
mi∏
j=mi−1+1
Aj. (5.3)
If
2Ami−1+1 ≥ diγni+1ni+1 (5.4)
for each i, then
covrad2(x) ≤
k∑
i=1
(
A2mi−1+1 −
A2ni+2mi−1+1
d2iγ
ni+1
ni+1
)
(5.5)
Proof. Let v1, . . . , vn be the basis of x obtained by the Korkine Zolotarev
reduction process. Let Λ1 be the subgroup of x generated by v1, . . . , vn1,
and for i = 2, . . . , k let Λi be the projection onto (
⊕i−1
1 Λj)
⊥ of the
subgroup of x generated by vmi−1+1, . . . , vmi . This is a lattice of di-
mension mi, and arguing as in the proof of (2.3) we see that it has
covolume di. The assumption (5.4) says that we may apply Lemma 5.2
to each Λi. We obtain
covrad2(Λi) ≤ A2mi−1+1 −
A2ni+2mi−1+1
d2iγ
ni+1
ni+1
for each i, and we combine these estimates using Lemma 5.3 and an
obvious induction. 
Remark 5.5. Note that it is an open question to determine the num-
bers γn; however, if we have a bound γ˜n ≥ γn we may substitute it into
Proposition 5.4 in place of γn, as this only makes the requirement (5.4)
stricter and the conclusion (5.5) weaker.
Our goal is to apply this method to the problem of bounding the
covering radius of stable lattices. We note:
Proposition 5.6. If x is stable then we have the inequalities
A1 ≥ 1, A1A2 ≥ 1, . . . A1 · · ·An−1 ≥ 1. (5.6)
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Proof. In the above terms, the number A1 · · ·Ai is equal to |Λ| where
Λ is the subgroup of x generated by v1, . . . , vi. 
This motivates the following:
Definition 5.7. We say that an n-tuple of positive real numbers A1, . . . , An
is KZ stable if the inequalities (5.1), (5.2), (5.6) are satisfied. We denote
the set of KZ stable n-tuples by KZS.
Note that KZS is a compact subset of Rn. Recall that a composition
of n is an ordered k-tuple (n1, . . . , nk) of positive integers, such that
n = n1 + . . . + nk. As an immediate application of Corollary 5.1 and
Propositions 5.4 and 5.6 we obtain:
Theorem 5.8. For each composition I def= (n1, . . . , nk) of n, definemi, di
by (5.3) and let W(I) denote the set{
(A1, . . . , An) : ∀i, (5.4) holds, and
k∑
i=1
(
A2mi−1+1 −
A2ni+2mi−1+1
d2iγ
ni+1
ni+1
)
≤ n
4
}
.
If
KZS ⊂
⋃
I
W(I) (5.7)
then Minkowski’s conjecture holds in dimension n.
Rajinder Hans-Gill has informed the authors that using arguments
as in [HGRS09,HGRS11], it is possible to verify (5.7) in dimensions up
to 7, thus reproving Minkowski’s conjecture in these dimensions.
5.2. Local maxima of covrad. The aim of this subsection is to prove
Corollary 1.3, which shows that in order to establish that all stable
lattices in Rn satisfy the covering radius bound (1.5), it suffices to
check this on a finite list of lattices in each dimension d ≤ n.
The function covrad : Ln → R may have local maxima, in the usual
sense; that is, lattices x ∈ Ln for which there is a neighborhood U of x
in Ln such that for all x′ ∈ U we have covrad(x′) ≤ covrad(x). Dutour-
Sikiric´, Schu¨rmann and Vallentin [DSSV12] gave a geometric charac-
terization of lattices which are local maxima of the function covrad,
and showed that there are finitely many in each dimension. Corollary
1.3 asserts that Minkowski’s conjecture would follow if all local maxima
of covrad satisfy the bound (1.5).
Proof of Corollary 1.3. We prove by induction on n that any stable
lattice satisfies the bound (1.5) and apply Corollary 5.1. Let S denote
the set of stable lattices in Ln. It is compact so the function covrad
attains a maximum on S, and it suffices to show that this maximum is
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at most
√
n
2
. Let x ∈ S be a point at which the maximum is attained.
If x is an interior point of S then necessarily x is a local maximum for
covrad and the required bound holds by hypothesis. Otherwise, there
is a sequence xj → x such that xj ∈ Ln r S; thus each xj contains
a discrete subgroup Λj with |Λj| < 1 and r(Λj) < n. Passing to a
subsequence we may assume that that r(Λj) = k < n is the same for
all j, and Λj converges to a discrete subgroup Λ of x. Since x is stable
we must have |Λ| = 1. Let π : Rn → (spanΛ)⊥ by the orthogonal
projection and let Λ′
def
= π(x).
It suffices to show that both Λ and Λ′ are stable. Indeed, if this
holds then by the induction hypothesis, both Λ and Λ′ satisfy (1.5) in
their respective dimensions k, n− k, and by Lemma 5.3, so does x. To
see that Λ is stable, note that any subgroup Λ0 ⊂ Λ is also a subgroup
of x, and since x is stable, it satisfies |Λ0| ≥ 1. To see that Λ′ is stable,
note that if Λ0 ⊂ Λ′ then Λ˜0 def= x∩ π−1(Λ0) is a discrete subgroup of x
so satisfies |Λ˜0| ≥ 1. Since |Λ| = 1 and π is orthogonal, we argue as in
the proof of (2.3) to obtain
1 ≤ |Λ˜0| = |Λ| · |Λ0| = |Λ0|,
so Λ′ is also stable, as required. 
In [DSSV12], it was shown that there is a unique local maximum
for covrad in dimension 1, none in dimensions 2–5, and a unique one
in dimension 6. Local maxima of covrad in dimension 7 are classified
in the manuscript [DS13]; there are 2 such lattices. Thus in total, in
dimensions n ≤ 7 there are 4 local maxima of the function covrad. We
were informed by Mathieu Dutour-Sikiric´ that these lattices all satisfy
the covering radius bound (1.5). Thus Corollary 1.3 yields another
proof of Minkowski’s conjecture, in dimensions n ≤ 7. In [DSSV12, §7],
an infinite list of lattices (denote there by [Ln, Qn]) is defined. The list
consists of one lattice in each dimension n ≥ 6, each of which is a local
maximum for the function covrad, and satisfies the bound (1.5). It is
expected that for each n, this lattice has the largest covering radius
among all local maxima in dimension n. In light of Corollary 1.3, the
validity of the latter assertion would imply Minkowski’s conjecture in
all dimensions.
6. A volume computation
The goal of this section is the following.
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Theorem 6.1. Let m denote the G-invariant probability measure on
Ln derived from Haar measure on G, and let S(n) denote the subset of
stable lattices in Ln. Then m
(S(n)) −→ 1 as n→∞.
Recalling the notation (4.1), for k = 1, . . . , n− 1, let
S(n)k (t) def= {x ∈ Ln : αk(x) ≥ t} , S(n)k def= S(n)k (1).
It is clear that S(n) = ⋂n−1k=1 S(n)k . In order to prove Theorem 6.1 it is
enough to prove that
max
k=1,...,n−1
m
(
Ln r S(n)k
)
= o
(
1
n
)
, (6.1)
as this implies
m
(S(n)) = 1−m(Ln r ∩n−1k=1S(n)k ) = 1−m(∪n−1k=1 (Ln r S(n)k ))
≥ 1−
n−1∑
k=1
m
(
Ln r S(n)k
)
= 1− (n− 1)o
(
1
n
)
n→∞−→ 1.
We will actually prove a bound which is stronger than (6.1), namely:
Proposition 6.2. There is C1 > 0 such that if we set
tk = t(n, k)
def
=
(
n
C1
) k(n−k)
2n
, (6.2)
then
max
k=1,...,n−1
m
(
Ln r S(n)k (tk)
)
= o
(
1
n
)
.
In particular, m
(⋂n−1
k=1 S(n)k (tk)
)
→n→∞ 1.
Let
γn,k
def
= sup
x∈Ln
αk(x).
Recall that Rankin’s constants or the generalized Hermite’s constants,
are defined as γ2n,k (note that our notations differ from traditional no-
tations by a square root). Thunder [Thu98] computed upper and lower
bounds on γn,k and in particular established the growth rate of γn,k.
The numbers t(n, k) have the same growth rate. Thus Proposition 6.2
should be interpreted as saying that the lattices in Ln for which the
value of each αk is close to the maximum possible value, occupy almost
all of the measure of Ln.
The proof of Proposition 6.2 relies on Thunder’s work, which in turn
was based on a variant of Siegel’s formula [Sie45] which relates the
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Lebesgue measure on Rn and the measure m on Ln. We now review
Siegel’s method and Thunder’s results.
In the sequel we consider n ≥ 2 and k ∈ {1, . . . , n− 1} as fixed and
omit, unless there is risk of confusion, the symbols n and k from the
notation. Consider the (set valued) map Φ = Φ
(n)
k that assigns to each
lattice x ∈ Ln the following subset of ∧kRn:
Φ(x)
def
= {±wΛ : Λ ⊂ x a primitive subgroup with r(Λ) = k} ,
where wΛ
def
= v1∧· · ·∧vk and {vi}k1 forms a basis for Λ (note that wΛ is
well defined up to sign, and Φ(x) contains both possible choices). Let
V = V (n)k
def
= {v1 ∧ · · · ∧ vk : vi ∈ Rn}r {0}
be the variety of pure tensors in ∧kRn. For any a compactly supported
bounded Riemann integrable function f on V set
fˆ : Ln → R, fˆ(x) def=
∑
w∈Φ(x)
f(w). (6.3)
Then it is known (see [Wei82]) that the (finite) sum (6.3) defines a
function in L1(Ln, m). Let θ = θ(n)k denote the Radon measure on V
defined by ∫
V
fdθ
def
=
∫
Ln
fˆ dm, for f ∈ Cc(V ). (6.4)
In this section we write G = Gn
def
= SLn(R). There is a natural
transitive action of Gn on V and the stabilizer of e1 ∧ · · · ∧ ek is the
subgroup
H = H
(n)
k
def
= {( A B0 D ) ∈ G : A ∈ Gk, D ∈ Gn−k} .
We therefore obtain an identification V ≃ G/H and view θ as a mea-
sure on G/H .
It is well-known (see e.g. [Rag72]) that up to a proportionality con-
stant there exists a unique G-invariant measure mG/H on G/H ; more-
over, given Haar measures mG, mH on G and H respectively, there is
a unique normalization of mG/H such that for any f ∈ L1(G,mG)∫
G
f dmG =
∫
G/H
∫
H
f(gh)dmH(h)dmG/H(gH). (6.5)
We choose the Haar measure mG so that it descends to our probability
measure m on Ln; similarly, we choose the Haar measure mH so that
the periodic orbit HZn ⊂ Ln has volume 1. These choices of Haar
measures determine our measure mG/H unequivocally. It is clear from
the defining formula (6.4) that θ is G-invariant and therefore the two
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measures mG/H , θ are proportional. In fact (see [Sie45] for the case
k = 1 and [Wei82] for the general case),
mG/H = θ. (6.6)
For t > 0, let χ = χt : V → R be the restriction to V of the
characteristic function of the ball of radius t around the origin, in ∧kRn.
Note that χˆ(x) = 0 if and only if x ∈ S(n)k (t) and furthermore, χˆ(x) ≥ 1
if x ∈ Ln r S(n)k (t). It follows that
m
(
Ln r S(n)k (t)
)
≤
∫
Ln
(̂χt)dm =
∫
V
χtdθ. (6.7)
Let Vj denote the volume of the Euclidean unit ball in R
j and let
ζ denote the Riemann zeta function. We will use an unconventional
convention ζ(1) = 1, which will make our formulae simpler. For j ≥ 1,
define
R(j)
def
=
j2Vj
ζ(j)
and
B(n, k)
def
=
∏n
j=1R(j)∏k
j=1R(j)
∏n−k
j=1 R(j)
.
The following calculation was carried out in [Thu98].
Theorem 6.3 (Thunder). For t > 0, we have∫
V
χt dmG/H = B(n, k)
tn
n
.
We will need to bound B(n, k).
Lemma 6.4. There is C > 0 so that for all large enough n and all
k = 1, . . . , n− 1,
B(n, k) ≤
(
C
n
) k(n−k)
2
. (6.8)
Proof. In this proof c0, c1, . . . are constants independent of n, k, j. Be-
cause of the symmetry B(n, k) = B(n, n−k) it is enough to prove (6.8)
with k ≤ n
2
. Using the formula Vj =
πj/2
Γ( j2+1)
we obtain
B(n, k) =
k∏
j=1
R(n− k + j)
R(j)
=
k∏
j=1
ζ(j)(n− k + j)2 π(n−k+j)/2
Γ(n−k+j
2
+1)
ζ(n− k + j)j2 πj/2
Γ( j
2
+1)
=
k∏
j=1
ζ(j)
ζ(n− k + j) ·
(
n− k + j
j
)2
· π n−k2 · Γ(
j
2
+ 1)
Γ(n−k+j
2
+ 1)
.
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Note that ζ(s) ≥ 1 is a decreasing function of s > 1, so (recalling our
convention ζ(1) = 1) ζ(j)
ζ(n−k+j) ≤ c0
def
= ζ(2). It follows that for all large
enough n and for any 1 ≤ j ≤ k,
ζ(j)
ζ(n− k + j) ·
(
n− k + j
j
)2
· π n−k2 ≤ c0n2π n−k2 ≤ 4n−k2 . (6.9)
According to Stirling’s formula, there are positive constants c1, c2 such
that for all x ≥ 2,
c1
√
2π
x
(x
e
)x
≤ Γ(x) ≤ c2
√
2π
x
(x
e
)x
.
We set u
def
= j
2
+ 1 and v
def
= n−k
2
, so that u+ v ≥ n−1
4
, and obtain
Γ( j
2
+ 1)
Γ(n−k+j
2
+ 1)
=
Γ(u)
Γ(u+ v)
≤ c2
c1
√
u+ v
u
uu
(u+ v)u+v
eu+v
eu
≤ c3ev u
u−1/2
(u+ v)u+v−1/2
= c3
(
e
u+ v
)v
1(
1 + v
u
)u−1/2 ,
≤ c3
(
4e
n− 1
)n−k
2
.
(6.10)
Using (6.9) and (6.10) we obtain
B(n, k) ≤
[
c34
n−k
2
(
4e
n− 1
)n−k
2
]k
=
[
c3
(
16e
n− 1
)n−k
2
]k
.
So taking C > 16c3e we obtain (6.8) for all large enough n. 
Proof of Proposition 6.2. Let C be as in Lemma 6.4 and let C1 > C.
Then by (6.7), (6.6) and Theorem 6.3, for all sufficiently large n we
have
m
(
Ln r S(n)k (tk)
)
≤ B(n, k)t
n
k
n
≤ 1
n
(
C
n
)k(n−k)
2
(
n
C1
) k(n−k)
2
=
1
n
(
C
C1
)k(n−k)
2
.
Multiplying by n and taking the maximum over k we obtain
n max
k=1,...,n
m
(
Ln r S(n)k (tk)
)
≤
(
C
C1
)n−1
2
→n→∞ 0.

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7. Closed A-orbits and well-rounded lattices
It is an immediate consequence of Theorem 1.1 that any closed A-
orbit contains a stable lattice. The purpose of this section is to show
that the same is true for the set of well-rounded lattices. Note that
this was proved by McMullen for compact orbits but for general closed
orbits, does not follow from his results. Our proof relies on previous
work of Tomanov and the second-named author [TW03], on [SW], and
on a covering result (communicated to the authors by Michael Levin),
whose proof is given in the appendix to this paper.
Theorem 7.1. For any n, any closed orbit Ax ⊂ Ln contains a well-
rounded lattice.
We will require the following topological result which generalizes
Theorem 3.3. Let s, t be natural numbers, and let ∆ denote the s-
dimensional simplex, which we think of concretely as conv(e1, . . . , es+1).
We will discuss covers of M
def
= ∆× Rt, and give conditions guarantee-
ing that such a cover must cover a point at least s + t + 1 times.
For j = 1, . . . , s + 1 let Fj be the face of ∆ opposite to ej , that is
Fj = conv(ei : i 6= j). Also let Mj def= Fj × Rt be the corresponding
subset of M .
Theorem 7.2. Suppose that U is a cover of M by open sets satisfying
the following conditions:
(i) For any connected component U of any element of U there exists
j such that U ∩Mj = ∅.
(ii) There is R so that for any connected component U of the inter-
section of k ≤ s+ t distinct elements of U , the projection of U to
Rt is (R, s+ t− k)-almost affine.
Then there is a point of M which is covered at least s+ t+ 1 times.
Note that hypothesis (ii) is trivially satisfied when k ≤ s, since any
subset of Rt is (1, t)-almost affine. Note also that Theorem 3.3 is the
case s = 0 of this statement. We give the proof of Theorem 7.2 in the
appendix.
We will need some preparations in order to deduce Theorem 7.1 from
Theorem 7.2. For 1 ≤ d ≤ n, let
Ind
def
= {1 ≤ i1 < · · · < id ≤ n}
denote the collection of multi-indices of length d and for J = (i1, . . . , id) ∈
Ind let eJ
def
= ei1 ∧ · · · ∧ eid . We equip
∧d
1 R
n with the inner product with
respect to which {eJ} is an orthonormal basis, and denote by Ed,n the
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quotient of
∧d
1 R
n by the equivalence relation w ∼ −w. Note that the
product of an element of Ed,n with a positive scalar is well-defined. We
will (somewhat imprecisely) refer to elements of Ed,n as vectors. Given
a subspace L ⊂ Rn with dimL = d, we denote by wL ∈ Ed,n the image
of a vector of norm one in
∧d
1 L. If Λ ⊂ Rn is a discrete subgroup of
rank d, we denote by wΛ ∈ Ed,n the image of the vector v1 ∧ · · · ∧ vd,
where {vi}d1 forms a basis for Λ. The reader may verify that these
vectors are well-defined and satisfy wΛ = |Λ|wL where L = spanΛ. We
denote the natural action of G on Ed,n arising from the d-th exterior
power of the linear action on Rn, by (g, w) 7→ gw. Given a subspace
L ⊂ Rn and a discrete subgroup Λ we set
AL
def
= {a ∈ A : awL = wL} and AΛ def= {a ∈ A : awΛ = wΛ}.
Note that the requirement awL = wL is equivalent to saying that aL =
L and det(a|L) = 1. Given a flag
F = {0  L1  · · ·  Lk  Rn} (7.1)
(not necessarily full), let AF
def
=
⋂
iALi. The support of an element
w ∈ Ed,n is the subset of Ind for which the corresponding coefficients of an
element of
∧d
Rn representing w are nonzero, and we write supp(L) or
supp(Λ) for the supports of wL and wΛ. For J = {i1 < · · · < id} ∈ Ind ,
set RJ
def
= span(eij ) and define the multiplicative characters
χJ : A→ R∗, χJ(a) def= det(a|RJ ).
Then for any subspace L ⊂ Rn,
AL =
⋂
J∈supp(L)
kerχJ (7.2)
(and similarly for discrete subgroups Λ). As in §3 we fix an invariant
metric on A. In order to verify hypothesis (ii) of Theorem 7.2, we will
need the following lemmas (cf. [McM05, Theorem 6.1]):
Lemma 7.3. Let T ⊂ A be a closed subgroup and let x ∈ Ln be a
lattice with a compact T -orbit. Then for any C > 0 there exists R > 0
such that for any collection {Λi} of subgroups of x, there exists b ∈ A
such that
{a ∈ T : ∀i ‖awΛi‖ ≤ C} ⊂ R-neighborhood of b
(⋂
i
AΛi
)
. (7.3)
Proof. We will identify A with its Lie algebra a via the exponential
map, and think of the subgroups AΛ as subspaces. By (7.2) only finitely
many subspaces arise as AΛ. In particular, given a collection of discrete
26 URI SHAPIRA AND BARAK WEISS
subgroups {Λi}, the angles between the spaces they span (if nonzero)
are bounded below. Therefore there exists a function ψ : R→ R with
ψ(R)→R→∞ ∞, such that{
a ∈ A : ∀ J ∈ ∪i supp(wΛi), ψ(R)−1 ≤ χJ(a) ≤ ψ(R)
} ⊂ (7.4)
{a ∈ A : d(a,∩iAΛi) ≤ R} .
Since Tx is compact, there exists a compact subset Ω ⊂ T such that
for any a ∈ T there exists b = b(a) ∈ T satisfying bx = x and b−1a ∈ Ω.
It follows that there exists M ≥ 1 such that:
(I) for any subspace L, ||bwL|| ≤M ||awL||.
(II) for any multi-index J , χJ(ba
−1) ≤M .
Given C > 0, let C ′
def
=MC and consider the finite set
S
def
= {Λ ⊂ x : ||wΛ|| ≤ C ′} .
For any Λ ∈ S write wΛ =
∑
J∈supp(wΛ) αJ(Λ)eJ . Let ε > 0 be small
enough so that
ε < min {|αJ(Λ)| : Λ ∈ S , J ∈ supp(wΛ)} ,
and choose R large enough so that ψ(R) > C ′/ε. We claim that for
any {Λi} ⊂ S ,
{a ∈ T : ∀i ‖awΛi‖ ≤ C} ⊂ {a ∈ T : d(a,∩iAΛi) ≤ R} . (7.5)
To prove this claim, suppose a is an element on the left hand side
of (7.5). By (7.4) it is enough show that for any J ∈ ∪i supp(Λi)
we have ψ(R)−1 ≤ χJ(a) ≤ ψ(R). Since the coefficient of eJ in the
expansion of awΛi is χJ(a)αJ(Λi) and since ||awΛi|| ≤ C, we have
χJ(a) ≤ C|αJ(Λi)| ≤
C
ε
≤ ψ(R).
On the other hand, letting b = b(a) we have bΛi ∈ S from (I), and
ε ≤ |αJ(bΛi)| = χJ(b)|αJ(Λi)| =⇒ χJ(b−1) ≤ C/ε
(II)
=⇒ χJ(a−1) = χJ(a−1b)χJ (b−1) ≤ C ′/ε ≤ ψ(R),
which completes the proof of (7.5).
Let {Λi} be any collection of subgroups of x and assume that the
set on the left hand side of (7.3) is non-empty. That is, there exists
a0 ∈ T such that for all i, ||a0wΛi|| ≤ C. Let b = b(a0) ∈ T , and set
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Λ′i
def
= bΛi. It follows that {Λ′i} ⊂ S and so
{a ∈ T : ∀i ‖awΛi‖ ≤ C} = b
{
a ∈ T : ∀i ∥∥awΛ′i∥∥ ≤ C}
(7.5)⊂ b{a ∈ T : d(a,∩iAΛ′i) ≤ R}
= {a ∈ T : d(a, b (∩iAΛi)) ≤ R} ,
where in the last equality we used the fact that AΛ′i = AΛi because A
is commutative. 
Lemma 7.4. Let F be a flag as in (7.1) and let AF be its stabilizer.
Then AF is of co-dimension ≥ k in A.
Proof. Given a nested sequence of multi-indices J1  · · ·  Jk it is
clear that the subgroup
k⋂
i=1
kerχJi
is of co-dimension k in A. In light of (7.2), it suffices to prove the
following claim:
Let F be a flag as in (7.1) with di
def
= dimLi. Then there is a nested
sequence of multi-indices Ji ∈ Indi such that Ji ∈ supp(Li).
In proving the claim we will assume with no loss of generality that
the flag is complete. Let v1, . . . , vn be a basis of R
n such that Li =
span {vj}ij=1 for i = 1, . . . , n − 1. Let T be the n × n matrix whose
columns are v1, . . . , vn. Given a multi-index J of length |J |, we denote
by TJ the square matrix of dimension |J | obtained from T by deleting
the last n− |J | columns and the rows corresponding to the indices not
in J . Note that with this notation, possibly after replacing some of the
vi’s by their scalar multiples, each wLd is the image in Ed,n of
v1 ∧ · · · ∧ vd =
∑
J∈Ind
(det TJ)eJ . (7.6)
In particular, J ∈ supp(Ld) if and only if det TJ 6= 0.
Proceeding inductively in reverse, we construct the nested sequence
Jd by induction on d = n, . . . , 1. Let Jn = {1, . . . , n} so that T = TJn.
Suppose we are given multi-indices Jn ⊃ · · · ⊃ Jd+1 such that Ji ∈
supp(wLi) for i = n, . . . , d + 1. We want to define now a multi index
Jd ∈ supp(wLd) which is contained in Jd+1. By (7.6), det TJd+1 6= 0.
When computing det TJd+1 by expanding the last column we express
det Tjd+1 as a linear combination of {det TJ : J ⊂ Jd+1, |J | = d}. We
conclude that there must exist at least one multi-index Jd ⊂ Jd+1 for
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which det TJd 6= 0. In turn, by (7.6) this means that Jd ∈ supp(wLd).
This finishes the proof of the claim. 
The following notation is analogous to Definition 2.5. Given a lattice
x ∈ Ln and δ > 0 let
Min∗δ(x)
def
= {v ∈ xr {0} : ‖v‖ < (1 + δ)α1(x)} .
V∗δ(x)
def
= spanMin∗δ(x).
dim∗δ(x)
def
= dimV∗δ(x).
Finally, for ε > 0, let U (ε) =
{
U
(ε)
j
}n
j=1
be the collection of open subsets
of A defined by
Uj = U
(ε)
j
def
= {a ∈ A : for all δ in a neighborhood of jε, dim∗δ(ax) = j}.
(7.7)
Similarly to the discussion in Lemma 3.4 we see that U (ε) is an open
cover of A.
Proof of Theorem 7.1. The strategy of proof is very similar to that of
Theorem 1.1. We consider covers U (ε) of A and use Theorem 7.2 to
deduce that U
(ε)
n is non-empty. The first step towards applying Theo-
rem 7.2 is to find a decomposition A ≃ Rn−1 = Rs × Rt and a simplex
∆ ⊂ Rs, so that the restriction of the cover to ∆×Rt satisfies the two
hypotheses of Theorem 7.2.
According to [TW03,SW], there is a decomposition A = T1×T2 and
a direct sum decomposition Rn =
⊕d
1 Vi such that the following hold:
• Each Vi is spanned by some of the standard basis vectors.
• T1 is the group of linear transformations which act on each Vi by
a homothety, preserving Lebesgue measure on Rn. In particular
s
def
= dimT1 = d− 1.
• T2 is the group of diagonal (with respect to the standard basis)
matrices whose restriction to each Vi has determinant 1.
• T2x is compact and T1x is divergent; i.e. Ax ∼= T1 × T2/(T2)x,
where (T2)x
def
= {a ∈ T2 : ax = x}.
• Setting Λi def= Vi ∩x, each Λi is a lattice in Vi, so that
⊕
Λi is of
finite index in x.
For a ∈ T1 we write χi(a) for the number satisfying av = eχi(a)v for
all v ∈ Vi. Thus each χi is a homomorphism from T1 to the additive
group of real numbers. The mapping a 7→⊕i χi(a)IdVi, where IdVi is
the identity map on Vi, is nothing but the logarithmic map of T1 and
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it endows T1 with the structure of a vector space. In particular we can
discuss the convex hull of subsets of T1. For each ρ we let
∆ρ
def
= {a ∈ T1 : max
i
χi(a) ≤ ρ}.
Then ∆ρ = conv(b1, . . . , bd) where bi is the diagonal matrix acting
on each Vj , j 6= i by multiplication by eρ, and contracting Vi by the
appropriate constant ensuring that det bi = 1.
Let Pi : R
n → Vi be the natural projection associated with the
decomposition Rn =
⊕
Vi. Each Pi(x) is of finite index in Λi and hence
discrete in Vi. Moreover, the orbit T2x is compact, so for each a ∈ T2
there is a′ belonging to a bounded subset of T2 such that ax = a′x.
This implies that there is η > 0 such that for any i and any a ∈ T2, if
v ∈ ax and Pi(v) 6= 0 then ‖Pi(v)‖ ≥ η. Let C > 0 be large enough so
that α1(x
′) ≤ C for any x′ ∈ Ln. Let ρ be large enough so that
eρη > 2C. (7.8)
We restrict the covers U (ε) (where ε ∈ (0, 1/n)) to ∆ρ × T2 and apply
Theorem 7.2 with t
def
= dimT2 = n− d. If we show that the hypotheses
of Theorem 7.2 are satisfied for each cover U (ε), we will obtain U (ε)n 6= ∅.
Then, taking εj → 0 and applying a compactness argument, we find a
well-rounded lattice in (∆ρ × T2)x.
Let U be a connected subset of U
(ε)
k ∈ U (ε). Repeating the arguments
proving Lemma 3.5, or appealing to [McM05, §7], we see that the k-
dimensional subspace L
def
= a−1V∗kε(ax) as well as the discrete subgroup
Λ
def
= L ∩ x are independent of the choice of a ∈ U . By definition of
U
(ε)
k , for any a ∈ U , aΛ contains k vectors vi = vi(a), i = 1, . . . , k which
span aL and satisfy
‖vi‖ ∈ [r, (1 + kε)r], where r def= α1(ax). (7.9)
In order to verify hypothesis (i) of Theorem 7.2, we need to show
that there is at least one j for which U ∩Mj = ∅. Let P1, . . . , Pd be the
projections above. Since kerP1∩· · ·∩kerPd = {0} and dimL = k ≥ 1,
it suffices to show that whenever U ∩Mj 6= ∅, L ⊂ kerPj. The face
Fj of ∆ρ consists of those elements a1 ∈ T1 which expand vectors in Vj
by a factor of eρ. If U ∩Mj 6= ∅ then there is a ∈ T2, a1 ∈ Fj so that
a1a ∈ U . Now (7.8), (7.9) and the choice of η and C ensure that the
vectors vi = vi(a1a) satisfy Pj(vi) = 0. Therefore L ⊂ kerPj.
It remains to verify hypothesis (ii) of Theorem 7.2. Let U be a
connected subset of an intersection Ui1 ∩ · · · ∩ Uik ∩ (∆ρ × T2) and let
30 URI SHAPIRA AND BARAK WEISS
Lij
def
= a−1V∗ijε(ax) and Λij
def
= Lij ∩ x. As remarked above, Lij ,Λij are
independent of a ∈ U .
By the definition of the Lij ’s we have that Lij  Lij+1 and so they
form a flag F as in (7.1). Lemma 7.4 applies and we deduce that
AF = ∩kj=1ALij is of co-dimension ≥ k in A. (7.10)
For each a ∈ U and each j let
{
v
(j)
ℓ (a)
}
∈ aΛij be the vectors spanning
aLij which satisfy (7.9). Let u
(j)
ℓ (a)
def
= a−1v(j)ℓ ∈ Λij . Observe that:
(a) spanZ
{
u
(j)
ℓ (a)
}
is of finite index in Λij and in particular, u
(j)
1 (a)∧
· · · ∧ u(j)ij (a) is an integer multiple of ±wΛij . As a consequence
||awΛij || ≤ ||v
(j)
1 (a) ∧ · · · ∧ v(j)ij (a)||.
(b) Because of (7.9) we have that ||v(j)1 (a)∧· · ·∧v(j)ij (a)|| < C for some
constant depending on n alone.
It follows from (a),(b) and Lemma 7.3 that there exist R > 0 and an
element b ∈ T2 so that
U ⊂ ∆ρ×
{
a ∈ T2 : ∀ij , ||awΛij || < C
}
⊂ T1×{a ∈ T2 : d(a, bAF ) ≤ R} .
By (7.10) we deduce that if p2 : A → T2 is the projection associated
with the decomposition A = T1×T2 then p2(U) is (R′, s+ t−k)-almost
afine, where R′ depends only on R, ρ. This concludes the proof. 
Appendix A. Proof of Theorem 7.2
Below X will denote a second countable metric space. We will use
calligraphic letters like U for collections of sets. The symbol mesh(A)
will denote the supremum of the diameters of the sets in A. The
symbol Leb(A) will denote the Lebesgue number of a cover A, i.e. the
supremum of all numbers r such that each ball of radius r in X is
contained in some element of A. The symbol ord(A) will denote the
largest number of distinct elements of A with non-empty intersection.
Definition A.1. A collection {Xj}j∈J of subsets of X is said to be
uniformly of asymptotic dimension ≤ n if for every r > 0 there is R > 0
such that for every j ∈ J there is an open cover Xj of Xj such that
• mesh(Xj) ≤ R.
• Leb(Xj) > r.
• ord(Xj) ≤ n + 1.
As an abbreviation we will sometimes write ‘asdim’ in place of ‘as-
ymptotic dimension’.
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Recall that a cover of X is locally finite if every x ∈ X has a neigh-
borhood which intersects finitely many sets in the cover. We call the
intersection of k distinct elements of A a k-intersection, and denote
the union of all k-intersections by [A]k. We will need the following two
Propositions for the proof of Theorem 7.2. We first prove Theorem 7.2
assuming them and then turn to their proof.
Proposition A.2. Let A be a locally finite open cover of a space
X such that ord(A) ≤ m and the collection of components of the k-
intersections of A, 1 ≤ k ≤ m, is uniformly of asdim ≤ m−k. Then A
can be refined by a uniformly bounded open cover of order at most m.
Proposition A.3. Let ∆1 and ∆2 be simplices, X = ∆1 × ∆2, pi :
X → ∆i the projections and A a finite open cover of X such that for
every A ∈ A and i = 1, 2 the set pi(A) does not meet at least one of
the faces of ∆i. Then ord(A) ≥ dim∆1 + dim∆2 + 1.
Proof of Theorem 7.2. Let m
def
= dimM = s + t, and suppose by con-
tradiction that ord(U) ≤ m. Since every cover of M has a locally finite
refinement, there is no loss of generality in assuming that U is locally
finite. Replacing U with the set of connected components of elements
of U , we may assume that all elements of U are connected. For any r0,
and any bounded set Y , the product space Y × Rd can be covered by
a cover of order d + 1 and Lebesgue number greater than r0. Hence
our hypothesis (ii) implies that for each k = 1, . . . , m, the collection
of connected components of intersections of k distinct elements of U
is uniformly of asymptotic dimension at most m − k. Therefore we
can apply Proposition A.2 to assume that U is uniformly bounded and
of order at most m. Take a sufficiently large t-dimensional simplex
∆1 ⊂ Rt so that the projection of every set in U does not intersect at
least one of the faces of ∆1. We obtain a contradiction to Proposition
A.3. 
For the proofs of Propositions A.2, A.3 we will need some auxiliary
lemmas.
Lemma A.4. Let {Gi : i ∈ I} be a locally finite collection of open
subsets of a metric space X, and let Z be an open subset such that
for each i 6= j, Gi ∩ Gj ⊂ Z. Then there are disjoint open subsets
Ei, i ∈ I , such that for any i
Gi r Z ⊂ Ei ⊂ Gi. (A.1)
Proof. For each Gi and x ∈ Gi ∩ ∂ (Gi r Z) set
rx
def
=
1
3
inf
j 6=i
d (x, ∂ (Gj r Z)) ,
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where d is the metric on X . The infimum in this definition is in fact a
minimum since {Gi} is locally finite. To see that it is positive, suppose
if possible that yℓ → x for a sequence (yℓ) ⊂ ∂(Gj r Z). Then there
are y˜ℓ ∈ Gj r Z with d(yℓ, y˜ℓ) → 0 so that y˜ℓ → x. Since Gi is open,
for large enough ℓ we have y˜ℓ ∈ Gi, contradicting the assumption that
Gi ∩Gj ⊂ Z. Now we set
Ei
def
= E′∪E′′, where E′ def= GirZ and E′′ def= Gi∩
⋃
x∈Gi∩∂ (GirZ)
B(x, rx).
Clearly each Ei satisfies (A.1), and it is open since E
′′ is open and
covers the boundary points of E′. To show that the sets Ei are disjoint,
suppose if possible that z ∈ Ei ∩ Ej. Then there are x ∈ Gi, y ∈ Gj
such that z ∈ B(x, rx) ∩B(y, ry). Supposing with no loss of generality
that rx ≥ ry we find that
d(x, y) ≤ d(x, z) + d(z, y) ≤ 2rx ≤ 2
3
d (x, ∂ (Gj r Z)) ,
which is impossible. 
We denote the nerve of a cover A by Nerve(A), and consider it
with the metric topology induced by barycentric coordinates. Given a
partitition of unity subordinate to a cover A of X , there is a standard
construction of a map X → Nerve(A); such a map is called a canonical
map.
Lemma A.5. Let a space Y be the union of two open subsets D and E,
and let D and E be open covers of D and E respectively, with bounded
mesh and ord, and such that if C ⊂ D ∩ E is a connected subset
contained in an element of D, then it is contained in an element of E .
Then, there is an open cover Y of Y such that:
(1) The cover Y refines D ∪ E .
(2) mesh(Y) ≤ max (mesh(D),mesh(E)) .
(3) ord(Y) ≤ max (ord(D) + 1, ord (E)).
Proof. Let ord(D) = n+1, let X def= Nerve(D), and let π : D→ X be a
canonical map. Take an open cover of X of X such that ord(X ) ≤ n+1
and π−1(X ) refines D. Let f : Y → [0, 1] be a continuous map such
that f |YrE ≡ 0 and f |YrD ≡ 1. Set Y ′ def= f−1
([
1
3
, 2
3
])
and
g : Y ′ → Z def= X ×
[
1
2
,
2
3
]
, g(y)
def
= (π(y), f(y)).
Since dimZ ≤ n+1 there is an open cover Z of Z such that ord(Z) ≤
n + 2, the projection of Z to X refines X and the projection of Z
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to
[
1
2
, 2
3
]
is of mesh < 1/3. Let Y ′ denote the collection of connected
components of sets {g−1(W ) : W ∈ Z}. By construction Y ′ refines
D. Also, since the sets in Y ′ are connected and contained in D ∩ E
the assumption of the Lemma implies that Y ′ also refines E . Moreover
ord(Y ′) ≤ n+2 and no element of Y ′ meets both f−1 (1
3
)
and f−1
(
2
3
)
.
For every Ω ∈ Y ′ which intersects f−1 (1
3
)
, there is an element D ∈ D
such that Ω ⊂ D. We choose one such D and say that D marks Ω.
Similarly if Ω intersects f−1
(
2
3
)
there is E ∈ E so that Ω ⊂ E, we
choose one such E and say that E marks Ω. We now modify elements
of D and E : for each element D ∈ D, define
D˜
def
=
(
D ∩ f−1 ([0, 1/3))) ∪ ⋃
D marks Ω
Ω.
Similarly we modify elements of E , defining
E˜
def
=
(
E ∩ f−1 ((2/3, 1])) ∪ ⋃
E marks Ω
Ω.
We refer to D˜, E˜ as modified elements of D, E . Finally define Y as
the collection of modified elements of D and E and the elements of Y ′
which do not meet f−1
(
1
3
)
or f−1
(
2
3
)
. It is easy to see that X has the
required properties. 
Lemma A.6. Let Y be a metric space and let D,Ei, i ∈ I be open
subsets which cover Y . Assume that the Ei’s are disjoint, connected,
and are uniformly of asdim ≤ ℓ − 1. Let D be an open cover of D
which is of bounded mesh and ordD ≤ ℓ. Then Y has an open cover
Y which refines the cover D ∪ {Ei : i ∈ I }, is of bounded mesh and
ordY ≤ ℓ+ 1.
Proof. Using the assumption that Ei is uniformly of asdim ≤ ℓ− 1 we
find an open cover Ei of Ei which is of uniformly bounded mesh, such
that ord Ei ≤ ℓ and Leb Ei > meshD. Let E def=
⋃
I Ei and let
E def=
⋃
i∈I
{Ei ∩ U : U ∈ Ei}.
Clearly it suffices to verify that the hypotheses of Lemma A.5 are
satisfied. Indeed, by assumption the cover D is of bounded mesh and
order, and E is of bounded mesh because of the uniform bound on
mesh(Ei). We also have that ordE ≤ ℓ + 1 because of the bounds
ordEi ≤ ℓ + 1 and the fact that the Ei are disjoint. For the last
condition, let a connected subset C ⊂ D ∩ E which is contained in an
element of D be given. By the connectedness and disjointness of the
Ei’s we conclude that there exists i with C ⊂ Ei. Because Leb Ei >
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meshD we deduce that since C is contained in an element of D it must
be contained in an element of Ei and in turn, as it is contained in Ei,
it must be contained in an element of E . 
Proof of Proposition A.2. Proceeding inductively in reverse order, for
k = m, . . . , 1 we will construct a uniformly bounded open cover Ak
of [A]k such that ord(Ak) ≤ m + 1 − k and Ak refines the restriction
of A to [A]k. The construction is obvious for k = m. Namely, our
hypothesis and Definition A.1 with n = m−k = 0 mean that [A]m has
a cover of bounded mesh and order 1, that is, we can just set Am to be
the connected components of [A]m. Assume that the construction is
completed for k+1 and proceed to k as follows. First notice that for two
distinct k-intersections A and A′ of A the complements Ar [A]k+1 and
A′r[A]k+1 are disjoint. By Lemma A.4, we can cover [A]kr[A]k+1 by a
collection {Ei : i ∈ I } of disjoint connected open sets such that every
Ei is contained in a k-intersection of A. In particular, the collection
{Ei : i ∈ I } is uniformly of asdim ≤ m − k. We can therefore apply
Lemma A.6 with the choices Y = [A]k ,D = [A]k+1 ,D = Ak+1, the
collection {Ei : i ∈ I }, and ℓ = m− k, and obtain an open cover Y of
[A]k of order ≤ m−k+1 that refines D∪{Ei : i ∈ I } and in particular,
refines A|Y . This completes the inductive step.

Proofs of Proposition A.3. For every A ∈ A choose a vertex vAi of ∆i
so that pi(A) does not intersect the face of ∆i opposite to v
A
i . Let
Y
def
= Nerve(A) and let f : X → X be the composition of a canonical
map X → Y and a map Y → X which is linear on each simplex of Y
and sends the vertex of Y related to A ∈ A to the point (vA1 , vA2 ) ∈ X .
Take a point x ∈ ∂∆1 × ∆2. Then p1(x) belongs to a face ∆′1 of ∆1
and hence for every A ∈ A containing x we have that vA1 ∈ ∆′1. Thus
both x and f(x) belong to ∆′1 × ∆2. Applying the same argument to
∆1 × ∂∆2 we get that the boundary ∂X is invariant under f and f
restricted to ∂X is homotopic to the identity map of ∂X . If ord(A) ≤
dim∆1+dim∆2 then dimY ≤ dimX−1 and hence there is an interior
point a ofX not covered by f(X). Take a retraction r : Xr{a} → ∂X .
Then the identity map of ∂X factors up to homotopy through the
contractible space X which contradicts the non-triviality of the reduced
homology of ∂X . 
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