Abstract-The paper proposes a novel iterative outputfeedback control design procedure, with necessary and sufficient stability conditions, for linear time-invariant systems within the linear quadratic regulator (LQR) framework. The proposed iterative method has a guaranteed convergence from an initial Lyapunov matrix, obtained for any stabilizing statefeedback gain, to a stabilizing output-feedback solution. Another contribution of the proposed method is that it is computationally much more tractable then algorithms in the literature, since it solves only a Lyapunov equation at each iteration step. Therefore, the proposed algorithm succeed in high dimensional problems where other, state-of-the-art methods fails. Finally, numerical examples illustrate the effectiveness of the proposed method.
I. INTRODUCTION
One of the most fundamental problems in control theory is the linear quadratic regulator (LQR) design problem [1] . The so-called infinite horizon linear quadratic problem of finding a control function u * (t) = Kx(t) for x 0 ∈ R nx that minimizes the cost functional:
with R > 0, Q − N R −1 N T ≥ 0 subject to x(0) = x 0 , anḋ x(t) = Ax(t) + Bu(t), y(t) = Cx(t) + Du(t),
has been studied by many authors [1] , [2] , [3] , [4] . In the equations above x(t) ∈ R nx , y(t) ∈ R ny , and u(t) ∈ R nu denote the state, measurable output, and the control input vectors, respectively. Furthermore, matrices A ∈ R nx×nx , B ∈ R nx×nu , C ∈ R ny×nx , and D ∈ R ny×nu are constant known matrices. Given a symmetric matrix P = P T ∈ R n×n , the inequality P > 0 (P ≥ 0) denotes that P is positive (semi) definite. Matrices, if not explicitly stated, are assumed to have compatible dimensions.
Often it is not possible or economically feasible to measure all the state variables. In this case, an output-feedback control law defined as u(t) = F y(t),
would be more beneficial. However, finding an optimal output-feedback control law in the form (3), which minimizes (1) , is still one of the most important open questions *This work has been financed in part by the Swedish Energy Agency (P43322-1), and by IMPERIUM (H2020 GV-06-2015).
1 Department of Electrical Engineering, Chalmers University of Technology, Hörsalsvägen 9-11, SE-412 96, Gothenburg, Sweden.
adrian.ilka@chalmers.se in control engineering, despite the availability of many approaches and numerical algorithms, as it is pointed out in survey papers [5] , [6] . This is mainly due to the lack of testable necessary and sufficient conditions for outputfeedback stabilizability, and/or the limitations of the available approaches.
Non-testable sufficient conditions for output-feedback stabilizability within the LQR framework are mostly formulated as coupled nonlinear equalities or linear/bilinear matrix inequalities (LMIs/BMIs) [7] , [8] , [9] , [10] . The majority of algorithms for output-feedback LQR design are formulated in terms of LMIs [11] , [12] , [13] , [14] , [15] , [16] , [17] or BMIs [18] , [10] , [19] , [20] , [21] , [22] . These algorithms are dependent on the used LMI or BMI solvers and could work well for small-sized problems, but may fail as the problem size increases (due to solver limitations). In addition, available iterative numerical algorithms with convergence such as [23] , [24] , or algorithms using nonlinear programming such as [25] , [26] , unfortunately require a selection of an initial stabilizing output-feedback gain. However, a direct procedure for finding such a gain is unknown and could be hard to get, as discussed in [5] . Finally, authors in [8] proposed a promising iterative algorithm which iterates a Riccati equation from an initial state-feedback solution, however the convergence has not been proven.
Inspired by [8] , in this paper we propose an alternative way for output-feedback LQR design for linear timeinvariant (LTI) systems, using a modified Newton's method with guaranteed convergence to an output-feedback solution from any stabilizing state-feedback gain, more precisely, from a Lyapunov matrix for any stabilizing state-feedback gain. Furthermore, the proposed algorithm requires solving only a Lyapunov equation at each iteration step, which is computationally much more tractable then algorithms in the literature, including approaches based on LMIs and/or BMIs.
II. NECESSARY AND SUFFICIENT CONDITIONS FOR OUTPUT-FEEDBACK STABILIZABILITY
This section formulates the necessary and sufficient stability conditions for output-feedback stabilizability in the LQR framework, adopted and modified from [8] . In the rest of the paper it is assumed without loss of generality that in the system (2) the matrix D is zero, see for example [27] .
Considering the system (2) and the output-feedback control low (3), let us recall some related terminology.
Definition 1.
A square matrix A ∈ R nx×nx is said to be stable if and only if for every eigenvalues λ i of A, 1) The system (2) is static output-feedback stabilizable.
2) The pair (A, B) is stabilizable, the pair (A, C) is detectable and there exist real matrices F ∈ R nu×ny and G ∈ R nu×nx such that
where P ∈ R nx×nx is the real symmetric positivedefinite solution of
for given Q ∈ R nx×nx , N ∈ R nx×nu and R ∈ R nu×nu matrices satisfying
Proof. Assume that the first condition holds that is A−BF C is stable, for some F . Then the pair (A, B) is stabilizable since A − BK is stable for K = F C, and consequently the pair (A, C) is detectable, since A − LC is stable for L = BF . Furthermore, because A − BF C is stable, there exists a unique symmetric positive-definite matrix P (see [8] , [28] for details), such that
Rearranging (7), one can obtain
Hence, setting
Now assume that the second condition holds. From equation (4) follows that (7) is satisfied. From the second condition follows that A − LC is stable for some L. Noting that
it follows that the pair A − BF C, C F C is detectable as well. Since P is symmetric and positive-definite, we conclude from (7) that A − BF C is stable, [8] , [28] .
The next corollary is straightforward.
Corollary 1. Suppose that
then the following statements are equivalent, 1)
2)
Proof. The equivalence can be proved by substituting back all the denotations.
III. MODIFIED NEWTON'S METHOD FOR INFI-NITE HORIZON OUTPUT-FEEDBACK LQR DESIGN
The equations (10) and (11) are algebraic Riccati-like equations. In general, Newton's method and it's modifications are widely used to solve algebraic Riccati equations [29] , [30] , [31] , [32] . Inspired by [29] and [30] we propose a modified Newton's method to solve the infinite horizon output-feedback LQR problem, i.e. to find a control law in the form (3) for the system (2), minimizing the cost function defined as (1) .
Consider S as a Banach space for any matrix norm, then R is mapping from S into itself. The first Fréchet derivative of (11) at the matrix P is a linear map R P : S → S given by
where Z = C T (CC T ) −1 C, and
Then the Newton's method for the solution of (11) for the j-th iteration is
Considering (12) and (13), we can write
The equation (14) is a coupled Sylvester equation, which can be solved by gradient-based iterative methods such as [33] , [34] and [35] . However, by freezing the matrix G in (11), the term G T RG becomes a constant during an iteration step and the Fréchet derivative reduces tô
and the Newton's method for the j-th iteration to
where
The equation (17) is a Lyapunov equation, which can be solved efficiently and with much less computational effort (and computational time) then solving (14) with iterative methods. By this modification we loose the quadratic convergence, but we can still prove that under certain assumptions it converges (at least linearly) to a solution.
The next Algorithm summarizes the proposed modified Newton's method for infinite-horizon output-feedback LQR design using (16)- (19) . 
A. Convergence
In this subsection, we show that under certain assumptions, Algorithm 1 has a guaranteed convergence from a stabilizing starting guess P 0 (i.e.Ã −SP 0 is stable for someQ ≥ 0), to a stabilizing output-feedback solution.
Remark 1. If system (2) is stabilizable and detectable, then the standard state-feedback LQR solution for (2) for somẽ Q ≥ 0 always gives a P 0 for whichÃ −SP 0 is stable.
Let us recall some results relating to the convergence proof.
Definition 5. The inertia of a matrix W ∈ R n×n is the triple In(W ) = (π(W ), ν(W ), δ(W )) where π(W ), ν(W ), and δ(W ) are the number of eigenvalues with positive, negative, and zero real part respectively. 
Lemma 2. Let
Proof. Suppose that the pair (Ã,C q ) is detectable. From step 7 from Algorithm 1 applied to (11) we can get
sinceQ andS are positive semidefinite, due to the positive semidefiniteness of Q−N R −1 N T and R. From (20) follows that ifÃ −SP j is stable, thenÃ −S(P j + X j ) is also stable. Furthermore, Lemma 2 implies that P j + X j is positive semidefintie. The Lyapunov operator corresponding to the Lyapunov equation in step 7 from Algorithm 1 is well defined, precisely as:
for X j ∈ R nx×nx and j = 1, 2, . . ..
Let us recall the following Lemma.
is a sequence of symmetric matrices such that {R(P j )} Collecting the results so far, we have the following convergence result for the modified Newton's method. (Ã, B) is stabilizable, the pair (Ã,C q ) is detectable, and there exist real matrices F and G such that F C −R −1 (B T P +N T ) = G. If Algorithm 1 is applied to (11) with a stabilizing starting guess P 0 (i.e.Ã− BK 0 is stable for someQ ≥ 0), then P * = lim j→∞ P j exists and is the stabilizing solution of the generalized Riccati-like equation (11) .
Theorem 2. Suppose that the pair
Proof. The proof follows from Theorem 1, Lemmas 1, 2, 3 and Proposition 1.
Remark 2. From Theorem 2 follows that the convergence rate of Algorithm 1 is at least sublinear. In the examples we studied that the convergence rate is in fact linear, although further investigation is needed to show if the convergence rate is strictly linear.
Remark 3. Control law (3) is defined in a static outputfeedback (SOF) form. Many controller structures can be transformed to this SOF form (like proportional-integral PI, proportional-integral-derivative PID, proportional-derivative PD, even full/reduced order dynamic output-feedback controllers) by augmenting the system with additional state variables. For more info, see [17] .
IV. NUMERICAL EXAMPLES
In order to show the viability of the previous proposed method (P. Method), the COMPl e ib [37] library has been used. For better highlighting the benefits of the proposed method, the iterative LMI (iLMI) method (Method 2) from [17] and the BMI formulation of the ofLQR problem (Lemma 4) (Method 1) have been evaluated on the COMPl e ib library as well.
Lemma 4. The static output-feedback LQR design problem is equivalent with the following optimization problem
subject to
Proof. Assume that the Lyapunov candidate
is positive definite. Then from the Bellman-Lyapunov inequality followṡ
which indicates that the closed-loop system is stable. Integrating both sides from 0 to ∞ we can obtain the upper bound of the cost function
which completes the proof.
All numerical solutions, have been carried out on HP EliteBook 820 (Intel CORE i7-5600u 2.60 GHz CPU, 16 GB RAM) laptop computer using Matlab 2017a [38] . Furthermore, BMI and iLMI formulations have been carried out by Penlab BMI solver [39] and by Mosek LMI solver [40] using YALMIP R20150918 [41] . Finally, for the proposed method (Algorithm 1) for the step 7 the built-in Matlab lyap subrutin has been used.
Numerical results for all static output-feedback stabilizable plants in COMPl e ib for Q = C T C, R = I, N = 0, and x 0i = 1, i = 1, . . . , n x , are shown in Table I . The results indicates that the proposed approach is superior compared to BMI and iLMI formulations. In addition, even with the builtin Matlab lyap subrutin, which is not well-suited for largescale problems, we where able to solve examples with order higher then 4000 within minutes. The LAH example well demonstrates that the proposed approach is computationally much more tractable then approaches based on LMIs and/or BMIs. While the Algorithm 1 converged to a solution in 2.84 milliseconds, it took 38 seconds for the iLMI formulation, and 8.31 hours for the BMI one.
Table I also indicates that most of the examples in the COMPl e ib library are ill-posed and therefore the residual is also ill-conditioned. Due to this, in many cases the Q = C T C has negative eigenvalues in Matlab, while Q ≥ 0 is needed for the convergence. Furthermore, it can be stated that if the condition number (using Frobenius norm) of the residual (11) is higher than 1 × 10 16 then the proposed algorithm often fails to converge to a solution. The only one exception is the plant NN17, however the condition number is still big (3.71×10
15 ) which could cause numerical problems. From this follows that system scaling or using some preconditioning techniques is recommended for illposed and/or ill-conditioned problems. The same applies for the iLMI and BMI formulations.
Beside these, the proposed algorithm was still able to find a solution for plenty of examples without any scaling and/or preconditioning, even with negative eigenvalues in Q = C T C in Matlab, and for condition number of the residual (11) R(P 0 ) higher than 1×10
16 . Let us note that for examples where the condition number for R(P 0 ) was less then 1 × 10 10 the Algorithm 1 converged within 2-3 steps.
In Table I superscripts indicate that 1 for the given plant Q = C T C has negative eigenvalues in Matlab, 2 for the given plant the condition number of the residual (using Frobenius norm) κ(R(P 0 )) F is higher than 1×10 16 , where P 0 is the solution of the state-feedback LQR design, 3 for the given plant the pair (Ã,B) is not stabilizable.
Remark 4. The first and third condition is prerequisite even for the standard LQR design (i.e. for state-feedback LQR design).
Convergence rates of the proposed algorithm on different COMPl e ib plants (AC3, AC4 and DIS2), for initial Lyapunov matrices obtained from standard state-feedback LQR design, are shown in Fig. 1 . Convergence rates of the proposed algorithm on the COMPl e ib plant AC3 for random initial Lyapunov matrices are shown in Fig. 2 . From figures follow that the convergence rate is linear if the initial Lyapunov matrix is calculated by the standard LQR design, and that it becomes linear in the neighbourhood of the solution. 
V. CONCLUSIONS
A novel iterative design is proposed for output-feedback LQR design for LTI systems with guaranteed convergence to a solution (for an initial Lyapunov matrix obtained for any stabilizing state-feedback gain). Numerical results highlight that the proposed approach is computationally much more tractable then approaches based on LMIs and/or BMIs. Along this line, numerical results also indicate that regularization is needed to improve usability of the proposed approach for ill-conditioned problems. This can be done by preconditioning the Lyapunov equation within the Newton's method similarly as in [32] . Furthermore, the proposed approach can be easily extended with exact line-search, similarly as it is done in [29] to speed up the convergence. Finally, using a technique introduced in [42] , a robust output-feedback controller can be designed by the proposed approach. 
