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MicroRNAsGene expression is a dynamic process, and what factors inﬂuence gene expression changes upon external
stimulus have not been clearly understood. We studied gene expression proﬁles in human umbilical vein en-
dothelial cells (HUVEC) after the Tumor Necrosis Factor (TNF) stimulus, and found that: the promoters of
fast-response up-regulated genes were enriched with several “active” chromatin markers like H3K27ac and
H3K4me3, and also preferentially bound by Pol II and c-Myc; the core-promoter regions of slow-response
up-regulated genes were frequently occupied by nucleosomes; down-regulated genes were more intensively
regulated by microRNAs. Moreover, the Gene Ontology and motif analysis of the promoter regions revealed
that gene clusters with different response behaviors had different functions and were regulated by different
sets of transcription factors. Our observations suggested that the different gene expression patterns upon ex-
ternal stimulus were regulated by a combination of multi-layer regulators.
© 2012 Elsevier Inc. All rights reserved.1. Introduction
Gene expression is a complex process and inﬂuenced by both cell
internal status and external environments. Previous studies have
found varied gene expression patterns induced by external stimulus
[1–4]. However, how the transcriptional and posttranscriptional regu-
lators, such as chromatin states, transcription factors and microRNAs,
are involved in the selective regulation of induced genes after external
stimulus is still not fully understood.
The chromatin state, which is marked largely by different histone
modiﬁcations, is recently found to play key roles in regulating gene
transcription [5]. Previous studies used histone modiﬁcation patterns
to locate the positions of gene promoters [6] and predict gene transcrip-
tion levels successfully [7]. Certain chromatin states have been demon-
strated to form binding surfaces for other regulators (e.g. transcription
factors) to activate or repress transcription [5]. It has also been reported
that the chromatin state may inﬂuence gene expression dynamics. For
example, someof the rapidly inducible geneswere reported to associate
with high levels of H3K4me3modiﬁcation at their promoter regions [8],
and bivalent genes whose promoters were marked by both active
(H3K4me3) and repressive (H3K27me3) histone makers were found
to change their expression levels rapidly during differentiation [9].
The mRNA expression level is determined by both the transcription
and degradation rate of the transcripts. MicroRNAs are another impor-
tant class of regulators, which could bind to their mRNA targets byersity, Beijing 100084, China.
ang).
rights reserved.sequence complementary, leading to translational repression and/or ac-
celerated degradation [10]. It has been shown that microRNA could
function to ensure the preciseness and ﬁdelity of dynamic and spatially
restricted gene expression [11], and somemicroRNAs were reported to
regulate the expression of TNF-induced genes [12–14]. However, it is
not clear how chromatin state and microRNA regulation could affect
the gene expression dynamics upon external stimulus.
Tumor necrosis factor (TNF) is an important external stimulus in-
volving in many biological processes, such as cell differentiation, pro-
liferation, inﬂammation, immune responses, and tissue development.
The effects of TNF are mainly mediated by a cluster of transcription
factors (TFs), including NF-κB, AP-1 and interferon-regulatory factors,
among which NF-κB is a key factor [2,3,15,16]. Previous studies have
found that the genes induced by TNF showed varied kinetics, and
mRNA stability was found to contribute to the temporal order of
gene response [2,3].
In this study, we set out to explore themechanisms regulating the ki-
netics of gene expression after external stimulus. This work started from
analyzing the relationships between chromatin states and responding
speeds of the TNF induced genes. By coupling histone modiﬁcation pro-
ﬁles and time serial microarray data in HUVEC, we showed that the his-
tone modiﬁcation state of gene promoter regions was signiﬁcantly
correlatedwith the response speeds of induced gene expression changes.
Though having similar average expression values before stimulus, the
up-regulated genes with different kinetics showed different histone
modiﬁcation patterns and transcription factors binding preferences.
And the core-promoter regions of fast-responding up-regulated genes
were nucleosome depleted and showed high levels of Pol II binding.
While, the down-regulated genes showed less pronounced histone
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microRNAs. Moreover, the Gene Ontology (GO) and motif analysis
displayed different characteristics among gene clusters with different ki-
netic properties. Ourwork indicated that the different expression kinetics
of induced genes could be inﬂuenced by a combination of histone modi-
ﬁcations, transcription factors andmicroRNAs, and differentmechanisms
were involved in regulating the up- and down-regulated genes.
2. Materials and methods
2.1. Gene expression data
The time-serial gene expression microarray data after TNF stimula-
tion in HUVEC were downloaded from the NCBI GEO database
(GSE9055). The data had 25 time points, from 0 to 8 h after the stimulus,
with 0.25 h interval before 4 h, and 0.5 h interval after 4 h. The raw data
was normalized, log2-transformed and processed by the dChip software
[17] (version 2010_01). Genes with standard deviation more than 0.5
over the time course and expression level no less than 4.00 in at least
50% samples were kept for further analysis. The genes were considered
as up-regulated if log (average expression level)− log (original expres-
sion level)>0.4, andwere considered as down-regulated if log (average
expression level)− log (start expression level)b−0.4. Then, the
up-regulated and down-regulated genes were further subdivided into
three sub-clusters based on the k-means clustering. The proper category
numbers for the clusteringwere decided by the elbow point of the curve
of criterion function calculated by the k-means algorithm [18] (Supple-
mentary Fig. S1). Finally, 66, 133, and 208 genes fell into three
up-regulated gene clusters: up1 (fast), up2 (mid), up3 (slow); and 33,
111, and 162 genes fell into three down-regulated gene clusters:
down1 (fast), down2 (mid), down3 (slow) respectively.
2.2. Sequencing data
We downloaded the 14 kinds of deep sequencing data of HUVEC
from ENCODE [19,20]. The data included nine ChIP-seq data for histone
modiﬁcations: H3K4me1, H3K4me2, H3K4me3 and H3K9ac, H3K9me1,
H3K27ac, H3K27me3, H3K36me3 and H4K20me1; three ChIP-seq data
sets for RNA Polymerase II (Pol II), c-Myc (MYC) and CTCF; two types
of data for identifying open chromatin regions: DNaseI HS (DNaseI hy-
persensitivity signiﬁes chromatin accessibility following binding of
trans-acting factors in place of a canonical nucleosome) and FAIRE
(formaldehyde Assisted Isolation of Regulatory Elements identiﬁes
nucleosome-depleted regions of the genome). For each sequencing
data, we calculated the read numbers along the regions [−1500 bp,
1500 bp] relative to the transcription start site (TSS) according to the
RefSeq annotation for hg18 [20], and normalized by the total read num-
bers in each library.
2.3. Regression analysis
The linear regression analysis was done between the gene reaction
rate after TNF stimulus (Y) and the chromatin state (X) for the 407
up-regulated genes. All the 14 kinds of sequencing datawere used. Sup-
pose therewas a linear relationship between Y andXi, we constructed the
model for them (Y=(Et−E0)/t, twas the timewhen the expression level
reached half of the maximum/minimum for the up/down regulated
genes, Et was the expression value at time t, E0 was the expression value
at time 0, before TNF stimulus; Xi (i=1, 2,…, 14) was the normalized
reads count for the ith sequencing data set in the regions [−1500 bp,
1500 bp] relative to the TSSs).
2.4. Motif and gene ontology analysis
The human genome sequences and RefSeq gene annotations
(hg18, NCBI build 36) were downloaded from UCSC Genome Browser[20]. The known Position Weight Matrices for TF binding sites were
downloaded from the TRANSFAC [21]. The motif analysis was
performed with the motifclass program in CREAD package [22].
For each gene, we collected its promoter sequences from the region
[−800 bp, 200 bp] relative to the TSS. The promoter sequences of
each cluster of genes were set as the foreground respectively, and
these randomly chosen from non-induced genes were set as the
background.
GO and KEGG pathway enrichment analysis was performed with
DAVID (version 6.7) [23,24]. A threshold of false discovery rateb0.05
and Benjamini–Hochberg corrected p-valueb0.01 was used to ﬁnd the
enriched terms.
2.5. MicroRNA targeting analysis
ThemicroRNA target predictionswere downloaded fromTargetScan
(version 5.2) [25], and only the highly conﬁdent and conserved ones
were used in our analysis. For each microRNA, we counted the number
of its targets in a gene sub-cluster, and compared it with the number of
its targets among all RefSeq genes. A microRNA was called to be
over-represented in a gene cluster only when the Chi-square test
p-valueb1e−4 after Bonferroni multi-test correction.
3. Results
3.1. TNF induced gene-expression patterns in HUVEC
The time-serial microarray data of gene expression after TNF stim-
ulus in HUVEC were ﬁltered and clustered. The results showed that
407 genes were up-regulated and 307 were down-regulated after
the stimulation (Supplementary Table S1).
To further investigate the mechanisms contributing to the dynam-
ic patterns, we categorized each of the up- and down-regulated genes
into three sub-clusters respectively, based on k-means clustering (66,
133 and 208 genes for the three up-regulated gene sub-clusters; 33,
111 and 162 genes for the three down-regulated gene sub-clusters).
Each sub-cluster of genes showed a clear difference in the responding
speeds (fast, middle and slow). The expression level of the fast
responding clusters rose or fell rapidly after the stimulus (reached
the half of their ﬁnal static value within 1 h), the expression level of
the middle clusters took about 3 h to reach the half of their static
value, and the expression level of the slow responding clusters kept
on increasing or descending during the whole 8 h (Fig. 1).
3.2. Chromatin states were different for genes with different response
speeds
We studied the relationships between the chromatin state of the
gene promoter regions before TNF stimulus and the response speeds
of the corresponding genes after stimulus. For the up-regulated genes,
signiﬁcant differences were observed between the three sub-clusters.
Five (H3K27ac, H3K4me1, H3K4me2, H3K4me3 and H3K9ac) histone
modiﬁcations showed signiﬁcant different patterns. And the faster the
response, the higher these histone modiﬁcation levels (Fig. 2 and Sup-
plementary Fig. S2). There were two distinct peaks located upstream
and downstream of the genes’ transcriptional start sites (TSSs) (where
the trough presumably reﬂected the nucleosome depletion at the
core-promoter) in the proﬁles of up1 and up2 sub-clusters, and the
main difference between the up1 and up2 sub-clusters lied in the en-
richment levels of histone modiﬁcations. But for the genes in up3 clus-
ter (slow cluster), the proﬁle only showed one peak around TSS, which
was quite different from the other two sub-clusters. While, no signiﬁ-
cant histone modiﬁcation level difference (t-test p-value>0.1 for any
pairwise comparison) was observed among the down-regulated clus-
ters (Supplementary Fig. S3, Table S2).
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Fig. 1. Clustering of TNF-induced genes. The TNF induced genes were classiﬁed into two
main clusters depending on whether they were up or down regulated. In each cluster,
the genes were further subdivided into three sub-clusters based on k-means clustering.
(a) The average expression pattern of the three down-regulated gene sub-clusters
(down1: fast response down-regulated gene cluster, contained 33 genes; down2: middle
response down-regulated gene cluster, contained 111 genes; down3: slow response
down-regulated gene cluster, contained 162 genes). (b) The average expression pattern
of the three up-regulated gene sub-clusters (up1: fast response up-regulated gene cluster,
contained 66 genes; up2: middle response up-regulated gene cluster, contained 133
genes; up3: slow response up-regulated gene cluster, contained 208 genes).
299R. Li et al. / Genomics 100 (2012) 297–302Previous work reported that gene expression levels were related to
the histone modiﬁcation levels in their promoter regions [6]. Then we
asked whether the different histone modiﬁcation levels between the
three up-regulated clusters were correlated with the different expres-
sion levels before TNF simulation. We checked the average expression
levels of genes in the sub-clusters before stimulus. Our results showed
no signiﬁcant difference among the three up-regulated sub-clusters
(t-test p-value>0.1 for any two clusters of the three. Supplementary
Fig. S4). Therefore, those histone modiﬁcation diversities were more−1500 0 1000
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Fig. 2. Speciﬁc histone modiﬁcations of the three up-regulated sub-clusters. (a) H3K27ac, H
sub-clusters. The x-axis was the relative distance to the TSS. The y-axis was the normalized a
region relative to TSS. The p-value was calculated by t-test.likely to be correlated with the response speeds of the genes rather
than their original expression levels.
Previous work demonstrated that histone modiﬁcations could af-
fect the recruit of transcription factors [5], and the histone modiﬁca-
tion marker H3K4me3 was found to be enriched at the promoters of
the rapidly inducible genes [8]. Therefore, higher levels of some his-
tone modiﬁcations (H3K27ac, H3K4me1, H3K4me2, H3K4me3 and
H3K9ac in our study) might ease the binding of the transcription fac-
tors that mediated TNF stimulus, and resulted in faster reaction rate
of their target genes. While, the single peak around the TSSs of
genes in up3 cluster seemed to be related to the nucleosome position-
ing at core-promoter regions, which might inhibit the binding of tran-
scription factors and RNA polymerase [26–28].
Next, we analyzed the patterns of Pol II binding, CTCF insulator
binding, c-Myc binding and chromatin accessibility (measured by
DNaseI hypersensitivity assay and FAIRE assay) [19] around the TSSs
of the TNF induced genes (Fig. 3 and Supplementary Figs. S2, S3).
The signals of these data were all strong for the up1 cluster, weak for
the up2 cluster, and weakest for the up3 cluster. The Pol II signal on av-
erage was much higher for the up1 cluster genes compared with the
up2 and up3, which might be able to explain the fast responding
speeds of these genes. The Pol II signal was higher in down1 than
the down2 and down3, while the overall average level of down-
regulated clusters was higher than up-regulated clusters. Interestingly,
we also found higher CTCF and c-Myc binding signals around the pro-
moters of the up1 and up2 clusters comparing to the up3 cluster. Pol II
is reported to be stalled at the CTCF binding sites [16], and c-Myc could
regulate transcriptional pause release [29]. Considering the similar ex-
pression levels of the genes in three up-regulated clusters before TNF
stimulus, the CTCF binding around the TSS might cause the Pol II to
be paused or poised on the promoters of up1 gene cluster and
c-Myc might be prepared to release the paused Pol II after the stim-
ulation. On the contrary, down-regulated genes showed lower CTCF0 1000
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Fig. 3. The Pol II, CTCF, DNaseI and c-Myc patterns in the promoter regions of up- and down-regulated genes. The x-axis was the promoter region at [−1500 bp, 1500 bp] around
the TSS. The y-axis was the normalized average reads count. (a, c, e, g) Showed the four kinds of signals for three up-regulated gene sub-clusters; (b, d, f, h) revealed the different
patterns for the three down-regulated gene sub-clusters. (a,b) Pol II binding signal for up1 cluster was much stronger than up2 and up3 clusters. CTCF was found to be preferentially
bound to the TSSs of up1 and up2 genes but not up3 and down-regulated genes by (c) and (d). The promoter regions of up1 and up2 cluster of genes were more accessible than up3
cluster measured by (e) DNaseI and FAIRE (Supplementary Fig. 1–2) assay. The promoter regions of down-regulated genes were all nucleosome-depleted compared to the
up-regulated ones by (e) and (f).
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which seemed to be correlated with their higher original expression
levels. Moreover, the DNaseI HS (Figs. 3e–f) and FAIRE (Supplementary
Figs. S2, S3) data proved that the core-promoter regions around TSSs
for the up1, up2 and all down-regulated genes were nucleosome-
depleted, while the chromatin regions around TSS for the up3 genes
were less accessible. This observation supported the notion that the up3
gene promoters were more frequently occupied by nucleosome that
might lead to their slow response after TNF stimulus.
To test whether the chromatin state before TNF stimulus could
predict the response speeds of the induced genes, we build a linear
regression model on the 407 up-regulated genes to predict the re-
sponse speeds, by using the proﬁle intensities of histone modiﬁca-
tions, Pol II, CTCF, c-Myc, DNaseI and FAIRE at the promoter regions
as input (See Materials and methods). This linear model resulted in
an R-square of 0.197 and F-statistic p-value of 5.251e-11 for the
up-regulated genes. We randomly shufﬂed the reaction rates of 407
up-regulated genes for 1000 times, and got R-square no more than
0.112 and p-values no smaller than 1.231e–05 (Supplementary Fig.
S5). This result suggested that the chromatin state signiﬁcantly con-
tributed to the response speeds of TNF induced up-regulated genes.
But for the down regulated genes, no signiﬁcant correlation was ob-
served (R-square 0.0758 and p-value 0.137).
3.3. Motif and gene ontology analysis
Next, we checked whether the genes with similar response behav-
ior in each cluster might be regulated by a set of similar transcription
factors. We collected the known TF binding consensus sequences
from TRANSFAC [21] and tried to ﬁnd the enriched motifs for the pro-
moter regions of each cluster of genes using the CREAD package [22].Several signiﬁcant motifs were sought out for the three up-regulated
genes. For the up1 cluster, NF-κB and REL were found to be the most sig-
niﬁcant transcription factors, both ofwhichwere knownas important fac-
torsmediating the effects of TNF [3,30]. For the up2 cluster, NF-κB binding
sites were found to be signiﬁcantly enriched, but the enrichmentwas less
pronounced than in up1 cluster (The p-value of NF-κB for the up1 cluster
was 0.007, and it was 0.07 for the up2 cluster). For the up3 cluster, no sig-
niﬁcant motif was found (Supplementary Table S3). This result implied
that the fast response genes were activated by transcription factors
which directly responded to the TNF signal, while slow response genes
were controlled by a more diverse set of regulators. While for the
down-regulated gene, no signiﬁcant motif was found in any of the three
clusters.
Previous work has found that some fast responding genes which
encode regulatory proteins could regulate genes responding slower
[31,32]. We did a GO analysis for each cluster of genes using DAVID
[23]. The GO terms related to response to external stimulus, inﬂam-
matory response, chemokine activity, receptor and protein binding
were found to be signiﬁcantly enriched in the up1 cluster (Supple-
mentary Table S4). For up2 cluster, the terms of regulation of immune
system process, the regulation of immune response and regulation of
effecter process were enriched, while immune response was enriched
for the up3 cluster. For the down regulated genes, less enriched terms
were found compared with the up regulated genes. Organ develop-
ment and anatomical structure morphogenesis were the only two
enriched terms for the down1 cluster. For down2 cluster, the terms
of regulation of transcription, the regulation of RNA and nucleic acid
metabolic process, and transcription regulator and transcription factor
activity, DNA binding were signiﬁcantly enriched, while no term was
enriched for the down3 cluster. These observations suggested that the
functions of response genes were correlated with the time-serial
301R. Li et al. / Genomics 100 (2012) 297–302regulation of gene expression after TNF stimulus: fast-responding genes
were directly responded to TNF stimulus, while the genes of up2 cluster
contained more regulators, and the slow-responding clusters were
more enriched in effectors with diverse functions.
3.4. microRNA contributes to gene repression
Finally,we checkedwhethermicroRNAs could contribute to thediffer-
ent dynamic patterns of TNF induced genes. We obtained the microRNA
target predictions from TargetScan [25]. For each microRNA, we counted
the number of its target genes in each sub-cluster. The microRNA was
called to be over-represented if its targets were signiﬁcantly overrepre-
sented in that cluster of genes comparing with the portion of its targets
among all RefSeq genes. There were 2, 46 and 45 microRNAs found to
be over-represented for down1, down2 and down3 clusters, respectively
(p-valueb1e−4, Supplementary Table S5). To check the signiﬁcance of
these numbers, we randomly chose the same number of genes for each
cluster from all the RefSeq genes for 1000 times, and recorded the num-
bers of over-representedmicroRNAs each time. Except for down1 cluster,
there were signiﬁcantly more microRNAs regulating down2 and down3
clusters (p-valueb0.0001) (Fig. 4). We also calculated the enriched
microRNAs for the up-regulated genes, only 1, 7 and 0 over-represented
microRNAswere found for up1, up2 andup3 clusters,whichwere not sig-
niﬁcant at all (Supplementary Fig. S6). Among the enriched microRNAs
we identiﬁed, miR-27b was reported to post-transcriptionally regulate
the expression of adenosine 2B receptor inducedbyTNF in colonic epithe-
lial cells [12]. And miR-25 could protect cells against TNF-related
apoptosis-inducing ligand (TRAIL)-induced apoptosis [13]. These obser-
vations suggested thatmicroRNA regulationmight be an important factor
that mediated the repression of the down-regulated genes after TNF
stimuli.
4. Discussion
Gene expression is a complicated dynamic process, which is regu-
lated by a combination of many factors. The expression of a wide
range of genes could be changed after the external stimulus. In this
study, we coupled time-serial gene expression microarray data and
high-resolution histone modiﬁcation/TF binding data to investigate
how the original state of the cell could inﬂuence its response to an ex-
ternal stimulus. The TNF-induced genes in HUVEC were classiﬁed into
two major clusters, up-regulated genes and down-regulated genes,Random 1000 for down1
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Fig. 4. Over-represented microRNAs for the down-regulated genes. Histogram of the nu
down-regulated cluster, we randomly chose the same number of RefSeq genes, and then ca
x-axis indicates the number of over-represented microRNAs in the random sampling expe
and the p-value of the random sampling test.and each major cluster was further divided into three sub-clusters
according to their reaction speeds.
We observed that up-regulated genes showed distinct chromatin
states in their promoter regions. The promoters of fast-responding
up-regulated genes were enriched in several active histone modiﬁca-
tion markers, such as H3K27ac, H3K4me1, H3K4me2, H3K4me3 and
H3K9ac. This indicated that higher levels of these histone modiﬁca-
tions might facilitate the recruitment of necessary transcription fac-
tors and proteins, and thereby enabled the fast response. The fast-
responding genes also showed higher Pol II, CTCF and c-Myc binding
signals, suggesting that Pol II might be paused/poised by the CTCF at
promoters of these genes and high levels of c-Myc binding could pro-
mote transcriptional pause release after TNF simulation. In the con-
trary, the slow-responding up-regulated genes lacked these makers
at their promoter regions, and their core-promoters were more
frequently occupied by nucleosomes. Our analysis revealed that dif-
ferent transcription factor binding motifs were enriched at the pro-
moters of up-regulated gene clusters. The fast responding genes
were more frequently regulated by the known TNF related TFs, such
as NF-κB and c-Rel, and more NF-κB binding sites with high afﬁnity
were found in the up1 cluster promoters than the other clusters.
The absence of enriched motif for up3 cluster indicated that these
genes might be regulated by a more diverse or secondary set of TFs.
And GO analysis on the up-regulated clusters demonstrated that
gene clusters with different reaction speeds were coincident with
different functions. The fast responding genes were more directly
connected with the known TNF responding pathways. Genes in up1
cluster, such as Cxcl1 and Cxcl2, encoded neutrophil chemoattractants
which could initiate the response to infection [1,2]. And it has been
reported that the transcription factor Irf1 in up1 cluster could activate
downstream pathways involving genes like Cxcl10, Cxcl11 and Ccl5 in
the slower response sub-clusters [1,2].
For the down-regulated genes, the chromatin states at their promoter
regions did not show signiﬁcant correlation with their response speeds,
and no signiﬁcant consensus TF binding motif could be identiﬁed. How-
ever, we found that the down-regulated genes were intensively regulat-
ed by microRNAs, which suggested that post-transcriptional regulation
instead of transcriptional regulation might contribute more to their
down-regulation.
Several previous reports have studied gene-activation kinetics in-
duced by various stimuli, including growth factors [1], LPS [4], and
TNF [2,3], etc. Those studies focused mainly on the different kinetic0 for down2
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302 R. Li et al. / Genomics 100 (2012) 297–302patterns of the induced genes, and the down-regulated genes were
largely ignored. The factors regulating the temporal order of gene ex-
pression after TNF stimulus were still unclear. Our work classiﬁed the
induced genes by the unsupervised clustering method, and tried
to ﬁnd the different regulatory mechanisms for the down- and
up-regulated genes. Our analysis suggested that the dynamic proper-
ty of up-regulated genes was correlated with transcriptional regula-
tion factors, while for the down-regulated genes, they might be
inﬂuenced by the microRNA mediated post-transcriptional regula-
tion. These results implied that genes’ response speeds were regulat-
ed by multi-layer factors, and different mechanisms were involved in
regulating the up- and down-responding genes.
Our observations suggested that chromatin state and microRNA
regulation could signiﬁcantly contribute to the different responding
speeds of TNF induced genes. However, the accumulation of tran-
scripts is related not only to transcription and degradation rates at
the original time but also to the changes over time. We expect that
by further experimental tests of our results and deeper integrating
more time-serial microRNA expression data and histone modiﬁcation
proﬁles under external stimulus, the regulatory mechanism would be
better understood.
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