Context. The precise determinations of stellar mass at 1 % provide important constraints on stellar evolution models. Accurate parallax measurements can also serve as independent benchmarks for the next Gaia data release. Aims. We aim at measuring the masses and distance of binary systems with a precision level better than 1 % using a fully geometrical and empirical method. Methods. We obtained the first interferometric observations for the eclipsing systems AI Phe, AL Dor, KW Hya, NN Del, ψ Cen and V4090 Sgr with the VLTI/PIONIER combiner, which we combined with radial velocity measurements to derive their threedimensional orbit, masses, and distance. Results. We determined very precise stellar masses for all systems, ranging from 0.04 % to 3.3 % precision level. We combined these measurements with stellar effective temperature and linear radius to fit stellar isochrones models and determined the age of the systems. We also derived the distance to the systems with a precision level as high as 0.4 %.
Introduction
In the course of the Araucaria project, different techniques for distance measurement are applied in order to track down the influence of the population effects on the most important standard candles like Cepheids, RR Lyrae stars, red clump stars, tip of the red-giant branch, etc... (Gieren et al. 2005a,b) . Binary systems are of particular importance in our project, as demonstrated in our works with eclipsing binary systems, which have provided the most accurate distance of the Large and Small Magellanic Clouds Graczyk et al. 2014) . Binary stars are the only tool enabling direct and accurate distance and stellar mass measurements. When they are doublelined spectroscopic binaries, the geometric distance can be measured, providing an independent benchmark to other measurements, such as for instance, the future Gaia parallax measurements (Gaia Collaboration et al. 2016) . The mass is a fundamental parameter in order to understand the structure and evolution of stars, and precise measurements are necessary to check the consistency with theoretical models and tighter the constraints. For now, stellar parameters (e.g. the effective temperature, radius, ...) predicted from different stellar evolution codes can lead to discrepancies with the empirical values, and therefore providing a large range of possible age for a given system (see e.g. Torres et al. 2010; Gallenne et al. 2016) . Models of stellar interior differ in various ways, as for instance in the input physics, the initial chemical compositions, the treatment of convective-core overshooting, the rotational mixing or the mixing length parameter (Marigo et al. 2017; Bressan et al. 2012; Dotter et al. 2008; Pietrinferni et al. 2004) . With high-precision measurements, evo-Article number, page 1 of 22 arXiv:1910.03393v1 [astro-ph.SR] 8 Oct 2019 A&A proofs: manuscript no. 2019-Eclipsing-v2r2 lutionary models can be tightly constrained and provide a better understanding of the stellar interior physics (Higl et al. 2018; Claret & Torres 2018; Valle et al. 2017) .
The precision on stellar parameters (T eff , R, M, ...) gradually improved with years thanks to eclipsing binary systems and ground-and space-based large photometric surveys (e.g. OGLE, WASP, KEPLER, LSST, TESS, ...). Combining radial velocities data with photometric observations during the eclipses, measurements at a ∼ 1 − 3 % precision level are routinely achieved (e.g. Pilecki et al. 2018; Pribulla et al. 2018; Kirkby-Kent et al. 2016; Graczyk et al. 2015; Pilecki et al. 2015; Gieren et al. 2015; Pilecki et al. 2013 ), but recent work shows that precision on the stellar mass << 1 % is necessary to obtain reliable determinations of the stellar interior model parameters (overshooting, initial helium abundance, ..., Higl et al. 2018; Valle et al. 2017) .
Another model-independent approach for measuring stellar masses and geometrical distances with binary systems at < 1 % accuracy is to combine spectroscopic and astrometric observations (see e.g. Pribulla et al. 2018; Gallenne et al. 2016; Torres et al. 2009; Zwahlen et al. 2004; Morbey 1975; Herbison-Evans et al. 1971 ). This method does not require any assumptions. This has been recently applied to a Galactic binary Cepheid and has provided the most accurate distance and mass for a Milky Way Cepheid (Gallenne et al. 2018a ). However, the systems need to be spatially resolved to enable astrometric measurements, which is not always the case with single-dish telescope observations where the components are too close. A higher angular resolution is provided from optical long-baseline interferometry (LBI), where close-in binary systems (< 20 mas) can be detected. LBI already proved its efficiency in terms of angular resolution and accuracy for close-in binary stars (see e.g. Pribulla et al. 2018; Gallenne et al. 2018a Gallenne et al. , 2016 Gallenne et al. , 2015 Gallenne et al. , 2014 Gallenne et al. , 2013 Le Bouquin et al. 2013 ; Baron et al. 2012) .
Recent work using LBI with eclipsing systems provided the most precise distances and masses for such systems, i.e. < 0.4 % and < 0.1 % respectively (Pribulla et al. 2018; Gallenne et al. 2018b Gallenne et al. , 2016 . Valle et al. (2017) demonstrated that such very precise mass determinations are required to obtain reliable determinations of stellar parameters such as the convective core overshooting, the initial helium abundance and the age of the system.
In this paper, we report new observations with LBI of six eclipsing systems. The first goal of this interferometric observing program is to investigate the calibration of surface brightnesscolor (SBC) relations based only on eclipsing binary stars (see Graczyk et al. 2017 ). This will be published in a forthcoming specific paper. Here we focus on the precise measurements of mass and distance. Our sample is presented in Sect. 2. Section 3 contains details about our interferometric observations, the data reduction process, and the radial velocities data we used. Our model fitting method is explained in Sect. 4 and the results for all systems are detailed in Sect. 5. The evolutionary status is discussed in Sect. 6. In this Section, we also compare our derived orbital parallaxes with the parallaxes from the second Gaia data release (GDR2). We then conclude in Sect. 7.
Our sample
AI Phoenicis: This 24.6 d binary system is composed of a sub-giant star (K0IV) eclipsed by a main-sequence companion (F7V). This double-lined eclipsing system was discovered by Strohmeier (1972) , and has been extensively studied in spectroscopy and photometry over years (see e.g. Imbert 1979; Andersen et al. 1988; Hełminiak et al. 2009; Kanjanascul et al. 2012; Sybilski et al. 2018) . Recently, variations in the systemic velocity seem to indicate that there is a possible wider component in the system (M. Konacki, priv, comm.), however, no orbital parameters have been derived so far. Kirkby-Kent et al. (2016) provided precise mass measurements (∼ 0.3 %) which already enabled to test stellar evolution models, to constrain the mixing length and the helium abundance, and to derive an age of 4.39 ± 0.32 Gyr. The last results of Sybilski et al. (2018) gave masses precise to ∼ 0.08 %, but there is no additional information about the stellar evolution. A third visual component located at about 11 was thought to be also bound to the AI Phe system, however, Kirkby-Kent et al. (2016) concluded that it is not physically associated.
From spectroscopic and photometric observations, Andersen et al. (1988) derived the parallax to be 6.17 ± 0.23 mas, consistent with the 5.94 ± 0.24 mas from Graczyk et al. (2017) using the same method and the 5.98 ± 0.31 mas from Stassun & Torres (2016) from absolute stellar luminosity and bolometric flux fitting. The value from Hipparcos (van Leeuwen 2007, assuming a single star) is ∼ 2σ away from the more recent estimate (Graczyk et al. 2017 ), but the Gaia measurement is within 1σ with 5.8336 ± 0.0262 mas (Gaia Collaboration et al. 2018) .
AL Doradus: This eclipsing system has two identical mainsequence stars orbiting each other with a period of 14.9 d (G0V+F9V Graczyk et al. 2019) . It was identified to be eclipsing by Kazarovets et al. (1999) and has been poorly monitored in the past. The orbital parameters where only recently derived by Graczyk et al. (2019) combining new photometric and spectroscopic observations, but they did not provide estimates of the masses and the distance. The parallax from Gaia is 15.1292 ± 0.0286 mas, which corresponds to a distance of 66.97±0.13 pc, while the Hipparcos measurement (van Leeuwen 2007) has a lower accuracy with 16.07 ± 0.43 mas, but roughly agrees with each other.
KW Hydrae:
The primary star is a chemically peculiar postmain-sequence A-type star (A5m, with metallic lines), and discovered to be double-lined spectroscopic binary by Chauville (1975) . She also determined the orbital parameters, and measured a period of 7.75 days and a mass ratio of 1.14. The eclipsing nature of the system was later revealed by Reipurth (1981) . The secondary is a main-sequence star of spectral type F0V (Hillenbrand & White 2004) . From new light curves and spectroscopic observations, Andersen & Vaz (1984) redetermined the orbital parameters and provided the absolute dimensions of the system. They estimated masses with a precision of 1.5 % and the distance to the system to be 86±4 pc (π = 11.63±0.54). From the absolute stellar luminosity and bolometric flux, Stassun & Torres (2016) derived a parallax of 11.75±0.62 mas, consistent with Andersen's value and the Hipparcos estimate (11.53 ± 0.42 mas, assuming a single star). These values all agrees with the Gaia measurement of 11.6744 ± 0.0891 mas.
NN Delphini:
This star was first detected as variable by Makarov et al. (1994) , and later identified to be eclipsing by Kazarovets et al. (1999) . The first estimate of the orbital period of 99.3 days was derived by Gómez-Forrellad et al. (2003) from photometric observations. Later works combining spectroscopy and photometry was performed by Griffin (2014) who derived the full orbital parameters and the mass of both components to a precision level of ∼ 1.7 %. Recent works of (Sybil-ski et al. 2018) refined the masses to a precision of ∼ 0.9 %, combining also spectroscopy and photometry. The parallax of this system was determined with the Hipparcos satellite to be 6.28 ± 0.89 mas (van Leeuwen 2007) , and recently refined with Gaia 5.6393 ± 0.0636 mas.
ψ Centauri: This A0IV star was recently discovered to be a 38.8 d eclipsing system by (Bruntt et al. 2006 ) from photometric measurements. They inferred the effective temperature of both components which, combined with isochrone models, provided the approximate mass M 1 = 3.1 ± 0.3 M and M 2 = 2.0 ± 0.2 M . Spectroscopic measurements were later obtained by Mantegazza et al. (2010) and they disentangled the spectra of the two components. They independently estimated the spectroscopic orbital solutions, and combined them with the parameters derived from the light curve by (Bruntt et al. 2006) to determined the physical parameters of this system, such as the mass M 1 = 3.084 ± 0.016 M and M 2 = 1.891 ± 0.030 M . These parameters were not updated since then.
The parallax π = 12.60 ± 0.20 mas was provided by Hipparcos mission (van Leeuwen 2007, assuming a single star), consistent with the prediction of Stassun & Torres (12.99 ± 1.35 mas 2016) from fitting the absolute stellar luminosity and bolometric flux. The Gaia DR2 gives a parallax 14.458 ± 0.467 mas which is at 3.7σ from the Hipparcos value, probably for the same reasons as listed before.
V4090 Sagittarii: The eclipsing nature of this system was discovered by Waelkens & Rufener (1983) from photometric light curve measurements. They reported a likely A5m spectral type for the primary and derived an orbital period of 11.415 days. The spectral type was independently confirmed from spectroscopic lines to be between A1mA6-F0 (Houk 1982) , which is also in agreement with the earlier work of Andersen & Nordstrom (1977) who derived an A2m spectral type. The first photometric orbital solution of this eclipsing system were determined by Giuricin et al. (1984) by analysing the data of Waelkens & Rufener (1983) . They determined an early G spectral type for the secondary star and concluded that both components are on the main sequence. They also inferred M 1 = 2.1 M and M 2 = 1.0 M from their spectral type. North et al. (1997) performed a more complete light curve analysis by combining additional observations in different photometric bands. They combined them with the few available RVs from the literature (Nordstrom & Andersen 1985; Catchpole et al. 1982) to update the physical properties of the system. Using evolutionary tracks, they derived M 1 = 1.81 ± 0.18 M and inferred M 2 = 0.95 ± 0.08 M from the mass function. They also estimated a distance of 85 ± 10 pc, in agreement with Hipparcos (84.5 ± 7.0 pc) and Gaia (92.46 ± 0.71 pc).
Observations

Astrometry
Astrometric measurements were performed using near-IR longbaseline interferometry (LBI). We used the Very Large Telescope Interferometer (VLTI ; Woillez et al. 2018) with the fourtelescope combiner PIONIER (Le Bouquin et al. 2011) to measure the squared visibilities and the closure phases. PIONIER combines the light coming from four telescopes in the H band, either in a broadband mode or with a low spectral resolution, where the light is dispersed into six spectral channels. The re-combination from all four telescopes simultaneously provides six visibility and four closure phase measurements across a range of spectral channels.
Our observations were carried out from 2016 to 2017 using the 1.8 m Auxiliary Telescopes with various configurations, providing six projected baselines ranging from 40 to 140 m. Data were dispersed over six spectral channels across the H band (1.50 − 1.80 µm). To monitor the instrumental and atmospheric contributions, the standard observational procedure, which consists of interleaving the science target by reference stars, was used. The calibrators, listed in Table 1 and detailed in Table B .1, were selected using the SearchCal 1 software (Bonneau et al. 2006 (Bonneau et al. , 2011 provided by the Jean-Marie Mariotti Center (JMMC).
The data have been reduced with the pndrs package described in Le Bouquin et al. (2011) . The main procedure is to compute squared visibilities and triple products for each baseline and spectral channel, and to correct for photon and readout noises. The calibrated data are available at the Optical Interferometry DataBase 2 In Fig. 2 , an example of the squared visibilities and closure phases for the last observation of AI Phe are presented, and where the binary nature of the system is clearly detected.
For each epoch, we proceeded to a grid search to find the global minimum and the location of the companion. For this we used the interferometric tool CANDID 3 (Gallenne et al. 2015) to search for the companion using all available observables. CANDID allows a systematic search for point-source companions performing a N × N grid of fit, whose minimum needed grid resolution is estimated a posteriori. The tool delivers the binary parameters, namely the flux ratio f and the relative astrometric separation (∆α, ∆δ). CANDID can also fit the angular diameter of both components, however, in our cases, we kept them fixed during the fitting process as the VLTI baselines do not allow reliable measurements of such small diameters. For each epoch, CANDID find the global best fit separation vector. The final astrometric positions for all epochs of all systems are listed in Table 1 . We estimated the uncertainties from the bootstrapping technique (with replacement) and 10 000 bootstrap samples (also included in the CANDID tool). For the flux ratio, we took from the distributions the median value and the maximum value between the 16th and 84th percentiles as uncertainty. For the astrometry, the 1σ error region of each position (∆α, ∆δ) is defined with an error ellipse parametrized with the semi-major axis σ maj , the semi-minor axis σ min , and the position angle σ PA measured from north through east. We also quadratically added to (σ maj , σ min ) the systematic uncertainty of 0.35 % from the precision of the PIONIER wavelength calibration (Gallenne et al. 2018b; Kervella et al. 2017 ). This systematic error is one of the fundamental limitation of our analysis: it limits the final accuracy on the apparent semi-major axis in the orbital fit ("a (mas)" in table 2). The distance being inversely proportional to apparent semi-major axis, the accuracy on the distance is limited also by the same amount of 0.35 %.
As mentioned, the angular diameter of some of the stars are too small to be spatially resolved by the VLTI. So we kept them fixed during the grid search. For AI Phe, we fixed the values to θ LD 1 = 0.102 ± 0.004,mas and θ LD 2 = 0.161 ± 0.007,mas, as estimated by Graczyk et al. (2017, hereafter Gr17) . For AL Dor, we adopted the values θ LD 1 = θ LD 2 = 0.156 ± 0.001 mas from Graczyk et al. (2019) . We adopted θ LD 1 = 0.228 ± 0.008 mas and θ LD 2 = 0.159 ± 0.006 mas from Gr17 for KW Hya. For ψ Cen we used θ LD 1 = 0.424 ± 0.007 mas and θ LD 2 = 0.211 ± 0.007 mas (Mantegazza et al. 2010) . We adopted θ LD 1 = 0.227 ± 0.030 mas and θ LD 2 = 0.106 ± 0.026ṁas from North et al. (1997) for V4090 Sgr. Finally, for NN Del we used θ LD 1 = 0.115 ± 0.001 mas and θ LD 2 = 0.084 ± 0.001 mas from Sybilski et al. (2018) . Except AI Phe and KW Hya, the angular diameters were determined from the combination of the linear radius and the Gaia parallax. We note that angular diameters have no impact on the measured astrometry.
Finally, we also investigated the impact of fitting or fixing the flux ratio in deriving our astrometric positions for very nearby components (i.e. < λ/2B). For this we used the star AI Phe which has a component with the closest orbit. We repeated the process with CANDID (i.e. the grid search and then the bootstrapping) by keeping the flux ratio to the average value f = 49.7 %. The differences for our 12 astrometric positions (∆α, ∆δ) with and without fitting the flux ratio are displayed in Fig. 1 . We notice that there is no significant impact of removing f from the fitted parameters as the agreement within 1σ. 
Radial velocities
AI Phe: We used radial velocity measurements from Sybilski et al. (2018) and Hełminiak et al. (2009) only, which are the most precise. In addition, we retrieved 33 HARPS spectra (Mayor et al. 2003 ) from the ESO archive. Thirty spectra were taken in full resolution mode, and three in EGGS mode, covering the spectral range 3900-6900 Å. HARPS data were processed with the standard ESO/HARPS pipeline reduction package. To extract the RVs we used the Broadening Function (BF) formalism (Rucinski 1992) implemented in the RaveSpan software 4 (Pilecki et al. 2017 , see also e.g. Pilecki et al. 2018; Gallenne et al. 2016; Graczyk et al. 2015; Pilecki et al. 2013 ). The measurements errors were estimated using the uncertainties of the broadening profiles fits. The velocities are listed in Table A .1.
AL Dor:
We used the radial velocity measurements from Graczyk et al. (2019) . There are no other data available in the literature.
KW Hya: For our analysis, we used the radial velocity measurements of Andersen & Vaz (1984) . 4 https://users.camk.edu.pl/pilecki/ravespan/ NN Del: We collected the velocity measurements from Griffin (2014) and Sybilski et al. (2018) . We also completed the sample of RVs with new observations from the STELLA echelle spectrograph (SES, Strassmeier et al. 2010) . It is mounted on the robotic 1.2 m STELLA-II telescope in Tenerife, Spain and provides high-resolution spectra in the wavelength range 3900-8700 Å (R ∼ 55 000). The spectra were reduced using the STELLA data-reduction pipeline (Weber et al. 2008) . To extract the RVs we used the RaveSpan software as explained previously for the AI Phe system. The velocities are listed in Table A. 2.
ψ Cen: The only spectroscopic observations of this system in the literature are the ones from Mantegazza et al. (2010) , but in the method they used (spectral disentangling) individual radial velocities are not calculated and thus are not provided. As we need them for our analysis, we collected their reduced spectra (kindly provided by M. Rainer) and extracted RVs using our own method. These data were supplemented by our own spectra taken with the HARPS spectrograph (Mayor et al. 2003 ) in a much recent epoch. Spectra were reduced using the ESO datareduction pipeline. To extract the RVs we used the RaveSpan software as explained previously for the AI Phe system. The use of BF method was crucial to obtain reliable RV measurements for ψ Cen because of very high rotational broadening of the lines and blending of the profiles, especially at phases where the separation of orbital velocities are small. If individual RVs were not needed, the only other method that could give similar results in this case would be the spectral disentangling as used by Mantegazza et al. (2010) . The velocities are listed in Table A .3.
V4090 Sgr: There are unfortunately no velocity measurements of the secondary component as spectral disentangling is difficult. We used the only three RVs of the primary estimated by (Nordstrom & Andersen 1985) . It exists apparently six other velocities from Catchpole et al. (1982) but as far as we know they are not available online unfortunately.
Fitting method
To determine the best fit parameters we simultaneously fit the radial velocities and astrometric positions using a Markov Chain Monte Carlo routine 5 , whose the log-likelihood function is given as
χ 2 RV defines the radial velocity measurements with
in which V i and σ V i denotes the measured radial velocities and uncertainties for the component i. Errorbars are often underestimated in the literature, so all of them were rescaled according to the average scatter of the fit. (V 1m , V 2m ) are the Keplerian veloc- ity models of both components, defined by (Heintz 1978 )
where γ is the systemic velocity, e the eccentricity, ω the argument of periastron, ν the true anomaly, E the eccentric anomaly, t the observing date, P orb the orbital period, and T p the time of periastron passage. The parameters K 1 and K 2 are the radial velocity amplitude of both stars. χ 2 astro defines the astrometric measurements such as
in which (∆α, ∆δ, σ PA , σ maj , σ min ) denote the relative astrometric measurements with the corresponding error ellipses, and (∆α m , ∆δ m ) the astrometric model defined with:
where Ω is the longitude of ascending node, i the orbital inclination, and a the angular semi-major axis.
As a starting point for our 100 MCMC walkers, we performed a least squares fit using orbital values from the literature as first guesses. We then ran 100 initialization steps to well explore the parameter space and get settled into a stationary distribution. For all cases, the chain converged before 50 steps. Finally, we used the last position of the walkers to generate our full production run of 1000 steps, discarding the initial 50 steps. All the orbital elements, i.e. P orb , T p , e, ω, Ω, K 1 , K 2 , γ, a and i, are estimated from the distribution taking the median value and the maximum value between the 16th and 84th percentiles as uncertainty (although the distributions were roughly symmetrical).
From these distributions, we derive the distributions of the mass of both components and the distance to the system with (Torres et al. 2010 )
where the masses are expressed in solar units, the distance in parsec, K 1 and K 2 in km s −1 , P in days, and a in arcsecond. The parameter a AU is the linear semi-major axis expressed in astronomical units (the constant value of Torres et al. (2010) is expressed in solar radii, and was converted using the astronomical constants R = 695.658 ± 0.140 × 10 6 m from Haberreiter et al. 2008 and AU = 149 597 870 700 ± 3 m from Pitjeva & Standish 2009). As previously, we then took the median value and the maximum value between the 16th and 84th percentiles as uncertainty. The fitting results are presented in the next section for all systems. Note that for the angular size of the orbit (and so the distance), we additionally took into account the systematic uncertainty from the interferometric wavelength calibration, i.e. we also quadratically added 0.35 % to the final uncertainty.
Results for individual systems
AI Phoenicis
We first fitted our astrometric measurements with radial velocities from Hełminiak et al. (2009) only. The r.m.s. of the velocity residuals is similar to Hełminiak et al. (2009) , we have 54 and 21 m s −1 for the primary and secondary, respectively. The orbital elements are in good agreements with the latest published values (Kirkby-Kent et al. 2016; Sybilski et al. 2018) , except for the inclination, for which we found the symmetric value with respect to 90 • . All previous works made use of photometric measurements (instead of astrometry as in our case), but photometry does not allow to obtain the true inclination, and by convention the value < 90 • is always adopted. The masses we obtained are in very good agreement with the published values (within 1σ), with a precision level of ∼ 0.11 %. The accuracy of the distance is also improved to 0.48 %. We then performed the same fit with the velocities of Sybilski et al. (2018) only. The r.m.s. of the velocity residuals is slightly larger with 88 and 40 m s −1 for the primary and secondary, respectively. Except the systemic velocity, all derived parameters are in agreement (within 1σ) with our previous estimates, including the inclination. As there are more velocity measurements, the precision is slightly better to ∼ 0.09 % for the masses, and 0.43 % for the distance. We only noticed a shift of 4.14 km s −1 of the systemic velocity, but it does not impact the precision on the other parameters (which may comes from the orbital motion of the inner binary system (studied here) around the common centre of mass in this tertiary system). We note that the method used to derive the RVs by Hełminiak et al. (2009) and Sybilski et al. (2018) are different, however, the masses are accurate with each other at < 0.4σ. Hełminiak et al. (2009) derived the RVs from the two-dimensional cross-correlation technique (TODCOR), while Sybilski et al. (2018) used both TODCOR and the BF function, outside and during eclipses respectively. Sybilski et al. (2018) also compared both methods and found the RVs to be in very good agreement. This demonstrates that the methods used to derive the RVs are robust and have not a significant impact on the measured masses.
Our HARPS dataset spans a longer time range ( 7 yrs) than Helminiak and Sybilski's observations (6 and 1 month respectively), so we are more sensitive to the effect of the third component. The same fit is performed with our HARPS data and our astrometry. Clear offsets are detected for each data point and is related to the third component (rms∼ 1.3 km s −1 ). As our data set is limited, we manually searched for the best orbital period and eccentricity of a third component that gave the lowest residuals for the inner binary component. We found that a period around 109 yrs with an eccentricity of ∼ 0.8 provided the lowest residuals. We then corrected the velocities of the inner binary from the third component which we simultaneously fitted with our astrometry. The result is displayed in Fig. 3 . We obtained a final r.m.s of 32 m s −1 for the primary and 26 m s −1 for the secondary. Our measured masses have a precision of 0.06 %, while the distance is precise at 0.41 %. We adopted these results as our final values, which are listed in Table 2 . We did not combined with the other datasets as the determination of the RVs was different and may lead to biases in the correction of the third component. However, it is worth mentioning that our masses are in very good agreement with our independent fit of Helminiak and Sybilski's data we previously performed with our astrometry, at < 0.7σ and 0.5σ respectively. This shows again the robustness of the methods in determining RVs.
Our geometrical parallax is in agreement at ∼ 1.2σ with the parallax from GDR2. We note that we took into account the parallax offset of 0.029 mas (Lindegren et al. 2018 ). This slight disagreement might be explained by the fact that the GDR2 astrometric pipeline processing does not take into account yet the binarity of stars. Comparing with previous distance estimates (162±6 pc from Andersen et al. 1988, 168 .4±6.8 pc from Gr17), our value is within 1σ, but we have a much better precision. We also note that the Hipparcos parallax of 3.50 ± 1.04 mas is also in disagreement with our value, but the astrometric solutions also assumed a single star (probably reflected in the 30 % precision).
AL Doradus
We fitted our astrometric positions with RVs taken from Graczyk et al. (2019) . We have an r.m.s. for the residual of the velocities of 30 m s −1 and 39 m s −1 for the primary and secondary, respectively. Our orbital fit is displayed in Fig. 4 and the resulting parameters are listed in Table 2 . For this system, the Gaia DR2 parallax is consistent with our value at a 0.6σ level (taking into account the 0.029 mas parallax offset). Although our precision on the distance is slightly lower than Gaia, our 0.37 % precision is still competitive for checking the next Gaia data release as it includes all known systematics.
We also precisely measured the mass of both components with a precision of 0.04 %. We found that both stars have the same mass, which is expected as the stars have similar spectral type.
KW Hydrae
Our simultaneous fit is displayed in Fig. 5 and our adopted parameters are listed in Table 2 . The r.m.s scatter in velocity of the secondary is not that good with 2.7 km s −1 , while it is better for the primary with 0.7 km s −1 , but similar to the values from Andersen & Vaz (1984) . We noticed that the velocities of the sec-ondary are shifted by about 2.5 km s −1 , so for here we allowed to fit a separate systemic velocity. Such large shift is unlikely to be due to convective blueshift as observed sometimes (see e.g. Pilecki et al. 2018; Gallenne et al. 2016 ), but probably due to the determination of the radial velocities. Our orbital parameters are consistent with the estimates of Andersen & Vaz (1984) , except the orbital inclination where we found the solution > 90 • , for the same reason as we explained before for AI Phe. Our derived masses are also in very good agreement, but we have a slightly better precision below 1 % for both stars. We also obtained an orbital parallax with a precision of 0.7 %. The Gaia parallax is ∼ 2.1σ larger than our value (taking into account the parallax offset), probably because of the binarity as previously explained. However, the parallax from Hipparcos (11.53 ± 0.42 mas, assuming astrometric solutions for a single star) and Andersen & Vaz (1984, 11 .63 ± 0.54 mas) are consistent within 1σ with our value.
NN Delphini
We first fitted our astrometry with RVs of Griffin (2014) . We obtained a velocity r.m.s of 0.48 km s −1 and 0.87 km s −1 , for the primary and secondary respectively. We obtained masses precise to ∼ 0.9 % and in very good agreement with the estimates of Griffin (2014) , within 0.4σ. The estimated distance with these RVs only is 167.92 ± 0.90 pc, in agreement with the Hipparcos value, but not with Gaia. We then fitted RVs of Sybilski et al. (2018) 130 m s −1 , for the primary and secondary respectively (although there are only 7 measurements). All parameters are in agreement with our previous fit (within 1σ, except the systemic velocity). The precision on the masses is ∼ 0.9 %, and consistent with Sybilski's values at ∼ 1.5σ. The slight disagreement is because we rescaled the errorbars to the average scatter. The distance is also in agreement at a 0.3σ level with our previous estimate. We only noticed a velocity zero-point difference of −1.235 km s −1 with the first dataset. As this system is not known to be tertiary, the shift may come from the use of a different instrument or a template with some intrinsic non-zero radial velocity. We also fitted our STELLA spectra alone. The velocity r.m.s obtained is 0.10 km s −1 and 0.18 km s −1 , for the primary and secondary respectively. Our fitted masses and distance are well within 1σ with the two previous analysis, except that the precision is much better. We derived masses precise to ∼ 0.18 % and the distance to 0.4 %. Combining with Griffin's data degrades the precision because of the scatter, while the use with Sybilski measurements only slightly improve the precision (by 0.01 %), so we decided to use only our STELLA RVs. Our final fitted parameters are listed in Table 2 , and the orbit is displayed in Fig. 6 . We derived the mass of both components precise to ∼ 0.2 %. Our derived final parallax is precise to 0.4 %, and is 4.2σ larger than the Gaia parallax (parallax offset included), but in agreement with the Hipparcos estimate (measured assuming a single star).
ψ Centauri
We displayed our combined fit in Fig. 7 and our final adopted parameters in Table 2 . We obtained an r.m.s. on the velocities of 0.64 km s −1 for the primary and 1.57 km s −1 for the secondary. We measured precise masses at a ∼ 0.9 % level, which agrees with the estimates of (Bruntt et al. 2006 ). However, they are at ∼ 2−3σ higher than the estimates of Mantegazza et al. (2010) . This difference probably comes from our different and more adapted way of extracting the radial velocities from the spectra. This is noticed in our estimates of K 1 and K 2 which are different by 2.6σ and 1.6σ, respectively.
We derived a distance accurate to 0.5 %, which is larger by 2.1σ with the Hipparcos value. This is possibly due to the astrometric solutions of Hipparcos which assumed a single star. The Gaia parallax is 3.1σ larger than our value (parallax offset included), and probably also because the pipeline assumed a single star for this system.
V4090 Sagittarii
As this system is still a single-line spectroscopic binary, our astrometric positions were fitted with the radial velocities of the primary star only (Nordstrom & Andersen 1985) . Our final fit is displayed in Fig. 8 and the resulting parameters are listed in Table 2 . To estimate the masses from a single line binary, we must assume the distance to the system. We adopted the Gaia distance as it is at 1σ with the Hipparcos value. In our MCMC procedure, we included the parallax uncertainty using a normal distribution centred on 10.8450 mas with a standard deviation of 0.083 mas. Our derived masses are reported in Table 2 , and have a precision of ∼ 3 %. They are in agreement (within 2σ) with the estimates of North et al. (1997) , but here we measured the dynamical masses instead of inferring it from evolution models.
Discussion
Mass comparison with the literature
In Fig. 9 we present a comparison of our mass measurements with previous estimates from the literature, except for AL Dor for which there are no existing measurements. We note that all literature data are based on the combination of RVs and photometric light curves which are more dependent of atmospheric models. We see that most previous measurements are within 1 − 2σ with ours, but we note a few discrepancies > 2σ. The masses of the AI Phe components estimated by Hełminiak et al. (2009) are more than 3σ away. In Sect. 5.1, we fitted our astrometry with only their RVs and we found masses in agreements with our final values at < 0.7σ. We therefore conclude that the discrepancy might come from the fit of the photometric light curves and the fact that they only have eight velocity measurements. The masses estimated by Mantegazza et al. (2010) for the ψ Cen system are also > 2σ with our values and the estimate from Bruntt et al. (2006, estimated from isochrone fitting). As explained previously in Sect. 3, in the method used by Mantegazza et al. (2010) , individual RVs are not calculated, and as they stated, they did not completely disentangle the components, which probably add some errors. We also note that they did not perform a combined fit with photometric light curves. et al. (1988) , An84 for Andersen & Vaz (1984) , Gr14 for Griffin (2014) , Ma10 for Mantegazza et al. (2010) , Br06 for Bruntt et al. (2006) , No97 for North et al. (1997) and Gi84 for Giuricin et al. (1984) .
Evolutionary state
We employed the same fitting method as in Gallenne et al. (2018b Gallenne et al. ( , 2016 Choi et al. 2016 ) isochrone models to estimate the stellar age of our systems. These models are well suited as they include the horizontal and asymptotic giant branch evolutionary phases, and contain a wide range of initial masses and metallicities. In addition, it enable us to test the uncertainty of the age induced by different stellar models.
PARSEC models are computed for a scaled-solar composition with Z = 0.0152, and follow a helium initial content relation Y = 0.2485 + 1.78Z with a mixing length parameter α MLT = 1.74. They include convective core overshooting during the main sequence phase, parametrized with the strength of convective overshooting in units of the pressure scale height l ov = α ov H p . The overshooting parameter α ov is set depending on the mass of the star, i.e. α ov = 0 for M 1.1 M , α ov ∼ 0.25 for M 1.4 M , and linearly ramps with the mass in between. The BaSTI models are computed for a scaledsolar composition with Z = 0.0198, following the relation Y = 0.245 + 1.4Z with α MLT = 1.913. They also include convective core overshooting with the same parametrization, but with the conditions α ov = 0 for M 1.1 M , α ov = 0.20 for M 1.7 M , and (M − 0.9M )/4 in between. The MIST models used a scaled-solar composition with Z = 0.0142, with the relation Y = 0.2703 + 1.5Z and α MLT = 1.82. They used an alternate prescription of the core overshooting with a diffusion coefficient D ov = D 0 exp (−2z/H ν ), where z is the distance from the edge of the convective zone, D 0 the coefficient at z = 0, and H ν is defined with the overshooting parameter f ov such that H ν = f ov H p . MIST models adopted a fixed value f ov = 0.016 for all stellar masses, which would be approximatively converted to α ov ∼ 0.18 (Claret & Torres 2017) .
We retrieved several isochrones from the PARSEC database tool 6 , with ages ranging from log t = 6.6 to 10 by step of 0.05 (i.e. ∼ 0.1-13 Gyr), and metallicities from Z = 0.003 to 0.06 (i.e. −0.7 ≤ [Fe/H] ≤ +0.6, using [Fe/H] ∼ log (Z/Z )), by step of 0.001 (fine enough to avoid re-interpolation). The BaSTI isochrones are pre-computed in their database 7 , we downloaded models for t = 0.1 − 9.5 Gyr by step of ∼ 0.2 Myr and Z = 0.002, 0.004, 0.008, 0.01, 0.0198, 0.03 and 0.04 (i.e. −1.0 ≤ Fe/H ≤ 0.3). For fitting purpose, we created an interpolated grid of the BaSTI isochrones in Z, from 0.002 to 0.04 by step of 0.001. We also computed MIST isochrones from their database tool 8 using the standard age grid from 0.1 Myr to 20 Gyr by step of ∼ 1 Myr, and for metallicities in the range 0.002 ≤ Z ≤ 0.04 (i.e. −0.85 ≤ Fe/H ≤ 0.45) by step of 0.001.
When possible, we searched for the best-fit age in stellar effective temperature, radius and mass for both component simultaneously, assuming coeval stars and following a χ 2 statistics
where the sum is over both components (i = 1, 2) and the ∆ symbol represents the difference between the predicted and observed quantities. The effective temperature and the radii are measured quantities and were taken from the literature. They are listed in Table 3 . The masses are also measured from this work and are reported in Table 2 . We took care of rescaling the retrieved linear radii according to our own estimate of the linear semi-major axis. In our isochrone plots we also displayed the stellar luminosity estimated from the Stefan-Boltzmann law, but this parameter was not including in the fit as this is not an independent measurements.
The stellar metallicity is kept fixed in this process to a value from the literature (listed in Table 3 ). Our fitting procedure was the following. For all isochrone models, we first chose the closest grid in Z for a given metallicity. Then, we searched for the global χ 2 minimum in age by fitting all isochrones for that given metallicity. A second fit is then performed around that global minimum value, and where the grid is interpolated in age at each iteration. To assess the uncertainties on the three isochrone models (i.e. PARSEC , BaSTI and MIST ), we repeated the process with Z ± σ. Our final adopted age corresponds to the average and standard deviation between the three models. Fig. 10 . Fitted PARSEC , BaSTI and MIST isochrones for the AI Phe system. We note that the luminosity is not fitted and is estimated from the Stefan-Boltzmann law.
AI Phoenicis We adopted the metallicity from Andersen et al. (1988) and the stellar parameters listed in Table 3 . All fitted isochrones are consistent and give a similar age within 1σ (see Table 3 ). They are displayed in Fig. 10 . We found an average age of this system of t = 4.20 ± 0.19 Gyr. This value is in good agreement with previous estimates of Kirkby-Kent et al. (4.39 ± 0.32 Gyr, 2016) , Kanjanascul et al. (4.3 Gyr, 2012) , Hełminiak et al. (4 Gyr, 2009) Andersen et al. (4.1 ± 0.4 Gyr, 1988) , who used different stellar evolution models. The more evolved component is particularly in very good agreement for all models, while the other component located at the turn-off point disagrees at > 3σ with the PARSEC model. This might be linked to differences in the implementation of overshooting, Helium content or the mixing length in the models. We note however that the strength of convective core overshooting starts increasing rapidly from ∼ 1.2 M (Claret & Torres 2016 , so for this system with masses < 1.25 M the effect of overshooting should be negligible. Fig. 11 . Fitted PARSEC , BaSTI and MIST isochrones for the AL Dor system. The grey isochrones correspond to a metallicity of [Fe/H] = −0.21 dex, while the black isochrones are for 0.10 dex. We note that the luminosity is not fitted and is estimated from the Stefan-Boltzmann law.
AL Doradus
We first used the metallicity [Fe/H] = −0.21 dex derived by Graczyk et al. (2019) with the stellar parameters listed in Table 3 . We found that both stars are in a similar mainsequence phase, however, the best-fit isochrones are not satisfactory for all models, as shown in Fig. 11 in grey colour. The corresponding average age is t = 1.28 ± 0.89 Gyr. The metallicity does not seem consistent, and the value ∼ 0.10 dex would be more appropriate to reconcile the observables with the isochrones, as plotted in Fig. 11 in black colour. This value is consistent with the 0.15 ± 0.15 dex derived by Ammons et al. (2006) from a metallicity-colour calibration. All isochrone models locate the stars near the main-sequence turn-off with an average age t avg = 2.97 ± 0.23 Gyr. This can be compared to Casagrande et al. (2011) who performed a Bayesian analysis of the primary star with the PARSEC and BaSTI isochrones to derive t = 4.30 ± 0.85 Gyr and t = 3.90 ± 0.90 Gyr, respectively. Although they used a ∼ 100 K hotter temperature and a metallicity of −0.10 dex, their estimates are consistent with ours at < 1.5σ.
Radius are in agreement at ∼ 1σ with all models, while the masses disagree at more than 2.5σ, the PARSEC model showing the largest discrepancy. A better estimate of the metallicity and more precise temperatures are needed for further conclusions. Fitted PARSEC , BaSTI and MIST isochrones for the KW Hya system. We note that the luminosity is not fitted and is estimated from the Stefan-Boltzmann law.
KW Hydrae
There is no measurement of metallicity for this system in the literature. So we manually searched for a [Fe/H] value giving the lowest χ 2 for all models. We found that [Fe/H] = 0.25 dex provided a satisfactory fit for all models with the stellar parameters listed in Table 3 . We conservatively chose an uncertainty of ±0.10 dex to derive our age uncertainty. The isochrones are displayed in Fig. 12 , and are all consistent with each other. They show two components located on the main sequence, with the more evolved one being near the turn-off point. The age of all model agrees and we adopted an average age for the KW Hya system of t avg = 0.54 ± 0.05 Gyr. This is consistent with the 0.5 Gyr derived by Andersen & Vaz (1984) with Z = 0.02 and other isochrones models using old opacity data.
However, we notice that the more evolved component (the primary) is better fitted than the less evolved star (the secondary). More particularly, the fit of the radius of the secondary is not fully satisfactory. Removing the mass measurements from the fitted parameters slightly improved the agreement in radius, which might mean that the M − R calibration of the models is still not optimal for this level of precision. Finally, it is worth mentioning that fitting each component independently provides a similar age for the primary (within 1σ), while the secondary is ∼ 7σ younger. Fig. 13 . Fitted PARSEC , BaSTI and MIST isochrones for the NN Del system. We note that the luminosity is not fitted and is estimated from the Stefan-Boltzmann law.
NN Delphini
There is no estimate of the metallicity for this system. So we did as for KW Hya, i.e. we manually searched for a value giving the lowest χ 2 for all models, given the parameters listed in Table 3 . We found that [Fe/H] = −0.10 dex provided a satisfactory fit for all models. We also conservatively chose an uncertainty of ±0.10 dex to derive our age uncertainty for each models. The isochrones are displayed in Fig. 13 , and are in agreement with each other. All isochrones give the same evolutionary phase, i.e. both components are at the main-sequence turn-off point. The age between the PARSEC and MIST models are very similar, while the BaSTI model gives a younger system. They are reported in Table 3 . We adopted the average t avg = 2.21 ± 0.18 Gyr.
We also notice that our secondary mass measurement is ∼ 9σ away from the BaSTI isochrones. Again, this might be linked to the calibrations of the models, but further analysis are still necessary, particularly a measurement of the metallicity. ψ Centauri The metallicity of ψ Cen is also unknown, so we did as our previous systems and manually searched for a value giving the lowest χ 2 for all models, according to the parameters listed in Table 3 . We found that [Fe/H] = 0.2 dex provided a satisfactory fit for all models. We also conservatively chose an uncertainty of ±0.10 dex to derive our age uncertainty. The isochrones are displayed in Fig. 14. We found that the secondary is on the mainsequence while the primary entered the main-sequence turn-off. We estimated an average age of 0.28 ± 0.01 Gyr, consistent with the estimate of Bruntt et al. (2006, 290 Myr) who used Yonsei-Yale model isochrones and a metallicity Z = 0.01812. While all models give a similar age, the PARSEC model gives a better fit with the measurements. We notice that the less evolved component is in better agreement with the tracks than the pri-mary star located at the turn-off point. Changing the metallicity value does not reconcile the tracks, and the slight disagreement may be due to internal physics used in the models. The difference in the parametrization of the core overshooting may be a lead to explore. For instance, we notice that the PARSEC model which has the largest overshooting parameter (α ov = 0.25) provides a slightly better agreement than the other models. However, the MIST model with the lowest parameter (α ov ∼ 0.18) is in between, but they also used a alternate prescription of the core overshooting.
V4090 Sagittarii We adopted the metallicity of 0.36 ± 0.07 estimated by North et al. (1997) for the primary, as well as the effective temperature and radii. We note that their temperatures were estimated from average colour indices and not from spectroscopy. Here we only fitted the PARSEC and MIST isochrones as we are out of the BaSTI metallicity range with this system. The isochrones displayed in Fig. 15 show that both components are on the main sequence phase, with the primary star approaching the turn-off point. Both models provide a similar age (within 1σ), although the MIST models give a younger system. We estimated t avg = 0.44 ± 0.13 Gyr. We notice that the observables of the secondary star are within 1σ with the isochrones, but this is not the case for the more-evolved component. The models predict a hotter component with a larger radii for this given mass, which might be linked to the core-overshooting or the calibration of isochrones. The disagreement could also be due to a bias in the Gaia parallax. To reconcile the isochrones to ∼ 1σ we would need to correct the Gaia measurements by +0.25 mas. We note that the Hipparcos parallax has a low accuracy of ∼ 8 %, providing a primary mass precise to ∼ 30 %, which does not help in constraining the models. Finally, the lack of radial velocities likely impacts a reliable estimates of the semi-amplitude parameters, and therefore on the masses.
In general, for all our systems we see that the models cannot properly reproduce all observables, especially the radii and masses. We do not see a general trend related to the metallicity, although we still lack precise measurements to reliably conclude. We however noticed that the stars located at the main-sequence stage are generally better fitted than the one located at the turnoff point. A possible explanation would be the parametrization of the convective core overshooting. For instance for KW Hya and ψ Cen which have stars at a similar evolution stage, we noticed that the model with the largest core overshooting parametrization (PARSEC ) gives a better match for both stars to all observables (assuming a metallicity of 0.05 dex for ψ Cen). Unfortunately, for a finer analysis, we will need metallicity measurements with a higher precision, and be able to enter the models to change specific internal stellar parameters to better compare between models instead of pre-computed isochrones.
Distance comparison with Gaia parallaxes
We displayed in Fig. 16 the comparison between our derived orbital parallaxes and the ones from the GDR2. Only one system (AL Dor) is in agreement within 1σ. AI Phe is at 1.2σ while the other systems are > 2σ. We note that we took into account the +29 µas astrometric offset suggested by Lindegren et al. (2018) . As stated previously, this is to be expected as the GDR2 astrometric pipeline processing does not take into account yet the binarity of stars. However, it is worth mentioning that the Gaia bias indicators (the renormalized unit weight error and the astromet- Fig. 15 . Fitted PARSEC and MIST isochrones for the V4090 Sgr system. We note that the luminosity is not fitted and is estimated from the Stefan-Boltzmann law. ric excess noise) do not show strong evidence of possible biased measurements.
We also examined the proper motion (PM) of these systems by comparing the Hipparcos and Gaia measurements following the approach developed by Kervella et al. (2019b , see also Kervella et al. 2019a ). The long time baseline of 24.25 years between the two missions enables us to compare the mean longterm PM vectors with the individual measurements. Any difference (or anomaly) between the vectors indicates the presence of an orbiting third component. The detection is quantified using the signal-to-noise ratio (SNR) of the PM anomalies with respect to the mean PM as defined by Kervella et al. (2019a) . We found strong evidence of a third orbiting component for the AI Phe and KW Hya systems, with a SNR of 14.8 and 36.4 respectively. We note that this is consistent with our analysis of Sect. 5 for a third component of AI Phe. A moderate evidence is found for V4090 Sgr and NN Del (SNR ∼ 3), while there is no sign of an additional component around ψ Cen and AL Dor. 
Conclusion
This work reports the first interferometric observations of the eclipsing binary systems AI Phe, AL Dor, KW Hya, NN Del, ψ Cen and V4090 Sgr using the VLTI/PIONIER combiner. We performed a simultaneous fit of our precise astrometric positions provided by interferometry with radial velocity measurements to measure all the orbital elements, accurate dynamical masses and orbital parallaxes. For some systems we obtained a precision down to 0.04 % on the masses and 0.4 % on the orbital parallaxes. The accuracy on the orbital parallaxes is dominated by the systematic uncertainty of 0.35% on the interferometric separation measurements, limited by the knowledge of the effective wavelength of the PIONIER instrument. For our next targets of our observing program, such limitation will be overcome with the use of the VLTI/GRAVITY instrument (Eisenhauer et al. 2011 ), which has a dedicated internal reference laser source providing a wavelength accuracy of ∼ 0.01 %. Improving the precision on the astrometric and radial velocity measurements should also improved the precision on the masses. We confronted our precisely measured masses to stellar evolution models, together with stellar effective temperatures and radii retrieved from the literature. While our combined fit are satisfactory to derive the age of the systems, the high accuracy level on the masses of some systems showed that stellar evolution theory is still deficient in fitting simultaneously all parameters, with the radii or masses in marginal agreement with the models. This stresses the importance of precise stellar measurements for stellar evolution modelling and their calibration. Unfortunately, with precomputed isochrones (and predefined evolution parameters) and without precise measurements of the metallicity and temperature, it is impossible to conclude about which specific evolution model is more appropriate.
With a median accuracy of ∼ 55µas, our parallax measurements shows that the Gaia parallaxes still suffer from large systematic errors. However, this is expected as the last data release did not take into account the effect of binarity in the astrometric solutions. Such precise and accurate measurements provide a unique benchmark to test the next Gaia parallaxes.
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