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SOMMAIRE 
Le but de ce mémoire est de construire un système très évolué capable de détecter 
les images semblables à une image donnée. L'utilisateur choisit ou construit une image-
requête, et recherche dans la base d'images disponibles celles qui ressemblent à l'image-
requête. Le système indexe les images par des techniques automatiques d'analyse d'images 
s'appuyant sur les couleurs. Chaque image couleur est représentée par un histogramme 
couleur (chaque histogramme couleur contient trois histogrammes qui représentent les 
couleurs rouge, vert et bleu). Nous aborderons plusieurs problèmes, dont les suivants: 
Comment peut-on extraire des images similaires? 
Comment peut-on construire une base de données d'images couleur, simple d'utili-
sation? 
Pour chercher les images semblables à une image donnée, nous avons décrit deux 
méthodes efficaces, l'une parcourant toute une base de données, l'autre repérant des 
centres trouvés par l'algorithme SOFM (Self-Organizing Feature-Mapping). Ce dernier 
nous permet d'éviter une recherche dans toute la base de données et d'accélérer la vitesse 
d'exécution. Enfin nous avons fait une comparaison entre les résultats obtenus par les 
deux méthodes pour connaître la moyenne du taux de réussite relative à chacune. 
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INTRODUCTION 
La recherche des images par contenu est très utile dans plusieurs domaines comme 
la transmission et le stockage d'images, la synthèse d'images, l'imagerie par satellite, 
les ressources terrestres, la météorologie, la télévision, les communications militaires et 
l'imagerie médicale. La structure complexe des images demande de nouvelles techniques 
pour les représenter et les extraire à partir d'une base de données très large. La recherche 
traditionnelle à partir d'un texte ou d'un mot-clé reste limitée et ne peut pas être utilisée 
dans toutes les applications. Ce texte ou mot-clé sont générés manuellement. Cependant, 
cette description n'est pas suffisamment riche pour détecter le contenu visuel de l'image. 
La recherche d'images par "le contenu" consiste à développer des outils permettant de 
sélectionner les images les plus pertinentes par leur contenu, comme c'est le cas pour les 
systèmes de recherche d'informations. Dans le cas général d'une recherche d'images par 
similitude (recherche avec modèle), l'utilisateur choisit ou construit une image-requête, 
et recherche dans la base des images disponibles celles qui ressemblent à l'image-requête. 
Dans notre travail, nous avons utilisé deux méthodes pour rechercher les images 
semblables à une image donnée. La première méthode consiste à représenter chaque image 
couleur par un vecteur histogramme et à le comparer avec tous les vecteurs associés aux 
images de la base de données. Dans la deuxième méthode, nous avons utilisé un modèle 
de réseaux neuronaux pour éviter la recherche dans toute la base de données. 
L'objectif de notre travail est le suivant: 
construire et indexer une base de données d'images simple à utiliser, répondant aux 
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besoins des utilisateurs ; 
- calculer les paramètres nécessaires à cette construction ; 
élaborer des algorithmes pouvant trouver toutes les images similaires à une image 
donnée. 
Pour construire une base de données, il est nécessaire d'indexer les images sous une 
forme simple d'utilisation. Pour rechercher les images similaires à une image donnée, 
nous calculons la distance entre l'histogramme représentant cette image donnée et tous 
les histogrammes associés aux images de la base de données [l]. Nous extrayons toutes 
les images dont la distance est inférieure ou égale à un seuil que nous avons calculé. Plu-
sieurs recherches réalisées ont mené à de bons résultats ; Yihong Gong, Chua Hock et Guo 
Xiaoyi (1996) [1] ont proposé une nouvelle méthode pour créer un histogramme insen-
sible à la variation de la lumière. Markus Stricker et Michael Swain (1994) [2] et Stricker 
(1992) [5] ont utilisé une méthode basée sur l'histogramme couleur. Funt et Finlayson 
(1991) [6] et Swain et Ballard (1991) [7] ont utilisé une base de données contenant moins 
de cent images. Ils ont utilisé différentes sortes d'histogrammes. Engelson et McDermont 
(1991) [8] ont utilisé 168 images pour tester leurs algorithmes, ainsi que des histogrammes 
relatifs aux propriétés des textures. Dans notre travail, les algorithmes sont testés sur 511 
images et nous avons utilisé des histogrammes de couleurs. L'image donnée est comparée 
avec des images représentatives trouvées à partir des réseaux neuronaux SOFl\!L 
Le premier chapitre aborde le processus d'indexation (quelques notions générales sur 
les images couleur sont données), l'élaboration d'une base de données et la technique de 
représentation des images couleur par des histogrammes. Chaque histogramme comporte 
trois composantes représentant les couleurs. Nous avons utilisé une distance métrique 
entre les vecteurs pour trouver les images similaires à une image donnée. Nous avons 
déterminé la probabilité de similitude de deux histogrammes pour calculer le seuil. Nous 
avons explicité une méthode très efficace pour calculer un seuil particulier, et l'avons 
utilisée pour préciser le nombre d'images similaires désirées. Par exemple, si l'utilisateur 
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désire dix images, on peut lui donner approximativement les dix images les plus proches 
à partir du seuil calculé. Les algorithmes choisis pour faire l'indexation, le calcul du seuil 
et l'extraction des images similaires à une image donnée ont été décrits. Nous avoms établi 
la relation entre la probabilité et le nombre moyen d'images dans la base de donm.ées. Les 
résultats obtenus dans cette partie sont appréciables. 
Dans le deuxième chapitre, nous exposons une méthode importante pour faire l'in-
dexation à partir des réseaux neuronaux. Nous avons utilisé les réseaux SOF"M pour 
calculer plusieurs centres et pour extraire les nuages liés à ces centres. Le nuatge d'un 
centre est l'ensemble des images relatives à ce centre. Nous avons conçu de nouveaux 
algorithmes pour faire une nouvelle indexation à partir des réseaux SOFM et po-ur cher-
cher les images similaires à l'image donnée. L'avantage de ces nouveau_x algorithtmes est 
d'éviter la recherche dans toute la base de données. L'image donnée est compaiée avec 
les centres calculés pour enfin extraire les images similaires à cette image. 
Enfin, nous présentons les résultats que nous avons obtenus concernant les iII:J.ages en 
couleurs et la recherche des images similaires à une image donnée. Les portes so nt donc 




Recherche des illlages silllilaires à 
partir de leurs histograninies couleur 
Dans ce chapitre nous expliquerons la première méthode que nous avons utilisée. 
Dans cette méthode nous comparons l'image donnée avec toutes les images de la base de 
données. Nous avons élaboré une base de données de 511 images couleur dans le format 
JPEG; chaque image y est représentée par son histogramme. Nous créons un index dans 
la base de données contenant 511 histogrammes où chaque histogramme représente une 
image de la base de données. Pour une image requête quelconque inclue ou non dans 
la base de données, nous calculons d'abord son histogramme. Pour extraire les images 
similaires à l'image requête, il faut calculer les distances entre leur histogramme et les his-
togrammes indexés dans la base de données. Nous extrayons les images dont la distance 
est inférieure ou égale à un seuil déterminé par calcul. Dans ce chapitre nous aborderons 
plusieurs problèmes intéressants; parmi ceux-ci nous avons: 
- Comment représenter des images couleur par des histogrammes? 
- Comment construire une base de données d'images couleur simple d'utilisation et 
répondant aux besoins des utilisateurs? 
- Comment établir la relation entre le nombre moyen des images similaires à une 
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image (requête) et la probabilité de similitude entre deux images? 
Le schéma (figure 1) explique les étapes nécessaires pour construire une base d'images 
et pour rechercher les images similaires à une image donnée. Chaque image de la base 
est représentée par un histogramme ; soit I une image donnée et soit H son histogramme 
couleur calculé. Nous calculons les distances entre H et tous les histogrammes repré-
sentant les images dans la base de données. Calculons la propabilité de similitude entre 
deux histogrammes pour obtenir la valeur d'un certain seuil desiré t, afin de détecter un 
nombre moyen précis des images similaires. Enfin extrayons les images dont la distance à 
l'image I est inférieure ou égale à t. Dans ce chapitre nous allons expliquer ces étapes et 
les résultats obtenus. Nous allons présenter la base de données que nous avons construite, 
la représentation par histogramme couleur et le calcul de la distance entre deux histo-
grammes. Dans la section 1.2.3, 1.2.4 et 1.2.5 nous allons étudier successivement l'espace 
d'histogrammes, la distribution des distances des histogrammes et la capacité de cet es-
pace. La section 1.4 explique comment faire l'indexation de notre base de données. La 
section 1.5 explique l'extraction des images semblables à une image donnée. Le calcul de 
la probabilité de similitude entre deux histogrammes et la relation entre cette probabilité 
et le nombre moyen d'images sont expliqués en détail dans la section 1.5. 
1.1 Base d'images 
Nous avons constitué une base de données de 511 images couleur de type photo-
graphique. Toutes ces images sont prises au Liban dans des environnements différents. 
Elles sont stockées en format JPEG. Ce format est utilisé pour supprimer certaines cou-
leurs dans une image, invisibles à l'oeil nu, son utilisation étant destinée à des images 
de type photographique. Chaque point d'une image peut avoir trois différentes couleurs. 
Les images de la base de données sont numérotées par ordre croissant de 1 jusqu'à 511. 
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Base de données (511 images) 
Calcul des histogrammes couleur 
Indexation 
Calcul de la distance entre les vecteurs 
histogrammes couleur indexés dans 
la base de données et le vecteur 
histogramme couleur de l'image 
donnée 
[mage donnée( image incluse 
ou non dans la base de donnée) 
Calcul de l'hiS\ogramme 
couleur de cette image 
Calcul de la probabilité pour que deux histogrammes 
soient similaires 
Algorithme de recherche: 
1 - Algorithme général 
a 1 1 
b 1 1 
1 1 1 . 
2 - Extracàon des images similaires à 
une image donnée (images similaires dont 
la distance est plus petite ou égale à t) 
Extraction des distances inférieures à t Calcul du seuil t 
FIG. 1 - Schéma général du système de recherche. 
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Chaque histogramme admet un indice. Les indices des histogrammes désignent les nu-
méros des images. Soit Ji une image quelconque dans la base de données. Pour connaître 
les informations relatives à Ji nous trouvons son indice j et son histogramme indexé. 
Les histogrammes h1 , h2 , h3 , ••. , h 511 constituent les enregistrements et leurs indices dési-
gnent les clés. Supposons que l'on veuille connaître les informations relatives à l'image 
dont l'histogramme est h 101 : le système repère alors le numéro d'enregistrement corres-
pondant. Si c'est le numéro 101, il va alors lire le lOlème enregistrement pour trouver 
les informations désirées. 
Pour extraire les images similaires à une image donnée I, nous calculons les distances 
entre son histogramme H et tous les histogrammes représentant toutes les images dans la 
base de données. Nous extrayons les images dont la distance par rapport à I est inférieure 
ou égale à un certain seuil calculé t. L'utilisateur peut extraire un nombre précis d'images 
similaires. Dans la section suivante, nous expliquerons la représentation par histogramme 
et le calcul de la distance entre deux histogrammes quelconques dans la base de données. 
1.2 Histogramme couleur et calcul de la distance 
1.2.1 Histogramme couleur 
Supposons que nous ayons une image M contenant n niveaux de gris. L'histogramme 
associé à l'image est défini par: 
H(M) = (h1, h2, ... ,hi, ... , hn)· 
hi est le nombre de pixels ayant le niveau de gris i dans l'image M avec 2::~1 hi = N, 
où N est le nombre de pixels dans l'image M. 
Soit I une image couleur, son histogramme H est défini par: 
H(M) = (HRiHa,Hs), 
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où HR = (r1, r2, ... , rj, ... , rn), Ha= (91, 92, ... , 9ï, ... , 9n) et Ha= (b1, b2, ... , bkJ ... , bn)· 
Ici ri est le nombre de pixels de niveau de gris j dans l'image rouge Mfü 9ï est le nombre 
de pixels de niveau de gris i dans l'image verte Ma et bk est le nombre de pixels de niveau 
de gris dans l'image bleue M8 . Les vecteurs histogrammes doivent satisfaire la condition 
suivante: 
LJ=l ri= E~=t 9i =E~=l bk = N. 
Les images de la base ne sont pas de même dimension. Pour que tous les histogrammes 
des images contiennent le même nombre de pixels, nous effectuons la normalisation. Nous 
remplacons H(M) par: 
Hl(M) = H(~xNo 
avec N 0 , facteur de normalisation. Dans notre travail nous avons utilisé N 0=256. Dans la 
figure 2 nous avons une image et son histogramme normalisé. Dans les sections suivantes, 
nous utilisons H (ou H(M) ) pour désigner l'histogramme normalisé. 
1.2.2 Calcul de la distance 
Soit E un espace métrique. Nous définissons la distance d de E x E dans R+, qui, au 
couple (x, y) de Ex E, fait correspondre un nombre d(x, y) 2'.: 0, appelé distance entre x 
et y, x, y étant deux points dans l'espace E. 
Cette distance doit posséder les trois propriétés suivantes: 
Positivité: d(x, y) >0 six =I= y, et d(x, x) =O. 
Symétrie: d(x, y) = d(y, x) 
- Inégalité triangulaire: d(x, z) < d(x, y)+ d(y, z) 
Soient .lf1 et H2 deux histogrammes qui représentent deux images couleur. Pour calculer 
la distance entre H 1 et H 2 utilisons la distance Euclidienne définie par: 
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(Ll) 
avec, Hi = (ru, Ti2, ... , Tij, ... ,Tin, gu, gi2, ... , gij, ... ,gin, bu, b12, ... , b1j, ... , bin) et 
H 2 = (r2i, r 22 , ... , T2j, .•. , T2n, g2i, g22, ... , g2j, ... , g2n, b2i, b22, ..• , b2j, ... , b2n)- Nous pouvons 
aussi utiliser une autre distance comme celle de Manhattan définie par : 
(1.2) 
Plusieurs chercheurs ont utilisé ces deux distances pour implanter leurs algorithmes. 
Par exemple: Equitz et al. (1993) [4}; Stricker, (1992) [5]. Dans notre travail nous utili-
sons la distance Euclidienne. 
Deux histogrammes sont similaires si leur distance est inférieure ou égale à un seuil fourni 
t. Dans le cas contraire, nous dirons qu'ils sont différents. La notion de similarité joue un 
rôle important dans l'analyse des propriétés métriques de l'espace d'histogrammes. 
1.2.3 Espace d'histogrammes 
Dans cette section nous expliquons la définition de l'espace d'histogrammes que nous 
allons utiliser dans d'autres sections. 
L'espace d'histogrammes est un sous-ensemble des vecteurs de dimension 3n. Soit 1l cet 
espace, 1l est défini par : 
1l peut être décomposé sous la forme : 
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où 1lr, 11,9 et 11,6 sont des sous ensembles de l'espace de vecteurs des dimensions n de la 
forme: 
{(h1, ... , hn)[hi > 0, 1 < i < n, E~=l hi= N} 
La section suivante présente la distribution des distances entre les histogrammes et la 
section 1.2.5 étudie la capacité de l'espace d'histogrammes. 
1.2.4 Distribution des distances 
Avant d'expliquer les raisons de l'étude de la distribution des distances, il faut définir 
le nombre de paires d'histogrammes correspondant à une distance donnée t. Soit np ce 
nombre, np est le nombre de paires d'images dans la base de données dont la distance 
est plus petite ou égale à une valeur donnée t. 
Pour fixer l'intervalle des valeurs raisonnables de t, nous étudions la distribution des dis-
tances entre les histogrammes de notre base de données (figure 3). La figure 3 donne le 
nombre de paires d'histogrammes np à chaque t donnée, prenons par exemple 2600 paires 
d'histogrammes dont la distance t=300. Pour calculer np, nous extrayons les paires des 
images dont la distance est plus petite ou égale à t. Si t diminue, l'algorithme de recherche 
donne un nombre réduit des paires d'histogrammes et si t augmente, l'algorithme de re-
cherche fait augmenter ce nombre. Le nombre de paires d'histogrammes augmente avec 
t jusqu'à une valeur maximale à partir de laquelle le nombre de paires d'histogrammes 
commence à diminuer (voir figure 3). Donc nous pouvons prendre l'intervalle des va-
leurs raisonnables de t comme l'intervalle commençant par la valeur où le nombre paires 
d'histogrammes est minimal et termine par la valeur où ce nombre est maximal. Dans 
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FIG. 3 - Distribution des distances. 
section suivante nous étudierons la capacité de l'espace d'histogrammes associé à un seuil 
t donné. 
1.2.5 Capacité de ! 'espace d'histogrammes 
Dans cette section nous allons expliquer la définition de la capacité et son utilisation. 
Avant de construire une base de données indexée, il faut déterminer si les histo-
grammes peuvent distinguer les différentes images prises du même environnement. La 
capacité de l'espace d'histogrammes résout ce problème. Nous examinons le nombre 
maximal des différents modèles pouvant être stockés dans la base de données. C'est le 
nombre maximal d'histogrammes "t-différents" dans cette base. Deux histogrammes sont 
"t-similairesn si leur distance est inférieure ou égale à t. On dit que deux histogrammes 
sont "t-différents" si leur distance est plus grande que la valeur t donnée. 
Soient 1-l, l'espace d'histogrammes défini dans la section 1.2.3, d, une distance métrique 
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dans l'espace 1l et t une distance donnée. La capacité de 1l, notée par C(1l,d, t), est 
définie comme le nombre maximal d'histogrammes ''t-différents" dans l'espace 1l. 
La valeur de la capacité est maximale dans le cas où tous les histogrammes sont "t-
différents". Le calcul de la capacité est difficile si la base de données est très large mais 
il est possible de l'estimer par des théories de codage (Van Lint, 1992) [15]. 
Estimation de la capacité 
Soit A( n, 2l, w) la fonction qui représente le nombre maximum de différents mots co-
dés en binaire où, n est la longueur de chaque mot, l est la distance de Hamming et w 
est une constante. A( n, 2l, w) est donnée par la formule: 
1 ( n ) , A(n, 2l, w) =max qlCwJ-i w , ou (1.4) 
l(w) = tC~) 2 , q est le plus petit nombre premier suivant n (q > n) et w est une 
constante entre 1 et n (Van Lint, 1992) [15]. 
Supposons que chaque histogramme est représenté par un mot binaire de longueur n et 
A(n, 2l, w) est le nombre maximum d'histogrammes "t-différents". La capacité satisfait 
l'inégalité suivante: 
C(1l, d, t) > A(n, 2l, w) (Markus Stricker, 1994) [2], où 
w::::; f3 et f3 = min(n, [( 2~)2]). 
Donc nous pouvons estimer la capacité par : 
C(1l, d, t) ~ A(n, 2l, w). 
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Le tableau suivant contient des valeurs calculées de l'estimation de la capacité à un t 
donné. Nous calculons la valeur de l(w), avec w=l (w est une constante donné), N=256 
t l(w) A(n, 2l,w) 
100 0.08 451.91 
150 0.17 217.57 
200 0.31 98.01 
250 0.48 31.67 
300 0.69 7.85 
TAB. 1 - Valeurs de la capacité à un t donné. 
et test donné. Nous calculons A(n, 2l, w)· et puis nous prenons leur valeur comme esti-
mation de la capacité. Nous remarquons ci:ue si t augmente, l(w) augmente et A(n, 2l, w) 
dimimue. 
1.3 Les paramètres d'optimisation du temps de re-
cherche 
Le but de cette section est de minimiser le nombre d'opérations dans nos algorithmes 
et de réduire le temps de recherche. Pour atteindre ce but nous calculons la valeur d'un 
certain t comme seuil. Puis nous extrayo·ns les images dont la distance par rapport à 
l'image donnée est inférieure ou égale à t. N·ous allons expliquer la probabilité de similitude 
entre deux histogrammes qui nous aide à cc..lculer t. Puis la relation entre le nombre moyen 
d'images similaires dans la base de données et la probablité de similitude. 
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1.3.1 Probabilité de similitude et relation avec le nombre moyen 
des images similaires 
La probabilité de similitude entre deux histogrammes est la probabilité pour que ces 
deux derniers soient semblables. La probabilité de similitude dépend de la valeur d'une 
certaine distance donnée t. Cette probabilité est définie par la formule : 
p(t) = ~; (L5) 
avec, n 1 le nombre total de paires d'histogrammes dans la base de données, n 2=n2(t) 
le nombre de paires d'histogrammes "t-similaires" . Le tableau suivant contient quelques 
valeurs calculées de p(t) à chaque t donnée. 






TAB. 2 - Valeurs de la probabilité à chaque t donnée. 
terons, dans le paragraphe suivant comment R peut être utilisé pour calculer la valeur 
d'un certain seuil dont le rôle est de caractériser "la similarité" accepatable entre l'image 
requête et les images de la base. Pour cela nous devons estimer R. Selon [2], l'estimation 
du nombre moyen R est donnée par: 
R(n, t) ~ nxp(t), (L6) 
où n est le nombre d'images dans la base. La relation établie par la formule (L6) est 
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très utile. En effet, il est possible de pré-calculer pour un certain nombre de valeurs de t, 
la probabilité p(t) (voir section 1.3.3). De même nous pouvons déduire la valeur du seuil 
t à partir de la relation entre R(n, t) et p(t) (1.6). Dans la section suivante, nous allons 
expliquer comment trouver la valeur du seuil t. 
1.3.2 Calcul du seuil t 
L'utilisation du seuil t permet d'éviter de nombreux: calculs et de réduire considéra-
blement le temps de recherche. En effet, dans ce cas nous diminuons le nombre d'images 
à classer (selon la distance) en ne prenant que celles dont la distance à l'image donnée 
est inférieure ou égale au seuil t. Ceci implique bien sûr moins d'opérations dans nos 
algorithmes et donc un gain de temps. 
La formule (1.6) nous permet de déduire une valeur de seuil appropriée. Nous calculons 
p(t) par cette formule en donnant à R(n, t) une valeur précise. Nous comparons p(t) avec 
des valeurs de la probabilité p(tï) pré-calculées à chaque ti donné (tableau 2). Puis nous 
retiendrons du tableau de p(tï) la valeur de ti dont la probabilité donne la meilleure 
approximation de p(t). 
1.3.3 Estimation de la probabilité 
Dans plusieurs applications, nous ne pouvons prendre la base de données complète-
ment. Dans le cas d'une base de données très grande, il est fastidieux de calculer ou de 
recalculer à l'aide de la formule 1.5 la probabilité quand une nouvelle image est ajoutée à 
cette base. Pour ces deu...x raisons, il faut estimer la probabilitél.5. Pour faire l'estimation, 
supposons que les histogrammes sont distribués uniformément dans des sous groupes de 
16 
leur espace. L'estimation de la probabilité est donnée par la formule: 
1 m 
p1(t) ~ X(t, Nblmages, m) = bI 'L,B(Ij, t, Nblmages) m*N mages . 
J=l 
(1.7) 
avec { Iilj = 1, ... , m }, un ensemble d'images dans la base de données. m, le nombre 
d'images de cet ensemble. B(Ii, t, Nblmages), le nombre de toutes les images dont la 
distance à Ji est inférieure ou égale à un certain t, où t est le rayon d'une sphère cen-
trée en Ji. Nous supposons que chaque image de l'ensemble est un centre d'une sphère 
dont le rayon égal à t. Nblmages est le nombre total d'images dans la base de données. 
NbI!;,.agesB(Ii, t, Nblmages) peut être interprété comme l'estimation de la probabilité p(t) 
pour que deux histogrammes soient similaires (1.5). X(t, Nblmages, m) est la moyenne 
de l'estimation de la probabilité. Nous prenons un échantillon de m histogrammes loin les 
uns des autres. C'est-à-dire que la distance entre deux histogrammes quelconques dans 
l'échantillon doit être supérieure ou égale à t. Dans le cas contraire où les histogrammes 
de l'échantillon sont proches, l'estimation n'est pas bonne parce que les histogrammes 
sont mal distribués dans leur espace. D'après l'expérience nous trouvons que t = r!i 3 de 
la valeur de la distance entre les deux images les plus éloignées dans la base de données. 
La probabilité et son estimation calculées sont représentées par la figure 4. La première 
courbe représente la fonction de la probabilité p(t) et la deuxième représente son esti-
mation P1(t) à chaque t donné. p(t) et p 1 (t) croîent avec la valeur de t et à chaque t 
correspond une valeur de la probabilité (formule 1.5) et de son estimation (formule 1.7). 
Pour savoir si l'estimation est bonne ou non, nous faisons une comparaison entre la proba-
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FIG. 4 - La probabilité et son estimation. 
1.4 Algorithmes 
Dans cette section, nous présentons les algorithmes que nous avons utilisés pour in-
dexer la base de données et pour rechercher les images similaires à une image donnée par 
l'utilisateur. 
1.4.1 Algorithme 1: Indexation de la base de données 
Nous nous appliquerons ici à décrire l'algorithme d'indexation. Transformons l'image 
de format JPEG en une image plus simple à utiliser. A cet effet, nous prendrons le format 
PPM. Coupons ensuite l'en-tête de l'image format PPM. Ensuite calculons et normali-
sons l'histogramme [1 J parce que les images ne contiennent généralement pas le même 
nombre de pixels. Chaque histogramme est représenté par un vecteur. Nous le mettons 
dans un index de la base de données [2]. 
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Algorithme 1: Pour faire l'ndexation de la base de données 
{ 
lire NbI mages ; 
pour i = 1 à NbI mages faire { 
lire image i.jpeg; 
} 
calculer son histogramme (Hfü Ha, Hs); 
normaliser (Hfü Ha, Hs); 
mettre (Hfü He, H 8 ) dans un vecteur Vï; 
indexer Vï dans un fichier ; 
} 
NbI mages: nombre total d'images dans la base de données. 
i.jpeg : image quelconque dans la base de données, avec 1 < i ::::; NbI mages . 
1.4.2 Algorithme 2: Recherche des images similaires à une image 
donnée 
Cet algorithme est conçu pour retrouver les images similaires à une image donnée. 
Nous lisons et visualisons, puis calculons l'histogramme de cette image. Calculons les dis-
tances entre le vecteur "histogramme" de cette image et tous les vecteurs "histogrammes" 
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stockés dans un index de la base de données [2]. Chaque image est réprésentée par un his-
togramme dans l'index. Enfin extrayons les images dont la distance avec l'image donnée 
est inférieure ou égale à un certain seuil calculé. 
Algorithme 2 : Pour trouver les images simialires à une image donnée 
{ 
lire image donnée ; 
visualiser cette image ; 
calculer son histogramme H(image) =(Hi, H 2 , H3 ); 
lire R le nombre moyen d'images similaires donnée ; 
calculer du seuil t correspond à R (formule L6); 
trouver les images { I} de la base de données dont la 
distance (Ll), d(H(image), H(I)) < t; 
afficher ces images par ordre croissant de distance 
d(H(image), H(I)) (formule Ll); 
} 
1.4.3 Algorithme 3 : Calcul du seuil qui contrôle le nombre 
moyen d'images semblables 
Nous utilisons le seuil pour "contrôler" les images similaires désirées. Dans cet algo-
rithme nous déterminons les distances minimale et maximale entre deux images quel-
conques dans la base de données. La distance minimale est celle qui sépare les deux 
images les plus proches dans la base de données. De façon similaire, nous définissons la 
distance maximale comme étant la distance séparant les deux images les plus éloignées. 
Nous calculons ces deux distances à partir de l'équation 1.1. Nous donnons des valeurs de 
seuil entre ces valeurs minimum et maximum. Nous calculons à l'aide de l'équation 1.5 
la probabilité pour que deux histogrammes soient similaires pour chacun de ces seuils. 
Le nombre moyen d'images similaires Rest donné. Puis nous déterminons la probabilité 
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Algorithme 3 : Pour calculer le seuil à partir du nombre moyen d'images semblables 
{ 
calculer les distances minimale et maximale 
entre deux images quelconques dans la 
base de données (formule 1.1); 
lire NbS eu il le nombre de seuils données ; 
pour i = 1 à NbS eu il faire { 
prendre un seuil ti entre les valeurs 
minimum et maximum de la distance ; 
calculer la probabilité Pi pour chaque ti 
(formule 1.5) ; 
} 
lire R le nombre moyen d'images similaires donnée ; 
calculer la probabilité de similitude entre deux 
histogrammes (formule 1.6); 
pour i = 1 à NbS eu il faire { 
si Pi < p(t) et Pï+i > p(t) 




de similitude entre deux histogrammes à partir de l'équation 1.6. La probabilité retenue 
(et le seuil correspondant) sera la plus proche de celle du nombre moyen. 
1.4.4 Algorithme 4: Calcul de la probabilité de similitude entre 
deux histogrammes 
Nous utiliserons cet algorithme pour déterminer la probabilité de similitude entre 
deux histogrammes (1.5) pour un seuil donné. 
Algorithme 4: Pour calculer la probabilité de similitude entre deux histogrammes 
{ 
lire NbS eu il le nombre des seuils données ; 
calculer n 1 le nombre total de paires d'histogrammes 
dans la base de données ; 
pour i = 1 à NbSeuil { 
} 
lire le seuil ti; 
calculer n2 le nombre de paires d'histogrammes 
''ti - similaires" ; 
calculer Pï(t) la probabilité de similitude entre 
deux histogrammes de la base de données 
(formule 1.5) ; 
} 
1.5 Résultats 
Dans cette section, nous présentons quelques résultats que nous avons obtenus. Nous 
trouvons, pour chaque exemple, le nombre moyen R d'images similaires, le seuil t et le 
temps de recherche tr. A la fin de cette section nous allons présenter un tableau qui 
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contient: le nombre moyen d'images semblables R, le seuil t calculé à partir de R, la 
moyenne d'images semblables MIS calculée en parcourant toute la base de données. 
Dans la figure 5 nous avons une image dans un quartier de Beyrouth. L'image originale 
est dans (a). Nous avons trouvé deux images similaires à celle-ci. La première image (b) 
est l'image dont la distance à l'image originale est nulle (l'image (b) est l'image originale 
elle-même). La deuxième image (c) est prise dans le même quartier. R =5, t = 170.9 et 
tr = 87s. Dans cette figure nous remarquons la similarité entre les images (a), (b) et (c). 
Dans la figure 6 nous avons les histogrammes des images de la figure 5. La distance entre 
les deux histogrammes (a) et (b) est nulle et la distance entre les deux histogrammes (a) 
et ( c) est petite. La figure 7 montre un autre exemple de recherche des images similaires. 
L'image originale est (a). En plus de trouver l'image originale, l'algorithme trouve deux 
autres images. R =5, t = 170.9 et tr = 40s. L'image (c) ressemble beaucoup à l'image 
originale (a). Malgré le fait que les histogrammes de l'image originale et l'image (d) se 
ressemblent, elles sont perçues différemment par !'oeil. Dans la figure 8 nous avons les 
histogrammes des images de la figure 7. Dans la figure 9, l'image originale (a) est un plan 
d'un autre quartier de Beyrouth. Nous avons trouvé quatre images similaires à celle-ci. 
R =5, t = 170.9 et tr = 30s. Les images (b) et (c) ressemblent beaucoup à ce plan tandis 
que (d) et (e) ne lui ressemblent pas. La distance entre les histogrammes des images 
(d), (e) et l'histogramme de l'image originale est inférieure ou égale au seuil calculé mais 
ces images ne ressemblent pas. Dans la figure 10 l'image originale est (a). Nous avons 
trouvé cinq images similaires à l'image originale dont trois ( (b), (c), (d) ) lui ressemblent 
beaucoup, R =5, t = 170.9 et tr = 44s. Dans la figure 11 nous avons utilisé l'image ( c) 
de la figure 10 comme image originale. Nous avons obtenu le même résultat que dans 
l'exemple précédent mais l'ordre des images est changé parce qu'il est relatif au degré de 




FIG. 5 - (a) Image originale. La première image (b) est l'image dont la distance à l'image 






FIG. 6 - La distance entre les hisiiogrammes (a) et {b) est nulle et la distance entre les 
histogrammes (a) et (c) est petite. 
25 
(a) 
(b) (c) (d) 
FIG. 7 - Trois images similaires à l'image originale. Le nombre moyen d 'images R =5, 








(b) (c) (d) 
FIG. 8 - (a) Histogramme de l'image originale. {b}, (c) et {d} sont les histogrammes des 




(b) (c) (d) 
(e) 
FIG. 9 - Quatre images similaires à l'image originale. Le nombre moyen d'images R =5, 
t = 170.9 et tr = 30s. 
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(a) 
(b) (c) (d) (e) 
(f) 
FIG. 10 - (a) Image originale. Nous avons trouvé cinq images similaires à l'image origi-
nale. Le nombre moyen d'images semblables R = 5, t = 170.9 et tr = 44s. 
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(a) 
(b) (c) (d) (e) 
FIG. 11 - L'image originale est dans (a). Nous avons trouvé cinq images similaires à 
cette image. L'ordre des images similaires est relatif au degré de similitude décroissant 
avec l'image originale. R = 5, t = 170.9 et tr = 45s. 
R t MIS 
2 170.9 3.53 
5 206.6 7.48141 
10 221.9 11.0254 
15 237.2 15.5832 
20 247.4 19.6477 
25 257.6 24.1918 
30 262.7 26.8513 
TAB. 3 - Moyennes des images semblables pour 511 images, pour chaque valeur de R 




La couleur est une caractéristique très importante dans l'image. Chaque pixel dans 
l'image couleur est représenté par trois composantes (rouge, verte et bleue). L'image 
couleur représentée par un histoggramme de couleurs. Cet histogramme couleur peut 
être efficacement utilisé pour rechercher les images semblables à une image donnée. Nous 
faisons simplement la comparaison entre deux images à partir des leurs histogrammes. 
Les histogrammes contiennent le même nombre de pixels indépendamment de la taille de 
l'image. L'histogramme reste invariant si nous faisons rotation ou translation de l'image, 
mais il varie lentement en fonction de l'angle de vision. La couleur n'est pas suffisante 
parce que nous pouvons trouver des images qui ne sont pas similaires malgré que leurs 
histogrammes sont semblables. 
Nous avons construit une base de données de 511 images. Chaque histogramme contient 
un nombre total de pixels égal à 3 x 256. Pour chaque image donnée nous trouvons au 
moins une image semblable dont la distance est égale à O. Nous pouvons trouvé au moins 
l'image elle-même. Le nombre d'images similaires à une image donnée dépend du seuil 
calculé à partir du nombre moyen d'images similaires donné par l'utilisateur. Le nombre 
d'images simialires augmente avec le seuil calculé. 
Pour indexer la base de données et construire le système de recherche des images simi-
laires, nous avons créé trois programmes et plusieurs fonctions ayant en tout 1500 lignes 
codés en c++. 
Dans le cas où il y a une base de données très grande, c'est difficile de calculer la distance 
entre l'image donnée et toutes les images de la base. Dans le chapitre suivant, nous allons 
présenter une méthode qui compare l'image donnée avec un certain nombre des images 
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significatives de la base. 
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Chapitre 2 
Indexation à partir des réseaux 
neuronaux SOFM 
Les réseaux de neurones artificiels sont inspirés du fonctionnement du cerveau humain 
et de son système nerveux. Ils peuvent résoudre des problèmes complexes, difficilement 
traitables par les techniques courantes comme les modèles mathématiques traditionnels. 
Les réseaux de neurones artificiels établissent la fonction de correspondance d'un domaine 
d'entrée vers un domaine de sortie à partir d'un ensemble restreint d'exemples typiques 
de l'application à traiter, et font des généralisations significatives. 
Le but de l'utilisation des réseaux neuronaux dans notre travail est d'éliminer un 
certain nombre des comparaisons et d'accélerer notre système de recherche des images 
semblables à une image donnée. En effet la méthode que nous avons expliquée dans le 
chapitre précédent, fait une comparaison de l'image donnée avec toutes les images de la 
base. Dans la méthode que nous allons expliquer, nous faisons une nouvelle indexation 
de la base d'images nous permettant de comparer l'image donnée avec une partie des 
images de la base. De cette façon, nous éliminons un grand nombre de comparaisons 
et le temps de recherche sera moins long. Pour réduire le nombre des comparaisons et 
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accélérer notre système de détection des images, il faut rechercher une méthode qui pou-
vant réorganiser la base d'images d'une façon efficace. Pour faire cela, nous avons utilisé 
les réseaux SOFM(Self-Organizing Feature-Mapping) pour calculer plusieurs centres afin 
de les comparer avec l'image donnée. nous trouvons le centre le plus proche à l'image 
donnée, c'est à dire le centre dont la distance par rapport à cette image est minimum. 
Enfin, nous comparons cette image avec l'ensemble des images liées à ce centre et à ceux 
voisins de celui-ci. 
La hiérarchie (figure 12) décrit les étapes nécessaires pour faire la nouvelle indexation 
de la base d'images et pour faire sortir les images semblables à l'image donnée en utili-
sant la méthode de SOFM. Dans cette recherche nous comparons l'image donnée avec les 
centres calculés. Pour faire cette comparaison, nous calculons l'histogramme de l'image 
donnée ainsi que les distances entre cet histogramme et les histogrammes représentant 
les centres. Nous cherchons le centre le plus proche de cette image, c.à.d que la distance 
le séparant de l'histogramme de cette image, est minimum. Puis nous comparons l'image 
donnée avec le nuage de ce centre. Le nuage d'un centre est l'ensemble des images de 
la base de données dont la distance par rapport à ce centre est inférieure ou égale à 
un certain seuil calculé. Enfin nous extrayons les images dont la distance avec l'image 
donnée est plus petite ou égale à un certain seuil calculé. Dans ce chapitre, nous allons 
expliquer ces étapes et les résultats obtenus. Dans la section suivante, nous allons pré-
senter deux points, le fonctionnement des réseaux neuronaux et l'apprentissage à partir 
des ces réseaux. Ces deux points sont nécessaires pour comprendre la méthode SOFM. 
Dans la section 2.2 nous allons expliquer cette méthode pour calculer les centres afin de 
réorganiser notre base de données. Nous allons présenter les avantages de cet algorithme 
et démontrer son efficacité dans notre travail. La section 2.3 est pour expliquer la nouvelle 
indexation de la base d'images et extraire les images semblables à l'image donnée à partir 
de cette indexation. Dans la section 2.4 nous allons présenter quelques résultats obtenus 
à partir des deux méthodes, parcours général de la base d'images, parcours des centres 
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Base de données de 511 images 
Image donnée ( incluse ou non 
dans la base de données) 
Indexation des centres et des nuages 
Comparaison entre le vecteur 
représenant l'image donnée et les 
nuages du centre proximal et des 
centres voisins 
Extraction du centre le plus 
proche 
Extraction d'images similaires 
dont la distance est plus petite ou 
égale à un certain t calculé 
FIG. 12 - Système de recherche à partir des centres. 
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et temps de recherche dans chaque méthode. Ces résultats démontrent le fonctionnement 
et l'efficacité de SOFM par rapport à l'autre méthode. 
2 .1 Fonctionnement et apprentissage 
Dans cette section nous allons expliquer le fonctionnement des réseaux neuronaux et 
les différentes sortes d'apprentissage à partir des ces réseaux. Cette section est comme 
une introduction pour bien comprendre le fonctionnement de la méthode SOFM qui est 
une sorte d'apprentissage non supervisé. 
Généralement, un réseau de neurones artificiels (RNA) reçoit des données à l'entrée, 
les traite, et produit des données de sortie. Chaque couche de neurones accède et traite 
les données de façon simultanée. Le processus de propagation des activations entre les 
couches peut se faire de différentes façons. Parmi les plus courantes, on retrouve la propa-
gation en avant du signal de la couche d'entrée vers la couche de sortie. Un RNA de trois 
couches exigera alors trois cycles d'opération, un pour l'entrée des données par la couche 
d'entrée, un deuxième pour le traitement par la couche intermédiaire et finalement un 
troisième où le RNA fournit la sortie de traitement. Il existe aussi la propagation récur-
sive, il s'agit souvent de réseaux multicouches dans lesquels les sorties sont redirigées vers 
l'entrée avec un certain délai. 
L'apprentissage permet de modifier les poids et ainsi de fixer la représentation interne 
que le RNA doit avoir pour résoudre un problème quelconque. Cet apprentissage s'effec-
tue en modifiant les poids des connexions avec l'aide de données d'apprentissage tirées du 
problème à traiter. Dans son apprentissage, le RNA doit être capable de former des géné-
ralisations significatives à partir d'un ensemble d'apprentissage restreint. L'apprentissage 
est généralement divisé en deux categories, soit l'apprentissage supervisé et l'apprentis-
sage non supervisé. Dans l'apprentissage supervisé, nous fournissons les données d'entrée 
et les données de sortie désirée pour l'application en question, et l'apprentissage tente 
36 
de reproduire cette correspondance entre le domaine d'entrée et le domaine de sortie. 
L'apprentissage est souvent contrôlé par l'erreur faite par le RNA en cours d'appretis-
sage. L'apprentissage non supervisé ne requiert pas une représentation directe des sorties 
désirées lors de l'apprentissage. L'apprentissage non supervisé (auto-organisé) vise à la 
découverte de certaines caractéristiques, souvent statistiques, des données. Chacune des 
ces lois d'apprentissage présente des particularités pouvant favoriser certains modèles 
des réseaux neuronaux. Après cette introduction, nous allons présenter dans la section 
suivante la méthode SOFM que nous avons utilisée dans notre travail. 
2.2 Réseaux SOFM 
Le but de l'utilisation de SOFM est de restructurer la base d'images pour nous per-
mettre de comparer l'image donnée avec un certain nombre d'images et non pas avec 
toutes les images de cette base. Dans cette section, nous allons expliquer cette méthode 
et son utilisation mais avant de commencer, il faut passer brièvement par la méthode de 
k-moyenne qui est une forme simplifiée de SOFM. 
La méthode de k-moyenne est une méthode non supervisée, utilisée pour déterminer 
les centres des groupes de données. L'algorithme de k-moyenne se résume comme suit: 
1- Initialiser le nombre des centres k. 
2- Initialiser les centres des groupes µi 1 j = 1, ... , k. 
3- Trouver le centre µi le plus proche à x(n): Étant donné un vecteur d'entrée x(n), 
trouver io tel que : 
Il x(n) - µjo 11 2= minll x(n) - µi 11 2 1j=1, ... , k 
4- Mettre à jour µi par: 
ôµi = 17(x(n) - µi), où 77 est le taux d'apprentissage. 
L'algorithme de SOFM(Self-Organizing Feature-Mapping) a été développé par T.Kohonen 
[12] pour transformer les signaux (des grandes dimensions) en points sur une carte à une 
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ou deux dimensions tout en préservant l'ordre topologique. Cette carte est composée de 
deux couches dont la première constitue l'entrée du réseau, et la seconde (la carte même) 
la sortie. Les neurones de cette carte sont disposées en une topologie déterminée. Comme 
pour les autres réseaux, les liens sont ordonnés de façon à faciliter leur accès, c'est-à-dire 
en regroupant ensemble les liens qui convergent vers un même neurone de sortie. 
L'algorithme SOFM peut calculer un certain nombre des centres significatifs dans 
l'espace d'histogrammes. Les histogrammes des images de la base sont regroupés dans 
des groupes distincts. A l'intérieur de chacun de ces groupes, un histogramme représente 
l'ensemble de tous les histogrammes de ce groupe. C'est cet histogramme que nous appe-
lons le centre significatif. A partir de ces centres et de leurs images nous pouvons extraire 
les images semblables à l'image donnée. 
Cet algorithme est résumé comme suit : 
1- Initialisation des poids Wï.· 
2- Tirer au hasard un échantillon x à partir des données d'entrées. 
3- Evaluation de la similarité et repérage du neurone "gagnant" : 
i(x) = argmini Il x(n) - wi(n) Il 
4 Mise-à-jour des poids 
{ 
wk.(n) + 17(n)[x(n) - Wk.(n)] 
Wk.(n+ 1) = 
Wk.(n) sinon 
5- Si les changements sont encore significatifs par rapport à l'itération précédente, passer 
à l'étape 2. 
Âi(:z:)(n)' est une fonction de voisinage autour du neurone "gagnant" i(x). Le taux d'ap-
prentissage 17(n) et le voisinage Ai(:z:)(n) sont ajustés au cours de l'apprentissage. 
Dans notre travail nous comparons l'image donnée avec le nuage du centre le plus 
proche d'elle, mais il est possible qu'il y ait d'autres images semblables à cette image dans 
les nuages des centres voisins à ce centre. Là intervient la notion de voisinage présente 
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dans l'algorithme. Par exemple, nous définissons une structure de voisinages en carré de 
8 points. Donc l'apprentissage concurrentiel sera appliquée non seulement au centre mais 
aussi à ses voisins. Pour assurer la stabilisation de cet apprentissage, différents schémas 
de décroissance au cours du temps ton été proposés pour TJ(n) [13]. Sur le plan pratique, 
une décroissance linéaire en t avec un arrêt à 0 a donné de bons résultats, et une dimi-
nution de la taille du voisinage au cours du temps [14] a été proposée pour augmenter 
les performances de l'apprentissage. 
Des études théoriques et expérimentales montrent que l'algorithme SOFM possède 
de bonnes propriètés. Parmi ces propriètés [13] nous avons : 
- Il fournit une bonne approximation de l'espace d'entrée, 
- il préserve l'ordre topologique de la carte calculée, 
- il reflète les variations dans les statistiques de la distribution d'entrée. 
On peut réorganiser notre base de données en utilisant une autre méthode comme la 
k-moyenne, mais nous trouvons que SOFM est plus efficace et répond bien à nos besoins. 
SOFM est plus avantageux car il utilise la notion de voisinage, et permet aussi de trouver 
des images semblables à l'image donnée. 
2.3 Nouvelle indexation de la base d'images 
Le but de cette section est d'expliquer comment faire la nouvelle indexation de la base 
d'images et comment rechercher les images semblables à l'image donnée à partir de cette 
indexation. Dans la méthode expliquée dans le chapitre précédent, chaque histogramme 
admet un indice. Les indices des histogrammes désignent les numéros des images. Pour 
extraire les images semblables à l'image donnée il faut parcourir séquentiellement les 
histogrammes des images de la base à partir de leurs indices et calculer leurs distances 
avec l'histogramme de cette image. Puis nous extrayons les images dont la distance par 
rapport à cette image est inférieure ou égale à un certain t calculé. Dans la nouvelle 
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indexation de la base nous supposons que les histogrammes des images sont regroupés, 
dans des groupes distincts, dans leur espace et que chaque groupe admet un centre qui 
le représente. Le nombre des ces centres est déterminé à partir des plusieurs tests. Nous 
avons essayé l'algorithme SOFM sur plusieurs nombres des centres jusqu'à ce que nous 
arrivions à un nombre des centres significatifs qui donnent de bons résultats des images 
semblables et éliminent le nombre d'opérations. La hiérarchie (figure 12) représente les 
étapes principales pour faire la nouvelle indexation et extraire les images semblables à 
l'image donnée. 
Pour trouver les images semblables à une image donnée, nous comparons cette image 
avec les centres puis avec le nuage du centre le plus proche. La démarche générale pour la 
recherche des images semblables à une image donnée, en utilisant la nouvelle indexation 
de la base est résumée comme suit : 
- Comparer l'histogramme de l'image donnée avec tous les centres calculés. Pour faire 
cette comparaison, calculer les distances entre cet histogramme et les histogrammes 
représentant les centres. 
- Chercher le centre le plus proche de cette image, c.à.d que la distance le séparant 
de l'histogramme de cette image, est minimum, soit C ce centre. 
Comparer l'image donnée avec le nuage du centre C, c.à.d avec les images dis-
tantes de ce centre d'une valeur inférieure ou égale à un certain rayon calculé. Puis 
comparer l'image donnée avec les nuages des centres voisins de C 
Extraire les images dont la distance à l'image donnée est plus petite ou égale à un 
certain t calculé. 
Dans la section suivante, nous allons démontrer l'efficacité de SOFM par rapport à la 
méthode présentée dans le chapitre précédent. Nous allons présenter quelques résultats 
obtenus à partir de ces deux méthodes et le temps de recherche dans chaque méthode. 
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2.4 Résultats 
Dans cette section, nous allons présenter quelques résultats intéressants que nous 
avons obtenus à partir des deux méthodes (parcours général de la base d'images et par-
cours à partir des centres) et le temps de recherche dans chaque méthode. Nous supposons 
que t 1 est le temps de recherche par la méthode du parcours général et t 2 , le temps de re-
cherche par la méthode du parcours des centres. Dans la figure 13, nous avons une image 
(a) dans un quartier de Beyrouth. Nous avons trouvé deux images similaires à celle-ci. 
La première image (b) est l'image dont la distance à l'image originale est nulle (l'image 
(b) est l'image originale elle-même), t 1 = 87s, t 2 = 67s. La deuxième image (c) est prise 
dans le même quartier. Le nombre d'images moyen donné par l'utilisateur est R = 5. Le 
seuil calculé est de 170.9, t 1 = 30s, t 2 = lls. Dans la figure 14~ l'image originale (a) est 
un plan d'un autre quartier de Beyrouth. Nous avons trouvé deux images similaires à 
celle-ci, t 1 = 40s, t2 = 22s. Dans la figure 15, nous avons trouvé trois images similaires 
à l'image originale (a). A la fin de cette section nous allons présenter une statistique de 
toutes les images de la base de données. Cette statistique donne la moyenne du rapport 
des tau.""{ de réussite des deux méthodes. Nous allons présenter un tableau qui contient: 
le nombre moyen d'images semblables R, le seuil t calculé à partir de R, la moyenne 
d'images semblables i\11S calculée par la première méthode et la moyenne des taux de 
réussite MT R de toutes les images de la base. Le taux de réussite de chaque image est 
le nombre d'images semblables à l'image donnée en parcourant les centres sur le nombre 




FIG . 13 - L'image originale est dans (a). Nous avons trouvé deux images similaires à 




FIG. 14 - L'image originale est dans (a). Deux images similaires à cette image ont été 
identifiées. La première image (b) est la plus semblable à l'image originale, R = 5 et 
t = 206.6. 
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(a) . 
(b) (c) (d) 
FIG . 15 - Trois images similaires à l'image originale, R = 5 et t = 206.6. 
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R t MIS MTR 
2 170.9 3.53 0.739176 
5 206.6 7.48141 0.731655 
10 221.9 11.0254 0.71066 
15 237.2 15.5832 0.687177 
20 247.4 19.6477 0.662246 
25 257.6 24.1918 0.634916 
30 262.7 26.8513 0.584611 
TAB. 4 - Moyennes des taux de réussite, pour 511 images, pour chaque valeur de R 
donnée par l'utilisateur. 
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CONCLUSION 
Dans ce mémoire, nous avons explicité la construction d'une base d'images indexée et 
ainsi que l'extraction d'images semblables à une image donnée, à partir de l'histogramme 
couleur. 
Nous avons construit une base de données de 511 images couleur prises au Liban dans 
des environnements différents. Chaque image est représentée par trois histogrammes re-
présentant les couleurs rouge, vert et bleu. 
Dans la recherche des images semblables à l'image donnée, l'utilisateur choisit une 
image-requête et recherche dans la base des images disponibles celles qui ressemblent à 
cette image. Pour faire cette recherche, nous avons utilisé deux méthodes. Dans la pre-
mière méthode, nous calculons la distance entre les histogrammes de l'image donnée et 
les histogrammes de la base, et nous extrayons les images dont la distance avec l'image 
donnée est inférieure ou égale à un certain seuil calculé. Ce seuil dépend du nombre moyen 
d'images donné par l'utilisateur. Cette méthode a conduit à des résultats satisfaisants; 
cependant, dans le cas d'une grande base de données, le temps de recherche est long. 
Pour réduire le temps de recherche, nous avons utilisé la deuxième méthode, qui est 
basée sur des réseaux neuronaux SOFM (Self-Organizing Feature-Mapping). Dans cette 
méthode, nous avons regroupé les histogrammes de la base de données dans des groupes 
distincts. Nous avons supposé que chaque groupe admet un centre significatif qui le repré-
sente. Nous comparons les histogrammes de l'image donnée avec les centres des groupes 
de la base de données au lieu de les comparer avec chacune des images de la base. Ensuite 
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nous trouvons le centre le plus proche de cette image. Enfin nous comparons cette image 
avec les images dont la distance par rapport à ce centre est inférieure ou égale à une 
certaine distance calculée. 
Dans le chapitre I, nous avons implémenté des nouveaux algorithmes basés sur des for-
mules mathématiques [1] et [2]. Ces algorithmes est pour ind1exer la base de données et 
construire un système de recherche des images. Dans le chapitre II, nous avons utilisé 
l'algorithme SOFM [12] et [13] pour améliorer ce système. Nou:s avons créé 5 programmes 
ayant en tout 2800 lignes codés en C++ sous UNIX. 
La recherche d'images par similarité joue un rôle importan:.t dans plusieurs domaines. 
Il reste à améliorer notre travail pour pouvoir l'utiliser efficac:ement. Par exemple il est 
possible de construire un système complet capable de recherclL.er les images semblables à 
l'image donnée à partir des couleurs, textures et formes. Ce sy.-stème pourrait indexer un 
grand nombre d'images couleur. 
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