Abstract-An efficient grid-free numerical method is developed for particle simulations in plasma dynamics. The method relies on a treecode algorithm to solve the Poisson equation for interacting charged particles. Such algorithms have been extensively used in astrophysics, fluid dynamics, and molecular dynamics, and our aim is to assess their capability in plasma dynamics in comparison with traditional mesh-based methods such as particle-in-cell (PIC). It is well-known that PIC simulations have difficulty resolving local particle interactions within a grid cell, and we expect the grid-free treecode algorithm to have an advantage for problems involving small-scale features and highly nonuniform particle distributions. To illustrate this point we apply direct summation, treecode, and PIC methods to simulate a virtual cathode in one dimension. The treecode and PIC methods are found to be much faster than direct summation, but the treecode yields the correct solution while spurious features are present in the PIC results. The present work treats a one-dimensional problem, but the treecode algorithm generalizes directly to higher dimensions.
I. INTRODUCTION
A COMMON approach in simulating a low-density plasma is to model the system from the Lagrangian perspective as a cloud of charged particles [1] . The evolution is obtained by integrating the particles forward in time by Newton's equation under the action of internal and external forces. The most expensive part of the process is the self-consistent computation of the particle forces. For an electrostatic system, the force acting on particle due to all the other particles is (1) where is the charge on particle , is the Green's function or Coulomb potential at due to a particle of unit charge located at , and is the total number of particles. Since the force must be computed for each particle in the system, the direct summation approach is an process. The goal of this work is to develop a more efficient procedure for computing the electrostatic forces that arise in charged particle simulations. The particle-in-cell (PIC) method is an effective and widely used option for reducing the cost of the particle force computation [1] , [2] . This method assigns the particle charges to a regular mesh using a weighting function. The force is then obtained at the mesh points using a fast mesh-based Poisson solver, and finally it is interpolated back to the particle locations. This is typically an process, a vast improvement over direct summation, but for complicated domains or problems involving small-scale features such as boundary layers and shocks, an exceedingly fine mesh may be needed to resolve the solution. Several approaches are currently used to overcome this difficulty such as the particle-particle/particle-mesh method [2] and adaptive mesh refinement [3] , but here we pursue a grid-free alternative based on treecode algorithms.
Treecode algorithms were originally developed to compute gravitational forces in astrophysics [4] , and they are also used extensively in fluid dynamics [5] and molecular dynamics [6] . These algorithms replace the particle-particle interactions by suitably chosen particle-cluster interactions which are approximated by a multipole expansion. The Fast Multipole method also makes use of cluster-cluster interactions [7] , [8] . It is natural to use these algorithms in plasma dynamics [9] , [10] , and while they are often applied to problems with free-space or periodic boundary conditions, they can also be adapted to handle problems on a bounded domain as in the example given below.
Our aim is to compare treecode algorithms with traditional particle-mesh methods, and in this preliminary work we restrict attention to a collisionless plasma system. In particular, we consider the classical problem involving the formation of a virtual cathode (VC) in the gap between two biased electrodes, one of which is a thermionic emitter [11] , [12] . Although this is a relatively simple one-dimensional (1-D) test case, the solution is difficult to resolve on a fixed mesh due to the presence of temporal oscillations and spatially localized features. In the following sections, we first describe the virtual cathode problem, then review the basic ideas underlying our approach to treecode algorithms [13] , [14] , and finally compare the results of direct summation, treecode, and PIC simulations.
II. VIRTUAL CATHODE

A. Physical Description
In the 1-D virtual cathode problem, two infinite parallel flat plates are located at , with applied voltages and , respectively. The gap between the plates is initially a vacuum. One of the plates is heated to the point where electrons are 0093-3813/04$20.00 © 2004 IEEE emitted and a current flows across the gap. For a sufficiently high emission rate, the maximum current between the plates approaches a limiting value , predicted by the Child-Langmuir law. When this happens, a virtual cathode is formed somewhere between the two plates, and the emitted electrons turn around and strike the emitting plate. As the electrons repel each other, the potential minimum rises, thereby allowing the emitted electrons to again start crossing the gap, and the entire sequence repeats. In this work, we consider the classical formulation of the problem in which the electrodes are held at ground and the emitted electrons are given an initial velocity [11] .
B. Mathematical Formulation
The total potential satisfies the Poisson equation (2) subject to boundary conditions (3) where is the charge density and and are the left and right endpoints of the gap. The charge density is (4) where and are the charge and location of particle , and is the Dirac delta function. The total potential is written , where is a particular solution satisfying (5) and is a homogeneous solution satisfying
The particular solution is chosen to be (7) where is the Green's function for the 1-D Poisson equation. The homogeneous solution has the form (8) and by imposing the boundary conditions in (3) we obtain (9) Fig. 1 . Schematic diagram of a particle-cluster interaction in one dimension, where x : particle, C: cluster, x : cluster center, r : cluster radius, and R = jx 0 x j: particle-cluster distance.
The induced force on particle is then given by (10) Once the force is known, the particles are advected by Newton's equation,
. The component of force arising from the particular solution is evaluated using the treecode, as described next.
III. TREECODE ALGORITHM
We review the formulation of the treecode in one dimension, bearing in mind that the algorithm generalizes directly to higher dimensions [4] , [9] , [13] , [14] . The key idea is to replace the particle-particle interactions by particle-cluster interactions.
A. Particle-Cluster Interactions
The component of force due to the particular solution is determined from (7) (11) where is a cluster of particles and (12) is the interaction between particle and cluster . Fig. 1 depicts a particle-cluster interaction. Note that the expression for should omit the singular term . The procedure for choosing the clusters will be explained, and for now, it is enough to assume that the clusters entering in (11) are nonoverlapping, and their union is the entire particle distribution with deleted.
Next, consider the Taylor expansion of the Green's function about the center of a cluster (13) where is the order of the approximation. Substituting this into (12) and using the relation , the particle-cluster force can be expressed as (14) where is the th Taylor coefficient of the Green's function and is the th moment of the cluster. This procedure separates the calculation of the particle-cluster interaction into two operations, computing the cluster moments (which are stored and reused for other particles ) and computing the Taylor coefficients of the Green's function (which do not depend on the particle distribution within the cluster). This means that the particle-cluster interaction can be evaluated using the Taylor approximation at a cost which is essentially independent of the number of particles in the cluster. For each particle force , there are typically clusters entering into (11); hence, evaluating all the particle forces this way is an process. Similar considerations apply in two and three dimensions, and in those cases one is dealing with a classical multipole expansion [7] , [13] , [14] . Next, we explain how the particles are divided into clusters.
B. Tree Construction
The treecode uses a hierarchical tree structure to define the particle clusters. First we define several quantities and operations:
root cluster of all particles; number of particles in cluster , e.g., ; midpoint ; left child ; right child ; index operator , where ; maximum number of particles in a leaf cluster. The tree is composed of data structures called nodes. Each node is associated with a cluster; it contains the number of particles in the cluster, the particle indexes within a global storage array, and pointers to the left and right child nodes of the cluster. The nodes of the tree are defined using the following recursive procedure.
• Algorithm produces a tree having nine clusters and four levels.
The procedure is initiated by calling root and on return the set of all nodes defines the tree. An example is shown schematically in Fig. 2 . The 1-D case is especially simple, but a similar procedure is used for clustering particles in 2-D and 3-D [4] .
C. Force Evaluation
As indicated in (11), the force acting on a given particle is expressed as a sum of particle-cluster forces for suitably chosen clusters . The treecode has two options for evaluating each particle-cluster term ; it can apply either the Taylor approximation in (14) or the exact direct summation in (12) . The present simulations used the Barnes-Hut criterion [4] for deciding when the Taylor approximation is sufficiently accurate and this is explained next.
Referring to Fig. 1 , let be the cluster center, the cluster radius, and the particle-cluster distance. A user-specified error tolerance parameter is also defined, and we say that particle is well separated from cluster if the relation holds. In that case, the Taylor approximation is used to evaluate . Otherwise, the code considers interactions between particle and the children of cluster . The rationale is that the children have smaller radii and hence the error criterion is more likely to be satisfied. If the cluster has no children, then it is a leaf of the tree, and is evaluated by direct summation.
In summary, given a particle , the force induced by nearby particles is computed directly and the force induced by well-separated particles is computed using a particle-cluster Taylor approximation. The number of terms needed in the approximation to guarantee a desired level of accuracy can be determined on the fly for each particle-cluster interaction and in several important cases (including two and three dimensions with free-space boundary conditions); the necessary Taylor coefficients of the Green's function can be constructed using a three term recurrence relation [13] , [14] .
The force evaluation procedure is actually much simpler in the present situation since the relevant Green's function is piecewise linear and only the first derivative is nonzero. The particle-cluster force in this case is given by (15) where (16) is the zero-order moment or total charge in cluster . In particular, this means that the first-order Taylor approximation is exact in one dimension. The treecode computes the particle force by setting , using the following recursive procedure.
, then -compute and (unless already computed) -compute using first-order Taylor approximation -return
We investigated the behavior of a 1-D virtual cathode using treecode (TC), direct summation (DS), and PIC simulations. The DS simulation is exact, and in all cases, the TC agreed with the DS (to within roundoff error); as noted, this is because the first-order Taylor approximation is exact in one dimension. The injection current was varied by adjusting the charge/mass ratio of the particles. With a low injection current (0.05), the normalized electron density converges to a steady state, as shown in Fig. 3 . In this case, the PIC and TC/DS simulations agree very well. The PIC simulation used standard area weighting and the meshsize was chosen by decreasing the value until the solution converged to a steady state. All three methods used the same procedures for injecting particles at the emitting plate and deleting them at the absorbing plate.
Next, we examine results obtained using a higher value for the injection current (0.1), just above the threshold where the VC forms. In this case, the solution converges to a time-periodic state with spatially localized features. Fig. 4 shows the time trace of the electron density at several locations across the gap between the plates. The solid line (black) is the TC/DS and the dashed line (gray) is the PIC. The PIC simulation used the same meshsize as in the steady-state computation above. In Fig. 4 , some significant differences between the TC/DS and PIC results are shown. First, the oscillation period for the PIC result is 5% greater than the TC/DS result. The phase lag in the PIC result is visible at each location displayed in Fig. 4 . Second, the TC/DS predicts a more uniform distribution of particles in space, while the PIC result has irregular voids. This is shown clearly in Fig. 5 , which presents the particle distribution in phase space at a fixed time. This plot shows that some of the emitted particles have turned around and are striking the emitting plate. The discrepancy between TC/DS and PIC in the spatial distribution of particles is attributed to the under-resolution of local forces near the VC in the PIC simulation. These runs were performed on a SunBlade 100 in Matlab. The PIC simulation required 7 h, the TC 12 h, and the DS 7.5 days. Note that the resolution of the PIC results can be improved by reducing the meshsize at the cost of increasing the CPU time. We are currently implementing all three methods in C which will drastically reduce the CPU times, and we reserve final judgment on the relative performance of the methods until the new results are analyzed.
V. CONCLUSION
We presented a grid-free treecode algorithm for rapid computation of electrostatic forces in charged particle simulations and we compared the results with a mesh-based PIC simulation. The treecode replaces particle-particle interactions by particle-cluster interactions, and in the present approach these are approximated using a Taylor expansion of the electrostatic Green's function with respect to Cartesian coordinates. For a system of charged particles, the treecode reduces the cost of evaluating the particle forces from to without introducing spurious mesh-based effects. As an example, we applied the treecode to the virtual cathode problem in one dimension and found that while it required approximately twice the CPU time of PIC, it does a better job than PIC in resolving small-scale features of the solution. These results were obtained using Matlab, and further study using a C code is under way to validate this conclusion.
Although the present work deals with a 1-D problem, treecode algorithms are applicable in two and three dimensions as well. The treecode can be combined with boundary integral techniques to handle a variety of boundary conditions, e.g., Dirichlet, Neumann, or periodic. We are currently developing such a code to study focusing effects in ion optics and the dynamics of a magnetically confined electron column [15] . The particle-cluster treecode algorithm described here is highly parallelizable since the particle force calculations are independent from one another (once the tree is constructed) and this is also a topic for future study.
