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EDICS: SPC-INTF I. INTRODUCTION
Interference management has been an important research subject in the field of mobile communication, where the spectral efficiency is limited mainly by interference [1] . The recent work by [2] has attracted a great deal of attention by demonstrating that a K-user interference channel can achieve a total of K/2 degrees of freedom (DoF) and thus that each user can obtain half of the interference-free DoF regardless of the number of users, which suggests that interference channels are not necessarily interference-limited. This remarkable result was obtained using the interference alignment (IA) technique originated by [3] .
A. An Overview of IA The IA technique is an altruistic transmission method in which signals are transmitted in carefully chosen directions in order to align interference signals, i.e., in order to make interference signals overlapped, as much as possible while preserving the decodability of the desired signals. In the literature, IA has been applied to various scenarios, including the K-user interference channel [2] , the K-user multiple-input multipleoutput (MIMO) interference channel [4] , the MIMO X channel [5] , and the wireless X network [6] . Since it first appeared, IA has not only been thoroughly investigated but also been significantly enhanced; for example, the circumstances under which IA can possibly be applied to MIMO interference channels has been studied [7] , and it has been shown that a higher total DoF can be achieved if IA is used with symbol extension [5] and that less channel information is required if IA is conducted by iterative algorithms [8] , [9] .
The IA techniques can be classified into two categories: signal-level alignment and signal-space alignment [7] . The signal-level IA schemes, e.g., the schemes given in [10] , [11] , align interferences on the basis of the levels of those interferences; levels can be generally defined as scalar numbers that are independent of each other, e.g., levels were defined in [10] as power levels and in [11] as the rationally independent products of the beamforming gain and the channel gain. The main benefit of signal-level IA schemes is that they provide a powerful tool to characterize the DoF of a given network; however, they are not suitable for practical systems due to their requirement of a considerable amount of transmit power as they require a very large number of transmit directions.
On the other hand, the signal-space IA schemes not only can be used to characterize the DoF of a given network but can also be adapted to practical systems. The signal-space IA schemes align interferences on the basis of their received directions, which are vectors in the Euclidean space. These schemes can be classified into two categories: asymptotic and linear schemes. The asymptotic schemes, e.g., the schemes given in [2] , [6] , require an infinite number of time/frequency/spatial extensions and are mainly used to characterize the DoF of a network, whereas the linear schemes require a finite number of extensions and hence can be used for practical systems.
The signal-space linear IA schemes can be further divided into two types: iterative and non-iterative schemes. The iterative schemes, e.g., the schemes given in [8] , [9] , has been considered to be more practical than the non-iterative schemes as they only require local channel knowledge. However, the number of DoF achievable by the iterative schemes cannot be tractable, whereas that of the non-iterative schemes can. This intractability problem leads to another problem of deciding the optimal number of transmit signals when using the iterative schemes. The iterative schemes also suffer from the problem of the convergence of the IA solutions. Specifically, if this convergence does not exist, only suboptimal IA solutions can be found, and even if the convergence does exist, it is usually slow and thus requires a large number of iterations to approach the IA solution, thereby causing high computational complexity. These problems can be avoided by using the noniterative schemes, and the only price that has to be paid is the availability of the global channel knowledge.
B. Related Work
The application of signal-space linear IA for cellular networks were considered in [12] - [23] , which used non-iterative schemes, and in [24] - [27] , which used iterative schemes. Furthermore, the feasibility of non-iterative schemes was studied in [23] , [25] , [27] , [28] .
The IA scheme given in [12] , which is called subspace IA, is the first IA scheme developed for cellular networks. The scheme exploits channel decomposibility to align interference into a subspace smaller than the desired signal space and can achieve high total DoF when the number of users is large and the number of cells is small. However, only uplink channels in single-antenna cellular networks were considered in [12] , and the scheme can only be applied when the channel has the special property of decomposibility, which, for example, is not satisfied by channels with independent identically distributed coefficients [27] .
The signal-space linear non-iterative IA schemes for downlink channels were considered in [13] - [16] . The scheme in [13] was specifically developed for two-cell two-user MIMO downlink channels, and it used IA to make inter-cell interference (ICI) caused by one base station (BS) at different interfered users to be the same; thus, the overall ICI caused by that BS is effectively reduced. This alignment idea was then used in [14] , [15] to develop IA schemes for downlink channels in multicell multiuser MIMO networks, whereas the scheme in [16] used the idea of subspace alignment chain which was introduced in [29] .
The signal-space linear non-iterative IA schemes for uplink channels were considered in [17] - [23] . The scheme in [17] was designed only for two-cell uplink channels in which the transmit and receive antennas satisfy some special constraints, and it was shown that in those special cases the scheme achieved the optimal DoF. For two-cell uplink channels with arbitrary numbers of transmit and receive antennas, even though the structured scheme in [18] can achieve the optimal DoF, it can only be applied when the number of users in each cell is two or three, whereas the scheme in [19] can be used for an arbitrary number of users in each cell. The idea used by [19] is essentially similar to that used by [13] ; that is, IA was used in [19] to make ICI caused by users in one cell to be the same at the interfered BS.
For general multicell multiuser uplink channels, [18] proposed a new scheme called unstructured IA scheme which appeared to provide a high DoF performance, but for a given uplink channel the feasibility of the scheme cannot be determined until the scheme is actually applied and checked by a numerical test. On the other hand, the IA scheme in [20] aimed to align ICI into a one-dimensional subspace, and because this IA constraint was too stringent to be satisfied, only a fraction of the ICI could be aligned. This problem was then resolved in [21] by consolidating ICI into a multidimensional subspace rather than a one-dimensional subspace. By extending the scheme in [22] , which was designed only for three-cell multiuser uplink channels, the scheme in [23] can be applied to a general uplink channel; however, its DoF performance decreases when the size of the uplink channel increases as the scheme can only suppress the interference caused by one interfering user regardless of the size of the uplink channel.
C. Contributions
The new signal-space linear non-iterative IA scheme can be used for general multicell multiuser uplink channels in which not only the numbers of cells, users in each cell, transmit antennas, and receive antennas, but also the total number of links from the users in one cell to their interfered receivers, are arbitrary. To further improve the DoF performance of the proposed scheme when it is applied to a specific uplink channel, a new method that can be used to find the best parameters for the proposed scheme is introduced. The closedform expression for the DoF achieved by the proposed scheme in an uplink channel is also presented.
The basic idea of the proposed IA scheme is to align the ICI caused by a set of users into a subspace that is as large as a subspace generated by the ICI caused by a subset of those users, thereby reducing the dimension of the ICI subspace by a ratio of (the number of users in the set/the number of users in the subset). This reduction ratio is similar to the packing ratio, which was introduced in [18] as the ratio of the dimension of the interference subspace before IA to that after IA.
The key feature of the proposed scheme is that it does not explicitly specify the structure of the signal subspace into which the ICI is aligned but does explicitly specify the size of that signal subspace. As a result, when the proposed scheme is applied, the exact structure of the resultant ICI subspace after IA is unknown, whereas its size is known precisely; that is, the resultant ICI subspace is as large as the subspace created by the ICI caused by users in the subset.
Owing to this key feature, the design of the proposed scheme can focus on the final outcome of the IA rather than on the details of the IA, simplifying the design itself. The design approach used by the proposed scheme is quite similar to those used by the schemes given in [18] , [22] , [23] but differs from those used by the schemes given in [19] - [21] , which try to align interference into a specific subspace. Because of their strict requirements, the IA schemes in [19] - [21] either cannot be used for a general uplink channel or leave a large amount of interference unaligned; in contrast, the proposed scheme does not suffer from these problems, so it can provide more DoF than the schemes in [19] - [21] .
Despite the similarity between the approaches used by the proposed scheme and the schemes in [18] , [22] , [23] , the proposed scheme still provides some advantages over the other schemes in terms of the DoF performance and computational complexity. Specifically, at each BS, the IA schemes in [22] , [23] can eliminate only one inter-cell interfering user, whereas the proposed scheme can reduce the number of inter-cell interfering users by a ratio of (the number of users in the set/the number of users in the subset); therefore, the proposed scheme can provide a larger space for the desired signals and hence can achieve more DoF. On the other hand, compared to the scheme in [18] , the proposed scheme not only requires a considerably lower complexity (as it performs IA only on the inter-cell interfering users from the same cell, whereas the scheme in [18] performs IA on all the inter-cell interfering streams) but can also provide more DoF in certain scenarios. Furthermore, the proposed scheme can guarantee the decodability of the desired signals with high probability, whereas the scheme in [18] cannot. This paper is organized as follows. In Section II, we present the system model of an uplink channel in a multicell multiuser MIMO network and the DoF metric that will be used to evaluate the performance of the proposed scheme. In Section III, we develop the proposed IA scheme for a simple scenario, and then in Section IV, we present the application of the proposed scheme in the uplink channel described in Section II. In Section V, we compare the DoF performance of the proposed scheme to the optimal DoF and those of other noniterative signal-space IA schemes. Finally, in Section VI, we conclude the paper.
Notation: Throughout this paper, the following notation will be used. C(A 1 , A 2 , · · · , A n ) and N (A) denote the column space of matrix A 1 A 2 · · · A n and the null space of matrix A, respectively. dim C(A) and rank(A) denote the dimension of C(A) and the rank of matrix A, respectively. I n and diag A 1 , A 2 , · · · , A n represent the n × n identity matrix and the block diagonal matrix whose ith block is the matrix A i , respectively. In order to simplify the representation, 0 is used to denote the zero matrix of any size. Finally, the symbols "≡", "\", and "T " denote the equivalent, set minus, and transpose operations, respectively.
II. SYSTEM MODEL AND DOF
In this section, we present the system model of an uplink channel in a multicell multiuser MIMO network and give a brief review on the DoF metric.
A. System Model
The main system considered in this paper is an uplink channel in a cellular network consisting of L cells, each having one BS serving K users. Each BS has M r receive antennas, while each user has N t transmit antennas and transmits d data streams.
As each BS receives signals from all users in the network, the signal vector received at BS i is given by
where H lk i ∈ C Mr×Nt is the channel matrix between BS i and user k in cell l, V lk ∈ C Nt×d is the precoder matrix used by user k in cell l, s lk ∈ C d×1 is the data vector that user k in cell l transmits to its serving BS, and z i ∈ C Mr×1 is a zero mean unit variance circularly symmetric additive white Gaussian noise vector at BS i. It is assumed that all channel matrices are known and that the channel is Rayleigh fading; hence, the coefficients in the channel matrices are complex independent identically Gaussian distributed random variables with zero mean and unit variance.
Owing to the average power constraint in cellular networks, the precoder and data vector from user k in cell i are normalized such that the average transmit power of the user is limited by P ik , i.e., E ||V ik s ik || 2 ≤ P ik , where E[.] and ||.|| are respectively the expectation and norm functions, and P ik is the maximum transmit power for user k in cell i. This average power constraint can be guaranteed by selecting the precoder and data vector satisfying
where p ik j is the transmit power for the j-th signal stream from user k in cell i and satisfies 
B. Degree of Freedom
In high-signal-to-noise-ratio regimes, the DoF of one user can be numerically calculated from the data rate of that user.
Specifically, if d
ik is the DoF of user k in cell i, then the data rate of that user is expressed as
where SN R ik is the signal-to-noise ratio corresponding to user k in cell i, and SN R ik = P ik as the noise has unit power. When
as the contribution of o log 2 (P ik ) becomes negligible [2] . Thus, the DoF of user k in cell i is given by
The DoF of one user can alternatively be interpreted as the number of data streams transmitted by that user and decodable by the desired receiver of that user [6] . The decodability is achieved when the transmitted streams are received in the directions independent of the directions on which the other signals are received. Therefore, each user in the uplink channel of (1) achieves d DoF if at each BS the desired signals are both independent of each other and independent of the ICI signals.
III. THE PROPOSED IA SCHEME In this section, the proposed IA scheme is presented. The proposed scheme is developed in this section for a different scenario from the uplink channel given in (1). Specifically, the scenario considered in this section consists of K t N tantenna transmitters that cause interference to the same K r M r -antenna receivers. Furthermore, with an abuse of the notation, this section uses H ji ∈ C Mr×Nt and V i ∈ C Nt×d to denote the channel matrix from transmitter i to receiver j and the precoder of transmitter i, respectively. The scenario is depicted in Fig. 1 . The proposed IA scheme aims to jointly design the precoders of the K t users so that the following two goals are satisfied: (1) the interference caused by the K t users at the same receiver is aligned into a subspace spanned by the interference caused by κ t users among those K t users, and (2) the precoders are of full column rank. By doing so, the number of interference signals is reduced by a ratio of K t /κ t , while the signals of those K t users are guaranteed to be decodable by their desired receiver. The basic idea of the proposed IA scheme is to design the precoders on the basis of the following lemma:
where
The equality occurs when n 2 subspaces among n 1 subspaces C(A k ), k = 1, 2, · · · , n 1 are of dimension r and disjoint, and m 1 ≥ n 2 r. Proof: See Appendix A. The lemma basically states that if (2) is satisfied, then the column vectors of n 1 matrices A k , k = 1, 2, · · · , n 1 are aligned into a subspace spanned by the column vectors of n 2 matrices among those n 1 matrices.
Following Lemma 1, the first goal can be achieved by designing the precoders for the K t users such that
where γ j ik , ∀i, j, k are i.i.d. scalars. As the precoder selection is constrained by the first goal, which requires that the precoders satisfy (3), the second goal can be achieved only if the precoders found by solving (3) are also of full column rank. In the following, we will show that these precoders are in fact of full column rank when
Let us first rewrite (3) as (5), which is given at the top of the next page. As V
T is the solution to (5), the necessary condition for V i , i = 1, 2, · · · , K t to be of full column rank is that dim N (C) ≥ d, where C is the coefficient matrix in (5). According to Lemma 2, which is given in Appendix B, if N t ≤ K r M r , C is a full rank matrix, which leads to dim
Given the constraint (4) and the necessary condition (6), the proof that the precoders of the K t users are of full column rank is presented in detail in Appendix C. Here we give a simple example to illustrate the basic idea of the proof; in the example, we assume that K r = 1, K t = 3, κ t = 1, M r = N t , and d = 2. The proof is then given as follows.
We first assume the contradiction that V 1 is not a full column rank matrix; then there exist two scalars {λ i , i = 1, 2 : ∃λ i = 0} satisfying
where v i,j is the j-th column in V i . The IA system of (5) 
which then leads to 
According to ( 
and hence
is a non-zero vector and belongs to N (
The first possibility cannot be the case, as C 2 is a full column rank matrix according to Lemma 2 and the constraint (4). On the other hand, according to the necessary condition (6), the solution to (8) can always be chosen to be of full column rank; thus, the second possibility cannot be the case, as it will lead to
which implies that the solution to (8) is not of full column rank. Because the consequences of the assumed contradiction (7) are impossible, we conclude that (7) cannot occur, and
hence V 1 is of full column rank. Similarly, we can show that
To summarize, the outcomes of the proposed IA scheme are given in the following proposition:
Proposition 1: Given a scenario where K t N t -antenna transmitters cause interference to the same K r M r -antenna receivers and N t ≤ K r M r , the proposed IA scheme can design the precoders for K t users such that
where κ t and d satisfy (4) and (6), respectively. Remark: When N t > K r M r , the interference caused by the K t users can be completely eliminated by selecting V k , k = 1, 2, · · · , K t from the nullspace of the matrix
AsH k ∈ C KrMr×Nt consists of i.i.d. entries and N t > K r M r , a non-trivial nullspace ofH k always exists, and thus a full column rank V k can be found.
From the development of the proposed scheme, we can see that it can be applied to a variety of networks where the channel coefficients are generic and there are K t transmitters causing interference to the same K r receivers. Examples of these networks include uplink channels in multicell multiuser MIMO networks, partially connected uplink channels [30] , and Z-interference uplink channels [19] . In the next section, we will present in detail the application of the proposed scheme to an uplink channel in a multicell multiuser cellular network.
IV. THE APPLICATION OF THE PROPOSED IA SCHEME IN 
MULTICELL MULTIUSER UPLINK MIMO CHANNELS
In this section, we show how the proposed IA scheme is applied to the uplink channel given in (1). In the first subsection, we develop the method of determining K t and K r so that the proposed scheme can achieve the best DoF performance, and we also present the closed-form expression for the achievable DoF of the proposed scheme. In the second subsection, we describe in detail the application of the proposed scheme in the uplink channel. Finally, in the third subsection, we derive the upper bound of the achievable DoF of the proposed scheme in the uplink channel.
A. Method of determining the best values of K t and K r As the goal of the method is to find the values of K t and K r that produce the best DoF performance for the proposed scheme, we need to solve two problems when developing the method. First, we need to determine all the possible values of K t and K r . Second, we need to establish the closedform expression for the achievable DoF, which enables us to determine which values of K t and K r yield the best DoF performance.
Regarding the first problem, we notice that in the uplink channel given in (1), all the users in the same cell cause interference to the same receivers. Therefore, as there is a total of K users in each cell and a total of (L − 1) BSs to which the K users cause interference, the values of K t and K r fall in the intervals of
To handle the second problem, we need to find the number of transmitted signals that can be decoded by their desired receivers, i.e., the number of decodable transmitted signals. This number depends on the number of transmit directions that can be found by the proposed scheme, the amount of interference caused by these transmit directions, and the size of the signal space at each receiver.
As the proposed scheme designs the transmit directions by solving the IA systems having a form similar to (5), the number of transmit directions that it can find depends on both the number of IA systems and the number of transmit directions selected from one IA system. Because for each set of K t users we can establish one IA system, the maximum number of IA systems that contain one common user is
Kt−1 . For example, let us assume that K = 4 and K t = 3; then the transmit directions of user 1 can be found by solving 3 2 = 3 IA systems formed by the following sets of users: {1, 2, 3}, {1, 2, 4}, and {1, 3, 4}. On the other hand, the number of transmit directions of one user found by solving one IA system needs to satisfy the necessary condition of (6) in order for those transmit directions to be linearly independent of each other. Therefore, the maximum number of transmit directions of one user that can be found by solving all possible IA systems is given by
which leads to
Note that even though the transmit directions of one user might be found from different IA systems, they are still independent of each other. This is because the transmit directions found from one system are independent of each other owing to the nature of the proposed scheme, and the transmit directions found from different systems are also independent of each other, as the channel is generic and all the IA systems are different [18] .
The amount of interference caused by the transmitted signals depends on both the number of transmit directions and the efficiency of the proposed IA scheme. When K r < L, the IAs at each cell, i.e., the IAs for K users in each cell, do not consider all the interfered BSs; thus, two types of ICI signals exist at each BS: one consists of the ICI signals remaining after IA, and one consists of those that are not involved in any IA. Because the IAs at each cell involve K r interfered BSs and produce Kd transmit directions, the total number of ICI signals involved in the IAs at each cell is given by K r Kd. Owing to the efficiency of the proposed scheme, the number of these ICI signals is effectively reduced by a ratio of K t /κ t . Therefore, the total number of ICI signals remaining after IA at all the BSs is LK r Kd(κ t /K t ).
On the other hand, as the IAs at each cell do not consider (L − 1 − K r ) interfered BSs, the total number of ICI signals that are not involved in any IA is
Because the network is symmetric, it is always possible to select K r interfered BSs for the IAs at each cell so that the numbers of ICI signals at different BSs are equivalent to each other. Thus, from (10) and (11), the total number of ICI signals at each BS is given by
The transmitted signals are decodable when the transmit directions are linearly independent of each other and the subspaces created by the desired signals and the ICI signals are separated at each BS. In the proposed scheme, the first constraint is satisfied. On the other hand, as the uplink channel given in (1) is generic and the direct channel matrices are not involved in any IA system, the separability is almost surely satisfied as long as the signal space at each BS is large enough to accommodate both the desired signal subspace and the ICI subspace [18] . Therefore, when the proposed scheme is used, the transmitted signals are decodable if
Consequently, when each user transmits d signals, the decodability of all the transmitted signals is guaranteed by the constraints (4), (9) , and (12). Thus, the closed-form expression for the DoF achieved by each user is given by
in which κ t satisfies (4). When M r > Kd + n ICI , the total achievable DoF can be further enhanced because the signal space at each BS is not completely filled. The idea is to reuse the proposed scheme to design the new set of precoders to fill that remaining space. Two issues need to be addressed when the proposed scheme is reused. First, the dimension of the available space at each BS is not the number of receive antennas M r but the dimension of the remaining space. Second, the already-designed and tobe-designed precoders belonging to the same user need to be independent of each other. This issue can be resolved by designing the new precoders with respect to the effective channel matrices formed by right-multiplying the channel matrices by the matrices orthogonal to the already-designed precoders [18] . This guarantees that the new precoders belong to the subspace orthogonal to the old precoders; however, the drawback is that the number of transmit antennas is reduced to the dimension of the subspace orthogonal to the alreadydesigned precoders.
To summarize, the basic steps of the method used to determine the best values of K t and K r are presented in Table  I . In the algorithm, the parameters η r and η t are the numbers of available receive directions at each BS and available transmit directions at each user, respectively. Hence, in the first run of the algorithm, η r and η t are set to M r and N t , respectively; subsequently, they are set to the dimensions of the remaining space at each BS and the subspace orthogonal to the alreadydesigned precoders, respectively.
B. Application of the proposed scheme in the uplink channel
As the achievable DoF of the proposed scheme in the uplink channel is determined by the method given in the previous subsection, it is straightforward that the application of the proposed scheme has to follow the ideas used to develop the method. To simplify the explanation, we present the basic steps of the application in Table II .
Remark: It can be seen from (13) that d might be noninteger, as the first term of the min function is not necessarily (1) 1: Run the algorithm in Table I to obtain (d, Kt, κt, Kr) and (d 2 , K t,2 , κ t,2 , K r,2 ) corresponding to the largest achievable DoF. 2:
Use (d, Kt, κt, Kr) to set up a sufficient number of IA systems at cell l such that at least d transmit directions can be found by solving the IA systems, and the K users in cell l cause the same amount of ICI to each of L BSs.
4:
Solve the IA systems to obtain the precoders of K users in cell l. 5: end for 6: if there exists (d 2 , K t,2 , κ t,2 , K r,2 ) then 7:
Form the effective channel matrices by right-multiplying the channel matrices by the matrices orthogonal to the already-designed precoders obtained by steps 2-5.
8:
Run steps 2-5, but replace (d, Kt, κt, Kr) with (d 2 , K t,2 , κ t,2 , K r,2 ). 9: end if an integer value. This problem can be resolved by combining the proposed IA scheme with the technique of symbol extension. The details of this combination are omitted here.
C. Upper bound of the total DoF achieved by the proposed scheme
For simplicity, the upper bound is derived only for the case where the best values of K t and K r are K and (L − 1), respectively; however, as will be seen in Section V, the total DoF achieved by the proposed scheme is in fact restricted by this upper bound in all cases. Furthermore, it will also be shown that the total DoF achieved by the proposed scheme approaches the upper bound as K increases.
According to (13) , the total achievable DoF of the proposed scheme is not larger than LKM r / K + (L − 1)κ t , and as the constraint (4) yields
the upper bound of the total DoF achieved by the proposed scheme in the uplink channel is given by
V. NUMERICAL ANALYSIS
This section compares the DoF performance of the proposed scheme and the other related IA schemes in the uplink channel of (1) . Through the comparisons, we show that in certain scenarios the proposed scheme can achieve the optimal DoF, and that in other scenarios where it cannot achieve the optimal DoF, it still provides a high DoF gain over the other related IA schemes.
A. Comparisons between DoF performance of the proposed scheme and the optimal DoF
We compare the optimal total DoF achieved by the structured IA scheme given in [18] and the bounds of the total DoF given in [16] . The structured IA scheme is applicable only to certain scenarios where L = 2, whereas the bounds given in [16] can be used for general multicell multiuser cellular networks. Specifically, when L = 2, K ≥ 4 or L ≥ 3, and D op denotes the optimal total DoF, then D op satisfies [16] It can be seen from the figures that the proposed scheme can achieve the optimal DoF in all the cases where the structured IA scheme achieves the optimal DoF. The structured IA scheme is specifically designed for small networks where L = 2, K ∈ {2, 3} and is developed from the concept of the packing ratio, which is similar to the ICI reduction ratio of K t /κ t in this paper but is found manually in [18] ; on the other hand, the proposed scheme can be applied to a general multicell multiuser cellular network and can find the best packing ratios automatically. Thus, the proposed scheme can be viewed as a generalization of the structured IA scheme.
Another observation from Figs. 2-5 is that when D proper is much larger than D decom , the total DoF achieved by the proposed scheme tends to lie between D proper and D decom . For example, when M r ∈ {5, 6, 7} ∪ {14, 15} in Fig. 4 or when M r ∈ {4, 5} ∪ {15, 16} in Fig. 5, D between D proper and D decom is small, even though there are cases where the proposed scheme cannot achieve the optimal DoF, it can still achieve a significant portion of the optimal DoF in these cases, as illustrated in Figs. 4-5. Therefore, we conclude that when D proper is larger than or close to D decom , the proposed scheme can achieve either the optimal DoF or a significant portion of the optimal DoF.
When D decom is much larger than D proper , the optimal total DoF is given by D op = D decom ; on the other hand, as will be shown in Figs. 7-8 , the total DoF achieved by the proposed scheme approaches the upper bound D UB as K increases. Therefore, when D decom is much larger than D proper and as K increases, the ratio of the optimal DoF to the DoF of the proposed scheme approaches KNt(LMr−Nt) Mr(Mr+Nt) , from which it can be concluded that the gap between the optimal DoF and the DoF achieved by the proposed scheme increases as the network becomes larger.
B. Comparisons between the proposed scheme and the other related IA schemes
We compare the coordinated orthogonal scheme (COS), the unstructured IA scheme in [18] , and the IA schemes in [19] , [23] . To guarantee fair comparisons, symbol extension is incorporated in the schemes given in [19] , [23] . 1 The total DoF achieved by the COS and the schemes in [19] , [23] are presented in closed forms in Table III , whereas the total DoF achieved by the scheme in [18] cannot be presented in closed form and is obtained numerically. Owing to the similarity between the proposed scheme and the unstructured IA scheme, we first compare only these two algorithms, and then we compare the proposed scheme, the COS, and the schemes in [19] , [23] . Fig. 6 presents the total DoF achieved by the proposed scheme and that realized by the unstructured IA scheme for various scenarios. To guarantee fair comparisons, the maximum length of symbol extension used by the unstructured 
, L(KNt − Mr) . scheme is set to be equal to the length of symbol extension used by the proposed scheme. From the figures, it is observed that when L = 2, the proposed scheme outperforms the unstructured scheme and that when L = 3, the proposed scheme is slightly outperformed by the unstructured scheme. Because the unstructured scheme can obtain an ICI reduction ratio of (L − 1)Kd/τ , where τ < (L − 1)Kd, whereas the proposed scheme can obtain only the ratio K t /κ t , the unstructured scheme has more options for selecting the reduction ratio when L > 2; hence, the unstructured scheme can achieve a better IA than the proposed scheme. However, when the number of users in each cell increases, the variety in the reduction ratio of the proposed scheme also increases, giving the scheme more options for performing IA, and as can be seen in the figure for L = 3, the gap between the two schemes tends to decrease when K increases. Fig. 6 also shows that when L = 7 and as K increases, the total DoF achieved by the proposed scheme approaches the upper bound of the total DoF achieved by the unstructured scheme, which is given by LM 2 r /(LM r − N t ) [18] . Because this upper bound is strictly larger than the total DoF achieved by the unstructured scheme, it can be concluded that, when the network is large, i.e., when both L and K are large, the total DoF of the proposed scheme approaches that of the unstructured scheme.
Even though the unstructured IA scheme can in some cases achieve more DoF than the proposed scheme, the latter still provides the following two advantages over the former. First, the achievable DoF of the proposed scheme is analytically tractable, but that of the unstructured scheme is intractable. Second, the proposed scheme requires a considerably lower complexity than the unstructured scheme. To find the precoders for all users in the channel, the proposed scheme in the worst case needs to solve L K Kt IA systems, each of which requires about O (K t SN ) 3 complex operations, whereas the unstructured IA scheme needs to solve one IA system, which requires about O (LKS 2 dN ) 3 complex operations, where S is the length of the symbol extension. Furthermore, because the L K Kt IA systems that the proposed scheme needs to solve are independent of each other, the actual complexity of the proposed scheme can be significantly reduced by employing parallel computing; in contrast, the actual complexity of the unstructured scheme is as manifold as O((LKS 2 dN ) 3 ) because the unstructured scheme does not guarantee the decodability of the desired signals; thus, it needs to be executed many times, each of which corresponds to a different number of desired signals, until the decodability is verified. Figs. 7-8 present the total DoF achieved by the proposed scheme and its upper bound D UB , the total DoF achieved by the COS, and those realized by the schemes in [19] , [23] for various scenarios. The figures show that the proposed scheme outperforms the other schemes in all cases. The DoF gain of the proposed scheme over the other schemes is significant when L is small, but it tends to decrease as L increases. This is because as L increases, the DoF performance of both the proposed scheme and the other schemes suffers from the bottleneck caused by the intensification of the ICI.
Despite the reductions in the gaps between the proposed scheme and the other schemes as L increases, the proposed scheme tends to provide a constant gain over the COS and the scheme in [23] as K increases. Because the total DoF achieved by the scheme in [23] is given by LKM r /(LK −1), as K increases it approaches M r , which is also the total DoF achieved by the COS. On the other hand, as can be seen in Figs. 7-8 , as K increases, the total DoF achieved 
Proposed scheme, L = 7 by the proposed scheme approaches its upper bound, which is given by LM 2 r /(LM r − N t ). Therefore, as K increases, the total DoF achieved by the proposed scheme is approximately LM r /(LM r − N t ) times as many as those achieved by the COS and the scheme in [23] ; in particular, when M r = N t , the DoF gain over the COS is simplified to L/(L − 1).
VI. CONCLUSION
A new signal-space linear non-iterative IA scheme that can be applied to a general uplink channel is proposed in this paper. The proposed scheme can reduce the ICI by a ratio of K t /κ t , as it can consolidate the ICI from K t users into a subspace that is as large as a subspace created by the ICI from κ t users, where K t and κ t are chosen so that the ratio is the largest one that can guarantee the decodability of the transmitted signals. Consequently, numerical analysis shows that in certain scenarios the proposed scheme can achieve the optimal DoF, and in other scenarios where the proposed scheme cannot achieve the optimal DoF, it can still provide DoF gains over the other signal-space linear non-iterative IA schemes. Furthermore, as the number of users in each cell increases, the proposed scheme provides a constant DoF gain of LM r /(LM r − N t ) over the conventional coordinated orthogonal scheme.
APPENDIX A PROOF OF LEMMA 1
For n 2 = n 1 , Lemma 1 is correct as we always have
For 0 ≤ n 2 < n 1 and q = n 1 − n 2 , (2) can be rewritten as
. . .
If we consider (14) as a system of linear equations with respect to the "variables" A k , k = 1, 2, · · · , q, then the coefficient matrix of (14) is given by
Γ is almost surely of full rank. Thus, each matrix A k , k = 1, 2, · · · , q can be expressed as a linear combination of (n 1 −q) matrices A k , k = q + 1, q + 2, · · · , n 1 . It follows that
Therefore,
The equality occurs when n 2 subspaces C(A k ), k = n 1 − n 2 + 1, n 1 − n 2 + 2, · · · , n 1 are of dimension r and disjoint and the containing space is large enough, i.e., m 1 ≥ n 2 r.
APPENDIX B
Lemma 2: Given the coefficient matrix C in (5), if N t ≤ K r M r , then C is almost surely a full rank matrix, i.e., rank C = min K r (K t − κ t )M r , K t N t , for any K t ≥ 1.
Proof: The basic idea of the proof is to show that Pr det(C) = 0 = 0, where Pr() and det() denote the probability and determinant functions, respectively, by iteratively using row operations and cofactor expansions along columns. The row operations aim to zero out some entries in the target matrix in order to produce a resultant matrix to which we can apply the main argument of the proof, which is based on cofactor expansions along columns and is specifically used to reach the conclusion that Pr det(A1) = 0 = 0 ⇒ Pr det(A) = 0 = 0, where A is some given square matrix, and An is the matrix obtained by stripping both the first n columns and the first n rows from A.
Before presenting the proof in detail, we give a simple example to illustrate the basic idea of the proof. In this example, we assume that K r = 2, K t = 4, κ t = 2, and M r = N t . Furthermore, for the sake of a simple representation, we use the symbol "×" to represent any scalar number. The matrix C for this example is then given by By applying cofactor expansion along the first column ofC, we have
where h ij kl denotes the (i, j) entry in H kl , andC ij kl is the cofactor corresponding to the position of h ij kl inC. Then the main argument, which will be described later, is used N t times to yield
Because the form of   is similar to that of C, the entire process of applying row operations and the main argument can be iteratively applied toC Nt to yield
Similarly, the entire process can also be applied toC 2Nt to yield
AsC 3Nt = ×H 24 is almost surely of full column rank, it is almost surely that Pr det(C 3Nt ) = 0 = 0, which, according to the deduction chain, leads to Pr det(C) = 0 = 0, and hence Pr det(C) = 0 = 0, asC is obtained from C by using row operations. This concludes the proof for the given example.
The details of the proof are presented in the following and are divided into two cases, one when C is a square matrix, and one when C is not a square matrix.
Case 1) C is a square matrix. Let us denoteC as the matrix resulting from applying row operations on C, then C is of full rank if and only ifC is of full rank, as the rank of a matrix is not affected by row operations.
The row operations on C are chosen so that they will produceC given by (15) at the top of the next page, where δ
. Specifically, the row operations are performed as follows. First, row-exchange operations are used to move the row blocks containing γ k 11 H k1 , ∀k = 1, 2, · · · , K r into the top row-block positions. Second, row-addition operations are used to zero out all the entries of γ k i1 H k1 , ∀i = 2, 3, · · · , K t − κ t , which are located in the first N t -column. It can be readily seen that this second step can always be done. Third, rowmultiplication operations are used to normalize γ
The main argument of the proof can be applied onC as follows. Without loss of generality, we perform the cofactor expansion along the first column ofC to yield that
Thus, det C can be considered as a function of the variables h i1 k1 , k = 1, 2, · · · , K r , i = 1, 2, · · · , M r , and hence det C = 0 only if one of the following events occurs:
, ∀k, i are drawn from a continuous distribution and are all independent ofC i1 k1 , ∀k, i, the probability that h i1 k1 , ∀k, i are the roots of det C = 0 is equal to zero [6] . In other words, it is almost surely that the first event cannot occur. Thus, the event of det C = 0 is solely dependent on the second event, and hence we have Pr(the second event) = 0 ⇒ Pr det(C) = 0 = 0.
Owing to the requirement of the second event, we can deduce that Pr(C 11 11 = 0) = 0 ⇒ Pr(the second event) = 0.
From (16) and (17) and asC 11 11 is the cofactor of the (1, 1) entry inC, we conclude that Pr det(C1) = 0 = 0 ⇒ Pr det(C) = 0 = 0.
As the first column inC1 and that inC have similar form, i.e., the non-zero entries in each column are i.i.d. and independent of all of the other entries in the matrix, we can also apply the main argument onC1 and consequently arrive at the following conclusion:
Pr det C2 = 0 = 0 ⇒ Pr det C1 = 0 = 0.
Similarly, the argument can further be used onC2,C3, · · · , C Nt to yield that 
It is noted that the argument can be applied N t times only if N t ≤ K r M r , as otherwise the first column inC KrMr is a zero vector, and the argument cannot be used.
After the main argument is applied N t times, the entire process, including performing row operations and applying the main argument, is then re-applied onC Nt in order to arrive at a conclusion similar to (18) . This is possible becauseC Nt and the original matrix C have the same form as can be seen from (15) and (5) . Therefore, we can further conclude that the entire process can be repeated until we reach the last matrix with only one entry.
Without loss of generality, we assume that the row-exchange operations do not move the last row of its target matrix, and hence the entry in the last matrix must be a product between h By following the deduction chain whose beginning point is that Pr(the entry in the last matrix = 0) = 0, we arrive at Pr det C = 0 = 0, which leads to Pr det C = 0 = 0. Therefore, it can be concluded that C is almost surely of full rank.
Case 2) C is not a square matrix.
By using the proof given for Case 1, we can show that the θ × θ leading principal matrix of C is almost surely of full rank, where θ = min K r (K t − κ t )M r , K t N t ; thus, C is almost surely of full rank. Therefore, the proof is concluded. 
where v i,j is the j-th column in V i . The proof consists of two basic steps. First, we show that the assumption of (19) leads to one of two consequences: either N C 2 has non-zero vectors, where C 2 consists of the last (K t N t − N t ) columns in C, orṼ has linearly dependent vectors, whereṼ = V Then, we show that these two consequences are impossible; thus, (19) cannot occur, and hence V 1 must be a full column rank matrix.
The details of the proof are given as follows. AsṼ is the solution to (5), we have 
As V 1 consists of the first N t rows inṼ, (19) is equivalent to
where d i=1 λ iṽi 1:Nt consists of the first N t elements in d i=1 λ iṽi . Therefore, (20) can be rewritten as
where C 1 and d i=1 λ iṽi (Nt+1):KtNt denote the matrix consisting of the first N t columns in C and the vector consisting of the last (K t N t − N t ) elements in the vector d i=1 λ iṽi , respectively. From (22) , we can deduce that
As C 2 is a full column rank matrix according to Lemma 2 and (4), N C 2 cannot have non-zero vectors, i.e., the first consequence cannot be the case; thus, (23) is possible only if
By combining (24) and (21), we have
which means thatṼ has linearly dependent vectors. However, as dim N (C) ≥ d,Ṽ can always be chosen to have linearly independent vectors, i.e.,Ṽ can always be chosen so that the second consequence cannot be the case. Therefore, both consequences are impossible, and hence V 1 is of full column rank.
The same argument can also be used to show that V i , i = 2, 3, · · · , K t are of full column rank.
