Experimental and modelling study of the alkali-silica-reaction in concrete by Dunant, Cyrille
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES
acceptée sur proposition du jury:
Prof. I. Smith, président du jury
Prof. K. Scrivener, directrice de thèse
Prof. E. Brühwiler, rapporteur 
Dr J. Maier, rapporteur 
Dr C. Toulemonde, rapporteur
Experimental and Modelling Study of the
Alkali-Silica–Reaction in Concrete
THÈSE NO 4510 (2009)
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE
PRÉSENTÉE LE 10 NOvEMBRE 2009
À LA FACULTÉ SCIENCES ET TECHNIQUES DE L'INGÉNIEUR
LABORATOIRE DES MATÉRIAUX DE CONSTRUCTION
PROGRAMME DOCTORAL EN STRUCTURES
Suisse
2009
PAR
Cyrille DUNANT
2
3A` Elisa mon amour,
et a` mes parents
qui voulaient savoir
ce que je faisais.
4
iAbstract (en)
The alkali-silica reaction (asr) is a durability issue of concrete. The
amorphous silica of aggregates reacts with the alkalies present in the cement
paste pore solution to form a hydrophilic gel which swells in the presence
of moisture. Many mass concrete structures are affected and understanding
of the reaction and its development is crucial, notably for dam owners and
managers.
Although some parameters affecting the reaction are well understood,
such as temperature, others which depend on the concrete mix design, such as
aggregate sizes and particle size distribution (psd) and external parameters
such as the applied load have an effect on the development of the reaction
which is not as well understood.
To advance the understanding of asr an experimental programme was put
into place to explore some of these factors. In parallel, a modelling platform
was designed and implemented to allow the simulation of the reaction at the
material microstructure level.
The expansion of affected mortars and concretes had been linked to the
damage state of the aggregates by Ben Haha. We could model this effect
and reproduce the effect of changing the aggregate sizes. Simple kinetics
were implemented in the model with two factors were required to account
for changes in the cure conditions and sample sizes.
The expansion due to the reaction has been reported to be anisotropic in
the literature with respect to the direction of casting. We could demonstrate
this effect in two independent set of experiments.
The overall shape of the expansion curve was found to be related to the
fracture of the aggregates and the interactions between them rather than
changes in the rate of the chemical reaction.
The effect of restraining stress was found to more complex than previously
reported in the literature, as it notably affects the direction of propagation
of microcracks in the aggregates and paste. This leads to an acceleration of
the damage and expansion for loads above about 5 MPa threshold.
Keywords: ASR Modelling, prediction, XFEM, concrete microstructure,
durability, FEM, meshing, damage.
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Re´sume´ (fr)
La re´action alcali-granulats (rag) est un proble`me de durabilite´ du
be´ton. La silice amorphe contenue dans certains agre´gats re´agit avec les
alcalins pre´sents dans la solution de pore de la paˆte de ciment pour former
un gel qui gonfle en pre´sence d’eau. De nombreuses structures en be´ton
massif sont affecte´es et une meilleure compre´hension de la re´action et de son
de´veloppement est cruciale, notamment pour les proprie´taires et gestionnaires
de barrages.
Quoique certains des parame`tres affectant la re´action soient bien compris
tels que la tempe´rature, d’autres, qui de´pendent des parame`tres de me´lange
du be´ton tels que la taille des agre´gats et la granulome´trie, et des parame`tres
externes tels que la charge applique´e ont un effet sur le de´veloppement de la
re´action qui est moins e´tabli.
Un programme expe´rimental a e´te´ mis en place pour explorer les conse´quences
de certains de ces facteurs. En paralle`le, une plate-forme de mode´lisation a
e´te´ conc¸ue et imple´mente´e qui permet la simulation de la re´action au niveau
de la microstructure du mate´riau.
L’expansion de mortiers et be´tons affecte´s par la re´action avait e´te´ lie´e
a` l’e´tat d’endommagement des agre´gats par Ben Haha. Nous avons pu
mode´liser cet effet et reproduire nume´riquement les conse´quences de la
variation des tailles des agre´gats. Un mode`le cine´tique a e´te´ de´veloppe´ qui
ne requiert que deux facteurs line´aires pour tenir compte de diffe´rences en
terme de cure et de forme d’e´chantillons.
le gonflement duˆ a` la re´action a e´te´ de´crit dans la litte´rature comme
e´tant anisotrope par rapport au sens du coulage. Nous avons pu confirmer
cet effet au cours de deux se´ries d’expe´riences.
La forme de la courbe d’expansion a e´te´ relie´e a` la me´canique de la
rupture des agre´gats et leurs interactions plutoˆt qu’a` des changements duˆs a`
la vitesse de la re´action chimique.
Nous avons e´tablis que l’effet du confinement e´tait plus complexe que ce
qui e´tait rapporte´ dans la litte´rature. En effet, l’application d’une contrainte
oriente la propagation des micro-fissures dans les agre´gats et la matrice.
Ceci conduit a` une acce´le´ration et une augmentation de l’expansion dans les
directions normales a` la contrainte, passe´ un seuil d’environ 5MPa.
Mots-cle´s: RAG, mode´lisation, pre´diction, XFEM, micro-structure du
be´ton, durabilite´, e´le´ments finis, maillage, endommagement.
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1Introduction
The alkali-silica reaction (asr) was discovered in the 1940s [3]. Since
its discovery, occurrences have been reported nearly everywhere. Although
all kind of structures are affected, those made from mass concrete such as
dams pose significant challenges. Those structures are designed for very
long service lives, and cannot be easily repaired. Further, any repair is
very expensive. The lack of a good predictive model for the development
of asr has forced dam owners and supervisors to perform repairs when the
structural integrity or functionality of the structure is impaired with no
guarantee that reconstruction might not be more cost-effective.
Numerical models to predict the effect of asr have been proposed by
Le´ger [4] and others using a pseudo-thermal expansion to model the effect of
asr, but ten years later, purely phenomenological parameters still need to
be fit such as in the models of Saouma or Multon [5, 6]. Also, those models
require extensive experimental programmes because many parameters are
required for input.
Constitutive Modelling of ASR asr is a complex phenomenon, whose
manifestations can vary depending on the reactive aggregate considered
[7]. The apparent development can be affected by chemical and mechanical
parameters [8] which can alter both the kinetics and its manifestation in
the material in terms of expansion and damage. The number of parameters
affecting the reaction is large, and phenomenological models have so far
been only partially successful in predicting the development of the reaction
accurately enough for engineering applications.
2 Introduction
Understanding the microstructural manifestation of asr is key to the
construction of a predictive model. A physical understanding of the reaction
process and of the induced degradation is therefore necessary for the formu-
lation of such a model. In his thesis we have concentrated on mechanical
aspects.
The chemical interactions involved in the reaction are complex, although
the basic reaction is well understood. The silanox bonds break to form silanol
compounds. The subsequent adsorption of water leads to swelling of the gel.
Depending on the alkali which was involved in the reaction, gels of different
nature can be formed at different rates [9, 10, 11]. But in all cases, a gel is
formed at the sites where reactive silica was available, and this gel swells in
the presence of moisture.
Therefore, the mechanical consequences of the asr can be modelled
assuming the localised presence of a swelling gel. Previous work by Ben
Haha [2, 1] indicates that there is a strong link between a measure of the
advancement of the reaction and the macroscopically recorded expansion. The
observations by Ben Haha were used as a starting point for the formulation of
our micro-mechanical model. From the mechanical perspective the reaction
is slow enough that the damage induced by it can be assumed to arise
in quasi-static conditions: the only externally imposed state parameter to
consider is the amount of gel at each step of the reaction.
Figure 1: The two aspects of asr are represented schematically. The chemistry and
the inputs which affect the reaction leading to the production of gel on one hand and
the microstructural make-up which is affected by the presence of the gel.
Experimental Programme An experimental programme was designed to
measure the effects of various conditions on the development of the reaction.
The first phase of the experimental program consisted in verifying the
generality of the link between reaction and expansion. Mortars were cast
and their expansion measured. Samples were prepared at intervals for
3back-scattered electron (bse) examination and damage quantification using
a custom-developed image analysis (ia) programme. The link previously
observed between damage and expansion was confirmed.
A revised protocol was designed to minimise leaching of alkalies over the
long term. This experimental design ensures that the mechanical aspects
can be measured independently of the chemical aspects, and that the results
of the experiments can be used to validate the model.
asr is a phenomenon fundamentally related to the damage state at the
microstructure level. Three aspects of damage evolution are predominant in
their effects at the macro-scale: the propagation of cracks in the aggregates
and the size effects which are specific to each aggregate size class; the
interactions between expanding aggregates of different sizes in a densely
packed microstructure; finally, the influence of externally imposed stresses.
To assess the effects of size, two experimental sets of samples were
prepared: concretes cast with particle size distribution (psd)s with different
maximum diameter (Dmax), using only reactive aggregates, and concretes cast
with the same psd but each with a different size class of reactive aggregates.
The combination of both experimental setups allowed us to link geometrical
factors with kinetic effects.
To evaluate the influence of externally imposed stress, notably the redis-
tribution of strains and the volumic evolution of affected concrete, samples
instrumented with internal strain gauges and temperature sensors were pre-
pared and cured in alkaline solutions in modified creep frames. The radial and
longitudinal strains were then recorded for four loading conditions, ranging
from 0 to 15 MPa, for reactive and non-reactive samples.
As asr is known to be anisotropic in free conditions[12, 13, 14], a control
was required so the free anisotropy could be measured. asr depends on
the casting direction [8], therefore a block of concrete was cored in the
directions normal and perpendicular to the casting. The cores were rectified
and immersed in alkaline solutions and their expansion recorded. The combi-
nation of those two experimental sets allowed the study of the macroscopic
redistribution of asr-induced strains.
ASR Numerical Model To study the link between the formation of the
gel and the subsequent expansion and loss of mechanical properties recorded
at the macroscopic scale, a combined modelling and experimental approach
is required. Extensive experimental studies of the asr which have been
conducted, notably by Poyet and Larive [15, 12]. They notably explored the
parameter space of the factors affecting the reaction. But in these studies
4 Introduction
there was no clear separation of the chemical and mechanical aspects, and
the asr was treated as a global chemo-hydro-thermo-mechanical process.
In this study, leaching was to be prevented by alkalies in the curing
baths of the samples. Further experimentation and modelling indicated
that the curing conditions caused the reaction rate to be constant. Thus,
we could construct and validate a micro-mechanical model of the reaction
formulated with no mechanical-chemical coupling. All experimental samples
in this study were cured in alkali-loaded solutions so no leaching would
occur, no shrinkage would happen and no reactant would become exhausted
other than perhaps the amorphous silica in the aggregates. These curing
conditions can have different kinetic consequences on the reaction depending
on the choice of aggregate, but they ensure that the reaction will occur at a
constant rate throughout the experiments. The micro-mechanical model we
have constructed could then be validated using the experimental data: the
macroscopic consequences recorded in the experiments and those predicted
by the model should be identical, given a simple linear transform from the
amount of reaction to time (Fig. 1).
The links between the microstructure and the macroscopic expansions
are not well understood. We developed a numerical tool which is able to
integrate as much of the complexity of the experimental reality so the various
parameters can be explicitly simulated in the model. Constructing the
numerical model of asr posed significant challenges: the microstructure
of a representative elementary volume (rev) of mortar, let alone concrete,
is sufficiently complex that even linear properties from explicitly meshed
microstructures are difficult to obtain — because the mesh is difficult to
produce. This comes from the inherently multiscale nature of the involved
geometries: aggregates with sizes ranging from 0.1 mm in diameter to 16
mm or more. To such an initial setup must be added the asr gel pockets
which are yet two to three orders of magnitude smaller than the smallest
aggregate.
To be able to simulate explicitly (in 2D) the complete microstructure, the
classical finite element modeling (fem) approaches was combined with the
extended finite element modeling (xfem). This required the integration of a
mesher and the development of a specialised virtual machine (vm), suitable
for the implementation of various enrichment schemes. The introduction of
mechanical degradation in the microstructure is done with a global damage
model which was developed to have good convergence properties with mesh
refinement, as well as the ability to reproduce morphological features of
damage, such as crack patterns. To integrate all these features, various
developments were required: a mesher capable of fully automatic operation
and capable of fast computation of mesh-geometry interaction; the damage
model needed to produce globally correct energy convergence with highly
5localised features; a novel integration of damage and xfem was required;
finally, the density of enrichment features in the simulations is much larger
than those reported in the literature.
The model developed was then used to simulate the experimental setup.
These simulations gave insights on the mechanical interactions at the meso
level which could explain some of the experimental observations, notably the
role of individual aggregate size and of the Dmax of the psd.
Chapter Organisation
Chapter 1 outlines the architecture of the modelling framework developed,
with a particular focus on mesher integration.
Chapter 2 presents the damage simulation algorithm developed for the
simulation of densely cracked composites.
Chapter 3 first surveys literature on the influence of the curing condi-
tions and mix design on the reaction, then describes the experimental
programme put in place and presents the results obtained.
Chapter 4 discusses asr modelling in the literature and shows the basic
application of the model: the simulation of free expansion and the
prediction of mechanical properties degradation.
Chapter 5 focuses on the development of a kinetic model and presents
simulation results for different aggregate sizes and reactive fractions on
one hand, and on the effect of externally imposed loads on the other
hand.
Chapter 6 is conclusions and perspectives.
6 Introduction
7Part I
Numerical developments

9CHAPTER 1
AMIE Architecture
Parts of this chapter have been published in the Revue Europe´enne de
Me´canique Nume´rique (special xfem edition).
1.1 Introduction
The simulation of the alkali-silica reaction (asr) at the microstructure
level poses significant challenges. Concrete itself is a multi-scale material,
and simple meshing of the aggregates is difficult, not least because as their
number is large, they need to be generated and placed by an algorithm.
The phenomenological observation we wished to model numerically involved
growing pockets of gel orders of magnitude smaller than the aggregates. In
turn, the swelling of the gel induces damage throughout the microstructure.
The simulation of asr requires complex setups and the concurrent usage
of numerical techniques not typically found simultaneously in available codes
(extended finite element modeling (xfem) and damage). The complexity of
the simulation setup lies essentially in the interaction between the different
numerical approaches. Therefore, using a commercial code would have meant
reimplementing most of what makes the core of a finite element framework
(elements, behaviour, problem description), and using only such parts as the
solvers. The simulations and techniques also require access to a mesher for
efficient and scalable implementation.
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The particular nature of the problem required many special developments
which were better written in a generic framework. As the best numerical
tool to achieve our goals was not known at the beginning, the finite element
implementation of Automated meshing for integrated experiments (amie)
was written as a generic implementation of the Galerkin method [16], as
nearly all implicit numerical modelling methods are derived from it. The
Galerkin method is a generic method for finding least-square approximations
to the solutions of partial differential equation problems. This formalism was
preferred to the more common finite element modeling (fem) approximation
which assumes Lagrange polynomials to be used for the approximation to
the solutions. This assumption is indeed invalid in the case of xfem of
meshless methods. The method was first suggested by Galerkin in 1915 as
an approximation method to solve a problem involving pivots and planes
[16]. The finite element method, the extended finite element method and
spectral methods are all derived from it.
In this chapter, the state of the art of numerical framework is reviewed,
then the architecture of amie described in more detail, with a special focus
on the mesher and the xfem implementation. A special treatment of damage
was also required. This is discussed in the next chapter.
1.2 FEM framework architecture
1.2.1 Developments in FEM Frameworks Architecture
Since the invention of fem [17, 18] many programmes implementing
the fem have been written, and the architecture of these programmes has
evolved with the available computational power. Some are single-purpose
codes designed to solve a given problem and some, more generic, attempt
to provide functionality to allow a range of applications. The first finite
element softwares developed were used for large-scale simulations requiring
high performance. In turn, the performance requirement limited the choice
of computer languages to those for which good optimising compilers existed.
Therefore, until the 80s, the formula translating system (fortran) was the
language of choice.
This imposed a way of thinking about the finite element method essentially
centred around the discrete form of the problem and the optimisation of the
linear algebra operations required for the solving of the systems of equations.
In the 80s, when object orientation became a focus of study in computer
science, with the implementation of languages such as Smalltalk and C++’s
ancestor “C with classes”, tools became available to design new types of
finite element codes.
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As running a simulation involves many steps, each requiring dedicated
functionality, frameworks linking the different tools in a single package have
been developed around the existing codes.
Monolithic Frameworks
Historically, finite element frameworks were monolithic. They were a
single set of functions, built around a highly optimised kernel in fortran
which was designed almost only for numerical performance. This kernel
provided the numerical operations necessary to solve a specific kind of
problem (elastic modelling, fracture mechanics, fluid mechanics).
This approach is falling into disfavour because of the highly complex
nature of the kernels and their total lack of flexibility. However, large well-
optimised bodies of industrial code exist, some of which have been released
as open-source (code aster from edf) or are maintained in-house (the cea’s
cast3m). A more agreeable and productive user-interface is provided using
an application programming interface (api) built on scripting languages,
frequently Python [19]. This approach offers a good compromise between
high efficiency and scalability, provided by the kernel, and ease of use, coming
from the high-level api. However developments are limited to concepts which
do not touch the kernel [20].
When a required functionality is not available from the core of these
programmes, it is obtained by linking to commercial, closed codes, which
frequently offer interfaces for plug-ins.
Pluggable Frameworks
Pluggable frameworks provide element libraries and offer a list of typical
physical behaviour such as elasticity, plasticity, heat transfer, etc. as well
as solvers and post-processors. They also provide the users with high or
low-level interfaces to be more extensible. Such frameworks are very popular
when special-purpose capabilities are needed with no real constraint on
scalability: required functionality is implemented outside of the main loop of
the simulation. Many in-house research codes are such developments, built
on an existing commercial framework, such as abaqus™ [21], or Ansys™.
They consist of typically small or large plug-ins used to provide a specific
functionality to a framework. This type of development is suitable when for
example a new mechanical model is required, or coupled equations have been
derived and need to be tested [22, 23]. If a problem, such as the simulation
of asr, requires both damage, which affects the weak form of the elements,
and xfem which affects the nature of the elements simultaneously, the setup
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of the simulation might not be possible as it would require a modification of
the core of the code, as both techniques, xfem and damage and not usually
found together.
Self-Contained Special Purpose Developments
More general developments of numerical techniques have first been intro-
duced as prototype implementations, based on interpreted languages, such as
matlab. These are typically not produced with scalability in mind: they are
proof-of-concept [24, 25], or used as examples [26] to illustrate a particular
method.
Alternatively, some special-purpose developments are focused on high
performance. They serve as a demonstration that a numerical algorithm
is faster or better than the state of the art. These developments focus
on the solving of model problems, or provide specialised algorithms useful
in the finite element formulation [27, 28]. The problems solved in such
cases are provided by specialised benchmark libraries designed to test purely
numerical aspects. Other developments focus on solving a particular problem.
Little attention is given to the re-usability of the code, and the value of the
simulation lies not in the numerical aspects but in the physical implications
derived from the solution. The role of a framework is to allow the easy
integration of such development efforts, so they can be used in conjunction.
Special purpose developments do not form frameworks, they form model
implementations of basic numerical tools or techniques, or extension of
frameworks. They are the most frequent examples of research codes. The
choice of a framework, or of writing single-purpose programmes is constrained
by a series of considerations:
1. Time required for the implementation
2. Range of problems to be solved
3. Availability of existing codes
4. Performance required
5. Skill of the developers
6. Skill of the users
Architectural Developments
Integration of tools, such as geometry libraries, solvers and meshers by
providing a unified api for the developer is desirable in terms of development
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speed but also provides opportunities to leverage synergies between the
tools. Some research focuses on the architectural implications of integration.
The literature on such developments and the developments themselves have
usually a limited scope, and typically only concentrate on a single aspect
of the simulation: mesh generation, solvers, or the finite element matrix
generation. This is due to material constraints and lack of developer time.
However such developments then cannot use the synergies possible from
having for example both mesh generation and finite element available in
the same set of libraries. Indeed, the generation of mesh and geometry is
time consuming and critical for the good performance of the solvers, and
integrated post-processing is necessary for some complex setups. There are
therefore two approaches to integration: integration to an existing body of
functionality or the development of complete packages.
Integration Commercial packages frequently offer integrated solutions,
which can interface which computer-aided design (cad) tools for geome-
try and meshing. They further provide display and post-processing tools.
The integration of finite element modelling within such a larger framework is
not a new concept, as Fredriksson and colleagues in 1981 already discussed
the integration between cad software and finite element analysis [29]. The
integration was meant to dramatically reduce the time needed to optimise
designs. The research on user interaction with these programmes is centred
more on data exchange and visualisation, and assumes a framework for the
computation exists [30, 31]. Others focus purely on user interaction, for
example Mackie describes how a framework can be made interactive for users
[32]. Central to integration with an existing framework is data exchange.
Hughes and colleagues [33] have proposed a new finite element type, using
the non-uniform rational B-spline (nurbs) as shape functions because cad
software describes geometry as nurbs so integration between design and
analysis is facilitated. There are also excellent numerical reasons for such a
proposition: the error on the result is reduced with the increasing order of the
polynomial used for the approximation. An integrated framework centred
on the algorithms and tools has been proposed by Rucki and colleagues
[34]. The framework they proposed was designed to allow easy switching
of algorithms and is centred around the concept of coordinate-independent
data types1 to describe the elements. Although the method is completely
different, the goal is the same as in [33]: the integrated finite element part
must exploit the geometry which is determined externally. Yu and colleagues
emphasise the need for flexible element types, with separate geometry and
interpolation method, but do not tackle the problem of obtaining the ge-
ometry [35]. These examples highlight a constant in the development of
1It is convenient to describe geometry using global coordinates, but behaviours in
elements are best represented using local coordinates.
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frameworks: there is a geometrical part to the formulation of the problem,
and finite element “frameworks” frequently assume the existence of a mesh.
Coordinate independence is obtained in the programme developed here, amie,
from the use of coordinate transformation functions generated on-the-fly, and
algorithms expressed only in the local coordinate systems of the elements.
This property did not require any design choice and came as a consequence
of the availability of a virtual machine. amie also provides its own set of
geometry routines.
Framework Architecture There are also examples of research focused on the
interaction between the different parts of a framework. Much original work in
finite element software architecture was centred on the linear algebra aspect.
With an Element class central to the design, Dubois and Zimmermann have
their Element class serving essentially as an interface for the computation
of the elementary matrix [36, 37]. These architectural advances led to the
separation of the finite element formulation and the solver implementation.
This allows the modification of a single part of the code without requiring
extensive modifications throughout. This requirement is well-met using
the object-oriented programming paradigm [38]. However, when large scale
problems need to be solved, careful implementation is required to get good
performance. Besson and colleagues proposed an interface which uses the
data encapsulation possibilities offered by C++ to implement a framework
geared towards large scale problems [39]. More recently, with the advent of
meshless methods2 [40] and the multiplication of numerical methods derived
from the Galerkin approach [16], the “elements” became collections of nodes
with associated basis functions, distinct from the “elements” of a mesh. The
architecture, however did not fundamentally change, and developments are
still centred on the separation between elementary matrix generation and
solving the global system. The requirement for many different and often
antagonistic features prompted the development of a complete framework,
amie.
1.3 AMIE Architecture
1.3.1 Overview
In Amie, we have investigated the role of the mesher in a framework and
the synergies which could be obtained [41]. This point is further developed
2Meshless methods typically still depend on the presence of a mesh, but the topological
mesh structure is not reflected in the assembly of the problem matrix.
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in Chap. 1.4.3. Only the solvers were not requiring special-purpose develop-
ments, and they represent a relatively small effort in terms of development
compared to the design of the architecture. Fully automatic meshing and
mesh-geometry interaction computation are other useful features which are
provided within the amie framework. They then can be employed as needed,
for example for the automatic generation of quadratures in enriched elements.
amie was designed so it is possible to describe a problem using the avail-
able tools from the library and let the framework compute a solution. Then,
using the post-processing tools also provided, the result can be displayed
externally. The framework was designed to have a separation between the
mathematical tools, such as geometry and linear algebra used in the different
steps of a computation. Specific programming interfaces are provided for
each task and reflect the usual notation conventions. This is different than
good object-orientation which only requires encapsulation of the various
concepts. Indeed, amie is not architectured around the finite elements as
is common, but rather around the mesher, virtual machine and geometry
library. Mechanical behaviours, elements and extended finite elements can
then be implemented as needed very easily.
The functions provided by amie are both high-level and low-level. The
high level functions are useful to simply describe the geometry and use the
already designed behaviour laws. Using these functions does not require
advanced knowledge of numerics. The low-level functionality offers pro-
gramming hooks to implement new element types, behaviour or quadrature
schemes for example.
The expression of the mathematical problem as a weak form3 is separated
from the computational geometry required for the mesher. The solvers,
involve mostly linear algebra form a third group of functionalities. Thus
groups of functionality are bound together by types of techniques, and reflect
the mathematical tools and techniques best suited to tackle each sub-task.
Within each group, a more classical object oriented approach is used, bundling
data and methods in a structured way. In order to provide the user with
an easy-to-use programming interface which links the various parts of the
framework a problem descriptor was implemented. The main elements of
amie are:
• The problem descriptor
• The meshers
• The behaviours
3The weak form of a differential equation is an integral form. It is weak because it uses
a less restrictive solution space.
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• The computational geometry module
• The element library
• The virtual machine
• The solvers
Together they form a complete framework, which can be extended to any
type of finite element modelling. When following an object-oriented design
approach [42], the facilities used by each object to perform its task are
available for the others to use. The geometrical data and boundary conditions
are provided by the user through the interface of the program itself. The
mesher provides the geometry of the elements, and the neighbourhood
relationships. The assembled matrices are the responsibility of an assembler,
and form a global matrix which is then passed to a solver. Figure 1.1
illustrates the interactions and data flows between the different elements of
the program, notably these enabled by the mesher.
User
Problem geometry Mesher Mesh geometry
Mesh topologyBoundary Conds
Solver
Assembled Matrices
Solution vector
1
2’
2Problem enrichment
AssemblerDescriptor
uses VM
uses VM
uses VM
Figure 1.1: The additional data paths made possible by the integration of the mesher:
1, for adaptive meshing, and 2 and 2′ for computationally efficient enrichment
Problem descriptor
The so-called problem descriptor allows the user to input the geometry,
the behaviour laws and the precision desired. The problem descriptor binds
together the various parts of amie. It is designed to allow a high-level
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description of problems: for example, a mortar bar, with a given aggregate
size distribution, and some behaviour for the various material phase present.
It is based on objects such as Sample, Inclusion, Pore, Crack, etc. In
turn, those have a member behaviour, such as LinearElastic.
In amie, a design choice was to provide the user with an api for the
description and generation of problems, rather than an input file format of a
graphical user interface (gui). Such modes of input could be written on top
of, or using the api. Other finite element frameworks, such as oofem are
entirely defined around the input file format, as all classes are serialised4. This
is restrictive because some setups cannot be practically described by hand,
such as the explicit microstructure of a mortar bar. These are however easily
described using a rule for the generation of appropriately sized aggregates
and a placement algorithm, both provided by amie. Therefore, the input file
needs to be produced by a separate programme in any case.
Computational Geometry
The core task in describing a problem, is its geometry; the position of
aggregates, pores and notches. Frequently, geometry and drawing of meshes
is an external task from the point of view of the core finite element code.
However, we wished to be able to perform various geometry-related tasks
which would be central to the problems at hand. In the case of concrete
microstructure, the geometry can be easily represented by a large number of
simple primitives. For example, generation from a particle size distribution
involves the creation of a list of virtual aggregates, with their radii, but it
also involves placing the aggregates in a sample. The latter task requires
geometrical intersection tests. Another usage for geometry is for the definition
of xfem enrichments which are typically functions based on a geometrical
support, a particle or a crack for example. Finally, and also related to the
xfem implementation are mesh-geometry interaction computations: a mesh
is composed of geometrical elements, and the interactions only need to be
defined in the geometry library. It was therefore appropriate to integrate a
geometry library in amie to provide the needed functions.
In general, geometrical objects can be separated into two categories:
1. simple objects described as analytic functions (circles, spheres),
2. general shapes (Be´zier patches, Boolean trees of primitives).
4Serialisation is a programming technique through which data is transformed in such a
way that it can be saved and read as a stream.
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The computational geometry module provides most of the usual shapes
(spheres, circles, lines, points. . . ) and their interactions. All those objects
are abstracted to a purely virtual interface.
The geometry library is based on the principle of constructive solid
geometry: complex shapes are defined from Boolean operations between
geometry primitives. The library defines the primitives and provides tests for
the intersections. Fig. 1.2 illustrates the construction of a complex-shaped
pore using a tree of Boolean operations on geometrical shapes. The api
makes no assumption on the dimensionality of the described objects and
therefore makes it uniquely suited to represent such concepts as level sets
[43].
Figure 1.2: A complex looking pore (bottom) drawn from a set of discs and a series
of Boolean NOT operations.
Constructive solid geometry is an efficient representation if the essential
property of a geometry is the delimitation of a subspace. To test whether a
point is in a geometry, all the sub-geometries in the Boolean tree are tested
and the resulting Boolean expression evaluated. In the case of the setup
shown as an example in Fig. 1.2, this expression is for point p:
p ∩ (Root ∩ ¬ (∩ (¬Pore ∩ (¬Inclusion)))) (1.1)
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Although the api provides important flexibility for the formulation of
any kind of problem geometry, the formulation of a problem requires the
specification of the behaviour of the various features.
Behaviour laws
A Behaviour is an integro-differential expression linking two basis func-
tions contained by an element. An element need not be a definite geometrical
shape for the purpose of expressing behaviours, it only needs to provide a set
of function, point pairs, and a method to compute the integral of a function.
A method of the object representing the behaviour returns a matrix which
represents the linear interaction between the degrees of freedom described
by two given basis functions. Because the expression and implementation of
the behaviour law is not dependent on the type of function, it is very well
suited for the implementation of xfem.
The abstraction provided by the function class and the differential opera-
tors make it extremely easy to implement behaviour, even non-linear. The
syntax was designed to resemble as much as possible the syntax of analytical
expressions. As an example, the implementation of the Kelvin-Voigt and
linear elasticity behaviour are shown on the Listing 1. This example shows
how a time dependent and time-independent behaviours can be expressed in
the same way.
Matrix KelvinVoight : : apply ( const Function & p i , const Function
& p j , . . . ) const
{
return vm−>i e v a l ( Gradient ( p i ) ∗ C ∗ Gradient ( p j , true )
, . . . )
+ vm−>i e v a l ( GradientDot ( p i ) ∗ eta ∗ Gradient ( p j ,
true ) , . . . )
+ vm−>i e v a l ( Gradient ( p i ) ∗ eta ∗ GradientDot ( p j ,
true ) , . . . ) ;
}
Matrix L i n e a rE l a s t i c : : apply ( const Function & p i , const Function
& p j , . . . ) const
{
return vm−>i e v a l ( Gradient ( p i ) ∗ c ∗ Gradient ( p j , true )
, . . . ) ;
}
Listing 1: Implementations of Kelvin-Voigt and linear elastic behaviour.
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5In practise, the behaviour laws are a recipe for the generation of ele-
mentary matrices. The elements are in this approach only a convenient way
of associating basis functions to nodes. However, the elements provide the
quadratures required for the computation of the discrete form of the problem.
Elements
The elements in amie are abstracted as collections of nodes with associ-
ated shape functions. This way, as there is no assumption on the number of
degrees of freedom contained in each element it is easy to formulate problems
with mixed element types, or to have enriched elements.
Elements also provide neighbourhood information. In many algorithms,
the neighbourhood information is required. For example, when damage is
computed, the fracture criterion calculated in an element is compared to
the criteria computed in its neighbours. In post-processing, fields can be
smoothed using the neighbourhood information.
Specialised elements exist also as definite geometries and parts of meshes.
This is the case for the DelaunayTriangle and DelaunayTetrahedron ele-
ments, which are produced from the generation of unstructured meshes from
the built-in mesher. The specialisation is useful as certain algorithms can be
made more efficient if specific kind of geometries can be assumed.
1.3.2 Solver
The choice of solver is normally tuned to the specific application which
is considered. However, amie was built with the assumption that problems
would mostly be solved without external user input. The solver is set
automatically by the programme as a compromise between pure performance
and robustness, with a preference for robustness. The following solvers were
implemented:
1. A Gauß-Seidell-successive over-relaxation (sor) solver. This solver
can only solve positive definite problems6, and is rather inefficient.
It is an iterative solver, so it allows the solving of large problems.
In terms of convergence, it has a desirable property: it is absolutely
convergent, meaning that at each step, the current solution is a better
5A quadrature is an approximation rule for the computation of an integral. In general,
a function is evaluated at a series of points and the quadrature is a weighted sum of the
results.
6A matrix M is positive definite if z∗Mz > 0 for all non-zero vectors z, where ∗ denotes
the conjugate transpose.
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approximation of the actual solution than the one from the previous
step.
2. A Cholesky decomposition/triangular solver. This solver is direct,
which means that it obtains the solution in a finite number of steps,
and suffers from no stability problems. However, being a direct solver
it cannot be used over large problems because it consumes too much
memory.
3. Conjugate Gradient (preconditioned). The conjugate gradient algo-
rithm is iterative and fairly stable [44]. It converges in a fixed number
of iterations to the solution. However, using preconditioning, a “good
enough” solution can be found in much less steps. The preconditioner
can accelerate the convergence considerably, however it may come at
the cost of stability. The preconditioner used commonly is the inverse
diagonal preconditioner7 because it is absolutely stable. The conjugate
gradient can only be used to solve positive definite problems.
4. Polak-Ribie`re iteration [45]. This is a modified conjugate gradient for
non-linear problems.
5. Bi-Conjugate Gradient Stabilised [46]. This solver can solve non-
symmetric problems. It is however less stable than the normal conjugate
gradient.
The solvers have been implemented with a programming interface which
fits well with the rest of the framework. They are not using specialised
libraries for the linear algebra operations, but the performance is still adequate
as the time-limiting operation is input-output (io)-bound. Fig. 1.3 reports
The megaflop rate of the matrix-vector multiplication in the node-parallel and
single-processor cases. The sharp fall-off in performance is due to suboptimal
cache usage. A sustained megaflop rate could be obtained with appropriate
sub-domain decomposition. However, the fraction of the peak obtained for
the systems benchmarked here — unstructured and sparse — is consistent
with the best values reported in the literature. This is not surprising as the
efficiency of the computation is entirely dominated by the bandwidth to the
main memory and depends very little on the merits of the implementation.
7A preconditioner reduces the condition number of a matrix by multiplying it with a
pseudo-inverse, which then reduces the number of iterations required to reach the solution.
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Figure 1.3: The megaflop rate of the matrix-vector multiplication is reported here
in the node-parallel and single-processor cases. The fall-off in performance is due to
problem size becoming larger than the processor cache. However, the fraction of the
peak obtained for the systems benchmarked here — unstructured and sparse — is
consistent with the best values reported in the literature.
The choice of solver is not performed by the user. amie provides low-level
access to the solvers and the preconditioner as plug-ins. However in the main
loop, the solver is chosen automatically from the problem type: linear or
non-linear, symmetric or not. Problem type detection is done during the
assembly of the problem matrix.
The performance of the solver is dependent on the availability of sparse
matrix and vector algebra operations. A small library for such operations has
been implemented. This library makes extensive use of operator overloading
so the solvers can be implemented directly from pseudo-code as typically
reported in literature. Further, this linear algebra library has been kept simple
and well separated from the core to allow an eventual replacement using
standard implementations of the portable, extensible toolkit for scientific
computation (petsc) or the linear algebra package (lapack).
XFEM Implementation
Modelling of the asr at the microstructure level requires the use of
numerical techniques which allow the representation of fine geometrical
details within the microstructure. Further, it is desirable to be able to avoid
re-meshing, because it is numerically costly, and field transfer between meshes
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can be the cause of numerical errors. A method which has the desirable
properties of not requiring re-meshing and which yields good numerical
approximations even for relatively coarse meshes is xfem.
The behaviour of the numerical sample can be altered by modifying the
space in which the solution to the Galerkin problem is sought. The method
for deciding which, and how elements should be modified is called enrichment.
It consists first in finding which elements are affected by a feature which
changes the function space – for example, a crack which introduces a jump
in displacements. Then the method adds to the nodes of the element shape
functions which extend the solution space.
This method is closer to the Galerkin approach than the finite element
restriction because such functions are typically global: an inclusion or a crack
are defined in the global coordinate system, and their effect is also global.
Compactness is retained by multiplying the enrichment function by compact
shape functions, supported by the elements which are enriched.
The transformation of coordinates implied in this approach is greatly
helped by the fact that it can be automatically expressed as a Function
object in amie. In the examples in the following sections, the x is the
global coordinates transformed into the local system of the element (ξ).
The transformation is directly obtained from the linear Lagrangian shape
functions of the elements, Ni, and the node coordinates pi:
x(ξ) =
∑
i
Ni(ξ)pi (1.2)
Soft discontinuities are the enrichement type which was used for the
simulation of gel pockets in the simulations. They are implemented by the
introduction of a hat-like function, with the maximum located at the interface
of two materials. This function is C0 continuous, but C1 discontinuous. Hence
the term “soft” discontinuity. Such an enrichment is useful for the modelling
of inclusions, or, in the case of ASR, gel pockets.
This type of enrichment simulates a perfect contact between two materials
of distinct mechanical properties. The enrichment function φ used was
introduced by Moe¨s and colleagues [47].
φ(x) = 1− |x− proj
Γinclusion
x| (1.3)
With Γinclusion the inclusion boundary, proj the projection operator, and x
coordinates in the global system.
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(a) (b)
(c) (d)
Figure 1.4: Comparison between conforming ((a) and (b)) and enriched ((c) and
(d))approaches. The inclusion is has a Young’s modulus four times that of the sur-
rounding material. The radius-of-inclusion-to-width-of-the-sample is 34 . The stress
field in the xfem case is only apparently less smooth at the interface. This is due to
the post-processing which does not involve the computation of a sub-mesh to use for
display.
We designed a simple benchmark with a single inclusion in a rectangular
sample. The inclusion is either modelled with a conforming mesh or with
xfem. The mesh is then refined until convergence of the measured values
is obtained (Fig. 1.4). The goal of this benchmark was to verify whether
the implementation of the soft discontinuity was correct, and check whether
the stress field obtained could be used for the simulation of damage. If the
xfem inclusions had produced maximum stresses higher than the conforming
inclusions, the mesh around them would need to be refined.
However, it was found that the xfem inclusions yielded smoother results
than the meshed inclusions (Tab. 1.1 and fig. 1.5), although this seems not
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to be the case due to limitations in the display code. This convinced us that
they could be successfully used to model such small geometrical features as
the gel pockets induced by asr.
Table 1.1: Computed average and maximum values for various representations,
conforming and enriched. The enriched mesh converges faster, and the maximum values
are similar to that of an equivalent much finer conforming mesh. xfem is therefore
a suitable method for computing local damage effects coming from fine geometrical
details. ε¯xx is the average strain on the longitudinal axis.
Mesh type # of elements max σvon Mises ε¯xx
Classical 8646 27 144.2 4.2404 × 10−08
Classical 35 912 34 269 4.250 55× 10−08
Enriched 8646 34 269 4.250 55× 10−08
Further implementations of commonly used enrichment functions as well
as the adaptive quadrature generation used for the integration can be found
in appendix C.
The state machine of a simulation
The setup of a simulation is done by describing the geometry by adding
Features to a problem. Each feature has a geometry and is attributed a
Behaviour. The user then calls FeatureTree::generateElements(), and
can apply boundary conditions as a function of the position of the element
nodes. Once this is done, the user calls FeatureTree::step().
The design of amie is synchronous. This means that all the elements of
a simulation are undated at the same time, though in a definite order. To
that effect, all the classes which have a state, for example material behaviour
or xfem describing cracks have a step() method. This method updates
the state variable of the class, and calls the step() method of the classes
depending on it.
• The FeatureTree step() method calls the solver and iterates on all
the elements
• the step() method of the elements calls the method on the Behaviours
• The Behaviours update the ElementStates and if required call step()
on internal classes of the elements
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Figure 1.5: Convergence of computed average values as a function of the element
characteristic length.
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• FeatureTree calls the step() method on the EnrichmentFeatures.
Two state variables are then updated: the convergence of the solver, and
whether any damage occurred. The user may use this information to either
iterate until an equilibrium is found, or stepBack() the problem and change
the boundary conditions.
Post-processing can be done using the methods provided by the ElementState.
Those compute stresses, strains and displacement in the element using the
Galerkin method for the reconstruction of the fields. This is less efficient
than simply using the calculated displacements, but this small overhead
means that the fields are computed correctly at any point in the element,
even if it was enriched.
1.4 Mesher design
A crucial point in the design of an abstract simulation framework, designed
to work with complex geometries is the availability of a mesher which can
work without supervision. The mesher should be able to produce a mesh only
from the geometry information. Further, the availability of an integrated
mesher is necessary for the efficient implementation of the xfem.
The meshers integrated with amie are Delaunay tesselators using an
internal tree-like structure allowing point insertion in O(log(n)). The same
structure, derived from geometrical considerations, makes it possible to also
find triangles or tetrahedrons overlapping a 8given geometry in O(m log(n))
with m the number of elements covered by the geometry. This is useful in:
1. localised refinement,
2. mesh-geometry interaction finding,
3. geometry-geometry interaction finding,
4. sub-triangulation for non-polynomial function integration.
1.4.1 Finding geometrical interactions
Computational geometry has applications in fields as diverse as ray tracing
[48], games [49] and physics engines [50]. Efficient algorithms for the detection
8Big-O notation means that the time to perform an operation is proportional to the
content of the expression in the brackets. For example O(n2) mean the time taken is the
square of n.
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and localisation of various geometrical interactions have been published. The
implementation of these algorithms depends on the availability of the data-
structures used in the programme.
Representation
Enrichment features are well represented as deriving from general geome-
tries, and providing a means to enrich the elements they affect. It is either
possible to attach objects representing physical laws to them, or to consider
them purely geometrical objects depending on which is more efficient in each
circumstance.
The dependency of enrichments and mesh is the following: the element set
is responsible for finding the subset of conflicting elements. If the elements are
stored in an efficient data structure, the element set can find the interactions
much more efficiently.
This shows the need for a mesh database more than for a mesher. However
a lot of the code in the mesher is useful outside as well, and the core of the
mesher can be structured as a database.
Computational geometry provides the information on the relative position
of a point and a given geometrical entity. It can also provide the location of
intersections. Both informations are needed to decide whether an element is
a target for enrichment or not. Although the check whether a given element
is a target for enrichment is computationally inexpensive, it is much more
difficult to have an exhaustive list of all the targets. Indeed, the information
is attached to a geometrical entity, and contains no topological information.
In a fem program, the mesh contains such information in the form of a
connectivity table. Although it is sufficient to recreate a table of neighbours
it is inefficient to do so: this structure is ill-suited for fast searches.
Special case for the elements
The elements are usually also geometrical entities, and so implement the
interactions. This is necessary for enrichment, but higher order elements
are not convex polygons, which induces some computational overhead. If
the mesh is well-adapted to the geometry of the problem and does not
rely too much on the additional degrees of freedom provided by the higher-
order elements to ensure an acceptable approximation of the boundaries, the
elements can generally be treated as their low-order counterparts, making
the process of finding the enriched nodes much faster. The process of finding
the enriched elements is dominated by the efficiency of the in() method.
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This method would be most efficient if elements were circles or spheres, with
only three multiplications and a comparison required.
This is nearly the case when the mesh has been generated by Delaunay
tesselation. Such a tesselation is defined by the following property: No four
respectively five points are within any of the meshes triangles’ circumcircles
respectively tetrahedrons’ circumspheres. Other meshing schemes, which are
not based on circles or spheres interactions can still be stored in a efficient
tree-like structure, but the exact implementation of the in condition is going
to be either less flexible in the case of a purely regular rectangular mesh, or
more costly.
1.4.2 Description of the meshing scheme used
Two kinds of meshing schemes dominate in practise, the advancing front
and the n-Tree family. They both have advantages and disadvantages when
considered strictly from the meshing point of view, but for our purpose, the
advancing front family is not well suited.
Typically the input consists of only the analytical description of the
geometry, and it is up to the mesher to do the sampling. Alternatively, the
sampling is given, and the mesher then outputs the elements corresponding to
the given sampling points, constrained by the boundaries of the geometrical
entities to mesh.
Trees are an efficient mean of organising and retrieving data [51]. In
particular, for space-dividing schemes, a parent-children relationship ordered
by the spatial position allows the building of such trees on the fly as the
meshing goes. A very simple example of such meshing is a quad-tree (Fig. 1.6).
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Figure 1.6: Illustration of a simple quad-tree. The children are all contained in their
parents. This makes searching very fast, as each test divides by four the amount of
elements yet to check.
But a tree is also a possible representation of the current state of a Delau-
nay type triangulation. Points are pre-generated and then fed randomly into
the triangulation algorithm. Each new insertion determines the elimination
of a set of triangles, and the creation of new ones [52]. The new triangles
are the children of the old with which they share the same conflict condition.
A schematic illustration of the process is found in Fig. 1.7. The algorithm
works thus:
1. if we already checked this element, return,
2. if this element is not conflicting with the point, return,
3. add self to return,
4. attempt insertion in all children, insert result,
5. attempt insertion in all neighbours, insert result,
6. return.
Once a list of triangles is obtained, they are deleted and replaced with
new triangles defined by the boundary of the set of deleted triangles, and
the inserted point. The combination of the conflict-checking algorithm and
the point insertion scheme generates a set of triangles, arranged in a tree
whose leaves form the final mesh.
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Figure 1.7: Schematic representation of the insertion of a point in a delaunay
triangulation.
Mesher efficiency
The mesher we coded is fairly efficient. We compared its performance
to gmsh [53] which is widely used as a research tool, and got the following
results:
Table 1.2: Time taken for a mesh with ≈ 50 000 points which finally yields 200000
degrees of freedom
gmsh amie
5 s 7.4 s
Gmsh is 30% faster, but the order of the algorithms is the same. We
conclude that our mesher is good enough, though it could certainly be
optimised. The disadvantage of lower speed is offset by having full control
over the api and the additional usage we get from the mesher, using its
readily available data structures. Further, the meshing step is in fact a
relatively low-time-consuming one, as highlighted in Fig. 1.8.
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Figure 1.8: Time taken by different operations in a simulation. Localised refine-
ment and matrix assembly are much costlier operation than the meshing itself. The
renormalisation highlights the asymptotic behaviour of the various algorithms involved.
1.4.3 Comparison with a mesh database
A mesh database, such as algorithm oriented mesh database (aomd) [27],
would provide the same accessors and iterators as the mesher, thus would be
equivalent from the point of view of efficiency of the mesh-geometry interac-
tion detection step. However, the database would need to be rebuilt each
time the mesh is rebuilt, leading to unnecessary overhead. The algorithmic
advantages are nonetheless the same as for static meshes. But the overall
algorithmic efficiency can never be better than O(n), where n is the number
of elements, as each element is to be entered at least once.
Once a mesh has been generated, it is fully defined by (1) the coordinates
of the nodes, (2) the list of elements defined by a list of nodes. In a typical fem
code, only this information is exported and loaded in the assembler-solver.
This is the external representation of the mesh. However, as we have just seen,
much more information is used in the mesher. This information is typically
discarded in the toolbox approach case, as it is useless: separate programs
provide separate services and communicate through data files containing only
the minimum necessary. However, one can build all sorts of element-finding
routines on the model of the conflicts(Point *). This only requires
the programmer to provide a function checking for geometrical conflict.
Enrichment schemes are determined on a geometrical basis. Elements in and
around enrichment features are selected, and additional degrees of freedom
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Figure 1.9: Detecting a geometry in a non-trivial case. Detection of a crack
interacting with the elements, in bold, the elements intersecting the crack path.
are added to their nodes, based on the nature of the feature. This typically
means that a given feature should be located in terms of elements. This is
easy in the case of a so-called structured mesh where the spatial position of
nodes determines their numbering. It is however much harder in the case
of unstructured meshes, as those typically produced by the meshing scheme
described above, used in practise. With only a list of elements, the only
way to find those within a given geometrical limit is to run through the
list, and check every element. This is dramatically inefficient. The slightly
better case involves having also a list of neighbours for each element. Then,
one needs only to find a single affected element and proceed through the
neighbours. This is faster, but is still asymptotically the same order of
computation because the first element still needs to be found, and this is
O(n) for randomly listed elements. Indeed, on average one will still have to
check for half the elements before finding one that matches the condition
and only the constant part of the iteration is reduced.
Finally if the elements are arranged in a tree, the order of the computation
is dramatically reduced from O(fn) where f is the number of features and n
the order of elements, to O(f log(n)). In Fig. 1.9 the elements crossed by a
segmented line have been marked. This is exactly the operation which needs
to be optimised for xfem applications.
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Fracture mechanics and a posteriori error applications
Modern fracture mechanics applications and schemes require a range of
geometrical routines which are very easily provided using the architecture
suggested. It is necessary to evaluate domain integrals for the computation
of stress intensity factors. This requires finding elements within a ball of
given radius, or, alternatively, elements cut by a sphere. This is trivially
accomplished here. But even more interesting is that when using special
shape functions, the integration step involves generating a sub-mesh on the
elements, and summing the sub-integrals. This is typically more precise than
simply using a very large amount of Gauß points. In addition, the idea of
“fixed area enrichment” [54] rests on enriching sets of elements within a given
surface area, a ball centred on the crack tip. Using the above general geometry
description, the implementation and integration of such a scheme becomes
very easy. A posteriori error estimations such as ZZ-type error estimates
typically require knowledge about nodes’ neighbouring elements, in order to
construct the enhanced stress and strain fields on the computational mesh.
Other error estimators [55] also require identifying nodes within a ball centred
on the computational point where the smoothed field or derivative is desired.
Again, the mesher integration is the easy answer to the program architecture
challenge. Finally, one can cite meshless methods based on moving least
square (mls) approximations which also typically require finding neighbours,
information which is directly stored in the mesher.
The possibility of error-based remeshing [55] is also very powerful. For
time-dependent calculations, a once well-adapted mesh might becomes in-
adequate and yields faulty results. This leads on one hand to a necessary
remeshing, and on the other to the recomputation of the mesh-geometry
interactions. This cannot be done efficiently by using a mesh database, as it
would have to be rebuilt with the new, modified mesh, an operation which is
needlessly costly.
The api is the collection of functions and data-structures available for the
programmer’s use. Their richness and design make the difference between
some extensibility or no extensibility [37]. The api of the integrated mesher
must be able to provide the required services. However, for architectural
reasons, it needs only know about geometry, and not specifically about
elements or physics. The most important service provided is getting the list
of elements affected by a geometrical feature. This is all that is necessary
to get computationally efficient enrichment strategies when they depend on
geometry.
The availability of a mesher also allows the implementation of fast global
damage computation algorithm as presented in the Chap. 2, by providing a
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fast way to find neighbourhoods of elements which must be compared when
finding the localisation of the damage.
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CHAPTER 2
Damage Model Implementation
Parts of this chapter have been submitted for publication in the Journal
of the Mechanics and Physics of Solids.
2.1 Introduction
Microstructural simulation of alkali-silica reaction (asr) requires the
availability of a numerical tool capable of simulating dense cracks patterns
efficiently. Such a method should also be capable of computing the crack
patterns from the final applied load at each step of the simulation. The
treatment of damage which allows such calculations is presented in this
chapter, most of which has been submitted for publication.
Finding the damage state of a material sample from a history of boundary
conditions is a difficult problem, theoretically [56] and numerically [57]. It
is theoretically difficult, because the problem can be ill-posed [58], and the
existence and uniqueness of solutions is not necessarily demonstrated [59]. It
is numerically difficult, because dramatic changes in the state of the material
need to be tracked [60].
The algorithm presented here was developed with the specific goal of
computing the degradation state of concrete by various mechanisms. Degra-
dation mechanisms in concrete are typically characterised by the induction
of internal loads which are geometry-dependent. Examples of these are reac-
tion fronts behind which the concrete expands. Further, those degradations
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of chemical origin change the nature of the cement paste and its fracture
behaviour. Also, concrete is a composite material, with aggregates typically
four times stiffer than the surrounding paste. When those are taken into
account, problems are further complicated by the presence of aggregates
which might themselves fail.
As fracture can be induced by local changes of mechanical properties of
the material, computing a critical load multiplier with the goal of following
the equilibrium path of the material is not generally possible: there might be
no equilibrium state, for example the sample may fail completely. Also, as
the load can be induced by a change in the internal geometry of the specimen,
continuum damage models do not formally apply: the computational domain
might change discontinuously for example. In certain phenomena chemical
changes occur within the domain, causing local phase changes. One such
case is the alkali-silica reaction (asr) in concrete.
This problem is further complicated by the fact that a damage model is
typically scale-dependent [61]. We propose a method which yields reasonable
solutions and tends to the energy minimum solution as the discretisation
scheme is refined. This method is validated in simple and complex cases by
numerical examples compared to physical experiments and the literature.
This algorithm resembles the sequentially linear analysis method [62], but
differs in that it does not require the computation of load multipliers.
2.2 Damage Simulation Algorithm
Non-local damage models such as those presented by Jira´sek and cowork-
ers overcome the mesh-dependence of local expressions by introducing regu-
larised fields [63]. The regularised fields are obtained by introducing a global
weighting function which averages the values on a fixed-size domain. The
averaged values are then used to compute a failure criterion, and damage
is distributed using the same weight function on the elements contained
in the neighbourhood [64]. Such an approach has several advantages: it is
mesh-independent (provided the localisation zone is larger than the elements),
also in term of released energy, and the critical length can be set to physically
represent the observed fracture process zone [65]. The size of this process
zone, however, is material dependent, and in general not precisely known.
But there are also other drawbacks to such approaches. The regularisation
of the fields assumes a homogeneous material, and thus is not well-suited to
the simulation of explicit microstructures [57]. Another limitation is that
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there is no causality constraint1 on the attribution of damage: damage states
are considered, but not damage histories during the loading step. Thus,
boundary conditions have to be compatible with the computed damage state.
In arc-length solvers, {damage, load} couples are solved for. However, if the
loading steps are imposed, or it is impractical to iterate on the load, this
can be a severe limitation. This approach is not well-suited to problems
where the geometry of the boundary conditions is externally imposed: the
regularisation then becomes difficult since the averaging domain required
for non-local models is time-dependent. A practical example of such a prob-
lem is microstructural asr simulation [41] where aggregates transform into
expansive gel.
To address some of these difficulties in simulating failure of materials,
a number of techniques co-exist in the literature. Perhaps one of the most
general and promising approaches was proposed by Francfort and Marigo
[60] who revisited brittle fracture as an energy minimisation problem. This
generalizes Griffith theory by permitting (i) to handle brittle crack initiation;
(ii) to track instantaneous brittle failure [66]. Numerical experiments using
this theory were presented in [67], extended to cohesive cracks in [68], and
reviewed in [69]. This novel approach is particularly appealing as it allows
to simulate crack nucleation and to obtain all possible crack paths as a
direct outcome of the simulation, while ensuring energy minimisation. This
is critical when multiple cracks initiate and propagate, which is the case
in microstructural concrete simulation. A closely related method which
relies on the global Clausius–Planck inequality in the sense of Coleman’s
method and configuration forces [70] was proposed in 2009 by [71]. This
framework relies on maximising the local energy dissipation along the crack
fronts, yet, as in [60], the minimisation process is handled globally. Similarly,
Dumstorff and Meschke [72] exploit the extended finite element (see below for
a more detailed description) to simulate multiple (cohesive) crack propagation
through a global energy minimisation, as proposed in [73].
The algorithm proposed here belongs to the same class of “global energy
minimisers” but differs in that failure/degradation is not modelled explicitly
using strong discontinuities (see below for details), but by a damage law.
Indeed, this algorithm was developed with the specific goal of computing
the degradation of concrete microstructure, where high crack densities sig-
nificantly complicate the book-keeping of fracture patterns, thus justifying
damage-based approaches.
The proposed modelling framework was designed to be most efficient
for simulating failure mechanisms in complex microstructures especially
1In non-local damage models, damage is distributed in the material in a single step,
using an a priori selected weight function. It is thus not possible to capture the effect of
progressively softening material domains actually leading to its final damage distribution.
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when these are characterised by the induction of internal loads which are
functions of the evolving geometry of the microstructure. An example of such
microstructurally-driven degradation mechanisms is the alkali-silica reaction
(asr), where silica dissolves on the surface of the aggregate particles, leading
to the formation of expansive gel pockets and the consequential nucleation
of micro-cracks. This dependence on time and loading of the microstructure
complicates the simulation process, and it is a non-trivial task to ensure that
the computed solution corresponds to maximum energy dissipation.
(a) Local damage attribution (b) Non-local damage attribution
Figure 2.1: Damage patterns for local (a) and non-local (b) damage attribution
algorithms. Non-local damage attribution favours the appearance of distinct crack
patterns, whereas local attribution causes un-physical destruction of the sample. In
both cases the inclusions are for times as stiff as the surrounding matrix and expansive
pockets have been placed randomly in the aggregates.
Fig 2.1 compares two simulations in which damage is induced by internal
stresses localised in pockets located within inclusions. The setup is composite,
with a matrix, inclusions, and inclusions within the inclusions, all placed
randomly. Fig. 2.1b shows the result when the attribution of damage is both
determined locally and applied locally. Fig. 2.1a is the same setup but with
attribution determined on a global basis and but still applied locally.
This example suggests that the criteria and irreversibilities should be
applied locally, so that composite problems can be considered, but that the
choice of the loci for the irreversibility increment be computed globally. It
is necessary to consider the global problem to find where damage occurs,
because failure to do so leads to unphysical results such as the destruction
of large sections of the domain, however local increments are then sufficient
to find the damage state of the sample. A suitable renormalisation of the
criteria allows comparison of subdomains with different modes of failure, and
an iterative procedure is defined which minimises the energy dissipated in
the material transformation. Scale should be handled at the material law
level: the damage mechanism should explicitly depend on the element size.
Using this approach, the localisation of the fracture appears spontaneously
from the expression of the damage process in the material.
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2.2.1 Energy Relaxation Mechanisms and Elastic Limit of Mate-
rials
Classical yield criteria such as Mohr-Coulomb or von Mises have been
used to predict the limit load at which a material starts failing [74]. In
general one can establish a criterion describing a yield surface in the state
space of the material such that deformations beyond that surface are partially
irreversible [75]. This criterion is a measure of the energy necessary to initiate
a material transformation. It can be expressed as a test on a scalar field in
the space of the element state.
When a material reaches its yield surface, this surface evolves so that
the material is never beyond it. For a given loading condition, computing
the elastic deformation of a domain can produce a result where domains
of the material are beyond the yield surface. This indicates that part of
the material would undergo irreversible transformation under such loading
conditions. However the only certain relation between the domain beyond the
surface when elastically deformed and the domain of the material effectively
transformed by the loading is that they must have a common subdomain.
The energy used for the irreversible transformation is provided by free
energy available to the material, such as the elastic energy from the defor-
mation under load or heat sources. At the material level, not all elastic
energy can be used to transform the material. The part/type of the elastic
energy available is governed by the choice of the yield/failure criterion. In
von Mises plasticity for instance, only deviatoric deformations can cause
yielding. The yield criterion links the state of the material to the occurrence
of irreversible transformation. The criterion value, usually obtained by a
trial linear elastic analysis grows monotonously with the stress, and thus
with strain and energy.
In the domain which is beyond the yield surface in the trial elastic
deformed state, the material has been affected and some damage/plastici-
ty/cracking must have occurred. From the above considerations, for a given
loading condition, the subdomain in the material in which the damage/-
plasticity/cracking criterion is most exceeded has undergone irreversible
transformation. The identification of this subdomain is key to the proposed
algorithm described below.
The formal proof of the convergence of this algorithm is not done. We
present the physical basis for the formulation and a series of numerical
experiments showing that the proposed algorithm has the expected properties.
Not all experiments are presented in this chapter: the rest can be found in
the App. E.
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2.2.2 Formulation of the Degradation Process
Given its history and state, a material can only get to certain admissible
states. For example, damage is usually irreversible, cracks do not heal,
plastic deformation stays plastic. If one considers a finite set of states for
the material, representing for example the presence of an increasing finite
number of micro-cracks, the number of possible transformations a domain
can undergo is finite. The possible material states are then defined from the
current state and a suitable update rule must be defined for the material
behaviour (including crack initiation, etc.).
The nature of irreversibility is not scale independent in composites (see
for example Tjrnlund and colleagues [76]). This means that the damage
evolution, and thus the admissible states of the material are not independent
of the volume considered. Indeed, a material can be ductile at the macro-scale
and brittle at the micro-scale. It is assumed that the local increments in
irreversibility computed from the material model are such that the material
considered is in an admissible state at all considered scales. This implies
that the possible increments must be determined on a per-element basis, as
they depend on the size of each element.
The local energy states of the material can be ordered such that two
consecutive states differ by a predefined energy increment. This increment
in energy cost, associated to each possible transformation, allows shifting
between two successive material states. From a given state, physically, one
can only move to a state which is of lower elastic energy (i.e. larger dissipated
energy). When minimal-energy solutions are sought, from a given state, for
a given energy increment used in transforming the material, only the states
accessible through continuously decreasing energy are thermodynamically
possible [77].
This defines an energy landscape for the possible transformations at the
global level. Because the yield criterion is monotonously increasing with
energy, the path defined by maximum energy gradient descent is close to
the path of maximum yield criterion gradient descent. From the definition
of the yield criterion, at the yield surface, those two paths are identical. If
the irreversibility is described by a single variable (such as for isotropically
damaging materials), the path is also unique. Importantly, this approach is
valid also if the material domain is composite: the set of states is defined
locally. This allows simulating composite microstructures.
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2.2.3 Energy Minimisation
Existence of a Solution
The final state of the material under a given load is the result of the
thermodynamically admissible set of local state changes which minimises
the energy stored in irreversible deformations. If irreversibility is locally
incremented where there is the most available energy for transformation, a
small increment in irreversibility at that location will cause the least relative
variation in locally available energy, but the maximum variation in terms of
global energy.
It is necessary to use sufficiently small increments in the irreversibility,
because the alternative is the minimisation of this energy using explicit
energy functionals, which might not be experimentally measurable, or com-
putationally expensive to calculate [60].
For practical purposes, however, it suffices that the locus of the series of
domains where irreversibility was incremented exists uniquely with reducing
element size. The solution to the problem consists in the values of irreversibil-
ity state at all points of the domain. Thes values are such that equilibrium
is reached and the minimum amount of irreversibility is obtained.
In the case of a perfectly brittle material with only two admissible states,
the damage increment admits a single value, 1, and the volume of the
damaged domain should tend to 0 as the elementary volumes sizes tend to
0. As the damaged volume tends to 0, the energy needed to form it tends
also to zero, because the criterion is formulated for volumes. Therefore, we
must impose the size of the smallest possible convex volume which behaves
as effectively perfectly brittle. This is similar to the so-called smeared-crack
approach: the crack formation energy is assumed to be dissipated over the
whole element. This is consistent with our approach of formulating the
material law by explicitely taking into account the scale of the domains
considered.
Quasistatic Case
As the volume of material affected by a step of the process is imposed,
the solution can be described either as a geometrical locus with defined
boundaries, or by the field of irreversibilities at equilibrium. In the quasi-
static case, dynamic effects such as inertia are neglected.
Consider a loading step, over a time slice where the load is monotonously
growing. The initial load is such that the deformations are elastic. The
material is then tested elastically with the final load and locally reaches its
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irreversibility limit. Thus, at an intermediate load, the irreversibility limit is
reached in an arbitrarily small domain. An irreversible transformation of the
material properties in this domain is possible, and dissipates an energy equal
to the difference in the elastic energies stored between the modified domain
and the original domain. This transformation need not be at equilibrium:
the energetic cost of the transformation need not be equal to the elastic
energy variation, it must only be inferior. A new elastic solution can be
obtained with the altered global domain and the same load.
At equilibrium the elastic energy variation in the sample must be equal
to the energy needed to transform the material.
∆Eelastic = ∆Eirreversible transformation (2.1)
This is equivalent to the irreversibility criterion not being met anywhere in
the domain, and ∆Eelastic is minimum.
At any step of the process, ∆Eirreversible transformation is the sum of all
energies from the successive irreversibilities introduced in the material. As
the variation in elastic energy is automatically found from the load and the
current material state, if an equilibrium is found, the error in the energy
release from the irreversible transformations is at most equal to one step of
relaxation. Thus it can be made to be arbitrarily small.
The irreversibility occurs in individual elements, thus the precision of the
final solution depends on the mesh fineness: a coarse mesh will lead to a low
resolution of the locus of damage.
The stored elastic energy during the iteration can only go down, thus the
algorithm always converges if the problem stays well-posed as the material is
modified. It is not trivial that it converges to a unique solution, independent
of the successive choice of domains because although the elastic energy always
diminishes everywhere in the domain, the free energy can locally grow as
the stresses are redistributed. The examples show that the algorithm does
indeed converge.
2.2.4 Algorithm Formulation
The fracture criterion C is usually computed from a function of the
element state s and compared to a critical value, c:{
1 if C(s) > c
0 otherwise (2.2)
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This function is smooth and monotonously increasing with s. To use it in
the algorithm, it is renormalised R→ [0, 1]:{
1−
∣∣∣ cC(s) ∣∣∣ if C(s) > c
0 otherwise
(2.3)
This yields a smooth function ranging from zero to one, monotonously
increasing with the distance from the fracture surface defined by the criterion,
when the deformation is elastic. For example, a very simple criterion is a
strain limit. If some equivalent strain measure ¯ is larger than a threshold
c, the material should fail. So the modified criterion becomes 1− c¯ .
The update of the element can be done using a non-local damage model,
in which case all elements in a ball centred on the element with the maximum
value will be updated. Thus, the efficient implementation of this algorithm
requires working in a numerical framework which provides facilities for fast
access to elements within a geometric locus. Such an environment is typically
a constraint on the architecture of the framework [41, 78]. The algorithm is
given in Figs.2.2 and 2.3 and reads:
1. Compute the elastic deformation from the load.
2. For each element, compute the criterion using Eq. 2.3 as a real nor-
malised value, for example, if the fracture criterion is a maximum strain
c, compute:
ν = 1−
∣∣∣∣c¯
∣∣∣∣ (2.4)
3. For each element, define a neighbourhood in which to compare the
values of the criterion.
4. If an element has the highest value in its neighbourhood, update
the behaviour of this element. If the element is plastic, add some
plastic strain; if it is perfectly brittle, remove the element; if a damage
law is employed, increment the damage in this element. Mark all
other elements in the neighbourhood so they cannot be damaged at this
iteration.
5. Iterate from the new material state.
In general, it is not always desirable to sort all elements, but rather
treat element neighbourhoods. This might be a better representation of
physics, if the transfer of information in the medium cannot be assumed
to be instantaneous, or if there is a characteristic distance beyond which
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Figure 2.2: Damage attribution algorithm description.
perturbations can be assumed to have a negligible effect. This is a reasonable
assumption when damage occurs throughout the material: small, local
damage increments will not affect the solution if the material considered is
geometrically complex.
It is necessary to ensure a single element is damaged per neighbourhood
or is a centre for damage attribution: this ensures that the damage allocation
is not more local than specified. Locality should be understood here by
“distance between two damaged elements.” In this sense, if more than one
element were damaged per neighbourhood, the damage would be more “local”,
and damage could coalesce in a single band of elements within an iteration.
Composites under load have very complex stress patterns. The stress
patterns are locally influenced by the aggregates and pores. This means that
the influence of the weakening of an element is negligible within a radius
approximately equal to the median radius of the inclusions. Such a setup is
highly favourable for the damage attribution algorithm.
Because of floating point precision in microprocessors, there will almost
always be a single element or none which should be damaged, according to
the algorithm. This might not be physical: in some ideal symmetrical setups,
multiple cracks should initiate and grow simultaneously. Since it cannot
be expected that discretisation be perfect, nor that no numerical errors are
introduced in the calculations, a tolerance needs to be introduced in the
algorithm: damage is incremented in all elements with criterion value within
δc of the maximum value in the considered neighbourhood.
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Set damage evolution law and damage criterion
for each element
Compute the criteria in each element
from the test elastically deformed state
Update the damage state of the elements
with the highest score
Rank the elements according to their
failure criterion in each neighbourhood 1
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Figure 2.3: Schematic description of the algorithm for a hypotheticl particular case.
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2.3 Proof-of-Concept Example
2.3.1 Setup
The algorithm performs very efficiently if the damage can be applied
simultaneously in many places. This is the case for a complex composite
microstructure, because the information of the deformation induced by the
damage is quickly lost as the stresses are dissipated through aggregates
and pores. However, to test the algorithm, we have conducted numerical
experiments on simple samples, treating the damage attribution globally.
This represents a worst-case scenario for this algorithm: it is designed to
work efficiently when damage happens concurrently in many places at once,
so equilibrium is reached within a small amount of steps. Here, damage can
only occur in one or two elements at once, and eventually coalesces to a large
domain, requiring many steps.
The algorithm converges experimentally asO(n1.72) where n is the number
of unknowns. This convergence was obtained for a fully global iteration, where
all elements are considered when choosing the locus of the damage increment.
The time taken to find which element to damage is small compared to the
time taken to solve the linear system of equations, thus the performance in
terms of computing time of the algorithm depends on the choice of solver.
However, the dominant factor in terms of time is the total number of
damage steps to perform. The time taken is proportional to the number
of elements damaged times the number of damage steps in each element.
However this can be considerably reduced if more elements are damaged at
each step, for example by reducing the neighbourhood size: a more local
iteration, suitable in the case of a complex composite yields considerably
faster convergence. Further acceleration is obtained if the setup is such
that damage occurs simultaneously in many elements. In the case of a
sample subject to asr with 200 000 unknowns, the updated damage state
can be computed in less than 150 iterations per load step, instead of tens
of thousands for the largest simple examples of this section with less than
40 000 unknowns.
The same numerical experiments were run with different mesh refinements
and recorded the energy release with the algorithm advance. The sample
was discretised with our in-house Delaunay mesher at four different mesh
densities [41]. The goal of these experiments is to observe the effect of the
choice of fracture criterion on the damage pattern, for materials with the
same set of states.
The experiment setup is as Fig. 2.4. This setup, with additionnal initial
cracks is usually used as a benchmark for partition of unity (pu) crack
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propagation. It is interesting because of the inbuilt symmetry and mixed-
mode failure it induces. Also, this experiment has a very high phase contrast
between the phases (pores and matrix).
Figure 2.4: Geometrical setup of the numerical experiment.
The material is linear elastic, with parameters E = 147.25 and ν = 0.3.
The stiffness tensor E is:
E = E1− ν2
 1 1ν 01ν 1 0
0 0 1−ν2
 (2.5)
To demonstrate the convergence properties of the algorithm, the following
modified von Mises criterion was used (σi is the ith principal stress):
C(s) =
 1− σc
√
2√
(σ0−σ1)2+σ20+σ21
if
√(
(σ0 − σ1)2 + σ20 + σ21
)
/2 > σc
0 otherwise
(2.6)
A material which can only fail along shear planes was also tested:
C(s) =
 1−
σc
√
2√
(σ0−σ1)2
if
√
((σ0 − σ1)2) /2 > σc
0 otherwise
(2.7)
And finally a Mohr-Coulomb criterion:
C(s) =
{
1− σcmax |σi| if max |σi|, > σc i = 0, 1
0 otherwise (2.8)
With the critical value σc = 23 in all cases.
A displacement is imposed on the upper and lower boundaries, such
that complete failure of the specimen does not occur. Here the imposed
displacements are 1 and −1.
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2.3.2 Governing Equations
This damage model was developed for complex microstructures, with
individually simple materials. Typically those are simple elastic or visco-
elastic materials to which are associated a damage model and a fracture
criterion. The tests were performed on a damaging linear elastic material.
The classical equation for elasticity relating stress, σ, with strain,  is:
σ = E :  (2.9)
Irreversibility is introduced as a modifier of the original Cauchy-Green stress
tensor E0
Eeff = η(E0, , t, . . .) = E0 · η(s) (2.10)
where η is a tensor function of the current state and history of the material.
All the elements are in the [0,1] range. The functions considered are of the
form:
Eeff = E0 · η(, t, . . .) (2.11)
where · denotes the Hadamard (i.e. term by term) product, s is the material
state, current and history. This restriction has as a consequence that the
following expression can be written by taking the differential of the state:
Eeff(s + ds) = E0 (η(s) + dη(s)) (2.12)
Where d denotes the differential. Irreversibility is written as functions
affecting the components of the Cauchy-Green stress tensor.
The integral of the stress over the domain are the forces f , internal and
external, and  is, assuming small strains:
ij =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
= ∇s ⊗ u ∀i, j = 1, 2, 3 (2.13)
With ui are the displacements, and xj the spatial coordinates. Equilibrium
is written as (in the absence of body forces):
∇ · σ = f (2.14)
With f the internal and external forces. Thus, inserting Eq. 2.14 in Eq. 2.9:
f = ∇(Eeff∇su) (2.15)
Now, the integral form of the equation can be written over the material
domain Ω, choosing δu in the subspace of kinematically admissible functions
V, u is in the function space U :
f =
∫
Ω
(∇ (Eeff∇su) δu) dΩ ∀{u ∈ U , δu ∈ V} (2.16)
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Integrating by parts, and choosing the test function in the same subspace as
u:
f =
∫
Ω
(
∇Tu (∇sEeff) δu +∇suEeff∇Ts δu
)
dΩ ∀{u, δu ∈ H2} (2.17)
Finally, if ∇sEeff is negligible over Ω, the usual weak form of linear elasticity
is derived.
f =
∫
Ω
(
∇uEeff∇T δu
)
dΩ ∀{u, δu ∈ H2} (2.18)
With H2 a Hilbert space.
The derivation of the discrete form is done by choosing a suitable space in
which to approximate the displacement. Typically the Lagrange polynomial
spaces Li are used in finite elements because they simplify post-processing.
A compact functional basis is associated to the degrees of freedom of the
elements. If hi is the ith basis function, the discrete problem corresponding
to Eq. 2.18 in element e is [79]:
A
i,j
(∫
e
(∇shi)Eeff(∇shj)T de
)
u = f (2.19)
Where A denotes the assembly of submatrices.
2.3.3 Results
As the mesh is refined, the damaged area does not shrink, its shape
becomes more precisely defined as the number of elements increases. This
algorithm avoids crack coalescence on a single band of elements, and does
not exhibit pathological mesh dependency. Most important, the energy
dissipated during deformation converges with mesh refinement.
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(a) von Mises fracture criterion
(b) Mohr-Coulomb fracture criterion
(c) Failure only along shear planes
Figure 2.5: Damage localisation with successive refinements of the mesh. Damage
is greyscale-coded from black, 1, to light grey, undamaged material is white. This figure
shows how the damaged surface stays relatively constant as the mesh becomes finer.
The effect of choosing different fracture criteria is apparent. The more ductile von Mises
(a) produces more spread-out damage patterns, whereas Mohr-Coulomb (b) leads to
the apparition of crack-like patterns. A material which can only fail along shear planes
is also shown as an example (c).
This result highlights the ability of the algorithm to spread damage
as non-local smoothed approaches without the need to specify explicitly
a distribution function for the damage. The shape of the area damaged
emerges from the fracture criterion, and not from an a priori guess.
Fig. 2.5 shows the simulation. Each row shows a different yield criteria
(von Mises, Mohr-Coulomb, pure shear failure), within the rows the mesh
refinement increases from left to right. The damage pattern is strongly
affected by the choice of failure criterion, but not much by the successive
mesh refinements. The precision of damage attribution is limited by the
mesh fineness, but this example highlights the good convergence in terms of
geometry of this algorithm.
The number of steps required by the algorithm to converge to a state
of the material where an equilibrium is reached depends on the setup of
the problem, the size of the ball considered for the comparison between
elements, the number of elements and the damage increment. For the simple
homogeneous case presented above, convergence was studied with respect to
the number of unknowns.
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The elastic energy at convergence for the same meshes was studied. Both
the relative and absolute energy losses converge as the number of elements
is increased. There is a distinction between absolute and relative energy,
because the absolute energy at the beginning of the iteration comes from
the varying discretisations of the problem: the pores are not satisfactorily
when the mesh is coarse.
(a) Absolute Energy (b) Algorithm Convergence
Figure 2.6: (a) Convergence of the absolute energy stored in the system with
increasing number of unknowns. The absolute energy is different also because of
different discretisations of the sample geometry. (b) Log-log plot of the iterations to
convergence and the number of unknowns. The order is O(n1.72).
The algorithm exhibits a characteristic convergence pattern in terms of
energy release. This pattern depends on the successive relaxations and is
characteristic of the geometry of the sample considered.
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(a) Convergence with mesh (b) Final energy
Figure 2.7: (a) Energy release during the iteration. The final energy release is
indicated by the small dotted black curve (compare to the plot on Fig. 2.6a for absolute
values). Similarly shaped curves indicate that the energy releasing process goes through
the same states in different meshes. (b) Convergence of the relative energy stored in
the system with increasing number of unknowns. The shape of the curve (in log-log)
indicates that the energy value converges faster than the element size reduction.
2.4 Discussion
The algorithm outlined in this chapter was developed to solve composite
problems with explicit geometry. It is energetically correct and captures the
shape of damage domains without a priori knowledge other than the material
law. The material law is expressed as a series of states corresponding to
damage increments.
The algorithm described hinges on the description of the material be-
haviour as irreversibility occurs. Localisation of the damage, in the sense
that micro-defects coalesce into a macro-crack, is implicitly described by
the damage state update: a cohesive law can be introduced in the material
behaviour there. This algorithm can thus also be used to make the transition
between continuum and discontinuous techniques such as the xfem: the
introduction of a localised discontinuity in an element can be considered as
a further damage state.
The damage increments can be adjusted to each problem to obtain
the best performance. As a direct simulation, this algorithm cannot be
guaranteed to be absolutely stable. If the increments are too large, the
softening of the material at the local level will not be adequately captured.
However, if the increments are too small, convergence will be very long to
obtain. However we experienced no unstable behaviour in our experiments.
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Crucially, this algorithm converges with mesh refinement. This is nec-
essary when definite damage paths are sought, for example in cases where
damage is both present throughout the material and highly localised. The
asr example showed how such properties are required for the validation of
a microstructure-level degradation mechanism. This property is also useful
when precision is only required at some places: the usual mesh-refinement
heuristics used in mechanical simulations will also result in better damage
computation.
The boundary conditions are assumed to be varying monotonously during
a loading step. Thus, this algorithm is ill-suited to capture snap-back: at
each step of the simulation, equilibrium will be reached for the set boundary
conditions. An extra loop in the algorithm would be required to keep the
load at equilibrium.
Although the algorithm is inefficient when damage is concentrated on
a few paths, it is very efficient when widepread damage occurs in complex
microstructures, making it very well suited for the simulation of degradation
mechanisms at the meso-level in heterogeneous concrete-like composites.
The implementation of the algorithm is also appropriate for a space-time
implementation: the damage can be expressed as a continuous function over
the time slice and can be increased in a manner similar to the quasi-static case.
This opens the possibility of computing damage in visco-elastic materials.
2.5 Conclusion
A direct algorithm for the computation of damage states in materials has
been presented. This algorithm can be applied to cases where load depends
on the varying geometry of the sample, and can be used in composite cases.
The convergence of the algorithm in terms of energy and domain definition
was studied. Applications to simple and complex cases were presented,
highlighting the possibilities of using the algorithm to study durability issues,
notably in cementitious composites.
Future work involves the extension of the implementation to xfem crack
initiation and propagation as well as the implementation of more complex
damage models, using the same element-ranking approach to compute the
locus of the crack initiation. This algorithm should also be implemented in
space-time and tested in visco-elastic cases, using damage functions to form
materials which are functionally graded in time.
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Part II
The Alkali-Silica Reaction
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CHAPTER 3
Experimental Programme
3.1 Introduction
The alkali-silica reaction (asr) causes macroscopic expansion of concretes
made with reactive aggregates. The curve of expansion resembles a sigmoid,
three stages frequently described as initiation, reaction and exhaustion. The
effect of some parameters on the kinetics of expansion is well identified
while others are less well understood. For example, the reaction follows an
Arrhenius law with temperature. The effect of some variables linked to the
concrete formulation, such as aggregate size and applied stress are less clear.
To understand the links between the macroscopic effects – expansion,
mechanical properties – and the micro-structural causes, an experimental
programme was put in place. The principal objective was to understand the
micro-mechanical aspects of the reaction, so a protocol had to be designed
which would minimise the variations caused by alkali leaching but also paste
hardening and autogenous shrinkage, while still accelerating the reaction
enough for laboratory testing purposes.
The goal of understanding the microstructural consequences of the reac-
tion is to be able to formulate a model with enough predictive power to be
of use in engineering applications. This thesis follows the work of Ben Haha,
who identified a key link between damage at the microstructure level and
expansion at the macroscopic level. The experimental programme set up first
verified the generality of the findings. Further experiments were performed
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Table 3.1: Overview of the experimental programme. Any aspect of the experimental
protocols exposed in this chapter which might be unclear can be obtained by asking the
author or the members of the lmc.
Experiment Samples Comment
Effect of Dmax. Samples cast
with the si aggregate.
11 7×7×28 cm prisms for 0-8 mm
and 0-20 mm , Cylinders with
embedded sensors for 0-16, 4×
4× 16 prisms for mortars.
Fractions. Samples cast with
sk and si fractions.
16 7 × 7 × 28 cm prisms, 3 with
inlets, 1 without, sliced for
microscopy per condition.
Casting direction. Single
30 cm cube cast with si and
cored.
10 Cored cylinders, 6 used for ex-
pansion.
Generality. Samples cast with
all the aggregates. Additional
samples cast during a diploma
project with the ss aggregate.
57+3 4×4×16 cm prisms per aggre-
gates, 3 for expansion, 6 for
mechanical tests/microscopy,
7×7×28 prisms for additional
testing of control aggregate.
Effect of load. Samples cast
with the si and sk aggregates.
12 Instrumented 20 cm diameter
cylinders, 2 reactive and 1 con-
trol per load condition.
Microbars. All aggregates
tested.
63 12 samples per aggregate
tested.
to test the size effects of aggregates, the effect of the direction of placing
and the effect of externally applied loads. The literature on these aspects is
presented, followed by the materials and methods and the presentation of
the experimental results.
3.1.1 Key Findings of Previous Thesis
Expansion-Reaction
In his thesis, Ben Haha showed that the expansion of mortar and concrete
bars could be related to a measure of damage at the aggregate level which was
interpreted as a measure of the percentage of aggregate which had reacted
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to form silica gel. The damage of the aggregates was measured using back-
scattered electron (bse)-image analysis (ia) on polished sections (Fig. 3.1).
The damage was found to correlate to the expansion independently of the
cure temperature and the amount of alkalies in the mix. Ben Haha further
demonstrated that the expansions could be renormalised as a function of the
aggregate content, which allowed comparison between mortars and concretes.
Figure 3.1: Expansion-Reaction curve as reported by Ben Haha [1, 2]. The black
line is a visual guide only. The three phases which can be distinguished are the initiation
phase, a propagation phase and an exhaustion or slow-down phase.
Ben Haha verified the relationship with three curing temperatures, three
aggregates and three alkali content in the mixes. However, only two of the
aggregates were alkali reactive and it remained necessary to verify further
the results with more varied aggregates.
Damage and loss of Mechanical Properties
Ben Haha also related the loss of mechanical properties of the concrete
with time and with the extent of the reaction. This provided a link between
the observed degradation of the concrete and microstructural observations.
This observation is crucial because it indicates that it is possible to formulate
a model of the asr based on a direct measure of the reaction and relate it to
engineering properties.
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Figure 3.2: Relative loss of stiffness of a reactive sample compared to a non-reactive
control. Adapted from Ben Haha [1].
This result showed that in mixes cast from slowly reacting aggregates
the damage induced by asr came from the degradation of the aggregates
themselves and not by paste cracking after having been filled with gel
(Fig. 3.2) as commonly assumed.
3.1.2 Programme Overview
Ben Haha concentrated on the free expansion of samples induced by
asr. The first goal of the present experimental programme was to verify
the key findings with more aggregates. The damage-expansion relationship
could serve as a basis for a mechanical model. However, a model applicable
for engineering purposes must be able to take into account the mix design
parameters, such as aggregate gradation. It must also account for boundary
conditions, such as load.
The generality of the free expansion-reaction curve was checked using the
same protocol as Ben Haha, but using a range of different aggregates. To
perform the image analysis on the new aggregates, a custom image analysis
code had to be developed.
The other parameters affecting the development of the effects of the
reaction were studied using si the most reactive aggregate Ben Haha used.
Since these other parameters were studied over longer periods of time with
concrete mixes, a modified protocol was designed to prevent leaching, in
which samples were immersed in a solution with an alkalinity similar to the
cement paste pore solution.
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The parameters studied in this thesis are:
• the size effects of aggregates, both the effect of individual reactive
fractions, and of the Dmax,
• the effect of the direction of placing,
• the effect of restraining stress.
Literature Background
Size Effects The effect of aggregate size and fraction has been previously
studied and this has led to recommendations that specify correction factors to
extrapolate from laboratory specimens to field structures. The size effect can
be understood as the effect of increasing the Dmax, or the partial contributions
of the different size fractions. Both parameters have been reported to either
increase or decrease the expansion, and no satisfactory mechanism has been
proposed to explain the experimental observations.
Zhang and co-workers studied the influence of the large aggregate content
in the concrete mix for fully reactive mixes [80]. They found that depending
on the reactivity of the aggregate the overall effect could be a reduction as
well as an increase of the measured macroscopic expansion. This confirmed
earlier reports by French [81] who also found that the most deleterious
fraction in terms of expansion was the 4-10 mm fraction. The general trend
however is that the presence of larger aggregates reduces expansion at early
age, and increases it later. In the Norwegian recommendations [82], the
expansion from large aggregates in accelerated tests is multiplied by a factor
greater than one to account for the enhanced expansion potential at later
ages.
Different explanations for these observations are possible. The delayed
expansion of larger reactive aggregate fractions can be explained by a diffusion
process, the alkali ions taking more time to migrate to the reactive zones
of coarse aggregates. However, Hobbs found that some aggregates are as
permeable as a 0.71 water to cement ratio (wc ) paste [83], notably certain
granites. Further, in discussing accelerated tests, Wiggum and colleagues
[84] found that variations of the amount of reactive material in each class
have a relatively small effect on the total expansion. This observation is
incompatible with the model of fully-reactive aggregates which react on the
surface. But the explanation can also be found in mechanical interactions.
For example, Wiggum first considered the role of grading by comparing the
relative surface of such model aggregates [85].
Modelling the coupling between apparent expansion and reaction has been
attempted using explicitly represented microstructures. In her PhD Thesis,
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Comby studied the development of a numerical tool to model the damage in
asr-affected concrete at the meso-level [86]. She studied the feasibility of 3D
microstructure generation, and noted the importance of the aggregate grading
for the damage evolution, and the necessity of a homogenised model for the
mortar as she did not explicitly model the smallest aggregates. This study
highlighted the importance of cross-class interactions. An analytical model,
based on the development of reaction rims was published by Bazˇant [87],
which takes into account the interactions between aggregates to explain the
shape of the expansion curve. Attempts to integrate the effect of individual
fractions in asr models have been made. Notably, Multon has proposed an
asr model which considers the expansion of the aggregate classes separately.
He also studied the coupled effect between alkali content and aggregate
content [6]. He stated that the alkali content should be normalised by the
aggregate content, which we believe is in contradiction with the fundamental
assumption of his model, which is that aggregates react on the surface: the
aggregate content to aggregate surface ratio is highly dependent on the
grading, and he therefore assumes different reactivities for each class.
Experimental work on different size fractions is mostly concerned with
mortars. Poyet worked on the effect of individual fractions in his thesis
[15]. He separated aggregate size fraction and performed accelerated tests on
mortars where only some of the fractions were reactive. He found that very
fine fractions do not cause expansion. Cyr and colleagues performed a similar
study with finely ground reactive aggregates of various types, and found
they all reduced the expansion [88]. The aggregate used by Poyet was a very
reactive flint, and this result could be explained by a pozzolanic reaction of
the fine reactive particles, as also put forward by Cyr. Ramyar and colleagues
performed a similar study on mortar. They tried to determine the effect of
angularity as well as size, but their “natural” and crushed aggregates are
of a different mineralogical nature. The fractions with the least expansive
effect were the smallest and largest, namely 0.125-0.25 and 2-4 mm [89].
In summary, the observed effected of aggregate size could be due to
various causes of either chemical or mechanical origin:
• Different mineralogy of aggregates at different sizes
• Diffusion process of the alkalies to the core of larger aggregates
• The forces exerted by aggregates on their neighbours and the different
crack propagation lengths in aggregates as a function of their size
All these effects are not necessarily mutually exclusive and could also happen
simultaneously.
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Placing Direction Anisotropy of swelling can be observed in unconstrained
conditions. The origin of the anisotropy under these conditions is not well
understood, but it has been reported in the literature and is consistent with
the known anisotropy of concrete in terms of fracture properties [90]. Smaoui
and colleagues conducted a phenomenological study of the anisotropy of
asr and found that it was related to the relative directions of casting and
measurement [13], confirming earlier findings by Larive in her PhD thesis
[12]. All these studies show that concrete expands more in the direction
parallel to the casting than in the orthogonal directions. The typical ratio
reported between the expansions is 0.6 to 0.7.
Anisotropy has also been studied in models. Some recent models used for
structural analysis however do not consider any anisotropy in the reaction,
but will produce anisotropic results at the sample level because they consider
a diffusion process for water to initiate the swelling [91, 92]. The diffusion
properties of concrete are assumed to be anisotropic in the model, and as the
expansion is linked to the moisture content, anisotropic expansion results.
Anisotropy in models can also be produced by oriented macroscopic cracking,
such as in the work of Grimal and colleagues [93]. This is again a different
kind of anisotropy, which is due to the member geometry. Multon introduces
anisotropy as an external correction factor [8]. In general, anisotropy in
models is of a phenomenological nature, because its physical cause is not
understood. More frequently however, anisotropy is discussed in relation
with confining stress.
Restraining Stress Mohamed and co-workers studied the effect of confine-
ment by wrapping asr-reactive samples in carbon-fibre coatings. They
found that restraint reduced the measured expansion, but did not assess
the microstructural consequences. They also found that the stress required
to reduce expansion was lower than that predicted by earlier probabilistic
modelling [14]. A study of Multon and Toutlemonde shows the restraint has a
directional effect: it affects the concrete differently depending on the casting
direction [8]. In a work relating theoretical models to asr-affected reinforced
concrete, Winnicki shows that the coupled effect of mechanical degradation
and restraint is difficult to model using continuum approaches, and fails for
high levels of reinforcements [94]. This study highlights the importance of
understanding the failure modes of the material for the construction of asr
models.
The effect of stress itself is also discussed in terms of its apparent moder-
ating effect on the reaction. Le´ger and co-workers proposed a methodology to
model the effect of asr on a dam, and amongst other factors, they introduced
a correction function for stress, where the expansions considered varied from
free expansion (stresses below 0.3 MPa) to fully contained expansion (stresses
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above some value lying between 5 and 10 MPa) [4]. This approach was still
used by Capra et al. [95] ten years later. Herrador and colleagues, in a study
on dam concrete reviewed various previous experimental works describing
the existence of an “inhibition pressure” which would prevent expansion
[96]. This pressure is found to lie, with considerable variation, between 3
and 10 MPa. Binal measured the free pressure exerted by artificial gels and
found it to lie in the 0.1 to 2.7 MPa range [9]. This measure is consistent
with the stress reported by Ferraris and colleagues which compared reactive
and non-reactive samples in strain-restraining frames [97]. Using scanning
electron microscopy (sem) to study specimens, Larive concluded that the
pressure does not inhibit the reaction but only the apparent expansion [12].
However, she identified the reaction by looking for “reaction rims”1.
When stress is applied to a sample, the latter’s volume is proportionately
reduced due to Poisson’s ratio. Further, in long-term experiments the paste
will creep, further reducing the volume. asr tends to increase the volume
of a sample, by replacing aggregate mass by a water-filled silica gel of
higher volume. It increases the apparent volume further by inducing cracks
in the aggregates and paste. The range of stresses known to apparently
inhibit the reaction is significantly below the typical paste and aggregate
compressive strengths, and itself induces no irreversible damage. However,
crack propagation direction is in general strongly affected by the direction of
the principal stresses. We can therefore formulate the following hypothesis:
the imposed stress does not affect the volume increase directly linked to
the reaction, but it affects the damage induced by forcing a preferential
propagation direction for cracks. As a consequence, once the effects of creep
and elastic deformation are removed, there should be no significant difference
in the volumetric evolution of samples cured the same way.
Following a similar argument, any preferential orientation due to micro-
structural differences caused by the placing should be constant with time. If
the crack propagation from the aggregates is stable, the speed of propagation
should be finite and only due to the current state of the reaction. The
speed of propagation of cracks in directions perpendicular and parallel to
the casting direction should be proportional to each other, with a constant
ratio over time. Therefore, the absolute difference in expansion in directions
normal and parallel should grow linearly with time. The hypothesis that
the apparent expansion inhibition can be understood as a bias in crack
propagation direction was tested in this study.
1Reaction rims are regions of increased porosity around reacted aggregates. They are
frequently thought to result from the cracking of the paste around the aggregates.
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3.2 Materials and Methods
3.2.1 Materials
Two groups of aggregates were tested. The first is a set coming from
North America where they have been extensively tested in large-scale studies
(Tab. 3.2). This group is composed only of aggregates which are known to
be reactive. They serve two purposes: first, the link between their expansion
and the measure of their reaction is compared against the original results of
Ben Haha, and second, they serve as a control for the cure protocol used.
The second set of aggregates comes from quarries in Switzerland and was
tested for reactivity (Tab. 3.2). Of these, the ss was studied in a separate
diploma thesis [98].
Table 3.2: Aggregates from North America and Switzerland.
Aggregate Mineralogy type
as Mixed gravel – much used for the study of aar.
ai Granitic gneiss, metarhyolite – Thought to be similar to the
aggregates studied by Ben Haha.
al Homogeneous quartzite
aj Reactive river aggregate
aw Very reactive
sa Mixed river aggregate
sf Mixed river aggregate
ss Mixed mineralogy reactive Alpine aggregate
si Mixed mineralogy reactive Alpine aggregate used by Ben
Haha
sk Mixed mineralogy Alpine aggregate
All aggregates were first tested following the microbar test which is
used to classify the aggregates as potentially reactive or not [99]. This
test is part of the NF XP P 18-594 norm from the Agence Franc¸aise de
Normalisation (afnor). The results are reported on Fig. 3.3. All aggregates
were found to be potentially reactive (including the non-reactive one) and this
test was found to be undiscriminating. Notably, no link between expansions
in the microbar test and the expansions obtained in the accelerated mortar
bar test was observed.
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Figure 3.3: microbar results for most aggregates used in the study. All aggregates
are above the reactivity limit.
The experiments designed to study the effect of the individual fractions
required additional preparation of the aggregates. To ensure that there would
be no effect from different particle size distribution (psd), the fractions of
the reactive aggregate were recomposed to match those of the non-reactive
control. The reactive aggregates were prepared by crushing and sieving. All
sub-fractions were kept separated and individually weighted, a list of which is
provided in Tab. 3.3. As all reactive fraction were prepared from aggregates
originally from the same class, the fraction of reactive material in each class
is constant.
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Table 3.3: List of sieves used for the separation of the reactive aggregates. The
separations indicate the cut-off points for the general classes used. The percentages
reported are for the sk classes.
Opening in mm 0-4 4-8 8-16 16-24
0.053 3.5 1.5 1.2 0.8
0.063 4.7 1.5 1.2 0.8
0.10 7.1 1.5 1.2 0.8
0.16 10.0 1.5 1.2 0.8
0.25 14.1 1.5 1.2 0.8
0.40 22.1 1.5 1.2 0.8
0.63 34.1 1.5 1.2 0.8
1.0 49.0 1.5 1.2 0.8
1.6 64.2 2.8 1.2 0.8
2.5 80.5 4.4 1.2 0.8
4.0 97.8 14.3 1.2 0.8
5.0 100.0 40.6 1.2 0.8
6.3 66.7 1.5 0.9
8.0 91.3 3.6 1.1
10.0 99.7 20.9 1.7
12.5 100.0 66.3 3.9
16.0 97.2 26.7
20.0 100.0 62.9
25.0 100.0
The non-reactive aggregates were available already in 0-4, 4-8, 8-16 and
16-32 mm classes. We produced a 16-24 mm class by sieving the 16-32 mm
class using a 24 mm sieve.
The psd of all non-reactive fractions was recorded, and identical fractions
were recomposed from the reactive sub-fractions. The initial psd of all
fractions is reported on Fig. 3.4. Once the aggregates had been prepared for
a batch, they were shuﬄed 8 times using a separator to ensure a homogeneous
blend.
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Figure 3.4: psd of the aggregate fractions used.
The psd of the mix design was then composed to best approach the
Bolomey reference curves [100], using either all reactive or partly reactive
fractions (Fig. 3.4).
The wc was set at 0.43 and, to improve fluidity, 1% in mass of Rheobuild
5500 was added. Further, alkalies where added to the mix water after it
had been weighted so as to bring the initial alkali content of the mix to
0.8% sodium oxide equivalent (Na2Oeq) of the mass of cement. A table of all
samples cast is provided below (Tab. 3.4).
Table 3.4: Mixes from partly reactive aggregates.
Fraction 0-2 2-4 4-8 8-16
Reactive yes no no no
Reactive no yes no no
Reactive no no yes no
Reactive no no no yes
The cement used was a Pur 4 low alkaline cement from Holcim with 0.5%
Na2Oeq . All experiments were run with the cement coming from the same
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Table 3.5: XRD analysis of the cement used in the expansion experiments.
Name % Weight
Alite 55.3
Belite 16.9
Ferrite 5.7
Aluminate 9.3
Lime 0
Periclase 0
Gypsum 0
Hemihydrate 1.6
Anhydrite 4.2
Quartz 0
Portlandite 0.5
Calcite 5.7
Arcanite 0.7
batch. The result of an X-Ray diffraction (xrd) analysis of the cement are
reported in Tab. 3.5. This cement was chosen so the alkali content of the
initial mix could be controlled with an external addition of sodium hydroxide.
The additional sodium hydroxide was added in the mix water to reach 0.9%
of the cement mass in alkalies.
3.2.2 Methods
The same mix design was used for all the mortar bar tests. The super-
plasticiser would not have been necessary in all cases but was always added
for consistency.
The North American aggregates were prepared following the same ac-
celerated mortar bar test modified from the American Society of Testing
and Materials (astm) C 1260 [101] as Ben Haha so the results would be
comparable. The protocol is reported on Tab. 3.7 and the mix design on
Tab. 3.6. However, rather than storage in 100 % relative humidity conditions,
the samples were stored in simulated pore solutions.
In 100 % relative humidity conditions it is difficult to avoid leaching due
to condensation and the results show a high variability due to difficulties in
controlling the saturation state.
In the first tests, the samples were kept in small quantities of water,
however it was not possible to prevent leaching from occurring. Therefore
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Table 3.6: Mix design for the mortar bars. The aggregates were all prepared so the
0-0.0125 mm class had been removed.
Material Note Quantity
Cement Holcim Pur 4 1263 g
Water Tap water 581 g
Aggregate 3789 g
Sodium Hydroxide mixed with water to
reach Na2Oeq = 0.9% ce-
ment mass
5 g
Superplasticizer Rheobuild 5550 10 g
Table 3.7: Curing and measuring protocol used for the mortar bars
Condition Protocol
Mixing
• Mix aggregates and cement for 1 min at slow
speed
• Add water + NaOH for 1 min at slow speed
• 2 min at high speed, hand mix with spatula
• 2 min at high speed
• Half-fill moulds, 60 hits
• Fill moulds, 60 hits
• Smooth surface, cover, place in humid con-
ditions
Early cure De-mould at 24 hour
Cure Place in tap water at 38 °C
Measure Wipe and measure while hot
for longer tests with concretes, the curing protocol was modified by adding
NaOH to the cure water to reflect the concentration in the cement pore
solution (0.150 mol l−1). The modified protocol is described in the following
table (Tab. 3.8). New experiments with the same aggregate as Ben Haha
showed that this indeed limited the leaching (Fig. 3.5).
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Table 3.8: Comparison between the first and the final protocol. The longer initial cure
in the final protocol is intended to minimise paste hardening during the development of
asr.
Condition First protocol Final protocol
Mixing Mortars:
• Aggregates and cement
for 1 min at slow speed
• Add water + NaOH for
1 min at slow speed
• 2 min at high speed,
hand mix with spatula
• 2 min at high speed
• Half-fill moulds, 60 hits
• Fill moulds, 60 hits
• Smooth surface, cover,
place in humid condi-
tions
Concretes:
• Aggregates and cement
for 1 min at slow speed
• Add water + NaOH for
1 min at slow speed
• 2 min at high speed
• Half-fill moulds, vi-
brate
• Fill moulds, vibrate
• Smooth surface, cover,
place in humid condi-
tions
Early cure De-mould at 24 hour De-mould at 24 hour, place
in fog room until 28 days
Cure Place in tap water at 38 °C Place in 0.150 mol l−1 alka-
line solutions at 38 °C
Measure Wipe and measure while hot Cool-down 24 hours in fog
room, wipe and measure
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Figure 3.5: Compared expansion of concretes using the new protocol and the one
from Ben Haha. The aggregate (si) and mix designs are the same.
To better understand the coupled effects of casting direction and con-
finement, two complementary sets of experiments were carried out. In a
first set, a cube was cast, and cores were extracted in directions normal and
perpendicular to the placing direction. The cores extracted from the cube
were prepared with steel inserts. In a second set of experiments focused
on confinement, samples instrumented with normal and parallel embedded
sensors were cast and placed in creep frames and subjected to 0, 5, 10 and
15 MPa loads. Using these setups, we could study the coupled effects of the
intrinsic anisotropy of the reaction, and the redistributive effect of confining
stress.
The concretes were prepared according to the protocol outlined above.
However, the concrete was placed using a vibrating table for the cylinders
destined for the creep frames instead of a needle. The moulds from the
latter were pre-instrumented, with the sensors held by steel wires. Once
filled, the moulds were placed on a vibrating table and the wires removed
(Fig. 3.6). A preliminary set of samples had been prepared before using the
same protocol. The sensors remained into place when this procedure was
used, and no defects of the concrete were observed near the sensors in the
preliminary samples.
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Figure 3.6: Instrumented mould prepared for the casting.
All samples, cube and cylinders, were then kept for 28 days in a fog room
at 20 °C after being placed. The cube was then cored in directions normal
and parallel to the direction of placing, to produce cores of 78 mm diameter,
which were rectified to 250 mm in length. Afterwards all samples were stored
in a temperature-controlled room at 38 °C. The creep frame was modified by
adding stainless steel supports and Plexiglas vessels so the cylinders would
be cured in immersed conditions (Fig. 3.7).
Four columns were prepared in creep frames. In each column, were placed
a non reactive sample (on top) and two reactive samples (on the bottom).
The load was kept constant in each column by hydraulic pressure. The
expansion was monitored in real time using a computer which read the sensor
values every 20 minutes. The non-reactive samples allowed us to extract
strains due to creep from the expansion induced by asr.
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Figure 3.7: Creep frame modified so the samples are immersed. The Plexiglas vessels
are visible.
The sensors embedded in each sample placed in the loading frame were:
• A longitudinal strain gauge also containing a temperature sensor. The
elongation is measured using a Bragg grated optical fibre. Part of the
optical fibre containing the Bragg grating is arranged in a tube. The
grated part is in tension between the two ends of the tube. The ends
of this part are fixed to the ends of the tube, and the tube is rigidly
fixed to a host material.
• A radial strain gauge which functions on the same principle.
A schematic representation of the setup is reported in Fig. 3.8. The tempera-
ture sensor allows the correction of small strain fluctuations due to variations
of the ambient temperature. The coefficient of thermal expansion was cal-
ibrated from the strains reported at 20 °C and 38 °C before the stresses
were applied. The coefficients of thermal expansion found were different
whether the samples were prepared with the non-reactive aggregates (α =
0.0011 %K−1) or with the reactive ones (α = 0.008 %K−1).
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Figure 3.8: Schematic representation of the sensor placed in the loaded samples
figured by the grey box.
3.2.3 Image Analysis
The aggregates tested are not simple quartz aggregates: visually, they are
composed of different phases with grey levels overlapping with those of cement
(Fig. 3.9). Notably, some aggregates appear as textured zones with some
phases indistinguishable from inner calcium silicate hydrate (C-S-H). Because
the aggregate phases are not easily identified with simple segmentation, an
algorithm coupling segmentation with morphological selection was developed
to automatically extract the aggregates.
An algorithm had been developed for the aggregates studied by Ben
Haha. However, it was not general enough to be usable for the wider variety
of morphologies observed in this study. Therefore the development of a new
algorithm was required to be able to perform an identical analysis on all the
samples we prepared.
The principle of the algorithm is to perform rough segmentations based
on grey levels, and then use the fast blob2 detection [102] algorithms available
in the Intel computer vision library OpenCV to classify all the features which
might be aggregates3. Because some aggregates are composites and some
have grey levels very near to the greys of paste, a two-stage classification
followed by a post-treatment was implemented.
2A blob is a set of connected pixels, given a rule for deciding two pixels are connected.
3The diverse nature of the aggregates and the large amounts of images prompted the
development of a custom c++ code for image analysis. The code is reported in Appendix
A.
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(a) sa and sf
(b) aj and al
(c) ai and as
Figure 3.9: Micrographs of the sa, sf, aj, al, ai and as aggregates. These
micrographs illustrate the wide variety in terms of shapes and textures in the selection
of aggregates tested.
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1. The potential aggregate parts are selected as blobs above a certain size
and with a shape factor4 below a certain threshold for greys typical of
a certain mineralogical phase.
2. The potential aggregate parts are merged into a single binary map,
and after a closing operation, the blob detection algorithm is applied
a second time, with a larger size threshold, and a lower shape factor
threshold for acceptance.
3. Finally, once potential aggregates have been identified, the largest
single blob which is not an aggregate is assumed to be paste, and the
identification is complete.
The first stage of classification has a double purpose. First, it consolidates
the thresholded image into potential aggregate parts, thereby removing a
lot of the noise from the segmentation which appears as single pixels or
small clusters. Further, the blob detection algorithms selects only the outer
boundary of potential blobs, which extends the potential aggregates to include
their internal porosity. The second stage eliminates Portlandite clusters and
inner C-S-H5 or anhydrous grains which might have been kept after the first
classification. The complete algorithm is outlined on Fig. 3.10.
The segmentation of aggregates is very efficient. A comparison was made
between an automatically segmented acquisition and a manually segmented
one. The relative error between the two porosity measures was 0.01%.
However, to compare damage measures obtained from two acquisitions, a
sensitivity analysis is required.
Images acquired using bse microscopy can have different levels of contrast
and brightness, notably between acquisitions. This means that the threshold
for porosity must be set each time. Comparing different image sets becomes
then subjective as this parameter is crucial for the computation of damage.
To overcome this limitation, a criterion must be chosen to be able to compare
the different acquisitions. This criterion must qualify the threshold grey
below which an area is considered to be damaged. If the threshold is set too
high, all damage will be accounted for, but there will be a high proportion of
false positives. Conversely, if the threshold is set too low, only damage will
be counted as damage but there will be a high proportion of false negatives.
A measure of this trade-off is the relative increase in measured damages
surface per small change of the threshold. This is the derivative of sensitivity
(the ratio of false positives over total negatives) with respect to retrieval
4The shape factor is calculated as the ratio of the area of the blob over the area of the
best-fit rectangle.
5Increasing the curing temperature leads to the formation of a denser (and thus brighter)
inner C-S-H [103]
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Figure 3.10: Outline of the image segmentation and analysis algorithm.
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(the ratio of true positives over the total positives). An optimum where the
errors are nil does not exist in general. Further, it is impossible to know
the real error as a function of the parameters used for the segmentation.
Although the optimum is unknown, different acquisitions can be compared if
they have similar sensitivity values. Indeed, the same value means that the
same trade-off was made, and therefore that the analyses are comparable.
The choice of the sensitivity value is done on a single acquisition, from visual
inspection.
The formula for the sensitivity calculation is:
sensitivity = 1maxdamage
∆damage
∆threshold (3.1)
A typical sensitivity curve is presented on Fig. 3.11.
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Figure 3.11: Typical sensitivity curve computed from an acquisition. The sensitivity
is in-sensitive to the brightness and contrast of a particular acquisition and thus allows
comparison between different sets of images because it measures the trade-off in terms
of precision and recall for each possible threshold.
The “real” amount of cracks cannot in general be computed. It is
impossible to distinguish a crack from a shadow, and the boundary between
crack and aggregate is always fuzzy. Therefore, this analysis which uses the
sensitivity value as a means to find comparable segmentations is the best we
could find.
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3.3 Results
3.3.1 Generality of the Expansion-Reaction Curve
All North American aggregates were confirmed to be expansive in the
mortar bar tests. The bars were immersed in small quantities of tap water
and some degree of reaction was observed6. However, it appears that that
leaching occurred with this protocol, probably because the microstructure
is still highly porous at the time of immersion. Indeed, after a fast initial
expansion phase, the swelling of the samples stopped. The final expansions
were lower with these aggregates, which are known to be highly reactive
than with the slowly reactive aggregates used in Ben Haha’s thesis. The
expansion results are reported on Fig. 3.12.
Under these accelerated conditions, the expansion occurs early, while
the paste is still gaining significant strength. Indeed, all expansions have
levelled off before 28 days. Fig. 3.13 shows the evolution of the flexural
and compressive strength for the North American aggregates. Instead of
normal strength development, the mortars show effectively constant prop-
erties after only one week. Finally the properties start increasing again.
No macroscopic damage was visible on the sample surfaces which indicates
that the expansion is coupled with damage occurring at the microstructure
level, as evidenced by the decrease in properties compared to those expected.
Increased porosity in the aggregates was measured (Fig. 3.14) and could
explain the observation[104].
6The expansions are measured from the recorded size one day after immersion.
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Figure 3.12: Accelerated expansion tests for the North American (top) and Swiss
aggregates (bottom). All have expanded beyond the expansion threshold defined by the
astm norm C 1260. The exhaustion of expansion can be attributed to leaching of the
alkalies.
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Figure 3.13: Evolution of mechanical compressive and flexural strength for North
American aggregates cured at 38 °C immersed in tap water.
The data points marked on Fig. 3.14 not coming from Ben Haha were
obtained from a large variety of aggregates (Tab. 3.2 and Tab. 3.2), and
therefore exhibit larger dispersion. This is expected as the aggregates all have
slightly different mechanical properties, as apparent from Fig. 3.13. However
they still follow the same trend as that reported by Ben Haha (Fig. 3.14).
This result shows that the expansion-reaction curve is not specific to the
aggregates used in his study, but seems to be general for the curing conditions
we used.
3.3 • Results 85
Figure 3.14: Experimental relationship between measured free expansion and mea-
sured reacted fraction. Results from Ben Haha [1], as well as from the current study
are reported. The results are from acquisitions on samples mixed from North American
aggregates.
3.3.2 Size Effects
The two aspects of the size effect are the Dmax and the influence of
individual aggregate size ranges. In all the experiments, the mineralogy of
the aggregates is the same for all reactive fractions, and therefore does not
account for observed differences in terms of kinetics or absolute differences
in terms of expansions. Notably, the fraction of reactive material per unit
reactive aggregate mass can be assumed to be constant in all experiments in
each class.
The expansion of samples cast only with reactive aggregates are reported
in Fig. 3.15. The 0-16 mm curve was measured from the unloaded cylinders
in the creep frame, and therefore the sample shape is different. However, the
mix and the cure were the same. The expansions reported for this sample
have been corrected for the thermal expansion.
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Figure 3.15: Free Expansion of specimens with fully reactive aggregates. Both the
kinetics and absolute value of expansions are affected by varying aggregate size. The
error of the 0-8 and 0-20 series lies within the thickness of the line.
There seems to be no monotonous trend explaining the kinetic effect of
the psd. Indeed, although the the 0-16 mm is the quickest to react, it is the
followed by, in order, the 0-8 and the 0-20 mm.
To directly study the impact of individual aggregate fraction, we followed
the expansion of specimen made with partly reactive aggregates. It was not
possible to have a non-reactive aggregate with exactly the same mechanical
properties as the reactive one. The difference in elastic properties of the
two mixes was measured when samples were loaded in creep frames by
comparing the relative compressions. This could induce some differences,
as the homogenised stiffness of the non-reactive part of the sample varies
between the experiments.
Three phases can be observed in the expansion of the partly reactive
concrete (Fig. 3.16): a first phase, lasting approximately 110 days, where no
significant difference is observed between the samples. Then a second phase,
up to 150 days, where the larger fractions and the smaller separate. Finally, a
third phase, after that where there is separation between the largest 8-16 mm,
and the intermediate 4-8 mm.
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Figure 3.16: Free expansion of specimens with partly reactive aggregates.
There seems to be no significant difference in terms of expansion produced
between the 0-2 and the 2-4 mm fractions. This is not consistent with previous
literature reports: the smallest fraction was expected to yield less expansion.
However, as reported by Dahl [82], there seems to be a threshold at 1 mm
for the size at which aggregates start to cause expansion, so it may be
that the observed expansion in the 0-2 mm setup is exclusively due to the
1-2 mm sub-fraction. The largest expansion comes from the 4-8 mm fraction,
as reported by French [81]. As the mineralogical makeup of all phases is
identical, the cause of the larger expansions from this fraction must be due
to mechanical causes. A possible explanation is that aggregates of that size
neither crack very early as the smaller ones nor very late as the larger ones.
Thus the expansion from the gel produced by the reaction of these is neither
“dissipated” in paste pores nor confined in the aggregates.
3.3.3 Direction Of Casting
When studying the free expansion of samples due to the asr, the reaction
is assumed to be isotropic. Although concrete is frequently considered at
the macro scale to be an isotropic material, it is known to be anisotropic
with respect to the direction of casting [90]. Notably, fracture behaviour of
concrete at the macro-scale is known to be anisotropic.
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The results reported here come from two sets of experiments where
expansions were measured in directions parallel and perpendicular to the
direction of casting. The expansion of the “cylinders” refers to the expansion
of instrumented samples placed in the creep frame but unloaded, and the
expansion of the “cores” comes from samples drilled from a single cube
of concrete. The cores are measured after a cool-down period, therefore
the expansion of the cylinders was corrected for thermal dilation to allow
comparison.
The kinetics of the free expansion of the cores and of the cylinders
are different. There is an induction period before expansions accelerate
in the cylinders which is not observed in the cores. However, the extent
of the anisotropy, measured as the difference of expansion between lateral
and longitudinal expansion, is identical7. Indeed, when corrected so the
initiations of the faster expansion coincide, the match is within the error
(Fig. 3.17). The shift is on the time axis for the expansions of the cores,
because they exhibit no initiation period. A slight shift was applied to the
expansions recorded for the cylinders to compensate for the slight shrinkage
measured.
The absolute difference of the lateral and longitudinal expansions between
the cylinders and the cores has the same evolution (Fig. 3.18). The values
differ only when events we interpreted as sensor slips occur. The difference
between the expansions grows linearly with time. As the expansions de-
celerate with time, the anisotropy is therefore increasing as the reaction
develops.
7Anisotropy is usually reported in literature as the ratio of the expansions. However, as
the sign of the expansions varies during the experiment, such a measure is inadequate for
the comparison.
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Figure 3.17: Compared free expansion of the cores drilled in the directions parallel
and normal to the casting direction and the free expansion in the transverse and
longitudinal directions of cylinders with embedded sensors. The shift is on the time axis
for the expansions of the cores, because they exhibit no initiation period. A slight shift
was applied to the expansions recorded for the cylinders to compensate for the slight
shrinkage measured.
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Figure 3.18: Difference in lateral and longitudinal expansions, comparison between
cores and the unloaded sample with embedded sensors.
3.3.4 Effect Of Restraining Stress
The asr induces degradation at the level of the microstructure and
expansion. As there is no preferential direction of the silica to react, the
anisotropy must be due to an intrinsic property of the microstructure, linked
to the placing process.
In real structures, the reaction occurs in concretes which are loaded.
Previous studies have indicated that while expansion my be limited in the
direction of the restraint, the volume expansion may be redistributed in the
unloaded direction. A precise assessment of the redistribution as a function
of the stress is required to determine whether this redistribution is simply a
mechanical effect or whether there are interactions with the development of
the reaction.
The expansion measured by the sensors for samples cured under various
uniaxial loads are reported in Fig. 3.19. These values have been corrected for
thermal expansion by calibrating the expansion coefficient using the reported
variation in strain of the sensors between 20 °C and 38 °C before the loads
were applied, as the hot room was first heated to reach 38 °C, and then
the samples were loaded. The lateral expansions increase with the load but
3.3 • Results 91
remain lower than those observed under unloaded conditions. No visible
expansions are observed in the direction of the load.
The expansions for the 10 MPa load apparently show two sensor slip
events (Fig. 3.20). The sensor slips are not instantaneous shifts in the
recorded expansions, they can last up to 10 days. This indicates that the
bonding between sensors and surrounding paste is generally good despite
these defects. To verify this, the samples were split using a Brazilian test.
The sensors were found well bonded to the cement matrix.
The sensor slip effect was corrected by assuming that the slope of the
expansion was the same before and after the event occurred. The expansion
results corrected for the slips show that the expansions of the loaded samples,
both lateral and longitudinal, are lower than those observed under unloaded
conditions (Fig. 3.19). Strikingly, the shape of the expansion curve is markedly
different, indicating the damage-expansion process of asr is affected by the
load. To better deconvolute the effects, we have applied a series of corrections
to the expansion curves:
• The creep has been removed, using the non-reactive controls as a base
• The elastic component of the deformation due to the loading has been
removed.
Under the loading conditions used the samples exhibit significant creep.
Non-reactive samples recorded the creep. The deformation due to it was
subtracted, by making the assumption that the load induced by the asr
did not affect significantly the creeping behaviour of the samples. Fig. 3.21
shows the deformation of the samples with and without creep. With the
creep removed, no longitudinal expansions remain other than due to the
elastic deformation of the samples for loads above 5 MPa.
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Figure 3.19: Compared expansions of samples cured under various uniaxial loads.
The lateral expansions increase with the load but remain lower than these observed
under unloaded conditions. No visible expansions are observed in the direction of the
load.
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(a) Expansion of an asr reactive sample under 5 MPa load
(b) Photograph of the sensor after the sample has been split in a Brazilian
test.
Figure 3.20: Sensor Slips in the recorded expansion of a sample under 10 MPa load
(a). Sensor after a sample was split with a Brazilian test (b). The paste is still attached
to the apparatus, which indicates good bonding.
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Figure 3.21: Effect of the creep on the expansions. The creep was removed using a
measure from non-reactive samples cast with the same cement.
The effect of the initial elastic deformation imposed by the load was
subtracted and only the deformation due to asr is plotted in Fig. 3.22.
Eliminating all the non-asr effects allowed a direct assessment of the effect
of stress on the development of the mechanical consequences of the reaction.
This analysis shows that of the loading conditions tested, only the free
and the 5 MPa exhibit some longitudinal expansion due to asr. The lateral
expansion curve is also affected by increasing the load beyond 5 MPa, notably
the expansion becomes larger. Since this effect is purely a consequence of
the asr, and asr-induced expansion is linked to the damage state of the
material, this can be interpreted as increased damage at the microstructure
level due to the combined effect of the applied load and the reaction.
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Figure 3.22: Lateral and longitudinal expansions of samples due to asr. Both
creep and elastic deformations have been removed. Only the sample under 5 MPa load
exhibits any significant longitudinal expansion.
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These results confirms the literature reports stating that at a load between
5 and 10 MPa the expansion in the direction of the load is completely
inhibited. Another effect is visible: above 5 MPa, the lateral expansion
increases with the load and occurs faster. Further analysis indicates that the
lateral expansion for the 5 MPa load follows the same kinetics as the free
expansion but with 110
th the magnitude (Fig. 3.23), which indicates that the
full transition between expansion regimes is not complete. At 15 MPa, the
regime of expansion is completely different. Therefore it seems that increased
loads not only increase the damage due to asr but also its nature.
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Figure 3.23: Comparison of the free lateral expansion and of the lateral expansion
under a 5 MPa load. The 5 MPa expansion has been scaled to highlight the similarity
in the curve shape.
Unlike the results reported by Larive [12], we find that the expansion is
not simply redistributed. There is a difference of nature in the expansions
under unloaded and loaded conditions. Under loads greater than 5 MPa
increasing the load increases the kinetics of expansion, whereas below this
limit increasing the load reduces the magnitude with similar expansion
kinetics. A simple analysis was done where the linear part of the expansion
was fitted with a line and the inflexion point marked. This shows clearly the
acceleration of the damage under increased loads beyond 5 MPa (Fig. 3.24).
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Figure 3.24: Linear part of the lateral expansion of loaded samples. The position of
the inflexion point is marked with a black dot. The expansion is accelerated by the load.
The lateral expansions measured after the samples have stopped ex-
panding are reported in Tab. 3.9 and plotted in Fig. 3.25. This allows the
comparison of the relative effects of asr versus the combined effects of asr,
elastic deformation and creep. The most significant factor in lateral expansion
is asr whereas it only plays a minor role in the longitudinal deformations.
Indeed, the effect of asr on longitudinal expansion is nil for the 10 and
15 MPa cases. whereas the elasic deformation only accounts for a small part
of the lateral expansion.
Table 3.9: Final expansions recorded as a function of the load.
Load (MPa) Lat. all (‰) asr Lat. (‰) Long. all (‰) asr Long. (‰)
0 1.6 1.6 1.6 1.6
5 0 0 −0.4 0.1
10 0.55 0.7 −1 0
15 0.7 0.9 −1.4 0
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Figure 3.25: Final expansions recorded as a function of the load.
The volumetric expansion of concrete due to asr should be constant if
the effect of stress is the redistribution of the loads due to the reaction. From
the measured values, the evolution of the volume of the samples could also
be followed. As the sensors gave the strain in two directions, the relative
volume (RV ) of the cylinder could be computed as:
RV =
(l0 + ∆l)× (r0 + ∆r)2
l0 × r20
(3.2)
With l, l0 the longitudinal sensor length, respectively initial length, r, r0 the
lateral sensor length, respectively initial length. The results are plotted on
Fig. 3.26. This method gives the ratio of the volume after the reaction has
occurred over the initial volume. It assumes that the expansions in all the
lateral directions are the same. This assumption is reasonable as the only
anisotropy of the reaction reported in the literature is with respect to the
casting direction, which was normal to the plane of measure considered.
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Figure 3.26: Relative volume evolution of the reactive samples under different loads.
Two regimes are apparent, one between 0 and 5 MPa, which does not inhibit the
apparent reaction, and one between 10 and 15 MPa, which does.
The volumetric variations under 10 MPa and 15 MPa loads are only due
to lateral expansion as no longitudinal expansion is observed. Therefore,
the volumetric evolution curve is practically the lateral expansion curve
squared. Under 5 MPa an increase in load results in a decrease in volumetric
expansion. As expansion occurs in only one direction, the differences in
volumetric evolution must be due to a change in the mode of damage evolution
of the material.
3.4 Conclusion
The recorded expansion of asr was found to depend on the mix de-
sign parameters as well as the external loads. The effects observed show
no general trend which could be fitted using simple regression techniques.
Therefore more powerful modelling techniques are required to understand
the observations and link the microstructural effects of the asr to the macro-
scopic observations described in this chapter. The next chapter describes the
development of a numerical tool suitable to run the necessary simulations.
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CHAPTER 4
Numerical Modelling of the Alkali-Silica Reaction
Degradation Mechanism
Parts of this chapter have been published in Cement and Concrete Re-
search.
4.1 Introduction
The alkali-silica reaction (asr) is characterised by the breakdown of
silanol bonds in poorly crystallised silica found in aggregates in the presence
of alkaline ions. The product of this reaction is an amorphous alkali-silica
“gel” which expands in the presence of moisture, inducing stress in the
microstructure. This causes concrete expansion and mechanical properties
degradation. Prediction of the free expansion, as well as the subsequent
degradation of the stiffness and strength are of great importance for the
owners and managers of affected structures.
Mechanical modelling of asr at the material level poses significant chal-
lenges both technical and scientific. A model based on physics is necessary to
understand the degradation mechanism and to permit prognosis and life-time
assessment of affected structures. Such a model should be based on a detailed
meso-mechanical representation of the concrete microstructure to capture
the variety of mineralogies found in the field.
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In this chapter, we present a micro-mechanical model of asr imple-
mented using a purpose-developed extended finite element modeling (xfem)
framework capable of a full scale simulation of laboratory-sized samples in
two dimensions. This framework called Automated meshing for integrated
experiments (amie) was developed to be very flexible to enable study of
various proposed asr mechanisms at the meso-structural level[41, 78].
4.2 ASR models in literature
asr models are frequently formulated at the material level for use in
structure-level codes, and use empirical relationships [95, 15, 105, 8]. Con-
structing models from semi-empirical relations requires extensive experi-
mental campaigns such as in the theses of Poyet[15] and Larive [12], where
sufficiently large datasets are produced which allow robust fitting. The curing
conditions, temperature, stress, and relative humidity are varied, and the
resulting evolution of expansion over time is measured as function of those
parameters. The findings from such approaches are extensive and detailed,
but are specific to each aggregate type. Coupling is often introduced between
various parameters, even when these have no direct physical connection,
such as aggregate size and alkali content. Another approach consists in the
development of analytical models. Relationships predicting the damage at
the material level are derived from assumptions on the mode of reaction of the
aggregates. These models mostly assume gel formation to occur preferentially
at the interface between aggregate and paste [106, 87]. The degradation of
mechanical properties is described as coming from the asr gel which first
fills the pores and then induces expansion and cracks.
Numerical models at the level of the microstructure are rare. For example,
such models focus on the fracture mode of a single aggregate such as in the
work of C¸opurog˘lu and colleagues [107], which computes crack propagation
in a single aggregate using a lattice model.
Models can be formulated from phenomenological or mechanistic points of
views. The lack of consensus about the origin of the degradation mechanism
on one hand, and the difficulty of measuring the advance of the reaction
rather than its consequences on the other hand make the formulation of
experimentally based mechanistic models arduous. Nevertheless, there are
some publications which relate macroscopic consequences to a measure of
the reaction. Garcia and colleagues studied the evolution of the pore volume
inside aggregates [108],and measured the evolution of the proportion of
the various types of silica tetrahedra during the swelling. They propose
a mechanism based on a diffuse reaction in the aggregates causing micro-
cracking, and note that the relation between expansion and reaction is
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strongly influenced by the degradation state of the aggregates and paste.
Ben Haha and colleagues linked the fraction of the aggregates which reacted
to form asr gel to macroscopic free expansion.[1].
Whether the models be analytical, semi-empirical or numeric, they rely on
underlying hypotheses about the degradation mechanism. The manifestation
of the reaction has been shown by Ponce and colleagues to depend on the
mineralogical nature of the aggregates [7]. Aggregates such as opal or vitreous
volcanic rocks react from the surface, with a predominance of gel formation at
the paste-aggregate interface. Mixed mineralogy aggregates, which are more
common in the field, have reactive sites dispersed throughout their volume.
A numerical framework capable of integrating the various microstructural
manifestations of the reaction is therefore necessary to model asr in general.
4.3 Model
The microstructural model presented here is based on the amie framework,
which integrates a set of tools to provide the necessary components for the
simulation of concrete at the microscale: geometry library, mesher, finite
and extended finite element libraries [109], solvers, post-processors. It is
optimised to integrate a number of enrichment sources much larger than that
commonly available in other software [47, 41].
A typical simulation of asr with amie is as follows. From a particle
size distribution, aggregates are generated and placed in a sample. In
each aggregate reactive zones are generated and placed. The framework
then generates the discrete representation of the setup (Fig. 4.1). At each
step, boundary conditions are applied, and the reactive zones are caused
to expand. The damage caused by this expansion is computed, and the
macroscopic properties are extracted. The process is then repeated a specified
number of steps. To investigate in detail the effects of asr at the meso-
scale, an explicit numerical representation of many factors is required. This
implies large simulations, namely a finely meshed standard mortar bar
cross-section of 40 mm × 40 mm. Such large simulations are necessary as
crack-paths within aggregates spanning the entire particle size distribution
will be produced; direct comparison of the simulations with experimental
data is direct and furthermore features such as the wall effect at mould
surface are also simulated.
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Figure 4.1: Simulated concrete (centre) and mortar microstructures (right), compared
to an actual slice (left)
Spherical aggregates are used for simplicity. Indeed, the particle size
distribution (psd) affects the expansion, whereas no particular effect of
shape has been identified. Also, the aggregate shape will have little effect
because the reactive zones grow inside the aggregates. The microstructure is
generated using a random packing algorithm, which allows a packing density
of 63% of volume with aggregates to be achieved in a few seconds. The
particle size distributions of the aggregates is taken from that of the real
mortars and corrected for the three dimension to two dimension slicing effect.
The ratio of largest to smallest aggregate is 50, which is a cut off at 200 µm.
The reactive zones are explicitly positioned within the aggregates. As
these reactive zones are much smaller than the aggregates and growing as the
reaction proceeds, meshing them would yield problems too large to solve in
reasonable time. Therefore an xfem representation for the growing reactive
zones was chosen to allow their explicit representation, position, size and
evolution. Although the framework is constructed to allow simulation in
three dimensions it is not practical at present to manage the large amount
of data required for such simulations at this resolution, therefore the current
approach is restricted to two dimensions.
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Figure 4.2: Micrograph of a sample after a ten weeks cure immersed at 40 °C. The
cracks initiating at the zones within the aggregates which reacted are clearly visible.
The mechanical properties of paste and aggregates (stiffness, critical
stress) were obtained experimentally. The simulation of the intrinsic variabil-
ity of the paste and aggregates is important to stabilise crack propagation,
as well simulate crack initiation at local defects. Aggregates in asr-affected
structures exhibit variable mineralogies and so their mechanical properties
will vary at the local level. The influence of the varied nature of the aggre-
gate is simulated by varying randomly the distribution of the mechanical
properties of the elements making up the aggregates. This local variability
is modeled by having the mechanical properties P of the elements follow a
simple statistical law:
P = PPrescribed · (1− ξ) + PPrescribed · ξ · ω (4.1)
In this equation, ω is a random Weibull variable and the the randomised
fraction of the property, ξ, is set at 0.2; this fraction follows a Weibull law of
mode PPrescribed. This factor was set to reproduce the experimental spread
observed in mechanical tests.
The paste fills the space not occupied by the aggregates and has similarly
randomised properties. Both aggregates and paste are assumed to be linear
elastic, with damage.
Once the microstructure has been generated, it is meshed conformantly
using a Delaunay mesher, developed in-house around the core meshing
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algorithm from Devilier and colleagues [52]. The samples were finely meshed
to capture the fracture pattern within the aggregates and the paste.
4.3.1 Damage Model
Damage at the meso-scale is induced by a dense network of cracks.
Because of the multiplicity of those cracks, special care must be taken that
their propagation corresponds to a global energy minimum. The algorithm
outlined in Fig. 4.4 ensures this is the case, even if multiple fracture criteria
and damage mechanisms coexist. This approach leads to simulated fracture
patterns which are qualitatively similar to the experimentally observed ones
(Fig. 4.3).
Figure 4.3: Detail of a fracture pattern generated by the asr model (left). For
comparison, a micrograph at the same scale of an aggregate (right).
Also, the more usual method of iterating on the load state to match the
damage is not applicable, as the damage is induced by a load prescribed by
the setup of the simulation. Thus, the fracture propagation to the point of
equilibrium must be determined a posteriori, after the load has been set. As
both paste and aggregates can be considered quasi-brittle, we have opted for
the following damage evolution law where the damage evolution parameter
η is adjusted to the experimentally measured material parameters and ε is
an arbitrarily small value.
di+1 = max(di + eηdi , 1− ε) (4.2)
Where d is a factor such that the Young’s modulus E is related to the original
modulus by the equation 4.3.
E = (1− d)E0 (4.3)
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The damage is incremented when a failure criterion is reached. The failure
criterion used in our simulations is a modified Mohr-Coulomb criterion. It
is reached when the maximum principal stress is beyond a critical value in
tension or compression.
Figure 4.4: Flow diagram of the algorithm which determines which element must
be damaged. This method ensures that at each step of the cracking process the
damage increment minimises the global energy. If the increment is small enough, this
method effectively reproduces the damage history which corresponds to the global energy
minimum.
To ensure that the damage is applied on a non-local basis, a neighbour-
hood is defined for each element which defines the density of elements which
can be damaged at each step of the damage computation. A neighbourhood
of the size of the average inter-aggregate distance yielded results closest
to the experiments. To determine which elements should be damaged at
each step of the damage computation loop, we defined a score which allows
inter-element comparison. This score is based on the distance to the fracture
surface defined by the criterion. In those simulations, the score s is calculated
as defined in equation 4.4.
s = 1− σmax
σcrit
(4.4)
4.3.2 Gel Model
Microscopic observation of a wide range of mineralogically different
aggregates consistently revealed the presence of asr gel pockets in the
aggregate. The originality of our model lies in the fact that the gel pockets
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are explicitly considered, so the damage in the aggregates and paste emerges
from the numerical setup of the meso-structure directly. The implementation
of this feature required the use of modern developments in both numerical
theory and numerical methods.
Gel pockets are modelled using a soft-discontinuity type of enrichment.
The integration step is performed by generating a temporary conformant
tessellation of each enriched element. The generated mesh is then refined until
convergence of the domain integral of the enrichment functions is reached.
The final quadrature generated in this way is then used for the integration of
the weak form defining the behaviour, and the temporary mesh is discarded
(see In App. C.3.2 for more details).
Using this approach, we can model the gel by taking into account the
spatial distribution of the reactive zones, their size and the interface between
the gel and the aggregates. The gel properties are assumed to be linear
elastic with an imposed strain, as the gel is constrained by its surroundings
until large amounts of damage have occurred. Using xfem, we can accurately
represent the geometry in each simulation step as illustrated on Fig. 4.5.
Figure 4.5: Update of the enrichment scheme. The scheme is illustrated on a
structured rectangular mesh for clarity, however, the meshes used in the simulations are
triangular unstructured.
The gel mechanical properties are not well known, and experimental
measures exhibit important variability in terms of the chemical nature of
the gel[11] and its apparent mechanical properties[9, 110, 10]. However, the
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chemistry of the asr gel, is close to that of calcium silicate hydrate (C-S-H).
For this reason, we have decided to assume that the gel is quasi-incompressible,
with a Poisson ratio of 0.49997, that of water, and a stiffness which is a
fraction of that of C-S-H [111], expressed in the figures as α.
The free expansion of the gel is, like the mechanical properties, difficult
to measure experimentally. However, it can be obtained by fitting the early
part of the free expansion-damage curve. In the very early stages of the
reaction, the damage from induced cracks is very little, and the expansion
of the sample can be assumed to be elastic. From this we can obtain the
expansive property of the gel which would result in this expansion. We found
that a 50% volume expansion fits the experiments. The variability of the
image analysis method at the early age of the reaction makes it difficult to be
very precise about this value. However, the overall result of the simulation
is not very sensitive to the value taken and 50% is also consistent with
the stoichiometric volumetric ratio reported by Garcia and colleagues [108].
The strain of the gel, εimp is imposed as a virtual force on the nodes of
the elements inside or cut by the gel pockets. The integration scheme is
generated such that only the fraction of the element where the swelling takes
place is accounted for (Eq. 4.5).
fi =
∫
Ωgel∩e
∇hiEεimp d(Ωgel ∩ e) (4.5)
Ωgel, the gel surface, e the element surface, hi the shape function associated to
the degree of freedom considered, fi the associated force, E, the Cauchy-Green
stress tensor of the gel.
4.3.3 Reaction Mechanism Model
The model presented here is at present achronic. The sample expansion is
computed only against the degree of reaction, which is the part of aggregate
which has reacted to form asr gel. Thus the mechanical model cannot yet
take into account such time-dependent behaviour as gel flow and paste creep
depending on the curing conditions. As reaction could take weeks or years,
creep may be important and we expect our model to predict expansions
higher than the experimentally measured ones at the later stages of the
reaction, as no relaxation mechanism is present other than cracking.
The gel is grown by steps in each aggregate until a preset percentage
(3%) of the considered aggregate has reacted, at which point we stop the
reaction in that aggregate. This value was calibrated from the results of
Ben Haha, who had observed an exhaustion of the expansion at that level
of reaction. To verify the influence of gel growth capping per particle, we
110
Chapter 4 • Numerical Modelling of the Alkali-Silica Reaction Degradation
Mechanism
ran simulations where all gel pockets grow in the same way, independent of
their location. The gel is principally located in the larger aggregates, as they
form the main fraction of aggregate volume. Thus, stopping the reaction in
the smaller aggregates has little effect on the final expansion. However, the
initial shape of the expansion-reaction curve is only slightly affected.
Figure 4.6: Fraction of the mass of individual aggregates where the reaction has
been stopped as a function of reaction advancement (left). Fraction of the number of
individual aggregates where the reaction has been stopped as a function of reaction
advancement (right).
By the end of the run nearly half of all aggregates have exhausted their
expansion potential (Fig. 4.6). This effect can be simulated explicitely in our
model as the full PSD is represented.
4.4 Results
4.4.1 Simulation of the Free Expansion of Mortars
The simulated expansion-reaction curves follow the early part of the
experimental dataset, but reach a plateau at higher expansions. The jitters
observed in the simulated curves start at the onset of paste failure, which
happens at the same reaction level as in the experiments. The higher final
expansion can be explained by the absence of strain relaxation mechanisms
in the paste other than crack propagation: there is no creep (Fig. 4.7).
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Figure 4.7: Simulated expansion-reaction curve for mortar. The curves are not
prolonged because a state is reached where the samples are not of a single piece
anymore.
As shown in Fig. 4.8, the measured damage and the actual reaction
diverge. For this reason we have only simulated expansions up to 1% of
reaction. At this level significant damage has occurred (Fig. 4.9), beyond
what would have been considered critical in a structure.
Figure 4.8: Apparent reaction as a function of effective reaction. The dotted line is
the line of equality.
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The expansion-reaction curves obtained from simulation match the exper-
iment well within the observed variability, with no fitting parameters other
than the stiffness and free expansion of the gel. We found that the range
of gel stiffness which could fit the experimental relationship is quite large:
between 0.6 and 0.9 of that of C-S-H.
4.4.2 Prediction of the loss of mechanical properties
From the average stress and strain of the samples at each time point,
we can compute the apparent stiffness of the sample, and thus link the
advancement of the reaction to the damage level in the sample. These results
are then compared to experimental values reported in the literature (Fig. 4.9).
Figure 4.9: Stiffness as a function of the progress of the reaction (left). The loss of
stiffness as a function of expansion is compared to a range of reported values from Ben
Haha (grey shade). α is the ratio of simulated gel stiffness to C-S-H stiffness.
The loss in stiffness is mostly due to the aggregates cracking, as the paste
is mostly in compression, with stress levels below the elastic limit. Paste
failure occurs only when cracks from the aggregates reach the paste, thus
increasing the tensile stress locally and initiating failure there. This also
means that the properties of the interfacial transition zone between paste and
aggregate, which have not at present been included in our model will have
negligible impact on the damage evolution. The loss of stiffness predicted by
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the simulation is consistent with data reported in the thesis of Ben Haha[2],
but is sensitive to the choice of gel properties at low reaction values.
4.4.3 Sensitivity to the Various Parameters
Several simulation campaigns were run to verify that our results are not
sensitive to numerical effects. First we verified sensitivity to mesh size. The
characteristic element size was halved, yielding four times as many elements,
and the same simulation was run. The results are not significantly different
when using a much finer mesh. This verifies both the xfem model for the
expansive zones and the energy-conservation of the damage model. The
expansion values vary by only 2% at the final degree of reaction (e.g. at
1% expansion, the error is ± 0.02%). Another second simulation campaign
was run with a microstructure as dense as the packing algorithm allows. A
mortar sample was generated with a packing density of 71%, larger than
the value from the experimental mix design. The final expansions differed
by only a relative amount of 6%, which is consistent with the increase in
reactive material.
Finally we also verified the sensitivity to the variability of the local
mechanical properties. We varied from 0.2 to 0.5 the weight ω (See Eq. 4.1).
Increase in variability lead to earlier cracking, but did not affect measurably
the results.
4.5 Discussion
4.5.1 Correlation Between Damage and Reaction
Image analysis cannot distinguish well between reaction (gel or voids)
and damage (cracks): both appear as dark zones in the aggregate. In our
simulations we compared the apparent reaction, as would be measured by
the image analysis and the effective reaction, which is given as an input in
the program. As expected, the apparent damage is larger than the effective
reaction percentage. However they are close, and quasi-linearly related, if
divergent. The cracks do not represent a significantly large volume of damage,
compared to the volume of the gel pockets (Fig. 4.8).
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Figure 4.10: Comparison between the real expansion-reaction curve (left) and the
apparent one (right). The point where the expansions reach a plateau is higher than
the experimentally measured values in both cases. This indicates that a relaxation
mechanism is not taken into account in the simulations.
The apparent expansion-reaction curve is less sensitive to the fit param-
eters than the real one (Fig. 4.10). This is explained by the strong link
between damage and expansion, which is more direct than the link between
expansion and reaction. This further explains the low variation observed
experimentally across aggregate types and curing conditions. The noise ap-
parent in the simulated damage-expansion curve is due to the healing effect
of gel growing over fractured aggregate matter. This variation is consistent
with experimental variability.
4.5.2 Expansion Mechanism
The expansion-reaction curve exhibits three regimes: linear expansion,
aggregate cracking and paste cracking (Fig. 4.11). The simulation shows
that this is the result of four mechanisms: the expansion caused by the gel,
the relaxation from the damage, the interaction between the gel zones, and
the creep. The growth of the reactive zones can be measured as the reaction
advances, and provides an insight into the expansion mechanism. In the
first stage, as the gel progressively damages the aggregates, the expansion
becomes less and less restrained until a plateau is reached, at this point the
gel is essentially free to expand in the aggregates. This plateau comes to
an end as the paste starts restraining further expansion. This evolution is
mostly governed by the evolution of damage, and is not very sensitive to the
gel stiffness parameter, but rather to gel localisation. It should be noted
that the expansions at the end of the first stage are already well in excess
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of those likely to cause structural problems in large unreinforced structures
such as dams.
Figure 4.11: Mechanism for expansion and degradation. (1) Elastic expansion; (2)
Aggregate failure and gel pressure buildup; (3) Paste cracking.
As expected, the simulated expansion levels off at a higher point than the
experimental ones (Fig. 4.10). This can be explained by the time-dependent
visco-elastic behaviour of the gel and the creep of the paste not being modelled
in these simulations, which leads to less strain relaxation than in real samples.
Modelling observations show that the paste is in compression when all
aggregates are expanding (Fig. 4.12). This compression is sufficient to inhibit
the expansion which would be caused by the smaller fractions, and the
expansion caused by the larger fractions is still low because the aggregates
have not yet started to crack significantly. The strain of the gel, as a measure
of confinement, is reported on Fig. 4.12. The gel pockets are more confined
during the initial stages of the reaction, then as the aggregates crack, the
compressive strain decreases. Thus, the apparent (positive) strain observed
in the specimen is due to the aggregates being broken apart. Identical
behaviour was observed for gel stiffness varying between 0.9 and 0.7 times
that of C-S-H (this ratio is denoted α in the figures). This indicates that
this effect if of geometrical origin.
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Figure 4.12: Gel strain in a mortar bar as a function of amount of reaction. The
strain of the gel pocket becomes more and more negative as the reaction advances,
until it goes up again. This indicates that initially in confinement, the gel pockets
are more confined during the initial stages of the reaction, then as the aggregates
crack, the compressive strain decreases. Thus, the apparent (positive) strain observed
in the specimen is due to the aggregates being broken apart. The low sensitivity of the
observed confinement with respect to the gel stiffness highlights the geometrical origin
of this observation.
4.5.3 Comparison to Simpler Models
Various simplifications have been proposed for meso-scale modelling of
asr (Fig. 4.13). The simplest model applies a pseudo-thermal expansion
for the aggregates as a source for the expansion. We found it possible
to calibrate such model to fit the early part of the curve, using a linear
correlation between the imposed strain and the degree of reaction. However,
such a model does not capture the damage in the aggregates, and thus the
loss in physical properties (Fig. 4.14).
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Figure 4.13: Three Models for asr-induced expansion. Homogenised aggregate
expansion (left), gel rim expansion (centre), gel pockets expansion (right).
The predictive nature of such a model is low, as the expansion of the
aggregate must be computed as an empirical function of the degree of reaction.
Such models have been used in the past to predict free expansion, using
reduced particle size distributions. However the simulations demonstrates
that such models are extremely dependent on the psd of the aggregates,
and exhibit very different damage patterns depending on the accuracy of
the representation of the microstructure. Simplification of the psd has
consequences on the evolution of damage. A dense packing of aggregates
causes all the paste to be in compression, whereas a reduced packing allows
for higher shear levels in the paste, which then leads to cracking at lower
levels of macroscopic expansion in those simulations.
Figure 4.14: Expansions predicted by a simplistic model, with varying cutoff points in
the PSD (left). Expansions have been renormalised according to the aggregates content
(right).
When the local stress around the aggregates reaches a critical threshold,
the sample undergoes critical failure. We found the critical failure to occur
at the same imposed expansion, independently of the aggregate content.
The expansion-reaction curve observed experimentally exhibits different
regimes: linear expansion, aggregate failure, paste failure(Fig. 4.11). The
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simplified model can capture the first and last regimes. When the local stress
around the aggregates reaches a critical threshold, the sample undergoes
catastrophic failure. The stress imposed by the aggregates needs to be fit
with an empirical model which would include the effect of the damage in
the aggregates. As such, this simplified model is incomplete if using only
directly measured experimental values.
Another simple model for the reaction which has been proposed is that the
gel is formed as a rim around the aggregate. Such a microstructural makeup
has never been explicitly simulated, but this vision of the reaction is used
as the source of other semi-empirical models, such as the growing aggregate
model described above. This model can be correlated to an advance of the
reaction, as the gel localisation and amount are explicitly defined for each step
of the reaction. To test this model, we implemented an enrichment scheme
which could reproduce the two distinct interfaces between the aggregate and
the gel, and between the gel and the paste.
This model is different from the precedent in that it explicitly affects the
bond properties between aggregates and paste.
The fracture patterns obtained in such a setup show this model is not a
good candidate to explain the asr degradation: the cracks are located in the
paste, while the aggregates remain largely intact, except for cracks initiating
at the interface. Considerable decohesion between the aggregates and the
paste is also observed (Fig. 4.15).
Figure 4.15: Crack patterns produced by an expansive ring of gel formed around the
aggregates.
4.6 • Conclusion and perspectives 119
The simulations show that the macroscopic expansion and damage are
strongly linked to the microstructural localisation of the reaction. Thus, the
prediction of expansion from the advance of the reaction is only possible in
models which simulate the direct consequences of asr at the microstructure
level.
4.6 Conclusion and perspectives
This chapter presents a physically-based model of asr, implemented and
tested in a custom-developed finite element modeling (fem) framework. The
model highlights the predominant effect of gel formation in the aggregates in
the asr degradation mechanism, notably damage in the aggregates them-
selves. The loss of mechanical properties can be wholly explained by the
damage induced by the gel, and the model can be used to predict the evolu-
tion of mechanical properties. The model presented here showed robustness
to the variation of the single fit parameter, apparent gel stiffness.
The implementation of simplified models commonly used to explain
the mechanical effects of the reaction shows that they are inadequate to
capture the physics of the phenomenon. The usual simplifications entail the
transfer of the damage from the aggregates to the cement paste, which is
experimentally observed to occur only during the advanced stages of the
reaction. We also find that the shape of the free expansion/reaction curve
cannot be captured by these models, unless it is imposed.
Overall, these simulations demonstrate the capacity of our finite element
framework to perform well with an extremely high density of enrichments,
which illustrates the robustness of our implementation.
Future work involves coupling the model with a diffusion mechanism for
the alkali ions, and the introduction of time-dependent creep, which would
serve as a base for a kinetic simulation of asr.
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CHAPTER 5
Implementation of Kinetics, Effect Of Confining Stress,
Casting Direction and Size Effects
amie was successfully used to model the free expansion of mortar bars
(chap. 4). In this case, the model relied on data giving the amount of reaction
in the experiments corresponding to an expansion. Data from Ben Haha
comparing mortars and concrete showed that this relationship depended on
the particle size distribution (psd): smaller amounts of reaction apparently
caused larger expansions in concretes. However, the expansions could be
renormalised to account for the aggregate content of the samples.
However, for concretes, it is impossible to acquire sufficiently large image
maps to perform the analysis. Indeed, in practise, maps of 2 × 2 cm are
the largest we could acquire in reasonable time using our back-scattered
electron (bse) microscope. Single aggregates had diameters up to 2 cm in
our concrete experimental samples. Ben Haha used single images for his
measures and discarded all aggregates which were not entirely contained in
an image. Further, as shown in the Chap. 3.4, his protocol probably induced
leaching.
Our micro-mechanical model relates expansions to gel amount. Therefore
a link between the reaction and time needs to be established. The kinetics
relate reaction with time based on the phenomenological observations of
Ben Haha. The kinetics of gel production were calculated using data from
Ben Haha on the same aggregate with the same curing conditions [1, 2]. He
studied this aggregate in his thesis and recorded the reacted amount as a
function of time. The reaction kinetics were only recorded for aggregates of
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size below 1 mm due to limitations in the image analysis software he used.
However, in this study, expansion-damage measures were performed using
reconstructed maps of 4 cm2 using new software and no qualitative differences
were observed between the aggregate classes1. As all the reactive material is
identical from a mineralogical point of view, we assumed in a first approach
that the kinetics were independent of the aggregate size (Fig. 5.1).
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Figure 5.1: Damage with time for mortars, adapted from Ben Haha [2]. The drop
in damage for the later points is probably due to leaching in Ben Haha’s experimental
setup. The line is the linear regression line passing through the origin.
Ben Haha found that the amount of damage was roughly linear with
time (Fig. 5.1). In his protocol, samples were immersed at early age, thus
facilitating early saturation. The kinetics model the gel creation, which
is different from the “reaction” measured using image analysis which is a
measure of damage, although we could show these were somewhat linearly
related (see Chap. 4, Fig. 4.8 on p. 111). However, as stated above, due to
changes in the cure, the estimation from Ben Haha’s data had to be further
corrected.
1Quantitative damage measure for large aggregates is impractical.
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5.1 Effect of Sample Size, Shape and Curing Condi-
tions
Two distinct kinds of effects were observed in our experimental data,
on the kinetics and on the magnitude of the expansions. The induction
period before the take-off of the expansion seem to be linked to the curing
conditions and the type of samples: indeed the early part of the expansion
is very sensitive to changes in sample size and preparation. However, the
later expansion kinetics seem to depend on the particle size and grading, and
much less on the curing conditions.
In the experimental cylinder cast with 0-16 mm concrete the sensors have
a measure base of 100, and 67 mm. The 0-16 mm and the 0-8 mm concrete
were with a comparable cure, but sample geometry is different. The mortar
results are from Ben Haha and the cure is different. When both cure and
sample size and shape are identical, it seems the induction period is also
similar. This is the case for the 0-8 mm and 0-20 mm samples. If the concrete
and the cure are identical such as the 0-16 mm cast cylinders and cores, the
induction period is different (Fig. 5.2).
All the concrete samples were immersed after 28 days storage in a fog
room. At this age, The pore network of the cement paste at 28 days is
relatively closed, which will reduce the speed of diffusion of water in the
samples. Thus, despite the high relative humidity, these samples were not
fully saturated at the beginning of the experiment. The cored cylinders
which have no wall effect, and of the mortars immersed at early age start to
expand almost immediately, which may indicate that the time to initiation
is due to water diffusion in the sample as the gel only expands in those parts
of the samples which are saturated with water.
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Table 5.1: Table of the different combinations of mix designs, sample sizes and cure
tested. ∗Estimation from ongoing experiments.
Cure and sample type 0-4 0-8 0-16 0-20
Early immersion cast 3 days N/A 14 days N/A
28 days immersion cored N/A N/A 3 days N/A
28 days immersion cast 150∗ 150 60 (cyl.) 150
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Figure 5.2: Comparison of free expansion of the cores drilled in the directions
parallel and normal to the casting direction and the free expansion in the transverse
and longitudinal directions of cylinders with embedded sensors. Although the mixes and
curing conditions are identical, the induction period varies considerably.
Although there are considerable differences between the experiments,
if the shape of the expansion curve is characteristic of the alkali-silica
reaction (asr) given the constants, aggregate and mix design, the model
should capture it. If the shape cannot be captured, this means that the
expansion curve is not intrinsic to the material, but depend on the sample
geometry and cure.
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5.2 Effect Of Aggregate Size
5.2.1 Experimental Observations
Reactive fractions
The extent of the induced expansion is not simply related to the amount
of reactive material: all samples with continuous psd have similar volumes
of reactive material, ranging from 64% in mortars to around 72% for all
the concretes. They however exhibit significantly different later expansions,
which cannot be simply accounted for by considering the relative amount of
available reactive material.
The later expansions observed in mixes with single reactive fractions are
not consistent with the relative amounts of reactive materials in each mix
(Fig. 5.3). Notably, the expansion potential of the 2-4 mm is much larger
relative to the other fractions, which is consistent with literature reports.
This indicates that the size of the individual aggregates, and thus their mode
of failure is predominant when considering the effect of a particular size class.
Single fractions can go on expanding without interactions and no bending of
the curves is observed. This would indicate that when the concrete is fully
reactive, the interactions between the different classes are not negligible.
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Figure 5.3: Comparison of the expansion of fully reactive samples and the sum of
expansions of partially reactive samples. The restraining effect on the free expansion
from the interactions between aggregates is apparent: after more than a year, when
the expansion rates have stabilised, the expansion from the mortar part of the partly
reactive samples is higher than the expansion of either of the fully reactive samples.
Further, the expansions recorded are not a simple function of the mass percentage of
the reactive fraction.
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When the expansions of single reacting fractions are summed and com-
pared to fully reactive samples with the same maximum diameter (Dmax),
the sum of partial expansions is systematically larger as seen in Fig. 5.3. This
suggests that the interactions between reactive particles essentially inhibits
the expansion. Also, the expansion of samples with single reactive fractions
does not level-off like the expansion of fully reactive samples, even after
15 months. If the reaction has not been inhibited, this indicates that the
interactions had an influence on the state of the microstructure.
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Figure 5.4: Compared expansions of samples with partly reactive aggregates.
Changes in the slope of the expansion curve observed in the reactive
fraction experiment point to a size effect in the fracture behaviour of the
aggregates (Fig. 5.4). Larger expansions can occur when confinement is
lowered, such as when aggregates or paste fail by cracking. Because the
mineralogy is kept constant across all aggregate sizes, the differences in
modes of cracking can only come from size effects. A smaller aggregate
is more brittle than a larger one from the point of view of a gel pocket.
Therefore, smaller aggregates should crack earlier than larger ones. However,
further propagation of cracks in the paste is driven by a combination of the
further expansion of the aggregate, the disposition of the gel pockets and
the state of damage of the aggregate. In general, it can be be assumed that
propagation will be larger from aggregates which have an intermediate size:
a large aggregate will contain the gel expansion and a small aggregate will
be too damaged to exert much pressure.
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5.2.2 Simulations
amie was used to simulate the effect of individual fractions in a concrete.
The numerical setup considered fully reproduced microstructures. A 2D
microstructure from a slice of a 3D microstructure was not used because
this would over represent larger aggregate fractions [112, 113]. To reproduce
the interactions between the different aggregate classes, we have decided to
transform each aggregate in a generated psd to its expected diameter in
a slice. This way, the psd in the 2D setup is equivalent to the one in the
3D in terms of neighbourhoods of differently sized aggregates. Furthermore,
the same amount of expansion comes from the same aggregate class, as the
fractions are proportionately kept, and the effects of size and in-aggregate
crack propagation are reproduced (Fig. 5.5).
Figure 5.5: Simulated slices for 0-8, 0-16 and 0-4 aggregate sizes.
In the simulations, the sample size was 40× 40 mm for the mortar and
70 × 70 mm for the concretes. In both cases, this size is sufficient for the
numerical samples to be representative volumes. Since these sizes are also
identical to the experimental mortars and 0-8 mm concrete cases, they will,
in these cases, reproduce the mechanical effects of the wall effect where the
material at the edge of the specimen contains no aggregates.
Effect of the Dmax
To test the kinetic model, simulations were run with the same psd as the
experiments. The effect of fully reactive psd with varying Dmax was tested
with 0-4, 0-8 and 0-16 mm numerical samples.
The kinetic parameter used for the following simulations was that 1% of
aggregate volume is transformed into gel in 170 days at 40 °C and constant
0.135 mol l−1 Of NaOH in curing solution. This kinetic parameter is fixed
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from Ben Haha’s measures, but corrected for the damage/reaction correlation
which was obtained from simulations in Chap. 4 and for the leaching effect
in Ben Haha’s experiments, as discussed above.
The comparison of time-expansion curves, experimental and simulated
is seen on Fig. 5.6 which shows the curves predicted by the model if the
expansions start immediately.
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Figure 5.6: Compared expansions and reaction of numerical and experimental
samples of different Dmax. The order in which the expansions take-off is conserved by
the simulations. The differences in time for the take-off can be explained by differences
in protocol and sample size.
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The starting time of the expansions in the simulation was then fitted
to coincide with that of the experiments. The gel production kinetics are
unchanged. As an offset was applied to match the initiation of the expansion,
the order in which the curves start their expansion was affected (Fig. 5.7).
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Figure 5.7: Effect of Dmax. The order and magnitude of the measured extensions
agree well between the experiments and the simulations. The kinetic factor for the rate
of gel production is the same in all experiments. The simulated times have been offset
to match the initiation of the expansion.
As can be seen in Fig. 5.7, the simulations capture the magnitude of the
expansion, as well as the general shape of the curve. However, the kinetics
are not captured perfectly, and the simulations diverge from the experiments.
Notably, the 0-8mm concrete which has the longest induction time has the
worst fit. It was then assumed that samples of different shapes and mix
designs did not react at the same rate.
To account for the differences between the samples, a third kinetic fit
was developed where two kinetic factors are fitted for each experimental
condition, the delay and the rate of reaction. The values obtained for the
delay are reported in the table below and the factors are plotted in Fig. 5.8.
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Table 5.2: Kinetic factors for the simulations.
Factor 0-4 0-8 016
Delay -10 90 70
Acceleration 100 300 170
The inverse of the acceleration factor, in days per percent, is perfectly
linearly correlated to the delay. This may indicate that the two fit factors
are linked.
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Figure 5.8: Kinetic factors for the best fit of the simulated time-expansion curves
for various psd. Each psd had two parameters adjusted, the delay before the initial
expansion and the time needed to transform a fraction of the aggregate into gel (labelled
“factor”).
If the kinetic factors are varied for each condition, the fits can be con-
siderably improved as shown on Fig. 5.9. Indeed, a near perfect fit can be
obtained which captures the shape of the expansion as well as its magnitude.
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Figure 5.9: Effect of Dmax. The order and magnitude of the measured extensions
agree well between the experiments and the simulations. The kinetic factor for the rate
of gel production is different in all experiments. The simulated times have been offset
to match the initiation of the expansion.
The 0-8 mm simulation and experiments diverge when approximately 1 %
of the aggregate mass has reacted. The simulated expansions level off earlier
than in the experiments. This is probably because the limit of 3% reactive
material per aggregate, discussed in Chap. 4 and above is too low. The 0-16
mm simulation does not display this behaviour because the setup has been
modified to allow greater amounts of reactions in individual aggregates.
These simulations validated the simple kinetics implemented. As the
shape of the expansion curve could be reproduced by the simulation given
a simple linear kinetic model, this indicates that the shape of the curve is
indeed characteristic of the psd and aggregate.
Individual Fractions
Further simulations were run which reproduced the experimental con-
ditions where either only the 2-4 mm or the 4-8 mm class is reactive. The
results are reported on Fig. 5.10.
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Figure 5.10: Experimental and simulated expansions of samples with single reactive
fractions.
The simulations agree reasonably well with the experimental results.
In the simulations a plateau is apparent. This plateau is caused by the
aggregates having already cracked but the amount of reaction is for a period
insufficient to cause propagation of cracks in the paste. There is some sign
of this phenomenon in the experiments but further studies are needed to
confirm it.
The plateau observed is consistent with the phenomenological model
proposed for the expansion-curve: elastic expansion, aggregate cracking, gel
build-up in the aggregates, paste cracking. The gel build-up in the aggregates
manifests itself by a pause in the expansion. However, the duration of the
gel build-up depends on the interactions with other reactive aggregates.
Although the fully reactive sample is much more damaged than the
partly reactive one, it has stopped expanding. On the contrary, the partially
reactive sample has entered a linear regime of expansion. Observation of the
damage state of fully reactive and partially reactive samples at the end of
the simulations (Fig. 5.11) provides a possible explanation for the differences
of shapes of expansion curves for partly reactive and fully reactive samples.
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(a) Partially reactive (b) fully reactive
Figure 5.11: Damage state at the end of simulations for partially reactive and fully
reactive concretes. Although the fully reactive sample is much more damaged than the
partly reactive one, it has stopped expanding. On the contrary, the partially reactive
sample has entered a linear regime of expansion. This slowdown can be explained
because for expansion to occur, the samples must retain enough stiffness, and the fully
reactive sample has reached a damage state where further expansion of the gel is not
constrained anymore and therefore does not translate to further macroscopic expansion.
The early expansion behaviour seems to be determined mostly by the
individual aggregate sizes. This could be explained by the fact that all
aggregates act independently, and the gel is itself restrained in the aggre-
gates. Once the aggregates have started cracking, the apparent stiffness of
the aggregates contrasts less with that of the paste. Thus the interactions
between the aggregates become important. This could explain the experi-
mentally observed curving down of the expansion, frequently interpreted as
the exhaustion of the reactive material. This can be explained because for
expansion to occur, the samples must retain enough stiffness, and the fully
reactive sample has reached a damage state where further expansion of the
gel is not constrained anymore and therefore does not translate to further
macroscopic expansion.
5.3 Confining Stress
We used amie to compute expansions under loaded conditions using a
setup similar to the one used for the free deformation simulations (Fig. 5.12a).
In a first set of simulations, a single highly detailed aggregate was considered
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under free and loaded conditions. These simple simulations were used to study
the effect of the load in crack propagation in the matrix and the aggregates,
as well as the interactions between the gel pockets within an aggregate. In
a second set of simulations, samples with full psd were considered under
various loading conditions around the experimentally observed transition in
terms of expansion regimes.
5.3.1 Single Inclusions
(a) Boundary conditions (b) Free (c) 5MPa load
Figure 5.12: Crack pattern of a numerical sample with a single inclusion in unloaded
and loaded conditions. The cracks are mainly in the paste (dark grey), which is in
tension as there are no other expanding aggregates to keep it in compression. The
aggregate (light grey) is partly cracked, around the gel pockets, but also from cracks
which propagated from the paste.
With a single inclusion, expansion puts the paste around it into in tension.
This causes cracks to initiate preferentially in the paste. In the unloaded
condition, no particular direction of propagation is favoured by the cracks,
except for the normal tendency to propagate in directions normal to interfaces.
The cracks seem to initiate more frequently in the paste and then propagate
into the aggregate. Under the 5 MPa load, the cracking is more pronounced
and the cracks initiate more frequently in the aggregate. Under load, a clear
direction of propagation is favoured: parallel to the load.
This experiment showed that even at the lowest load applied in the
experimental setup, a considerable effect could be expected in terms of
the cracking behaviour of the material at the microstructure level. The
externally applied load imposes the direction of most cracks. The most
striking consequence is that aggregates are more prone to splitting along
the load axis (Fig. 5.12). The stress around the gel pockets, calculated by
numerical simulation is in the order of 10 GPa, and the imposed stress on
the samples is therefore negligible with respect to the criterion for crack
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propagation and initiation. However, the stress and strain fields are strongly
oriented by the load and will direct the direction of propagation.
5.3.2 Full PSD
The second set of experiments, with full psd, considered loads around
the critical 5 MPa value. 5 MPa was considered a critical value because
our experiments showed that under this load, the expansion due to asr is
scaled down from the free expansion and not transformed in terms of shape,
indicating that the transition between damage regimes is not complete.
Simulations of expansions under loads of 2.5 MPa, 5 MPa and 7.5 MPa were
run.
The simulated expansions at a load of 2.5 MPa (Fig. 5.13) are well in
the trend of the observed effect of stress for loads under 5 MPa. This
indicates that for such loads, although the direction of cracking is affected, as
demonstrated by lower longitudinal and lateral expansions than the average
between the experimental 5 MPa and free expansion curves, the mode of
damage remains the same: the shape of the expansion curve is not affected.
When the final expansion reported by this simulation is plotted along with
the experimental values, it falls very clearly in the trend (Fig. 5.13c).
The crack patterns for the loads above 2.5 MPa were significantly denser
than those observed for simulations of free expansions (Fig. 5.14). The cracks
also tend to be oriented in the direction of the load. This indicated that the
load could indeed enhance the damaging consequences of the asr.
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Figure 5.13: Simulated expansion under a 2.5 MPa load. As expected, the lateral
expansion (a) is slightly lower than the average between the 5 MPa and the free case,
as for the lateral (b). (c) Final expansions recorded as a function of the load. The point
at 2.5 MPa is simulated and fits perfectly in the different trends, thus validating the
model for loads under 5 MPa. (d) Comparison of the expansion under 2.5 MPa and
5 MPa loads and with experiments.
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Figure 5.14: State of the sample under 2.5 MPa load at the end of the simulation.
The cracks are, as in the single inclusion simulations, on average oriented in the direction
of the load (→←)
At higher loads, the damage-enhancing effect is more pronounced as
visible on Fig. 5.15 and leads to catastrophic failure of the simulated samples.
With a simulated gel stiffness value of 0.7 times that of calcium silicate
hydrate (C-S-H), the simulated samples undergo catastrophic failure after
125 simulated days for a 5 MPa load and after 90 simulated days for the
7.5 MPa load. These times were obtained by assuming 1% of the aggregates
are transformed into gel in 210 days, which is the same kinetic parameter
used for the free expansions of 0-16 mm samples. Fig. 5.15 illustrates the
state of the samples when they fail. The simulations diverge at the same
time as the experiments undergo an acceleration of their lateral expansions.
At the time of failure, the simulated samples had essentially split and as
a slip condition had been set on the boundary, they became subjected to
solid body motion2. Indeed, the damage model used does not account cracks
closing in compression, and this may explain the failure of the model to
capture the behaviour at later stages of the reaction.
The experimentally observed acceleration of damage may correspond to
its accumulation. The simulations perhaps capture the change of mode in
2This explains the absence of convergence as no unique solution for displacement exists.
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the damage evolution, but the damage model used is inadequate to capture
the sample behaviour under these conditions.
Figure 5.15: State of the sample under 5 MPa load at failure. The sample has split
and the simulation diverged. Direction of load: →←
Further experiments were performed with a gel stiffness value of 0.6
and 0.5 times that of C-S-H to verify whether the cracking was induced by
excessively high stresses induced by the gel pockets, but this did not affect
significantly the results. The free expansion modelling of mortars (Chap. 4)
had shown that the final expansion was not very sensitive to variation in the
stiffness of the gel, and this was confirmed. Even with the softer gel, the
samples underwent catastrophic failure early in the simulation (Fig. 5.13d).
At larger loads, experimentally, the samples do not exhibit any longitu-
dinal expansion at all. This means that all the expansion due to the gel in
that direction is contained. This in turn hints that the cracks must almost
all be in planes parallel to the direction of the loading. In two dimensional
simulations, this will always lead to the sample splitting, as soon as a single
line of damaged elements joins the two sides of the sample, which will occur
early in the simulation. To prevent this, displacements normal to the axis of
loading could be blocked on the loaded boundaries of the sample. However,
doing that would not reproduce the experimental boundary conditions.
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The model does not account for gel flow, which might be the cause of the
experimentally observed behaviour. Notably, gel pressure may be relieved by
flow more efficiently than by crack opening only.
5.4 Conclusion and Perspectives
The asr micro-mechanical model was validated for a range of aggregate
sizes and in the case of single reactive fractions. The effects of size were
related first to the failure behaviour of individual aggregates, and further to
the global expansion potential of larger aggregates. Experiments with single
reactive aggregate size classes highlighted the importance of the interactions
between the individual aggregates. These experimental results were also used
to validate a kinetic model for the development of asr.
The kinetics of the expansion seem to be affected by the sample size.
Although a simple linear model could be used to reproduce the expansion
curves, indicating that these are intrinsic to the material, further experiments
are required to better understand the link between sample size and geometry.
Experimental work on the effect of restraining stress showed that the
load causes a change in the damage evolution of asr affected concrete,
probably enhancing the damaging effect of the reaction. This was confirmed
by modelling: the uniaxial load imposes a propagation direction for the
cracks as the reaction develops. Simulations of 2.5 MPa load seemed to give
reasonable results but the present form of the model led to samples failing
catastrophically at loads of 5 MPa and higher. The variation of the time
of the failure was found to correlate well with the experimentally observed
acceleration of strain development under loads higher than 5 MPa. Taken
together, these results show the need for the development of a more elaborate
fracture behaviour model which better accounts for crack behaviour under
compression.
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Conclusion
This thesis followed the work of Ben Haha who formulated a hypothesis
linking the damage state of the reactive aggregates and the macroscopic
expansion of samples. This hypothesis was tested on a range of different
aggregates using a specially developed software and could be verified. Al-
though testing with a larger set of aggregates showed the expansion-damage
curve to exhibit more variation, the general trend was very well conserved.
This served as the basis for the formulation of a numerical micro-mechanical
model.
To simulate the asr at the microstructure level a generic finite element
modeling (fem) framework was developed and a novel method for computing
damage was implemented. This new framework made it possible to formulate
a model with highly detailed representation of the individual aggregates and
gel pockets. This allowed the model to take into account the interactions
between individual aggregates as well as the effect of transformation into
expansive gel in individual aggregates. It was shown that it was possible to
model asr using finite elements using very few fitting parameters. We found
that to model the mechanical consequences of the reaction which result from
a given percentage of reaction, a single fit parameter was required, which
accounts for the mechanical properties of the asr gel, which are known to
depend on the availability of Ca2+ and K+ in the pore solution, and therefore
on the aggregate type/cement type.
A kinetic model was developed which allowed the fitting of the time-
expansion behaviour of the experimental samples with different mix design
parameters, shape and sizes. Only two parameters, the amount of gel
produced per time and the delay to the onset of the reaction need to be
fitted as they depend on the geometry of the member considered and the
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curing conditions. At present, these two parameters are empirical, further
research is required to understand their causes. In our simulations, they
however seemed related, indicating that they might be two aspects of the
same phenomenon, probably linked to water diffusion in the sample.
The effects of mix design parameters and loading conditions were experi-
mentally tested in this thesis. It was found that the effects of the psd on
the shape of the S-shaped curve characteristic of this reaction and the final
expansion are caused by the interactions between the expanding aggregates.
Larger Dmax results in larger final expansion, but also slower take-off. The
effect of restraining stress is a reduction of the total expansion if it is below
5 MPa. For stresses beyond that, the expansions are still lower than the free
expansions, but occur faster as the load increases and become larger with
the load. This indicated that the load enhanced the damaging effect of asr.
It was possible to model the effect of stress for the lower loads. However, the
simulations did not converge in the case of the larger loads, indicating that
a 3D model of the damage is probably required.
Future developments involve running simulations in 3D to better under-
stand to role of multiaxial loading in the degradation of the material. The
integration of a diffusion model is also necessary to verify the hypothesis
that the delay of the reaction as well as the kinetics are indeed linked to the
diffusion of water in the samples.
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APPENDIX A
Image Segmentation Algorithm
Presented here is the complete code for the image segmentation algorithm.
The dependencies are Qt4 and OpenCV.
#include <f stream>
#include <valarray>
#include <iostream>
#include <s t r i ng>
#include <vector>
#include <complex>
#include <map>
#include <f stream>
#include <QImage>
#include <QImageWriter>
#include <QStr ingList>
#include <QFileDialog>
#include <QApplication>
#include <opencv/cv . h>
#include <opencv/ cxtypes . h>
#include <opencv/ h ighgu i . h>
#include <opencv/cvaux . h>
#include <opencv/ cxmisc . h>
struct SegmentationData
{
SegmentationData ( ) : aggregateCount (0 ) , damageCount (0 ) ,
gelCount (0 ) { }
std : : vector<std : : pa ir<int , int> > th r e sho ld ;
s i z e t aggregateCount ;
std : : vector<s i z e t > damageCount ;
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std : : vector<s i z e t > gelCount ;
} ;
class BMPFile
{
std : : va larray<quint8> data ;
std : : va larray<quint8> sortedData ;
unsigned int rows ;
unsigned int c o l s ;
unsigned int numvals ;
public :
BMPFile ( QString f i l ename )
{
rows = 0 ;
c o l s = 0 ;
numvals = 0 ;
data . r e s i z e (0 ) ;
QImage image ( f i l ename ) ;
rows = image . he ight ( ) ;
c o l s = image . width ( ) ;
numvals = c o l s ∗ rows ;
data . r e s i z e ( numvals ) ;
for ( s i z e t i = 0 ; i < rows ; i++)
{
for ( s i z e t j = 0 ; j < c o l s ; j++)
{
data [ i ∗ c o l s+j ] = qGray ( image . p i x e l ( j , i ) ) ;
}
}
sortedData . r e s i z e ( numvals ) ;
sortedData = data ;
std : : s t a b l e s o r t (&sortedData [ 0 ] , &sortedData [ numvals ] ) ;
}
std : : va larray<quint8> & getData ( )
{
return data ;
}
const std : : va larray<quint8> & getData ( ) const
{
return data ;
}
std : : va larray<quint8> & getSortedData ( )
{
return sortedData ;
}
const std : : va larray<quint8> & getSortedData ( ) const
{
return sortedData ;
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}
unsigned int getRows ( ) const
{
return rows ;
}
unsigned int getCol s ( ) const
{
return c o l s ;
}
unsigned int getNumberOfNonZeroValues ( ) const
{
return numvals ;
}
std : : va larray<s i z e t > getHistogram ( ) const
{
std : : va larray<s i z e t > r e t ( ( s i z e t ) 0 , ( s i z e t ) 256) ;
quint8 cur rent = sortedData [ 0 ] ;
int f = 0 ;
for ( s i z e t i = 0 ; i < numvals ; i++)
{
while ( i < numvals && sortedData [ i ] == current )
{
f++ ;
i++ ;
}
r e t [ cur rent ] = f ;
f= 0 ;
i f ( i < numvals )
cur rent = sortedData [ i ] ;
}
return r e t ;
}
// post−ana l y s i s on segmented image
void f i l te rLargeDamage ( QString f i l ename , int crackGrey = 160 ,
int gelGrey = 80)
{
QImage img ( f i l ename ) ;
std : : va larray<quint8> aggregateArray ( numvals ) ;
s td : : va larray<quint8> ge lArray ( numvals ) ;
for ( s i z e t i = 0 ; i < rows ; i++)
{
for ( s i z e t j = 0 ; j < c o l s ; j++)
{
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aggregateArray [ i ∗ c o l s+j ] = (qGray ( img . p i x e l ( j , i ) ) > 1)
∗255 ;
ge lArray [ i ∗ c o l s+j ] = (qGray ( img . p i x e l ( j , i ) ) > 1 && qGray
( img . p i x e l ( j , i ) ) <= gelGrey ) ∗255 ;
}
}
CvMat aggMask ;
CvMat gelMask ;
cvInitMatHeader(&aggMask , rows , co l s , CV 8UC1 , &
aggregateArray [ 0 ] ) ;
cvInitMatHeader(&gelMask , rows , co l s , CV 8UC1 , & gelArray
[ 0 ] ) ;
CvMemStorage ∗ s t o rage = cvCreateMemStorage (0 ) ;
CvContour ∗ contour = NULL;
cvFindContours ( &aggMask , s torage , (CvSeq ∗∗)&contour ,
s izeof (CvContour ) , CV RETR EXTERNAL,
CV CHAIN APPROX SIMPLE ) ;
std : : vector<double> aggAreas ;
std : : vector<double> ge lAreas ;
// l i s t e des a i r e s des agg r e ga t s
for ( ; contour != NULL; contour = (CvContour ∗) contour−>
h next )
{
aggAreas . push back ( fabs ( cvContourArea ( contour ) ) ) ;
}
contour = NULL;
cvFindContours ( &gelMask , s torage , (CvSeq ∗∗)&contour ,
s izeof (CvContour ) , CV RETR EXTERNAL,
CV CHAIN APPROX SIMPLE ) ;
// l i s t g e l contour areas
for ( ; contour != NULL; contour = (CvContour ∗) contour−>
h next )
{
ge lAreas . push back ( fabs ( cvContourArea ( contour ) ) ) ;
}
contour = NULL;
cvReleaseMemStorage(&s to rage ) ;
// s o r t the agg r e ga t e s accord ing to t h e i r area s i z e
std : : s o r t ( aggAreas . begin ( ) , aggAreas . end ( ) ) ;
s td : : s o r t ( ge lAreas . begin ( ) , ge lAreas . end ( ) ) ;
s td : : vector<double> cumulativeAgg ( 100) ;
std : : vector<double> cumulativeGel ( 100) ;
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double totAgg = 1 ;
double totGel = 1 ;
double maxAgg = ∗aggAreas . rbeg in ( ) ;
double minAgg = ∗aggAreas . begin ( ) ;
double maxGel = ∗ ge lAreas . rbeg in ( ) ;
double minGel = ∗ ge lAreas . begin ( ) ;
s td : : cout << ”we have ” << aggAreas . s i z e ( ) << ” aggregate s ”
<< std : : endl ;
for ( s i z e t i = 0 ; i < aggAreas . s i z e ( ) ; i++)
{
cumulativeAgg [ ( double ) ( ( s q r t ( aggAreas [ i ] )−s q r t (minAgg) ) /(
sq r t (maxAgg)−s q r t (minAgg) ) ) ∗99 ] += aggAreas [ i ] ;
totAgg += aggAreas [ i ] ;
}
std : : cout << ”we have ” << ge lAreas . s i z e ( ) << ” g e l zones ”
<< std : : endl ;
for ( s i z e t i = 0 ; i < ge lAreas . s i z e ( ) ; i++)
{
cumulativeGel [ ( double ) ( ge lAreas [ i ]−minGel ) /(maxGel−minGel )
∗99 ] += ge lAreas [ i ] ;
totGel += ge lAreas [ i ] ;
}
std : : cout << ” aggregate ” << std : : endl ;
for ( s i z e t i = 0 ; i < 100 ; i++)
std : : cout << (double ) ( cumulativeAgg [ i ] / totAgg ∗100 . ) << std
: : endl ;
s td : : cout << ” g e l ” << std : : endl ;
for ( s i z e t i = 0 ; i < 100 ; i++)
std : : cout << (double ) ( cumulat iveGel [ i ] / totGel ∗100 . ) <<
std : : endl ;
// e x c e s s i v e l y l a r g e g e l pocke t s
std : : cout << ” l a s t c e n t i l e o f degradat ion : ” << (double ) (
cumulativeGel [ 9 9 ] / totGel ∗100 . ) << ”\% of t o t a l
degradat ion ” << std : : endl ;
}
void segment ( std : : va larray<quint8> ∗ src , s td : : vector<CvMat ∗>
& mask , SegmentationData & r e s u l t s , int downval , int
upval , int areaMin = 200) const
{
std : : cout << ” segmenting . . . ” << std : : endl ;
r e s u l t s . th r e sho ld . push back ( std : : make pair ( downval , upval ) )
;
for ( s i z e t i = 0 ; i < numvals ; i++)
{
i f ( (∗ s r c ) [ i ] > r e s u l t s . th r e sho ld . back ( ) . f i r s t && (∗ s r c ) [ i ]
< r e s u l t s . th r e sho ld . back ( ) . second )
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(∗ s r c ) [ i ] = 255 ;
else
(∗ s r c ) [ i ] = 0 ;
}
mask . push back ( cvCreateMatHeader ( rows , co l s , CV 8UC1) ) ;
cvSetData (mask . back ( ) , (void ∗)&(∗ s r c ) [ 0 ] , c o l s ) ;
CvMemStorage ∗ s t o rage = cvCreateMemStorage (0 ) ;
CvContour ∗ contour = NULL;
//
cvFindContours ( mask . back ( ) , s torage , (CvSeq ∗∗)&contour ,
s izeof (CvContour ) , CV RETR EXTERNAL,
CV CHAIN APPROX SIMPLE ) ;
for ( ; contour != NULL; contour = (CvContour ∗) contour−>
h next )
{
double area = fabs ( cvContourArea ( contour ) ) ;
i f ( area > areaMin )
{
cvDrawContours ( mask . back ( ) ,
(CvSeq ∗) contour ,
CV RGB(255 ,255 ,255) ,
CV RGB(255 ,255 ,255) ,
−1, CV FILLED, 8 ) ;
}
else
{
cvDrawContours ( mask . back ( ) ,
(CvSeq ∗) contour ,
CV RGB(0 , 0 , 0 ) ,
CV RGB(0 , 0 , 0 ) ,
−1, CV FILLED, 8 ) ;
}
}
contour = NULL;
cvReleaseMemStorage ( &s to rage ) ;
}
void writePng ( QString f i l ename , const f loat f r a c t i on , std : :
vector<SegmentationData> & pixelCount , const std : : vector<
std : : pa ir<int , int> > thre sho lds , int crackGreyThreshold =
50) const
{
i f ( th r e sho ld s . empty ( ) )
return ;
QImage img ( f i l ename ) ;
QImage image ( co l s , rows , QImage : : Format Indexed8 ) ;
image . setNumColors ( 256 ) ;
for ( s i z e t i = 0 ; i < 256 ; i++)
{
QRgb value ;
va lue = qRgb( i , i , i ) ;
image . s e tCo lo r ( i , va lue ) ;
}
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SegmentationData r e s u l t s ;
s td : : va larray<quint8> ∗charmask = new std : : va larray<quint8>(
numvals ) ;
s td : : va larray<quint8> ∗ charmasknocracks = new std : : va larray<
quint8>(numvals ) ;
int datamax = data .max( ) ;
int datamin = data . min ( ) ;
for ( s i z e t i = 0 ; i < numvals ; i++)
{
(∗ charmask ) [ i ] = ( quint8 ) ( data [ i ] ) ;
}
IplConvKernel ∗ s t ructureElement =
cvCreateStructuringElementEx ( 5 , 5 , 3 , 3 , CV SHAPE CROSS
) ;
std : : vector<CvMat ∗> mask ;
std : : vector<std : : va larray<quint8> ∗> charmaskphase ;
CvMat temp ;
charmaskphase . push back (new std : : va larray<quint8 >(( quint8 ) 0 ,
charmask−>s i z e ( ) ) ) ;
CvMat ∗ maskarray = cvCreateMatHeader ( rows , co l s , CV 8UC1) ;
cvSetData ( maskarray , (void ∗) &(∗( charmaskphase . back ( ) ) ) [ 0 ] ,
c o l s ) ;
charmaskphase . push back (new std : : va larray<quint8 >(( quint8 ) 0 ,
charmask−>s i z e ( ) ) ) ;
CvMat ∗ pasteMask = cvCreateMatHeader ( rows , co l s , CV 8UC1) ;
cvSetData ( pasteMask , (void ∗) &(∗( charmaskphase . back ( ) ) ) [ 0 ] ,
c o l s ) ;
// grey bands f o r the var ious agg rega t e phases
for ( s i z e t i = 0 ; i < th r e sho ld s . s i z e ( ) ; i++)
{
charmaskphase . push back (new std : : va larray<quint8 >((∗
charmask ) ) ) ;
segment ( charmaskphase . back ( ) ,mask , r e s u l t s , t h r e sho ld s [ i ] .
f i r s t , t h r e sho ld s [ i ] . second ) ;
cvMax( maskarray , mask [ i ] , maskarray ) ;
cvReleaseData (mask [ i ] ) ;
cvReleaseMat(&mask [ i ] ) ;
}
cvMorphologyEx ( maskarray , maskarray , &temp ,
structureElement , CV MOP CLOSE, 2 ) ;
cvThreshold ( maskarray , pasteMask , 100 , 255 ,
CV THRESH BINARY INV) ;
CvContour ∗ contour = NULL;
CvMemStorage ∗ s t o rage = cvCreateMemStorage (0 ) ;
168 Appendix A • Image Segmentation Algorithm
cvFindContours ( pasteMask , s torage , (CvSeq ∗∗)&contour ,
s izeof (CvContour ) , CV RETR CCOMP, CV CHAIN APPROX SIMPLE
) ;
CvContour ∗ l a r g e s t = contour ;
double maxArea = 0 ;
for ( ; contour != NULL; contour = (CvContour ∗) contour−>
h next )
{
double area = fabs ( cvContourArea ( contour ) ) ;
i f ( area > 750 )
{
cvDrawContours ( pasteMask ,
(CvSeq ∗) contour ,
CV RGB(255 ,255 ,255) ,
CV RGB(255 ,255 ,255) ,
−1, CV FILLED, 8 ) ;
}
else
{
cvDrawContours ( pasteMask ,
(CvSeq ∗) contour ,
CV RGB(0 , 0 , 0 ) ,
CV RGB(0 , 0 , 0 ) ,
−1, CV FILLED, 8 ) ;
}
}
contour = NULL;
cvMorphologyEx ( pasteMask , pasteMask , &temp , NULL,
CV MOP CLOSE, 2 ) ;
cvThreshold ( pasteMask , maskarray , 100 , 255 ,
CV THRESH BINARY INV) ;
cvFindContours ( maskarray , s torage , (CvSeq ∗∗)&contour ,
s izeof (CvContour ) , CV RETR EXTERNAL,
CV CHAIN APPROX SIMPLE ) ;
for ( ; contour != NULL; contour = (CvContour ∗) contour−>
h next )
{
double area = fabs ( cvContourArea ( contour ) ) ;
double l ength = cvArcLength ( contour ) ;
CvRect r ec = cvBoundingRect ( contour ) ;
double recArea = rec . width∗ r e c . he ight ;
double formFactor = area / recArea ;
i f ( ( area < 3000 && formFactor < 0 . 55 ) | | ( area < 1000)
| | ( formFactor < . 60 && area < 5000) )
{
cvDrawContours ( maskarray ,
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(CvSeq ∗) contour ,
CV RGB(0 , 0 , 0 ) ,
CV RGB(0 , 0 , 0 ) ,
−1, CV FILLED, 8 ) ;
}
else
{
cvDrawContours ( maskarray ,
(CvSeq ∗) contour ,
CV RGB(255 ,255 ,255) ,
CV RGB(255 ,255 ,255) ,
−1, CV FILLED, 8 ) ;
}
}
cvMorphologyEx ( maskarray , pasteMask , &temp , NULL,
CV MOP CLOSE, 1 ) ;
s td : : copy ( pasteMask−>data . ptr , pasteMask−>data . ptr+numvals ,
&(∗charmask ) [ 0 ] ) ;
cvReleaseData ( maskarray ) ;
cvReleaseMat(&maskarray ) ;
cvReleaseData ( pasteMask ) ;
cvReleaseMat(&pasteMask ) ;
cvReleaseMemStorage(&s to rage ) ;
cvReleaseStructur ingElement (&structureElement ) ;
double aggCount = 0 ;
double crackCount = 0 ;
double damageCount = 0 ;
std : : va larray<s i z e t > variableCrackCount ( s i z e t (0 ) , 40) ;
s td : : va larray<s i z e t > variableDamageCount ( s i z e t (0 ) , 40) ;
// t e s t i n g var ious p o s s i b l e crack grey l e v e l s
for ( s i z e t i = 0 ; i < numvals ; i++)
{
(∗ charmasknocracks ) [ i ] = 0 ;
i f ( (∗ charmask ) [ i ] && data [ i ] < crackGreyThreshold )
{
damageCount++ ;
aggCount++ ;
(∗ charmask ) [ i ] = 160 ;
(∗ charmasknocracks ) [ i ] = 255 ;
}
else i f ( (∗ charmask ) [ i ] )
aggCount++ ;
}
CvMat ∗ crackmask = cvCreateMatHeader ( rows , co l s , CV 8UC1) ;
charmaskphase . push back (new std : : va larray<quint8 >((∗
charmasknocracks ) ) ) ;
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cvSetData ( crackmask , ( quint8 ∗)&(∗charmaskphase . back ( ) ) [ 0 ] ,
c o l s ) ;
cvMorphologyEx ( crackmask , crackmask , &temp , NULL,
CV MOP OPEN, 1 ) ;
std : : copy ( crackmask−>data . ptr , crackmask−>data . ptr+numvals ,
&(∗charmasknocracks ) [ 0 ] ) ;
for ( s i z e t i = 0 ; i < numvals ; i++)
{
i f ( (∗ charmasknocracks ) [ i ] )
{
crackCount++ ;
(∗ charmask ) [ i ] = 80 ;
}
}
// crack grey l e v e l s
for ( s i z e t t = std : : max( crackGreyThreshold −20, 0) ; t < std
: : max( crackGreyThreshold −20, 0)+40 ; t++)
{
for ( s i z e t i = 0 ; i < numvals ; i++)
{
(∗ charmasknocracks ) [ i ] = 0 ;
i f ( (∗ charmask ) [ i ] && data [ i ] < t )
{
(∗ charmasknocracks ) [ i ] = 255 ;
variableCrackCount [ t − std : : max( crackGreyThreshold −20,
0)]++ ;
}
}
CvMat ∗ crackmaskvar = cvCreateMatHeader ( rows , co l s ,
CV 8UC1) ;
charmaskphase . push back (new std : : va larray<quint8 >((∗
charmasknocracks ) ) ) ;
cvSetData ( crackmaskvar , ( quint8 ∗)&(∗charmaskphase . back ( ) )
[ 0 ] , c o l s ) ;
cvMorphologyEx ( crackmaskvar , crackmaskvar , &temp , NULL,
CV MOP OPEN, 1 ) ;
s td : : copy ( crackmaskvar−>data . ptr , crackmaskvar−>data . ptr+
numvals , &(∗charmasknocracks ) [ 0 ] ) ;
for ( s i z e t i = 0 ; i < numvals ; i++)
{
i f ( (∗ charmasknocracks ) [ i ] )
variableDamageCount [ t−std : : max( crackGreyThreshold −20,
0)]++ ;
}
cvReleaseData ( crackmaskvar ) ;
cvReleaseMat(&crackmaskvar ) ;
}
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cvReleaseMat(&crackmask ) ;
r e s u l t s . aggregateCount = aggCount ;
for ( s i z e t i = 0 ; i < variableDamageCount . s i z e ( ) ; i++)
r e s u l t s . damageCount . push back ( variableDamageCount [ i ] ) ;
for ( s i z e t i = 0 ; i < variableCrackCount . s i z e ( ) ; i++)
r e s u l t s . gelCount . push back ( variableCrackCount [ i ] ) ;
p ixelCount . push back ( r e s u l t s ) ;
s td : : cout << damageCount<< ” ”<< crackCount << ” ” <<
aggCount << std : : endl ;
int idx = 0 ;
for ( s i z e t i = 0 ; i < rows ; i++)
{
for ( s i z e t j = 0 ; j < c o l s ; j++)
{
image . s e tP i x e l ( j , i , ( quint8 ) (∗ charmask ) [ idx ] ) ;
idx++ ;
}
}
QString name( ”” ) ;
name += f i l ename ;
name += QString ( ”MODE. png” ) ;
QImageWriter wr i t e r (name , ”png” ) ;
w r i t e r . s e tQua l i ty (0 ) ; //means h i g h e s t compression
wr i t e r . wr i t e ( image ) ;
for ( s i z e t i = 0 ; i < charmaskphase . s i z e ( ) ; i++)
delete charmaskphase [ i ] ;
delete charmask ;
delete charmasknocracks ;
cvReleaseStructur ingElement (&structureElement ) ;
}
void PrintHistogram ( ) const
{
int f = 0 ;
quint8 cur rent = sortedData [ 0 ] ;
for ( s i z e t i = 0 ; i < numvals ; i++)
{
while ( i < numvals && sortedData [ i ] == current )
{
f++ ;
i++ ;
}
std : : cout << ( int ) cur rent << ” ” << f << std : : endl ;
f= 0 ;
i f ( i < numvals )
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cur rent = sortedData [ i ] ;
}
}
} ;
void c r a ckD i s t r i bu t i on ( QString source , int th r e sho ld )
{
QImage image ( source ) ;
QImage mask( source+”mode . png” ) ;
int rows = image . he ight ( ) ;
int c o l s = image . width ( ) ;
int numvals = c o l s ∗ rows ;
std : : va larray<quint8> data ( numvals ) ;
for ( s i z e t i = 0 ; i < rows ; i++)
{
for ( s i z e t j = 0 ; j < c o l s ; j++)
{
data [ i ∗ c o l s+j ] = (qGray ( image . p i x e l ( j , i ) ) <= thre sho ld &&
qGray (mask . p i x e l ( j , i ) ) > 0) ;
}
}
CvMat cracks ;
cvInitMatHeader(&cracks , rows , co l s , CV 8UC1 , &data [ 0 ] ) ;
s i z e t to t = cvSum(&cracks ) . va l [ 0 ] ;
s td : : cout << to t << std : : endl ;
while ( to t > 0)
{
cvErode ( &cracks , &cracks , NULL, 1) ;
to t = cvSum(&cracks ) . va l [ 0 ] ;
s td : : cout << to t << std : : endl ;
}
}
int main ( int argc , char ∗argv [ ] ) {
QApplication app ( argc , argv ) ;
bool pr intHistogram = fa l se ;
bool doAnalys i s = true ;
bool printCumulat iveFreqs = fa l se ;
bool c r a c kd i s t r i b u t i o n = fa l se ;
bool se toutput = fa l se ;
int crackGreyThreshold = 50 ;
std : : vector<std : : pa ir<int , int> > th r e sho ld s ;
s td : : s t r i n g out f i l ename ( ”/Users / l i o n e l s o f i a /Desktop/
p i x e l c oun t . txt ” ) ;
QString source ;
int th r e sho ld = 80 ;
// number o f t e s t e d grey t h r e s h o l d s f o r the cracks
int greys = 40 ;
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for ( s i z e t i = 1 ; i < argc ; i++)
{
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−help ” ) )
{
std : : cout << ” usage : ” << std : : endl ;
s td : : cout << ”−−histogram pr in t g l oba l
histogram ” << std : : endl ;
s td : : cout << ”−−no−ana l y s i s do not perform
ana l y s i s ” << std : : endl ;
s td : : cout << ”−−cumulative−f r e qu en c i e s p r i n t cumulat ive
f r e q s f o r g e l and aggs ” << std : : endl ;
s td : : cout << ”−−crack−d i s t r i b u t i o n < f i l e . bmp> <thresho ld>
pr in t crack d i s t r i b u t i o n ” << std : : endl ;
s td : : cout << ”−−th r e sho ld <down> <up> s e t a th r e sho ld ”
<< std : : endl ;
s td : : cout << ”−−crack−th r e sho ld <up> s e t crack grey
th r e sho ld ” << std : : endl ;
s td : : cout << ”−−o u t f i l e <r e s u l t s . txt> s e t s the output
f i l e ” << std : : endl ;
return 0 ;
}
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−histogram ” ) )
pr intHistogram = true ;
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−no−ana l y s i s ” ) )
doAnalys i s = fa l se ;
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−cumulative−
f r e qu en c i e s ” ) )
pr intCumulat iveFreqs = true ;
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−crack−d i s t r i b u t i o n
” ) )
{
source = argv [ i +1] ;
th r e sho ld = a t o i ( argv [ i +2]) ;
c r a ckD i s t r i bu t i on ( source , th r e sho ld ) ;
return 0 ;
}
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−crack−th r e sho ld ” ) )
{
crackGreyThreshold = a t o i ( argv [ i +1]) ;
i++ ;
}
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−th r e sho ld ” ) )
{
th r e sho ld s . push back ( std : : make pair ( a t o i ( argv [ i +1]) , a t o i (
argv [ i +2]) ) ) ;
i+=2 ;
}
i f ( std : : s t r i n g ( argv [ i ] ) == std : : s t r i n g ( ”−−o u t f i l e ” ) )
{
out f i l ename = std : : s t r i n g ( argv [ i +1]) ;
s e toutput = true ;
i++ ;
}
}
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QString dirname = QFileDia log : : g e tEx i s t i ngD i r e c t o ry (0 , ”Open
Direc to ry ” , ” . ” , QFi leDia log : : ShowDirsOnly | QFileDia log : :
DontResolveSymlinks ) ;
QDir d i r e c t o r y ( dirname ) ;
QStr ingLi s t f i l t e r s ;
f i l t e r s << ” ∗ .BMP” << ” ∗ .bmp” ;
d i r e c t o r y . se tNameFi l te r s ( f i l t e r s ) ;
QStr ingLi s t f i l e s = d i r e c t o r y . en t ryL i s t (QDir : : F i l e s | QDir : :
NoDotAndDotDot | QDir : : Readable ) ;
s td : : vector<SegmentationData > pixelCount ;
std : : vector<double> averageDamage ( greys ) ;
s td : : vector<double> averageReact ion ( greys ) ;
s td : : vector<double> averageTota l ( greys ) ;
s td : : va larray<s i z e t > histogram ( ( s i z e t ) 0 , ( s i z e t ) 256) ;
i f ( pr intHistogram )
{
for ( QStr ingLi s t : : c o n s t i t e r a t o r c o n s t I t e r a t o r = f i l e s .
constBegin ( ) ;
c o n s t I t e r a t o r != f i l e s . constEnd ( ) ;
++con s t I t e r a t o r )
{
QString absoluteFi leName ( dirname + ”/”+ ∗ c on s t I t e r a t o r )
;
s td : : cout << absoluteFi leName . toLoca l8Bi t ( ) . constData ( )
<< std : : endl ;
BMPFile f i l e ( absoluteFi leName ) ;
histogram +=f i l e . getHistogram ( ) ;
}
for ( s i z e t i = 0 ; i < 256 ; i++)
{
std : : cout << histogram [ i ] << std : : endl ;
}
}
i f ( pr intCumulat iveFreqs )
{
for ( QStr ingLi s t : : c o n s t i t e r a t o r c o n s t I t e r a t o r = f i l e s .
constBegin ( ) ;
c o n s t I t e r a t o r != f i l e s . constEnd ( ) ;
++con s t I t e r a t o r )
{
QString absoluteFi leName ( dirname + ”/”+ ∗ c on s t I t e r a t o r ) ;
QString f i leName ( dirname + ”/”+ ∗ c on s t I t e r a t o r + ”MODE.
png” ) ;
s td : : cout << absoluteFi leName . toLoca l8Bi t ( ) . constData ( ) <<
std : : endl ;
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BMPFile f i l e ( absoluteFi leName ) ;
f i l e . f i l te rLargeDamage ( f i leName ) ;
}
}
bool haveF i l e s = fa l se ;
i f ( doAnalys i s )
{
std : : o f s tream o u t f i l e ( out f i l ename . c s t r ( ) ) ;
s td : : map<double , SegmentationData> sortedData ;
// i n t f i l e c o u n t = 0 ;
for ( QStr ingLi s t : : c o n s t i t e r a t o r c o n s t I t e r a t o r = f i l e s .
constBegin ( ) ;
c o n s t I t e r a t o r != f i l e s . constEnd ( ) ;
++con s t I t e r a t o r )
{
haveF i l e s=true ;
QString absoluteFi leName ( dirname + ”/”+ ∗ c on s t I t e r a t o r )
;
s td : : cout << absoluteFi leName . toLoca l8Bi t ( ) . constData ( )
<< std : : endl ;
BMPFile f i l e ( absoluteFi leName ) ;
i f ( th r e sho ld s . empty ( ) )
return 0 ;
f i l e . writePng ( absoluteFileName , . 9995 , pixelCount ,
thre sho lds , crackGreyThreshold ) ;
// the f i r s t va lue i s the agg rega t e count
double vtot = pixelCount . rbeg in ( )−>aggregateCount ;
double numFiles = f i l e s . s i z e ( ) ;
o u t f i l e << c on s t I t e r a t o r−>toLoca l8Bi t ( ) . constData ( ) << ”
\ t ” << pixelCount . rbeg in ( )−>aggregateCount << std : :
endl ;
o u t f i l e << ”Damage\ t ” ;
// those are the va l u e s a f t e r eros ion = g e l
for ( s i z e t i = 0 ; i < pixelCount . rbeg in ( )−>damageCount .
s i z e ( ) ; i++)
{
o u t f i l e << ”\ t ”<<pixelCount . rbeg in ( )−>damageCount [ i ] ;
i f ( vtot )
{
double r e a c t i on = (double ) pixelCount . rbeg in ( )−>
damageCount [ i ] / vtot ;
sortedData [ r e a c t i on ] = ∗pixelCount . rbeg in ( ) ;
averageReact ion [ i ] += rea c t i on /numFiles ;
}
}
o u t f i l e << std : : endl ;
o u t f i l e << ” Reaction \ t ” ;
// those are the va l u e s b e f o r e eros ion = g e l+ cracks
for ( s i z e t i = 0 ; i < pixelCount . rbeg in ( )−>gelCount .
s i z e ( ) ; i++)
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{
o u t f i l e << ”\ t ”<< pixelCount . rbeg in ( )−>gelCount [ i ] ;
i f ( vtot )
{
averageTota l [ i ] += ( (double ) pixelCount . rbeg in ( )−>
gelCount [ i ] / vtot ) /numFiles ;
}
}
for ( s i z e t i = 0 ; i < averageDamage . s i z e ( ) ; i++)
{
i f ( vtot )
{
// so the cracks are the t o t a l−g e l
averageDamage [ i ] = ( averageTota l [ i ]− averageReact ion [
i ] ) ;
}
}
o u t f i l e << std : : endl ;
}
i f ( ! haveF i l e s )
{
std : : cout << ”no f i l e s ! ” << std : : endl ;
return 0 ;
}
o u t f i l e << ” niveau de g r i s ” << std : : endl ;
o u t f i l e << std : : endl ;
i f ( ! sortedData . empty ( ) )
{
for ( int i = 0 ; i < sortedData . begin ( )−>second . th r e sho ld .
s i z e ( ) ; i++)
o u t f i l e << sortedData . begin ( )−>second . th r e sho ld [ i ] . f i r s t
<< ”\ t ” << sortedData . begin ( )−>second . th r e sho ld [ i ] .
second << std : : endl ;
}
o u t f i l e << ” t o t a l \ t part cracked \ t part g e l ” << std : : endl
;
o u t f i l e << std : : endl ;
for ( s i z e t i = 0 ; i < averageDamage . s i z e ( ) ; i++)
{
o u t f i l e << averageTota l [ i ] << ”\ t ”<< averageDamage [ i ] << ”
\ t ”<< averageReact ion [ i ] << ”\ t ” << std : : endl ;
}
o u t f i l e << ” t o t a l (90<%) \ t part cracked (90\%) \ t part g e l
(90\%)” << std : : endl ;
o u t f i l e << std : : endl ;
s i z e t f i v ePe r c en t = sortedData . s i z e ( ) /20 ;
double count = 0 ;
std : : vector<double> averageDamage90 ( greys ) ;
s td : : vector<double> averageReact ion90 ( greys ) ;
s td : : vector<double> averageTotal90 ( greys ) ;
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std : : vector<SegmentationData> sor tedValues ;
for ( std : : map<double , SegmentationData > : : i t e r a t o r i =
sortedData . begin ( ) ; i != sortedData . end ( ) ;++ i )
{
sor tedValues . push back ( i−>second ) ;
count++ ;
}
for ( std : : vector<SegmentationData > : : i t e r a t o r i = sortedValues
. begin ( )+f i v ePe r c en t ; i != sortedValues . end ( )−
f i v ePe r c en t ;++ i )
{
// the f i r s t va lue i s the agg rega t e count
double vtot = i−>aggregateCount ;
// those are the va l u e s a f t e r eros ion = g e l
for ( s i z e t j = 0 ; j < i−>damageCount . s i z e ( ) ; j++)
{
i f ( vtot )
{
double r e a c t i on = (double ) i−>damageCount [ j ] / vtot ;
averageReact ion90 [ j ] += rea c t i on / count ;
}
}
// those are the va l u e s b e f o r e eros ion = g e l+ cracks
for ( s i z e t j = 0 ; j < i−>gelCount . s i z e ( ) ; j++)
{
i f ( vtot )
{
averageTotal90 [ j ] += (double ) i−>gelCount [ j ] / vtot / count
;
}
}
for ( s i z e t j = 0 ; j < averageDamage . s i z e ( ) ; j++)
{
i f ( vtot )
{
// so the cracks are the t o t a l−g e l
averageDamage90 [ j ] = ( averageTotal90 [ j ]−
averageReact ion90 [ j ] ) ;
}
}
}
for ( s i z e t i = 0 ; i < averageDamage . s i z e ( ) ; i++)
{
o u t f i l e << averageTotal90 [ i ] << ”\ t ”<< averageDamage90 [ i ]
<< ”\ t ”<< averageReact ion90 [ i ] << ”\ t ” << std : : endl ;
}
o u t f i l e . c l o s e ( ) ;
}
return 0 ;
}
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APPENDIX B
Numerical Implementation of the Galerkin Method using a
Virtual Machine
B.1 Overview
The code should be a representation of the analytical method. It should
therefore define the same entities, and be expressed in a way that is close.
Ideally, it should not introduce new limitations. The entities used to express
the Galerkin method are:
1. Functions
2. Differential operators
3. An integral operator
4. A linear system of equations (implicitly, a way to solve it)
Automated meshing for integrated experiments (amie) provides objects
representing all those entities, it has a Function object, which is completely
generic. It has a collection of differential operators, such as Gradient, the
usual∇, Differential, ddx , etc. It has a quadrature defined for the operators
applied to the functions. It also provides assemblers and solvers to treat the
system of equation.
Formally, a function is a map from Rn 7→ R. It therefore takes n
arguments, the values of x, y, z, etc. and uses them to compute a new value,
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which it return. This is the conventional definition of functions also in the
field of computer science. However, the mathematical functions we wish
to emulate have an additional property: they are differentiable. A further
design constraint is that although the bases we consider are finite, there is
an uncountable infinity of possible bases, thus it is not possible to have a
library of predefined functions if we want to keep the generality of the code1.
The Function class has been designed to be used in conjunction with
another class, a virtual machine. The virtual machine is not explicit in the
Galerkin description, but the Galerkin description implies that the function
can be evaluated. The task of evaluating the function is devolved here to
the virtual machine.
The function can be considered as a series of instruction to be applied
sequentially to the arguments, with a memory of previous states, called a
stack. The atomic operations to be applied are abstracted as Tokens which
each define an operation on the stack. For example, the add operation
consists in taking the two last values on the stack and replacing them with a
single new value, the sum of the two original.
All the operations can be uniquely identified by their name, so it becomes
possible to form a function only from a series of words or symbols, read from
a string.
Function f ( ”x 1 −” ) ; // f ( x ) = 1−x
Function g ( ”x s i n ” ) ; // g ( x ) = s in ( x )
Function p = f ∗g ; // p ( x ) = (1−x )∗ s in ( x )
Listing 2: Functions from a string.
The functions defined are also part of a space, so operators on the
functions must be defined, so the function object has the same mathematical
properties as the analytical functions used in the Galerkin method.
The expression of functions as a series of atomic operations on a stack
makes it very easy to further implement operators between the functions:
for example, the operator × is the result of a single stack operation taking
the two last values on the stack. The set of instructions from a first function
will yield a single value at the bottom of the stack. If the instructions from a
second function are appended, a second value is added to the stack. Further
appending the × stack operation yields a function which is the product of
the two original functions. The same principle is valid for any operator which
can be used to combine functions.
1This is not just an exercise of style, allowing arbitrary bases to be defined in the
framework is a prerequisite for a clean implementation of the xfem.
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Performance of such function object is easy to evaluate: the time taken to
evaluate a function from the series of operations which define it, is essentially
equal to the function call overhead multiplied by the number of atomic
instruction,. Thus, it is desirable to optimise the number of tokens used in a
function which will be called a lot. This is done using a simple compiler which
identified repeated sets of instructions and replaces them by a single set and
memory call-backs. The compiler also knows to simplify such operations as
“add 0”. a further optimisation consists in replacing series of tokens frequently
occurring by single tokens. For example “multiply x by a value and add
another” is a common occurrence in the basis functions. It is therefore
efficient to perform this operation with a single token.
A Virtual Machine is responsible for taking a function, defined from
a series of instruction and returning the value of the function from the
argument. The core of the virtual machine here simply reads the tokens from
the function in order, and uses them to compute the resulting value.
B.2 Integro-differential Operators
The virtual machine defines the integro-differential operations as special
modes of evaluation of Functions. for example, given a quadrature and a
function, the integral of a function can be computed (List. 3).
double VirtualMachine : : i e v a l ( const Function &f ,
const GaussPointArray &gp )
{
double r e t = 0 ;
for ( s i z e t i = 0 ; i < gp . gaussPo ints . s i z e ( ) ; i++)
r e t += eva l ( f , gp . gaussPo ints [ i ] . f i r s t )
∗ gp . gaussPo ints [ i ] . second ;
return r e t ;
}
Listing 3: Numerical integral of a function from a quadrature scheme.
In a similar way, given a finite difference scheme, the derivative of a
function can be similarly defined as a mode of evaluation of the virtual
machine. More generally, all differential operators can be interpreted as a
special kind of evaluation of a function, and therefore, additional operators
can be added to the virtual machine as required. It is not possible to define
an abstract syntax of the operators as for the functions, because the operators
are typically continuous transformations of spaces, and the computer is a
fundamentally discrete machine.
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The finite difference schemes for most common differential operators are
already implemented in amie. Notably, ∇, ∇·, ∇TA∇ and simple differentials
are implemented, which covers most of the usual linear partial differential
equations of the first and second order. The derivation is done using a
centred difference scheme. This scheme was chosen because it is stabler than
high-order schemes and offers quadratic convergence.
The integration is done using quadrature schemes. However, exact
quadrature schemes do not exist for all functions and some numerical error
can occur. The quadrature is discussed in Sec. C.3.2 on page 193.
B.3 Compilation
The overhead due to the code being executed in a virtual machine is
linear to the number of tokens. The compiler reduces the number of tokens
in two passes. The first pass is tokenisation, which is the transformation of
an expression in a set of atomic stack operations. The tokens are arranged in
such a way that they can be read and the corresponding operations executed
in sequence. This method is called static single assignment (ssa) [114, 115].
In the second pass, the compiler recursively searches for sub-expressions
repeated more than twice. Each repeated sub-expression is transformed
into a single sub-function, and the result is read instead of recomputed at
each point where this expression previously occurred. This method is called
common sub-expression elimination (cse) [116]. In a final step, common
series of operations, such as x+ 1 are vectorised: they are transformed into
single tokens which perform all operations at once (Fig. B.1).
Benchmarks run on code compiled this way show that if functions are re-
duced to a single token, the overhead is negligible compared to C++ compiled
code. In general, the virtual machine is not a performance bottleneck, if the
code it executes has been compiled and optimised to remove redundancies.
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APPENDIX C
Implementation and Tests of Various Enrichments
In this appendix are presented some commonly used enrichment schemes
which were implemented using Automated meshing for integrated experiments
(amie). In a second part, an adaptive quadrature generation method is
presented.
C.1 LEFM Cracks
Linear elastic fracture mechanics cracks are the reason why the extended
finite element modeling (xfem) was first developed. Meshes, and mesh
dependence makes it difficult to find good crack paths. Further, cracks
induce sharp discontinuities in the solution space. Along their path, but also
at the tip, where linear elastic fracture mechanics predicts a singular stress
field. They pose difficult numerical problems, in terms of their geometrical
representation, to obtain satisfactory quadratures at the crack tips, and the
fact that near the tip, two different enrichments must be combined.
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Figure C.1: Propagating crack in a simple setup with a single hard inclusion. The
inclusion to matrix Young modulus ratio is 4.
The enrichment functions used for the discontinuity along the crack path
are simply Heaviside distributions. The linear interpolation functions are Ni,
and the Heaviside function is defined as:
H(x) =
{
0 if x is “above” the crack
1 otherwise (C.1)
The enrichment at a node p is therefore:
hi(x) = (H(x)−H(p))Ni (C.2)
At the crack tip, four different functions need to be used: {√r sin( θ2),√
r cos( θ2),
√
r sin( θ2) sin(θ),
√
r cos( θ2) sin(θ)}. Those are the first four ele-
ments for the Fourrier development of the linear elastic fracture mechanics
solution for the displacement field at the crack tip. The enrichment functions
are therefore
h0i (x) =
(√
r(x) sin
(
θ(x)
2
)
−√r(p) sin ( θ(p)2 ))Ni
h1i (x) =
(√
r(x) cos
(
θ(x)
2
)
−√r(p) cos ( θ(p)2 ))Ni
h2i (x) =
(√
r(x) sin
(
θ(x)
2
)
sin (θ(x))−√r(p) sin ( θ(p)2 ) sin (θ(p)))Ni
h3i (x) =
(√
r(x) cos
(
θ(x)
2
)
sin (θ(x))−√r(p) cos ( θ(p)2 ) sin (θ(p)))Ni
Although xfem cracks are very good models for single cracks, some
caveats must be noted. In cases were the cracking density is important,
crack paths will intersect and cracks will merge. Ad hoc heuristics can be
implemented to that effect, but it is difficult to have an energetically and
numerically satisfying model for merging cracks. The enrichment functions
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have to be applied to a zone around the crack tip, and it is not clear what
the code should do in the event that this zone crosses another crack.
The shape functions used for the crack tips cause the finite element
matrices to have very bad condition numbers, and therefore significantly
affect the convergence of problems where cracks are present. The initiation
of cracks is difficult, and a transition from a damage state to an enriched
state should be defined. In the case of problems where the cracking is dense,
mesh independence is hard to ensure: crack density is capped by the element
fineness in practise.
A further difficulty comes from the simultaneous growth of multiple
cracks. A criterion for growth must be determined which takes into account
the various cracks simultaneously growing. A heuristic which is frequently
used assumes that crack growth is stable and that the total crack increment
is fixed. The growth of each individual crack is tested by computing the
J-integral around the crack tip, and the crack growth increment is divided
equally amongst the cracks. A benchmark setup was used to verify the
accuracy of our implementation (Fig. C.2).
Figure C.2: Propagating cracks. This numerical experiment highlights the interaction
between cracks, as well as concurrent crack propagation.
C.1.1 Sliding Interfaces
Sliding interfaces are discontinuities in the displacement field only in the
direction of the interface. With a friction coefficient, they are a good model
for a closed crack.
The transition from sliding interface to opening crack is however discon-
tinuous. This makes this problem very non-linear and also a good benchmark
for non-linear solver stability. We have implemented a closing crack using
the penalty method: if an element is in compression along the normal of the
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crack, this induces a virtual force which prevents the penetration of a part
of the element in the other.
(a) (b) (c)
Figure C.3: Sliding interface simulation. The enrichment is a hard discontinuity
projected normally to the crack path. Closing behaviour is hard to reproduce because it
is highly non-linear.
The implementation showed that this enrichment could successfully model
closing cracks and validated the non-linear solver1. Although for the simula-
tion of alkali-silica reaction (asr) xfem was finally not used to model the
damage, this implementation highlights the flexibility of the framework, and
provides a validation for the non-linear solver.
C.2 Conclusion
The implementation and test of various enrichments has also been pre-
sented in this appendix as examples of the possibilities offered by the frame-
work. For the simulation of asr, only the soft discontinuity was used. The
other enrichment types (cracks, sliding interfaces) were used as benchmarks
as they are more demanding in terms of robustness.
C.3 Conforming Quadrature Generation
A crucial aspect of the xfem is the quadrature. Because the basis
function are not polynomials, there is no a priori quadrature such as the
1This behaviour is higly non-linear and discontinuous for small displacements. This
makes the problem badly conditioned and convergence can only be obtained with a robust
solver.
C.3 • Conforming Quadrature Generation 189
Gauß or Gauß-Lobato quadratures which can be used which will yield an
exact solution. The introduction of singular shape functions further affects
the convergence of the quadrature.
Although methods have been proposed with excellent convergence at the
tip, they are limited to certain element types. Introducing such quadrature
schemes as a special case for those elements types is therefore not a satisfyingly
generic solution. A more general solution consists in the implementation of
an automatic quadrature generator with refinement.
In many problems, features can overlap. For example, a crack can cross
the boundary of an inclusion. In such cases, any number of enrichments might
overlap in a single element. The quadrature must take all geometries into
account, because Gauß points cannot lie on the boundaries of enrichments,
which are typically the loci of discontinuities.
In Amie, the geometries of the enrichment features are sampled as for the
main mesh, and the discretisation points are used to generate a submesh in
the element where the quadrature is being computed. This approach ensures
that the quadrature is conforming to the geometry considered and is general:
any geometrical primitive defined in the geometry helper library can be used
in this way.
This approach produces a conforming mesh of the geometry described by
the enrichments.
C.3.1 Adaptive Refinement Algorithm
Although a conforming quadrature is generally produced, it might not
be of a sufficiently high order to capture the shape functions. Thus an
adaptive strategy is implemented which increases the quadrature order, using
a so-called h-p approach.
In the first step, the conforming geometry is refined using a quad-tree-
approach: the elements are subdivided at each iteration, yielding a mesh of
characteristic size one half of that at the preceding step. Once the convergence
is stable, which is defined as two successive steps have lowering the relative
error, the final convergence is obtained by varying the quadrature order of
each of the sub-elements.
The criterion used to check the convergence is the convergence of the
integral of the enrichment function which has the highest gradient. A more
exact method would involve computing the elementary matrix at each step
of the refinement and checking the convergence. However, this approach
would be prohibitively expensive.
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Figure C.4: Steps in the generation of a quadrature. A conforming mesh is generated
as a function of the geometrical base of the enrichments. This mesh is refined using an
adaptive quad-tree algorithm. The Gauß points are kept, and the sub-mesh discarded.
Although xfem is a very flexible method, which allows partial mesh
independence, it is not without drawbacks. The convergence rate of the
solver is affected by the greater condition number induced by the elementary
matrices of enriched elements.
This effect on the condition number is due to the fact that the extended
basis is not orthogonal. The expected convergence is therefore O(nfrac12)
instead of O(n) which is the expected convergence rate for the conjugate
gradient algorithm. Fig. C.5 illustrates this effect when comparing two
identical setups, one with a meshed inclusion and one with an enriched
inclusion.
Figure C.5: Difference in convergence rates between enriched and conforming cases.
The convergence rate of the enriched case is half that of the conforming.
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Table C.1: Number of Gauß points used in a Monte-Carlo integration scheme versus
the number of iterations to convergence.
# of GP Infinity norm Iterations Convergence
16 4.491 68× 107 44 108 No
32 3.356 50× 107 44 108 No
34 4.030 39× 107 39 164 Yes
36 4.191 39× 107 29 856 Yes
40 4.126 30× 107 31 675 Yes
48 3.534 43× 107 28 584 Yes
56 3.864 30× 107 24 400 Yes
64 3.816 27× 107 18 369 Yes
92 4.021 56× 107 14 025 Yes
128 4.012 38× 107 14 833 Yes
256 3.752 90× 107 13 273 Yes
512 3.844 02× 107 8891 Yes
1024 3.863 58× 107 8600 Yes
The matrix condition number κ is the predominant factor in determining
the time needed for a conjugate gradient iteration. The bounds of the error
as a function of the condition number are [117]:
||ei||A ≤ 2
(√
κ− 1√
κ+ 1
)i
||e0|| (C.3)
To test the link between the condition and the error of the quadrature,
we have created a setup where a crack lies very near the boundary of an
element, such that the matrix would be ill-conditioned even if the integration
be exact.
Further, as no exact quadrature scheme exists in general for the enrich-
ment used in the study2, a criterion had to be determined to quantify the
error introduced. This criterion was used as a test to decide if the refinement
of the quadrature in the enriched elements was sufficient. A readily available
number is the number of iterations to convergence. A conjugate gradient
descent is expected to converge to a specified error in a number of iterations
proportional to the condition number of the matrix.
The Monte-Carlo integration scheme3 has an expected convergence of
O(n 12 ). We assumed this relation to be verified for the amount of points
2There exists no general quadrature for mixed power/harmonic functions.
3In the Monte-Carlo quadrature, points are randomly placed and equally weighted.
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used in this experiment and could plot the number of iterations as a function
of the relative quadrature error (Fig. C.6). This figure shows that if the
Gauß points are not correlated to the position of the enrichment-generating
feature, a very large number is required. Further, it shows that the number
of iterations to convergence can be used as a measure of the error as they
are strongly correlated.
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Figure C.6: Number of iterations to convergence as a function of quadrature error.
The convergence of the number of iterations required in a setup could
then be used as a a proof that the integration step was sufficiently precise.
Using this criterion, it was possible to optimise the refinement algorithm
to balance the cost, which depends linearly on the number of Gauß points
used and the precision, which could be measured as the number of iterations
required to converge.
C.3.2 Comparison with High-order Regular Quadrature
An alternative to the generation of conforming quadratures is to produce
a fine regular grid of Gauß points and integrate on them. This method is
easily implemented and is said to offer good results. However, it suffers from
some drawbacks: if the source for the enrichment has a boundary very close
to the element boundary, there might not be integration points on both sides.
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Further, although this is unlikely, a Gauß point might lie very close
to a singularity. For these reasons, in the case of numerous enrichments,
automatically generated, such a quadrature might be unsafe to use, as it can
lead to singular matrices. Indeed, although the error is proportional to the
area of the sub-elements, it is also bounded by the largest error in any of
them. In the case of singular enrichments, this error is unbounded.
(a) Adaptive refinement (b) Homogenous quadrature
Figure C.7: Crack paths obtained with two quadrature methods: adaptive and
homogeneous. The homogeneous quadrature is not conforming and yields higher strains
than the adaptive. Therefore it tends to overestimate the curvature of crack paths.
To compare the two quadrature methods, a simple symmetric setup
with two cracks and two pores under traction was set up. The crack paths
computed from both methods were compared. It was observed that the
regular grid quadrature yielded excessive crack curvature. This result was
expected as there is an inherent bias in the sampling method which causes
the crack to tend to pass element boundaries. This confirmed the need for
an integrated approach which also provides geometry routines.
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APPENDIX D
Mesher Benchmarks
In this appendix are shown some examples of the meshes which the
integrated mesher of Automated meshing for integrated experiments (amie)
can produce. These meshes have been produced with no user intervention
other than the specification of the geometry, or rules for the generation
of geometry. The tests were used to stress-test the mesher and verify its
stability1.
D.1 Concrete Microstructure
Mortar and concrete microstructure generation and meshing are central
to this thesis. Some ultra-dense microstructures were generated and meshed.
On Fig. D.1 the input microstructure and resulting mesh are displayed at
various zoom levels. Such a microstructure contains more aggregates than
present in typical mix designs.
1Due to the multi-scale nature of the geometries considered, the mesher is susceptible
to numerical rounding errors.
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Figure D.1: Mesh of a mortar-like microstructure. The input geometry is shown
in greys at various levels of zoom, in black and white, the corresponding mesh. The
very dense mesh obtained here shows the mesher is robust with respect to numerical
instability.
In three dimensions the limiting factor becomes the available memory,
and it is not possible to fully represent the microstructure of mortar samples.
However very close approximations can be obtained with amie’s mesher.
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Figure D.2: The element density of a 3D mesh is apparent in the figure: each point
is an element, there are approximately six million elements in this mesh. The color
represents stress intensity. This microstructure is filled with 96000 inclusions, for a filling
ratio of 57%.
The real filling in terms of volume of the aggregates is approximately 65%
for mortars. The mesher could mesh microstructures with a filling factor of
up to 57%. The limitation was not the mesher but the available memory.
D.2 Bone-Like Structure
Highly porous structures are delicate to mesh, because small errors in
the representation of the geometry may yield dramatic effects because the
solid skeleton of the sample might not be connected anymore.
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Figure D.3: Mesh of a bone-like microstructure. The high proportion of holes in
this mesh makes it very sensitive to errors in the geometrical conformance of the mesh.
The display of the strain values shows that there is no error in the mesh: no dangling is
apparent.
Despite many pores located close to each other the mesher did not produce
significant errors on the meshing: all solid connections were correctly meshed.
The pores are also meshed and the elements kept for the fast search routines.
They are marked “void” however and are therefore not assembled.
D.3 Mic Microstructure Meshing
µic is a cement hydration modelling platform which outputs very complex
microstructure composed of many overlapping spheres [118]. Due to the very
important range between the largest and smallest sphere (almost four orders
of magnitude) such geometries pose significant challenges to meshers. The
Fig. D.4 shows that the integrated mesher from amie performs rather well
and offers significant improvement over regular meshing approaches.
For this test, only the outer shells of solid material were used to form
the negative of a pore network which was meshed. A diffusive behaviour was
then attributed to the elements. Two setups were used. In the first, a regular
tetrahedral mesh was produced and the elements which centre did not lie in
a solid particle were kept. In the second setup, the spheres representing the
particles were discretised explicitly in amie and meshed. The intersections of
all spheres were computed explicitly which produced additional points to be
entered in the mesh. All elements were then attributed transport properties.
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Figure D.4: Comparison of regular and conforming meshes. The conforming mesh
(left) displays a much higher level of detail than the regular mesh (right). This has
significant impact on simulations of diffusion through the pore network (transitory phase
shown here).
This kind of geometry tends to stress the limits of meshers as the interme-
diate steps of the meshing involve the formation of near-degenerate elements.
This problem was solved by imposing a minimum distance between nodes
inserted in the mesh, effectively introducing a resolution limit, which is how-
ever much better than the resolution of the regular mesh. Another working
method to avoid inserting overly close points is not to insert supplementary
points at the intersections of the spheres.
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APPENDIX E
Damage Benchmarks
In this appendix are presented some model problems which were used to
test the damage model implementation.
E.1 Hard inclusion
Analytical models are limited when the phase contrast is too high. In
such a setup, a crack in the soft phase will branch at a distance from the
hard phase interface.
A setup with a single centred inclusion, 1000 times stiffer than the matrix
was tested. The loading was pure vertical strain imposed on the boundaries
(Fig. E.1).
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Figure E.1: Setup and crack pattern observed with the tension test with a hard
inclusion and a phase contrast of 1000. The central (as opposed to the expected axial)
symmetry observed is due to a slight numerical imprecision, ultimately caused by the
boundary conditions.
On Fig. E.1 the cracks initiate at a distance from the inclusion and branch
laterally. The crack paths are not axisymmetric. This comes from the the fact
that to prevent rigid body motion, at least one node had to be fixed in both
directions, making the problem numerically slightly asymmetrical. However
the expected features are well present: the rounded v-shape initiating at
a distance from the inclusion, the lateral branching of the cracks, and the
deflection near the top and bottom boundaries (See [119, 120, 121] for various
aspects of such a problem).
The branching is an essential property of damage models, as opposed to
embedded discontinuity models, and this advantage is retained here: although
the elements are ordered and damaged one at a time, branching still occurs.
E.2 • Composite problems 203
E.2 Composite problems
E.2.1 Study of the influence of the material model of the ITZ
The interface transition zone (itz) between aggregates and paste in
concrete is known to be the source of the softening observed in this material
[122]. The itz is caused by the arrangement of cement grains around
aggregates, which induces a gradient of porosity from the aggregate surface
to the paste, the so-called “wall effect”. In numerical simulations, this zone
is usually modelled as a homogeneous region with different properties to
the bulk. However, the gradient can also be explicitly modelled. In either
case, the zone is very thin: approximately 20 µm [123, 124]. Numerical
experiments on the effect of such fine details are usually difficult to conduct.
The simulations presented here serve to highlight the damage model’s ability
to cope with fine details in composite microstructures, and the results are not
expected to match reality otherwise than in qualitative terms. Simulations
were run with quadratic Lagrangian elements.
A displacement-controlled pure-tension test was performed on 4 × 16
simulated mortar bars with two material models for interface transition
zones: a single averaged material and a zone with a gradient of mechanical
properties. The particle size distribution of the aggregates is not realistic: it
is extremely reduced compared to real mortar bars. Also, the itzs are larger
than in reality.
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(a) Smooth itz (b) Detail
(c) Homogeneous itz (d) Detail
Figure E.2: State of the specimens after failure. The delamination in the case with
the smooth itz is more marked (a). Despite the brittle behaviour of the individual
elements, the damage does not localise in a single-element-thick band in either case but
is rather spread out. Detailed views of the von Mises stress distribution in the smooth
and averaged cases are shown. The fine details of the stress distribution are responsible
for the localisation of failure. Such fine details would be lost when using smoothened
fields.
The smooth gradient of properties in the itz led to a localised progressive
delamination of the aggregates, which increased the compliance of the samples,
and yielded an apparent macroscopic softening behaviour. Conversely, if the
mechanical property of the itz is homogeneous, the delamination happens
brutally at the onset of total failure. In the smooth model, the softening
happens over three displacement steps, whereas in the homogeneous model,
a single step of softening is observed.
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(a) Stress-strain curve (b) Uniaxial stiffness
Figure E.3: Stress-strain curve of the specimen under tension (a), apparent modulus
during test (b). These simulations were run to test the influence of the itz model on the
failure behaviour of the specimen, but were not meant to be an accurate representation
of real mortar samples, as only the largest aggregates are represented.
The critical stress for the sample with the smooth itz is higher than for
the homogeneous model. This is because the critical stress for the sample
depends on the maximum local stress level. In the smooth case, there are
less points whith sharp phase contrast, and thus less potential points for the
initiation of the sample failure.
The stress fields obtained are compared in Fig. E.2. As can be expected,
the stress field varies more smoothly when the mechanical properties of the
itz are not constant. But also, the average strain within the aggregate is
smaller in the case of the smooth itz. This is because although the average
mechanical properties are almost the same in both setups, the strains are
more distributed in the smooth itz: the part of the itz which is immediately
surrounding the aggregate can take a much larger amount of strain.
Fig. E.2 shows the different fracture paths of the two samples after failure.
The main crack network is much more extensive in the smooth case, which
also exhibits delamination of the aggregates. The delamination in Fig. E.2c
is made more visible due to the fact that the whole damaged elements are
displayed white, and should not be interpreted as the desolidarisation of all
aggregates from the paste.
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(a) Experiment (b) Simulation
Figure E.4: Crack pattern resulting from the failure in tension of a concrete sample
on a single side of the main crack, from Baillion [125] (a). The experimentally observed
degraded zone is approximately two centimetres thick, which is much closer to the results
from the smooth model (one centimetre wide box shown for scale (b)). Various features
of the experiment are well reproduced by the model: secondary cracks, delamination
and the extent of the damaged zone. The itz in the model is larger than the real one,
and is the source of more cracking.
The comparison of the width of the failure zone with results from the
literature (Fig. E.4) shows good agreement in the observed extent of the
damage around the main crack (around 2 cm on average) with the smooth
model [125], despite the reduced particle size distribution. The presence of
lateral secondary cracks running parallel to the main crack is also reproduced.
Damage computed from smoothed fields cannot capture the effect of
the property gradient, especially if the radius for the smoothing is larger
than the typical size of the itz. Thus an algorithm which can test for the
effect of the model chosen for the itz is required to perform the numerical
experiments presented above. Because the points of failure are numerous in
a given sample, it is also possible to limit the radius of investigation of the
algorithm.
The global component of the smoothed equivalent stress/strain fields used
in usual global methods is quite large to ensure mesh independence. It is in
any case larger than the typical itz size by at least two orders of magnitude,
and thus those algorithms are unsuitable for such an investigation.
The model used for the itz uses the formalism of a functionally graded
material. The computation of the fracture criterion using the original stress
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and strain fields can be performed at enough sampling points within the
elements so that the effect of varying mechanical properties within an element
can be correctly captured.
The propagation of xfem cracks in such materials is still a research
topic. Notably because the propagation criteria are typically based on Rice’s
J-integral, which is path dependent in those materials. However, the correct
initiation of cracks would require the computation of a failure criterion at all
potential locations for the initiation, and comparing among those locations
which is the most likely candidate. The algorithm presented in this chapter
could serve that purpose.
E.2.2 Degradation due to External Sulphate Attack-Like Pro-
cesses
To highlight the ability of the described algorithm to cope with externally
imposed changes in material properties, we did some simulations of external
sulphate attack. External sulphate attack is a durability issue for concretes
used in aggressive environment, such as the cover of sewage pipes. It is
characterised by the progressive change of the phase makeup in the cement
paste behind a reaction front, and swelling of the paste in that zone. These
simulations are meant as demonstrations of the damage modelling in large
setups, not as exact or physically relevant simulations.
From a mechanical point of view, this process can be modelled in two
different ways: the degradation process can be assumed to weaken the paste,
in that the critical load at which it fails becomes lower, or it can be assumed to
change the mode of fracture of the paste, making it more ductile for example.
Both mechanisms are described by Santanam and colleagues [126, 127].
(a) Attack weakens paste
(b) Attack changes failure mode of paste
Figure E.5: Failure mode of samples subject to external sulphate attack. The attack
effect is studied under two hypotheses, that the attack weakens the cement paste, but
does not change the failure mode (a), and that the attack changes the failure mode but
does not affect strength (b).
208 Appendix E • Damage Benchmarks
Depending on the model chosen, the failure mode of samples will differ:
if the criterion is weakened, the attacked zone of the material fails leaving
the core intact, whereas if the external swelling layer becomes more ductile,
the healthy core of the sample will fail (Fig. E.5). Both mechanisms have
been observed in laboratory and field samples, indicating different processes
might be occurring, depending on the kinetics of the reaction. Indeed, the
mechanisms behind external sulphate attack are still the object of controversy.
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