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ABSTRACT
Motifs are a powerful tool for analyzing physiological waveform
data. Standard motif methods, however, ignore important contex-
tual information (e.g., what the patient was doing at the time the
data were collected). We hypothesize that these additional contex-
tual data could increase the utility of motifs. us, we propose an
extension to motifs, contextual motifs, that incorporates context.
Recognizing that, oentimes, context may be unobserved or un-
available, we focus on methods to jointly infer motifs and context.
Applied to both simulated and real physiological data, our proposed
approach improves upon existing motif methods in terms of the
discriminative utility of the discovered motifs. In particular, we
discovered contextual motifs in continuous glucose monitor (CGM)
data collected from patients with type 1 diabetes. Compared to
their contextless counterparts, these contextual motifs led to beer
predictions of hypo- and hyperglycemic events. Our results sug-
gest that even when inferred, context is useful in both a long- and
short-term prediction horizon when processing and interpreting
physiological waveform data.
1 INTRODUCTION
In a single day, a continuous glucose monitor can passively collect
over 200 times the amount of data one would normally collect
using standard blood glucose measurement practices (e.g., manual
measurement). Such wearable health monitors have led to the rapid
accumulation of large amounts of rich longitudinal health data in
the form of time series [25]. Still, in terms of utility, these data have
yet to reach their full potential. is is in part do to the fact that
we oen have an incomplete understanding of the physiological
system(s) generating these data. Reasoning about these systems
is a central goal of the analysis of physiological time-series data.
An increased understanding of these systems could lead to beer
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data-driven predictions and, in turn, beer health outcomes. To
this end, researchers have sought ecient methods to analyze and
represent these time-series data.
Motifs, subsequences that occur in or across signals more oen
than average, are a popular and useful abstraction for representing
and analyzing sequential data [35, 36]. Motifs are short subse-
quences or paerns that commonly occur within or across signals.
For example, we might discover a motif representing a rapid heart-
beat within an electrocardiogram (ECG) dataset. By representing
an ECG signal by whether or not it contains this particular motif,
we could learn an association between a rapid heartbeat and a pa-
tient’s cardiac health (e.g.; a rapid heartbeat may be indicative of
poor health).
Motifs exhibit several properties that make them an appealing
approach for analyzing large physiological datasets, including their
broad applicability across a wide range of data types, their resilience
to noise, and their inherent interpretability [2, 5, 9, 22, 35].
Despite their useful properties, Van Esbroeck et al. recently
showed that, as a feature representation for discriminative algo-
rithms, motifs performed worse than other representation learning
schemes [37]. We hypothesize that a key reason for this suboptimal
performance is that standard motifs ignore the context under which
they are generated. Standard motif methods assume that the system
which generates the signal, and thus the meaning of the motifs,
does not change over the observation period. is assumption is
not always reasonable in physiological data.
For example, suppose that the ECG data mentioned earlier were
collected under a range of normal living conditions. e ability of
the heart rate to vary to accommodate external stressors, called
heart rate variability, indicates good cardiac health [14]. Rapid
heartbeats would then be an indicator of good health within the
context of physical activity, and an indicator of poor health outside
that context.
Another, particularly relevant, example can be found in glucose
data (i.e., blood sugar levels). In this domain, motifs may represent
spikes in blood glucose levels. When interpreting these spikes, it
is important to understand the broader context of the signal. Oc-
casional, isolated spikes may be expected as the result of glycemic
challenges (such as meals). In contrast, repeated spikes in a tempo-
rally localized region could indicate poor glycemic control, a risk
factor for long-term health outcomes [12, 23]. us, it is not always
reasonable to assume that the interpretation of a motif remains
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constant throughout the signal, especially in physiological data
collected under varying conditions.
We address these issues by augmenting motifs with context.
Here, we dene context as external phenomena aecting the signal,
e.g., physical activity in ECG, or meals in glucose data. We present a
framework, for understanding physiological time series, that incor-
porates time-varying context. By adding context, we hypothesize
that we can more accurately model the relationship between the
signal and outcomes of interest. Importantly, context can be either
observed or unobserved. In our blood glucose example, if patients’
meals were never recorded, the context would be unobserved. In
this common seing, accounting for context is more challenging.
In light of these challenges, we:
(1) propose a general motif framework that accounts for con-
text, contextual motifs, and
(2) introduce contextualmotif discovery alongwith techniques
to jointly infer context and motifs in a signal when context
is unobserved.
One could discover contextual motifs using a two-stage approach
in which context and motifs are inferred independently. However,
we hypothesize that a joint inference approach will lead to richer
motifs, as it allows contextual information to improve motif discov-
ery while simultaneously using motifs to improve context discovery.
Applied to both simulated and real physiological data, our pro-
posed approach improves upon existing motif methods in terms
of the discriminative utility of the discovered motifs. We observe
a consistent 11-12 percentage point improvement in the area un-
der the ROC curve (AUC) using contextual motifs compared to a
contextless baseline, across a range of seings in simulated data.
Additionally, applied to a Continuous Glucose Monitoring (CGM)
dataset of patients with type 1 diabetes (T1D), our proposed contex-
tual motif discovery techniques led to a 4 and 7.2 point improvement
in the AUC when predicting long-term hypo- and hyperglycemic
events respectively, compared with a contextless motif discovery
method. We demonstrate that our method is capturing a physiologi-
cally relevant context for glucose data, demonstrating the potential
of joint motif-context inference. ese results suggest that, even
when context is unobserved, contextual motifs could lead to a bet-
ter understanding of the physiological system and, therefore, more
accurate predictions.
2 BACKGROUND AND PROBLEM
STATEMENT
Motifs have been applied across many dierent elds, including:
genetic analysis, activity monitoring, and clinical event prediction
[18, 20, 41]. For an in-depth review of motifs and their applications,
we refer the reader to the survey paper by Mueen [22]. Here, we
limit our discussion to prior work that directly relates to our pro-
posed approach. We introduce vocabulary for discussing dierent
motif discovery approaches. In particular, we dierentiate between
data-derived and data-generating motifs. en, we present our
proposed framework, contextual motifs, and discuss related work.
2.1 Motifs
2.1.1 History, Definitions, and Notation. e study of motifs
originated in the eld of genetics [26]. Lin et al. ported the idea
of motifs to time-series analysis [15]. While there exist several
dierent denitions of time-series motifs, here, we focus on support
motifs [22, 35]. Support motifs are the subsequences that are most
frequently expressed throughout a dataset [22]. ese types of mo-
tifs are best suited to capturing inter- and intra-sequence similarity,
and are widely used as a result [6, 10, 13, 18, 20, 27].
Before going further, we provide some notation and denitions
to make our discussion more precise. We dene a signal as an
ordered observation sequence of the form x = (x1,x2, . . . ,xT ),
whereT is the signal length. Signals can be any form of ordered data,
but here we focus on data ordered by time, also called time series.
A subsequence of a signal is a contiguous subset of observations
xt,k = [xt ,xt+1, . . . ,xt+k−1], here the subsequence has length k .
We call the process that generates the signal the system. Our goal in
time-series analysis is to increase our understanding of the system
using the observed signal. Some subsequences help us achieve this
goal, whereas others do not. Subsequences that occur more oen
(i.e., have support) are less likely to be the result of noise, and thus
are more likely to reect structure in the system. is motivates
the study of frequently occurring subsequences, or motifs.
Previous work has investigated how to increase the discrimi-
native power of motifs. Motifs that are maximally discriminative
across classes are known as shapelets [40]. Shapelets extend motifs
by using a measure of their predictive power during the discov-
ery step. Other work has sought to discover more discriminative
paerns by directly using label information [7, 29]. Our work also
extends motif discovery to beer predict outcomes. However, we
approach this problem in a unsupervised manner. I.e., we focus on
learning a richer representation of the signal, leading to the discov-
ery of more informative motifs without using labels. Our approach
is complementary to previously proposed supervised methods.
2.1.2 Data-Derived vs. Data-Generating Motifs. Data-derived
and data-generating motifs are the two most common frameworks
in the motif literature. Data-derived motifs are subsequences that
are derived from the signal. Data-generating motifs are latent vari-
ables that generate the signal. See Table 1 for a summary of data-
derived versus data-generating motifs.
Data-derived motifs are discovered using a measure of subse-
quence quality q. A motif mt is a subsequence
mt = xt,k : q(xt,k ) > n
for some quality threshold n. With support motifs, the quality
measure q indicates the number of approximate occurrences of
the subsequence in a dataset. Looking for exactly repeated subse-
quences is limiting, because noise can perturb even well conserved
subsequences. us, the vast majority of motif discovery proce-
dures aempt to nd approximate motifs.
Data-generatingmotifs are discovered using a generativemodel
to encode assumptions about how the data were created. ese
motifs are dened as an ordered sequence of distributions
mz = [θz,1,θz,2, . . . ,θz,k ] : θz,i ∈ Θ for i = 1, . . . ,k
where elements of Θ parameterize the distribution generating the
signal and z is the motif label. Note that under this denition, a
motif is not parameterized by the values occurring in the signal,
but instead by a sequence of distributions.
Table 1: Summary of Data-Derived vs. Data-Generating Mo-
tifs. Both are important types of motifs, and we consider
both in developing contextual motifs.
Discovery Advantages Baseline
Data-Derived search eciency MDLats [18]
Data-Generating inference quality MMM [2]
e primary dierence between these motif types is the method
by which they are discovered. Data-derived motif discovery meth-
ods focus on search. In contrast, data-generating motif discovery
methods emphasize inference. Both approaches are useful to con-
sider. ough data-derived motifs are easier to discover and thus
more common in the literature [6, 15, 18, 22, 33], data-generating
motifs (also called latent motifs), are typically higher quality [10, 31].
One can naturally extend discovering data-generating motifs to dis-
covering deformable motifs, motifs that have similar structure but
vary in duration. is can be particularly relevant in the analysis
of physiological data [31].
2.1.3 Discovering Motifs - Baseline Methods. We consider two
motif discovery algorithms as baselines. e rst is a data-derived
motif discovery algorithm, MDLats. Presented by Liu et al. [18],
MDLats combines many of the methodological improvements de-
veloped in recent literature into an ecient and eective method
of discovering support motifs in physiological signals [6, 8, 18].
We will show how MDLats can be applied in a contextual motif
framework to further improve discriminative performance.
e second baseline we consider, based on a data-generating
motif discovery algorithm proposed by Bailey et al., is a motif
mixture model (MMM) [2]. eir method is designed for categorical
genomic data, and thus ts a mixture of categorical distributions.
As we are working with real-valued physiological time series, we
instead use a Gaussian mixture model. We assume each portion of
a signal is generated by a set of distributions called a motif. For one
signal, x, the generative model is given below:
(1) For i = 0, . . . ,K :
(a) Draw motif label zi ∼ Cat(γ ), where γ is the motif
mixing parameter
(b) For k = 0, . . . , lm − 1:
(i) Draw observation:
xi(lm )+k ∼ N(θzi ,µk ,θzi ,σ 2k )
Where K is the signal length divided by the
motif length, and θzi parameterizes the K com-
ponent distributions for the motif mzi
us to generate a signal, one draws a categorical motif label z
from a categorical distribution parameterized byγ . is motif oper-
ates over some period of time called the motif window with length
lm . Observations from the signal are then distributed according to
the motif-dependent parameters θz .
According to this denition, even noisy, poorly conserved sub-
sequences are technically motifs. us, it is common to include a
background motif, assumed to be poorly conserved, to account for
such subsequences. Here, inferring γ and θz for each motif mz is
identical to inference with a Gaussian mixture model. Each mixture
component, representing a motif, is an lm-dimensional Gaussian
with a diagonal covariance matrix.
2.2 Contextual Motifs- A Novel Extension
We extend past work on motifs to incorporate context. We repre-
sent context as a categorical variable ct ∈ C that, at time point t ,
takes a discrete value ct ∈ {1, . . . ,nc }, where nc is the number of
distinct contexts. Contextual motifs are then well conserved pat-
terns of contextualized data, representing a motif and the context
under which it occurs. Contextual motif discovery is the task of
discovering these contextual motifs. Discovery can also be viewed
as the process of discovering motifs occurring within similar con-
texts. is distinction can be important when contexts vary from
signal to signal. Without taking context into account, our measure
of motif quality q may mistake infrequent contexts with infrequent
motifs within a context. For example, a certain quantity of food con-
sumption may always present a distinctive blood glucose paern in
individuals with poor glycemic control. If some glucose signals con-
tained large meals, and others did not, contextless motif discovery
could fail to recognize this paern. When context is observed, as a
context signal xC , discovering contextual motifs is trivial. One can
simply apply an existing motif discovery algorithm to each chunk
of data occurring under a particular context. Contextual motifs in
this simple seing would be tuples (mt , ci ).
A more interesting, and perhaps more common, seing is the
one in which context is unobserved or unavailable. In the next sec-
tion, we focus on methods for discovering contextual motifs in this
latent seing. We present methods that extend both data-derived
and data-generating motifs to contextual motifs. When extend-
ing data-derived motifs, we infer context in a two-stage approach.
While such an approach could also apply to data-generating motifs,
we sought a joint inference approach, in which context and motifs
inform one another. Data-generating motifs can be extended us-
ing either a two-stage approach or by jointly inferring motifs and
context. To perform this joint inference, we propose a generative
model based on a subclass of dynamic Bayesian networks [24].
Despite the vast literature studying motifs, and motif discovery
methods, there is relatively limited work on considering abstrac-
tions based on motifs. Still, we discuss the related work in this area
and how it diers from what we propose.
Van Esbroeck et al. considered representing physiological signals
using a bag of motifs (a common approach in motif discovery)
[38]. But, the authors built upon this representation using a topic
modeling approach. In their approach, each topic is associated with
a distribution over motifs and each signal is then a distribution over
topics. ese topics are then used as an abstraction to represent the
signal. While the idea of a topic is conceptually similar to context,
their method diers from our proposed method in two ways. First,
we jointly infer contexts and motifs, whereas they assume that
motifs are rst discovered and then topics are inferred. Second,
the bag-of-motifs approach assumes a static representation of the
signal. In contrast, our approach leverages the temporal contiguity
of contexts to allow for exible variation in motif representations
both within and across signals.
In other domains, where the order in which motifs occur is
important (e.g., genetics) researchers have considered leveraging
this temporal ordering to discover beer motif representations.
In particular, Lin et al. proposed a method based on hierarchical
HMMs in which the presence/absence of motifs in one part of a
signal aects the presence/absence of motifs in neighboring parts
[17]. Again, this is conceptually similar to context, since context
can be viewed as a type of inter-motif structure. However, like the
method described above, Lin et al.’s method also requires a separate
motif discovery step. Our approach combines the discovery steps,
enabling joint motif-context discovery.
Finally, others have looked at non-motif based approaches to
learning abstractions based on time-series data. For example, Saria
et al. examined the joint discovery of generating functions and
temporal topics in NICU data [32]. ey also used a hierarchical
model to represent structure at dierent temporal levels. However,
they assumed the use of base autoregressive generating functions.
We instead use motifs as our primitive of choice, for the reasons
described above.
3 METHODS
In this section, we propose approaches for discovering contextual
motifs when context is unobserved (i.e., latent). In this seing, we
begin with a straightforward extension of data-derived motifs to
contextual motifs using a two-stage approach. en, we move on to
the more interesting seing, in which we show how to extend data-
generating motifs to contextual motifs. In particular, we present a
method to jointly discover motifs and context.
3.1 Two-Stage Discovery with Data-Derived
Contextual Motifs
By adopting a two-stage approach, we can adapt any existing motif
discovery method (data-generating or data-derived) to discover
contextual motifs. We can use any context discovery algorithm
appropriate to our problem to derive the context signal xC , fol-
lowed by the application of a motif discovery algorithm within
each context. We note that the motif and context discovery steps
in the two-stage approach can be performed in either order.
In our domain of interest, predicting outcomes from blood glu-
cose, two plausible context discovery approaches include:
(1) Expert-Driven Context: Using domain knowledge we can
hand-engineer features indicative of certain contexts. For
example, large spikes in blood glucose levels typically occur
only aer meals [1, 21]. Using this knowledge, we created
an expert rule,
ct = b(
∑k
i=1 xt−(i−1) − xt−i
k
)
where b is a hand-dened mapping from R→ C . Figure 1
illustrates the process of context discovery.
(2) Data-Driven Context: Using an unsupervised method, an
HMM, we infer transient structure in the data. e hidden
states then are used as context.
Alternatively, motifs can be used to derive context. If we observe
the motif labels m, found via an initial motif discovery step, then
we can cluster empirical frequencies within the context windows
to derive the contextual motif distribution parameter γ and use
maximum likelihood estimation to nd c. is is similar to the
Figure 1: When expert/domain knowledge is available, we
can discover context using hand-engineered rules. e rule
illustrated here assigns a ‘meal’ context to a window (high-
lighted in green) around a sharp increase in blood sugar.
motif topic context introduced by [38], except under this approach
context varies over the course of the signal.
While straightforward and exible, this two-stage approach
misses an opportunity to learn richer motifs based on context
and vice versa. In the activity monitoring literature it has been
noted that motifs are useful for deriving context[20], and as we will
demonstrate with our two-stage discovery experiments, context
aids motif discovery. is observation inspired our proposed joint
inference approach, presented in the next section.
3.2 Joint Discovery with Data-Generating
Contextual Motifs
While data-generating motif discovery techniques carry additional
computational cost, the increased model exibility allows for the
joint discovery of motifs and context. To achieve this, we modify
the data-generating MMM (introduced in Section 2.1.3) to include
a context variable. In our proposed contextual motif mixture model
(CMMM), each context ci denes a distribution over the set of pos-
sible motifs (Figure 2). is denition of context is motivated by
previous work done in topic models, where the relative frequen-
cies of primitives (originally, words) gives insight into higher level
structure in the data [4]. e CMMM generative model is as follows:
(1) For i = 0, . . . , |x |lc , where lc is the context window length:
(a) Pick context ci ∼ Cat(α ), where α is the context
mixing parameter
(b) For j = 0, . . . , lclm :
(i) Choose motif label zj ∼ Cat(γci ), where γci is
the motif mixing parameter for context ci
(ii) For k = 0, . . . , lm − 1:
(A) Draw observation:
xlc i+lm j+k ∼ N(θzj ,µk ,θ2zj ,σk )
Generating data using this model begins by picking a categorical
context ci that holds for some window in time. If one assumes
that context changes slowly relative to the rate of data sampling,
context windows may be large. Contexts are selected according
to a categorical distribution parameterized by a context mixing
parameter α .
e selection of a context decides the motif frequency param-
eter γci , and from this point the model behaves identically to the
MMM discussed in Section 2.1.3. is model can be viewed as a
hierarchical HMM with a feed-forward context layer. Our notion
of context is a temporally contiguous extension of the topics used
Figure 2: Proposed generative model for the contextual mo-
tif generative process. Each context parameterizes a dier-
ent distribution of motif frequencies.
in the motif topic model of Van Esbroeck et al. [38]. In contrast
to their approach, we allow the motif distribution parameter, γ ,
to vary over time according to a categorical context variable. We
explicitly model motif mixing distributions for each context, but
hold the motif parameters constant across all contexts. is allows
for the identication of similar contexts across a population.
Using this model, one can infer the specic contexts under which
each motif occurs at the same time one infers the motifs, allowing
for the de novo discovery of contextual motifs.
Discovering the contextual motif representation of a signal re-
quires inferring the motif labels z = [zj0 , zj1 , . . . , zj |x|/lm ] and con-
text labels c = [ci0 , ci1 , . . . , ci |x|/lc ]. is is a mixture of mixture
models, and thus exact inference on it is intractable. Note that com-
puting the posterior of the latent variables and parameters requires
computing:
p(c, z,α ,γ ,θ , x)∫
α p(α )
∑
c p(c|α )
∫
γ p(γ )
∑
z p(z|γ , c)
∫
θ p(θ )p(x|θ , z)
To perform approximate inference on this model, we use a sam-
pling approach, as is routine with data-generating motif systems
[17, 34, 35]. Our sampling method was implemented using the
probabilistic programming python module PyMC3 [30]. We sample
on the graphical model proposed in Figure 2. We use dierent
sampling methods on the various types of variables in the model to
optimize sampling speed and per-sample improvement. We sample
the categorical variables c and z using aMetropolized Gibbs sampler
with a uniform proposal distribution [19]. e motif and context
mixing parameters, α and γ , are assumed to have Dirichlet priors
to allow for collapsed sampling. ey are sampled using Metropolis-
Hastings with a Gaussian proposal distribution. Finally, we sample
the motif distribution parameter θ using a No-U-Turn Sampler with
dual averaging [11]. is sampler uses gradient information to
intelligently guide the sampling steps, and features an adaptive
stepsize. ese sampling schemes use the default parameters in
PyMC3.
To avoid label switching problems when sampling, we use a
series of potentials that enforce an ordering on the dimensions
of the variable α . We also enforce that values of α are above a
threshold dependent on nc , to ensure multiple contexts are used.
We draw 2000 samples from the model, where each step iterates
over all variables, and derive values using the nal 1000.
Figure 3: One day of blood glucose in the CGM dataset. Each
of the 40 patients has between 21-48 days of data.
4 EXPERIMENTS AND RESULTS
To measure the utility of contextual motifs, we compare their dis-
criminative performance to that of contextless motifs across several
classication tasks. We also measure the utility of the joint context-
motif inference approach compared to a two-stage approach. In
the sections that follow, we begin by describing the data used for
these experiments and our evaluation procedure. We then present a
series of experiments using both data-derived and data-generating
motif frameworks on real and simulated physiological data.
4.1 Dataset and Prediction Tasks
4.1.1 CGM Data. Our physiological dataset consists of CGM
sessions collected from 40 T1D patients at approximately 3-month
intervals over the course of 3 years. e length of each session varies
from 3-6 dayswith glucosemeasured every 5minutes. Patients were
blinded to their CGM monitor during this time. ese monitors, by
measuring glucose concentrations in interstitial uid, accurately
infer blood glucose levels between 40-400 mg/dL. e collection
and study of these data was approved by a UM Medical School IRB
panel.
Due to calibration and sensor errors, the sessions contain periods
of missing data. In total, the dataset contains approximately 51.6k
hours of glucose data, and is missing around 4.5k hours. To handle
these missing data, we use linear interpolation. is is sensible
for small chunks of missing data, as glucose data are locally linear.
However, we exclude days with contiguous missing periods longer
than thirty minutes. Aer removing days with excessive missing
data, 32.4k hours of data occurring across 1,352 days remain. Each
of the 40 patients contributes between 21 and 48 days to this total.
4.1.2 EvaluationMetric. Tomeasure the utility of the discovered
contextual motifs relative to motifs, we represent each day’s worth
of data by the number of times each (contextual) motif appears in the
signal that day, and use this representation in a supervised learning
task. I.e., we transform each signal into a feature vector representing
motif counts. Given the xed length feature representation, any
number of machine learning techniques can be used to learn a
mapping from the feature vector to the label.
Figure 4: Outline of evaluation process. Data are split, us-
ing a patient aware scheme, into train-test splits 100 times.
Within each split, the training data are used Formodel selec-
tion. e nal classier is then applied to the test data and
the AUC is calculated. We report average AUC across all test
sets.
We consider two dierent supervised learning tasks related to
T1D: hypoglycemia (low blood sugar) and hyperglycemia (high
blood sugar). Hypoglycemic events are caused by an over admin-
istration of insulin, a mismatch in insulin delivery and food ab-
sorption, or increased physical activity. ey can result in un-
consciousness, seizures, irregular heartbeat, and even death [42].
Hyperglycemic events are caused by overconsumption of carbo-
hydrates or an under administration of insulin. In the short term,
severe hyperglycemic events can result in coma or can lead to life
threatening diabetic ketoacidosis. In the long term, chronic hyper-
glycemia increases risk for heart disease, nerve damage, kidney
damage, and early death [3].
We selected these two tasks for their clinical relevance, but also
since they dier substantially in terms of the underlying patho-
physiology. Learning a representation that works well across both
tasks is more challenging, but ultimately, the goal of this work.
We investigate performing these tasks over both short- and long-
term prediction horizons. For the long-term horizon, we use one day
of data to predict whether or not a hypo- or hyperglycemic event
will occur in the next day. Due to the large number of hyperglycemic
events that occur in our data, we modied the prediction task
to predict the occurrence of two or more hyperglycemic events.
is task measures our ability to represent a patient’s long-term
physiological state, giving us a measure of their level of glucose
Table 2: Predictive utility of contextual data-derived motifs.
Across both short- and long-term prediction horizons we ob-
serve an increase in AUC when including expert- and data-
driven contextual information, though the data-driven con-
text is more informative. Bold values indicate the best in
prediction class.
Prediction Task Method AUC (std)
Context Hypo Hyper
Long-Term
None 0.535 (0.022) 0.527 (0.020)
Expert-Driven 0.552 (0.023) 0.534 (0.020)
Data-Driven 0.607 (0.023) 0.567 (0.022)
Short-Term
None 0.568 (0.017) 0.572 (0.007)
Expert-Driven 0.586 (0.013) 0.585 (0.009)
Data-Driven 0.595 (0.013) 0.606 (0.009)
control, and is very challenging to do using only one day of data. For
the short-term horizon, we use one day of data to predict if a hypo-
or hyperglycemic event will occur in the next 40 minutes. is task
was chosen to emphasize the immediate state of the patient, and is
clinically motivated by the ability of such short-term prediction to
aid closed loop glucose control using an articial pancreas [39].
We do not focus on the choice of supervised learning algorithm,
as our contribution lies in the feature representation method. For
consistency, we use a pipeline constructed using sklearn [28] that
tunes hyperparameters and ts a regularized logistic regression
classier using patient-aware stratication for cross-validation and
train-test splits. An outline of our evaluation process is given in
Figure 4. We report results in term of average AUC across test sets.
4.2 Experiments on Real Data
We begin with the results of our experiments on the CGM dataset.
We examine the utility of our data-derived contextual motifs, fol-
lowed by an evaluation of the proposed data-generating contextual
motifs.
4.2.1 Data-Derived Motifs. Our rst set of experiments explores
the utility of two-stage inference for data-derived motifs. Using
the physiological data described in Section 4.1, we use the baseline
data-derived motif discovery method, MDLats, to discover motifs
using three dierent approaches to context:
• None: this represents the baseline motif discovery ap-
proach without context, described in Section 2.1.3 (i.e., MD-
Lats). To faithfully reimplement MDLats, we discretized
our data using the SAX representation technique [16].
• Expert-Driven: using two-stage inference to add context
dened according to the domain rule discussed in Section
3.1. is rule is based on the clinically validated measure
of glycemic variability, MAGE [1],
• Data-Driven: using two-stage inference to add context
dened as the hidden state sequence in an HMM.
We use the learned motif representations to predict both hypo- and
hyperglycemic events in the short and long term, using the pipeline
discussed in 4.1.2.
Table 3: Predictive utility of contextual data-generating mo-
tifs. We note two main trends in these results. First, the
short-term task is much easier than the long-term task
when using data-generating motifs. Second, CMMM consis-
tently outperforms MMM.
Method AUC (std)
Task Model Hypo Hyper
Long-Term MMM 0.517 (0.023) 0.588 (0.026)CMMM 0.539 (0.026) 0.595 (0.025)
Short-Term MMM 0.811 (0.011) 0.841 (0.007)CMMM 0.814 (0.010) 0.845 (0.007)
e results are presented in Table 2. e results of the baseline
approach are poor (i.e., near random). Applied to the long-term task,
the contextless baseline achieves an AUC=0.535 and AUC=0.527
for the tasks of predicting hypo- and hyperglycemic events respec-
tively. But this level of predictive performance is not uncommon
for such dicult tasks. Encouragingly, if we focus on the dier-
ences in performance, incorporating data-driven context leads to a
signicant increase in performance across both tasks (AUC=0.607
and AUC=0.567). ese dierences are statistically signicant at
α = 0.01, as determined by a two-sided paired t test. For the short-
term task performance is still poor. We hypothesize that this is
because we do not discover many motifs that occur right before
the prediction window. Upon inspection, only 18% of our samples
have a motif occurring in the 40 minutes prior to prediction. In a
follow-up experiment we tested our data-driven contextual motif
model on only those samples with a motif in the last 40 minutes,
and achieved AUCs of 0.723 and 0.843 for hypo- and hyperglycemic
prediction respectively. is demonstrates that for the short-term
task, recent information is critical.
4.2.2 Data-Generating Motifs. In our second set of experiments,
we shi to data-generating motifs to test our joint inference ap-
proach. is allows us to measure the value of contextual motifs
in a dierent seing (i.e., data-generating vs. data-derived). We
compare MMM (presented in Section 2.1.3) against our proposed
CMMM on the glucose dataset.
Discovery of data-generating motifs is more computationally in-
tensive than discovering data-derived motifs. As such, we perform
motif discovery on a randomly chosen subset of the data (40 days
worth). Aer ing our models, we apply maximum likelihood
estimation to the remainder of the data to nd motifs and context
across all data, so as to leverage all training data. In a follow up ex-
periment, we used an optimized GMM package [28] and the entire
dataset. We did not, however, observe a signicant improvement in
predictive performance, suggesting that this subsampling has lile
eect on performance for this particular task.
Based on a grid search over plausible values given our domain,
we set the number of dierent motifs discovered to 20, the length of
motifs lm = 8 (representing 40 minutes of glucose data), the length
of each context window lc = 72, and the number of contexts to 2.
We kept this seing constant across methods, and used the same
evaluation metrics, namely AUC, as we did in Section 4.2.1.
Table 4: Using motifs and context derived by the CMMM
for predicting long- and short-term events. We observe best
performance using (motif), though (motif, context) consis-
tently outperforms (motif, noise).
Method AUC (std)
Task Representation Hypo Hyper
Long-Term
(motif) 0.539 (0.026) 0.595 (0.025)
(motif, context) 0.533 (0.020) 0.591 (0.029)
(motif, noise) 0.510 (0.025) 0.577 (0.023)
Short-Term
(motif) 0.814 (0.010) 0.845 (0.007)
(motif, context) 0.810 (0.009) 0.843 (0.008)
(motif, noise) 0.808 (0.010) 0.843 (0.007)
e results of our experiments are given in Table 3. Our proposed
CMMM approach dominates the MMM approach, outperforming it
on all tasks. e results directly compare the discriminative utility
of the motifs discovered using MMM and CMMM
In Table 4, we examine the discriminative utility of the inferred
context. Compared to motifs alone, motifs plus inferred context
appears to do slightly worse. We hypothesize that a reason for the
lack of performance improvement when adding context was that
our pipeline failed to properly regularize when dimensionality was
increased. us, we considered a third model in which we added
noise to the motifs instead of context. Indeed, we see a decrease in
performance when increasing dimensionality using (motifs, noise),
even though the actual information present remains constant. In all
tasks except short-term hyperglycemic prediction, (motifs, context)
outperforms (motifs, noise) (α = 0.01), suggesting there is some
amount of discriminative information in the context.
It is encouraging that the CMMM is able to discover higher qual-
ity motifs in addition to natively discovering contextual motifs.
However, the failure of context to consistently improve perfor-
mance in this task is troubling. We hypothesize this is due to having
insucient data (at the prediction stage, not motif discovery stage)
to adequately compensate for the increased dimensionality that
context introduces. us, to further test the ecacy of contextual
motifs, we investigated performance on simulated data.
4.3 Experiments on Simulated Data
To evaluate our proposed contextual motif methods across a range
of seings, we turn to experiments using simulated data. Our
simulated data are created using the CMMM generative model
shown in Figure 2. We create labels for these data following the
procedure given below, varying β values to simulate dierent types
of seings:
(1) For contextual motif (m, c) ∈ CM , the set of all possible
contextual motifs that can be generated under a CMMM:
(a) draw a value for the contextualmotif: v(m,c) ∼ U(−1, 1)
(2) For each signal in the dataset x ∈ X :
(a) Compute a raw score for the signal: sx =
∑
(m,c)∈xv(m,c)
(b) Transform the score into a Bernoulli parameter:
px =
exp(βsx)
1 + exp(βsx)
Figure 5: Here we see the ecacy of our proposed CMMM
inference method on 10,000 simulated signals as we vary
the strength of relationship between contextual motifs and
outcome. Using only (motifs) results in suboptimal perfor-
mance. Two-stage: (motifs, context) improves performance,
but not as much as using joint:(motifs, context). Error bars
on all lines signify 1 standard deviation.
(c) Draw the signal’s outcome: yx ∼ Ber(px)
As an upper bound, we compare to two oracles that are based
on the ground truth oracle:(motifs) and oracle:(motifs, context).
We compare (motifs) inferred by the CMMM, (motifs, noise), two-
stage:(motifs, context) (where we use the inferred motifs to derive
the motif topic context as described in Section 3.1), and joint:(motifs,
context). We vary the importance of the contextual motifs by vary-
ing the value of β . is allows us to directly test the ecacy of
our proposed methods. We examined predictive performance using
10,000 simulated signals, with identical CMMM hyperparameters
to those used in our real data-experiments. We used the same eval-
uation pipeline as above, with the exception that the number of
train-test splits is reduced to 25 since we had more data.
e results are presented in Figure 5. e (motifs) and (motifs,
noise) representation perform the worst. e two-stage: (motifs,
context) representation provides a minor boost to performance,
and joint:(motifs, context) provides a major boost, surpassing the
performance of the contextless oracle and approaching the perfor-
mance of the oracle with context (signicant with α = 0.01 when
β ≥ 0.4).
5 DISCUSSION
Our results conrm both the importance of context in physiological
time series and the ability of contextual motifs in capturing this
context. Below, we summarize some of the main takeaways of our
experiments and present a follow-up analysis in which we take a
closer look at what the models actually learned.
Contextual Motifs vs. Motifs. Our rst set of experiments
demonstrates that contextual motifs are more discriminative than
their contextless counterparts, even when context is inferred. In
Table 2, we showed that, particularly when using data-driven tech-
niques, contextual motifs are more predictive of both hypo- and
hyperglycemic events. ese events are, on their face, opposites, as
one involves an increase in glucose levels while the other involves
a decrease. However, both events are indicative of poor glycemic
control. e fact that our inferred context improves the predictive
utility for motifs on both tasks suggests that contextual motifs are
more informative of the physiological system than motifs alone.
Data-Derived vs. Data-Generating. Our second set of experi-
ments, together with the rst set, demonstrate the utility of con-
sidering both data-derived and data-generating motif frameworks.
e data-derived motif discovery method, MDLats, was able to dis-
cover variable length motifs much faster than our data-generating
motif discovery methods were able to discover xed length motifs.
However, we observe that the data-generating motif representation
was much more useful for the short-term prediction task. In the
hypoglycemic task, using the data-generating framework instead
of the data-derived framework improved AUC from 0.607 to 0.814.
e poor performance of the data-derived motif technique is due
in large part to the lack of recent data. In a follow up experiment
using the data-derived framework, we achieved an AUC of 0.723
for hypoglycemic prediction on a subset of the test set for which
recent data were available. While detrimental for the short-term
task, we saw that data-derived motifs can be helpful in other places.
For instance, data-derived motifs outperformed data-generating in
the long-term hypoglycemia task AUC 0.607 vs. 0.533.
Joint Inference vs. A Two-Stage Approach. Both our sec-
ond set of experiments in Section 4.2.2 and our experiments on
simulated data suggest the utility of a joint inference approach. In
our second experiment, the motifs discovered by the CMMM were
more discriminative than those discovered by the MMM. Although
we did not observe large dierences between CMMM motifs with
and without context in our real data, some of this appears to have
resulted from regularization issues when increasing dimensionality
due to insucient training data. is is evidenced by the decline in
performance when a noise context was added. In our large simu-
lated dataset, we did not observe a performance dierence between
(motifs) and (motifs, noise), suggesting that the regularization is-
sues were a result of the data size and not our pipeline. Additionally,
in our simulated experiment we observed a performance increase
when we include context (from (motifs) to two-stage: (motifs, con-
text)). Importantly, we observe a much larger performance increase
when using the jointly inferred context (from two-stage: (motifs,
context) to joint: (motifs, context)). ese results suggest that joint
inference allows for the discovery of both beer motifs and beer
context.
What arewe learning? One of themain advantages of motifs is
their interpretability. In Figure 6, we show the motifs we discovered
in the CGM data. In this collection, we observe several interesting
paerns, including nonlinear monotonic increases/decreases in glu-
cose levels, demonstrating the nonlinearity of the glucoregulatory
system. Additionally we observe ‘peak’ and ‘trough’ motifs, which
appear indicative of hypo- and hyperglycemic events.
To examine the motifs and contexts we jointly inferred using the
CMMM, we examine the dierence in motif mixing probabilities
under each context (|γ0 −γ1 |). Here, the context we are learning
represents inter-motif structure. e three motifs with the greatest
negative and positive dierence are shown in Figure 7. ese are
the motifs which are the most indicative of the context under which
Figure 6: A hand-selected subset of motifs learned from the
physiological data, selected to demonstrate the interesting
range of motif morphologies present.
Figure 7: CMMM context comparison. We see that the top
motifs under Context 0 have a much wider range of values
than those under Context 1. is indicates that our learned
context captures period of elevated glucose variability.
they occur. Interestingly, we observe a clinically signicant increase
in the value range for motifs more likely under context 0 vs. 1. is
suggests that context 0 represents periods of elevated glycemic
variability, which could indicate the unsupervised, data-driven
discovery of post/pre-meal contexts.
Limitations and Extensions. Our current contextual motif ap-
proach makes an important assumption: all contexts are categorical.
is makes sense for binary context sets, such as post/pre-meal.
However, it may make sense to consider context along an ordinal
scale. E.g., post-large meal, post-small meal, and fasting. One may
consider extending the proposed framework to ordinal or even
continuous representations.
Our joint inference approach also assumes that the progression
of context is memoryless, which may be unreasonable for certain
physiological contexts (such as meals). is suggests a possible
extension where context labels are generated by a stateful model.
Still, the utility of contextual motifs depends greatly on the
context under consideration. Our joint inference method discovers
a temporally varying motif topic context, which may or may not be
useful depending on the task in question. When the context with
the greatest potential utility is unobserved and dicult/impossible
to derive from the signal, the utility of contextual motif discovery
is limited.
Contextual motifs do not currently take advantage of external
labels to discover more discriminative motifs. By combining contex-
tual motifs with existing techniques to improve motif performance,
such as shapelets, it may be possible to further improve discrimina-
tive ability.
6 SUMMARY AND CONCLUSIONS
In this work, we described how the utility of motifs, as a represen-
tation for physiological time-series data, is limited when context
is ignored. To address this limitation, we introduced the concept
of contextual motifs and proposed methods for contextual motif
discovery.
We focused on the seing in which context is unobserved, since
oen one does not have access to contextual information. In this
seing, we proposed a technique to jointly infer context and motifs.
We hypothesized that by incorporating context, we can discover
more clinically meaningful motifs. To test this hypothesis, we ran
a series of experiments on a CGM dataset of subjects with T1D. We
considered two tasks: predicting hypo- and hyperglycemic events.
Compared to a standard motif representation, our contextual motif
discovery algorithms led to an increase in the AUC for both tasks.
We conclude that contextual motifs are more discriminative than
their contextless counterparts, even in the absence of observed
context.
While contextual motifs can be discovered using a two-stage
inference approach (Section 3.1), we hypothesized that one could
learn higher quality motifs using a joint-inference approach. Our
experiments on simulated data conrm this, though the dierence
is most pronounced when context plays an important role. We con-
clude that given a large dataset where context is relevant, CMMM
is preferred over other approaches.
Contextual motifs present a new, richer, motif framework which
augments motif representations to account for the context under
which they occur. is new framework can be applied to sequential
data in which context plays an important role, such as nancial
time series, energy-metering data, or physiological signals.
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