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Abstract
In Variational Analysis, VU -theory provides a set of tools that is helpful for understanding
and exploiting the structure of nonsmooth functions. The theory takes advantage of the fact
that at any point, the space can be separated into two orthogonal subspaces: one that describes
the direction of nonsmoothness of the function, and the other on which the function behaves
smoothly and has a gradient. For a composite function, this work establishes a chain rule
that facilitates the computation of such gradients and characterizes the smooth subspace under
reasonable conditions. From the chain rule presented, formulæ for the separation, smooth
perturbation and sum of functions are provided. Several nonsmooth examples are explored,
including norm functions, max-of-quadratic functions and LASSO-type regularizations.
1 Introduction
Nonsmooth optimization methods face the challenge of slow convergence rates. When dealing
with smooth functions, there are well-known minimization techniques that can achieve superlin-
ear or quadratic convergence to a minimizer. In the nonsmooth setting, however, algorithms with
that level of convergence speed remain elusive. There exist many approaches to nonsmooth min-
imization, such as proximal methods [BCI11, Che12, Kiw85, Nes05, Teb18], bundle methods
[BS09, HP18, HS08, HSS16], trust-region methods [AYRP15, CGT00, dSYS97, MM97], conju-
gate gradient and gradient samplingmethods [BLO05, MJ11], all of which have linear convergence
at best [KBM12, WCP17, XNY15].
A better understanding of the structure underlying a nonsmooth function is instrumental in im-
proving this shortcoming. In this paper, we concentrate on a particular partitioning of the domain
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space called VU-decomposition; see [Sag18] and references therein. Given an objective func-
tion and a current point of interest, the VU -decomposition splits the space into two orthogonal
subspaces. In doing so, we may take advantage of the fact that locally the objective function is
nonsmooth parallel to one of the subspaces (the V-space), while parallel to the remaining subspace
(the U-space) the function is smooth. This allows the optimizer to exploit the smoothness in the U-
space and calculate useful objects such as the U -Lagrangian and the U-Hessian, which are defined
and explained in detail in Section 2. The VU-decomposition is used in a nonsmooth minimization
algorithm called the VU -algorithm, which has been proved superlinearly convergent in the convex
case [MS05].
Since its inception [LOS00, LS97], VU-theory has been explored and expanded in both the
convex [Har14, HPS19, MS00a, MS00b, MS03, MS99] and nonconvex [HS10, HSS16, MS04]
settings. Of particular interest to the present work is the progress defining and working with the
primal-dual gradient (PDG) structured functions that have fast tracks [MS00a, MS00b, MS02,
MS03]. Fast tracks provide structural information for PDG functions, even if strong transversality
does not hold. These terms are defined formally in the next section; we mention here that the exis-
tence of a fast track is the property that allows the VU-algorithm to identify points with favourable
VU-decompositions and thereby converge superlinearly [LS18, MS02].
The goal of this paper is the advancement of VU -theory of PDG functions with fast tracks,
focusing on calculus of the VU -decomposition and the gradient of the U-Lagrangian. The calculus
formulæ are derived for nonsmooth functions f resulting from the composition of a C2 vector
mapping Φ : Rm → Rn with a convex function h : Rn → R, i.e., f = h ◦ Φ. We establish a
new equivalency between the gradient of the U-Lagrangian and what we term the U-gradient, and
we construct calculus rules for the U -gradient. The general approach starts as in [Har06] which,
after drawing a relation between VU -structures and partly smooth functions, applies the chain rule
in [Lew02]. For the considered setting, however, the development is not straightforward, as the
aforementioned chain rule does not explore gradient structure.
The main result of this work is Theorem 4.3, providing expressions for both the U -space and
the U -gradient of the function f in terms of the VU-decomposition of h and the Jacobian of Φ.
Based on that result, we derive a separability rule, a smooth perturbation rule and a sum rule.
Since our formulæ are obtained without assuming strong transversality, they can be applied to
compute U-gradients for ℓ1- regularized functions, including in particular the objective functions
of the well-known LASSO problems.
The remainder of this paper is organized as follows. The rest of Section 1 provides general
notation used throughout. Section 2 contains definitions of the relevant function classes and the
VU-decomposition objects, as well as the basics of VU-theory. Section 3 outlines the important
relationship between fast tracks and partly smooth functions. The difference between transversality
and nondegeneracy of partly smooth functions is also discussed. Section 4 shows how the gradient
of the U-Lagrangian and the U-gradient are related and renders the chain rule for functions with
fast tracks. In Section 5, we lay out the rules for the smooth perturbation and the sum of functions,
and present a set of examples to illustrate those results; we explore convex finite-max functions,
LASSO functions and ℓ1-regularized functions. Section 6 makes some summarizing remarks and
suggests avenues of future research in this area.
2
Notation
We generally use the notation of [RW98]. We denote R∪{+∞} by R. The identity matrix is
denoted by Id. The open ball of radius δ about the point x¯ is denoted by Bδ(x¯). The domain and
range of f are denoted by dom f and ran f , respectively. The indicator function of S is denoted by
ιS(x). The projection mapping onto S is defined by ProjS(x) = argmins∈S{‖s−x‖}. The relative
interior of S is denoted by riS. The epigraph of f is defined by epi f = {(x, α) : α ≥ f(x)}.
2 VU -decomposition
2.1 Primal-dual gradient structure and fast tracks
The VU -decomposition of Rn for a function f at a point x¯ was originally defined for f convex
[LOS00, LS97] and has since been generalized to lower semicontinuous (lsc) functions that have
PDG structure and fast tracks [MS04]. These concepts and other pertinent terms are contained in
this section. To define PDG structures, we first recall the following definitions.
Definition 2.1 (Subgradients and Subdifferentials). Consider a function f : Rn → R and a point
x¯ with f(x¯) ∈ R. A vector g ∈ Rn is a
(i) regular subgradient of f at x¯, written g ∈ ∂ˆf(x¯), if
f(x) ≥ f(x¯) + g⊤(x− x¯) + o(‖x− x¯‖);
(ii) (general) subgradient of f at x¯, written g ∈ ∂f(x¯), if there exist sequences xk →
f
x¯ and
gk → g with gk ∈ ∂ˆf(xk);
(iii) horizon subgradient of f at x¯, written g ∈ ∂∞f(x¯), if the same holds as in (ii) except that
instead of gk → g, one has λkgk → g for some sequence λk ց 0.
The sets ∂ˆf(x¯), ∂f(x¯) and ∂∞f(x¯) are called the regular subdifferential, (limiting) subdifferential
and horizon subdifferential of f at x¯, respectively.
Definition 2.2 (Cones). Consider a set S and a point x¯;
(i) the tangent cone to S at x¯ is defined by
TS(x¯) = lim sup
τց0
1
τ
(S − x¯);
(ii) the regular normal cone to S at x¯ is defined by
N̂S(x¯) = {g ∈ R
n : g⊤(x− x¯) ≤ o(‖x− x¯‖) ∀x ∈ S};
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(iii) the normal cone to S at x¯ is defined by
NS(x¯) = {g ∈ R
n : ∃ xk →
S
x¯, gk → g with gk ∈ NˆS(x¯)}.
Fact 2.3 ([RW98] Theorem 8.9). For f : Rn → R and any point x¯ ∈ dom f , we have
∂∞f(x¯) ⊆ {g ∈ Rn : (g, 0) ∈ Nepi f (x¯, f(x¯))},
and the inclusion is an equality whenever f is lsc near x¯.
We next define a d-dimensional C2-manifold. Some literature refers to this as a submanifold,
as it is embedded it in Rn. We use the term manifold in consistency with the notation of [RW98].
Definition 2.4 (Manifold). The setM ⊆ Rn is a d-dimensional smooth C2-manifold in Rn about
the point x¯ ∈ M if M can be represented relative to an open neighbourhood O(x¯) as the set of
solution vectors to F (x) = 0, where F : O → Rm is a C2 mapping whose m× n Jacobian matrix
∇F (x¯) is surjective and has full rankm = n− d.
When thinking of manifolds, it is useful to recall that the normal and tangent cones to manifolds
are well-behaved subspaces. To that end, we remind the reader of the concept of a Clarke regular
function.
Definition 2.5 (Clarke Regularity). A function f : Rn → R is Clarke regular at x¯ if
N̂epi f (x¯) = Nepi f(x¯).
Fact 2.6. [RW98, Exercise 6.8] LetM⊆ Rn be a d-dimensional manifold about x¯, with associated
defining function F : Rn → R such that ∇F (x¯) is of rankm = n− d. ThenM is Clarke regular
and geometrically derivable at x¯, and the tangent and normal cones toM at x¯ are linear subspaces
orthogonally complementary to each other:
TM(x¯) = {w ∈ R
n : ∇F (x¯)w = 0}, NM(x¯) = {∇F (x¯)
⊤y : y ∈ Rm}.
We are now ready to define PDG structures.
Definition 2.7 (PDG structure). An lsc function f : Rn → R has primal-dual gradient (PDG)
structure at a point x¯ relative to the m1 +m2-dimensional manifoldM ⊆ R
n if there exist func-
tions {fi}
m1
i=0 and {ϕj}
m2
j=1 that are C
2 on a ball Bδ(x¯), and a closed convex set ∆ ⊆ R
m1+1+m2 ,
that locally satisfy
(i) x¯ ∈ {x ∈ Bδ(x¯) : fi(x) = f(x), i = 0, . . . , m1;ϕj(x) = 0, j = 1, . . . , m2} ⊆ M∩Bδ(x¯);
(ii) if (α, β) = (α0, α1, . . . αm1 , β1, β2, . . . , βm2) ∈ ∆, then α is an element of the canonical
simplex∆1 :
α ∈ ∆1 =
{
(α0, α1, . . . , αm1) :
m1∑
i=0
αi = 1, αi ≥ 0
}
;
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(iii) the ith canonical vector is in∆ for i = 0, 1, . . . , m1;
(iv) for each j¯ = 1, 2, . . . , m2, there exists (α, β) ∈ ∆ such that βj¯ 6= 0 and βj = 0 for j 6= j¯;
(v) for each x ∈M∩Bδ(x¯), we have
(a) f(x) = fi(x) for some i, and
(b) g ∈ ∂f(x) if and only if
g =
m1∑
i=0
αi∇fi(x) +
m2∑
j=1
βj∇ϕj(x),
where (α, β) ∈ ∆ satisfies {
αi = 0 if fi(x) 6= f(x),
βj = 0 if ϕj(x) 6= 0.
In Definition 2.7, the functions fi and ϕj , and the set ∆, account for the primal and dual structural
information, respectively. The simplest instance of PDG structure is given by the scalar absolute
value function f(x) = |x| at x¯ = 0, for which f0(x) = −f1(x) = x, there is no ϕ-function, and the
dual set is the canonical simplex in R2. More elaborate examples are considered in Section 2.1.1
(and [MS00a]).
The property of strong transversality given below is associated with particularly well-behaved
PDG structured functions.
Definition 2.8 (strong transversality). For a PDG structured function, the collection of primal
information, fi, ϕj : R
n → R, given by index sets i ∈ {0, 1, ..., m1} and j ∈ {1, ..., m2} is
strongly transversal to the (m1+m2)-dimensional manifoldM⊆ R
n if the n× (m1 +m2) matrix
V =
[
{∇fi(x¯)−∇f0(x¯)}
m1
i=1, {∇ϕj(x¯)}
m2
j=1
]
(2.1)
has full column rank.
For the absolute-value function, V = [{−1− 1}] = [−2] is trivially strongly transversal. We
mention in passing that the PDG representation is not unique; the PDG construct in Example 2.13,
given for ℓ1-regularized functions, provides an alternative structure for the absolute-value function
that is not strongly transversal (the corresponding matrix V is 1×2). Strong transversality is related
to the linear independence of the gradients of the primal functions in (2.1) and, hence, to the fact
that the structure is defined without any redundant information (see the comments after Theorem
2.19).
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2.1.1 Examples of PDG structure
Two examples of common classes of functions that have PDG structure are convex finite-max
functions and maximum eigenvalue functions [MS03]. In this section, we quickly review these
examples. In addition, we examine the ℓ1-regularization problem. For the first example, we require
the definition of active set.
Definition 2.9 (Active set). Let f : Rn → R be a finite-max function, i.e. the pointwise maximum
of a finite set of C2 functions:
f = max
i
fi, fi ∈ C
2, i = 0, 1, . . . , p.
The active set A(x¯) of f at x¯ ∈ dom f is the set of all subindices i such that fi(x¯) = f(x¯).
Note 2.10. Henceforth, we assume without loss of generality that 0 ∈ A(x¯), reordering subindices
if required.
Example 2.11 (Finite-max). Let f : Rn → R be a finite-max function. Then f has PDG structure
at any point x¯ ∈ Rn. If, in addition, the set {∇fi(x¯) − ∇f0(x¯) : i ∈ A(x¯) \ {0}} is linearly
independent, then the PDG structure of f satisfies strong transversality at x¯.
Proof. Given any point x¯ fixed, we make the following choices to show that f is a PDG-structured
function at x¯ [MS00b, MS03]. Using the notation of Definition 2.7, we set
m2 = 0, m1 + 1 = |A(x¯)|.
Set ∆ = ∆1, and choose δ small enough that Bδ(x¯) excludes the set of functions {fi : i 6∈ A(x¯)}
from the local structure. We have that fi(x¯) = f(x¯) for all i ∈ {0, 1, . . . , m1} by the definition of
active set, and there are no ϕj functions sincem2 = 0. Thus, point (i) of Definition 2.7 is satisfied.
Points (ii), (iii) and (iv) are also immediately satisfied, since m2 = 0. For point (v)(a), since δ is
small enough to exclude the inactive functions, we have that for each x ∈ M∩Bδ(x¯) there exists
i ∈ {0, . . . , m1} such that f(x) = fi(x). For point (v)(b), since f is a finite-max function, the
subgradients of f at x¯ have the form
g =
m1∑
i=0
αi∇fi(x¯) [RW98, Exercise 8.31].
Therefore, f has PDG structure. Finally, if {∇fi(x¯)−∇f0(x¯) : i ∈ A(x¯) \ {0}} is a linearly in-
dependent set, then the matrix of (2.1) is [{∇fi(x¯)−∇f0(x¯)}
m1
i=1] and has full column rank [MS03,
§4.1]. Therefore, strong transversality is satisfied.
Since the finite-max example has no ϕ-functions, the dual set ∆ coincides with the canonical
simplex. Our next example deals with a more convoluted dual set.
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Example 2.12 (Maximum eigenvalue). Let A(·) be an m × m symmetric matrix function whose
elements are C2 functions on Rn. Define f : Rn → R,
f(x) = max
t∈T
{F (x, t)},
where F (x, t) = t⊤A(x)t and T = {t ∈ Rm : t⊤t = 1}. It is known that f(x) is the maximum
eigenvalue of A(x). Suppose that A is such that f is convex on Rn. Then f has PDG structure at
any point x¯ ∈ Rn.
Proof. The proof of this example is much more involved than that of the previous one, so we give
an overview here and refer the reader to [MS00b, §3.2] for the details. Using the Frobenius inner
product 〈P,Q〉 = trace(PQ) on the space S of s × s symmetric matrices, we suppose that f(x¯)
has multiplicity s and that the first eigenspace E1(x¯) has basis matrix
E1(x¯) = [e1(x¯) e2(x¯) · · · es(x¯)].
Then by [Ove92, Theorem 3], the subgradients of f at x¯ have the form
g = (g1, . . . , gn)
⊤ ∈ ∂f(x¯)⇔ gj =
〈
S,E1(x¯)⊤
∂A(x¯)
∂xj
E1(x¯)
〉
, j = 1, . . . , n,
where S ∈ ∆. For ∆, we use the set of s× s dual feasible matrices:
∆ = {S ∈ S : S is positive semidefinite and trace(S) = 1}.
This choice is shown in [MS00b, §3.2] to satisfy point (iii) of Definition 2.7. To define the fi and
ϕj functions, we define
I1 = {1, 2, . . . , s} and I2 = {(k, l) ∈ I1 × I1 : k < l}.
Then |I1| = s, |I2| = s(s− 1)/2 and |I1| + |I2| = s(s + 1)/2. We have continuity of eigenvalues
of A, so there exists ε > 0 such that for each x ∈ Bε(x¯), the multiplicity of f(x) is at most s. By
[Wil65, pp. 557–559], there exist s C2 functions qi : Bε(x¯)→ R
m, i ∈ I1, that satisfy
qi(x¯)
⊤A(x¯)qi(x¯) = f(x¯), for i ∈ I1,
qk(x¯)
⊤A(x¯)ql(x¯) = 0, for (k, l) ∈ I2, and
qk(x)
⊤ql(x) = δkl, for (k, l) ∈ I2, ∀x ∈ Bε(x¯),
where δii = 1 and δkl = 0 for k 6= l. Then {qi(x¯)}i∈I1 is an orthonormal basis of eigenvectors for
E1(x¯).We define
φkl(x) = qk(x)
⊤A(x)ql(x)
and set
M = {x ∈ Bε(x¯) : φkl(x) = 0 ∀(k, l) ∈ I2}.
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Then for any x ∈M, i ∈ I1 and (k, l) ∈ I2, we have
φkl(x)δkl = qk(x)
⊤A(x)ql(x),
A(x)qi(x) = φii(x)qi(x),
f(x) = max
j∈I1
φjj(x).
Therefore, setting
m1 = s− 1, fi−1 = φii for i ∈ I1,
m2 = s(s− 1)/2, ϕj = φkl for (k, l) ∈ I2,
we have that points (i), (ii) and (iv) of Definition 2.7 are satisfied [MS00b, §3.2]. Only point (v)
remains, for which we express ∂f(x) in terms of ∂φkl. Using [MS00b, Lemma 3.3], we find that
every g ∈ ∂f(x¯) is a linear combination of the set{
∇φkl(x) =
(
∂φkl(x)
∂x1
, . . . ,
∂φkl(x)
∂xn
)⊤}
(k,l)∈I1(x)×I1(x)
,
where the multipliers in the linear combination form a matrix S ∈ S. Denoting by sip the element
of row i, column p of S, the choice of αi and βj that satisfies point (v) is
αi−1 =
{
sii, if i ∈ I1(x),
0, if i ∈ I1 \ I1(x),
and βj =
{
2skl, if (k, l) ∈ I2(x),
0, if (k, l) ∈ I2 \ I2(x).
Our final example gives a good illustration of the interest of considering PDG structures with
non-null ϕ-functions, therefore yielding dual sets∆ different from the canonical simplex∆1.
Example 2.13 (ℓ1-regularization). Let f : R
n → R be C2, ‖x‖1 =
n∑
i=1
|xi| and τ > 0. Consider
the ℓ1-regularization problem:
min
x∈Rn
{f(x) + τ‖x‖1}.
Theminimand f(x)+τ‖x‖1 can be written as the maximum of a finite number of smooth functions,
so the approach of Example 2.11 could be applied. However, to account for the sign change in each
component of x, the required number of subfunctions is 2n, which is clearly undesirable. In order
to acquire a more succinct PDG structure for the ℓ1-regularization problem, we begin by thinking
about the equivalent problem:
min
r,x∈Rn
{f(x) + τ‖r‖1 : r = x}.
While this rewriting doubles the number of variables, it also allows for a PDG structure without
resorting to the finite-max framework. We note that this reformulation is used in several algorithms,
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such as applying ADMM to the LASSO problem [BPC+11, EB92]. Let F (r, x) = f(x) + τ‖r‖1
and fix a point (r¯, x¯) with r¯ = x¯. Then the active set is
A(r¯, x¯) = {i : r¯i = 0},
and the desired manifold is
M = {(r, x) : r = x,A(r, x) = A(r¯, x¯)}
= {(r, x) : r = x, ri = 0⇔ r¯i = 0}.
Letm1 = 0 and define
f0(r, x) = f(x) + τ
n∑
i=1
sgn(r¯i)ri, where sgn(r¯i) =

−1, if r¯i < 0,
0, if r¯i = 0,
1, if r¯i > 0.
Letm2 = |A(r¯, x¯)|+ 1 and define
ϕi(r, x) = ri, i ∈ A(r¯, x¯),
ϕ|A(r¯,x¯)|+1(r, x) = ‖r − x‖
2.
Finally, define
∆ = {(α, β) ∈ R×Rm2 : α = 1, β = [−1, 1]m2}.
We show that the above provides the PDG structure for F at (r¯, x¯) relative to M. However, the
PDG structure is not strongly transversal. Conditions (i), (ii), (iii), (iv), and (v)(a) of Definition 2.7
are trivially true; we have only to prove condition (v)(b). Considering (r, x) ∈M , we find that
∂F (r, x) = ∂ (f(x) + ‖r‖1) =
[
γτ
∇f(x)
]
, where γi =
{
sgn(ri), if ri 6= 0,
[−1, 1], if ri = 0.
Conversely, for (r, x) ∈M, the set of g defined by (v)(b) is{
g = α∇f0(r, x) +
∑m2
j=1 βj∇ϕj(r, x) : (α, β) ∈ ∆, βj = 0 if ϕj(x) 6= 0
}
,
=
{
g =
[
τ sgn(r)
∇f(x)
]
+
[
βˆ
0
]
: βˆi = 0 if ϕj(x) 6= 0, βˆi = [−1, 1] if ϕj(x) = 0
}
,
=
[
γτ
∇f(x)
]
.
Thus, condition (v)(b) holds and the PDG structure is proved. Now, considering V as defined in
Definition 2.8, we have that
V =
[
{∇fi(r¯, x¯)−∇f0(r¯, x¯)}
m1
i=1 ∪ {∇ϕj(r¯, x¯)}
m2
j=1
]
,
=
[
{∅} ∪ {∇ϕj(r¯, x¯)}
m2
j=1
]
,
=
[{[
ei
0
]}
i∈A(r¯,x¯)
∪
[
2(r¯ − x¯)
2(x¯− r¯)
]]
,
where ei is the i
th canonical vector. Noting that x¯ = r¯, we conclude that the PDG structure is not
strongly transversal. Notwithstanding, this particular PDG structure will be useful for exhibiting a
fast track for the ℓ1-regularized functions and, hence, applying our new chain rule; see Example 5.4.
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2.2 VU -structure
The principle behind VU -decomposition is that a nonsmooth, lsc function owes its nonsmoothness
to a subspace only (the V-space) and behaves smoothly on the remaining orthogonal subspace (the
U-space). The direct sum of these two subspaces is Rn. We denote by V ∈ Rn×v a basis matrix for
the V-space and byU ∈ Rn×u a semiorthonormal (definition follows) basis matrix for the U -space.
Definition 2.14 (Semiorthonormal). A matrixA ∈ Rr×c is semiorthonormal if either c ≥ r and the
rows are orthonormal vectors (equivalently AA⊤ = Idr), or r > c and the columns are orthonor-
mal vectors (equivalentlyA⊤A = Idc). In the case of a square matrix (c = r), semiorthonormality
is equivalent to orthonormality.
Definition 2.15 (Restriction). Given V and U, the restriction of any x ∈ Rn to the V-space is
defined by
xV =
(
V
⊤
V
)−1
V
⊤
x.
Similarly, the restriction of x to the U -space is defined by
xU = U
⊤
x.
Note that xV ∈ R
dimV and xU ∈ R
dimU . The inverse of U
⊤
U is not needed in the definition of xU ,
because U
⊤
U = Id by Definition 2.14. In [MS04], xV and xU are referred to as the projections
of x ∈ Rn onto the V-space and U-space, respectively. However, the projection as defined in
this article is the orthogonal projection of x onto a set and yields another vector in Rn, whereas
xV ∈ R
v and xU ∈ R
u. Therefore, we refer to xV and xU as restrictions rather than projections. In
fact, ProjV x = V xV and ProjU x = U xU , so one may view the orthogonal projection of x onto
the V-space as the orthogonal lifting of xV into R
n, and similarly for the U -space and xU .
Every x ∈ Rn is uniquely expressible in terms of its restrictions xV and xU [MS04]. Specifi-
cally,
x = ProjV x+ ProjU x = V xV +UxU = V([V
⊤
V]−1V
⊤
x) + U(U
⊤
x).
The separation of Rn into the V-space and U -space depends on the point of interest x¯ ∈ Rn and is
achieved as follows.
Definition 2.16 (VU-decomposition). Let f : Rn → R be an lsc function and x¯ ∈ dom f with
∂f(x¯) 6= ∅. Let g¯ ∈ ri ∂¯f(x¯). The VU-decomposition of Rn for f at x¯ is defined by the subspaces
V(x¯) = span(∂f(x¯)− g¯) and U(x¯) = N∂f(x¯)(g¯).
Note that since g¯ ∈ ri ∂f(x¯), the normal cone defining U(x¯) is a subspace.
Henceforth, the dependence of the subspaces on f and x¯ is omitted, unless needed for clarity. The
VU-decomposition is independent of the choice of g¯ ∈ ri ∂f(x¯) [MS04]. The U-restriction of g¯ is
the same as that of any other subgradient of f at x¯:
g¯U = U
⊤
g¯ = U
⊤
g for any g ∈ ∂¯f(x¯). (2.2)
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For a function f that has PDG structure, the V-space at x¯ ∈ dom f can be expressed in terms of
the primal function gradients [MS04]:
V = lin
[
{∇fi(x¯)−∇f0(x¯)}
m1
i=0, {∇ϕj(x¯)}
m2
j=1
]
. (2.3)
If, in addition, f satisfies strong transversality, then the matrix V defined in (2.1) is a basis ma-
trix for V (if strong transversality does not hold, a subset of the index sets {0, 1, . . . , m1} and
{1, . . . , m2} defines a basis matrix for V; see the comments after Theorem 2.19).
Definition 2.17 (U-Lagrangian). Let f : Rn → R be a PDG function at x¯ ∈ dom f relative to the
d-dimensional manifoldM⊆ Rn. Let g¯ ∈ ri ∂f(x¯). The U-Lagrangian of f at x¯ is defined by
LUf(u; g¯) = min
v∈V
{f(x¯+ (U u+V v))− g¯⊤V v},
where U and V are the VU-decomposition subspaces and dimV = n − d. The related solution
mapping is denoted
WUf(u; g¯) = argmin
v∈V
{f(x¯+ (U u+V v))− g¯⊤V v}.
A fundamental benefit of VU -decomposition is that the gradient of the U-Lagrangian of the ob-
jective function exists at the origin, even though the gradient of the objective function itself may
not. This allows the application of gradient-based methods to the U-Lagrangian. Under favourable
conditions, the U -Lagrangian may even have a second-order expansion at the origin, which al-
lows for quasi-Newton methods to be applied to the U-Lagrangian. Since the U-Lagrangian is
a re-parameterization of f along the U-subspace, an algorithm designed to drive both u and g¯
to zero along iterations converges quickly, thus justifying the name “fast” track (see item (iv) in
Theorem 2.19).
Definition 2.18 (Fast track). Let f : Rn → R be a PDG function at x¯ ∈ dom f relative to the
d-dimensional manifoldM ⊆ Rn. Let U and V be the VU-decomposition subspaces, with basis
matrices U and V and dimV = n−d. Suppose that χ(u) = x¯+(Uu+V v(u)), where v : U 7→ V .
The function χ is a fast track of f at x¯ forM if for any g¯ ∈ ri ∂f(x¯),
(i) v is a C2 selection ofWUf(u; g¯) (i.e., v(u) ∈ WUf(u; g¯), v ∈ C
2) and
(ii) LUf(u; g¯) is C
2 in u.
The fast track is nothing but a special re-parameterization of certain V-components in terms of
the respective U-component. For PDG structured functions satisfying strong transversality, the
result below gives a constructive expression for the fast track, based on the gradients of the primal
functions.
Theorem 2.19. [MS04, Theorem 3.1] Let f : Rn → R be a PDG function that satisfies strong
transversality at x¯ relative to the d-dimensional manifoldM⊆ Rn, and suppose that
dimV = n− d ≥ 1, dimU ≥ 1.
Then for all u small enough, the following hold.
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(i) The nonlinear system with variable v and parameter u,
fi(x¯+ Uu+ V v)− f0(x¯+ Uu+ V v) = 0, i = 1, . . . , m1,
ϕj(x¯+ Uu+ V v) = 0, j = 1, . . . , m2,
has a unique solution v = v(u) such that v : RdimU → RdimV is a C2 function satisfying
v(0) = 0.
(ii) The trajectory χ(u) = x¯+ Uu+ V v(u) has a C1 Jacobian:
∇χ(u) = U +∇v(u) = U − V (V (u)⊤V )−1V (u)⊤U,
where
V (u) =
[
{∇fi(χ(u))−∇f0(χ(u))}
m1
i=1 , {∇ϕj(χ(u))}
m2
j=1
]
.
(iii) In particular, v(0) = 0, χ(0) = x¯, V (0) = V ,∇v(0) = 0, and∇χ(0) = U.
(iv) The trajectory χ(u) is tangent to U at χ(0) = x¯, with v(u) = O(‖u‖2).
(v) The function f(χ(u)) = fi(χ(u)) for i = 0, 1, . . . , m1, and χ(u) ∈M .
(vi) The matrix V (u) ∈ Rn×dimV is a basis for V(u), and the matrix∇χ(u) ∈ Rn×dimU ,
∇χ(u) = U + V∇v(u),
is a basis for U(u).
In Theorem 2.19, strong transversality is used to apply a second-order implicit function theorem
and give a constructive expression v = v(u). Strong transversality simplifies the presentation, but
it is not a necessary condition for the existence of fast tracks. It is shown in [MS03] that for a
PDG structured function to admit a fast track, it is sufficient to select a suitable subset of primal
functions, eliminating redundant information. Specifically, consider K = Kf ∪Kϕ in the primal
gradient index set, with 0 ∈ Kf ⊂ {0, 1, . . . , m1} and Kϕ ⊂ {1, . . . , m2}, and suppose that
(i) the subspace V in (2.3) is spanned by the reduced subset of indices
V = VK := lin
[
{∇fi(x¯)−∇f0(x¯)}i∈Kf , {∇ϕj(x¯)}j∈Kϕ
]
, and
(ii) the set of primal gradients above is linearly independent.
Then all the statements in Theorem 2.19 hold, replacing {0, 1, . . . , m1} byKf , {1, . . . , m2} byKϕ
and v = v(u) by vK = vK(u) (see [MS03, Theorem 4.2]). A particular case is the PDG structure
presented in Example 2.13 for the ℓ1-regularization function, whose primal index set does not
satisfy strong transversality. However, the considered structure does admit a fast track at every
point, a fact we will illustrate in Example 5.4 once we have established our chain rule and derived
a formula for the sum of functions in Theorem 5.3.
12
The gradient of the U-Lagrangian is closely related to the U -gradient of f , an object defined in
Section 4 that is the main focus of this paper. We explore properties of the U-gradient and present
the mathematical tools required for calculating the U -gradient and U-space of compositions of
well-behaved functions. By “well-behaved”, we mean that f = h ◦ Φ where h is PDG and has
a fast track, and Φ is transversal to the fast track. We develop a chain rule, which allows for the
computation of the U-gradient of f based on the analytic components of h and Φ. In order to
proceed, we need a slight divergence into partly smooth functions.
3 Partial Smoothness
PDG functions with fast tracks are closely related to partly smooth functions [Har06]. There are
many useful properties of partly smooth functions found in [Lew02], which we use to draw our
conclusions about PDG functions in Sections 4 and 5. In this section, we showcase the relation-
ship and discuss the role that transversality (not to be confused with strong transversality) and
nondegeneracy have to play in such results.
Definition 3.1 (partial smoothness). A function f : Rn → R is partly smooth at a point x¯ relative
to a setM∋ x¯ ifM⊆ Rn is an (n− dimV)-dimensional manifold about x¯ and
(i) (smoothness) f restricted toM is a C2 function near x¯;
(ii) (Clarke regularity) f is Clarke regular at all points x ∈M near x¯, with ∂f(x) 6= ∅;
(iii) (sharpness) the affine span of ∂f(x¯) (which is convex due to (ii)) is a translate of NM(x¯);
(iv) (subcontinuity) ∂f restricted toM is continuous at x¯.
In this case, we refer toM as the active manifold of partial smoothness.
By the sharpness condition in (iii) above, the U -subspace in Definition 2.16 is the subspace tangent
toM at x¯. The relation between the manifold and a fast track is stated in the next theorem.
Theorem 3.2. Let f : Rn → R be a PDG function at x¯ ∈ dom f relative to (n − dimV)-
dimensional manifold M ⊆ Rn. The active manifold of the partly smooth function and the fast
track of VU-theory have a one-to-one correspondence as follows.
(i) If f is partly smooth at x¯ relative toM, thenM defines a fast track
χ(u) = x¯+ (u+ v(u))
for f at x¯. In this case,M is locally expressible in the formM = {x¯+(u+ v(u)) : u ∈ U}.
(ii) If χ(u) = x¯ + (u + v(u)) is a fast track for f at x¯, then f is partly smooth at x¯ relative to
M = {x¯+ (u+ v(u)) : u ∈ U}.
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Proof. Theorem 3.1 of [Har06] provides the same statements under the conditions that f is convex
and x¯ is a minimizer of f . However, the proof of [Har06, Thm 3.1] does not use either of these
conditions and is directly applicable here. (The proof held these conditions since in [Har06], which
was based on [MS02], fast tracks were only defined for convex functions at a minimizer.)
The chain rule for partly smooth functions requires the following definition of transversal func-
tions.
Definition 3.3 (transversality). Let Φ : Rm → Rn be a C2 function,M ⊆ Rm be a manifold and
x¯ ∈ domΦ ∩M. We say Φ is transversal toM at x¯ if
{z ∈ NM(x¯) : ∇Φ(x¯)
⊤z = 0} = {0}.
Equivalently, Φ is transversal toM at x¯ if
ran(∇Φ(x¯)) + TM(x¯) = R
n .
Theorem 3.4. [Lew02, Theorem 4.2] Let Φ : Rm → Rn be C2 and x¯ ∈ domΦ. Suppose that
h : Rn → R is partly smooth at Φ(x¯) relative to the manifoldM⊆ Rn and Φ is transversal toM
at x¯. Then h ◦ Φ is partly smooth at x¯ relative to the manifold Φ−1(M) ⊆ Rm.
Translating to the language of fast tracks and VU-decompositions, we have the following theorem.
Theorem 3.5. Let Φ : Rm → Rn be C2 and x¯ ∈ domΦ. Let U and V be the VU -decomposition
of h : Rn → R at Φ(x¯). Suppose v(u) is a fast track of h at Φ(x¯), and Φ is transversal to the
manifoldM = {Φ(x¯) + (u+ v(u)) : u ∈ U}. Then Φ−1(M) is a fast track for h ◦ Φ at x¯.
Proof. Since v(u) is a fast track of h at Φ(x¯), by Theorem 3.2, we know that h is partly smooth
at Φ(x¯) relative toM. Applying Theorem 3.4, we have that h ◦ Φ is partly smooth at x¯ relative to
Φ−1(M). Using Theorem 3.2, we return to fast tracks and have that Φ−1(M) defines a fast track
for h ◦ Φ at x¯.
3.1 Transversality and nondegeneracy
The notion of transversality is found in the theory of partial smoothness [Lew02, MS03], whereas
the notion of nondegeneracy (defined below) is prevalent in VU-theory and other subspace projec-
tion frameworks [BM88, CM87, Dun87, Flå92, Sha03, HL07]. These two concepts have a close
relationship that we lay out in this section (see Proposition 3.9). They are not equivalent in general
(see Example 3.10); Proposition 3.11 gives conditions under which equivalence holds.
Definition 3.6 (Nondegeneracy). Let Φ : Rm → Rn be C2, x¯ ∈ domΦ, h : Rn → R be convex.
We say that h ◦ Φ is nondegenerate at x¯ if
{z ∈ ∂∞h(Φ(x¯)) : ∇Φ(x¯)⊤z = 0} = {0}.
First, we show that transversality implies nondegeneracy. To do so, we require the following
definition and results.
14
Definition 3.7 (Indication function). For a function h : Rn → R and a set S ⊆ Rn, we define the
indication function
hS(x) =
{
h(x), if x ∈ S,
∞, if x 6∈ S.
Lemma 3.8. Suppose h : Rn → R is partly smooth at z¯ relative to the (n − dimV)-dimensional
manifoldM⊆ Rn. Then
∂∞h(z¯) ⊆ ∂∞hM(z¯) = NM(z¯).
Proof. Using Clarke regularity of h and the inclusion epi hM ⊆ epi h, we see that
Nepi h(z¯, h(z¯)) = N̂epi h(z¯, h(z¯)) ⊆ N̂epi hM(z¯, h(z¯)) ⊆ Nepi hM(z¯, h(z¯)).
This and the lower semicontinuity of hM (see Definition 3.1(ii) and Fact 2.3) give us that
∂∞h(z¯) ⊆ ∂∞hM(z¯).
Since h is partly smooth, there exists a function h0 ∈ C
2 such that h(x) = h0(x) for all x ∈ M
and therefore hM = h0 + ιM (where ιM is the indicator function). By [RW98, Theorem 8.9],
∂∞hM(z¯) = ∂
∞ιM(z¯).
Since ιM is Clarke regular, [RW98, Exercise 8.14] shows that ∂
∞ιM(z¯) = ∂ιM(z¯) = NM(z¯),
which leads to the desired equality.
Proposition 3.9. Let Φ : Rm → Rn be C2, x¯ ∈ domΦ, h : Rn → R be partly smooth at Φ(x¯)
relative to manifoldM⊆ Rm . If Φ is transversal toM at x¯, then h ◦ Φ is nondegenerate at x¯.
Proof. Since Φ is transversal toM at x¯, we have
{z ∈ NM(x¯) : ∇Φ(x¯)
⊤z = 0} = {0}.
Applying Lemma 3.8, we have that ∂∞h(Φ(x¯)) ⊆ NM(x¯). Thus,
{z ∈ ∂∞h(Φ(x¯)) : ∇Φ(x¯)⊤z = 0} = {0}.
The following example shows that the converse of Proposition 3.9 does not hold in general, that is,
nondegeneracy does not imply transversality.
Example 3.10. Define Φ : R2 → R2, Φ(x, y) = (x2, y) and h : R2 → R, h(x, y) = |x|+ y2. Then
h ◦ Φ is nondegenerate at (0, 0) ∈ domΦ ∩M, but Φ is not transversal to M at (0, 0), where
M = {(0, y)} is the manifold with respect to h at (0, 0).
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Proof. Note that h is convex, lsc and full-domain. Thus, ∂∞h(x, y) = {0} for any (x, y) ∈ R2
[RW98, Theorem 9.13]. Therefore, nondegeneracy holds at (0, 0):
{z ∈ ∂∞h(Φ(0, 0)) : ∇Φ(0, 0)⊤z = 0} = {0}.
To prove nontransversality, we will show that there exists a nonzero z ∈ NM(0, 0) such that
∇Φ(0, 0)⊤z = 0. Denoting z by (z1, z2), we set ∇Φ(x, y)
⊤z = 0:
∇Φ(x, y) =
[
2x 0
0 1
]
= ∇Φ(x, y)⊤∇Φ(x, y)⊤z =
[
2x 0
0 1
] [
z1
z2
]
=
[
2xz1
z2
]
=
[
0
0
]
.
Since NM(0, 0) = {(x, 0) : x ∈ R}, we have that
{z ∈ NM(0, 0) : ∇Φ(0, 0)
⊤z = 0} = {(z1, 0) : z1 ∈ R}.
Therefore, transversality does not hold.
Example 3.10 proves that nondegeneracy does not imply transversality in general. However, the
following proposition provides conditions that transform Proposition 3.9 into an if-and-only-if
statement.
Proposition 3.11. Let Φ : Rm → Rn be C2, x¯ ∈ domΦ, h : Rn → R be partly smooth at Φ(x¯)
relative to manifoldM ⊆ Rm . Then hM is nondegenerate at Φ(x¯) if and only if Φ is transversal
toM at x¯.
Proof. By [Lew02, Example 3.2], we have that hM is partly smooth at x¯ relative toM .
(⇐)Applying Proposition 3.9, we have that ifΦ is transversal toM at x¯, then hM is nondegenerate
at Φ(x¯).
(⇒) Suppose hM is nondegenerate at Φ(x¯) relative toM . Then
{z ∈ ∂∞hM(Φ(x¯)) : ∇Φ(x¯)
⊤z = 0} = {0}.
Since hM is partly smooth on M, hM is lsc on M = domhM. Hence, by Lemma 3.8 we have
∂∞hM = NM. Therefore,
{z ∈ NM(x¯) : ∇Φ(x¯)
⊤z = 0} = {0},
which is the definition of transversality.
Corollary 3.12. Let the assumptions and notation of Theorem 3.5 hold. Then the following non-
degeneracy condition holds:
{z ∈ ∂∞h(Φ(x¯)) : ∇Φ⊤z = 0} = {0}.
Consequently, for f = h ◦ Φ we have
∂f(x¯) = ∇Φ(x¯)⊤∂h(Φ(x¯)). (3.1)
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Proof. By Theorem 3.2, we know that h is partly smooth at Φ(x¯) relative toM. That is,M is the
active manifold of partial smoothness. Since Φ is transversal toM,
{z ∈ NM(x¯) : ∇Φ(x¯)
⊤z = 0} = {0}.
Applying Lemma 3.8, ∂∞f(x¯) ⊆ NM(x¯), so
{z ∈ ∂∞h(Φ(x¯)) : ∇Φ(x¯)⊤z = 0} = {0}.
The remainder of the proof now follows immediately from [RW98, Theorem 10.6], noting that h
partly smooth implies h is Clarke regular.
Note 3.13. If h is convex, then the horizon subdifferential is {0} and (3.1) always holds.
4 The U -gradient
We have established sufficient background theory to present our main result. Recall that while
the gradient of the U-Lagrangian ∇LU is the object used in [MS04] and several other papers on
VU-theory, it is an object in Ru, which is not always convenient. We prefer to work with the
n-dimensional analogue, which we call the U-gradient of f . We remind the reader that the U-
Lagrangian (Definition 2.17) is independent of the choice of g¯ ∈ ri ∂f(x¯) (see (2.2)).
Definition 4.1 (U-gradient). Given the gradient of the U-Lagrangian of f : Rn → R at x¯, denoted
by∇LUf(x¯), and the U-basis matrix U, the U-gradient of f at x¯ is the vector ∇Uf(x¯) defined by
∇Uf(x¯) = U∇LUf(x¯). (4.1)
That is,∇Uf is ∇LUf orthogonally lifted into R
n.
Lemma 4.2. Given a U-basis matrix U, the gradient of the U-Lagrangian of f : Rn → R at x¯ is
the restriction of the U-gradient of f at x¯ to the U -space:
∇LUf = U
⊤
∇Uf.
Proof. The statement is proved by premultiplying both sides of (4.1) by U
⊤
and noting that
U
⊤
U = Id by Definition 2.14.
Corollary 3.12 tells us that under the conditions of Theorem 3.5, the transversality condition
of [Lew02] is sufficient to ensure that the subdifferential chain rule holds. This allows us to derive
the formula for the U-gradient in this circumstance.
Theorem 4.3. Let Φ : Rm → Rn be C2 and x¯ ∈ domΦ. Let U and V be the VU -decomposition
of h : Rn → R at Φ(x¯). Suppose χ(u) = x¯ + (u + v(u)) is a fast track of h at Φ(x¯), and Φ is
transversal to the manifold M = {Φ(x¯) + (u + v(u)) : u ∈ U}. Then f = h ◦ Φ has a fast
17
track at x¯. Moreover, the U-space and U-gradient of f at x¯ can be computed as follows. Select
any g¯ ∈ ri ∂h(Φ(x¯)). Then
U = {d ∈ Rm : d⊤∇Φ(x¯)⊤g = d⊤∇Φ(x¯)⊤g¯ for all g ∈ ∂h(Φ(x¯))}. (4.2)
Consequently,
∇Uf(0) = UU
⊤
∇Φ(x¯)⊤g¯, (4.3)
where U is a U-basis matrix for h at Φ(x¯).
Proof. Theorem 3.5 shows that f has a fast track. Next, note that g¯ ∈ ri ∂h(Φ(x¯)) implies
∇Φ(x¯)⊤g¯ ∈ ∇Φ(x¯)⊤ ri(∂h(Φ(x¯))) = ri
(
∇Φ(x¯)⊤∂h(Φ(x¯))
)
= ri ∂f(x¯).
The formula for U now follows from the characterization of the U-subspace as the normal cone in
Definition 2.16:
U = {d ∈ Rn : d⊤g = d⊤g¯ ∀g ∈ ∂f(x¯)} ,
whenever g¯ ∈ ri ∂f(x¯).
Corollary 4.4. Let the assumptions and notation of Theorem 4.3 hold. Select any g¯ ∈ ri ∂h(Φ(x¯)).
Then
∇LUf(x¯) = U
⊤
∇Φ(x¯)⊤g¯.
Proof. The proof is immediate from Theorem 4.3 and Lemma 4.2. Note that while g¯ is not neces-
sarily unique,∇LUf(x¯) is [MS03, Theorem 4.5].
We have established the chain rule for PDG fast-track functions. The remainder of this section uses
this result to present a separability rule under the same conditions, and Section 5 provides rules of
smooth perturbation and sum of functions.
Lemma 4.5 (Separability). Let fi : R
ni → R, fi = hi ◦ Φi satisfy the assumptions of Theorem 4.3
for each i ∈ I = {1, 2, . . . , k}. In particular,
1. let U i and V i be the VU -decomposition of hi at Φi(x¯i), and Ui be a semiorthonormal basis
for U i;
2. let Φi be transversal to the manifoldMi = {x¯i + (ui + vi(ui)) : ui ∈ U i} at x¯i, with vi(ui)
the fast track of hi at Φi(x¯i).
Then the function f : Rn1 × · · · × Rnk → R defined by
f(x) =
∑
i∈I
fi(xi) = (h ◦ Φ)(x),
where h = h1 + · · · + hk and Φ = (Φ1, . . . ,Φk), satisfies the assumptions of Theorem 3.5 at
x¯ = [x¯1 x¯2 · · · x¯k]
⊤, and
∇Uf(0) = (∇U1f1(0),∇U2f2(0), . . . ,∇Umfm(0))
⊤ ,
where U is the diagonal block matrix of {U i}i∈I .
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Proof. With u = [u1 · · · uk]
⊤ and v = [v1(u1) · · · vk(uk)]
⊤, we have that the manifold of h with
respect to x¯ isM = {x¯+ (u+ v(u)) : u ∈ U} =M1× · · · ×Mk and Φ is transversal toM at x¯.
Since each hi is Clarke regular by Theorem 3.2 and Definition 3.1, we have that
∂h(x¯) = ∂h1(x¯1)× · · · × ∂hk(x¯k),
with h Clarke regular by [RW98, Proposition 10.5]. Thus, f is partly smooth at x¯ andM defines
a fast track for h at x¯ by Theorem 3.2(i). Therefore, the assumptions of Theorem 3.5 are satisfied.
With any g¯i ∈ ri ∂hi(Φi(x¯i)) for each i ∈ I , we have g¯ = [g¯1 · · · g¯k]
⊤ ∈ ri ∂h(Φ(x¯)). Applying
Theorem 4.3, we have
∇Uf(0) = UU
⊤
∇Φ(x¯)⊤g¯
=

U1U
⊤
1 0 · · · 0
0 U2U
⊤
2 · · · 0
...
...
. . .
...
0 0 · · · Uk U
⊤
k


∇Φ1(x¯1)
⊤ 0 · · · 0
0 ∇Φ2(x¯2)
⊤ · · · 0
...
...
. . .
...
0 0 · · · ∇Φm(x¯k)
⊤


g¯1
g¯2
...
g¯k

=

U1U
⊤
1 ∇Φ1(x¯1)
⊤g¯1
U2U
⊤
2 ∇Φ2(x¯2)
⊤g¯2
...
Uk U
⊤
k ∇Φk(x¯k)
⊤g¯k
 =

∇U1f1(0)
∇U2f2(0)
...
∇Umfm(0)
 .
5 Applications of the chain rule
In this section, we provide theorems and examples that demonstrate calculus rules (smooth pertur-
bation and sum rules) for the U-gradient. We examine the case of the convex finite-max function,
as it is of particular interest in VU-theory.
Theorem 5.1 (Smooth perturbation). Define f : Rm → R, f(x) = p(x) + q(x), where p is
nonsmooth and q ∈ C2. Given x¯ ∈ dom f, let U be the U-basis matrix for p at x¯. Then
∇Uf(0) = ∇Up(x¯) + UU
⊤
∇q(x¯) = ∇Up(x¯) + U(∇q(x¯))U ,
and the U-space of f at x¯ is the U-space of p at x¯.
Proof. Let
Φ :Rm → Rm+1,Φ(x) = (x, q(x))
h :Rm+1 → R, h(z1, z2) = p(z1) + z2,
so that f(x) = (h ◦ Φ)(x) and Φ is smooth. Then we have
∇Φ(x) =
[
Idm
∇q(x)⊤
]
,
∂h(z1, z2) =
{[
g
1
]
: g ∈ ∂p(z1)
}
[RW98, Proposition 10.5].
19
Denote the manifold of p byMp . Then the manifold of h isMh = {(z1, z2) : z1 ∈Mp, z2 ∈ R}.
We need to show that Φ is transversal toMh .We have ran∇Φ = R
n×α∇q, α ∈ R . The tangent
cone toMh is TMh = TMp × R, so we have
ran∇φ+ TMh = (R
n×α∇q) + (TMp×R),
= Rn×R .
Thus, Φ is transversal toMh, and the assumptions of Theorem 4.3 hold. Choose any g¯ ∈ ri ∂p(x¯).
Then by Theorem 4.3,
∇Uf(0) = UU
⊤
∇Φ(x¯)⊤
[
g¯
1
]
,
= UU
⊤
[Idm ∇q(x¯)]
[
g¯
1
]
,
= UU
⊤
g¯ +UU
⊤
∇q(x¯),
= ∇Up(x¯) + UU
⊤
∇q(x¯).
Then by the definition of U in Theorem 4.3, and denoting the U-space of f and the U -space of p
by Uf and Up, respectively, we have
Uf =
{
d : d⊤∇Φ(x¯)⊤
[
g
1
]
= d⊤Φ(x¯)⊤
[
g¯
1
]
∀g ∈ ∂p(x¯)
}
,
= {d : d⊤(g +∇q(x¯)) = d⊤(g¯ +∇q(x¯)) ∀g ∈ ∂p(x¯)},
= {d : d⊤g = d⊤g¯ ∀g ∈ ∂p(x¯)} = Up,
and the U -basis for p at x¯, U, is the U-basis for f at x¯ as well.
A particularly useful application of Theorem 5.1 is the ℓ2-regularization of nonsmooth func-
tions. The following corollary states the result.
Corollary 5.2. For p : Rm → R nonsmooth and λ > 0, define f to be the ℓ2-regularization of p:
f = p+
λ
2
‖ · ‖2.
Given x¯ ∈ dom p, let U be the U-basis matrix for p at x¯. Then
∇Uf(0) = ∇Up(x¯) + λUU
⊤
x¯ = ∇Up(x¯) + λU x¯U ,
and the U-space of f at x¯ is the U-space of p at x¯.
Theorem 5.3 (Sum rule). For each i ∈ I = {1, 2, . . . , k}, let fi : R
n → R be Clarke regular and
x¯ ∈ dom fi. Define
Φ : Rn → Rnk,Φ(x) = (x, x, . . . , x) and hi : R
n → R, hi(x) = fi(x).
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Suppose that each fi = hi ◦ Φi satisfies the assumptions of Theorem 3.5 for x¯; that is, U i and V i
define the VU-decomposition of hi at x¯, and Φi is transversal to manifold Mi at x¯. Assume the
condition ∑
i∈I
zi = 0, zi ∈ NMi(x¯) for each i ∈ I ⇒ zi = 0 for each i ∈ I. (5.1)
Define h : Rnk → R, h(z) =
∑
i∈I hi(zi). Then the function f = h ◦ Φ, which simplifies to
f(x) =
k∑
i=1
fi(x),
satisfies the assumptions of Theorem 3.5, and
U =
⋂
i∈I
U i, (5.2)
∇Uf(0) = UU
⊤
k∑
i=1
g¯i = ProjU
k∑
i=1
g¯i, (5.3)
for any g¯i ∈ rihi(Φi(x¯)).
Proof. By a similar argument to the proof of Lemma 4.5, we have that M = M1 ∪ · · · ∪Mk is
the manifold of h with respect to x¯ and that Φ is transversal toM at x¯. Each hi is Clarke regular,
so h = h1 + · · ·+ hk is Clarke regular and ∂h = ∂h1 + · · ·+ ∂hk. Thus, f is partly smooth at x¯
andM defines a fast track for h at x¯ by Theorem 3.2(i). Therefore, the assumptions of Theorem
3.5 are satisfied. This, together with (5.2), gives us the conditions Theorem 4.3 holds for f . We
have
∇Φ(x) = [Idn · · · Idn]
⊤ ∈ Rnk×n, (5.4)
∂h(Φ(x)) = ∂f1(x)× · · · × ∂fk(x) [RW98, Proposition 10.5].
For each i ∈ I, choose any g¯i ∈ ri ∂fi(x). Then g¯ =
[
g¯⊤1 · · · g¯
⊤
k
]⊤
∈ rih(Φ(x¯)), and
∇Φ(x¯)⊤g¯ = [Idn · · · Idn] g¯ =
k∑
i=1
g¯i.
Now according to (4.2), we find U by finding all d ∈ Rn such that for all i ∈ I and for all
gi ∈ ∂fi(x¯), denoting g1 + · · ·+ gk by g ∈ ∂h(Φ(x¯)),
d⊤∇Φ(x¯)⊤g = d⊤∇Φ(x¯)⊤g¯.
By (5.4), this reduces to
k∑
i=1
d⊤(gi − g¯i) = 0, for all gi ∈ ∂fi(x¯).
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So we have
U =
{
d :
k∑
i=1
d⊤(gi − g¯i) = 0 ∀gi ∈ ∂fi(x¯), ∀i ∈ I
}
. (5.5)
Recall that for each i ∈ I,
U i = {di ∈ R
n : d⊤i (gi − g¯i) = 0 ∀gi ∈ ∂fi(x¯)}.
Let d ∈
⋂
i∈I U i . Then clearly d ∈ U , hence,
⋂
i∈I U i ⊆ U . Let d ∈ U . Note that g¯i ∈ ∂fi(x¯)
for all i ∈ I. For any arbitrary j ∈ I fixed, select any gj ∈ ∂fj(x¯) \ {g¯j}, and set gi = g¯i for all
i ∈ I \ {j}. Then the summation of (5.5) reduces to d⊤(gj − g¯j) = 0, thus, d ∈ U j . Since j is
arbitrary in I , we have that d ∈ U i for all i ∈ I, thus, U ⊆
⋂
i∈I U i . Therefore, (5.2) is true. We
have that (5.3) is true by (4.3).
Example 5.6 shows that (5.1) is a necessary condition for the sum rule to hold. The inspiration for
Theorems 5.1 and 5.3 are Corollaries 4.6 and 4.7 of [Lew02], where the author develops smooth
perturbation and sum rules for partly smooth functions. This allows us to determine the U -gradients
and U-spaces for smooth perturbations and sums of PDG functions.
Example 2.13, on the ℓ1-regularization problem, provided a PDG structure that is not strongly
transversal. As mentioned, this does not preclude the ℓ1-norm from having a fast track at every
point. Using the sum rule, we can now show that the ℓ1-regularization problem has a fast track and
determine the corresponding U-gradient.
Example 5.4. Let f : Rn → R be C2 and τ > 0. Then the function f + τ‖ · ‖1 has a fast track at
any point x¯ ∈ dom f .
Proof. Set h1 = f , Φ1 = Id, h2 = τ‖ · ‖1 and Φ2 = Id. We will use the sum rule on these two
component functions.
Note that h1 ∈ C
2 implies U = Rn and V = 0. The U-Lagrangian is given by
LUh1(u; g¯) = min
v∈V
{f1(x¯+ (Uu+V v))− g¯
⊤V v} = h1(x¯+ u),
which is C2 in U . The solution mapping to the U -Lagrangian is trivially
WUh1(u; g¯) = argmin
v∈V
{h1(x¯+ (U u+V v))− g¯
⊤V v} = {0}.
Hence, v(u) = 0 is a C2 selection ofWUh1(u; g¯), and therefore v(u) is a fast track of h1 at Φ1(x¯).
Since ran(∇Φ1(x¯)) = R
n, transversality holds. Thus, f1 = h1 ◦ Φ1 satisfies the conditions of
Theorem 3.5 withM1 = R
n.
Turning our attention to f2 = h2 ◦ Φ2, notice that
∂(h2)(x¯) = τ
{
g :
gi = sgn(x¯i) if x¯i 6= 0,
gi = [−1, 1] if x¯i = 0.
}
.
This gives
V = {v ∈ Rn : vi = 0 whenever x¯i 6= 0} and U = {u ∈ R
n : ui = 0 whenever x¯i = 0}.
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Let U and V be the corresponding basis matrices. Define g¯ such that g¯i = τ sgn(x¯i) and notice
that g¯ ∈ ri ∂(‖ · ‖1)(x¯). Also, notice that given any v ∈ V , we have that g¯
⊤V v = 0. As such, the
solution mapping of the U-Lagrangian is given by
WUh2(u; g¯) = minv∈V{‖x¯+ (U u+ V v)‖1 − g¯
⊤V v},
= argminv∈V{‖x¯+ (Uu+V v)‖1} = {0}.
Hence, v(u) is a C2 selection ofWUh2(u; g¯). Applying this to the U -Lagrangian, we find that
LUf(u; g¯) = minv∈V{‖x¯+ (Uu+V v)‖1 − g¯
⊤V v},
= ‖x¯+U u‖1 =
∑
i/∈A(x¯)
|x¯i + ui|,
where A(x¯) = {i : x¯i = 0} is the active set at x¯. Notice that LUf( · ; g¯) is (locally) C
2, since
i /∈ A(x¯) implies that |x¯i + ui| is linear near 0. Finally, since ran(∇Φ1(x¯)) = R
n, transversality
holds, so f2 = h2 ◦ Φ2 satisfies the conditions of Theorem 3.5.
SinceM1 = R
n, we have that (5.1) holds and we may now apply the sum rule. We find that
f(x) + τ‖x‖1 satisfies the conditions of Theorem 3.5, so it has a fast track and we have
U = U1 ∩U2 = U2 = {u ∈ R
n : ui = 0 whenever x¯i = 0},
∇U(f + τ‖ · ‖1)(0) = UU
⊤
k∑
i=1
g¯i = ProjU ∇f(x¯).
A prominent function that has the format of Example 5.4 is the LASSO function. By applying
the example to f(x) = 1
2
‖Ax− b‖22, we obtain the following result.
Corollary 5.5 (LASSO). Consider the LASSO problem
min
{
1
2
‖Ax− b‖22 + τ‖x‖1
}
.
This function has a fast track at any point x¯ ∈ Rn, and
∇U
(
1
2
‖A · −b‖22 + τ‖ · ‖1
)
(0) = ProjU(A
⊤Ax¯−A⊤b),
where U = {u ∈ Rn : ui = 0 whenever x¯i = 0}.
The following example illustrates the fact that (5.1) is necessary for the sum rule to function
properly. We construct functions that do not comply with (5.1), and show that the sum rule fails.
Example 5.6. Following the notation of Theorem 5.3, let f1, f2 : R
2 → R be defined by
f1(x, y) = ιB =
{
0, if (x, y) ∈ B,
∞, if (x, y) 6∈ B,
f2(x, y) = ιL =
{
0, if (x, y) ∈ L,
∞, if (x, y) 6∈ L,
,
where B = {(x, y) : ‖(x, y)− (1, 0)‖ = 1} and L = {(0, y) : y ∈ R}. Then the sum rule does not
apply at (x¯, y¯) = (0, 0).
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Proof. At (x¯, y¯), we find that the manifolds of f1 and f2, respectively, are
M1 = B, M2 = L.
At the origin, we have
U 1 = {(0, y) : y, z ∈ R}, U2 = {(0, y) : y ∈ R} ⇒ U1 ∩U 2 = U2 .
Hence, the normal cones to the manifolds at the origin are
NM1(x¯, y¯) = {(x, 0) : x ∈ R}, NM2(x¯, y¯) = {(x, 0) : x ∈ R}.
Then, we observe that
(1, 0) ∈ NM1(x¯, y¯), (−1, 0) ∈ NM2(x¯, y¯), and (1, 0) + (−1, 0) = (0, 0).
Thus, f1 and f2 do not comply with (5.1) at (x¯, y¯). However,
f(x, y) = f1(x, y) + f2(x, z) = ιB∩L = ι(0,0),
so U = {0} at (x¯, y¯). The sum rule fails.
We finish this section with an example of a useful family of functions, the convex finite-max
functions. These functions are commonly used in VU-theory, because they are simple enough
to manage and complex enough to showcase the intricacies of the theory. We verify that the U-
gradient and U-space are what we expect them to be in this special case.
Example 5.7 (Convex finite-max). Let f = h ◦ Φ be a convex finite-max function on Rn:
Φ(x) = (Φ1(x),Φ2(x), . . . ,Φm(x)) ∈ C
2, h(y) = max yi,
with Φi convex for each i. For x¯ ∈ dom f, suppose that the active set A(x¯) = {i : Φi(x¯) = Φ(x¯)}
defines an affinely independent set of subfunction gradients∇Φi. Then the assumptions of Theorem
4.3 hold and
U = span
i∈A(x¯)
[
∇Φi(x¯)−∇Φj(x¯)
]
with j ∈ A(x¯) fixed, (5.6)
∇Uf(0) = UU
⊤
∇Φ(x¯)⊤
∑
i∈A(x¯)
αiei, (5.7)
where ei ∈ R
n is the ith canonical vector and
αi ≥ 0 ∀i ∈ A(x¯),
∑
i∈A(x¯)
αi = 1.
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Proof. By Definitions 2.7, 2.8 and Theorem 2.19, f is a PDG function with a fast track at x¯ relative
to the manifoldM. Note thatM = Rn if |A(x¯)| = 1, and if |A(x¯)| > 1, then
M = {x ∈ Rn : Φi(x) = Φj(x), i, j ∈ A(x¯), i 6= j}.
Since h is a maximum of linear functions (i.e. a polyhedral function), h is partly smooth at Φ(x¯)
relative toM [Lew02, Example 3.4] and we have
∂h(y) = conv
i∈A(y)
∇yi = conv
i∈A(y)
ei. (5.8)
Since the set {∇Φi(x¯) : i ∈ A(x¯)} is linearly independent, Φ is transversal toM at x¯. Thus, the
assumptions of Theorem 4.3 hold. By (4.2), we have
U = {d ∈ Rm : d⊤∇Φ(x¯)⊤g = d⊤∇Φ(x¯)⊤g¯ for all g ∈ ∂h(Φ(x¯))},
which proves (5.6). Then g¯ =
∑
i∈A(x¯) αiei ∈ rih(Φ(x¯)). Applying Theorem 4.3 completes the
proof of (5.7).
6 Conclusion
We have established calculus rules for the VU-decomposition of primal-dual gradient structured
functions with fast tracks. In doing so, we introduced some new notation to make the inner work-
ings of VU -theory clearer. We refer to the objects xV and xU as restrictions of vector x to the
V-space and the U-space, respectively, rather than use the term projections that is found in existing
literature. This allows for the term projection to be used in the traditional sense as the orthogonal
projection of a vector onto a set. We also introduced the U-gradient as a separate object from
the gradient of the U-Lagrangian and presented the relationship between the two. The difference
between transversality and nondegeneracy was identified and equivalence conditions were given.
One avenue of further investigation is the second-order calculus of VU-theory. The first-order
rules are provided here, but properties and characterizations of the U-Hessian would also be useful.
At the moment, it is unclear in exactly which direction to head when forming a chain rule for the
U-Hessian, since there are many definitions of second-order differentiability [RW98, §13]. We
leave the matter for future consideration.
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