Abstract. Strong comparison theorems of Sturm's type are established for systems of second order quasilinear elliptic partial differential equations. The technique used leads to new oscillation and nonoscillation criteria for such systems. Some criteria are deduced from a comparison theorem, and others are derived by a direct variational method. Some of our results constitute extensions of known theorems to nonselfadjoint quasilinear systems.
1. Introduction. The matrix differential operator L defined by LV=-% Di(Alj(x,V)DjV) + 2^Bi(x,V)DjV+C(x,V)V, (1) i,i=i f=i Au = An iUj = 1,2,...,«), will be considered for x e G, V e Hm, where G is a nonempty regular bounded domain of «-dimensional Euclidean space E", and H is a domain in Fm containing the origin. The coefficients A^ix, £), B^x, £) and C(x, f), i,j= 1,2,...,«, are mxm symmetric matrix functions of class C1iGxHm), and the mnxmn matrix (Ati) is positive definite in G x Hm.
A strong theorem of Sturm's type for a quasilinear selfadjoint elliptic system of partial differential equations was obtained recently by C. A. Swanson [8] , extending results of Kuks [6] , J. B. Diaz and J. R. McLaughlin [2] . The purpose of the present work is to extend Swanson's theorem to nonselfadjoint systems and to obtain oscillation and nonoscillation theorems for such systems. Some of the oscillation theorems were derived by a direct variational method similar to that used in [9] .
Points of En will be denoted by x = (x1; x2,..., xn) and differentiation with respect to x¡ by D¡. The differential operator / defined by n n lu = -y Di[aij(x,u)Dju] + 2y^bi(x,u)Diu + cix,u)u, (2) i.i = i i = i % = aft ii,j = 1,2,...,«), will be considered for x e G, u e H. The coefficients au, b¡, c are real symmetric where BG is the boundary of G. Following C. A. Swanson [8] we call a matrix V a conjugate matrix relative to L iff Yi(x, V)=0 identically in G for i= 1, 2,..., n, where
We shall discuss later the existence of a conjugate matrix. The first comparison theorem requires that 8G is only piecewise C1. then det K(x) must vanish at some point in G.
Proof. Suppose to the contrary that K(x) is nonsingular for all xeG. Then there exists a unique w e C\G) satisfying u(x)= V(x)w(x) identically in G. An easy calculation yields the following identity: and by an argument similar to that used in [8] we can show that w(x) = 0 identically in S. Since S is arbitrary, w(x) = V(x)w(x) = 0 throughout G and hence throughout G by continuity. The conclusion of the theorem follows. When L is symmetric (i.e. Bt = 0m , m for all i = 1, 2,..., n), we can take h = 0m " m, the zero mxm matrix. The operator L reduces to
The following theorem is similar to a recent result of Swanson [8] . The latter is obtained if we put ¿¡ = 0 (z'=l, 2,..., n).
Theorem 3 "Symmetric Case". If If n= 1, Theorem 4 extends a result of Morse [7] .
The conclusions in the above theorems apply to conjugate matrices. We show by a simple example that the condition of being a conjugate matrix is necessary:
Let lu = u" + u, LV= V"+ V; take 3. The existence of a conjugate matrix. We shall show that a conjugate matrix always exists for several nontrivial cases of the operator L.
For «= 1, the definition (1) of L reduces to Proof. If condition (i) holds, then it follows from the symmetry of the matrices involved that Y'(x, Fo(x)) = 0 identically in I. Since 7(x0, K0(x0)) = 0 by hypothesis, it follows that Y(x, K0(x)) = 0 identically in I.
If condition (ii) holds, then
Hence Y(x, V0(x)) = [expJ"* B(t, V0(t))A-\t, V0(t))dt]N, where AMs a constant mxm matrix. Using the hypothesis on V0, we conclude that U(x, Vo) = 0 identically in 7.
If condition (iii) or (iv) holds, we can use a similar argument to show that Y(x, Vo) = 0 identically in I.
If the operator L defined by (1) is linear, and if we further assume that C(x) = C(Xi), Bt(x) = B(Xi), and Ali(x) = Au(xi), (8l8xj)(Aji) = 0 (/==./) for at least one suffix i, then a conjugate matrix V(x) of L can be sought in the form of a matrix V(x)= V(xt), where V(x¡) is a conjugate matrix relative to the system of ordinary differential equations
In particular, for strongly elliptic systems with constant coefficients without mixed derivatives, a conjugate matrix exists.
4. Oscillation criteria. We shall find conditions on the coefficients of the operator L defined by (1) which imply that the matrix differential inequality VTLV^0 (as a form) is oscillatory.
The operator L is defined in an unbounded domain R of En. For simplicity we assume that R coincides with F\ Notation.
7?r = {xeFn: |x|>r}.
Definition. The matrix differential inequality VTLV^0 (as a form) is said to be oscillatory in En iff every conjugate solution V of the inequality has the property that det V(x) vanishes at some point in Rr for all r > 0. The operator ly is said to be strongly oscillatory in En iff it has a nodal domain with C1 boundary in the complement of every ball S. (1) (1/zyOjT r-W^r) dr is bounded above for all b>0. (2) (lib«)]™ rn-\2b-r)ßu(r) dr is bounded above for all b>0. Proof. Suppose to the contrary that the differential inequality VTLV¡íO is not oscillatory. Then there exists a positive number a, and a conjugate matrix V(x) such that VTLV^0, and det F(x)#0 for |x|>a. Hence a unique solution w(x) of u(x) = V(x)w(x) exists in 7?a = {x : |x|>a} for any m-vector function u(x). By integrating identity (3) by parts, and applying Green's formula, we obtain the inequality 
where x e [a, oo). We can use the above method to generalize the Hille-Kneser classical theorem [4] . For simplicity we assume that Aix, V) = I, B = 0 where /is the identity matrix.
Theorem 8. The matrix differential inequality VTLV^0 is oscillatory in En if there exists an integer I, I Slum, such that the following conditions hold for every matrix V with det V(x)=±0for all sufficiently large x:
(1) C"(x, F(x))^-l/4x2; (2) lim sup«.,, log a\™ x|C"(x, V(x))+ l/4x2| dx> 1. where 7mn is the mnxmn identity matrix, 7m is the mxm identity matrix, and BT is the mnxm zero matrix. Theorem 9. Suppose the matrices (atj), c admit minorants f, g respectively, such that f is bounded below in R by some positive number X0. Then the equation (9) Proof. Suppose to the contrary that there exists a bounded C1 nodal domain Ns and a solution us of (9) such that «s=0on 8NS. From the hypothesis that/, g are minorants of (atj), c respectively, it is easy to show that the matrix M(x, g) -A^(x) is positive semidefinite for all (x, £)e Enx H. Then an application of Green's formula gives 0= f uju,dx* f [2(Aws)rAo/mA"s+g(|x|)«rWslcix.
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