Abstract. We study ascending HNN-extensions G of finitely generated free abelian groups: examples of such G include soluble Baumslag-Solitar groups and fundamental groups of orientable prime 3-manifolds modelled on Sol geometry. In particular, we study the elliptic subgroup A ≤ G, consisting of all elements that stabilise a point in the Bass-Serre tree of G. We consider the density of A with respect to ball counting measures corresponding to finite generating sets of G, and we show that A is exponentially negligible in G with respect to such sequences of measures. As a consequence, we show that the set of tuples (x0, . . . , xr) ∈ G r+1 , such that the (r + 1)-fold simple commutator [x0, . . . , xr] vanishes, is exponentially negligible in G r+1 with respect to sequences of ball counting measures.
Introduction
The growth of soluble Baumslag-Solitar groups, G = BS(1, N ) = a, t | tat −1 = a N , has been widely studied. For instance, it has been shown that they have rational growth with respect to the standard generating set, with an explicitly calculated growth series [3] . Moreover, the growth series for a 'higher dimensional' generalisation of BS(1, 3) -the ascending HNN-extension of Z m given by the 'cubing homomorphism' u → 3u -has been calculated in [12] with respect to standard generators.
Some results on growth of Baumslag-Solitar groups that are independent of the choice of a generating set are also known; in particular, the minimal exponential growth rates (with respect to an arbitrary finite generating set) for BS(1, N ) have been calculated in [1] . This paper aims to provide additional results of this nature.
Growth of horocyclic subgroups a ∼ = Z of Baumslag-Solitar groups G = BS(p, q) has been also studied, as this is usually the first step to understanding the growth of G itself: see [4] . Here we study the growth of the normal closure A = a ∼ = Z 1 N of the horocyclic subgroup of BS(1, N ). We say a subset A ⊆ G is exponentially negligible in a group G with respect to a finite generating set X if the proportion of elements that are inside A, counted over the ball of radius n in the Cayley graph Γ(G, X), tends to zero exponentially fast as n → ∞ (see Definition 1.6). Theorem 1.1 (see Theorem 1.10). Let G = BS(1, N ) with |N | ≥ 2 and let A⊳G be the normal closure of the horocyclic subgroup in G. Then A is exponentially negligible in G with respect to any finite generating set.
Another class of groups this paper aims to study are certain 3-manifold groups. In particular, we study the semidirect products G = Z 2 ⋊ Z, which are the fundamental groups of orientable prime 3-manifolds modelled on Euclidean, Nil and Sol geometries -that is, torus bundles over a circle. It is well-known that if such a manifold M is modelled on Euclidean (respectively Nil) geometry then π 1 (M ) is virtually abelian (respectively virtually nilpotent); on the other hand, Sol-manifolds have fundamental groups of exponential growth. There has been some interest in growth properties of the latter class: in particular, it is known that for a Sol-manifold M , a finite-index subgroup of π 1 (M ) has rational growth with respect to some generating set [11] , and in certain cases π 1 (M ) itself has rational growth [10] .
Note that the description of M as a bundle, S 1 × S 1 → M → S 1 , gives rise to a short exact sequence of fundamental groups, A ⊆ G ։ Z,
where A ∼ = Z 2 . Here we study growth of A, the fundametal group of a fibre S 1 × S 1 ⊂ M of the bundle, in G.
Theorem 1.2 (see Theorem 1.10). Let M be an orientable prime 3-manifold modelled on Sol geometry, let G = π 1 (M ), and let A ⊳ G be the fundamental group of an embedded torus. Then A is exponentially negligible in G with respect to any finite generating set.
As an application of Theorems 1.1 and 1.2, we study 'probabilistic nilpotence' of these classes of groups. In particular, for r ∈ N and a group G, define In [9, Theorem 1.9], Martino, Tointon, Ventura and the author showed that if a group G is finitely generated and not virtually nilpotent, then the probability that a random walk on a Cayley graph of G r+1 will end in N r (G) after n steps tends to zero as n → ∞. It is not known whether the same result holds if a 'random walk measure' is replaced by a 'ball counting measure' -see [9, Question 1.32] and discussion before Theorem 1.12. However, the following result answers this question affirmatively for our particular classes of groups. Theorem 1.3 (see Theorem 1.12). Let G be either BS(1, N ) with |N | ≥ 2 or π 1 (M ) for an orientable prime 3-manifold M modelled on Sol geometry. Then N r (G) is exponentially negligible in G r+1 with respect to any finite generating set.
To study soluble Baumslag-Solitar groups and fundamental groups of Sol-manifolds, we consider a more general class of groups. In particular, we study ascending HNN-extensions of finitely generated free abelian groups. Such groups can be parametrised by square matrices with integer entries and non-zero determinant: Definition 1.4. Let m ∈ N and let T be an m × m matrix with integer entries and det T = 0.
(i) Define the group G(m, T ) by the presentation
where a v denotes a
It is easy to see that each element of G can be expressed (although non-uniquely) as t −r a u t s for some r, s ≥ 0 and u ∈ Z m .
(ii) Consider the homomorphism τ : G(m, T ) → Z given by the t-exponent sum: let τ (a i ) = 0 for 1 ≤ i ≤ m and τ (t) = 1. Define the elliptic subgroup A(m, T ) of G(m, T ) as
notice that A(m, T ) is abelian. Remark 1.5. As an alternative construction, note that G(m, T ) can be expressed as an ascending HNN-extension of Z m :
where φ :
We may define A(m, T ) in terms of the action of the group G(m, T ) on its Bass-Serre tree T , corresponding to this HNN-decomposition. In particular, we define A(m, T ) to be the union of all point stabilisers with respect to the action of G(m, T ) on T . Since this action fixes an end of T , the set A(m, T ) turns out to be a (normal) subgroup.
Notice that the family of groups G(m, T ) includes both soluble Baumslag-Solitar groups and aforementioned 3-manifold groups. Indeed, for m = 1 and T = N for some non-zero N ∈ Z we have G(m, T ) ∼ = BS(1, N ). On the other hand, if m = 2 and T ∈ SL(2, Z), then we get G(m, T ) ∼ = Z 2 ⋊ Z, where the (left) action of Z on Z 2 is given by n · u = T n u. Thus indeed G(m, T ) ∼ = π 1 (M ) for an orientable prime 3-manifold M , whose geometry depends on the Jordan normal form of T : in particular, M is modelled on 3-dimensional Euclidean, Nil, or Sol geometry, depending on whether T is conjugate in GL(2, C) to some ω 0 0ω with |ω| = 1,
, or to some λ 0 0 λ −1 with 1 < λ ∈ R, respectively. Moreover, the 'higher Baumslag-Solitar groups' studied in [12] are just G(m, 3I m ), where I m is the identity matrix.
In the present paper we are interested in the growth of the elliptic subgroup A(m, T ) relative to the growth of G(m, T ). As mentioned above, this subgroup is the normal closure of the horocyclic subgroup in a soluble Baumslag-Solitar group in the case m = 1, or the fundamental group of a fibre S 1 × S 1 ⊂ M of the bundle M over S 1 in the case m = 2 and T ∈ SL(2, Z). In order to study the growth of A(m, T ), we first need to introduce some terminology.
Fix a finitely generated infinite group G and let Y be a finite generating set of G. This allows us to define the word metric | · | Y for G, by letting |g| Y to be the minimal word-length of g ∈ G with respect to Y . For n ∈ Z ≥0 , let
be the ball in G with respect to Y of radius n.
For any r ∈ N, we may characterise 'small' and 'large' subsets of the r-fold direct product G r = r G × · · · × G by using ball counting measures, as follows. Definition 1.6. Let Y ⊂ G be a finite generating set, let r ∈ N, and let A ⊆ G r be a subset. Let
It is clear that an exponentially negligible subset of G r is also negligible. (iii) We say A has exponential growth in G r with respect to Y if lim inf
These concepts are not new: for instance, closely related notions of natural density and exponential density of subsets in groups were introduced in [2] . Similar, although not equivalent, notions of negligible and strongly negligible subsets of direct products of groups were considered in [7] . Remark 1.7. It is easy to construct subsets A ⊆ G r of a group G of exponential growth such that A is (exponentially) negligible with respect to some generating set but not with respect to another one. For instance, if G = F 2 × F 3 is a direct product of two free groups of ranks 2 and 3, and if X i is a basis for F i (i ∈ {2, 3}), then {1} × F 3 is not negligible in G with respect to the 'union' of the generating sets, Y ∪ = (X 2 × {1}) ∪ ({1} × X 3 ), but exponentially negligible with respect to their 'product',
. Indeed, note that we have
This allows us to calculate sizes of balls in G and their intersections with {1} × F 3 explicitly to obtain asymptotics
where we write
On the other hand, note that the inequality lim inf n→∞ n |A ∩ B Y (n) r | > 1 is independent of the generating set Y (as all word metrics on G are bi-Lipschitz equivalent), and hence if a subset has exponential growth with respect to some finite generating set, then it has exponential growth with respect to all of them. Thus we may simply say that A has exponential growth in G r (without referring to a particular generating set).
We now return to the case of a group G = G(m, T ) and its elliptic subgroup A = A(m, T ), as in Definition 1.4. It is well-known that in many cases, A will have exponential growth in G: that is, we have lim inf n→∞ n |A ∩ B Y (n)| > 1 for every finite generating set Y of G. More precisely, we have We prove Proposition 1.8 in Section 2.
As a corollary of Proposition 1.8, we immediately obtain the well-known facts that the group BS(1, N ) with |N | ≥ 2 and the fundamental group of a 3-dimensional Sol-manifold both have exponential growth. These facts allow us to deduce Theorems 1.1 and 1.2 from Theorem 1.10, as well as Theorem 1.3 from Theorem 1.12.
Remark 1.9. We do not claim all of the statements in Proposition 1.8 to be original: for instance, if | det(T )| ≥ 2 then the Bass-Serre tree of G (see Remark 1.5) has infinitely many ends, and in this case it is known (see [6] ) that G has uniformly exponential growth (and hence exponential growth). Nevertheless, we are not aware of any reference in the literature which includes these statements, and thus we prove Proposition 1.8 here for completeness.
Note that the group G/A ∼ = Z has linear growth -in particular, the number of cosets of A in G that intersect B Y (n) non-trivially grows linearly with n (for any finite generating set Y of G). Hence we might expect A to be 'large' in G. However, our first general main result states: Theorem 1.10. If G(m, T ) has exponential growth, then A(m, T ) is exponentially negligible in G(m, T ) with respect to any finite generating set.
We prove Theorem 1.10 in Section 3.
Remark 1.11. Note that G = G(m, T ) is metabelian, as A = A(m, T ) is abelian and the sequence
is exact; furthermore, the vector space A ⊗ Q is m-dimensional over Q. We suspect that, under some additional technical results, our proof of Theorem 1.10 generalises to any groups G and A G such that A is abelian, (1.2) is exact, and A ⊗ Q is finite-dimensional. In other words, we may expect to generalise the argument in the case when the matrix T has rational entries that are not necessarily integers. Details of this are left to the interested reader.
As an application of Theorem 1.10, we study 'probabilistic nilpotence' of the groups G(m, T ). In particular, for r ∈ N and a group G, define N r (G) ⊆ G r+1 as in (1.1). Notice that N r (G) = G r+1 if and only if G is nilpotent of class at most r. This suggests that measuring N r (G) will tell us how close to being nilpotent a group is. In [9] , Martino, Tointon, Ventura and the author defined the degree of r-nilpotence of G with respect to a sequence of measures
It was shown in [9, Theorem 1.8] that if G is finitely generated and the sequence (µ n ) measures index uniformly -that is, µ n (xH) → [G : H] −1 uniformly over all x ∈ G and all subgroups H ≤ G, where by convention [G :
and only if G is virtually k-step nilpotent. A particular case of special interest of this are the 'random walk measures': it was shown in [13, Theorem 14 ] that if µ is a symmetric, finitely supported generating probability measure on G with µ(1) > 0, and if M = (µ * n ) is the sequence of measures corresponding to the steps of the random walk on G with respect to µ, then M measures index uniformly on G.
Instead of random walk measures, here we consider 'ball counting measures': that is, we replace the sequence (µ * n ) with the sequence (γ Y n ) as in Definition 1.6. Intuitively, this can be thought of as avoiding 'overcounting' whilst measuring a subset: while µ * n (A) counts all random walks of length n ending up in 
. It is known that if B {a 1 ,t} (n) is a ball in H with respect to {a 1 , t} of radius n, then B {a 1 ,t} (n)/2 n → C for some C ∈ (0, ∞): see [3] . A calculation then shows that lim sup n→∞ γ X n (H) = 1 3 > 0, even though H has infinite index in G. Acknowledgements. I would like to thank my PhD supervisor, Armando Martino, without whose guidance and support this work would not have been completed.
Classification of the groups G(m, T )
In this section we specify which groups Theorems 1.10 and 1.12 can be applied to. Specifically, we notice that any group G(m, T ) is either virtually nilpotent or has exponental growth; by Gromov's Polynomial Growth Theorem [5] , this is just saying that there are no groups G(m, T ) of intermediate growth. More precisely, we give a necessary and sufficient condition on the matrix T for the group G(m, T ) to have exponential growth (see Proposition 1.8).
For the rest of the paper, fix an integer m ∈ N and an m×m matrix T , and write G = G(m, T ) and A = A(m, T ). Let λ 1 , . . . , λ m ∈ C be the eigenvalues of T (counted with multiplicity), and suppose without loss of generality that |λ 1 | ≤ · · · ≤ |λ m |. Let λ = |λ m |, and note that since
we have λ ≥ 1, with equality if and only if |λ i | = 1 for all i.
The following two lemmas will be used in the proofs of Proposition 1.8 and Theorem 1.10. The first of these is easy to check and its proof is left as an exercise.
Lemma 2.1. The map ϕ defined by setting ϕ(t n a u t −n ) = T n u for n ∈ Z and u ∈ Z m can be extended to an injective homomorphism ϕ : A → Q m .
The next Lemma allows us to construct exponentially many elements in G of given wordlength.
Lemma 2.2. If |λ i | = 1 for some i, then there exist constants R ∈ N and j ∈ {1, . . . , m} with the following property. For any k ∈ N and ε = (ε 0 , . . . , ε k ) ∈ {0, 1} k+1 , let
Proof. Let ϕ : A → Q m be as in Lemma 2.1. For g ε , gε as in the statement, we have
where {e i | 1 ≤ i ≤ n} is the standard basis for Z m , so that a i = a e i . Thus, by injectivity of ϕ, it is enough to find R ∈ N and j ∈ {1, . . . , m} such that
T iR e j for all k ∈ N with a suitable choice of norm · . In particular, it is enough to require
for all k ∈ N. We will use Jordan normal forms to define a norm · and to approximate T kR e j for k large. Let x ∈ {1, . . . , m − 1} be such that |λ x | < |λ x+1 | = |λ x+2 | = · · · = |λ m | (and x = 0 if |λ 1 | = |λ m |). Let S ∈ N be such that both |λ x | S + 1 ≤ 1 2 |λ m | S and |λ m | S ≥ 2, and consider the Jordan normal form P T S P −1 for T S (where P ∈ GL m (C)): it is a block-diagonal matrix with blocks X, Y 1 , . . . , Y z where
and
for some α 1 , . . . , α x−1 ∈ {0, 1} and some y 1 , . . . , y z ∈ N where, without loss of generality, y 1 ≤ · · · ≤ y z , and where |λ i | = |λ m |. Furthermore, let w ∈ {1, . . . , z − 1} be such that y w < y w+1 = · · · = y z (and w = 0 if y 1 = y z ), let λ = |λ m | and let y = y z . Define a norm on C m by u = P u ∞ = max{|(P u) i | | 1 ≤ i ≤ m}, and let j ∈ {1, . . . , m} be such that the last entry of P e j is non-zero (such a choice is possible since the P e i span C m ). The idea is now to approximate T nS e j by a constant multiple of nS y−1 λ nS−y+1 when n is large.
Since the ℓ 1 -norm of any row of X is at most |λ
Now let w ∈ {1, . . . , z − 1} be such that y w < y w+1 = · · · = y z (with w = 0 if y 1 = y z ), and let y = y z . Then the above calculations imply that if we denote Since by the choice of j we have γ
z,yz = 0, it follows that there exists a constant n 0 ∈ N such that for n ≥ n 0 we have
By increasing n 0 further, we may also assume that n 0 ≥ 3 and T n 0 S e j ≥ 2 e j . Let R = n 0 S. Then, since |λ x | S + 1 ≤ λ S 2 and in particular λ S ≥ 2, we have
for all k ≥ 1, and also, by assumption on n 0 , T R e j / e j ≥ 2. Thus (2.1) holds, as required. (ii) A theorem by Kronecker [8] , whose proof we sketch here, shows that if a monic polynomial p has integer coefficients and all roots on the unit circle, then all roots of p are roots of unity. Indeed, if p(X) = m i=1 (X − λ i ) is such a polynomial, then the coefficients of p are symmetric polynomials in the λ i that generate (over Q) the subalgebra of Q[λ 1 , . . . , λ m ] consisting of all symmetric polynomials. It follows that for any n ∈ N, the polynomial p n (X) = m i=1 (X − λ n i ) has rational coefficients; but as the λ i are algebraic integers, so are the coefficients of p n , and so the coefficients of p n are integers. Since |λ i | = 1 for all i, the coefficient of X k in p n is bounded by m k for each k ∈ {0, . . . , m}. It follows that the set {p n | n ∈ N} contains only finitely many polynomials. Thus there exists a polynomial p(X) = m i=1 (X − ν i ) and an infinite subset I ⊆ N such that p n (X) =p(X) for all n ∈ I. This means that for all n ∈ I, there exists a permutation σ = σ n ∈ Sym{1, . . . , m} such that λ n i = ν σ(i) for each i. Since Sym{1, . . . , m} is finite, there exist two distinct elements n 1 , n 2 ∈ I such that σ n 1 = σ n 2 . This implies that λ
i for each i, and so λ i is |n 1 − n 2 |-th root of unity, as required.
Since the polynomial χ T has integer coefficients and all roots on the unit circle, the argument above shows that there exists n ∈ N such that all eigenvalues of T n are equal to 1. Define a map τ n : G(m, T ) → Z/nZ by setting τ n (a i ) = 0 for all i and τ n (t) = 1: that is, τ n is τ followed by reduction modulo n, where τ is as in Definition 1.4. Now ker τ n ∼ = G(m, T n ) is nilpotent by part (i) and has index n in G(m, T ), and so G(m, T ) is virtually nilpotent, as required. (iii) It is enough to show that A(m, T ) has exponential growth in G(m, T ). This follows easily from Lemma 2.2. Indeed, given an integer k the set
contains 2 k+1 distinct elements of A(m, T ), and each of these elements has word length at most k + 1 + 2kR ≤ (k + 1)(2R + 1) over X = {a 1 , . . . , a m , t}. Thus
for all k ∈ N, which implies lim inf
as required.
Negligibility of the elliptic subgroup
In this section we prove Theorem 1.10. As a consequence of Proposition 1.8, we restrict to matrices T that have no eigenvalues of absolute value 1.
Let G = G(m, T ) and A = A(m, T ). By Proposition 1.8, there exists a constant α > 1 such that |A ∩ B Y (n)| ≥ α n for all sufficiently large n. Fix β ∈ (1, α 1/2m ), and let d = det T . Let Y be a finite generating set for G.
Let ϕ : A → Q m be as in Lemma 2.1. Define the sets
and let Z = Z + ∪ Z − .
Lemma 3.1. Elements of Z are generic in A with respect to Y : that is,
Proof. Suppose first that |d| = 1. Note that for each k 1 > 0 and k 2 ∈ N, the number of elements in the set
As |d| log β/ log |d| = β and β 2m < α, we get lim sup
If instead |d| = 1, then T ∈ GL n (Z) and so A = {a u | u ∈ Z n }, hence we obtain lim sup
For a path ω = y 1 · · · y n (with y i ∈ Y ) in the Cayley graph Γ(G, Y ), we may consider its image in the quotient G/A ∼ = Z. In particular, define the maximal height, minimal height and total height of ω as the numbers
, where τ is as in Definition 1.4. Note that h − (ω) ≤ 0 ≤ h + (ω) for any word ω. Proof. Since each element of Y can be expressed as t −r a u t s for some u ∈ Z m and 0 ≤ r, s ≤ c, it is easy to see -by induction on the length of ω, say -that ϕ(g) ∈ d h − (ω)−c Z m . Thus if g ∈ Z − (and so Z − = ∅, implying that |d| ≥ 2) then we have
if |g| Y ≥ 2c log |d|/ log β. Suppose now g ∈ Z + . Then we have
Let ω = y 1 · · · y n with y i ∈ Y , and let L = max{ T op , T −1 op }, where · op denotes the operator norm with respect to the ℓ ∞ -norm on C m . Note that, since G has exponential growth, T has an eigenvalue λ with |λ| = 1 by Proposition 1.8, and so L > 1. It is easy to show -by induction on i, say -that
where c 0 = max{ ϕ(yt −τ (y) ) ∞ | y ∈ Y }. Combining (3.1) and (3.2) yields
and hence
Now if |g| Y is big enough then we have log |g| Y + log c 0 ≤ log β 2 |g| Y ; substituting this yields
so by setting δ = log β/2 log(max{L, |d|}) we are done.
The next Lemma shows that there exists a particular subset A ⊆ Z such that, given an element g ∈ A, there are 'many' words over Y representing g that are 'not too long'. More specifically, for n, p, q ∈ N with p ≤ n and for h ∈ Z, define
and define the map
Furthermore, let X = {a 1 , . . . , a m , t} be the standard generating set for G. Since the word metrics | · | X and | · | Y are bi-Lipschitz equivalent, there exists a constant c ∈ N such that
Lemma 3.3. Let R ∈ N be given by Lemma 2.2. Then for anyδ > 0, any n, p, k ∈ N with p ≤ n and k ≤δn/R, any h ∈ Z with |h| ≥ ⌊δn⌋, and any g ∈ A p,h (n), we have
Proof. Let A = A p,h (n) and µ = µ n,p,c(c+1)k,h . Let P be the set of all subsets of {1, . . . , ⌊δn/R⌋} of cardinality k. We will find an injection P → µ −1 (g), B → (l B,1 , l B,2 ), which will prove our claim.
Suppose first that h > 0. As g ∈ A, there exists an expression g = g 1 g 2 , where
. Let ω 1 = y 1 · · · y r and ω 2 = y r+1 · · · y |g| Y be geodesic paths representing g 1 and g 2 , respectively, where y i ∈ Y . Given B ∈ P, we 'modify' (g 1 , g 2 ) in a way that preserves the product g 1 g 2 , as follows; this construction is illustrated in Fig. 1 . Figure 1 . Construction of the words ψ B,1 and ψ B,2 in the proof of Lemma 3.3.
Let B ∈ P, and write B = {b 1 , . . . , b k }, where 1 ≤ b 1 < b 2 < · · · < b k ≤ ⌊δn/R⌋. Note that |y| X ≤ c for all y ∈ Y , which implies that |τ (y)| ≤ c for all y ∈ Y . Since τ (g 1 ) = −τ (g 2 ) = h ≥ ⌊δn⌋, it follows that for each s ∈ {1, . . . , ⌊δn⌋}, there exist integers j 1 , j 2 with 0 ≤ j 1 ≤ r ≤ j 2 ≤ |g| Y such that |τ (y 1 · · · y j 1 ) − s| ≤ c 2 and |τ (y j 2 +1 · · · y |g| Y ) + s| ≤ c 2 . In particular, for each i ∈ {1, . . . , k}, there exist integers j i,1 , j i,2 such that
Let j be as in Lemma 2.2, and define the words ψ B,1 and ψ B,2 as follows. For ψ B,1 , start with the word ω 1 , and for each i ∈ {1, . . . , k}, insert a geodesic subword representing t −q i,1 a j t q i,1 between y j i,1 and y j i,1 +1 , where q i,1 = τ (y 1 · · · y j i,1 ) − b i R. For ψ B,2 , start with the word ω 2 , and for each i ∈ {1, . . . , k}, insert a geodesic subword representing t −q i,2 a −1 j t q i,2 between y j i,2 and y j i,2 +1 , where
Let l B,1 and l B,2 be the elements represented by words ψ B,1 and ψ B,2 , respectively. Then commutativity of A and the choice of the q i,1 and the q i,2 implies that l B,1 l B,2 = g 1 g 2 = g. Furthermore, it is clear that τ (l B,1 ) = τ (g 1 ) = h and τ (l B,2 ) = τ (g 2 ) = −h. Finally, by (3.3) we have |q i,1 |, |q i,2 | ≤ c 2 for each i, so every fragment inserted into ω 1 (or ω 2 ) to form ψ B,1 (or ψ B,2 ) has word-length at most c + 1 with respect to X, and so at most c(c + 1) with respect to Y . It follows that
Thus indeed (l B,1 , l B,2 ) ∈ µ −1 (g), as required. Finally, to show that the map P → µ −1 (g), B → (l B,1 , l B,2 ) is injective, we use Lemma 2.2. Indeed, if B, C ∈ P are distinct, then
where ϕ is as in Lemma 2.1 and ½ B , ½ C : {1, . . . , k} → {0, 1} are the indicator functions for B Theorem 1.10 can now be deduced from the following Theorem, which at first glance seems to be marginally weaker than Theorem 1.10.
for all sufficiently large n.
It would seem that Theorem 1.10 would only follow from Theorem 3.4 if we were allowed to take f in Theorem 3.4 to be a strictly positive constant function. However, using a general argument on sequences, we can actually deduce Theorem 1.10 from Theorem 3.4.
Proof of Theorem 1.10. Suppose for contradiction that A(m, T ) is not exponentially negligible in G(m, T ) with respect to a finite generating set Y . This is equivalent to saying that
for some (without loss of generality, strictly increasing) sequence (n i ) ∞ i=1 in N. Note that, as A(m, T ) = G(m, T ), we have Y A(m, T ) and so c i < 0 for all i. Define a function f : N → [0, ∞) by
Then f (n) → 0 as n → ∞, and so it would follow from Theorem 3.4 that −n i c i ≥ −2n i c i for i large enough, which gives a contradiction. Therefore A(m, T ) is exponentially negligible in G(m, T ) with respect to Y , as required.
Proof of Theorem 3.4. The proof uses Lemmas 3.1 and 3.2 to find a subset of A of the form A(n) (as defined before Lemma 3.3) that is 'large' in an appropriate sense, and then uses Lemma 3.3 to give bounds. We first show that a generic element of A is 'not too short' in terms of word length. Let µ > 1 be the growth rate of G with respect to Y : that is, µ = lim sup n→∞ n |B Y (n)|, and recall that by Proposition 1.8 there exists α > 1 such that |A ∩ B Y (n)| ≥ α n for all sufficiently large n. Fix ζ ∈ 0, log α log(µ+1) . For n sufficiently large we have |B Y (⌊ζn⌋)| ≤ (µ + 1) ζn by the definition of µ, thus
for sufficiently large n, and so
It follows from this and Lemma 3.1 that
We now construct a subset of |A ∩ B Y (n)| of the form A(n) that contains 'enough' elements. For any g ∈ G, choose be a geodesic word ω g representing g. If g ∈ Z and ζn < |g| Y ≤ n, then it is clear that h(ω g ) ≤ cn 2 ; on the other hand, by Lemma 3.2 we have h(ω g ) ≥ δζn when n is large enough, for some (universal) constant δ > 0. This gives at most cn 2 possible values of h(ω g ), and so by pidgeonhole principle there exists some
By the definition of h(ω g ), it follows that for some h = h(n) ∈ {±h 0 }, at least a half of the elements in {g ∈ Z ∩ B Y (n) | h(ω g ) = h 0 } can be written as g = g 1 g 2 , where g 1 ∈ t h A and
By using the pidgeonhole principle on the set {1, . . . , n − 1} of possible values for p = |g 1 | Y , we see that
for some p = p(n), where A(n) = A p,h (n) is as defined before Lemma 3.3. Combining this with (3.4) yields
By Fekete's Lemma, it follows that if we write log |B Y (n)| = (log µ + ε n )n, then ε n ≥ 0 for all n and ε n → 0 as n → ∞. Note that we also have δζn ≤ h 0 ≤ cp, and so p(n) ≥ δζn/c; similarly, n − p(n) ≥ δζn/c. Therefore, p(n) → ∞ and n − p(n) → ∞ as n → ∞, and so there exists a function F : N → [0, ∞) such that
log n n , ε p(n) , ε n−p(n) for all n, and F (n) → 0 as n → ∞.
By replacing F (n) with ⌈nF (n)⌉/n if necessary, we may furthermore assume that nF (n) ∈ Z for all n. We now apply Lemma 3.3 with n sufficiently large (so that F (n) ≤ δζ/R), with p = p(n) and h = h(n) as above, withδ = δζ and with k = nF (n). It then follows that |µ −1 (g)| ≥ ⌊δ 0 n⌋ k for each g ∈ A(n), where µ = µ n,p,c(c+1)nF (n),h and δ 0 = δζ/R, and therefore (3.6)
, where the last inequality comes from the submultiplicativity of the function n → |B Y (n)|. The Theorem can now be deduced from the results above via a few calculations. Considering each term in (3.6) separately and taking logarithms, we get the following bounds:
and log
where the last inequality comes from the bound ⌊δ 0 n⌋ ≥ δ 0 n/2, which is true for n large. Combining these bounds and using (3.5) and (3.6) gives
which can be rearranged to yield log |A ∩ B Y (n)| − n log µ ≤ log 2c + 2 log n + pε p + (n − p)ε n−p + 2c(c + 1)nF (n) log |Y | − nF (n) log(δ 0 /2 − F (n)) + nF (n) log F (n).
It follows from the definition of F (n) that, for n sufficiently large, all the terms on the right hand side except for the last one can be bounded by a constant multiple of nF (n). Therefore, we have lim sup
But since log F (n) → −∞ as n → ∞, and since log |B Y (n)| ≥ n log µ for all n, we see that
for all sufficiently large n. As F (n) ≥ f (n), this implies the result.
Degree of nilpotence
In this section we prove Theorem 1.12. We let G = G(m, T ) and A = A(m, T ), and let Y be a finite generating set for G. We assume, as in the previous section, that G has exponential growth.
To show Theorem 1.12, we use the following general Lemma.
Lemma 4.1. Suppose, given a group G generated by a finite set Y , that there exist a subset N ⊆ G and a function f : Z ≥0 → [0, 1] satisfying (for all integers n ≥ 0)
for all integers r, n ≥ 0.
Proof. Induction on r. The base case r = 0 follows from (4.1). For r ≥ 1, writex for [x 0 , . . . , x r−1 ]. Then we have
by the induction hypothesis, and
by (4.2) . This gives
as required. 
Recall that every element of G can be expressed as t −r a u t s for some r, s ≥ 0 and u ∈ Z m . We first show that N ⊆ A. Suppose for contradiction that there exists an element g = t −r a u t s ∈ Z i (H) with r = s; after replacing g with g −1 if necessary, we may assume that r > s. Then, for all v ∈ Z m we have a v ∈ H, and so
Moreover, since g ∈ H we have N | τ (g) = s − r, and so t s−r ∈ H. This implies that t s−r ∈ Z i (H), and so any for all u ∈ Z m , and so (T r−s − I) i = 0. Thus all eigenvalues of T r−s are equal to 1, and so all eigenvalues of T are roots of unity. As we assumed that G has exponential growth, this contradicts Proposition 1.8. Thus t −r a u t s / ∈ Z i (H) whenever r = s, and so Z i (H) ≤ A, as required.
Therefore, N ⊆ A. If a u ∈ Z i (H) then (4.3) holds (with r = N and s = 0, say) and so
The strategy of the proof is now to show that if · is a norm on U , then u will be bounded by a polynomial in |a u | Y when u ∈ U ∩ Z m . Consider the Jordan normal form P T N P −1 for T N (where P ∈ GL m (C)): it is a blockdiagonal matrix with blocksX,Ŷŷ 1 , . . . ,Ŷŷẑ for someŷ 1 , . . . ,ŷẑ ∈ N with (without loss of generality)ŷ 1 ≤ · · · ≤ŷẑ, where X ∈ GLx(C) has no eigenvalues equal to 1 and
For an element u ∈ C m , write
Define a seminorm on C m by setting
where π U is the projection of C m onto P U obtained by setting the firstx coordinates of P U to zero, and note that · becomes a norm when restricted to U . Note that 
where p 0 (n) = ŷ−1 i=0 n+i i , whenever n ∈ R andn ∈ Z with |n| ≤ n. Since any element g ∈ B Y (n) has h(ω g ) ≤ cn (where ω g is a geodesic word representing g), it follows that if a u ∈ B X (n) then u ≤ d 0 np 0 (cn/N ) where d 0 = max{ e i | 1 ≤ i ≤ m}. Now since U ∩ Z m is free abelian, we may pick a basis u 1 , . . . , u j for U ∩ Z m and define a norm on C U ∩ Z m by where p 1 (n) = (2b 0 d 0 np 0 (cn/N ) + 1) j is a polynomial. Finally, since h(ω g ) ≤ cn for all g ∈ B Y (n), it follows that any element g ∈ N ∩ B Y (n) can be written as g = t −cn a u t cn for some u ∈ Z m , and so a u = t cn gt −cn ∈ N ∩ a 1 , . . . , a m ∩ B Y (n + 2cn).
Since conjugation by t cn gives a bijection, we obtain |N ∩ B Y (n)| ≤ |N ∩ a 1 , . . . , a m ∩ B Y (n + 2cn)| ≤ p 1 (n + 2cn), and the right hand side is a polynomial, as required. Now let N ∈ N be such that all eigenvalues λ of T that are roots of unity satisfy λ N = 1. The key fact justifying this choice of N is that if T r v = v for some v ∈ C m and some r = 0, then also T N v = v, and so we have an inclusion of eigenspaces ker(T r − I) ≤ ker(T N − I) for every r = 0. Let H ≤ G and N ⊆ G be as in Lemma 4.2. |B Y (n)| ≤ β −n for all n ∈ N. Let α ∈ (1, β), and let N , H be as above. We aim to show that γ Y n (N r (G)) ≤ α −n for all sufficiently large n. In order to prove this, we will show that the conditions of Lemma 4.1 are satisfied with N as above and a function f such that f (n) ≤ β −n for n sufficiently large. This will imply the result.
For (4.1), the inequality is immediate by Lemma 4.2. For (4.2), the inequality is immediate by Lemma 4.3 if g ∈ G \ A, hence we are left with the case g ∈ A \ N . Since A is abelian we have
for all n ∈ N and g ∈ A, so it is enough to show that {h ∈ G | [g, h] ∈ N } ⊆ A for all g ∈ A \ N . Thus, let g ∈ A\N , and suppose that [g, h] ∈ N for some h = t −r 0 a u 0 t s 0 ∈ G: [g, h] ∈ Z i (H), say. Then (4.5) implies that (T N − I) i (T r 0 −s 0 − I)u = 0, where u ∈ Z m is such that a u is conjugate to g. If we had r 0 = s 0 then we would have ker(T r 0 −s 0 − I) ≤ ker(T N − I) by the choice of N , and so (T N − I) i+1 u = 0. This would imply that g ∈ Z i+1 (H), contradicting g / ∈ N . Hence indeed r 0 = s 0 and so h ∈ A, as claimed.
