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A MODEL SPACE APPROACH TO SOME CLASSICAL INEQUALITIES FOR
RATIONAL FUNCTIONS
ANTON BARANOV AND RACHID ZAROUF
Abstract. We consider the set Rn of rational functions of degree at most n ≥ 1 with no poles on
the unit circle T and its subclass Rn, r consisting of rational functions without poles in the annulus{
ξ : r ≤ |ξ| ≤ 1
r
}
. We discuss an approach based on the model space theory which brings some integral
representations for functions in Rn and their derivatives. Using this approach we obtain L
p-analogs
of several classical inequalities for rational functions including the inequalities by P. Borwein and T.
Erdélyi, the Spijker Lemma and S.M. Nikolskii’s inequalities. These inequalities are shown to be
asymptotically sharp as n tends to infinity and the poles of the rational functions approach the unit
circle T.
1. Introduction
The goal of this paper is to give a unified approach to several classical inequalities for rational func-
tions. This approach is based on integral representations for rational functions and their derivatives.
It makes possible to recover several known results and obtain their Lp analogs where the estimate is
given not only in terms of the degree of a rational function but also in terms of the distance from the
poles to the boundary.
1.1. Notations. Let Pn be the space of complex analytic polynomials of degree at most n ≥ 1 and
let
Rn =
{
P
Q
: P, Q ∈ Pn, Q(ξ) 6= 0 for |ξ| = 1
}
,
be the set of rational functions of degree at most n (where deg P
Q
= max (deg P, deg Q)) without
poles on the unit circle T = {ξ ∈ C : |ξ| = 1}. We denote by ‖f‖Lp, 1 ≤ p ≤ ∞, the standard
norms of the spaces Lp(T, m), where m stands for the normalized Lebesgue measure on T. Denote by
D = {ξ ∈ C : |ξ| < 1} the unit disc of the complex plane and by D = {ξ ∈ C : |ξ| ≤ 1} its closure.
For a given r ∈ (0, 1), we finally introduce the subset
Rn, r =
{
P
Q
: P, Q ∈ Pn, Q(ξ) 6= 0 for r ≤ |ξ| ≤
1
r
}
of Rn, consisting of rational functions of degree at most n without poles in the annulus{
ξ : r ≤ |ξ| ≤ 1
r
}
.
We also introduce some notations specific to the theory of model subspaces of the Hardy space
Hp, 1 ≤ p ≤ ∞. Denote by Hol (D) the space of all holomorphic functions on D. The Hardy space
Hp = Hp(D), 1 ≤ p <∞, is defined as follows:
Hp =
{
f ∈ Hol (D) : ‖f‖pHp = sup
0≤ρ<1
ˆ
T
|f(ρξ)|p dm(ξ) <∞
}
.
The first author is supported by the Chebyshev Laboratory (St. Petersburg State University) under RF Government
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As usual, we denote by H∞ the space of all bounded analytic functions in D. For any σ =
(λ1, . . . , λn) ∈ D
n, we consider the finite Blaschke product
Bσ =
n∏
k=1
bλk , bλ(z) =
λ− z
1− λz
,
bλ being the elementary Blaschke factor associated to λ ∈ D. Define the model subspace KBσ of the
Hardy space H2 by
KBσ =
(
BσH
2
)⊥
= H2 	 BσH
2.
The subspace KBσ consists of rational functions of the form P/Q, where P ∈ Pn−1 and Q is a
polynomial of degree n with the zeros 1/λ1, . . . , 1/λn of corresponding multiplicities.
For any Blaschke product B, the reproducing kernel of the model space KB corresponding to a
point ξ ∈ D is of the form
kBξ (z) =
1− B(ξ)B(z)
1− ξz
.
1.2. Some classical inequalities for rational functions. In this subsection we give a brief review
of several well-known inequalities for polynomials and rational functions.
1.2.1. Pointwise estimates for the derivatives of the functions in Rn. Let us start with the following
theorem.
Theorem. For any function f ∈ Rn with the poles {ak} (counting multiplicities) we have
(1.1) |f ′(ξ)| ≤
∥∥f∥∥
L∞
( ∑
|ak|<1
1− |ak|
2
|ak − ξ|
2 +
∑
|ak|>1
|ak|
2 − 1
|ak − ξ|
2
)
, |ξ| = 1.
Inequality (1.1) has a long history. It was for the first time explicitly stated and proved (by two
different methods) for the case when all poles are outside D in a monograph by V.N. Rusak [R,
Chapter III, Section 1] in 1979. Also, as Rusak mentions, this inequality is contained (only with a
hint of a proof) in the book of V.I. Smirnov and N.A. Lebedev [SL, Chapter V, Section 3, Corollary
3].
At the same time this inequality (for poles both inside D and outside D) is a very special case of
results of M.B. Levin [Le1, Le2] which were obtained already in 1974–1975, but remained unnoticed;
these results apply to arbitrary functions admitting pseudocontinuation.
Further extensions of Levin–Rusak inequality were obtained in the 1990s independently by two
groups of specialists in polynomial inequalities [BE1, LMR]. In particular, in [BE2] (see also [BE1,
Theorem 7.1.7]) P. Borwein and T. Erdélyi obtained the following interesting improvement which
shows that the sum in (1.1) may be replaced by the maximum.
Theorem. For any function f ∈ Rn with the poles {ak} we have
(1.2) |f ′(ξ)| ≤
∥∥f∥∥
L∞
max
( ∑
|ak|<1
1− |ak|
2
|ak − ξ|
2 ,
∑
|ak |>1
|ak|
2 − 1
|ak − ξ|
2
)
, |ξ| = 1.
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1.2.2. Spijker’s Lemma. A well-known result by M.N. Spijker [S] (known as Spijker’s Lemma) asserts
that the image of T under a complex rational map f ∈ Rn has length at most 2npi, or, in other words,
(1.3) ‖f ′‖L1 ≤ n‖f‖∞, f ∈ Rn.
The inequality is apparently sharp (take f(z) = zn). This result published by Spijker in 1991 ended a
long search for the best bound in this inequality (e.g., in 1984 R.J. Leveque and L.N. Trefethen [LT]
proved the above inequality with 2n in place of n). The importance of the sharp constants in this
inequality is related to its role in the Kreiss Matrix Theorem [K].
However, it was recently noticed (see [N]) that inequality (1.3) was discovered already in 1978
by E.P. Dolzhenko [D] as a special case of more general results. Unfortunately, this paper (which
appeared only in Russian) remained unknown to the specialists. Let us cite the following beautiful
theorem from [D] where majorization on the whole circle is replaced by majorization on its subset.
Theorem. If E is a measurable subset of T or of a line in the complex plane and f ∈ Rn, |f(u)| ≤ 1,
u ∈ E, then
´
E
|f ′(u)| |du| ≤ 2pin; if f is real valued, then the constant 2pi can be replaced by 2. The
latter estimate is sharp for n = 0, 1, 2, . . . and for each E with positive measure.
We refer to a recent paper by N.K. Nikolski [N] for a detailed account of the history of inequality
(1.3) and its relations to the Kreiss Matrix Theorem, as well as for some new developments in the
Kreiss theory.
Let us also mention that the Dolzhenko–Spijker inequality (1.3) follows easily from (1.2) (or from
(1.1). This was mentioned by X. Li [Li] (see also [FLM, Remark 7]). Indeed, integrating (1.2) with
respect to the normalized Lebesgue measure m, we obtain (1.3).
1.2.3. S.M. Nikolskii’s inequalities. By the well-known results of S.M. Nikolskii [SMN] (1951), the
essentially sharp inequality
(1.4) ‖f‖Lq ≤ c(p, q)n
1
p
− 1
q ‖f‖Lp
holds for all polynomials f of degree at most n and for all 1 ≤ p < q ≤ ∞ with a constant c(p, q)
depending only on p and q. Analogous inequalities were proved in [SMN] for trigonometric polynomials
of several variables. A few years later (1954) G. Szegö and A. Zygmund [SZ] among other more general
results rediscovered (1.4) (for polynomials of one variable only) and extended it to the whole range
0 < p < q ≤ ∞.
2. Main results
In the present paper we use an approach based on the model space theory to obtain some extensions
of inequalities of type (1.2), (1.3), and (1.4) for functions in Rn or Rn, r. The estimates we obtain will
depend not only on the degree of a rational function n but also on the distance 1− r from the poles
to the boundary. We show the sharpness of the obtained inequalities as both n→∞ and r → 1−.
Our main tools are integral representations for rational functions and their derivatives. Integral rep-
resentations for a derivative of a rational function were introduced and successfully used by R. Jones,
X. Li, R.N. Mohapatra and R.S. Rodriguez [JLMR, Lemma 4.3] (for rational functions without poles
in D) and by X. Li [Li, Lemma 3] in the general case. At the same time such representations are
known in the setting of general model spaces where they were also used to produce some estimates
for the derivatives [A, B, Dy2].
From now on, for two positive functions U and V , we say that U is dominated by V , denoted by
U . V , if there is a constant c > 0 such that U ≤ cV ; we say that U and V are comparable, denoted
by U  V , if both U . V and V . U .
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2.1. Lp-version of the Borwein–Erdélyi inequality. We first give an analog of (1.1)–(1.2) in
which the L∞-norm at the right is replaced by the Lp-norm, p ≥ 1.
Theorem 2.1. Let 1 ≤ p ≤ ∞. Then
(i) For any function f ∈ Rn with the set of poles a = {ak} (repeated counting multiplicities) we
have
(2.1) |f ′(ξ)| ≤
(
D
1
p
1 (a)
∑
|ak|<1
1− |ak|
2
|ak − ξ|
2 +D
1
p
2 (a)
∑
|ak |>1
|ak|
2 − 1
|ak − ξ|
2
)∥∥f∥∥
Lp
for all |ξ| = 1, where
(2.2) D1(a) =
∑
|ak |<1
1 + |ak|
1− |ak|
, D2(a) =
∑
|ak |>1
|ak|+ 1
|ak| − 1
.
(ii) Moreover, (2.1) is sharp in the following sense: for any p ∈ [1,∞] there exists a constant
c(p) > 0 such that for any n ≥ 2 and any r ∈ (0, 1) there exists f ∈ Rn with the poles {ak} on the
circle {|z| = 1
r
} such that
f ′(−1)∥∥f∥∥
Lp
≥ c(p)D
1
p
2 (a)
∑
|ak |>1
|ak|
2 − 1
|ak + 1|
2 .
Clearly, inequality (1.1) is the limit case of (2.1) when p =∞.
2.2. An Lp-version of the Dolzhenko–Spijker Lemma. Next we obtain a version of (1.3) where
the L∞-norm at the right is replaced by the Lp-norm, p ≥ 1. Note that this inequality does not follow
from (2.1) by integration on the unit circle T, as it was the case for p = 1.
Theorem 2.2. For every rational function f ∈ Rn having n1 poles inside D and n2 poles outside of
D, we have
(2.3) ‖f ′‖L1 ≤
(
n
1− 1
p
1 D
1
p
1 (a) + n
1− 1
p
2 D
1
p
2 (a)
)∥∥f∥∥
Lp
where a = {ak} stand for the poles of f and D1(a) and D2(a) are defined in (2.2).
This inequality is asymptotically sharp when n = n1 + n2 tend to ∞ and dist ({ak},T) → 0 (see
Theorem 2.3 below).
2.3. Lp − Lq Bernstein-type inequality. Now we consider the following Bernstein-type problem,
which could be interpreted as a generalization of (2.1) and (2.3): given n ≥ 1, r ∈ (0, 1) and
1 ≤ p, q ≤ ∞, let Cn, r (L
q, Lp) be the best possible constant in the inequality
‖f ′‖Lq ≤ Cn, r (L
q, Lp) ‖f‖Lp , f ∈ Rn, r.
One could also introduce Cn (L
q, Lp) = supr∈(0,1) Cn, r (L
q, Lp) . The Dolzhenko–Spijker Lemma means
exactly that Cn (L
1, L∞) = n. It is however easy to see (take f(z) = (1 − rz)−1 as a test function)
that Cn (L
q, Lp) = ∞ unless q = 1 and p = ∞. Thus, the dependence on r (that is, on the distance
from the poles to the boundary) appears naturally in the problem.
Theorem 2.3. Let n ≥ 1, r ∈ (0, 1), and 1 ≤ p, q ≤ ∞. We have
(2.4) Cn, r (L
q, Lp) 


(
n
1−r
)1+ 1
p
− 1
q , q ≥ p,
n
(1−r)
1+ 1p−
1
q
, q ≤ p,
with the constants depending only on p and q, but not on n and r.
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Moreover, the constant in upper bound is in both of these two cases (1 + r)1+
1
p
− 1
q : we have
(2.5) Cn, r (L
q, Lp) ≤

(1 + r)
1+ 1
p
− 1
q
(
n
1−r
)1+ 1
p
− 1
q , q ≥ p,
(1 + r)1+
1
p
− 1
q n
(1−r)
1+ 1p−
1
q
, q ≤ p.
The upper bound for Cn, r (L
q, Lp) is obviously sharp for the special case p = q = ∞, since it is
reached by the Blaschke product bnr . Moreover, it is proved in [Z] that for any fixed r in (0, 1), there
exists a limit
lim
n→∞
Cn, r (L
2, L2)
n
=
1 + r
1− r
,
and thus, the bound (1 + r)1+
1
p
− 1
q is again (asymptotically as n → ∞) sharp for p = q = 2. It is
possible that this constant is sharp in the general case 1 ≤ p, q ≤ ∞.
In Subsection 4.3 we compare inequality (2.5) with a theorem by K.M. Dyakonov [Dy1, Theorem
11].
2.4. An extension of S.M. Nikolskii’s inequality to rational functions. Direct analogs (with
the dependence on n only) of (1.4) do not exist for functions in Rn. As always, it is easy to check this
fact considering the test function f(z) = (1− rz)−1 as r tends to 1−. A natural extension of (1.4) for
functions in Rn, r can be stated as follows:
Theorem 2.4. Let 1 ≤ p < q ≤ ∞, n ≥ 1 and r ∈ (0, 1).
(i) We have
(2.6) ‖f‖Lq ≤
(
1 + r
1− r
) 1
p
− 1
q
(
n
1
p
− 1
q
1 + (n2 + 1)
1
p
− 1
q
)
‖f‖Lp , f ∈ Rn, r,
where n1 (respectively, n2) is the number of poles of f inside D (respectively, outside D). In particular,
(2.7) ‖f‖Lq .
(
n
1− r
) 1
p
− 1
q
‖f‖Lp , f ∈ Rn, r,
with a constant depending only on p and q.
(ii) The inequality (2.7) is sharp: for 1 ≤ p < q ≤ ∞ there exists a constant c(p, q) > 0 such that
for any r ∈ (0, 1) and n ≥ 2 there exists f ∈ Rn, r with the property
‖f‖Lq
‖f‖Lp
≥ c(p, q)
(
n
1− r
) 1
p
− 1
q
.
Remark. It is possible that for any 1 ≤ p < q ≤ ∞ the upper bound (1+r)
1
p
− 1
q in (2.6) is asymptotically
sharp as n tends to infinity, for any fixed r ∈ (0, 1). We are able to provide a simple proof of this
fact for the special case q = ∞, 2 ≤ p < ∞. Indeed, using the test function f = 1
1+rz
∑n−1
k=0 b
k
−r,
r ∈ (0, 1), we clearly have ‖f‖2L2 =
n
1−r2
, since the family
{
1
1+rz
bk−r
}
is orthogonal in L2. Moreover,
‖f‖L∞ = f(−1) =
n
1−r
and thus
‖f‖pLp ≤ ‖f‖
p−2
L∞ ‖f‖
2
L2 =
1
1 + r
(
n
1− r
)p−1
, 2 ≤ p <∞.
As a consequence,
‖f‖L∞
‖f‖Lp
≥
(
n
1 + r
1 − r
) 1
p
, 2 ≤ p <∞,
which gives the result since the poles of f are all outside 1
r
D, n2 = n = deg f .
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3. Integral representations for rational functions and their derivatives
3.1. Preliminaries. In what follows we may assume without loss of generality that the functions
f = P
Q
∈ Rn we consider are such that:
(1) max (deg P, deg Q) = n, (otherwise f ∈ Rm, m < n),
(2) deg P ≤ deg Q : indeed, if n = deg P > l = deg Q and ξ ∈ T, then we define g (ξ) = f
(
ξ
)
and supposing that P (z) =
∑n
k=0 akz
k, an 6= 0 and Q(z) =
∑l
k=0 bkz
k, bl 6= 0, we obtain
(multiplying by ξn)
g (ξ) =
∑n
k=0 akξ
−k∑l
k=0 bkξ
−k
=
∑n
k=0 akξ
n−k∑l
k=0 bkξ
n−k
=
∑n
j=0 an−jξ
j∑n
j=n−l bn−jξ
j
=
P˜ (ξ)
Q˜ (ξ)
,
where P˜ (z) =
∑n
j=0 an−jz
j and Q˜(z) =
∑n
j=n−l bn−jz
j are such that P˜ , Q˜ ∈ Pn and deg P˜ ≤
deg Q˜. Moreover, we clearly have |g′ (ξ)| =
∣∣f ′ (ξ)∣∣ for all ξ ∈ T, ‖g‖Lp = ‖f‖Lp, 1 ≤ p ≤ ∞,
and ‖g′‖Lq = ‖f
′‖Lq , 1 ≤ q ≤ ∞, since g
′ (ξ) = − 1
ξ2
f ′
(
ξ
)
, ξ ∈ T, and
(3) all the poles of f (i.e., the zeros of Q) are pairwise distinct: indeed, we can assume this
perturbing slightly the poles of f and the result will follow by continuity.
From now on, for every function f ∈ Rn we will denote by σ1 and σ2 the sets of poles of f (repeated
counting multiplicities) which are respectively inside D or outside D,
σ1 =
{
λ1, λ2, . . . , λn1
}
, σ2 = {1/µ1, 1/µ2, . . . , 1/µn2} .
Also, we will denote by
B1 =
n1∏
j=1
bλj , B˜1 =
n1∏
j=1
bλj and B2 =
n2∏
j=1
bµj ,
the corresponding finite Blaschke products and by kB1ξ , k
B˜1
ξ , k
B2
ξ the reproducing kernels at the point
ξ of the corresponding model spaces. Under the assumption (3), f can be written as
(3.1) f(ξ) = a +
n1∑
k=1
ck
ξ − λk
+
n2∑
k=1
dk
1− µkξ
, ck, dk ∈ C,
where n = n1 + n2 = deg f (a = 0 if and only if deg P < deg Q). We put g(ξ) =
∑n1
k=1
ck
ξ−λk
and
h(ξ) =
∑n2
k=1
dk
1−µkξ
, so that f = a+ g+ h. We denote by Vσ1, σ2 the vector space of all functions of the
form (3.1).
3.2. Integral representation for rational functions on the unit circle. We first obtain an
integral representation for a function f ∈ Rn.
Lemma 3.1. Keeping the notations and assumptions 1 and 2 of Subsection 3.1, for any function
f ∈ Rn we have
(3.2) f(ξ) = 〈f, φξ〉 , |ξ| = 1,
where φξ(u) = k
zB2
ξ (u) + ξuk
B˜1
ξ (u), u, ξ ∈ T, and 〈·, ·〉 = 〈·, ·〉L2 stands for the scalar product in
L2 = L2(T, m).
Proof. Without loss of generality, we can suppose that f satisfies assumption 3 of Subsection 3.1 for
the same reason of continuity. Thus, f satisfies the above formula (3.1):
(3.3) f(ξ) = a+ h(ξ) + g(ξ).
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Clearly, a + h ∈ KzB2 . Thus, for a fixed ξ we have
a+ h(ξ) =
〈
a+ h, kzB2ξ
〉
.
Moreover, since g ∈ H20 (where H
2
0 stands for the subspace of H
2 consisting of functions f such that
f(0) = 0), we have
(3.4) a+ h(ξ) =
〈
a+ g + h, kzB2ξ
〉
=
〈
f, kzB2ξ
〉
, |ξ| ≤ 1,
Note that by the continuity of the kernel kzB2ξ in D× D, this formula extends to ξ ∈ T.
To obtain an analogous formula for g, consider the function
(3.5) ϕ(ξ) =
1
ξ
g
(
1
ξ
)
,
which belongs to KB1 and as a consequence we can write, for |ξ| < 1,
(3.6)
1
ξ
g
(
1
ξ
)
=
〈
ϕ, kB1ξ
〉
=
ˆ
T
ϕ(u)
1− B1(u)B1(ξ)
1− uξ
dm(u).
Now setting w = 1
ξ
, |w| > 1, changing the variable v = u¯ and using the fact that ϕ(u) = u¯g(u¯) = vg(v),
u ∈ T, we get
(3.7) g(w) =
ˆ
T
1
u
g
(
1
u
)
1− B1(u)B1
(
1
w
)
w − u
dm(u) =
ˆ
T
g(v)v
1− B1(v)B1
(
1
w
)
w − v
dm(v).
Note also that (3.7) holds for |w| > 1 and, by continuity, also for |w| = 1. Now, for |w| = 1,
(3.8)
g(w) = w
ˆ
T
g(v)v
1− B˜1(v)B˜1(w)
1− vw
dm(v)
= w
〈
g, zkB˜1w
〉
=
〈
f, wzkB˜1w
〉
,
where the finite Blaschke product B˜1 is defined in Subsection 3.1 (we have B1(v) = B˜1(v), |v| = 1),
and the last equality is due to the fact that the function zkB˜1w belongs to H20 and thus, is orthogonal
to a+ h. Now, combining (3.4) and (3.8), we obtain for any ξ ∈ T :
f(ξ) = a+ h(ξ) + g(ξ) =
〈
f, kzB2ξ + ξzk
B˜1
ξ
〉
,
which completes the proof. 
3.3. Integral representation for the derivative of rational functions on the unit circle. The
integral representation in this subsection essentially coincides with the representation due to X. Li
[Li, Lemma 3] (for the case of rational functions without poles in D it was proved by R. Jones, X. Li,
R.N. Mohapatra and R.S. Rodriguez [JLMR, Lemma 4.3]). It is possible to reinterpret the proof of
Li’s Lemma using the theory of model spaces.
Lemma 3.2. Keeping the notations and assumptions 1 and 2 of Subsection 3.1, for any function
f ∈ Rn,
(3.9) f ′(ξ) = 〈f, ψξ〉 , |ξ| = 1,
where ψξ(u) = u
(
kB2ξ (u)
)2
− ξ2u
(
kB˜1ξ (u)
)2
, u, ξ ∈ T.
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Proof. The scheme of the proof repeats the one of Lemma 3.1. We use again the fact that f can be
written as in (3.1). This time, we notice first that h ∈ KB2 . Then for a fixed ξ, we have
h′(ξ) =
〈
h,
z
(1− ξz)2
〉
=
〈
h, z
(
kB2ξ
)2 〉
.
Here the first equality is the standard Cauchy formula, while the second follows from the fact that
z(1 − ξz)−2 − z
(
kB2ξ (z)
)2
∈ B2H
2 and h ⊥ B2H
2. Thus, for the case when all poles are outside the
disc D, the formula is immediate. Moreover, since g ∈ H20 (where H
2
0 is defined above in the proof of
Lemma 3.1) we have
(3.10) h′(ξ) =
〈
g + h, z
(
kB2ξ
)2 〉
=
〈
f, z
(
kB2ξ
)2 〉
, |ξ| ≤ 1,
Again, by the continuity of the kernel in D× D, this formula extends to ξ ∈ T.
To obtain an analogous formula for g′, consider the function ϕ ∈ KB1 defined by (3.5). Now setting
in (3.6) w = 1
ξ
, |w| > 1, we get
g(w) =
ˆ
T
ϕ(u)
1− B1(u)B1
(
1
w
)
w − u
dm(u).
Then, differentiating with respect to w, we obtain
g′(w) =
ˆ
T
ϕ(u)
(
1−B1(u)B1
(
1
w
)
w − u
)′
w
dm(u) = −
ˆ
T
ϕ(u)
(
1− B1(u)B1
(
1
w
)
w − u
)2
dm(u),
since, by a direct computation,(
1−B1(u)B1
(
1
w
)
w − u
)′
w
+
(
1− B1(u)B1
(
1
w
)
w − u
)2
∈ B1H
2
(as a function of u), while ϕ ⊥ B1H
2. Changing the variable v = u¯ and using that ϕ(u) = u¯g(u¯) =
vg(v), u ∈ T, we get
g′(w) = −
ˆ
T
g(v)v
(
1− B1(v¯)B1
(
1
w
)
w − v
)2
dm(v).
Recalling that the finite Blaschke product B˜1 defined in Subsection 3.1 satisfies B1(v) = B˜1(v),
|v| = 1, we have
(3.11)
g′(w) = −
ˆ
T
g(v)v
(
1− B˜1(v)B˜1(w)
w − v
)2
dm(v)
= −
ˆ
T
f(v)v
(
1− B˜1(v)B˜1(w)
w − v
)2
dm(v).
The last equality follows from the fact that h ∈ H2, while v
(
1−B˜1(v)B˜1(w)
w−v
)2
∈ H20 . Note also that
(3.11) holds for |w| > 1 and, by continuity, also for |w| = 1.
Now, applying formulas (3.10)–(3.11) to z = w ∈ T and recalling that f = a + g + h, a ∈ C, we
conclude that:
f ′(ξ) =
ˆ
T
(h+ g)(u)ψζ(u)dm(u) = 〈f, ψξ〉 ,
since ψξ is orthogonal to 1. 
Remark. The above integral representation immediately implies inequality (1.1) by Levin and Rusak.
Indeed, |f ′(ξ)| ≤ ‖ψξ‖L1‖f‖L∞ = (|B
′
1(ξ)|+ |B
′
2(ξ)|)‖f‖L∞ (see (4.1) below). It is, however, unclear,
whether one can prove the Borwein–Erdélyi inequality (1.2) using the representation (3.9).
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4. Proofs of the upper bounds
In this Section we prove the upper bounds from Section 2, that is, inequalities (2.1), (2.3), (2.5)
and (2.6). All these proofs are based on
(1) integral representations (3.2) or (3.9);
(2) estimates of Hp-norms of reproducing kernels kBξ , where B is a finite Blaschke product.
In particular, we will often use the fact that for any finite Blaschke product B =
∏d
j=1 bνj , νj ∈ D,
and for any ξ ∈ T,
(4.1)
∥∥kBξ ∥∥2L2 = |B′(ξ)| =
d∑
j=1
1− |νj|
2
|ξ − νj |2
.
We will use here the assumptions and the notations of Subsection 3.1.
4.1. Proof of Theorem 2.1, inequality (2.1). We first assume 1 ≤ p < ∞ and denote by p′ the
conjugate exponent for p. Applying the Hölder inequality to the identity (3.9), we obtain
|f ′(ξ)| ≤ ‖f‖Lp
∥∥ψξ∥∥Lp′
≤ ‖f‖Lp
(∥∥(kB˜1ξ )2∥∥Lp′ + ∥∥(kB2ξ )2∥∥Lp′)
= ‖f‖Lp
(∥∥kB˜1ξ ∥∥2H2p′ + ∥∥kB2ξ ∥∥2H2p′) , |ξ| = 1.
Now for any finite Blaschke product B =
∏d
j=1 bνj , νj ∈ D, we have for |ξ| = |u| = 1
(4.2)
∥∥kBξ ∥∥2p′H2p′ =
ˆ
T
∣∣kBξ (u)∣∣2(p′−1)+2 dm(u) ≤ ∥∥kBξ ∥∥2H2 max|u|=1 ∣∣kBξ (u)∣∣2(p′−1) .
On one hand, by (4.1), ∥∥kBξ ∥∥2H2 =
d∑
k=1
1− |νk|
2
|1− νkξ|
2 , |ξ| = 1,
and on the other hand that for any u, ξ ∈ T,
(4.3) |kBξ (u)| ≤
d∑
j=1
1− |νj |
2
|1− νjξ| |1− νju|
,
which, by the Cauchy–Schwarz inequality, gives
(4.4) |kBξ (u)|
2 ≤
d∑
j=1
1− |νj|
2
|1− νjξ|
2
d∑
j=1
1 + |νj|
1− |νj|
, u ∈ T.
Thus combining (4.4) with (4.2), we obtain:
(4.5)
∥∥kBξ ∥∥2p′H2p′ ≤
( d∑
k=1
1− |νk|
2
|1− νkξ|
2
)p′( d∑
j=1
1 + |νj |
1− |νj|
)p′−1
.
Applying the last inequality to B˜1 and B2 we get
∥∥kB˜1ξ ∥∥2H2p′ + ∥∥kB2ξ ∥∥2H2p′ ≤
n1∑
k=1
1− |λk|
2
|1− λkξ|
2
( n1∑
k=1
1 + |λk|
1− |λk|
) 1
p
+
n2∑
k=1
1− |µk|
2
|1− µkξ|
2
( n2∑
k=1
1 + |µk|
1− |µk|
) 1
p
,
which, in view of the definition of D1(a) and D2(a), completes the proof. 
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4.2. Proof of Theorem 2.2. We use the integral representation (3.9) and Fubini–Tonelli’s Theorem
to get:
(4.6)
‖f ′‖L1 ≤
ˆ
T
( ˆ
T
|f(τ)|
(∣∣kB2ξ (τ)∣∣2 + ∣∣kB˜1ξ (τ)∣∣2)dm(τ)
)
dm(ξ)
=
ˆ
T
|f(τ)|
(∣∣B′2(τ)∣∣ + ∣∣B˜′1(τ)∣∣) dm(τ),
where the last equality comes from (4.1). Now, for any finite Blaschke product B = Bσ of degree d,
corresponding to a set σ = {ν1, ν2, . . . , νd} ⊂ rD, we have ‖B
′‖L1 = d (this follows immediately if we
integrate equality (4.1)).
On the other hand,
(4.7) ‖B′‖L∞ ≤
d∑
k=1
∥∥∥∥ 1− |νk|2(1− νkz)2
∥∥∥∥
L∞
≤
d∑
k=1
1 + |νk|
1− |νk|
.
This implies that for any 1 ≤ p′ ≤ ∞,
(4.8) ‖B′‖Lp′ ≤ ‖B
′‖
1− 1
p′
L∞ ‖B
′‖
1
p′
L1 ≤ d
1
p′
( d∑
k=1
1 + |νk|
1− |νk|
)1− 1
p′
.
Going back to (4.6) and applying the Hölder inequality, we get
‖f ′‖L1 =
ˆ
T
|f(τ)| |B′2(τ)| dm(τ) +
ˆ
T
|f(τ)| |B˜′1(τ)|dm(τ)
≤ ‖f‖Lp
(
‖B′2‖Lp′ +
∥∥B˜′1∥∥Lp′) ,
where p′ is the conjugate of p,. Applying the last inequality combined with (4.8) to B˜1 and B2 we get
‖f ′‖L1 ≤ ‖f‖Lp
(
n
1− 1
p
1
( n1∑
k=1
1 + |λk|
1− |λk|
) 1
p
+ n
1− 1
p
2
( n2∑
k=1
1 + |µk|
1− |µk|
) 1
p
)
,
as required. 
4.3. Proof of Theorem 2.3, inequality (2.5). The proof will consist of several steps.
Step 1. The case q = ∞, 1 ≤ p ≤ ∞. Clearly, for a function f ∈ Rn, r having n1 poles inside D
and n2 poles outside D we have
D1 ≤ n1
1 + r
1− r
, D2 ≤ n2
1 + r
1− r
.
Taking the supremum over all ξ ∈ T in (2.1) we obtain
(4.9)
∥∥f ′∥∥
L∞
≤
(
1 + r
1− r
)1+ 1
p
(n1 + n2)
∥∥f∥∥
Lp
.
Step 2. The case q = 1, 1 ≤ p ≤ ∞. A direct consequence of the inequality (2.3) is that
(4.10)
∥∥f ′∥∥
L1
≤
(
1 + r
1− r
) 1
p
(n1 + n2)
∥∥f∥∥
Lp
,
for any f ∈ Rn, r having n1 poles inside D and n2 poles outside D.
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Step 3. The case p = q. For any f ∈ Rn, r (as always of the form (3.1)), we have by (3.9)
‖f ′‖
p
Lp =
ˆ
T
|f ′(ξ)|
p
dm(ξ)
=
ˆ
T
∣∣∣∣
ˆ
T
τf(τ)u
(
kB2ξ
)2
− ξ2u
(
kB˜1ξ
)2
dm(τ)
∣∣∣∣pdm(ξ)
≤
ˆ
T
( ˆ
T
|f(τ)|
(
|kB2ξ (τ)|
2 + |kB˜1ξ (τ)|
2
)
dm(τ)
)p
dm(ξ).
Now applying the Hölder inequality (p′ being the conjugate of p), we obtain
‖f ′‖
p
Lp ≤
( ˆ
T
( ∣∣kB2ξ (τ)∣∣2 + |kB˜1ξ (τ)|2)dm(τ)
) p
p′
ˆ
T
|f(τ)|p
( ∣∣kB2ξ (τ)∣∣2 + |kB˜1ξ (τ)|2)dm(τ)
=
(
|B′2(ξ)|+ |B˜
′
1(ξ)|
) p
p′
ˆ
T
|f(τ)|p
( ∣∣kB2ξ (τ)∣∣2 + |kB˜1ξ (τ)|2)dm(τ),
where the last equality comes from (4.1). Now, integrating the last inequality on the unit circle with
respect to ξ, we obtain
‖f ′‖
p
Lp ≤
ˆ
T
(
|B′2(ξ)|+ |B˜
′
1(ξ)|
) p
p′
ˆ
T
|f(τ)|p
(∣∣kB2ξ (τ)∣∣2 + |kB˜1ξ (τ)|2) dm(τ)dm(ξ)
≤ max
|ξ|=1
(
|B′2(ξ)|+ |B˜
′
1(ξ)|
) p
p′
ˆ
T
ˆ
T
|f(τ)|p
(∣∣kB2ξ (τ)∣∣2 + |kB˜1ξ (τ)|2) dm(τ)dm(ξ)
= max
|ξ|=1
(
|B′2(ξ)|+ |B˜
′
1(ξ)|
) p
p′
ˆ
T
|f(τ)|p
(
|B′2(τ)|+ |B˜
′
1(τ)|
)
dm(τ).
Finally, using (4.7) we obtain
‖f ′‖
p
Lp ≤ max
|ξ|=1
(
|B′2(ξ)|+ |B˜
′
1(ξ)|
) p
p′
+1
‖f‖pLp
≤
( n1∑
k=1
1 + |λk|
1− |λk|
+
n2∑
k=1
1 + |µk|
1− |µk|
) p
p′
+1
‖f‖pLp ,
whence
(4.11) ‖f ′‖Lp ≤ n
1 + r
1− r
‖f‖Lp .
Step 4. The case 1 < q < p < ∞. This follows by interpolation between the cases q = 1 and
q = p. For any f ∈ Rn, r, we have, by the Hölder inequality with the exponents
p−1
p−q
and p−1
q−1
,
‖f ′‖
q
Lq =
ˆ
T
|f ′(τ)|
p−q
p−1
+ p(q−1)
p−1 dm(τ) ≤ ‖f ′‖
p−q
p−1
L1 ‖f
′‖
p(q−1)
p−1
Lp .
Now, using both the inequalities (4.10) and (4.11) from Steps 2 and 3, we obtain the required estimate:
‖f ′‖
q
Lq ≤
(
n
(1 + r
1− r
) 1
p
‖f‖Lp
) p−q
p−1
(
n
1 + r
1− r
‖f‖Lp
) p(q−1)
p−1
≤ nq
(
1 + r
1− r
) 1
p
p−q
p−1
+ p(q−1)
p−1
‖f‖qLp = n
q
(
1 + r
1− r
)q−1+ q
p
‖f‖qLp .
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Step 5. The case 1 ≤ p ≤ q ≤ ∞. We now interpolate between q = p and q =∞:
‖f ′‖
q
Lq ≤ ‖f
′‖
q−p
L∞ ‖f
′‖
p
Lp ≤
(
n
1 + r
1− r
)1+ 1
p
− 1
q
‖f‖Lp ,
where we used inequalities (4.9) and (4.11). 
Remark. For the case when 1 ≤ q ≤ p ≤ ∞ and the function f ∈ Rn has no poles in D, a different
proof of the upper bound (but without explicit constants) could be given by an application of a result
by K.M. Dyakonov [Dy1, Theorem 11]. Namely, applying inequality (11.2) from [Dy1] with s = 1 we
obtain that for a rational function f of degree n with the poles 1/ν1, 1/ν2, . . . , 1/νn /∈ D we have
(4.12) ‖f ′‖Lq ≤ C ‖B
′‖Lγ ‖f‖Lp ,
where q ≤ p, 1
γ
= 1
q
− 1
p
, C is a constant depending on q and p which is not precised, and B = Bσ
is the finite Blaschke product corresponding to σ = (ν1, ν2, . . . , νn). It remains to apply inequality
(4.8).
4.4. Proof of the upper bound in Theorem 2.4. Step 1. The special case q = ∞ and
1 ≤ p ≤ 2. Following the assumptions of Subsection 3.1 and applying Hölder inequality to (3.2), we
obtain (with the notations of Lemma 3.1) that for any ξ ∈ T,
(4.13) |f(ξ)| ≤ ‖f‖Lp ‖φξ‖Lp′ ,
where p′ ≥ 2 stands for the conjugate of p. Moreover,
‖φξ‖Lp′ ≤
∥∥kzB2ξ ∥∥Lp′ + ∥∥kB˜1ξ ∥∥Lp′ .
Now, we prove that for any finite Blaschke product B = Bσ of degree d, corresponding to a set
σ = {ν1, ν2, . . . , νd} ⊂ rD, we have
(4.14)
∥∥kBξ ∥∥Lp′ ≤
(
1 + r
1− r
d
)1+ 1
p
.
Indeed, as a direct consequence of (4.3), we get
(4.15)
∥∥kBξ ∥∥L∞ ≤
d∑
j=1
1 + |νj |
1− |νj |
≤ d
1 + r
1− r
.
Moreover, (4.1) clearly gives that for any ξ ∈ T,
(4.16)
∥∥kBξ ∥∥2L2 =
d∑
j=1
1− |νj |
2
|1− νjξ|
2 ≤
d∑
j=1
1 + |νj|
1− |νj |
≤ d
1 + r
1− r
.
Thus, combining (4.15) and (4.16), we get that for any p′ ≥ 2,
∥∥kBξ ∥∥Lp′ ≤ ∥∥kBξ ∥∥1− 2p′L∞ ∥∥kBξ ∥∥ 2p′L2 ≤ dp′−1
(
1 + r
1− r
)p′−1
.
Applying this to B = B˜1 and to B = zB2, we get
(4.17) ‖φξ‖Lp′ ≤
(
1 + r
1− r
)1− 1
p′ (
n
1− 1
p′
1 + (n2 + 1)
1− 1
p′
)
,
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where n1 (respectively, n2) is the number of poles of f inside D (respectively, outside D). Thus, it
follows from (4.13) and (4.17) that for any 1 ≤ p ≤ 2,
(4.18) ‖f‖L∞ ≤
(
1 + r
1− r
) 1
p
(
n
1
p
1 + (n2 + 1)
1
p
)
‖f‖Lp ,
as required.
Step 2. The case 1 ≤ p ≤ 2 and 1 ≤ p < q ≤ ∞. For any f ∈ Rn, r,
‖f‖qLq ≤ ‖f‖
q−p
L∞ ‖f‖
p
Lp ,
which gives using (4.18),
‖f‖Lq ≤ ‖f‖
1− p
q
L∞ ‖f‖
p
q
Lp
≤
(
1 + r
1− r
) 1
p
− 1
q
(
n
1
p
1 + (n2 + 1)
1
p
)1− p
q
‖f‖Lp
≤
(
1 + r
1− r
) 1
p
− 1
q
(
n
1
p
− 1
q
1 + (n2 + 1)
1
p
− 1
q
)
‖f‖Lp .
Step 3. The case 2 ≤ p ≤ ∞ and 1 ≤ p < q ≤ ∞. Let p′ and q′ be the conjugates to p and q,
respectively. Then 1 ≤ q′ < p′ ≤ 2. By Step 2 we have for any Vσ1, σ2 ⊂ Rn, r (see Subsection 3.1 for
the definition)
‖Id‖(Vσ1, σ2 , Lq
′)→(Vσ1, σ2 , Lp
′) ≤
(
1 + r
1− r
) 1
q′
− 1
p′
(
n
1
q′
− 1
p′
1 + (n2 + 1)
1
q′
− 1
p′
)
,
where Id is the identity operator. Now denoting by Id? the adjoint operator (for the usual Cauchy
duality) of Id, we have Id? = Id. Therefore,
‖Id‖(Vσ1, σ2 , Lp)→(Vσ1, σ2 , Lq)
= ‖Id?‖(Vσ1, σ2 , Lp)→(Vσ1, σ2 , Lq)
= ‖Id‖(Vσ1, σ2 , Lq
′)→(Vσ1, σ2 , Lp
′)
≤
(
1 + r
1− r
) 1
q′
− 1
p′
(
n
1
q′
− 1
p′
1 + (n2 + 1)
1
q′
− 1
p′
)
=
(
1 + r
1− r
) 1
p
− 1
q
(
n
1
p
− 1
q
1 + (n2 + 1)
1
p
− 1
q
)
,
which is the required estimate. 
5. Proofs of the lower bounds
In this section we prove the asymptotic sharpness of the inequalities in Theorems 2.1, 2.3 and 2.4
as n tends to infinity and the poles of the rational functions approach the unit circle T. From now
on, we denote by
(5.1) Dn(z) =
n−1∑
k=0
zk
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the Dirichlet kernel of order n ≥ 1. The asymptotic behaviour of
∥∥Dn∥∥Lq as n tends to ∞ is well
known: for q > 1,
(5.2) lim
n→∞
∥∥Dn∥∥Lq
n1−
1
q
=
(
1
pi
ˆ
R
∣∣∣∣sin xx
∣∣∣∣qdx
) 1
q
.
Put In =
{
z ∈ T : z = eit, t ∈
[
pi
4n
, pi
2n
]}
. It is well known and easy to see that for q > 1 the
integral over the arc In gives a substantial contribution to the norms
∥∥Dn∥∥Lq and ∥∥DnD′n∥∥Lq , namely
(5.3)
ˆ
In
|Dn(ξ)|
q dm(ξ) & nq−1,
ˆ
I2n
|Dn(ξ)D
′
n(ξ)|
q
dm(ξ) & n3q−1.
Now we introduce the test functions fromRn which will be used throughout this section to illustrate
the sharpness of the inequalities in Theorems 2.1, 2.3 and 2.4. Put
(5.4) f(z) = b′−r(z)
n−2∑
k=0
bk−r(z), b−r(z) =
z + r
1 + rz
.
Thus, f is essentially the Dirichlet kernel transplanted from the origin to the point λ = −r ∈ (0, 1)
by the change of variable ◦b−r. Also, for n ≥ 4, we put
(5.5) g(z) = b′−r(z)
( N∑
k=0
bk−r(z)
)2
∈ Rn,
where N is the integer part of n−2
2
. It is interesting to note that other natural (and simpler) candidates
such as h(z) = (1 − rz)−n or h(z) = 1
1−rz
bn−1r (z) will not give the right order of n in the inequality
(2.5) for p < q.
We will need the following lemma.
Lemma 5.1. We have
(5.6) ‖f‖Lp .
(
n
1− r
)1− 1
p
, 1 < p ≤ ∞,
and
(5.7) ‖g‖Lp .
n2−
1
p
(1− r)1−
1
p
, 1 ≤ p ≤ ∞.
Proof. Let us compute the Lp-norm of f . Making use of the change of variable ζ = b−r(ξ) we get
‖f‖pLp =
ˆ
T
∣∣b′−r(ξ)∣∣ ∣∣b′−r(ξ)∣∣p−1
∣∣∣∣∣
n−2∑
k=0
bk−r(ξ)
∣∣∣∣∣
p
dm(ξ)
=
ˆ
T
∣∣b′−r(b−r(ζ))∣∣p−1 |Dn−1(ζ)|p dm(ζ).(5.8)
By a straightforward computation, b′−r ◦ b−r =
r2−1
(1+rb−r)2
= − (1+rz)
2
1−r2
. Thus,
‖f‖pLp =
1
(1− r2)p−1
ˆ
T
|1 + rζ |2(p−1) |Dn−1(ζ)|
p dm(ζ) ≤
(1 + r)p−1
(1− r)p−1
‖Dn−1‖
p
Lp ,
and the statement follows from (5.2).
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Analogously, changing the variable ζ = b−r(ξ), we obtain
‖g‖pLp =
ˆ
T
∣∣b′−r(b−r(ζ))∣∣p−1 |DN+1(ζ)|2p dm(ζ)
=
1
(1− r2)p−1
ˆ
T
|1 + rζ |2(p−1) |DN+1(ζ)|
2p dm(ζ)
≤
(1 + r)p−1
(1− r)p−1
‖DN+1‖
2p
L2p .
(1 + r)p−1
(1− r)p−1
n2p−1.

5.1. Sharpness in Theorem 2.1. We prove here the statement (ii) of Theorem 2.1. Without
loss of generality we assume that n ≥ 5 (for small n the statement is obvious, take the test function
(1− rz)−2). First we consider the case 1 < p ≤ ∞. For r ∈ (0, 1) let f be defined by (5.4). We have
f ′ = b′′−r
n−2∑
k=0
bk−r +
(
b′−r
)2 n−3∑
k=0
(k + 1)bk−r.
Moreover, b−r(−1) = 1, b
′
−r(−1) = −
1+r
1−r
, and b′′−r(−1) =
2r(1+r)
(1−r)2
. This gives
f ′(−1) =
2r(n− 1)(1 + r)
(1− r)2
+
(
1 + r
1− r
)2 n−3∑
k=0
(k + 1) >
(
1 + r
1− r
)2 n−3∑
k=0
(k + 1) &
(
n
1− r
)2
.
On the other hand, for a = {ak}, ak =
1
r
, k = 1, . . . , n, we have
max
( ∑
|ak|>1
|ak|
2 − 1
|ak + 1|
2 ,
∑
|ak |<1
1− |ak|
2
|ak + 1|
2
)
= n
1 + r
1− r
, D2(a) =
∑
|ak |>1
|ak|+ 1
|ak| − 1
=
n
1− r
.
Thus, by (5.6),
max
( ∑
|ak|>1
|ak|
2 − 1
|ak + 1|
2 ,
∑
|ak |<1
1− |ak|
2
|ak + 1|
2
)
D
1
p
2 (a) =
(
n
1 + r
1− r
)1+ 1
p
.
f ′(−1)
‖f‖Lp
.
In the case p = 1, we consider the test function g defined by (5.5). We have
(5.9)
g′ = b′′−r
( N∑
k=0
bk−r
)2
+ 2
(
b′−r
)2(N−1∑
k=0
(k + 1)bk−r
) N∑
k=0
bk−r
= −
2
1 + rz
b′−r
( N∑
k=0
bk−r
)(
r
N∑
k=0
bk−r +
1− r2
1 + rz
N−1∑
k=0
(k + 1)bk−r
)
.
As before, this gives
g′(−1) =
2r(1 + r)
(1− r)2
(N + 1)2 + 2
(
1 + r
1− r
)2
(N + 1)
N−1∑
k=0
(k + 1) &
n3
(1− r)2
,
which gives the required estimate from below for g′(−1)/‖g‖Lp if we use (5.7). 
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5.2. Sharpness of (2.5). Here we show the asymptotic sharpness of the constants Cn, r (L
q, Lp) as
n → ∞ and r → 1−. Clearly, we need to show the sharpness only for sufficiently large values of n
(for small values of n one may use the test function (1− rz)−2).
Step 1. The case 1 ≤ p ≤ q ≤ ∞. We consider the same test function g defined in (5.5). Let us
estimate from below the norm ‖g′‖Lq using the representation (5.9) for g
′. Taking b−r(ξ) as the new
variable (as in the proof of Lemma 5.1), we get
‖g′‖
q
Lq = 2
q
ˆ
T
∣∣∣∣ 11 + rb−r(ξ)
∣∣∣∣q ∣∣b′−r(b−r(ξ))∣∣q−1
∣∣∣∣DN+1(ξ)
(
rDN+1(ξ) +
1− r2
1 + rb−r(ξ)
D′N+1(ξ)
)∣∣∣∣qdm(ξ).
Since 1 + rb−r(z) =
1−r2
1+rz
and b′−r ◦ b−r(z) = −
(1+rz)2
1−r2
, we have
‖g′‖
q
Lq =
2q
(1− r2)2q−1
ˆ
T
|1 + rξ|3q−2
∣∣∣∣DN+1(ξ)
(
rDN+1(ξ) + (1 + rξ)D
′
N+1(ξ)
)∣∣∣∣qdm(ξ)
≥
2q
(1− r2)2q−1
ˆ
I2N
∣∣∣∣DN+1(ξ)
(
rDN+1(ξ) + (1 + rξ)D
′
N+1(ξ)
)∣∣∣∣qdm(ξ),
where the arcs IN are defined at the beginning of the section. Now, by (5.2) and (5.3),ˆ
I2N
∣∣∣∣DN+1(ξ)
∣∣∣∣2qdm(ξ) . N2− 1q
and ˆ
I2N
∣∣∣∣(1 + rξ)DN+1(ξ)D′N+1(ξ)
∣∣∣∣qdm(ξ) ≥ (1 + r2) q2
ˆ
IN
∣∣∣∣DN+1(ξ)D′N+1(ξ)
∣∣∣∣qdm(ξ) & N3− 1q .
We conclude that
(5.10) ‖g′‖Lq &
(
1
1− r2
)2− 1
q
N3−
1
q .
As a result, combining (5.10) and (5.7) we obtain
‖g′‖Lq
‖g‖Lp
&
(
n
1− r
)1+ 1
p
− 1
q
for sufficiently large values of n.
Step 2. The case 1 ≤ q ≤ p ≤ ∞. We consider now a simpler test function h(z) = 1
1−rz
bn−1r (z).
We have
‖h‖Lp =
∥∥∥ 1
1− rz
∥∥∥
Lp
.
1
(1− r)1−
1
p
with a constant depending on p. Furthermore,
h′ = (n− 1)
1
1− rz
b′rb
n−2
r +
r
(1− rz)2
bn−1r = b
′
rb
n−2
r
(
n− 1
1− rz
−
r
1− r2
br
)
,
and, by the change of variable ζ = b−r(ξ),
‖h′‖
q
Lq =
ˆ
T
|b′r(ξ)| |b
′
r(ξ)|
q−1
∣∣∣∣ n− 11− rξ − r1− r2 br(ξ)
∣∣∣∣dm(ξ)
=
ˆ
T
|b′r(br(ζ))|
q−1
∣∣∣∣ n− 11− rbr(ζ) − r1− r2 ζ
∣∣∣∣q dm(ζ)
=
1
(1− r2)2q−1
ˆ
T
∣∣(1− rζ)2∣∣q−1 |(n− 1)(1− rζ)− rζ |q dm(ζ).
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Now, integrating over the arc pi
2
≤ arg ζ ≤ 3pi
2
, it is easily seen that for n ≥ 3,( ˆ
T
∣∣(1− rζ)2∣∣q−1 |(n− 1)(1− rζ)− rζ |q dm(ζ))1/q ≥ cn,
where c > 0 is a numerical constant independent of q. Thus, ‖h′‖Lq & n(1− r)
1
q
−2, r ∈ (0, 1), and so
‖h′‖Lq
‖h‖Lp
&
n
(1− r)1+
1
p
− 1
q
, r ∈ (0, 1), n ≥ 3.

5.3. Sharpness of (2.7). Let g be the test function defined in (5.5). Recall that, by (5.7),
‖g‖Lp .
n2−
1
p
(1− r)1−
1
p
, 1 ≤ p ≤ ∞.
On the other hand, we have (after the change of the variable)
‖g‖qLq =
1
(1− r2)q−1
ˆ
T
|1 + rξ|2q−2 |DN+1(ξ)|
2q dm(ξ)
and ˆ
T
|1 + rξ|2q−2 |DN+1(ξ)|
2q dm(ξ) ≥
ˆ
IN+1
|DN+1(ξ)|
2q dm(ξ) & n2q−1.
We conclude that for 1 ≤ p < q ≤ ∞,
‖g‖Lq
‖g‖Lp
&
n
1
p
− 1
q
(1− r)
1
p
− 1
q
.

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