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Abstract
For many random constraint satisfaction problems such as random satisfiability or random graph or
hypergraph coloring, the best current estimates of the threshold for the existence of solutions are based
on the first and the second moment method. However, in most cases these techniques do not yield
matching upper and lower bounds. Sophisticated but non-rigorous arguments from statistical mechanics
have ascribed this discrepancy to the existence of a phase transition called condensation that occurs
shortly before the actual threshold for the existence of solutions and that affects the combinatorial nature
of the problem, rendering the second moment method powerless (Krzakala, Montanari, Ricci-Tersenghi,
Semerjian, Zdeborova: PNAS 2007). In this paper we prove for the first time that a condensation
transition exists in a natural random CSP, namely in random hypergraph 2-coloring. Perhaps surprisingly,
we find that the second moment method breaks down strictly before the condensation transition. Our
proof also yields slightly improved bounds on the threshold for random hypergraph 2-colorability. We
expect that our techniques can be extended to other, related problems such as random k-SAT or random
graph k-coloring.
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1
1 Introduction and results
For many random constraint satisfaction problems such as random k-SAT, random graph coloring, or random
hypergraph coloring the best current bounds on the thresholds for the existence of solutions derive from the
first and the second moment method. However, in most cases these simple techniques do not yield matching
upper and lower bounds. In effect, for most random CSPs the precise threshold for the existence of solutions
remains unknown. Examples of this include random k-SAT, random graph k-coloring, and the 2-coloring
problem in random k-uniform hypergraphs (k ≥ 3).
In this paper we investigate the origin of this discrepancy with the example of the random hypergraph 2-
coloring problem, in which the second moment analysis is technically relatively simple. First, we present an
approach to improve slightly over the naive second moment argument. But more importantly, we establish
the existence of a further phase transition below the threshold for the existence of solutions. At this so-called
condensation transition, whose existence was predicted on grounds of sophisticated but non-rigorous sta-
tistical mechanics arguments [9, 16], the combinatorial nature of a ‘typical’ solution becomes significantly
more complicated. Arguably, beyond the condensation transition it is conceptually more difficult to prove
that solutions exist, and indeed in several random CSPs condensation seems to pose the key obstacle to
determining the precise threshold for the existence of solutions. Here we prove rigorously for the first time
that a condensation transition indeed exists.
To define the random hypergraph 2-coloring problem, let V = {1, . . . , n} be a set of vertices, let k ≥ 3,
and let Hk(n,m) be a random k-uniform hypergraph on V obtained by inserting a random set of m edges
out of the
(n
k
)
possible edges. A 2-coloring of H is a map σ : V → {0, 1} such that no edge e of H is
monochromatic. Throughout the paper, we will let r = m/n denote the density of the random hypergraph.
An event E occurs with high probability (‘w.h.p.’) if its probability tends to one as n → ∞. We let S(H)
denote the set of all 2-colorings of the hypergraph H , and we let Z(H) = |S(H)|.
Friedgut’s sharp threshold theorem implies that for any k ≥ 3 there exists a threshold rcol = rcol(k, n)
such that for any ε > 0 the random hypergraph Hk(n,m) of density r = m/n < (1− ε)rcol is 2-colorable
w.h.p., while for r > (1 + ε)rcol it is w.h.p. not [11, 12]. 1 Although the precise threshold rcol is not known
for any k ≥ 3, the first and the second moment methods can be used to derive upper and lower bounds. To
put our results in perspective, let us briefly recap these techniques.
The first and the second moment method. The first moment method yields an upper bound on rcol. More
precisely, by Markov’s inequality,
P [Hk(n,m) is 2-colorable] = P [Z ≥ 1] ≤ E [Z] .
Hence, if for some density r the first moment E [Z] satisfies E [Z] = o(1), then rcol ≤ r (for large
enough n). Indeed, it is easy to compute E [Z] explicitly, and to verify that there is a critical density
rfirst = 2
k−1 ln(2)− ln(2)/2 + ok(1) such that E [Z] = exp(Ω(n))≫ 1 if r < rfirst while E [Z] = o(1)
if r > rfirst. Hence, rcol ≤ rfirst.
Even though E [Z] = exp(Ω(n)) is exponentially large in n for r < rfirst, this does, of course, not imply
that Hk(n,m) is 2-colorable with high probability: it could simply be that a tiny number of hypergraphs
drive up the expected number of 2-colorings because they possess excessively many of them. The purpose
of the second moment method is to rule this possibility out. More precisely, the second moment argument
is based on the Paley-Zygmund inequality
P [Hk(n,m) is 2-colorable] = P [Z > 0] ≥ E [Z]
2
E [Z2]
.
1It is widely conjectured that limn→∞ rcol(k, n) exists for any k ≥ 3. Hence we will take the liberty of just speaking of ‘the
threshold rcol’ (for k ≥ 3 given).
Hence, if for some density r < rfirst we can show that
E
[
Z2
] ≤ C · E [Z]2 (1)
with C = C(k, r) > 0 independent of n, then P [Hk(n,m) is 2-colorable] ≥ 1/C . That is, the probability
of 2-colorability is bounded away from 0 as n → ∞. Therefore, the sharp threshold theorem implies that
rcol ≥ r. Indeed, Achlioptas and Moore [3] proved that there is a critical density rsecond = 2k−1 ln 2 −
(1 + ln 2)/2 + ok(1) such that (1) holds for all r < rsecond but is violated for r > rsecond. In summary, the
first/second moment arguments yield the bounds
rsecond = 2
k−1 ln 2− 1 + ln 2
2
+ ok(1) ≤ rcol ≤ rfirst = 2k−1 ln 2− ln 2
2
+ ok(1). (2)
Approaching the condensation threshold. How could we improve the lower bound on rcol? The second
moment analysis in [3] is tight, and thus simply performing a better calculation will not suffice. Indeed, as
observed in [3], for r > rsecond we have E
[
Z2
]
> exp(Ω(n)) ·E [Z]2, i.e., the second moment method fails
dramatically. But why? One possibility could be that the expectation E [Z] is driven up by a tiny minority
of hypergraphs with excessively many 2-colorings, i.e., that Z ≤ exp(−Ω(n))E [Z] w.h.p. In this case (1)
would fail to hold because the second moment E
[
Z2
]
would exacerbate the contribution of the few ‘rich’
hypergraphs even more than the first moment. A second possibility is that Z is ‘close’ to E [Z] w.h.p., but
without being sufficiently concentrated for (1) to hold. The following theorem, which improves the lower
bound in (2) by an additive (1− ln(2))/2 ≈ 0.153, shows that up to rcond = 2k−1 ln 2− ln 2 > rsecond, the
second scenario is true.
Theorem 1.1 There is a constant k0 ≥ 3 such that for all k ≥ k0 and r < rcond the random hypergraph
Hk(n,m) is 2-colorable w.h.p. and
lnZ ∼ ln E [Z] w.h.p. (3)
For r < rcond the expected number E [Z] of 2-colorings is exponentially large in n. Hence, (3) shows that
for r < rcond w.h.p. Z is exponentially large as it coincides with E [Z] up to sub-exponential terms.
The proof of Theorem 1.1 is based on an enhanced second moment argument that takes the ‘geometry’ of
the set S(Hk(n,m)) of 2-colorings of the random hypergraph into account. As a corollary of this argument,
we obtain a result on the ‘shape’ of this set, viewed as a subset of the n-dimensional Hamming cube {0, 1}n
equipped with the Hamming distance. To state this result, let us say that a 2-coloring σ of a hypergraph H
on n vertices is (α, β, γ)-shattered for α, γ > 0 and β > α if the following is true.
SH1. There is no 2-coloring τ ∈ S(H) with αn < dist(σ, τ) < βn.
SH2. The set Cα(σ) of all 2-colorings τ ∈ S(H) with dist(σ, τ) ≤ αn has size |Cα(σ)| ≤ exp(−γn)Z(H).
Intuitively, this means that σ is part of a ‘cluster’ Cα(σ) of 2-colorings, whose size is exponentially smaller
than the total number Z(H) of 2-colorings. Furthermore, there is a ‘gap’ of size (β − α)n between this
cluster and the remaining 2-colorings of H .
Corollary 1.2 There is a constant k0 ≥ 3 such that for any k ≥ k0 there is γk > 0 such that for r < rcond
all 2-colorings of the random hypergraph Hk(n,m) are (0.01, 0.49, γk)-shattered w.h.p.
Corollary 1.2 implies that w.h.p. the set of 2-colorings of H = Hk(n,m) has a decomposition S(H) =⋃N
i=1 Si into subsets that each comprise only an exponentially small fraction of all 2-colorings and that are
mutually at Hamming distance at least 0.48n. (Indeed, inductively choose Si to be the local cluster C0.01(σ)
of some 2-coloring σ 6∈ ⋃j<i Sj .) This decomposition allows us to explain intuitively why the ‘vanilla’
second moment argument fails for rsecond < r < rcond. In fact, we can write Z(H)2 =
∑N
i,j=1 |Si| · |Sj|.
To estimate the expectation of this quantity, we need to bound on the number N of components and their
sizes |Si|. As we will see in Section 4, the naive second moment argument overestimates the ‘cluster sizes’
|Si| grossly. We overcome this problem by investigating the internal structure of the ‘clusters’ Si. We expect
that this approach extends to other problems such as random k-SAT or random graph k-coloring, although
the technical details will be far more intricate.
Into the condensation phase. As we will see next, even the enhanced second moment argument from
Theorem 1.1 does not give the precise threshold for 2-colorability. The intuitive reason is that for densities
beyond rcond, the expected number E [Z] of 2-colorings is indeed driven up excessively by a tiny minority
of hypergraphs with an abundance of 2-colorings.
Theorem 1.3 There exist a constant k0 ≥ 3 and a sequence εk → 0 such that for any k ≥ k0 there are
δk > 0, ζk > 0 such that the following two statements are true.
1. W.h.p. Hk(n,m) is 2-colorable for all r < rcond + εk + δk.
2. For any density r with rcond + εk < r < rcol we have
lnZ < ln E [Z]− ζkn w.h.p. (4)
The second statement asserts that for densities between rcond + εk and the actual (unknown) 2-colorability
threshold rcol, the expected number E [Z] of 2-colorings exceeds the actual number Z by an exponential
factor exp(ζkn) w.h.p. This contrasts with Theorem 1.1, which shows that below rcond, Z is of the same
exponential order as E [Z] w.h.p. Furthermore, the first part of Theorem 1.3 ensures that the regime of
densities where (4) holds is non-empty, as the true threshold rcol is indeed strictly greater than rcond + εk.
This so-called condensation transition at density rcond = 2k−1 ln 2 − ln 2 was predicted on the basis of
non-rigorous statistical mechanics arguments [9, 16].
In mathematical physics, the term ‘phase transition’ is usually defined as a point where the function
F (r) = limn→∞
1
nE [ln(1 + Z)] is non-analytic. However, it is not currently known if the limit F (r)
exists. (Bayati, Gamarnik and Tetali [7] proved that for any density r, the corresponding limit of the partition
function at any fixed positive temperature exists.) It is not difficult to see that Theorems 1.1 and 1.3 imply
that around r = rcond, the function F (r) in fact is non-analytic if the limit exists (because for r < rcond,
F (r) coincides with the linear function limn→∞ 1n ln E [Z]).
The term ‘condensation’ is meant to express that w.h.p. the set S(Hk(n,m)) of all 2-colorings has a
drastically different shape than in the ‘shattered’ regime of Corollary 1.2. To express this, let us call a
2-coloring of a hypergraph H on n vertices (α, β, γ)-condensed if
CO1. There is no 2-coloring τ ∈ S(H) with αn < dist(σ, τ) < βn.
CO2. The set Cα(σ) of all 2-colorings τ ∈ S(H) with dist(σ, τ) ≤ αn has size |Cα(σ)| ≥ exp(−γn)Z(H).
(The difference between SH1–SH2 and the above is that CO2 imposes a lower bound on |Cα(σ)|.)
Corollary 1.4 There exist a constant k0 ≥ 3 and a sequence εk → 0 such that for any k ≥ k0 there exist
a sequence r(n) of densities satisfying |r(n) − rcond| ≤ εk such that Hk(n,m) with m = r(n) · n has the
following two properties w.h.p.
1. Hk(n,m) is 2-colorable.
2. A random 2-coloring σ ∈ S(Hk(n,m)) is (0.01, 0.49, o(1))-condensed w.h.p.
This means that at a particular density r(n), i.e., right at the condensation transition, the size of the
local cluster of a ‘typical’ 2-coloring σ of Hk(n,m) satisfies ln |C0.01(σ)| ∼ lnZ w.h.p. In other words,
the size of the cluster of a ‘typical’ 2-coloring has the same exponential order as the set of all 2-colorings.
This contrasts with the ‘shattered’ scenario of Corollary 1.2, where w.h.p. all clusters only comprise an
exponentially small fraction of the entire set S(Hk(n,m)). The statistical physics work [9, 16] suggests
that indeed, the conclusions of Corollary 1.4 hold in the entire regime between the condensation transition
and the 2-colorability threshold.
Discussion. The significance of the slightly better lower bound on the threshold for hypergraph 2-colorability
provided by Theorem 1.1 is that it allows us to prove the existence of the condensation transition. Beyond
the condensation transition, the combinatorial nature of the problem becomes far more complicated. To see
why, consider the following random experiment with r < rcol (so that Hk(n,m) is 2-colorable w.h.p.).
G1. Choose a random hypergraph H = Hk(n,m), conditional on H being 2-colorable.
G2. Choose a 2-coloring σ ∈ S(H) uniformly at random and output (H,σ).
The above experiment induces a probability distribution gk,n,m on the set Λk(n,m) of hypergraph/2-coloring
pairs that we call the Gibbs distribution. For r < rcol the experiment corresponds to sampling a random
2-coloring of a random hypergraph, and thus understanding the above experiment is the key to studying the
combinatorial nature of the hypergraph 2-colorability problem. But the experiment seems genuinely difficult
to analyze. In fact, even for densities r = O(2k−1/k) far below the threshold for 2-colorability, it is not
known how to efficiently construct, let alone sample, a 2-coloring of a random hypergraph [2].
But there is a related experiment called the planted model that is rather easy to implement and to study.
P1. Choose σ ∈ {0, 1}n uniformly at random.
P2. Choose a hypergraph H = Hk(n,m, σ) with m edges uniformly at random among all hypergraphs for
which σ is a proper 2-coloring, and output (H,σ).
Let pk,n,m denote the distribution on Λk(n,m) induced by P1–P2. It is not difficult to show that prior to the
condensation phase, the distributions induced by the two experiments are ‘close’.
Proposition 1.5 ([1]) Suppose that r < rfirst is such that lnZ ∼ ln E [Z] w.h.p. Then
ln(gk,n,m [B| {lnZ ∼ ln E [Z]}]) ≤ ln(pk,n,m [B]) + o(n) for any event B 6= ∅. (5)
The relationship (5) allows us to bound the probability of some ‘bad’ event B in the Gibbs distribution by
estimating its probability in the planted distribution. Indeed, Proposition 1.5 was used in [1] to study various
properties of ‘typical’ 2-colorings of Hk(n,m). In combination with Theorem 1.1 and the methods of [1],
Proposition 1.5 can be used to get a pretty good idea what a 2-coloring of the random hypergraph Hk(n,m)
“typically looks like” before the condensation transition.
But beyond the condensation transition, all bets are off. As Theorem 1.3 shows, in the condensed
regime we have lnZ < ln E [Z]− Ω(n) w.h.p., i.e., the assumption of Proposition 1.5 is violated. Roughly
speaking, the gap lnZ < ln E [Z] − Ω(n) implies that a pair chosen from the planted distribution P1–P2
corresponds to a pair chosen from the Gibbs distribution only with exponentially small probability. In fact,
for densities beyond the condensation transition our proof of Theorem 1.3 exhibits an event B for which (5)
is violated, i.e., the planted model is no longer a good approximation to the Gibbs distribution. Furthermore,
the statistical mechanics cavity technique suggests that getting a handle on the Gibbs measure (or other
related measures) is far more complicated in the condensation phase. Overcoming this obstacle appears to
be the remaining challenge to obtaining the precise threshold for hypergraph 2-colorability. The statistical
mechanics reasoning [9, 16] suggests
Conjecture 1.6 There is εk → 0 such that rcol ∼ 2k−1 ln 2− ( ln 22 + 14) + εk.
One limitation of our approach is that we need to assume that k ≥ k0 is sufficiently big (whereas the
standard second moment argument [3] applies to any k ≥ 3). We need the lower bound on k to carry out a
sufficiently accurate analysis of combinatorial structure of the solution space S(Hk(n,m)). No attempt has
been made to compute (let alone optimize) k0 or the various other constants.
2 Related work
The two inequalities in (2) state the best previous bounds on the threshold for hypergraph 2-colorability
from the paper of Achlioptas and Moore [3], which provided the prototype for the second moment analyses
in other sparse random CSPs (e.g., [4, 5]). Since the second moment method is non-constructive, there is the
separate algorithmic question: for what densities can a 2-coloring of a random hypergraph be constructed
in polynomial time w.h.p.? The best current algorithm is known to succeed up to r = c · 2k−1/k for some
constant c > 0, i.e., up to a factor of about k below the 2-colorability threshold [2].
In [1] the geometry of the set S(Hk(n,m)) of 2-colorings of the random hypergraph was investigated
(among other things). It was shown that S(Hk(n,m)) shatters into exponentially small well-separated
‘clusters’ for densities (1 + εk)2k−1 ln(k)/k < r < rsecond. Corollary 1.2 extends this picture up to
r < rcond. In addition, [1] also proved that in the regime (1 + εk)2k−1 ln(k)/k < r < rsecond a typical 2-
coloring σ ofHk(n,m) is rigid w.h.p. in the sense that for most vertices v any 2-coloring τ with σ(v) 6= τ(v)
has Hamming distance Ω(n) from σ. Our analysis, most notably the study of the structure of a typical ‘local
cluster’ in Section 5, builds substantially on the concepts of shattering and rigidity from [1], but we will
have to to elaborate them in considerably more detail to get close quantitative estimates.
In many random CSPs other than random hypergraph 2-coloring the best current bounds on the thresh-
olds for the existence of solutions derive from the second moment method as well. The most prominent
examples are random graph k-coloring [4] and random k-SAT [5]. But the second moment argument ex-
tends naturally to a range of ‘symmetric’ random CSPs [17]. It would be interesting to see if/how our
techniques can be generalized in order to prove the existence of a condensation transition in these other
problems, particularly random graph k-coloring. However, since even the standard second moment anal-
ysis is quite involved in this case of random graph k-coloring, such a generalization will be technically
challenging.
The random k-SAT problem is conceptually different because it is not ‘symmetric’. More precisely, in
random hypergraph 2-coloring the inverse 1 − σ of a 2-coloring σ is a 2-coloring as well. This symmetry,
which greatly simplifies the second moment argument, is absent in random k-SAT. As a consequence, as
elaborated in [3, 5], in k-SAT the bound E [Z2] = O(E [Z]2) does not hold for any density. Roughly
speaking, to overcome this problem [5] focuses on a special type of satisfying assignments (“balanced”
ones), whose number Z∗ satisfies E
[
Z2∗
]
= O(E [Z∗]
2). Technically, this is accomplished by weighting
satisfying assignments cleverly. While our techniques can be extended easily to establish the existence of
a condensation transition for these balanced satisfying assignments in random k-SAT, this does not imply
that condensation occurs with respect to the bigger set of all satisfying assignments. This would require a
new approach for the direct analysis of the total number of satisfying assignments in random k-SAT.
We emphasize that our techniques are quite different from the ‘weighted’ second moment method in [5].
Indeed, the ‘asymmetry’ that motivated the weighting scheme in [5] is absent in random hypergraph 2-
coloring. Instead of weighting, we employ a new idea that exploits the combinatorial structure of the ‘clus-
ters’ into which the set S(Hk(n,m)) of 2-colorings decomposes.
An example of a random CSP in which the precise threshold for the existence of solutions is known is
random k-XORSAT. In this problem a second moment argument yields the precise thresholds (after ‘prun-
ing’ the underlying hypergraph) [10, 19]. The explanation for this success is that random k-XORSAT does
not have a condensation phase due to the algebraic nature of the problem. Similarly, in random k-SAT with
k > log2 n (i.e., the clause length is growing with n) there is no condensation phase and, in effect, the
second moment method yields the precise satisfiability threshold [8, 13]. A further class of problems where
the condensed phase is conjectured to be empty are the ‘locked’ problems of [22].
In statistical mechanics the condensation transition was first predicted (using non-rigorous techniques)
for the random k-SAT and the random graph k-coloring problems [16]. For random hypergraph 2-coloring
the statistical mechanics prediction for the condensation threshold was derived in [9]. The structure of the
condensed phase is described using a non-rigorous framework called one-step replica symmetry breaking.
Interestingly, it was also conjectured that the structure of the condensed phase for large k is very similar to
the structure of the random subcube model [18]. Our proofs verify this for random hypergraph 2-coloring.
Random CSPs, including random hypergraph 2-coloring, have been studied in statistical mechanics
as models of disordered systems (such as glasses) under the name ‘diluted mean field models’. In this
context the condensation transition corresponds to the so-called Kauzmann transition [15]. The present
paper provides the first rigorous proof that this phase transition actually exists in a ‘diluted mean field
model’.
3 Preliminaries
We need the following Chernoff bound on the tails of a binomially distributed random variable from [14,
p. 21]. Let ϕ(x) = (1 + x) ln(1 + x)− x. [14, p. 26]
Lemma 3.1 Let X be a binomial random variable with mean µ > 0. Then for any t > 0 we have
P [X > E [X] + t] ≤ exp(−µ · ϕ(t/µ)),
P [X < E [X]− t] ≤ exp(−µ · ϕ(−t/µ)).
In particular, for any t > 1 we have P [X > tµ] ≤ exp [−tµ ln(t/e)] .
The following large deviations principle for the binomial distribution can be found, e.g., in [14, p. 27].
Lemma 3.2 Let X = Bin(n, p) be a binomial random variable with µ = np > 0. Let t be such that
µ+ t ∈ {1, . . . , n − 1}. Then
ln P [X = µ+ t] ∼ −µϕ(t/µ)− (n− µ)ϕ(t/(n − µ)).
The following is a mild generalization of ‘Laplace lemmas’ statements in [3, 10].
Lemma 3.3 Let ψ ∈ C3(0, 1) be such that limx→0 ψ(x) = limx→1ψ(x) = 0. Assume that z ∈ (0, 1) is
the unique global maximum of ψ, that ψ(z) > 0, and that ψ′′(z) < 0. Then
n−1∑
d=1
exp(ψ(d/n)) ≤ O(√n) exp(nψ(z)).
Proof. Since ψ ∈ C3(0, 1), Taylor’s formula shows that
ψ(z + δ)− ψ(z) = δ
2
2
· ψ′′(z) +Oδ(δ2). (6)
Moreover, as limx→0 ψ(x) = limx→1 ψ(x) = 1, for any fixed δ > 0 we have
n−1∑
d=1
exp(ψ(d/n)) ∼
∑
(z−δ)n<d<(z+δ)n
exp(ψ(d/n)). (7)
Suppose that (z − δ)n < d < (z + δ)n. Then (6) implies that for small enough δ,
exp [nψ(d/n)] = exp [nψ(z)] · exp
[
n
(
ψ′′(z)
2
(
d
n
− z
)2
+O((d/n − z)3)
)]
≤ exp [nψ(z)] · exp
[
ψ′′(z)
3
· (d− zn)
2
n
]
. (8)
Combining (7) and (8) yields the assertion. ✷
The following lemma is implicit in [1].
Lemma 3.4 For any ε > 0 and any k ≥ 3 the following is true. Suppose that r < rcond. Then w.h.p.
Hk(n,m) is such that
lnZ ∼ E ln [1 + Z] .
4 The enhanced second moment argument
In the rest of this paper, we assume that k ≥ k0 for some large enough constant k0. Moreover, to avoid floor
and ceiling signs, we assume that n is even.
4.1 The local cluster and the demise of the vanilla second moment argument
We begin by briefly reviewing the ‘vanilla’ second moment method from [3]. This will provide the back-
ground for the enhanced the second moment argument that yields Theorem 1.1. As a first step, we need to
work out the expected number E [Z] of 2-colorings.
Lemma 4.1 We have E [Z] ∼ 2n(1− 21−k)m.
Proof. Any fixed σ : V → {0, 1} is a 2-coloring of Hk(n,m) iff Hk(n,m) does not feature an edge that
consists of vertices in one color class σ−1(i) only (i = 1, 2). In other words, σ ‘forbids’ (|σ−1(0)|k )+(|σ−1(1)|k )
out of the
(
n
k
)
possible edges. Clearly, the number of ‘forbidden’ edges is minimized if both color classes
σ−1(0), σ−1(1) are the same size n/2. Furthermore, for all but a o(1)-fraction of all 2n possible σ : V →
{0, 1} it is indeed true that both color classes have size (1± o(1))n/2. By the linearity of expectation,
E [Z] ∼ 2n
((n
k
)− 2(n/2k )
m
)
/
((n
k
)
m
)
∼ 2n(1− 21−k)m,
where the last step follows from Stirling’s formula. ✷
Our goal is to identify the regime of densities r where E
[
Z2
]
= O(E [Z]2), i.e., where the second
moment method ‘works’. A technical issue is that Z includes 2-colorings σ whose color classes have
(very) different sizes. To simplify our calculations we are going to confine ourselves to colorings σ whose
color classes σ−1(0), σ−1(1) have the same size. More precisely, let us call σ : V → {0, 1} equitable if
|σ(0)| = |σ(1)| = n/2, and let Ze be the number of equitable 2-colorings of Hk(n,m). Using Stirling’s
formula and, once more, the linearity of the expectation, it is not difficult to compute E [Ze]: we have
E [Ze] ∼
√
2
pi
· 2
n
√
n
(1− 21−k)m = Θ(1/√n) · E [Z] . (9)
Now, for what r do we have E
[
Z2e
]
= O(E [Ze]
2)? We use the following elementary relation.
Fact 4.2 For any equitable σ : V → {0, 1} we have E [Z2e ] = E [Ze] · E [Ze|σ is a 2-coloring] .
Proof. As E [Z2e ] equals the expected number of pairs of equitable 2-colorings, we find
E
[
Z2e
]
=
∑
σ,τ
P [σ is a 2-coloring] · P [τ is a 2-coloring|σ is a valid 2-coloring]
=
∑
σ
P [σ is a 2-coloring] · E [Ze|σ is a 2-coloring] .
By symmetry, E [Ze|σ is a 2-coloring] is the same for all equitable σ. Moreover, by the linearity of the
expectation we have E [Ze] =
∑
σ P [σ is a 2-coloring]. ✷
Thus, we need to compute E [Ze|σ is a 2-coloring]. In other words, for a fixed equitable σ ∈ {0, 1}n
we need to study the random hypergraph Hk(n,m) given that σ is a 2-coloring. This conditional distri-
bution can be expressed easily: just choose a set of m edges uniformly at random from all edges that are
bichromatic under σ (cf. step P2 of the ‘planted model’ above). Let Hk(n,m, σ) denote the resulting ran-
dom hypergraph. Furthermore, given σ, let Ze(d) be the number of equitable 2-colorings τ with Hamming
distance dist(σ, τ) = d. Similarly, let Z(d) be the total number of 2-colorings τ with dist(σ, τ) = d. Then
E [Ze|σ is a 2-coloring] =
n∑
d=0
EHk(n,m,σ) [Ze(d)] ≤
n∑
d=0
EHk(n,m,σ) [Z(d)] . (10)
Fact 4.3 ([3]) For any 0 < d < n we have
EHk(n,m,σ) [Z(d)] = Θ(
√
n/(d · (n − d))) · exp(ψ(d/n)),
EHk(n,m,σ) [Ze(d)] = Θ(n/(d · (n− d))) · exp(ψ(d/n)), with
ψ = ψk,r : (0, 1) → R, x 7→ −x ln(x)− (1− x) ln(1− x) + r · ln
[
1− 1− x
k − (1− x)k
2k−1 − 1
]
.
Fact 4.3 and (10) reduce the problem of computing E [Ze|σ is a 2-coloring] (and thus E
[
Z2e
]
)) to an
exercise in calculus: we just need to study the function ψ.
Lemma 4.4 ([3]) Suppose r < rfirst. The function ψ satisfies ψ(1/2) ∼ 1n ln E [Z], ψ(1 − x) = ψ(x),
ψ′(1/2) = 0, and ψ′′(1/2) < 0. Moreover,
1. if ψ(1/2) > ψ(x) for all x ∈ (0, 1), then E [Ze|σ is a 2-coloring] ≤ O(E [Ze]).
2. if there is some x ∈ (0, 1) with ψ(x) > ψ(1/2), then E [Ze|σ is a 2-coloring] > E [Z] · exp(Ω(n)).
Lemma 4.4 shows that the second moment method ‘works’ if and only if r is such that the function ψ
takes its global maximum at 12 . Thus, let rsecond be the supremum of all r > 0 with this property. Using
basic calculus, one verifies that rsecond = 2k−1 ln 2− 12(1 + ln 2) + ok(1) (see [3, Section 7]), and that for
r > rsecond the function ψ attains its maximum, strictly greater than ψ(1/2), in the interval (0, 2−k/2). In
effect, the second part of Lemma 4.4 shows that E
[
Z2
] ≥ E [Z2e ] ≥ exp(Ω(n))E [Z] for r > rsecond, i.e.,
the ‘vanilla’ second moment argument breaks beyond rsecond.
4.2 Improving the second moment argument: proof of Theorem 1.1
To improve over the naive second moment argument, we take another look at the function ψ. Let α = 2−k/2.
Once more using basic calculus (see Section 4.4), we find
Lemma 4.5 Suppose that rsecond < r < rfirst.
1. We have sup0<x<α ψ(x) > ψ(1/2) > 0.
2. For all x ∈ (α, 1/2 − α) ∪ (1/2 + α, 1 − α) we have ψ(x) < −ψ(1/2) < 0.
3. In the interval [α, 1 − α] the function ψ attains its unique maximum at 1/2.
Lemma 4.5 allows us to deduce important information on the geometry of the set S(Hk(n,m, σ)) of
2-colorings (similar arguments as the following have been used in [1] to prove that the set of all 2-colorings
of Hk(n,m) shatters into exponentially many well-separated pieces for a certain r). Indeed, combining
Fact 4.3 and Lemma 4.5, we see that for distances αn < d ≤ (12 −α)n, the expected number of 2-colorings
at distance d from σ is exponentially small:
EHk(n,m,σ) [Z(d)] = exp((1 + o(1))ψ(d/n)n) ≤ exp(−Ω(n)).
Hence, Hk(n,m, σ) does not have any 2-coloring τ such that dist(σ, τ) ∈ (αn, (12 − α)n) w.h.p. Similarly,
w.h.p. there is no 2-coloring τ with dist(σ, τ) ∈ ((12 + α)n, (1 − α)n). Thus, w.h.p. the set of 2-colorings
of Hk(n,m, σ) decomposes into the ‘local cluster’
C(σ) = {τ ∈ S(Hk(n,m, σ)) : dist(σ, τ) ≤ αn}
of colorings ‘close’ to σ, the corresponding inverse colorings {1− τ : τ ∈ C(σ)}, and the remaining color-
ings τ with 12 − α ≤ dist(σ, τ)/n ≤ 12 + α.
With this picture in mind, we can interpret the maximum of ψ in (0, α) as the expected size of the local
cluster. More precisely, by Fact 4.3,
EHk(n,m,σ)|C(σ)| =
∑
0≤d≤αn
EHk(n,m,σ) [Zd(σ)] = exp
[
(1 + o(1))n · sup
0<x<α
ψ(x)
]
. (11)
Hence, the ‘vanilla’ second moment argument breaks down for r > rsecond because the expected size of the
local cluster in Hk(n,m, σ) exceeds the expected number E [Z] of 2-colorings in Hk(n,m).
Our improvement over the plain second moment argument rests on the observation that for densities
r > rsecond the expected size E |C(σ)| exaggerates the typical size of the local cluster. More precisely, in
Section 5 below we will investigate the combinatorial structure of the ‘planted’ formula Hk(n,m, σ) closely
to prove the following key fact.
Proposition 4.6 Let σ ∈ {0, 1}V be equitable. If r < rcond, then w.h.p. in the random formula Hk(n,m, σ)
the set C(σ) = {τ ∈ S(Hk(n,m, σ)) : dist(σ, τ) ≤ 2−k/2n} has size |C(σ)| ≤ E [Ze].
Fix a density r < rcond. Let us call a 2-coloring σ of a hypergraph H good if σ is equitable and the its
local cluster C(σ) = {τ ∈ S(H) : dist(σ, τ) ≤ 2−k/2n} has size |C(σ)| ≤ E [Ze]. Furthermore, let Zg be
the number of good 2-colorings of Hk(n,m).
Corollary 4.7 For any r < rcond we have E [Zg] ∼ E [Ze] = Θ(n−1/2)E [Z].
Proof. Let H be the set of all k-uniform hypergraphs on V = {1, . . . , n} with precisely m edges. Let Λe be
the set of all pairs (H,σ) with H ∈ H and σ ∈ S(H) equitable. Furthermore, let Λg be the set of all pairs
(H,σ) with H ∈ H and σ a good 2-coloring of H . Then E [Ze] = Λe/ |H| and E [Zg] = Λg/ |H|. Hence, it
suffices to show that |Λe| ∼ |Λg|. But this is evident from Proposition 4.6. Indeed, Proposition 4.6 implies
that |{H ∈ H : (H,σ) ∈ Λg}| ∼ |{H ∈ H : (H,σ) ∈ Λe}| for any equitable σ. ✷
Corollary 4.8 Suppose that r < rcond. For any equitable σ we have
P [σ is a good 2-coloring of Hk(n,m)] ∼ P [σ is a valid 2-coloring of Hk(n,m)] .
Proof. Since the total number of equitable τ ∈ {0, 1}V equals 2( nn/2), and because the uniform distribution
over hypergraphs is invariant under permutations of the vertices, we have
E [Zg] = 2
(
n
n/2
)
P [σ is a good 2-coloring of Hk(n,m)] ,
E [Ze] = 2
(
n
n/2
)
P [σ is a 2-coloring of Hk(n,m)] .
Hence, the assertion follows from Corollary 4.7. ✷
We are going to compute the second moment E
[
Z2g
]
. The exact same calculation that we used to prove
Fact 4.2 shows that E
[
Z2g
] ≤ C · E [Zg]2 if for any equitable σ we have
E [Zg|σ is a good 2-coloring] ≤ C · E [Zg] . (12)
Thus, we are left to verify that for r < rcond there is C = C(k, r) such that (12) holds.
Let α = 2−k/2. Letting Zg(d) denote the number of good 2-colorings at Hamming distance d from σ,
we obtain
E

 ∑
0≤d≤αn
Zg(d)|σ is good

 ≤ E [|C(σ)| |σ is good] ≤ E [Ze] ; (13)
the last inequality follows because if σ is good, then C(σ) ≤ E [Ze] with certainty. Further, by Corollary 4.8,∑
αn<d≤n/2
E [Zg(d)|σ is good] ≤
∑
αn<d≤n/2
E [Ze(d)|σ is good]
≤
∑
αn<d≤n/2
E [Ze(d)|σ is a valid 2-coloring] · P [σ is a valid 2-coloring]
P [σ is good]
∼
∑
αn<d≤n/2
EHk(n,m,σ) [Ze(d)]
= Θ(1/n)
∑
αn<d≤n/2
exp [ψ(d/n)] [by Fact 4.3].
Furthermore, Lemma 3.3, Lemma 4.5 and Corollary 4.7 imply that∑
αn<d≤n/2
E [Zg(d)|σ is good] ≤ (1 + o(1))
∑
αn<d≤n/2
E [Ze(d)|σ is a valid 2-coloring] ≤ C ′ · E [Ze] (14)
for a certain constant C ′ = C ′(k, r). Since furthermore Zg(d) = Zg(n − d) due to the symmetry of the
2-coloring problem with respect to swapping the color classes, (13) and (14) yield (12) with C = 2(C ′+1).
Hence, we have shown that E
[
Z2g
] ≤ C ·E [Zg]2 for all r < rcond. Corollary 4.7 and the Paley-Zygmund
inequality therefore imply that
P [Z > 0] ≥ P [Z > E [Z] /3] ≥ P [Zg > E [Zg] /2] ≥ 1/(4C). (15)
In particular, the threshold rcol for 2-colorability cannot be smaller than rcond, whence indeed Hk(n,m) is
2-colorable w.h.p. for any r < rcond. The second claim (3) follows from (15) together with Lemma 3.4.
4.3 Beyond the condensation transition: proof of Theorem 1.3
The goal in this section is establish Theorem 1.3, i.e., to prove that there is a non-empty regime of den-
sities rcond < r < rcol in which Hk(n,m) is 2-colorable but lnZ < ln E [Z] − Ω(n) w.h.p. To get an
intuition why this should be the case, consider a density r > rcond + εk. In Proposition 4.9 below we will
see that w.h.p. (for suitable εk), the size |C(σ)| of the ‘local cluster’ in the planted model Hk(n,m, σ) is
bigger by an exponential factor exp(Ω(n)) than the expected number E [Z] of 2-colorings of Hk(n,m).
However, if it was true that lnZ ∼ ln EZ , then Proposition 1.5 would imply that the planted model and
the Gibbs distribution (first choose Hk(n,m) and then choose σ ∈ S(Hk(n,m)) randomly) are ‘close’.
In particular, in a random pair (H,σ) chosen from the Gibbs distribution the local cluster C(σ) should
have size ≥ E [Z] exp(Ω(n)). This would lead to the absurd conclusion that under the Gibbs distribution
Z ≥ |C(σ)| ≥ E [Z] exp(Ω(n)) w.h.p. (in obvious contradiction to Markov’s inequality). Hence, intuitively
the condensation transition occurs because the size of the local cluster in the planted model Hk(n,m, σ) sur-
passes the expected number E [Z] of 2-colorings of Hk(n,m). Indeed, it is not difficult to turn this intuition
into a proof of part 2 of Theorem 1.3 (see the proof of Theorem 1.3 below). But the above still allows for the
possibility that the condensation phase may just be empty, i.e., that the typical size of the local cluster in the
planted model Hk(n,m, σ) is bounded by E [Z] for the entire regime of r where Hk(n,m) is 2-colorable
w.h.p. The purpose of this section is to show that that is not so.
To prove this, we are going to show that w.h.p. Hk(n,m) has a 2-coloring σ whose local cluster C(σ) is
smaller than E [Z], i.e., much smaller than the local cluster in the planted model. As we will see in Section 5
below, the size of the local cluster of a 2-coloring σ is governed by the edges that contain precisely one
vertex v with color i and k − 1 vertices with color 1− i (with either i = 0 or i = 1). Let us call such edges
critical under σ. Intuitively, critical edges ‘freeze’ v by preventing v from switching to the opposite color
1− i, thereby reducing the entropy of the local cluster.
Given this intuition, it seems natural to assume that 2-colorings that have a particularly high number
of critical edges should have rather small local clusters. Thus, we say that a 2-coloring σ of Hk(n,m) is
(1 + β)-critical if σ is equitable and the total number of critical edges equals (1 + β)km/(2k−1 − 1). Let
Z1+β be the number of (1 + β)-critical 2-colorings. Furthermore, let us call a (1 + β)-critical 2-coloring σ
good if indeed the local cluster
C(σ) =
{
τ ∈ S(H) : dist(σ, τ) ≤ 2−k/2
}
satisfies C(σ) ≤ E [Z1+βk ], and let Zg,1+β be the number of good (1 + β)-critical 2-colorings.
Proposition 4.9 For any k ≥ k0 there exist a density rcrit > rcond, δk > 0, and βk > 0 such that for
r = rcond the following three statements hold.
1. We have E [Zg,1+βk ] ∼ E [Z1+βk ] = exp(Ω(n)).
2. Let σ ∈ {0, 1}V be equitable and let H = Hk(n,m, σ) be a hypergraph chosen from the planted
model. Then w.h.p. the local cluster C(σ) = {τ ∈ S(H) : dist(σ, τ) ≤ 2−k/2} has size |C(σ)| >
E [Z] · exp(δkn).
We defer the proof of Proposition 4.9 to Section 5.
In the sequel, we fix k ≥ k0 big enough and let r = rcrit and β = βk be as in Proposition 4.9. In the
rest of this section, we are going to carry out a second moment argument for Zg,1+β to show the following.
Proposition 4.10 With r, β as above, we have
E
[
Z2g,1+β
] ≤ C · E [Zg,1+β]2
for some constant C = C(k) > 0.
As before, this amounts to showing that
E [Zg,1+β|σ is a good (1 + β)-critical 2-coloring] ≤ C · E [Zg,1+β] , (16)
for some number C = C(k, r) > 0. To establish (16), we let Zg,1+β(d) signify the number of good (1+β)-
critical 2-colorings at Hamming distance d from σ. Let γ = 2−k/2. The very definition of ‘good’ ensures
that ∑
d≤γn
E [Zg,1+β(d)|σ is a good (1 + β)-critical 2-coloring] ≤ E [Zg,1+β] . (17)
The following bound covers ‘intermediate’ distances.
Lemma 4.11 We have∑
γn<d<(1/2−γ)n
E [Zg,1+β(d)|σ is a good (1 + β)-critical 2-coloring] = o(1).
Proof. Let γn < d < (1/2 − γ)n. Let τ be equitable and at distance d from σ. Let us briefly say τ is valid
if τ is a 2-coloring of Hk(n,m). Then
P [τ is valid|σ is a good (1 + β)-critical 2-coloring]
=
P [τ is valid, σ is a good (1 + β)-critical 2-coloring]
P [σ is a good (1 + β)-critical 2-coloring]
≤ P [σ, τ are valid]
P [σ is a good (1 + β)-critical 2-coloring]
= P [τ is valid|σ is valid] · P [σ is valid]
P [σ is a good (1 + β)-critical 2-coloring]
= P [τ is valid|σ is valid] · E [Z]
E [Zg,1+β]
≤ P [τ is valid|σ is valid] · E [Z] ,
because E [Zg,1+β] > 1 by our choice of β. Hence, Lemma 4.5 yields
ln E [Zg,1+β(d)|σ is a good (1 + β)-critical 2-coloring]
≤ ln E [Z] + lnE [Ze(d)]
≤ −ψ(1/2) + ψ(d/n) + o(1) < 0,
as γ < d/n < 1/2 − γ. Summing over d yields the assertion. ✷
Thus, we are left to estimate the contribution of distances (1/2 − γ)n ≤ d ≤ n/2. We need to
characterize the conditional distribution of Hk(n,m) given that some equitable σ is a (1 + β)-critical 2-
coloring. But since Hk(n,m) is just a uniformly random hypergraph with m edges, this is straightforward:
let Hk(n,m1,m2, σ) denote the random hypergraph generated as follows:
• Choose a set E1 of m1 edges that are critical with respect to σ uniformly at random.
• Choose a set E2 of m2 edges that are bichromatic under σ but not critical uniformly at random.
• Let Hk(n,m1,m2, σ) = (V,E1 ∪ E2).
Then for m1 = (1 + β)km/(2k−1 − 1) and for m2 = m −m1, the conditional distribution of Hk(n,m)
given that σ is (1 + β)-critical is precisely Hk(n,m1,m2, σ).
To estimate EHk(n,m1,m2,σ) [Zg,1+β(d)], we need to study the conditional probability that a certain eq-
uitable τ at distance d from σ is (1 + β)-critical.
Lemma 4.12 Let τ be equitable at distance d = αn from σ. Then PHk(n,m1,m2,σ) [τ is 1 + β-critical] ∼
E(α), where
E(α) = (1− v1)m1(1 − v2)m2P [Bin(m1, u1/(1− v1)) + Bin(m2, u2/(1− v2)) = m1] with
u1 = (1− α)k + αk + (k − 1)α2(1− α)k−2 + (k − 1)αk−2(1− α)2,
v1 = α(1 − α)k−1 + (1− α)αk−1,
u2 =
k
(
1− αk − (1− α)k − αk−1(1− α)− α(1 − α)k−1 − (k − 1)αk−2(1− α)2 − (k − 1)α2(1 − α)k−2)
2k−1 − k − 1 ,
v2 =
1− 2 [αk + (1 − α)k + 2kα(1− α)k−1 + 2kαk−1(1 − α)]
2k − 2k − 2 .
Proof. By enumerating all possibilities, we see that the probability that a given edge that is critical under σ
also is critical under τ equals u1 (either all its vertices have the same color under both σ and τ , or they have
opposite colors under τ , or the colors of the supporting vertex and exactly one other vertex differ, or the
supporting vertex has the same color and the colors of exactly k− 2 others differ). Similarly, the probability
that an edge that is critical under σ is monochromatic under τ works out to be v1.
Now, take a random edge that has 2 ≤ l ≤ k − 2 vertices of color 1 under σ. The probability the edge
is monochromatic under τ equals
αl(1− α)k−l + (1− α)lαk−l.
Convoluting this formula with the distribution of the number of edges with a given number of vertices of
color one under σ, we obtain
v2 =
k−2∑
l=2
(k
l
)
(αl(1− α)k−l + (1− α)lαk−l)
2k − 2k − 2 .
This is the probability that a random edge that is neither critical nor monochromatic under σ is monochro-
matic under τ .
Furthermore, the probability that a random edge that has precisely l vertices of color 1 is critical under
τ equals
lαl−1(1− α)k−l+1 + l(1− α)l−1αk−l+1 + (k − l)(1− α)l+1αk−l−1 + (k − l)αl+1(1− α)k−l−1.
Convoluting this formula with the distribution of the number of edges with a given number of vertices of
color one under σ, we get
u2 =
k−2∑
l=2
(
k
l
)
lαl−1(1− α)k−l+1 + l(1− α)l−1αk−l+1 + (k − l)(1− α)l+1αk−l−1 + (k − l)αl+1(1− α)k−l−1
2k − 2k − 2 .
This is the probability that a random edge that is neither critical nor monochromatic under σ is critical under
τ . The conditional probability of a random edge being bichromatic and critical resp. not critical under σ is
thus
u1
1− v1 resp.
u2
1− v2 .
Since the m edges are drawn independently up to the trivial dependence that no edge is drawn twice, we
thus see that the probability that τ is 1 + β-critical is (1 + o(1))E(α). ✷
Corollary 4.13 For any 0 < d < n we have
1
n
ln EHk(n,m1,m2,σ) [Zg,1+β(d)] ∼ g(d/n), with
g(α) = h(α) +
1
n
ln E(α), where h(x) = −x ln(x)− (1− x) ln(1− x).
Proof. This simply follows from Lemma 4.12 and the fact that the number of τ at distance d from σ is (nd)
and 1n ln
(
n
d
) ∼ h(d/n) by Stirling. ✷
Lemma 4.14 The function g from Corollary 4.13 takes its unique maximum in the interval (1/2−γ, 1/2+γ)
at 1/2, and g′′(1/2) < 0.
Proof. Let τ be equitable and at distance αn from σ. Moreover, let X1(α) be the number of edges of
Hk(n,m1,m2, σ) that are critical under both σ, τ . In addition, let X2(α) be the number of edges that are
critical under τ but not under σ. As Hk(n,m1,m2, σ) consists of two independent ‘portions’ of random
edges, namely m1 that are critical under σ and another m2 that are not, X1(α),X2(α) are independent.
Furthermore,
X1(α) ∼ Bin(m1, q1(α)), X2(α) ∼ Bin(m−m1, q2(α)),
where q1(α) = u11−v1 (α), q2(α) =
u2
1−v2
(α). Let
p(α) = P [X1(α) +X2(α) = m1] , p(α, x1, x2) = P [X1(α) = x1 ∧X2(α) = x2] ,
so that
p(α) =
∑
x1,x2:x1+x2=m1
p(α, x1, x2).
Let us first investigate the point α = 1/2. As q1(1/2) = q2(1/2), we have
(X1 +X2)(1/2) ∼ Bin(m1, q).
with
q = q1(1/2) = q2(1/2) =
2k
2k − 2 =
k
2k−1 − 1 .
Using Lemma 3.2, we can compute p(1/2) directly:
p(1/2) =
(
m
m1
)
qm1(1− q)m−m1
= Θ(n−1/2) · exp
[
−mq · ϕ
(
m1 −mq
mq
)
− (1− q)m · ϕ
(
mq −m1
m(1− q)
)]
,
where ϕ(x) = (1 + x) ln(1 + x)− x. Hence,
p(1/2) = Θ(n−1/2) · exp
[
−m
(
q · ϕ (β)− (1− q)ϕ
(
βq
q − 1
))]
.
To proceed, we need to decompose this expression according to the individual contributions ofX1(1/2),X2(1/2).
Let x1, x2 be such that x1 + x2 = m1. Since X1(1/2),X2(1/2) are independent, we have
p(1/2, x1, x2) = P [X1 = x1 ∧X2 = x2]
= P [Bin(m1, q) = x1] · P [Bin(m2, q) = x2]
= Θ(n−1) exp
[
−qm1ϕ
(
x1 −m1q
m1q
)
− (1− q)m1ϕ
(
m1q − x1
(1− q)m1
)]
· exp
[
−qm2ϕ
(
x2 −m2q
m2q
)
− (1− q)m2ϕ
(
m2q − x2
(1− q)m2
)]
,
and
p(1/2) =
∑
x1+x2=m1
p(1/2, x1, x2).
Similarly, for general α we have
p(α, x1, x2) = Θ(n
−1) exp
[
−q1(α)m1ϕ
(
x1 −m1q1(α)
m1q1(α)
)
− (1− q1(α))m1ϕ
(
m1q1(α)− x1
(1− q1(α))m1
)]
· exp
[
−q2(α)m2ϕ
(
x2 −m2q2(α)
m2q2(α)
)
− (1− q2(α))m2ϕ
(
m2q2(α) − x2
(1− q2(α))m2
)]
,
and
p(α) =
∑
x1+x2=m1
p(α, x1, x2).
As ui(1 − α) = ui(α) for α ∈ (0, 1), we have u′i(1/2) = v′i(1/2) = 0 for i = 1, 2. Moreover, a direct
calculation shows that
u′′1(1/2) = O(k
2/2k),
u′′2(1/2) = O(k
3/4k).
Hence, by the chain rule,
∂2
∂α2
(ln p(α, x1, x2))
∣∣
α=1/2
= O(k3/2k),
whence
ln
p(1/2− δ, x1, x2)
p(1/2, x1, x2)
= δ2 ·O(k3/2k) +O(δ3). (18)
Furthermore, as v′′1 (1/2) = O(k2/2k), v′′2 = O(k3/4k), we also obtain
ln
(1− v1(1/2 − δ))m1(1− v2(1/2 − δ))m2
(1− v1(1/2 − δ))m1(1− v2(1/2 − δ))m2 = δ
2 ·O(k3/2k) +O(δ3). (19)
As the derivatives of the entropy are
h′(α) = − lnα+ ln(1− α),
h′′(α) = − 1
α
− 1
1− α,
(18) and (19) yield
E(1/2 − δ) = −4δ2 + δ2 ·O(k3/2k) +O(δ3). (20)
Finally, (20) shows that g takes its unique maximum in (1/2 − γ, 1/2 + γ) at 1/2, and g′′(1/2) < 0. ✷
Combining (17), Lemma 4.11, and Lemma 4.14, we obtain (16). This completes the proof of Proposi-
tion 4.10.
Proof of Theorem 1.3. Let r = rcrit, δ = δk, β = βk be as in Proposition 4.9. Then by Proposition 4.10, the
probability that Hk(n,m) is 2-colorable is bounded from below by a positive constant. As 2-colorability in
Hk(n,m) has a sharp threshold, this implies that rcol > rcrit. This proves the first assertion of Theorem 1.3.
To prove the second assertion, fix r = rcrit. Then the second part of Proposition 4.9 implies that w.h.p.
1
n
lnZ(Hk(n,m, σ)) >
1
n
ln E [Z] + δn. (21)
However, there is no obvious way to derive the second assertion in Theorem 1.3 directly from (21), because
it is not clear a priori that the random variable 1n lnZ(Hk(n,m, σ)) is tightly concentrated. Therefore, we
will replace it by another random variable for which concentration is easy to show. Namely, for any b > 0
we let
Zb =
∑
σ∈{0,1}n
exp(−bw(σ)),
where w(σ) is the number of monochromatic edges under σ. (The above random variable is called the
partition function at inverse temperature b.) The random variable 1n lnZb satisfies a Lipschitz condition:
either adding or removing a single edge can change the value of 1n lnZb by at most b. Therefore, Azuma’s
inequality implies that in both the random hypergraph Hk(n,m) and in the planted model Hk(n,m, σ) we
have
P [|lnZb − E lnZb| > y] ≤ 2 exp
[
− y
2
2m
]
. (22)
We are going to derive an upper bound on E lnZb(Hk(n,m)). To this end, let Sµ denote the number of
σ ∈ {0, 1}n with w(σ) = µ in Hk(n,m). Then
Zb =
m∑
µ=0
exp(−bµ) · |Sµ|. (23)
Furthermore, letting µ = γm for some small γ > 0 and using Lemma 3.2, we obtain
1
n
lnESµ ∼ ln 2 + 1
n
lnP
[
Bin(m, 21−k) = µ
]
= ln 2− r
2k−1
[
ϕ(1 − 2k−1γ) + (2k−1 − 1)ϕ
(
−2
k−1γ − 1
2k−1 − 1
)]
(24)
where ϕ(x) = (1 + x) ln(1 + x)− x. Plugging (24) into (23), we see that
1
n
E lnZb ≤ 1
n
ln EZ(Hk(n,m)) + εb, (25)
where εb → 0 as b → ∞. Intuitively, this mirrors the fact that the partition function is dominated by
assignments that violate an ob(1)-fraction of all clauses as b→∞. From now on, fix b large enough so that
εb < δ/4. Thus, (22) and (25) imply that
PHk(n,m)
[
1
n
lnZb > 1
n
ln E [Z(Hk(n,m))] +
δ
3
]
= o(1). (26)
We will contrast (26) with the situation in the planted model. Let ξ > 0 be sufficiently small and let
τ ∈ {0, 1}n be such that ∣∣|τ−1(0)| − |τ−1(1)|∣∣ < ξn. Then there is an equitable σ such that dist(σ, τ) ≤ ξn.
In Hk(n,m, σ) the number of edges that are monochromatic under τ has a binomial distribution with mean
≤ kξm. Therefore, we obtain
1
n
E lnZb(Hk(n,m, τ)) ≥ 1
n
E lnZb(Hk(n,m, σ)) − kmξ − o(1).
Combining this with (21) and choosing ξ > 0 sufficiently small, we thus get
1
n
E lnZb(Hk(n,m, τ)) ≥ 1
n
ln EZ(Hk(n,m)) + 2δ/3.
Hence, (22) yields that
P
[
1
n
lnZb(Hk(n,m, τ)) < 1
n
ln EZ(Hk(n,m)) + δ/2
]
≤ exp(−ξ′′n), (27)
with ξ′′ > 0.
To complete the proof, consider the set Λ of all pairs (H, τ) of hypergraphs H on V = {1, . . . , n} with
m edges and 2-colorings τ . Let
Λ′ =
{
(H, τ) ∈ Λ : 1
n
lnZb(H) < 1
n
ln EZ(Hk(n,m)) + δ/2
}
,
Λ′′ =
{
(H, τ) ∈ Λ : ∣∣∣∣τ−1(1)∣∣− ∣∣τ−1(0)∣∣∣∣ ≥ ξn} .
Clearly, (27) shows that ∣∣Λ′ \ Λ′′∣∣ ≤ exp(−ξ′′n) |Λ| .
Furthermore, since the number of hypergraphs H for which τ ∈ {0, 1}n is a 2-coloring is maximized for
equitable τ , we have |Λ′′| ≤ exp(−ξ′′′n) |Λ| , with ξ′′′ > 0 sufficiently small. Hence,∣∣Λ′∣∣ ≤ 2 exp(−ξ′′′n) |Λ| . (28)
Now, suppose that α1, α2 are such that
P
[
1
n
lnZ(Hk(n,m)) ≥ 1
n
ln EZ(Hk(n,m))− α1n
]
≥ α2.
Since Hk(n,m) is uniformly distributed over all
((n
k
)
m
)
hypergraphs with m edges, we obtain
∣∣Λ′∣∣ ≥ α2
((n
k
)
m
)
E [Z(Hk(n,m))] exp(−α1n) ≥ α2 exp(−α1n) · |Λ| . (29)
Setting α1 = ξ′′′/2 and comparing (28) with (29), we see that necessarily α2 = o(1). This proves (4) in the
case that r = rcrit.
Finally, consider any density rcrit < r < rcol. We generate the random hypergraph Hk(n,m) in two
‘portions’ H1 and H2. Namely, letting m1 = rcondn and m2 = (r − rcond)n, we let H1 = Hk(n,m1).
Then H2 is simply obtained by adding another m2 random edges to H1. By the above, we know that w.h.p.
Z(H1) ≤ E [Z(H1)] · exp(−Ω(n)).
Furthermore, a new random edge is bichromatic under a 2-coloring of H1 with probability 1 − 21−k , we
have
E [Z(H2)|H1] ≤ Z(H1) · (1− 21−k)m2 .
Thus, w.h.p.
Z(Hk(n,m)) = Z(H2) ≤ E [Z(H1)] · exp(−Ω(n))(1− 21−k)m2 = E [Z(Hk(n,m))] exp(−Ω(n)),
as claimed. ✷
4.4 Proof of Lemma 4.5
Since ψ(1− x) = ψ(x), we only need to work with x ≤ 1/2. Let r = (2k−1 − 1)(c/2k + ln 2) for |c| ≤ 4.
Let h(x) = −x lnx− (1− x) ln(1− x). Then
ψ(x) ≤ h(x)− r
2k−1 − 1(1− x
k − (1− x)k) ≤ h(x)− (c/2k + ln 2)(1 − xk − (1− x)k).
Suppose that x > 2−k/2 but x < 1/(1.01k). Then
ψ(x) ≤ x(1− lnx)− (c/2k + ln 2)
(
1− (1− x)k
)
+ 2−k
≤ x(1− lnx)− (c/2k + ln 2) (kx− (kx)2)+ 2−k
≤ x [1− lnx− k(1− kx) ln 2] + 23−k < −23−k ≤ −ψ(1/2), (30)
provided that k ≥ k0 is large enough. Furthermore, for 1/(1.01k) < x < 0.49 we have
ψ(x) ≤ h(x)− (c/2k + ln 2)
(
1− (1− x)k
)
+ 2−k
≤ h(x)− (c/2k + ln 2)(exp(−kx)− 1) + 2−k
≤ h(x)− (exp(−kx)− 1) ln 2 + 23−k < −23−k ≤ −ψ(1/2), (31)
again for k ≥ k0 large enough.
Finally, around x = 1/2 we can expand ψ as follows. Since ψ(1−x) = ψ(x), it is clear that ψ′(1/2) =
0. Furthermore, ψ′′(1/2) = −4 + ok(1), and ψ′′′(1/2) ≤ h′′′(1/2) + ok(1) = ok(1). Therefore, for k ≥ k0
large enough we can expand ψ around 1/2 as
ψ
(
1
2
− δ
)
= ψ(1/2) − (4 + ok(1))δ2 +O(δ3). (32)
Thus, the lemma follows from (30)–(32).
5 The local cluster: proof of Propositions 4.6 and 4.9
5.1 Outline
In this section we prove Propositions 4.6 and 4.9. Fix an equitable 2-coloring σ : V → {0, 1} and recall that
an edge e of a hypergraph H is critical under σ if there is a color i ∈ {0, 1} and a vertex v ∈ E such that
σ(v) = i and σ(w) = 1− i for all w ∈ e \ {v}. In this case, we say that v supports the edge e (under σ).
We are going to study the size of the local cluster in the Hk(n,m1,m2, σ) model from Section 4.3:
• Choose a set E1 of m1 edges that are critical with respect to σ uniformly at random.
• Choose a set E2 of m2 edges that are bichromatic under σ but not critical uniformly at random.
• Let Hk(n,m1,m2, σ) = (V,E1 ∪ E2).
We are going to expose the edges of Hk(n,m1,m2, σ) in two portions: let H1 contain the m1 critical edges,
and let H2 contain the rest. Let λ = m1/n be the expected number of edges that any one vertex supports.
We will need the following simple expansion property of the random hypergraph H1.
Lemma 5.1 Let ζ < 1/3. W.h.p. H1 has the following property. Suppose that S ⊂ V has size |S| = ζn.
Then w.h.p. the total number of edges supported by vertices in S is bounded by ζ(e3λ− ln ζ)n.
Proof. We use a first moment argument. Let ξ = e3λ− ln ζ and µ = ξζ . The probability that there is a set
S of size ζn that supports a total of µn edges is bounded by
(
n
ζn
)(
m1
µn
)
ζµn ≤
[(
e
ζ
)ζ (eλζ
µ
)µ]n
=
[
e
ζ
(
eλζ
µ
)ξ]ζn
≤
[
e
ζ
(
eλ
ξ
)ξ]ζn
≤ [eζ]ζn = o(1),
by our choice of ξ and because ζ < 1/3. ✷
Lemma 5.2 Let l ≥ 0 be fixed. W.h.p. the number of vertices that support precisely l edges is
(1 + o(1))n · λ
l
l! exp(λ)
Proof. The number of edges that any one vertex supports is binomial with mean λ. Hence, the Poisson
approximation to the binomial distribution shows that the probability that some vertex v supports precisely
l edges is (1 + o(1)) λll! exp(λ) . In effect, letting Xl be the number of vertices with this property, we see that
EXl = (1 + o(1))n · λ
l
l! exp(λ)
.
Furthermore, Xl satisfies a Lipschitz condition: adding or removing a single edge can change the value of
Xl by at most one. Therefore, Azuma’s inequality shows that Xl = (1 + o(1))n · λll! exp(λ) w.h.p. ✷
In particular, Lemma 5.2 shows that the total number of vertices that do not support any edges is (1 +
o(1)) exp(−λ)n w.h.p. Now, consider the following construction of a set U ⊂ V .
1. Initially, let U consist of all vertices that do not support any edges.
2. While there is a vertex v 6∈ U that does not support an edge that does not contain a vertex from U ,
add v to U .
The above is an adaptation of the ‘whitening process’ from [6] to random hypergraph 2-coloring.
Let HU be the hypergraph with vertex set U and edge set
{e ∩ U : e ∈ E(H1), |e ∩ U | ≥ 2} .
In general, this is going to be a non-uniform hypergraph.
Proposition 5.3 W.h.p. the set U has size
|U | = n
[
exp(−λ) + λ(k − 1) exp(−2λ) +O(7.1−k)
]
and enjoys the following properties.
U1. The set S0 ⊂ U of variables that do not support a clause has size has size |S0| = (1+o(1))n exp(−λ).
U2. There is a set S1 of size
(1 + o(1))n
[
λ(k − 1) exp(−2λ) +O(7−k)
]
such that all vertices in S1 support exactly one edge that contains precisely one other vertex from U ,
which indeed belongs to S0.
U3. Apart from the edges resulting from U2, HU contains no more than nO(7.1−k) further edges.
We defer the proof of Proposition 5.3 to Section 5.2.
We say that R ⊂ V is rigid if for any 2-coloring τ of H1 such that τ(v) 6= σ(v) we have
|{v ∈ R : τ(v) 6= σ(v)}| ≥ n/k3.
In Section 5.3 we will prove the following.
Proposition 5.4 W.h.p. there is a rigid set R ⊂ V \ U of size |R| ∼ |V \ U |.
We now have sufficient information about the random hypergraph Hk(n,m1,m2, σ) = H1 ∪ H2 to
prove Propositions 4.6 and 4.9.
Proof of Proposition 4.6. Proposition 4.6 deals with the random hypergraph Hk(n,m, σ), in which the
number of critical edges has a binomial distribution Bin(m,k/(2k−1 − 1)). Hence, by Chernoff bounds the
number of critical edges is (1 + o(1))mkr/(2k−1 − 1) = (1 + o(1))λn w.h.p., with λ = kr/(2k−1 − 1).
Thus, to study Hk(n,m, σ) it suffices to investigate Hk(n,m1,m2, σ) with m1 ∼ λn and m2 ∼ m− λn.
To prove Proposition 4.6 we merely need to derive an upper bound on the size |C(σ)| of the local cluster.
Thus, it suffices to bound the size of the local cluster
C1(σ) =
{
τ : dist(σ, τ) ≤ 2−k/2n, τ is a 2-coloring of H1
}
of H1. By Proposition 5.4, we have w.h.p.
1
n
ln |C(σ)| ≤ 1
n
ln
∣∣C1(σ)∣∣ = 1
n
lnZ(HU).
Hence, we just need to bound the number Z(HU ) of 2-colorings of HU . By Proposition 5.3 we may assume
that HU has the properties U1–U3.
If this is indeed the case, we can estimate lnZU as follows. Let H ′U be the hypergraph obtained from
HU by omitting all edges that are incident with a vertex from U \ (S0 ∪ S1). Then each edge of H ′U has
size 2 and contains precisely one vertex from S1 and one vertex from S0. Moreover, each vertex from S1 is
incident with exactly one such edge, and indeed supports this edge under σ. Hence, H ′U is just a collection
of stars in which all non-isolated vertices in S1 are leaves, and therefore the total number of 2-colorings of
H ′U is simply equal to 2|S0|. Thus,
1
n
ln |C(σ)| ≤ 1
n
lnZ(HU ) ≤ 1
n
lnZ(H ′U) ≤
|S0|
n
ln 2 ≤ (1 + o(1)) exp(−λ) ln 2.
A straightforward computation shows that this is indeed less than 1n ln E [Ze(Hk(n,m))] if r < (2
k−1 −
1) ln 2. ✷
Proof of Proposition 4.9. We start by obtaining an upper bound on the size of C(σ). Let λ = (1 +
β)kr/(2k−1 − 1) for some β ≤ 1/k. We first study the size of the local cluster C1(σ) in H1. By the
same argument as in the proof of Proposition 4.6 above, w.h.p. we have
1
n
ln
∣∣C1(σ)∣∣ ≤ 1
n
lnZ(H ′U) ≤ (1 + o(1)) exp(−λ) ln 2,
where H ′U is a collection of stars as above. While clearly 1n ln |C(σ)| ≤ 1n ln
∣∣C1(σ)∣∣, we need a slightly
tighter estimate of |C(σ)|.
To obtain this estimate, we need to take the edges of H2 into consideration. Let E′2 consist of all edges
e ∈ H2 that contain precisely two vertices from S0 \ N(S1) and in which all vertices in V \ U have the
same color under σ. Since H2 is independent of H1, the number of these edges is binomially distributed
with mean
|S0 \N(S1)|2
n2
·
(k
2
)
2k−1 − 1 · n ·m2 ≥ n
(
k
2
)
exp(−2λ) ln 2 = µ2.
By Chernoff bounds, we indeed have |E′2| ≥ (1 − o(1))µ2 w.h.p. Furthermore, the expected number of
vertices in S0 that are incident with two edges from E′2 is ≤ O(k4 exp(−3λ)); as this number satisfies a
Lipschitz condition, it is concentrated by Azuma’s inequality. Hence, w.h.p. E′2 contains a subset E′′2 of size
|E′′2 |/n ≥
(
k
2
)
exp(−2λ) ln 2−O(k4/8k)
such that E′′2 induces a matching in S0. By construction, this matching is disjoint from H ′U . Hence, w.h.p.
1
n
ln |C(σ)| ≤ 1
n
ln
∣∣C1(σ)∣∣− |E′′2 | ln 2 ≤ exp(−λ)
[
1−
(
k
2
)
exp(−λ) ln 2
]
ln 2 +O(k4/8k). (33)
To derive a matching lower bound, notice that Proposition 5.3 implies that all but O(7.1−k)n edges of
H1 belong to the matching H ′U w.h.p. Let F1 be the set of all vertices that are reachable from the edges in
H1 \H ′U . Then |F1| ≤ 4|H1 \H ′U | ≤ O(7.1−k)n w.h.p. While we cannot say much about the entropy of
the vertices in F1, it is clear that HU − F1 is just a matching from S1 \ F to S0 \ F . Therefore, w.h.p.
1
n
ln
∣∣C1(σ)∣∣ ≥ |S0 \ F | ln 2 ≥ (exp(−λ)−O(7.1−k)) ln 2.
Let E′3 be the set of all edges e ∈ H2 that contain at least three vertices from U such that all vertices in e\U
have the same color under σ. Then E|E′3| ≤ O(k3/2k) · (|U |/n)3m ≤ O(k3/8k)n. Let F3 be the set of
all vertices in HU that are reachable from {v ∈ U : ∃e ∈ E′3 : v ∈ e}. Since |E′3| is binomially distributed,
we have |F3| ≤ O(k4/8k)n w.h.p. Furthermore, let E′2 be as above. Let F ′2 be the set of all vertices in
N(S1)∪U\(S0∪F1∪F3) that are incident with an edge ofE′2. Then |F ′2| is binomially distributed with mean
≤ O(k2/2k) exp(−λ)|U \ S0|m ≤ O(k3/8k)n (by Proposition 5.3), and thus w.h.p. |F ′2| ≤ O(k3/8k)n by
Chernoff bounds. In addition, let F ′′2 be the set of all vertices in S0 that are incident with at least two edges
fromE′2. As we saw above, F ′′2 ≤ O(k4/8k)nw.h.p. Let F2 be the set of all vertices inH ′U that are reachable
from F ′2∪F ′′2 ; sinceH ′U is a matching, we have |F2| ≤ 2|F ′2∪F ′′2 | = O(k4/8k)nw.h.p. Finally, letE′′2 be the
set of all edges in E′2 that do not contain a vertex from F2. Then |E′′2 |/n ≤
(
k
2
)
exp(−2λ) ln 2−O(k4/8k)
w.h.p.
Now, E′′2 and H ′U simply induce a matching on (S0 ∪ S1) \ (F1 ∪ F2 ∪ F3), and this matching is
disconnected from all other edges of H1∪H2 that are not already 2-colored given the colors assigned to the
vertices in V \ U . Hence, w.h.p. the number of 2-colorings is at least
1
n
ln |C(σ)| ≥ 1
n
ln
∣∣C1(σ)∣∣− |E′′2 | ln 2− |F1 ∪ F2 ∪ F2| ln 2
≥ exp(−λ)
[
1−
(
k
2
)
exp(−λ) ln 2
]
ln 2−O(7.1−k). (34)
To prove the first claim, we need to combine (33) and (34) with a lower bound on the expected number
of (1 + β)-critical 2-colorings. Let q = k/(2k−1 − 1). The probability η1+β that an equitable σ is a
(1 + β)-critical 2-coloring of Hk(n,m) satisfies
ln η1+β ∼ m ln(1− 21−k) + lnP [Bin(m, q) = (1 + β)qm] .
Indeed, the first summand accounts for the probability that σ is a 2-coloring, and the second summand is
the probability that given that σ is a 2-coloring, the number of critical edges equals (1 + β)qm. By the
Lemma 3.2, for sufficiently small β > 0 we have
1
n
ln P [Bin(m, q) = (1 + β)qm] ≥ −β
2qm
n
≥ −kβ2.
Hence,
1
n
ln E [Z1+β] ≥ 1
n
ln EZ − kβ2.
If r = 2k−1 ln 2− c, then a direct computation shows that
1
n
ln E [Z] = ln 2 + r ln
(
1− 21−k
)
≥ (2c − ln 2)
2k
−O(4−k). (35)
Consequently,
1
n
ln E [Z1+β] ≥ (2c − ln 2)
2k
−O(4−k)− kβ2. (36)
Choose c (and thus r) such that with λ0 = kr/(2k−1 − 1) we have
Ξ = exp(−λ0)
[
1−
(
k
2
)
exp(−λ0) ln 2
]
ln 2− 7−k = 1
n
ln EZ + 16−k. (37)
A straight computation using (35) shows that c = ln 2 + ok(1). Furthermore, (34) and (37) show that for
this r w.h.p. in the planted model Hk(n,m, σ) the local cluster C(σ) has size |C(σ)| > exp(Ω(n))EZ . Let
f(β) = exp(−(1 + β)λ0)
[
1−
(
k
2
)
exp(−(1 + β)λ0) ln 2
]
ln 2.
Expanding f(·) around β = 0, we find that
f(β)− f(0) = −β(exp(−λ0) ln 2 +O(k24−k)) +O(β2)/2k.
Hence, (36) implies that for β∗ = 3−k we get
f(β∗) + 7−k <
1
n
ln E [Z1+β∗ ] .
Further, (33) implies that with m1 = (1 + β∗)λ0n, m2 = m − m1 in Hk(n,m1,m2, σ) w.h.p. the local
cluster size satisfies 1n ln |C(σ)| < 1n ln E [Z1+β∗ ]. This means that r, β∗ as above satisfy the conditions in
Proposition 4.9. ✷
5.2 Proof of Proposition 5.3
Let U0 be the set of all vertices that do not support any edge. Then w.h.p. |U0| ∼ n exp(−λ) by Lemma 5.2.
For each vertex v let s(v) be the number of edges that v supports. Let U1 be the set of all vertices v with
s(v) ≥ 1 such that all edges supported by v contain a vertex from U0.
Lemma 5.5 W.h.p. we have the following.
1. The number of vertices v with s(v) = 1 such that the edge e supported by v contains exactly one
vertex from U0 is
n
[
λ(k − 1) exp(−2λ) +O(7.3−k)
]
.
2. The number of vertices v with s(v) = 1 such that the edge e supported by v contains more than one
vertex from (U0 ∪ U1) \ {v} is n · O(7.3−k).
3. The number of vertices v with s(v) > 1 such that all edges e supported by v contain a vertex from U0
is bounded by n ·O(7.3−k).
Proof. Let X be the number of vertices as in 1. By Lemma 5.2, the number of vertices v with s(v) = 1
is (1 + o(1))λ exp(−λ)n w.h.p. Furthermore, given that v satisfies s(v) = 1, the k − 1 other vertices in
the unique edge e that v supports are uniformly distributed over the opposite color class. Hence, again by
Lemma 5.2, the number of non-supporting vertices amongst these k− 1 vertices has a binomial distribution
Bin(k−1, (1+o(1)) exp(−λ)) w.h.p. In this case, the probability that exactly one of the k−1 other vertices
is non-supporting is (k − 1) exp(−λ) +O(exp(−2λ)). Hence, we see that
EX = (1+o(1))λ exp(−λ) · [(k − 1) exp(−λ) +O(exp(−2λ))] = n
[
λ(k − 1) exp(−2λ) +O(7.9−k)
]
.
Furthermore, X satisfies X = EX+o(n) w.h.p.; for the number of vertices v with s(v) = 1 is concentrated
by Lemma 5.2. In addition, for all such v with σ(v) = 0 the events that the edge ev supported by v contains
a non-supporting vertex are mutually independent. Hence, this number has a binomial distribution and is
therefore concentrated by Chernoff bounds (Lemma 3.1). As the same is true of the vertices v with σ(v) = 1,
X is concentrated about its expectation. The other two claims follow from a similar argument. ✷
Then the above lemma shows that |U1| /n ≤ λ(k − 1) exp(−2λ) + O(7−k) w.h.p. Furthermore, the
hypergraph HU1∪U2 mostly consists of isolated vertices and edges of size 2 (and only very larger edges).
We now need to analyze how the process for the construction of the set U proceeds. All vertices in
V \ (U0 ∪ U1) support at least one edge that does not contain a vertex from U0. We will now construct sets
Uj , j ≥ 2, inductively as follows:
let Uj be the set of all vertices v ∈ V \
⋃
i<j Ui such that all edges supported by v contain a
vertex from
⋃
i<j−1Ui.
Let U∗ =
⋃
j≥2 Uj .
Lemma 5.6 W.h.p. H1 has the following property. Let T be a set of size ≤ n/2k−2. Then the number
Tˆ of critical edges that are supported by a vertex v 6∈ T but that contain a vertex from T is bounded by
36k32−kn.
Proof. We use a first moment argument. Let t = 22−k and µ = 36k3/2k. Then probability of the event
described above is bounded by
(
n
tn
)(
m1
µn
)
(kt)µn ≤
[
e
t
(
eλkt
µ
)µ/t]tn
≤
[
2k
( e
9k
)9k3]tn
= o(1),
as claimed. ✷
Lemma 5.7 W.h.p. we have |U∗| ≤ n ·O(7.2−k).
Proof. This is based on a branching process argument. More precisely, we consider the following stochastic
process. At each time, a vertex can be either alive, neutral, or dead. Initially, all vertices in U0 are dead, all
vertices in U1 are alive, and all other vertices are neutral. In each round of the process an alive vertex a is
chosen arbitrarily (once there is no alive vertex left, the process stops). Every neutral vertex v such that all
edges e with v ∈ e contain either a or a dead vertex is declared alive, and then a is declared dead.
Let At be the set of alive vertices after t steps of the process (in particular, A0 = U1). Let T∗ = |A0|,
T ∗ = 2n · 7.2−k , and let T be the actual stopping time of the process. The goal is to show that w.h.p.
T ≤ T∗ + T ∗,
which implies that U∗ \ U1 ≤ T ∗.
To prove this bound, we proceed as follows. Consider a time t ≤ T∗ + T ∗. There are several ways in
which a neutral vertex v can become alive.
Case 1: s(v) = 1. By Lemma 5.2 the total number of such vertices is bounded by (1 + o(1))λ exp(−λ)n
w.h.p. Moreover, v can become alive only if the unique clause that v supports contains a. The proba-
bility of this event is bounded by 2k/n. Hence, the expected number of new alive vertices that arise
in this way is ≤ (1 + o(1))2kλ exp(−λ).
Case 2: s(v) > 1 and v has a dead neighbor. By Lemma 5.6 and our assumption on t, the total number of
vertices with a dead neighbor is bounded by 36k32−kn. If v is declared alive at time t, then all edges
that contain v but no dead vertex must contain v, and there is at least one such edge. The probability
of this event is bounded by 2k/n. Hence, the expected number of vertices that become alive in this
way is ≤ (1 + o(1))72k42−k.
Case 3: s(v) > 1 and v does not have a dead neighbor. In this case all s(v) ≥ 2 edges that v supports
contain a. The probability of this event is O(n−2). Hence, the expected number of vertices that
become alive in this way is o(1).
Thus, conditioning on the previous history Ft−1 of the process, we obtain
E [At −At−1|Ft−1] ≤ k5/2k.
Furthermore, for all neutral v the events that v is activated at time t given Ft−1 are mutually independent.
Hence, At−At−1 given Ft−1 is stochastically dominated by a binomial variable Bt with mean k5/2k . Now,
if T ≥ T∗ + T ∗, then at least T ∗ vertices got activated by time T∗ + T ∗, i.e.,
∑T∗+T ∗
t=1 Bt ≥ T ∗. Since
E
T∗+T ∗∑
t=1
Bt ≤ (T∗ + T ∗)k5/2k < T ∗/2,
the Chernoff bound from Lemma 3.1 shows that P
[∑T∗+T ∗
t=1 Bt ≥ T ∗
]
≤ exp(−Ω(n)). ✷
Proof of Proposition 5.3. The above discussion allows us to get a close understanding of the combinatorial
structure of the hypergraph HU . By Lemma 5.7 we have |U∗| ≤ n · O(7.2−k). Let E∗ be the set of
all edges supported by a vertex in U∗ that contain a vertex in U0 ∪ U1. Lemma 5.1 implies that w.h.p.
|E∗| ≤ O(k) |U∗| ≤ n · O(7.19−k). Hence, the set U ′∗ of all vertices v ∈ U0 ∪ U1 that occur in an edge
from E∗ has size |U ′∗| ≤ n ·O(7.18−k) w.h.p. Furthermore, let U∗ be the set of all vertices v ∈ U0∪U1 such
that either v ∈ U∗ or there is an edge e supported by a vertex in U1 that contains v and another vertex from
U0 ∪U1, or such that v ∈ U0 occurs in an edge supported by a vertex w ∈ U ′∗ ∩U1. Then by Lemma 5.5 we
have |U∗| ≤ nO(7.2−k).
In summary, we have shown that HU has the following structure w.h.p.
• The set U0 of non-supporting variables has size (1 + o(1))n exp(−λ).
• There is a set U1 \ U∗ of size
(1 + o(1))n
[
λ(k − 1) exp(−2λ) +O(7.17−k)
]
such that in HU all vertices in U1 \ U∗ support exactly one edge that contains precisely one other
vertex from U , which indeed belongs to U0.
• Apart from these, HU contains no more than nO(7.17−k) further edges.
This completes the proof of Proposition 5.3. ✷
5.3 Proof of Proposition 5.4
As a first step, we will identify a large set of rigid vertices. To this end, we need to say something about the
number of edges that the vertices in V \ U support. Let l = 10.
Lemma 5.8 W.h.p. the number of vertices v 6∈ U that support fewer than l edges that do not contain a
vertex from U is bounded by 2λll! exp(−λ)n.
Proof. By Lemma 5.2 the total number of vertices that support fewer than l edges is ≤ 1.01λll! exp(−λ)n
w.h.p. Moreover, applying Lemma 5.6 to the set U , we see that no more than 36k3n/2k < 0.9λll! exp(−λ)n
critical edges supported by a vertex in V \ U contain a vertex from U w.h.p. Each of these edges can create
at most one additional vertex in V \ U that supports fewer than l edges without a vertex from U . ✷
For each v 6∈ U let s′(v) be the number of edges supported by v that do not contain a vertex from U .
By the construction of U , we have s′(v) ≥ 1 for all v 6∈ U . Furthermore, given the sequence (s′(v))v∈V \U ,
the distribution of the sub-hypergraph of H1 induced on V \ U is very simple: it is obtained by choosing,
for each vertex v ∈ V \ U independently, s′(v) edges supported by v and containing a random set of k − 1
vertices from V \ U of color 1 − σ(v). This follows because the construction of the set U merely imposes
the condition that none of the s′(v) remaining edges supported by v contains a vertex from U .
We now decompose the random edges of the sub-hypergraph H1−U into two portions. The first portion
M contains for each vertex v one random edge supported by v and containing k−1 vertices of color 1−σ(v)
(with no vertex from U , of course). The second portion H contains the remaining s′(v) − 1 ≥ 0 random
edges supported by v and containing k − 1 vertices of color 1 − σ(v) (again, none of them from U ). This
decomposition will allow us to construct the desired set R in two independent steps.
The first step is in to find a ‘core’ in the hypergraph H.
CR1. Initially, let S contain all v ∈ V that support at least l/2 edges.
CR2. While there is v ∈ S that supports < l/2 edges consisting of vertices of S only, remove v from S.
Let C = S be the final outcome of this process. In order to study |C|, we need the following expansion
property of the random hypergraph H1.
Lemma 5.9 W.h.p. the random hypergraph H1 has the following property. Let T ⊂ V be a set of size tn
with t ≤ 1/(e2kλ). Then there are no more than 2tn edges that are supported by a vertex in T and that
contain a second vertex from T .
Proof. We use a first moment argument. The probability that there is a set T that violates the above property
is bounded by
(
n
tn
)(
m1
2tn
)
(kt2)2tn ≤
[
e
t
(
em1kt
2
2tn
)2]tn
=
[
e
t
(
eλkt
2
)2]tn
≤
(
t
e
)tn
= o(1),
as claimed. ✷
Lemma 5.10 W.h.p. we have |V \ C| ≤ λl exp(−λ)n.
Proof. Assume that |V \ C| > λl exp(−λ)n. By Lemma 5.8 we may assume that the initial set S contains
at least n
(
1− 2λl exp(−λ)/l!) vertices. Hence, if |V \ C| > λl exp(−λ)n, then at some point the process
CR1–CR2 must have removed a set T of size λl exp(−λ)n/2 from the original set S. This set T has the
property that each vertex in T supports l/2 > 2 edges, each of which must contain another vertex from T .
But by Lemma 5.9 no such set T exists w.h.p. ✷
Having constructed the set C, we are now going to ‘attach’ more vertices from V \ U to it via the
following process.
A1. Let A0 = C.
A2. For t ≥ 1, let At be the set of all vertices v ∈ V \ U such that either v ∈ At−1 or the edge e ∈ M
supported by v has its other k − 1 vertices in At−1.
Let A = ⋃∞t=0At. Observe that actually A = An, i.e., the process becomes stationary after at most n
steps.
Lemma 5.11 W.h.p. the outcome of the above process satisfies |A| = |V \ U | − o(n).
Proof. Let At be the set constructed after t steps of the above process, with A0 = C and A−1 = ∅. Let Ht
be the history of the process up to time t. Let v ∈ V \ (U ∪At) be a vertex, and let ev ∈ M be the random
edge supported by v. The only conditioning that Ht imposes on ev is that ev has at least one vertex w 6= v
that does not lie in At−1. Hence,
P [v 6∈ At+1|Ht] = P [ev \ {v} 6⊂ At|Ht] ≤ (k − 1) · |V \ (U ∪ At)||V \ (U ∪ At−1)| . (38)
To analyze the quantity on the right, let at = |At| /|V \ U | for t ≥ −1. Then Lemma 5.10 implies that
w.h.p. a0 ≥ 1− λl exp(−λ). With this notation, (38) reads
E [1− at+1|Ht] ≤ (k − 1)(1− at)
2
1− at−1 .
Furthermore, given Ht, for all vertices v ∈ V \ (U ∪ At) the events {v 6∈ At+1} are mutually independent
(because each is determined by the edge ev supported by v). Therefore, the number of v ∈ V \ (U ∪ At)
such that v 6∈ At+1 is stochastically dominated by a binomial distribution with mean |V \U | · (k−1)(1−at)
2
1−at−1
.
By Chernoff bounds, with probability 1 − o(1/n) we therefore see that the number of v ∈ V \ (U ∪ At)
such that v 6∈ At+1 is |V \ U | · (k−1)(1−at)
2
1−at−1
+ o(n). Hence,
P
[
at+1 < 1− (k − 1)(1 − at)
2
1− at−1 + o(1)|Ht
]
= o(1/n), (39)
and thus the above holds for all t ≥ 1 w.h.p.
Now, consider the (deterministic) recurrence
α0 = λ
l exp(−λ), αt+1 = 1− (k − 1)(1 − αt)
2
1− αt−1 .
It is straightforward to verify that limt→∞ αt = 1. Therefore, (39) implies that w.h.p.
lim
t→∞
|V \ (U ∪ At)/n| = 0,
and thus |V \ (U ∪ A)| = o(n) w.h.p. ✷
Proof of Proposition 5.4. We are left to show that w.h.p. all vertices inA are n/k3-rigid. We start by proving
that w.h.p. all vertices in C are n/k3-rigid. Suppose that there is another 2-coloring τ of C such that the set
∆ = {v ∈ C : σ(v) 6= τ(v)}
has size 0 < |∆| < n/k3. By the construction of C, each vertex v ∈ ∆ supports at least 3 edges that consist
of vertices in C only. As these edges are bichromatic under τ , each of them must contain a second vertex
in ∆. Hence, there are at least 3 |∆| edges that are supported by a vertex in ∆ (under σ) and that contain a
second vertex in ∆. But Lemma 5.9 shows that w.h.p. there is no such set ∆ of size 0 < |∆| < n/k3. This
shows that all vertices C are n/k3-rigid w.h.p.
Furthermore, the construction of A ensures that any 2-coloring τ of H1 such that τ(v) 6= σ(v) for some
v ∈ A is indeed such that τ(w) 6= σ(w) for some w ∈ C. This shows that any v ∈ A is n/k3-rigid w.h.p.,
because any w ∈ C is. ✷
6 A closer look at the internal entropy: proof of Corollary 1.4
6.1 Outline
Throughout this section, we let f0(n) denote a function such that f0(n) = o(n) as n→∞. Let σ ∈ {0, 1}n
be such that ||σ−1(0)| − |σ−1(1)|| ≤ f0(n). In addition, let σ0 be an equitable 2-coloring. To prove
Corollary 1.4 we need to prove that the size |C(σ)| of the local cluster in the planted model Hk(n,m, σ) is
tightly concentrated. To accomplish that, we need to study the set U from Section 5. That is, U ⊂ V is
constructed as follows.
1. Initially, let U consist of all vertices that do not support any edges.
2. While there is a vertex v 6∈ U that does not support an edge that does not contain a vertex from U ,
add v to U .
As a first step, we are going to show that |U | is tightly concentrated. More precisely, in Section 6.2 we will
prove the following.
Proposition 6.1 For any two functions f0(n) = o(n), f1(n) = o(n) there is a function f2(n) = o(n) such
that
P
[∣∣|U | − EHk(n,m,σ0)|U |∣∣ > f2(n)] ≤ exp(−f1(n)).
We also need the following simple expansion properties.
Lemma 6.2 W.h.p. both Hk(n,m) and Hk(n,m, σ) have the following property.
For any set S ⊂ V of size |S| ≤ 2−k2n the number of edges e that contain at least two
vertices from S is bounded by 1.01|S|.
(40)
Furthermore, with probability 1− exp(−Ω(n)), Hk(n,m, σ) has the following property.
For any set S ⊂ V of size 2−k2n < |S| ≤ n/k3 the number of critical edges e that contain
at least two vertices from S is bounded by 1.01|S|.
(41)
Proof. This follows from a simple first moment argument similar to the one in the proof of Lemma 5.9. ✷
Using Proposition 6.1 and Lemma 6.2, we will derive the following in Section 6.3.
Proposition 6.3 Let νk(n,m) = EHk(n,m,σ0) ln C(σ0). For any f0(n), f1(n) = o(n) there is a function
f3(n) = o(n) such that
PHk(n,m,σ) [|νk(n,m)− ln C(σ)| > f3(n) and (40) holds] ≤ exp(−f1(n)). (42)
Furthermore, for any 1 ≤ j ≤ n2/3 we have
0 ≤ νk(n,m)− νk(n,m+ j) = o(n3/4). (43)
Proof of Corollary 1.4. To begin, let us fix a small ε > 0. Our first goal is to show that there exists a density
r = r(n) such that
1
n
EHk(n,m,σ) ln |C(σ)| ∼
1
n
lnEHk(n,m)Z − ε. (44)
To prove (44), it is easier to work with the random hypergraph Hk(n, p, σ) in which each e ⊂ V of size
k that is bicolored under σ is inserted with probability p independently. Then for any fixed n, the function
Fn(p) =
1
n
Eσ,Hk(n,p,σ) ln |C(σ)|
is a polynomial in p. Furthermore, it is clear that Fn(p) → ln 2 as p → 0, and Fn(p) → o(1) as p → 1.
For any p we let ρ(p) ≥ 0 be such that the expected number of edges in Hk(n, p, σ) equals ρ(p)n. Then
by the mean value theorem, there exists p such that Fn(p) ∼ 1n ln EHk(n,⌈ρ(p)n⌉)Z − ε. Since the acutal
number of edges of Hk(n, p, σ) is binomially distributed and therefore tightly concentrated about ρ(p)n, the
‘continuity property’ (43) ensures that
1
n
EHk(n,⌈ρ(p)n⌉,σ) ln |C(σ)| ∼ Fn(p) ∼
1
n
ln EHk(n,⌈ρ(p)n⌉)Z − ε.
Setting rε(n) = ρ(p(n)), we obtain (44).
For this density r = rε(n) there exists a function f1(n) = o(n) such that
ln(gk,n,m [B]) ≤ ln(pk,n,m [B]) + f1(n) for any event B 6= ∅. (45)
Let f0(n) be such that with probability 1 − exp(−2f1(n)), a random σ ∈ {0, 1}n satisfies ||σ−1(0)| −
|σ−1(1)|| ≤ f0(n). Combining Lemma 6.2, Proposition 6.3, (44) and (45), we see that for these densities
rε(n), w.h.p. a random pair (H,σ) chosen from the Gibbs distribution is such that
1
n
ln |C(σ)| ≥ 1
n
ln E [Z]− ε ≥ 1
n
lnZ(H)− 2ε. (46)
Since (46) holds w.h.p. for any fixed ε > 0, there exist sequences ε(n)→ 0, r(n) as desired. ✷
6.2 Proof of Proposition 6.1
We are going to trace the process for the construction of the set U via the method of differential equa-
tions [21]. To obtain sufficient concentration from this approach, we will have to modify the process slightly.
The modified process will yield a subset U∗ ⊂ U , whose size is tightly concentrated. We will then see how
U∗ can be enhanced to a superset U∗ ⊃ U , whose size does not exceed the size of U∗ significantly with a
very high probability.
Our construction of U∗ comes with a parameter ω ≥ ω0, where ω0 denotes a large constant (later we will
let ω →∞ slowly as n→∞). To construct U∗, we consider a similar process as in the proof of Lemma 5.7,
but we only run this process on the set V ′ of vertices that support at most ω clauses. In each step, any vertex
w ∈ V ′ is either alive, dead, or neutral. Initially, all vertices in V ′ that do not support a clause are alive, and
all others are neutral. The process stops once there is no alive vertex left. In each step, an alive vertex v is
chosen randomly. Let dv be the number edges e1, . . . , edv supported by neutral vertices in which v occurs.
Case 1: dv ≤ ω. All of e1, . . . , edv are deleted from the hypergraph.
Case 2: dv > ω. In this case ω edges amongst e1, . . . , edv are chosen randomly and are deleted from the
hypergraph. Moreover, the remaining dv − ω edges are changed as follows. Suppose that the deleted
edges are e1, . . . , eω . Then v is replaced in each edge e ∈ {eω+1, . . . , edv} independently by a random
vertex w 6= v with σ(w) = σ(v) that is not dead and that does not belong to e already; if there is no
such vertex w left, the process stops.
Finally, all neutral vertices that do not support an edge anymore (after the edge deletions described above)
are declared alive, and v is declared dead. Let T be the stopping time of the process, and let U∗ be the set of
dead vertices upon termination. Then |U∗| = T .
The difference between the above process and the actual construction of U is that the latter runs on the
entire set V (not just V ′) and that it always removes the e1, . . . , edv . Therefore, U∗ ⊂ U .
To trace the construction of U∗, we need to define a few random variables. For each 1 ≤ s ≤ ω and each
1 ≤ l ≤ s let Xt(s, l) denote the number of neutral vertices that support s vertices in total, out of which
l do not contain a vertex that has died by the end of step t. In addition, let At signify the number of alive
vertices. Let (Ft)t≥0 be the filtration generated by the random variables Xt(s, l) and At.
Let Ds be the number of vertices that support precisely s edges (s ≥ 0). Moreover, let D>ω be the
number of vertices that support more than ω edges.
Lemma 6.4 We have
P [D>ω > exp(−ω)n] ≤ exp
[
− n
2 exp(2ω)r
]
.
Furthermore, for any 0 ≤ s ≤ ω we have
P
[|Ds − EDs| > exp(−ω2)n] ≤ exp
[
− n
2 exp(2ω2)r
]
.
Proof. For each vertex v the number s(v) of edges supported by v has a binomial distribution with mean
λ = kr/(2k−1 − 1). Assuming that (k and thus) λ is sufficiently large, and choosing ω0 big enough, we see
from Chernoff bounds that P [s(v) > ω] ≤ exp(−8ω). Hence, ED>ω ≤ n exp(−8ω). Furthermore, D>ω
satisfies a Lipschitz condition: adding or removing a single edge can alter the value of D>ω by at most one.
Therefore, the first assertion follows from Azuma’s inequality. Similarly, adding or removing a single edge
can change the value of Ds by at most one, and thus Azuma’s inequality also implies the second claim. ✷
Lemma 6.5 For any 1 ≤ t < min{T, n/k2} we have
E [Xt+1(s, l)|Ft] = Xt(s, l)
(
1− l(k − 1)
n− t
)
+Xt(s, l + 1) · (l + 1)(k − 1)
n− t + oω(1),47)
E [At+1|Ft] = k−1n−t
∑ω
s=1Xt(s, 1) + oω(1) (48)
Furthermore,
|Xt+1(s, λ)−Xt(s, λ)| ≤ ω, |At+1 −At| ≤ ω (49)
with certainty.
Proof. This is a standard argument for a differential equations analysis, based on the following observation
(‘method of deferred decisions’): given the history Ft of the process up to time t, for each neutral vertex w
each remaining edge e supported by w is conditioned only to the effect that e does not contain a vertex that
has died by time t. Thus, the alive vertex v chosen at time t+1 has a probability of 1−(1−1/(n−t))k−1 ∼
(k − 1)/(n − t) of occurring in each edge supported by a neutral vertex, and these events are independent
for all such edges. Furthermore, since each neutral vertex only supports ≤ ω edges (as we confine ourselves
to the set V ′), the probability that v occurs in two such edges is o(1).
This means that given Ft the expected number of vertices that support s edges in total, out of which l
are left after time t, and which support an edge in which v occurs, equals
Xt(s, l)
l(k − 1)
n− t + o(1). (50)
Furthermore, the given Ft expected number of vertices that support s edges in total with l+1 left after time
t amongst which precisely one contains v, is
Xt(s, l + 1) · (l + 1)(k − 1)
n− t + o(1). (51)
To obtain (47) from this, we need to take into account the ‘exceptional’ case 2 of the process. But since
the expected number of occurrences of v given Ft is bounded by λn/(n − t) ≤ 2λ, and since this number
is binomially distributed, the probability that v occurs in more than ω edges supported by neutral vertices is
bounded by exp(−ω). This estimate in combination with (50) and (51) yields (47). Equation (48) follows
from a similar argument, and (49) is immediate from the construction. ✷
Corollary 6.6 There exists a number 0 < µ = µ(k, r) ≤ 2n exp(−λ) and a function δω = oω(1) such that
P [|T/n − µ| ≤ δω] ≥ 1− exp
[
− n
exp(ω3)
]
. (52)
Proof. Lemma 6.4 and Lemma 6.5 verify the assumptions of [21, Theorem 5.1] for times t ≤ n/k2.
Furthermore, Proposition 5.3 shows that T ≤ 2n exp(−λ) < n/k2 w.h.p. Therefore, we can apply [21,
Theorem 5.1] to obtain (52). ✷
Remark 6.7 The ‘method of differential equations’ [21, Theorem 5.1] actually shows that the random vari-
ables Xt(s, l) closely trace a system of ordinary differential equations. From these the number µ in Corol-
lary 6.6 could, in principle, be worked out precisely for any given k, r. However, for our purposes it is not
important to know µ precisely. In the proof of Corollary 6.6 it is important to use the differential equations
approach as in [21] to ensure sufficient concentration.
Since |U∗| = T and U∗ ⊂ U , Corollary 6.6 provides a lower bound on the size of U . As a next step, we
will derive an (asymptotically) matching upper bound.
Lemma 6.8 There is a function δω = oω(1) such that
P [|U \ U∗| > δωn] ≤ 3 exp
[
− n
exp(ω3)
]
.
Proof. We use a similar argument as in the proof of Lemma 5.7. Namely, having constructed U∗, we
commence a second process. Again, in the course of this process vertices can be alive, dead, or neutral.
Initially, all vertices in U∗ are dead. Furthermore, a vertex v 6∈ U∗ is declared alive if either v ∈ V \ V ′
(i.e., v supports more than ω edges), or v supports an edge that contains a vertex that occurs in more than ω
edges supported by other vertices. All other vertices are neutral. From this initial state, the process proceeds
just like the construction of the set U . Namely, in each step an alive vertex v is chosen, unless there is none
left, in which case the process stops. Then, all vertices w such that each edge e supported by w contains
either v or a dead vertex are declared alive, and v dies. Clearly, the set of dead vertices of this process upon
termination contains U .
By Corollary 6.6 we may assume that |U∗| ≤ 2n exp(−λ). Standard arguments (similar to the proof
of Lemma 5.6) show that with probability ≥ 1− exp
[
− nexp(ω3)
]
the total number of vertices that are alive
initially is oω(1)n. Furthermore, using stochastic dominance as in the proof of Lemma 5.7, one can show
that the above process will terminate after only oω(1)n steps with probability ≥ 1− exp
[
− n
exp(ω3)
]
. ✷
Proof of Proposition 6.1. Corollary 6.6 and Lemma 6.8 show that there exist µ > 0 and for any ω ≥ ω0
some δω > 0 such that
P [||U | − µn| > δωn] ≤ exp(−n/ exp(ω4)), (53)
where δω → 0 as ω → ∞. We may assume that the given function f1(n) = o(n) satisfies f1(n) ≥
√
n,
and that δω ≥ 1/ω. Given such a f1(n), we can choose a slowly growing function ω = ω(n) ≤ ln lnn
such that exp(−n/ exp(ω4)) ≤ exp(−f1(n)). Then (53) implies that |E|U | − µn| ≤ 2δω(n). Thus, setting
f2(n) = 2δω(n) and invoking (53) once more completes the proof. ✷
6.3 Proof of Proposition 6.3
To prove Proposition 6.3, it will be easier to work with a slightly different distribution over the hypergraphs
that for which σ is a 2-coloring. Namely, Hk(n, p, σ) denote a random hypergraph obtained by including
each possible edge that is 2-colored under σ with probability p independently. Throughout this section, we
fix p so that the expected number of edges of Hk(n, p, σ) is equal to m. Due to our assumptions on σ, this
means that p ∼ m/((1 − 21−k)(nk)).
Lemma 6.9 For any event E, P [Hk(n,m, σ) ∈ E] ≤ O(
√
n)P [Hk(n, p, σ) ∈ E] .
Proof. In Hk(n, p) the total number of edges has a binomial distribution with mean m. Therefore, the
probability that Hk(n, p) has exactly m edges is Ω(1/
√
m) = Ω(1/
√
n). Furthermore, given that its total
number of edges is m, Hk(n, p) is uniformly distributed over all such hypergraphs for which σ is a 2-
coloring. ✷
The argument for the proof of Proposition 6.3 basically is as follows. We will see that (essentially) all
vertices in V \U are rigid, and thus the entropy of the local cluster stems solely from variations of the colors
in U . Furthermore, the hypergraph induced on U by the edges do not already contain two vertices from
V \ U with different colors is sub-critical, i.e., it decomposes into small (at most lnn but mostly constant-
sized) connected components. Now, for each ‘type’ (i.e., isomorphism class) of component the number of
occurrences of this type is tightly concentrated (similarly as in a subcritical random graph). This implies
concentration of the total number of colorings on V \ U because the total number is simply the sum of the
numbers of colorings of the components. Let us now carry out the details.
Consider the following way to construct a set C ⊂ V of vertices of Hk(n,m, σ) (cf. Section 5.3.). Let
l = 10.
C1. Initially, let C contain all v ∈ V that support at least l/2 edges.
C2. While there is v ∈ C that supports < l/2 edges consisting of vertices of C only, remove v from C.
C3. While there is a vertex v ∈ V \ C that supports an edge e such that e \ {v} ⊂ C, add v to C.
Proposition 6.10 For any function g1(n) = o(n) there is a function g2(n) = o(n) such that with probability
≥ 1− exp(−g1(n)) the set C has the following properties.
1. |V \ C| = |U |+ g2(n).
2. Either (40) is violated, or any 2-coloring τ ∈ C(σ) satisfies τ(v) = σ(v) for all v ∈ C.
Proof. The same arguments as in Section 5.3 apply. ✷
For a set C ⊂ V let A(C) be the set of all e ⊂ V , |e| = k, that have neither of the following two
properties.
1. e ⊂ C .
2. There is a color i ∈ {0, 1} such that |e ∩ σ−1(i)| = 1 and |e ∩ σ−1(1 − i) ∩ C| = k − 1. (In other
words, e is critical with respect to σ and has k − 1 vertices, not including the supporting one, in C .)
The reason why it is easier, for the present context, to work with the Hk(n, p, σ) model is the following
simple observation. If we condition on the outcome C ⊂ V of the process C1–C3, each e ∈ A(C) is present
as an edge in Hk(n, p, σ) with probability p independently. That is, the distribution of Hk(n, p, σ) outside
the ‘core’ C can be captured very easily.
Given the outcome C of the process C1–C3, let H¯k(n, p, σ, C) denote the random hypergraph on V \ C
in which we include the set e \ C for each edge e of Hk(n,m, σ) such that |e \ C| ≥ 2.
Lemma 6.11 Suppose |V \ C| ≤ 3 exp(−λ)n. W.h.p. all connected components of H¯k(n, p, σ, C) have size
O(lnn). Furthermore, for any ω = ω(n) → ∞ the expected number of vertices of H¯k(n, p, σ, C) that
belong to components of size at least ω is bounded by exp(−Ω(ω))n.
Proof. Given the above observation, the assertion is a direct consequence of the result on the ‘giant compo-
nent’ phase transition in random non-uniform hypergraphs from [20]. ✷
Let T be the set of all equivalence classes with respect to isomorphism of hypergraphs with edges of
size ≤ k. An isolated copy of T ∈ T in H¯k(n, p, σ, C) is a subset S ⊂ V \ C such that S is a component
of H¯k(n, p, σ, C) and such that the sub-hypergraph induced on S is isomorphic to T . Let YT,C signify the
number of isolated copies of T ∈ T in H¯k(n, p, σ, C) (given the set C).
Lemma 6.12 For any T ∈ T and any d > 0 we have
P [|YT,C − EYT,C| > d] ≤ exp
(
− d
2
16k2m
)
. (54)
Furthermore, if |V \ C| ≤ 3 exp(−λ)n, then for any ω = ω(n)→∞ we have∑
T∈T :|V (T )|≤ω
|V (T )| · E [YT,C] ≥ (1− exp(−Ω(ω)))n.
Proof. The random variable YT satisfies a Lipschitz condition: either adding or removing an edge to/from
H¯k(n, p, σ, C) can change YT by at most k. Therefore, the first assertion follows from Azuma’s inequality.
The second one is an immediate consequence of (54) and Lemma 6.11. ✷
We will now drop the conditioning upon the outcome of the process C1–C3. That is, we let H¯k(n, p, σ)
be the random hypergraph obtained by first constructing C in Hk(n, p, σ) and then performing the construc-
tion of Hk(n, p, σ, C). For each T ∈ T let YT be the number of isolated copies of T in H¯k(n, p, σ).
Corollary 6.13 For any function g1(n) = o(n) and any ω = ω(n) → ∞ there exists g2(n) = o(n) such
that the following is true. For each T ∈ T there is a number yT = yT (k, r) ≥ 0 such that with probability
≥ 1− exp(−g1(n)) either (40) is violated or the following is true.
1. All but g2(n) vertices of H¯k(n, p, σ) belong to a component on ≤ ω vertices.
2. We have
∑
T∈T |V (T )| · |YT − yTn| ≤ 2g2(n).
Proof. This is immediate from Proposition 6.10 (which, crucially, shows that |C| is tightly concentrated) and
Lemma 6.12. ✷
For each T ∈ T let zT denote the number of 2-colorings of T . Furthermore, let Z(H¯k(n, p, σ)) denote
the number of 2-colorings of H¯k(n, p, σ).
Corollary 6.14 For any function g1(n) = o(n) there exists g2(n) = o(1) such that with probability ≥
1− exp(−g1(n)) either (40) is violated or we have∣∣∣∣∣ 1n lnZ(H¯k(n, p, σ)) −
∑
T∈T
yT zT
∣∣∣∣∣ ≤ g2(n).
Proof of Proposition 6.3. Let us first deal with the random hypergraph Hk(n, p, σ). Suppose that |C| ≥ n(1−
2 exp(−λ)). Then any 2-coloring τ of H¯k(n, p, σ, C) yields an element of the local cluster CHk(n,p,σ,C)(σ)
ofHk(n, p, σ, C) by letting τ(v) = σ(v) for all v ∈ C. Therefore, Proposition 6.10 and Corollary 6.14 imply
that
PHk(n,p,σ)
[
1
n
ln |C(σ)| ≥
∑
T∈T
yT zT − o(1)
]
≥ 1− exp(−f1(n)). (55)
Conversely, consider a coloring τ of Hk(n, p, σ). By Proposition 6.10, either (40) is violated or τ(v) =
σ(v) for all v ∈ C. Assume that the latter is true. Then τ induces a 2-coloring of H¯k(n, p, σ, C).
1
n
ln CHk(n,p,σ)(σ) ≤
∑
T∈T
yT zT + o(1). (56)
Hence,
PHk(n,p,σ)
[
either (40) is violated or 1
n
ln |C(σ)| ≤
∑
T∈T
yT zT + o(1)
]
≥ 1− exp(−f1(n)). (57)
Combining (55) and (57) with Lemma 6.9, we obtain (42).
Finally, to obtain (43), observe that adding a further of n2/3 edges to Hk(n,m, σ) will simply can just
connect at most n2/3 components of H¯k(n, p, σ, C) with the set C. Lemma 6.11 shows that w.h.p. all of
these components have size ≤ n0.01. Hence, w.h.p. the total reduction in the number of 2-colorings is
≤ n2/3+0.01 = o(n3/4). ✷
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