Abduction{ from observations and a theory, nd using hypotheses an explanation for the observations { gained increasing interest during the last years. This form of reasoning has wide applicability in di erent areas of computer science; in particular, it has been recognized as an important principle of common-sense reasoning.
Then, under logic programming semantics, there is the unique minimal abductive explanation f move(a; b) g. This corresponds exactly to the only possible path, which directly leads from a to b. However, no abductive explanation (minimal or not) exists under classical inference, as :reach(c) can not be deduced, even from the completion of the program.
Further scenarios highlighting the di erence between abduction under logic programming and classical inference from a program (resp. its completion) are described in Example 3 below and in Example 10 (Section 6).
In the context of logic programming, abduction has been rst proposed by Kakas and Mancarella 37] and, during the recent years, common interest in the subject has been growing rapidly 14, 41, 37, 34, 17, 16, 68] , also for the observation that, compared to deduction, this kind of reasoning has some advantages for dealing with incomplete information 16, 4] . A suggestive application of abduction from logic programs to data dictionary design is presented in 59] .
The logic programs from above enjoy the property of being strati able 2], and thus has a generally accepted clear semantics. However, the declarative semantics of a logic program with negation is in general not immediately clear; di erent proposals for such a semantics exist. Thus, abductive reasoning on logic programs is a ected by the particular semantics assigned to the program. Two dominant proposals for the semantics of logic programs with negation are the well-founded semantics 77] and the stable model semantics 25] .
The well-founded semantics, di erently from the previous proposals 2, 61] , assigns a meaning to every logic program. The meaning of a program is a unique and always existing (possibly partial) model, which is called well-founded model. Intuitively, this semantics follows a \pessimistic" approach declaring false only atoms whose truth can be surely not derived from the program 18] . Inference of a literal from a general logic program under the wellfounded semantics is polynomial; hence, this semantics can express only polynomial time database queries 77] .
The stable model semantics is closely related to classical non-monotonic logics. Indeed, the semantics of a program is de ned by the set of its stable models, where a model is stable if it \regenerates itself" (like the stable expansions of an autoepistemic theory 55]). Since a program has in general several stable models, two inference modalities arise: brave inference (a literal is true if it is true in some stable model), and cautious inference (a literal is true if it is true in every stable model).
Even if stable model semantics increases the expressivity of well-founded semantics allowing to express NP-hard problems 66], several common situations require the possibility of explicitly encoding disjunctive information, cf. 45]. This observation lead to extend logic programs by permitting disjunction in the consequents (disjunctive logic programs). A number of di erent proposals for the semantics of disjunctive logic programs exist to date 45], among them the minimal model semantics 54], the (disjunctive) stable model semantics 62, 26] , and the well-founded semantics 64, 3] . Besides the minimal model semantics (which has been designed for negation-free programs), the stable model semantics is the most commonly acknowledged approach; such semantics allow to express also problems whose complexity lies at the second level of the polynomial hierarchy 21].
Thus, making abduction from logic programs, one should agree on which semantics has to be considered (e.g., well-founded or stable model semantics); moreover, if a \multiple model" (e.g. stable model) semantics is adopted, one should also specify whether the cautious or brave version is chosen.
In this paper, we de ne a general abduction model for logic programming, where the inference operator (i.e., the semantics to be applied on the program) is not xed a priori but can be speci ed by the user. In our opinion, this endows our model with a great exibility, as the appropriate semantics can be chosen for each application domain. For instance, abduction with brave inference seems more appropriate for diagnosis, while the cautious inference operator appears well suited for planning (see Section 3) .
Roughly speaking, we describe abduction from logic programs as follows: Given a logic program LP formalizing a particular application domain, a set M of literals describing some manifestations, a set H of atoms containing possible individual hypotheses, and an inference operator j = de ning the semantics of the program, nd an explanation (or solution) for M, i.e., a suitable set S H such that LP S j = M.
For instance, the scenario in Example 1 (Joe's Saturday business) can be represented as an abductive problem where LP = f go fishing is saturday^:rains; is saturday g, M = f:go fishingg, H = frainsg, and the inference operator is j = wf (entailment under well-founded semantics). It is immediately recognized that S = frainsg is a solution. Let us consider another example.
Example 3 Imagine an electrical circuit consisting of a simple stove with two hot-plates wired in parallel and a control light, which is on if at least one of the plates is on operation. Each plate has a fuse, and it is known that one of them can not stand much current and will melt if the current gets high, but it is not known which one. Consider the following program P:
melted fuse 1 The rst rule states that on high current, a fuse will melt. The second through fourth rule describe situations under which the control light is o , namely, if both fuses are melted, if the power fails, and if the bulb is broken. The last two rules state that a hot-plate burns if there is no power failure and the fuse is not melted. 1 For example, given the observation light o , under the stable model semantics we can abduce power failure as an explanation under both brave and cautious inference operators, i.e., S = fpower failureg is a solution for both the abductive problems P = hH; M; P; j = b st i and P 0 = hH; M; P; j = c st i where H = fpower failure; broken bulb; high currentg, M = flight o g, and j = b st and j = c st denotes the brave and cautious inference operator, respectively. 1 To keep the example simple, we refrain from modeling switches for the hot-plates. 4 Indeed, P fpower failureg has the single stable model M 1 = fpower failure; light o g.
Similarly, also broken bulb is an explanation of light o , while high current is not.
Given the additional observation :burns plate 1 (i.e., considering the manifestation M 0 = flight o ; :burns plate 1 g), we still have power failure as an explanation, but no longer broken bulb. Under brave inference, however, we get that S 0 = fbroken bulb; high currentg is an explanation (i.e., S 0 is a solution for hH; M 0 ; P; j = b st i); this is reasonable in some sense. Notice that under classical inference, power failure is not an explanation, since P fpower failureg 6 j = :burns plate 1 ; however, it is an explanation on the completion of P. 2 Finally, assume the observations light o , burns plate 1 , and burns plate 2 are made. The only explanation for that is bulb broken (under cautious as well as brave inference), which is intuitive. Under classical inference, no explanation exists, even from the completed program (notice that abducible atoms should not be completed 14]).
Usually, di erent abductive solutions may be regarded not as equally appealing. Following Occam's principle of parsimony, one is often willing to prefer as simplest solutions as possible. In particular, solutions should be nonredundant, i.e., an acceptable solution must not contain another solution properly. The property of subset-minimality is the most commonly applied criterion for acceptable abductive solutions, cf. 58, 74, 9, 41] . For example, for the observation light o in the above example, fbulb broken; power failureg would be a solution (under both variants of inference). The simpler solution bulb broken (or power failure as well) is clearly preferable. Besides subset-minimality, smallest size of solutions is a commonly applied criterion for acceptable solutions, cf. 58]. We will deal with both criteria.
In the context of abduction, three main decision problems arise: (1) to determine whether an explanation for the given manifestations exists at all; (2) to determine whether an individual hypothesis h 2 H is relevant, i.e., whether it is part of at least one acceptable explanation; (3) to determine whether an individual hypothesis is necessary, i.e., whether it occurs in all acceptable explanations. For instance, in the circuit example we have: (1) there exists a solution for the manifestation light o , (2) the atoms bulb broken and power failure are relevant for some solution, (3) none of them (as well as any other hypothesis) is necessary. The complexity of the three decision problems above will be carefully analyzed in the paper.
The contribution of the present paper to abductive logic programming is twofold. First, we formally de ne a general abductive model for logic programs (informally presented above), in which also some previously proposed abductive framework can be easily modeled. Second, we precisely determine the computational complexity of abductive problems under: (1) the well-founded semantics for normal logic programs 77], (2) the stable model semantics for normal logic programs 25], (3) the stable model semantics for disjunctive logic programs 62], and (4) the minimal model semantics for disjunctive logic programs 54]. For each semantics we shall analyze the complexity of relevance, necessity and existence of abductive solutions, by considering also the case where solutions must satisfy some minimality criterion. 2 Although the completion has been de ned in 13] only for nondisjunctive logic programs, it is clear how to complete this particular program in the spirit of 13].
This constitutes the main part of the present paper, and provides many new and interesting results:
1. Even if stable-brave deduction is harder than well-founded deduction (the former is NP-complete while the latter is polynomial), the complexity of stable-brave abduction is essentially the same as of well-founded abduction (the various abductive problems under these semantics have a complexity ranging from P to P 2 ).
2. While the complexities of stable-brave and stable-cautious deduction lie at the same level in the polynomial hierarchy, the complexity of stable-cautious abduction is located one level higher than the one of stable-brave abduction, and thus most likely strictly harder. 3. Allowing disjunction in the rule heads further increases the complexity of the abductive problems. As for normal logic programs, cautious reasoning reveals to be harder than brave reasoning. Moreover, abduction under minimal model and stable model semantics have the same computational complexity. 4. The complexities of the various abductive reasoning tasks under the considered semantics range over the rst four levels of the polynomial hierarchy. Most complexity classes from there, including the classes P k , P k , D P k , and P k O(log n)] have abductive reasoning tasks complete for them. Thus, our analysis exhibits practical problems complete even for complexity classes for which few complete problems are known to date (e.g., the complexity class P 4 ). The complexity results above refer to abductive problems on propositional logic programs. For function-free rst order logic programs, the data-complexity of abduction (i.e., the program except for ground facts is xed) coincides with the complexity of abduction from propositional logic programs. (In the non xed case, the complexity is expected to be exponentially higher.)
We rst present our model for abduction from propositional logic programs and determine its complexity; after that, we provide a generalization of this model to allow for abduction from function-free rst order logic programs and address the resulting complexity. Notice that, extending our work, complexity results for abduction from logic programs in the presence of functions appear in 47].
Our results impact on other work on logic programming as follows. For example, from the complexity classi cation, we know whether an e cient (i.e., polynomial time) transformation from an abduction problem to another reasoning problem whose complexity is known is possible or not. In particular, it tells us whether abduction can be e ciently transformed to deduction in logic programming, and thus whether a search for an e cient embedding of abductive logic programming into deductive logic programming is reasonable. Moreover, by the level of the hierarchy, we know how many sources of complexity an abduction problem bears, and which kind of backtracking algorithm for solving it will be suitable. (See also Section 8.)
The sequel of the paper is organized as follows. Section 2 contains some preliminaries on both logic programming and complexity theory. Section 3 formally de nes our abduction 6 model in the propositional case. The complexity of the various abductive problems for normal logic programs is determined in Section 4. Section 5 deals with the extension of the abduction model by allowing for disjunctive logic programs. Section 6 generalizes the abductive model to the case of function-free rst-order logic programs and discusses the data-complexity. Section 7 overviews some related works. Finally, Section 8 gives our conclusions and summarizes the complexity results determined in the paper.
Preliminaries and Notation

Logic Programming
The section recalls the basic concepts of (propositional) logic programming. The syntax of logic programs is given rst; then stable and well-founded semantics 25, 77] 
Strati ed programs
Although stable and well-founded semantics are di erent in general, they coincide on the important class of strati ed logic programs 2]. As a consequence, j = wf , j = b st , and j = c st are all equivalent on strati ed programs.
Complexity Theory
For NP-completeness and complexity theory, cf. 56]. The classes P k ; P k and P k of the Polynomial Hierarchy (PH) (cf. 75]) are de ned as follows: P 0 = P 0 = P 0 = P and for all k 1, P k = P P k?1 ; P k = NP P k?1 ; P k = co-P k :
In particular, NP = P 1 , co-NP = P 1 , and P 2 = P NP . Here P C and NP C denote the classes of problems that are solvable in polynomial time on a deterministic (resp. nondeterministic) Turing machine with an oracle for any problem in the class C. The oracle replies to a query in unit time, and thus, roughly speaking, models a call to a subroutine for that is evaluated in unit time. If C has complete problems, then instances of any problem 0 in C can be solved in polynomial time using an oracle for any C-complete problem , by transforming them into instances of ; we refer to this by stating that an oracle for C is used. Notice that all classes C considered here have complete problems.
The classes P k , k 2, have been re ned by the class P k O(log n)], in which the number of calls to the oracle is in each computation bounded by O(log n), where n is the size of the input. The class D P k , which is de ned as the class of problems that consist of the conjunction of two (independent) problems from P k and P k , respectively, is considered to be further restricted in computational power. Notice that for all k 1,
PSPACE; each inclusion is widely conjectured to be strict. Note that, by the rightmost inclusion, all these classes contain only problems that are solvable in polynomial space. They allow, however, a ner grained distinction between NP-hard problems that are in PSPACE.
The above complexity classes have complete problems under polynomial-time transformations involving quanti ed Boolean formulas (QBFs). A QBF is an expression of the form
where E is a Boolean expression whose atoms are from pairwise disjoint nonempty sets of variables X 1 ; : : : ; X k , and the Q i 's are alternating quanti ers from f9; 8g, for all i = 1; : : : ; k. If Q 1 = 9 the we say the QBF is k-existential, otherwise it is k-universal. Validity of QBFs is de ned in the obvious way by recursion to variable-free Boolean expressions. We denote by QBF k;9 (resp., QBF k;8 ) the set of all valid k-existential (resp., k-universal) QBFs (1).
Given a k-existential QBF (resp. a k-universal QBF ), deciding whether 2 QBF k;9 (resp. 2 QBF k;8 ), is a classical P k -complete (resp. P k -complete) problem; deciding the conjunction ( 2 QBF k;9 )^( 2 QBF k;8 ) is complete for D P k . Deciding, given an arbitrary number of QBFs of form (1) , whether the number of valid QBFs among them is odd is complete for P k+1 O(log n)]. The problems remain as hard under the following restrictions: (1) E in (1) is in conjunctive normal form and each clause contains three literals (3CNF) if Q k = 9, and (2) E is in disjunctive normal form and each monom contains three literals (3DNF) if Q k = 8 76].
Abduction Model
In this section, we describe our formal model for abduction from logic programs and state the main decisional reasoning tasks for abductive reasoning. The abduction model is de ned here for propositional programs; the generalization to logic programs with variables is given in Section 6.
Logic Programming Abduction Problems
De nition 1 Let V be a set of propositional atoms. A logic programming abduction problem (LPAP) P over V consists of a tuple hH; M; LP; j =i, where H V is a nite set of hypotheses, M V f:v j v 2 V g is a nite set of manifestations, LP is a propositional logic program on V , and j = is an inference operator.
For simplicity, we suppose throughout the rest of the paper that V is implicitly de ned as the set of propositional atoms appearing in P, which we denote by V P , and omit the phrase \over V ".
Remark: This model does not include speci cation of constraints on the logic program. However, the most used form of constraint a 1^: : :^a n which means that a 1 ; : : : ; a n may not be true simultaneously, can be easily simulated in our model, by adding a rule abs a 1^: : :^a n to the logic program, where abs is a new propositional atom, and adding :abs to the manifestations. De nition 2 Let P = hH; M; LP; j =i be a LPAP, and let S H. Then, S is a solution (or explanation) to P i LP S j = M.
The set of all solutions to P is denoted by Sol(P).
In this paper we consider abductive problems for the inference operators j = wf , j = b st , and j = c st . Note that, in the de nition of cautious abduction, we have not used the classical skeptical operator (a literal is true if it is true in all stable models), but we have adopted the inference operator j = c st which requires additionally that the program has (at least) one stable model.
The reason for that is the need to guarantee that LP S is \consistent"; otherwise, any set of atoms S making the logic program inconsistent would be an explanation of all possible manifestations.
Example 7 Consider the LPAP P = hfd; bg; fcg; LP; j = cls st i, where LP = fa b^:a ; c d g and j = cls st is classical stable cautious inference. One reasonably expects that the observation of c abduces the atom d. Nevertheless, since LP fbg has no stable model and, as a consequence, LP fbg j = cls st c, the set fbg is a solution to P. On the contrary, the problem does not arise with the inference operator j = c st . Indeed, if we consider the LPAP P 0 = hfd; bg; fcg; LP; j = c st i, then fbg is not a solution to P 0 , as this operator requires the existence of a stable model (ensuring the consistency of the program).
The explicit introduction of the inference operator in the de nition of abduction problem endows our abduction model with a great exibility, since the appropriate semantics can be adopted on each application domain. This is particularly important in logic programming, as no semantics is generally accepted as the best one for all logic programs; rather, it is acknowledged that the right semantics must be chosen on the particular domain. It is interesting to brie y discuss on the applicability on di erent domains of brave and cautious reasoning, respectively. We argue that brave inference is well suited for diagnosis, while cautious inference is adequate for planning. In fact, consider a system represented by a logic program LP with stable model semantics. If the system is solicited by some input, represented by adding a set A of atoms to LP, then each stable model of LP A is a possible evolution of the system, i.e., each stable model represents a possible reaction of the system to A.
Diagnosis consists, loosely speaking, in deriving from an observed system state (characterized by the truth of a set F of facts), a suitable input A which caused this evolution. Now, since each stable model of LP A is a possible evolution of the system with input A, we can assert that A is a possible input that caused F if LP A j = b st F. Thus, diagnostic problems can be naturally represented by abductive problems with brave inferences.
Suppose now that we want that the system is in a certain state (described by a set F of facts), and we have to determine the \right" input that enforces this state of the system (planning). In this case it is not su cient to choose an input A such that F is true in some possible evolution of the system; rather, we look for an input A such that F is true in all possible evolutions, as we want be sure that the system reacts in that particular way. In other words, we look for A such that LP A j = c st F. Hence, planning activities can be represented by abductive problems with cautious inferences.
The next section shows that abduction under cautious inference has most likely a higher complexity than abduction under brave modality; thus, from the above point of view, planning is most likely harder than diagnosis.
The following properties of a hypothesis in a LPAP P are of natural interest with respect to computing abductive solutions.
De nition 3 Let P = hH; M; LP; j =i be a LPAP and h 2 H. Then, h is relevant for P i h 2 S for some S 2 Sol(P), and h is necessary for P i h 2 S for every S 2 Sol(P).
We refer to the property opposite to necessity also as dispensability (cf. 33]). Now, the main decisional problems in abductive reasoning are as follows: Given a LPAP P = hH; M; LP; j =i, 1. does there exist a solution for P ? (Consistency) 2. is a given hypothesis h 2 H relevant for P, i.e., does h contribute to some solution of P? (Relevance) 3. is a given hypothesis h 2 H necessary for P, i.e., is h contained in all solutions of P? (Necessity) It is common in abductive reasoning to prune the set of all solutions and to focus, guided by some principle of solution preference, on a set of preferred solutions. Two important notions of preferred solutions are irredundant solutions, i.e., solutions which do not contain any other solution properly (cf. 58, 74, 41]), and solutions of smallest cardinality (cf. 58]). We refer to the former solutions of a LPAP P as -solutions and to the latter as -solutions, and denote their collection by Sol (P) and Sol (P), respectively.
The properties of relevance and necessity of a hypothesis for a LPAP P with respect to Sol (P) (resp. Sol (P)) rather than Sol(P), are referred to as -relevance and -necessity (resp. -relevance and -necessity).
The complexity of the problems consistency, relevance, and necessity under inference operators j = wf , j = b st , and j = c st , combined with -solutions and -solutions, is studied in Section 4.
Generic Transformations Between Related Problems
Prior to the analysis of abduction problems under particular semantics, we note some general reducibilities among abduction problems and deductive inference problems. One the one hand, the reducibilities show us how di erent reasoning tasks are related; in fact, the relationship is close in some cases. On the other hand, they help to simplify the proofs of several complexity results. Moreover, we point out relationships between abduction using arbitrary and -solutions.
Solution veri cation
It is clear that entailment of a conjunction of literals and solution veri cation are equivalent. We state this for later reference.
Proposition 3 (Equivalence of solution veri cation and entailment) Deciding, given a LPAP P = hH; M; LP; j =i and a set S H, whether S 2 Sol(P) is w.r.t. polynomial-time transformation equivalent to the entailment problem LP1 j = , where LP1 is a logic program and is a conjunction of literals.
Consistency
Deductive entailment is a subtask inherent to abduction. This problem can be reduced to consistency by means of a simple generic transformation, which gives us the following result. Proof. Suppose we want to decide whether LP j = , where = q 1^ ^q k and the q i are literals. Then we consider the LPAP P = h;; fq 1 ; : : : ; q k g; LP; j =i. The only possible solution to P is ;. Obviously, ; 2 Sol(P) if an only if LP j = .
Thus, the complexity of entailment is a {naturally expected{ lower complexity bound for consistency. As will be seen, it will be complemented in some cases by a matching upper bound.
Notice that, as an immediate corollary to Propositions 3 and 4, solution veri cation easily reduces to consistency in polynomial time.
Relevance
It turns out that the complexities of consistency and relevance always coincide. In fact, this can be established by means of generic reductions between the problems.
Proposition 5 (Equivalence of consistency and relevance) Problems consistency and relevance are equivalent w.r.t. polynomial-time transformation.
Proof. Consistency can be reduced to relevance. Let P = hH; M; LP; j =i be an LPAP. Suppose we want to decide whether Sol(P) 6 = ;. Then we consider P 0 = hH fqg; M; LP; j =i where q is a fresh atom. Now, S 2 Sol(P) if and only if S fqg 2 Sol(P 0 ), for every S H. Hence, P is consistent if and only if q is relevant for P 0 .
Relevance can be reduced to consistency.
Let P = hH; M; LP; j =i be an LPAP and h 2 H. Suppose we want to decide whether there is some S 2 Sol(P) such that h 2 S. Then we consider P 0 = hH; M; LP fhg; j =i. Now, h is relevant for P if and only if P 0 is consistent. To see this, suppose rst that h is relevant for P. Hence, there exists an S H such that h 2 S and LP S j = M. Clearly, LP fhg S j = M, and therefore S 2 Sol(P 0 ). Thus, P 0 is consistent. Conversely, suppose that P 0 is consistent, i.e., there is some S 2 Sol(P 0 ). Since LP fhg S j = M, we have S fhg 2 Sol(P), which means that h is relevant for P.
This relationship allows to derive complexity results for relevance immediately from complexity results for consistency.
Necessity
Necessity is related to consistency similarly as relevance. In fact, necessity turns out to be equivalent to inconsistency, the complement of consistency. Proof. Inconsistency can be reduced to necessity Let P = hH; M; LP; j =i be an LPAP. Suppose we want to decide whether Sol(P) = ;. Then we consider as above P 0 = hH fqg; M; LP; j =i where q is a fresh atom. Now, q is necessary, i.e., q occurs in every solution S 2 Sol(P) if and only if Sol(P) = ;, i.e., P is inconsistent.
Necessity can be reduced to inconsistency.
Let P = hH; M; LP; j =i be an LPAP and h 2 H. Suppose we want to decide whether h 2 S for all S 2 Sol(P). Then we consider P 0 = hH nfhg; M; LP; j =i. Now, for every inference relation j = from j = wf , j = b st , and j = c st , we clearly have that P 0 is inconsistent if and only if h is necessary for P.
Note that the two reductions obviously hold for every \reasonable" inference relation; thus, inconsistency and necessity are equivalent in any reasonable inference setting.
Relevance and necessity under -solutions
Using minimal solutions (i.e., -solutions) instead of arbitrary solutions has di erent e ects to relevance and necessity. For the former problem, we note the following proposition.
Proposition 7 Suppose that consistency for a class of LPAPs is in the complexity class C.
Then, -relevance is in NP C .
Proof. That a hypothesis h 2 H is -relevant for P = hH; M; LP; j =i can be nondeterministically proved as follows. Guess a minimal solution S so that h 2 S. (That is, guess S 0 H and consider S = S 0 fhg.) The guess is veri ed by testing (1) S 2 Sol(P) and (2) there is no S 0 S such that S 0 2 Sol(P). Since solution veri cation reduces e ciently to consistency (cf. Propositions 3 and 4), it follows from the hypothesis that (1) can be decided in polynomial time with a call to an oracle for consistency. Test (2) can be decided with checking whether for each h 0 2 S, the LPAP hS n fh 0 g; M; LP; j =i is inconsistent. By hypothesis, each such test is polynomial with an oracle for consistency. Therefore, (1) and (2) can be decided in polynomial time with an oracle for consistency. It follows that -relevance is in NP C .
There is a simple relationship between necessity on arbitrary and -solutions, respectively.
Proposition 8 Let P = hH; M; LP; j =i be a LPAP and let h 2 H. Then, h is -necessary for P i h is necessary for P.
From this observation, we do not deal with -necessity explicitly in our analysis.
Complexity Results
In this section, we determine the complexity of the main reasoning tasks on the abduction model from the previous section. In particular, we study the complexity of abduction under well-founded, stable cautious, and stable brave semantics in the speci ed order. For each semantics each abductive problem is rst analyzed in the case of no preference criterion and then under both the subset-minimality and the smallest-cardinality preference principle.
Several hardness results will be derived by reductions of validity testing for QBFs. The reduction will often use the rewriting of a boolean expression E in CNF or DNF into a set of propositional programming rules. Before starting the complexity analysis, we x some helpful notation.
For a Boolean formula E in CNF (resp. DNF), we denote by E the DNF (resp. CNF) expression obtained by applying De Morgan's rule to :E and cancelling all double negations. For instance, given E = (x 1 _:x 2 )^x 3 , E = (:x 1^x2 )_:x 3 . Note that E = E. Furthermore, given a Boolean expression E in CNF, we de ne transf(E) as follows:
transf(E) = f abs b 1^ ^b k^: a 1^ ^:a l j a 1 _ _ a l _ :b 1 _ _ :b k 2 E (k; l 0) g Moreover, given a set Y of propositional variables, we shall denote by Y 0 the set fy 0 j y 2 Y g.
Let X be the set of propositional atoms appearing in E. Each truth assignment I to the atoms in X can be naturally seen as the subset X I X of the atoms true w.r.t. I (i.e., X I = fx 2 X j I(x) = trueg). Observe that for each X1 X, the program transf(E) X1 is strati ed; thus, by Proposition 2, it has a total well-founded model which coincides with its unique stable model.
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In transf(E), abs (standing for \absurd") represents falsity: given a truth assignment I for the atoms in a CNF expression E, a clause a 1 _ _ a l _ :b 1 transf(E) = fabs z 3^: z 1^: z 2 g It is immediately recognized that a truth assignment I to the atoms from Z = fz 1 ; z 2 ; z 3 g satis es E if and only if transf(E) Z I j = wf :abs (equivalently, transf(E) Z I j = b st :abs, or transf(E) Z I j = c st :abs). Thus, the above stated correspondence can be pro tably used to check the validity of QBFs. For instance, the formula 9ZE is valid (i.e., it is in QBF 1;9 ) i there exists Z1 Z such that transf(E) Z1 j = wf :abs (equivalently, transf(E) Z1 j = b st :abs, or transf(E) Z1 j = c st :abs).
Well-Founded Semantics
No preference
From Proposition 1 it is immediate that checking whether a set S is a solution to a LPAP P = hH; M; LP; j = wf i is possible in polynomial time. On the other hand, this problem contains inference of an atom from a negation-free logic program (i.e., a Horn program) as a subproblem, which is well-known to be logspace-hard for P (cf. 78, 56] ). Thus, by Proposition 3, we conclude Proposition 9 Let P = hH; M; LP; j = wf i be a LPAP. Deciding if S H ful lls S 2 Sol(P) is logspace-complete for P.
While this is a positive result, checking the consistency of a LPAP is most likely intractable.
Theorem 1 To decide if Sol(P) 6 = ; for a given LPAP P = hH; M; LP j = wf i is NP-complete.
NP-hardness holds even if LP is a strati ed logic program.
Proof. NP-Membership. A guess S V P can be veri ed in polynomial (Proposition 9). NP-Hardness. We transform deciding 9XE 2 QBF 1;9 , where E is in 3CNF, into checking Sol(P) 6 = ; for a LPAP P.
Consider the LPAP P = hX; f:absg; LP; j = wf i, where LP = transf(E).
Recall that, for each X1 X, LP X1 is strati ed; hence, by Proposition 2 it has a total well-founded model. As a consequence, given X1 X, each x i 2 X is either true or false w.r.t. WF(LP X1). Now, consider the set of logic programs L = fLP X1 j X1 Xg.
Because of the speci c form of LP, there is a 1-1 correspondence between the possible truth assignments to the atoms in X, and the set of well-founded models of the programs in L (the image of a truth assignment I is WF(LP X I ) LP from P is strati ed.
As shown in Section 3.2, problem relevance has the same complexity as consistency.
Theorem 2 Deciding if a given hypothesis is relevant for a given LPAP P = hH; M; LP; j = wf i is NP-complete. NP-hardness holds even if LP is a strati ed logic program.
Proof. The result for the general case is immediate from Proposition 5 and Theorem 1.
Hardness for strati ed logic program holds as consistency is already NP-hard in that case, and the reduction from consistency to relevance in the proof of Proposition 5 maps a strati ed logic program to a strati ed logic program. Finally, we state the result for necessity, which has complementary complexity of consistency.
Theorem 3 Deciding if a given hypothesis is necessary for a given LPAP P = hH; M; LP; j = wf i is co-NP-complete. co-NP-hardness holds even if LP is a strati ed logic program.
-preference with j = wf
Now we determine the complexity of the main reasoning tasks if acceptable solutions must be irredundant, i.e., minimal with respect to ordinary set inclusion. Intuitively, this requirement makes solution veri cation harder, since, given a candidate S for a solution, current methods will have to inspect an exponential number of subsets in the worst case to prove that no solution properly included in S exists.
Theorem 4 Deciding if a given hypothesis is -relevant for a LPAP P = hH; M; LP; j = wf i is P 2 -complete. P 2 -hardness holds even if LP is a strati ed logic program.
Proof. P 2 -Membership. By Proposition 7, it follows that -relevance is in NP NP = P 2 . P 2 -Hardness. We transform deciding that a QBF = 9X8Y E is in QBF 2;9 , where E is in 3DNF, into deciding -relevance.
Let X = fx 1 ; : : : ; x m g and Y = fy 1 ; : : : ; y n g, and consider the following LPAP P = hH; Q fpg; LP; j = wf i, where H = X X 0 Y fwg; the logic program LP is as follows: LP = transf(E) f p :abs ; p y 1^ ^y n^w g fp x i^x 0 i ; q i x i ; q i x 0 i j i = 1 : : : ; mg Observe that for each S H, LP S is strati ed.
Since each q i can be explained only by x i or x 0 i , it is easily seen that each solution of P must contain x i or x 0 i for i = 1; : : : ; m. On the other hand, if a set S H with the latter property contains both x i and x 0 i for some i, or it contains y 1 ; : : : ; y n and w, then S is a solution to P. We claim that is valid i w is -relevant for P. ). Let X1 X such that 8Y E is valid on X1 (that is, 8Y E is a logical consequence of X1 f :x 0 i j x i 2 X n X1 g). As observed above, the set S X1 = X1 (X ? X1) 0 Y fwg is a solution to P. Moreover, S X1 is a -solution of P. To show this, assume that S S X1 is a smaller solution for P. It For deciding necessity of a hypothesis, we obtain by a similar proof the same complexity result. Notice that the classes P k O(log n)] are closed under complement.
Theorem 6 Deciding if a given hypothesis is -necessary for a LPAP P = hH; M; LP; j = wf i is P 2 O(log n)]-complete. P 2 O(log n)]-hardness holds even if LP is a strati ed logic program.
We conclude this section with a remark on how the derived results can be sharpened. We focused on strati ed programs for the hardness results; with proper modi cations of the constructions, the same lower bounds can be derived also for positive programs, with the exception of -relevance. replace each occurrence of a negative literal, :z, in the logic program LP by z 0 ; add rules w z z 0 ; w z z ; f z^z 0 to the program; add both z and z 0 to the hypotheses; and, add w z ; :f to the manifestations. It is easy to see that the solutions of the resulting LPAP P 0 , each of which contains exactly one of z and z 0 , correspond 1-1 to the solutions of P. Since the reductions from (in)consistency to necessity and relevance in Section 3.2 preserve positive programs, (1) and (2) follow.
For positive programs, -relevance is easier than for arbitrary strati ed programs, since checking whether a solution S is -minimal is polynomial. This is immediate from Proposition 9 and the following fact, which is not hard to see.
Proposition 10 Let P = hH; M; LP; j = wf i where LP is positive, and let S 2 Sol(P). Then, no S 0 S exists such that S 0 2 Sol(P) i for every h 2 S, S n fhg = 2 Sol(P).
Thus, the following is derived.
Theorem 8 Deciding if a given hypothesis is -relevant for a LPAP P = hH; M; LP; j = wf i where LP is positive, is NP-complete.
Proof. Membership in NP is shown along the line of proof of Proposition 7. Problem
(1) there, solution veri cation, is polynomial by Proposition 9, and problem (2), no S 0 S exists such that S 0 2 Sol(P), is also polynomial by Propositions 9 and 10. It follows that -relevance is in NP.
On the other hand, since consistency is by Theorem 7 NP-hard for positive programs, clearly -relevance is NP-hard for positive programs. The result follows.
Stable Cautious Reasoning
The computational complexity of the abductive problems under stable cautious reasoning will be shown to be higher than the computational complexity of the abductive problems under well-founded inference. Our proofs of the hardness results involve in general more complex translations; in particular, since strati ed logic programs have a unique stable model, we will have to use unstrati ed programs. It is immediately recognized that there is a 1-1 correspondence between the interpretations of E and the stable models of LP, where the models of E correspond to the stable models of LP in which abs is false. The latter are: M 1 = fz 3 For each X1 X, there is a 1-1 correspondence between the stable models of LP X1 and the possible truth assignments for y 1 ; ; y m (the truth value of each x i in the stable models is determined by membership in X1). A truth assignment to Y satis es E i abs is true in the corresponding stable model. Thus, the formula 8Y E is valid dependent on X1, i for each N 2 STM(LP X1), N j = abs, i.e., LP X1 j = c st abs. On the other hand, is valid i there exists an X1 X such that 8Y E is valid dependent on X1. Therefore, is valid i there exists an X1 X such that LP X1 j = c st abs. In other words, is valid i there exists X1 2 Sol(P), i.e., Sol(P) 6 = ; if and only if is valid.
Whence, to decide if Sol(P) 6 = ; for a given LPAP P = hH; M; LP; j = c st i is P 2 -hard.
For deciding relevance, we obtain by Proposition 5 the same complexity result, and for deciding necessity, by Proposition 6 a complementary complexity result.
Theorem 10 Deciding if a given hypothesis is relevant for a LPAP P = hH; M; LP; j = c st i is P 2 -complete.
Theorem 11 Deciding if a given hypothesis is necessary for a given LPAP P = hH; M; LP; j = c st i is P 2 -complete.
-preference with j = c st
Now let us determine the e ect of restricting solutions to those minimal under inclusion.
As in the case of well-founded inference, we face for the relevance test an increase in complexity, which is intuitive from the more di cult problem of solution veri cation. In fact, we encounter a problem complete for a class of the third level of the polynomial hierarchy, Theorem 12 Deciding if a given hypothesis is -relevant for a LPAP P = hH; M; LP; j = c st i is P 3 -complete.
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Proof. P 3 -Membership. By Theorem 9, consistency is in P 2 . Hence, by Proposition 7, -relevance is in NP We claim that is valid i w is -relevant for P.
Prior to the proof of the claim, suppose for the moment that n x = 0. Then P would be of the form P 0 = hY fwg; fabsg; LP 0 ; j = c st i, where LP 0 = transf(E) clos(Z) f abs y 1^ ^y ny^w g is the logic program for 9Y 8ZE according to the transformation in the proof of Theorem 9, augmented by the rule abs y 1^ ^y ny^w . Clearly, Y fwg is a solution to P 0 . Since hY; fabsg; transf(E) clos(Z); j = c st i has, as shown in the proof of Theorem 9, a solution i 9Y 8ZE is valid, it follows that Y fwg is the only solution of P i 9Y 8ZE is false.
Utilizing these observations, we now proof the claim.
()). Let X1 X such that 8Y 9ZE is valid on X1, i.e., 9Y 8ZE is false. By the above consideration, S = X1 (X ? X1) 0 Y fwg is a solution to P. Moreover, it holds that Y fwg is the only solution of the LPAP hY fwg; fabsg; LP 0 X1 (X ? X1) 0 ; j = c st i. Consequently, S is a -minimal solution of P, which means that w is -relevant. ((). Let S 2 Sol (P) such that w 2 S, and let X1 = X \S. Clearly, Y S. Thus, it follows that each subset Y 1 Y is not a solution of the LPAP hY fwg; fabsg; LP 0 X1; j = c st i. Thus, 9Y 8ZE is false on X1, i.e., 8Y 9ZE is valid on X1. This means that is valid. The claim is proved.
Clearly, P is constructible in polynomial time from . Thus, the result follows.
-preference with j = c st
In the setting with inference j = wf , we have seen that the straightforward algorithm to decide relevance and necessity, respectively, is by computing the size s of a smallest solution and proceed then as under no preference, but admitting only solutions of size s. The following results show that with respect to worst best complexity, there is most likely no signi cantly more e cient algorithm.
Theorem 13 Deciding if a given hypothesis is -relevant for a LPAP P = hH; M; LP; j = b st i is P 3 O(log n)]-complete. 22 Proof. P 3 O(log n)]-Membership. The proof is similar to the membership part for Theorem 5, where the NP oracle for querying solutions is replaced by a P 2 oracle. P 3 O(log n)]-Hardness. We show hardness by a reduction from the corresponding abduction problem under classical semantics. Theorem 4.6 in 19] states that deciding, given a set of propositional clauses T, sets H, M of propositional atoms and an atom h 2 H, whether h belongs to any smallest (w.r.t. size) subset S H such that T S j = P M and T S is consistent (where j = P is classical propositional consequence), is P 3 O(log n)]-hard. If we view T as a CNF expression and assume that abs is a logical constant for falsity, this means that, in our terminology, deciding whether a hypothesis h 2 H is -relevant for an LPAP P = hH; M; transf(T); j = P i, is P 3 O(log n)]-hard, where transf( ) is the transformation from the beginning of Section 4. Now let X = V P n fabsg be the atoms occurring in T and de ne LP = transf(T) fx :x 0 ; x 0 :x j x 2 Xg fb abs^:b g where X \ X 0 = ; and b is a fresh atom. Then, the following is easily checked: For each S H, if N is a stable model of LP S, then N \ V P is a model of T S; note that in each stable model of LP S, both abs and b must be false. Conversely, if N is a model of T S, then N (X ? N) 0 is a stable model of LP. Thus, it follows that S is a solution of P 0 = hH; M; LP; j = c st i i S is a solution of P. Consequently, h is -relevant for P i it is -relevant for P 0 . It follows that -relevance under j = b st is P 3 O(log n)]-hard.
As in the case of inference j = wf , we obtain the same result for necessity. (Recall that 
Stable Brave Reasoning
In this section we analyze the complexity of the main abductive reasoning tasks on LPAP s that use inference j = b st . Interestingly, the complexity coincides with the one for inference j = wf , excepting the problem of solution veri cation; in contrast to abduction, deduction under the brave variant of the stable model semantics is harder than well-founded deduction.
All hardness results but one will be shown as consequences of the theorems stated in Section 4.1 on well-founded semantics, by using that: (1) well-founded and stable deduction coincide on strati ed programs, and (2) all hardness results for the well-founded semantics have been proven for strati ed programs.
From (1), we obtain the following proposition on the equivalence of abduction using wellfounded semantics and abduction using stable brave semantics.
Proposition 12 Let P = hH; M; LP; j = wf i and P 0 = hH; M; LP; j = b st i be two LPAPs, where LP is a strati ed logic program. Then, S 2 Sol(P 0 ) if and only if S 2 Sol(P). Proof. Being LP strati ed, for each S H, LP S is strati ed as well, since the rules in S can not violate the strati cation condition (see Section 2.1.3) as they have an empty body. As a consequence, by Proposition 2 LP S has a unique stable model, which coincides with the total well-founded model. Therefore, LP S j = b st M i LP S j = wf M. Whence, S 2 Sol(P 0 ) if and only if S 2 Sol(P).
This relation, together with the results from Section 4.1, allows us to conclude the following.
Lemma 1 For each of the considered abductive reasoning tasks, the hardness result for LPAPs that use well-founded reasoning (cf. Section 4.1) provides a lower bound for the LPAPs that use brave stable reasoning.
For solution veri cation, we get higher complexity for stable brave reasoning, which is inherited from deciding stable model existence. Theorem 15 Let P = hH; M; LP; j = b st i be a given LPAP. Then, Proof. We provide here only membership proofs for (1), (4), and (6). For the other clauses, the claim follows from the results above. The same applies to the hardness parts. In particular, NP-hardness in part (1) follows from Proposition 4.
(1) NP-Membership. We can guess S V P and N V P , and verify in polynomial time that N is a stable model of LP S and N j = M. we use the NP oracle to query existence of solutions S, restricted to size jSj k and jSj = s, respectively, under inference j = b st instead of j = wf ; clearly, these queries are in NP (cf. part 1).
Abduction from Disjunctive Logic Programs
Disjunctive Logic Programming
In this section we provide a short overview of minimal model and stable model semantics for (propositional) disjunctive logic programs 54, 62] . A comprehensive treatment of disjunctive logic programming is given in 45] , to which the reader is referred for unexplained concepts.
A disjunctive logic program (DLP) is a logic program where disjunction is allowed in the head of the rules. Thus, a disjunctive logic program clause (simply clause or rule) is a formula a 1 _ _ a n b 1^ ^b k^: b k+1^ ^:b m ; n 1; m 0.
Total interpretations and models are de ned as for (normal) logic programming (see Section 2.1), where satis ability of the rules is extended in the obvious way.
The rst semantics proposed for disjunctive logic programs has been the minimal model semantics, presented by Minker for positive (i.e., :-free) disjunctive logic programs 54].
A model M is minimal for a disjunctive logic program LP if no strict subset of M is a model for LP. The set of all minimal models for LP, denoted by MM(LP ), has been adopted in 54] as the intended meaning of LP.
Example 8 Let P = fa _ bg. It is easy to verify that fag and fbg are the minimal models of P (MM(P ) = ffag; fbgg). fa; bg is the only minimal model of the program P = fa _ b; b a; a bg. Check that I is a minimal model of P I ; thus, I is a stable model of P. Both minimal model and stable model semantics provide in general a set of models as the intended meaning of a disjunctive logic program. Thus, brave and cautious reasoning are immediately extended to both semantics for DLPs. As for normal logic programs, we denote by j = b st and j = c st the inference operators of brave and cautious reasoning of stable semantics, respectively. Similarly, j = b mm and j = c mm will denote the corresponding operators for minimal model semantics.
The de nition of LPAP is extended by allowing in hH; M; LP; j =i that LP is a disjunctive logic program and j = an inference operator for DLP; we refer to this extended notion as disjunctive LPAP.
We conclude this section by recalling some results on the complexity of stable model semantics that will be used in the next section.
Proposition 15 ( 21, 20] ) Let (2) Given LP, deciding whether it has a stable model is P 2 -complete; (3) Given LP and literals q 1 ; : : : ; q k , deciding whether LP j = b st q 1^ ^q k is P 2 -complete (hard already for k = 1); and (4) Given LP and literals q 1 ; : : : ; q k , deciding whether LP j = cls st q 1^ ^q k is P 2 -complete (hard already for k = 1). 26 
Complexity Results
In the present section we study, for abduction from disjunctive logic programs, the complexity of the problems of consistency, relevance, and necessity under inference operators j = b st , j = c st , j = b mm , and j = c mm , combined with -solutions.
Several hardness results will be proven by reductions from QBFs into abduction problems; the programs of the disjunctive LPAPs will be suitable adaptations and extensions of the disjunctive program reported next (which has been rst described in 20]).
Let be a formula of form 9X8Y E, where E is a Boolean expression in 3DNF, i.e., E = D 1 _ _ D r and each D i = L i;1^Li;2^Li;3 is a conjunction of literals L i;j ; we allow here that atoms not in X = fx 1 ; : : : ; x n g and Y = fy 1 ; : : : ; y m g may occur in E. De Note that LP( ) is constructible from in polynomial time. We also utilize, like in the case of nondisjunctive logic programs, generic reductions between abduction and entailment problems. It is immediate that all reductions and results in Section 3.2 hold also on disjunctive LPAPs, where nondisjunctive programs are replaced by disjunctive programs. In the sequel, when we refer to results from Section 3.2, we actually mean the generalization to disjunctive LPAPs.
Disjunctive stable cautious reasoning
First, we explore the complexity of solution veri cation. Since the complexity of inference from the stable models of a logic program increases by one level in the polynomial hierarchy if disjunctive rules are permitted, we obtain a corresponding increase in complexity for abductive solution veri cation. Similarly, the complexity of consistency checking migrates one level up in the polynomial hierarchy.
Theorem 16 To decide if Sol(P) 6 = ; for a given disjunctive LPAP P = hH; M; LP; j = c st i is P 3 -complete.
Proof. P 3 -Membership. We guess S H, and verify that S 2 Sol(P). From Proposition 16, the check that S 2 Sol(P) can be done in polynomial time with two calls to an oracle for P 2 . Hence, the problem is in P 3 . P 3 -Hardness. We show that the complementary problem, i.e., deciding whether Sol(P) = ;, is hard for P 3 . We give a transformation from checking if a QBF = 8Z9X8Y E is in QBF 3;9 into deciding whether Sol(P) = ;, where Z = fz 1 ; : : : ; z o g, X = fx 1 ; : : : ; x n g, and Y = fy 1 ; : : : ; y m g. Without loss of generality, we assume that E is in 3DNF, E = D 1 _ _D r and each D i = L i;1^Li;2^Li;3 is a conjunction of literals L i;j over atoms from Z X Y .
Consider the disjunctive LPAP P = hZ; f:wg; LP 1 ; j = c st i, where LP 1 is the disjunctive logic program LP(9X8Y E). Note that the rules w (L k;1 )^ (L k;2 )^ (L k;3 ) may contain also negative literals of the form :z i .
We will prove that is valid if and only if Sol(P) = ;. (P) ). Thus, is valid i Sol(P) = ;. As deciding if such a is valid is P 3 -hard, deciding if Sol(P) = ; is P 3 -hard as well. As a consequence, deciding if Sol(P) 6 = ; is hard for the dual class P 3 .
As for normal logic programs, by Proposition 5 relevance has the same complexity as consistency checking, and by Proposition 6, necessity has complementary complexity.
Theorem 17 Deciding if a given hypothesis is relevant for a disjunctive LPAP P = hH; M; LP; j = c st i is P 3 -complete. Theorem 18 Deciding if a given hypothesis is necessary for a given disjunctive LPAP P = hH; M; LP; j = c st i is P 3 -complete.
Adopting minimality with respect to inclusion as the criterion for acceptability led to an increase of the complexity of relevance testing for normal logic programs by one level of the polynomial hierarchy. The same happens in the case of disjunctive logic programs, and we end up with a problem complete for a class of the fourth level of the polynomial hierarchy.
Theorem 19 Deciding if a given hypothesis is -relevant for a disjunctive LPAP P = hH; M; LP; j = c st i is P 4 -complete. Proof. P 4 -Membership. By Theorem 16, consistency is in P 3 . Hence, by Proposition 7, -relevance is in NP Therefore, S is a -minimal solution of P, as having T1 (T ?T1) 0 xed, fsg Z is necessary to derive q, and, from the above observations, every other solution to P necessarily di ers from S on T T 0 .
((). Let S 2 Sol (P) such that s 2 S, and let T1 = T \ S. Z must be contained in S, otherwise S ? fsg 2 Sol(P) which contradicts the minimality of S. Thus, it follows that each subset Z1 Z, is not a solution of the disjunctive LPAP P 0 = hZ; :w; LP 1 ; j = c st i, where LP 1 consists of the rules (g2) ? (g5) (see above). Thus, from the proof of Theorem 16, 0 = 8Z9X8Y E is valid on T1. As a consequence, is valid. Since P is constructible in polynomial time from , P 4 -hardness of deciding -relevance under inference j = c st follows.
Disjunctive stable brave reasoning
In the case of abduction from normal logic programs, we found that the complexity under the brave variant of the stable semantics is the same as under the well-founded semantics (with one exception), and we established the results by relationships between these semantics. In the case of disjunctive programs, we can not take pro t of such results. However, in all cases disjunctive rules lead for the brave variant to the same increase in complexity as for the cautious variant, namely one level up in the polynomial hierarchy.
We start by establishing this for solution veri cation.
Proposition 17 Let P = hH; M; LP; j = b st i be a disjunctive LPAP and S H. Given P and S, deciding if S 2 Sol(P) is P 2 -complete. Proof. By Proposition 3, solution veri cation is polynomial-time equivalent to inference.
Thus, the result immediately follows from Proposition 15.3. One can show that consistency checking is precisely as complex as solution veri cation analogously as done in the case of normal logic programs in Section 4.3.
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Theorem 20 To decide if Sol(P) 6 = ; for a given disjunctive LPAP P = hH; M; LP; j = b st i is P 2 -complete.
Proof. P 2 -Membership: Guess S V P and N V P , and verify that: (1) N is a stable model of LP S, and, (2) N j = M. By virtue of Proposition 15, (1) is done by a single call to a co-NP oracle; (2) can be simply checked in polynomial time. Hence, the problem lies in P 2 . Hardness for this class follows from Propositions 4 and 15.
For necessity and relevance, we get as in the case of normal logic programs by Propositions 6 and 5 the same result as for (in)consistency checking.
Theorem 21 Deciding if a given hypothesis is relevant for a given disjunctive LPAP P = hH; M; LP; j = b st i is P 2 -complete. Theorem 22 Deciding if a given hypothesis is necessary for a given disjunctive LPAPP= hH; M; LP; j = b st i is P 2 -complete.
Finally, we consider the e ect of restricting the set of solutions to those minimal with respect to inclusion. Again, we nd a complexity increase by one level in the polynomial hierarchy compared to normal logic programs.
Theorem 23 Deciding if a given hypothesis is -relevant for a given disjunctive LPAP P = hH; M; LP; j = b st i is P 3 -complete. Proof. P 3 -Membership. By Theorem 20 consistency is in P 2 . Hence, by Proposition 7, -relevance is in NP P 2 = P 3 . P 3 -Hardness. We demonstrate that the complementary problem, i.e., -dispensability, is hard for P 3 . We provide a transformation from checking if a QBF = 8Z9X8Y E is in QBF 3;9 , where Z = fz 1 ; : : : ; z o g, X = fx 1 ; : : : ; x n g, and Y = fy 1 ; : : : ; y m g. As above, we assume that E is in 3DNF, E = D 1 _ _D r and each D i = L i;1^Li;2^Li;3 is a conjunction of literals L i;j over atoms from Z X Y .
Consider the disjunctive LPAP P = hZ fwg; f wg; LP 1 ; j = b st i, where LP 1 is the disjunctive logic program LP(9X8Y E), which has been already used in the proof of Theorem 16.
We claim that is valid if and only if w is -dispensable for P.
Given Z1 Z, we can identify Z1 with the truth assignment to Z which maps into true all and only the elements from Z1. From Lemma 2, it follows that 0 = 9X8Y E is true on Z1 if and only if LP 1 Z1 j = b st w. Since = 8Z 0 , we have that is valid i 8Z1 Z, LP 1 Z1 j = b st w. Therefore, is valid i w is -dispensable for P. The claim is proven. Thus, -dispensability under inference j = c st is P 3 -hard, and, consequently, -relevance under j = c st is hard for the dual class P 3 . 
Minimal model semantics
Our proofs of the results on disjunctive abduction problems using stable models allow to establish similar complexity results for abduction based on minimal models. We denote by j = b mm and j = c mm brave and cautious inference from the minimal models of a disjunctive logic program, respectively. Notice that any disjunctive logic program has some minimal model, and hence cautious inference as used here and classical cautious inference coincide.
One can easily check that the upper complexity bounds for disjunctive stable models carry over to minimal models as well. Moreover, since j = c mm resorts to classical cautious minimal model inference, for deciding whether a set S is a solution for a disjunctive LPAP hH; M; LP; j = c mm i, we get even a smaller bound of P 2 compared to D P 2 for the same problem using stable models.
To derive the matching hardness results in all cases but the mentioned exception, it is su cient to modify the abduction problems in the proofs of the results on abduction using disjunctive stable models such that the programs are positive. (Recall that the stable models of a positive program coincide with its minimal models.)
In the proofs of Proposition 17 and Theorem 20, respectively, we can assume that the disjunctive programs are positive; thus, these constructions work also when minimal models are used. In all the other proofs, we modify the constructed programs by eliminating negative literals as follows. The programs in the abduction problems resulting from these steps are positive. Informally, step (1) introduces an atom z 0 i for the complement of z i , and at least one of both must appear in each solution. If both z i and z 0 i appear in a solution, then some of them can be discarded and the resulting set is another solution of the abduction problem.
Step (2) hinges on the fact that if q, which must be provable from the stable models of the program augmented by the solution, has to be derived in a stable model from the rule q :w , then w must be false in it, and thus, given the replacement clause, q 0 will be false in a stable model; if q is derived from another clause, then clearly q 0 will be false.
Formally, one can show that in each case the employed reasoning task has the same answer on the original problem and the modi ed problem. Thus, the hardness results for abduction using disjunctive stable models carry over to the minimal model semantics. Proving P 2 -hardness of solution veri cation for LPAPs with inference j = c st is easy. Thus, we have the following result.
Theorem 24 The complexity of each of the reasoning tasks from above (consistency, relevance, necessity etc) on disjunctive LPAPs using inference j = x mm , where x 2 fb; cg, coincides with the complexity of the same reasoning task on disjunctive LPAPs using inference j = x st , with 32 the exception of solution veri cation for j = c mm , which is P 2 -complete. Moreover, hardness holds in each case for the class of positive programs.
Note that minimal model inference is, contrary to well-founded and stable model inference, independent of the syntactical form of program clauses. For example, the clauses a :b, b :a, and a _ b all have the same consequences under minimal model inference; this is obviously not true for well-founded and stable model inference. A consequence of syntax independence is the following result.
Theorem 25 For the abductive reasoning tasks above (solution veri cation, consistency, relevance etc) on disjunctive LPAPs using j = x mm inference, x 2 fb; cg, hardness holds already on instances with normal (i.e., nondisjunctive) programs.
Proof. Observe that atoms in the head of a disjunctive rule can be negated and moved to the body without a change in the classical models of the rule. Thus, under inference j = x mm , x 2 fb; cg, each disjunctive program can be e ciently rewritten to an equivalent normal program. By the results above, this proves the theorem.
Abduction from Function-free First Order Programs
In this section, we generalize the abduction model to the (function-free) rst order case, i.e., logic programs with variables (also called datalog programs), and we discuss the complexity of this case.
We start by brie y recalling syntax and semantics of programs with variables. A function-free rst order rule is a formula A B 1^ ^B m^: C 1^ ^:C l ; 1 n; 0 m; l; (2) such that each A, B i , and C j is an atom p(t 1 ; : : : ; t a ) of an a-ary predicate p, a 0, where each term t 1 ; : : : t a , is either a variable or a constant; a function-free logic program is a nite set of such rules. Note that a function-free logic program resorts to a propositional program if all predicates in its rules are 0-ary.
The semantics of a function-free logic program LP is de ned by rst instantiating LP over the sets of constants that occur in LP and by then applying to the grounded program, which is regarded as a propositional program, the de nitions given in the propositional case. Thus, the de nitions of well-founded and stable model semantics given in Sections 2.1 and 5.1 are generalized to function-free logic programs. Now, we generalize the concepts of logic programming abduction problem and solution.
De nition 4 A function-free logic programming abduction problem (FLPAP) P consists of a tuple hH; M; LP; j =i, where H is a nite set of predicates called hypotheses, M is a nite set of ground literals called manifestations, LP is a function-free logic program, and j = is an inference operator.
Let P = hH; M; LP; j =i be a FLPAP, and let S be a subset of the ground instantiation of the predicates in H with the constants from LP M. Then, S is a solution (or explanation)
to P i LP S j = M. The set of all solutions to P is denoted by Sol(P). The properties of relevance and necessity of a ground atom g(a), g 2 H, for P are de ned analogous to the propositional case, and the computational problems relevance and necessity adapted accordingly.
Example 10 Notice that under classical inference, S 1 is not a solution, and does classical inference leads to di erent conclusions. However, S 1 is a solution if we consider the completion of LP.
To highlight the di erence between j = wf and classical inference from the completion, consider S 3 = fmove(a; b); move(a; c); move(b; c); move(c; b)g. Then, S 3 is not a solution under j = wf , but under classical inference from the completion of LP.
Notice that in the above de nition, the hypotheses are predicates rather than ground facts. One might argue that, in certain cases, it would be more appropriate to have explicitly a set of abducible ground facts from which a solution must be formed, e.g., if a certain ground fact should not appear in a solution. Technically, this more restricted form of abduction can be easily emulated in our framework. For each abducible ground fact p(a), introduce a new 0-ary predicate (propositional letter) h p(a) ; put h p(a) into the abducible predicates H, and add to the program LP the rule p(a) h p(a) . Then, for all considered logic programming semantics (as well as for any other reasonable semantics), the solutions of the obtained abduction problem (which consist of subsets of H), correspond in the obvious way to the solutions from the set of abducible ground facts.
When we do abduction from a function-free program, two interesting issues emerge concerning the computational complexity. The rst one is answering the questions for abduction problems restricted to instances where the rules with nonempty body are xed (i.e., the hypotheses, the manifestations, and the elementary facts in the program may change and may be regarded as \data"). This restriction corresponds to abductive reasoning with a static background knowledge on the relationship between elementary facts. We refer to the complexity of this problem as the data complexity of abduction from function-free programs;
The second issue is answering the questions we described in Section 3 (relevance, necessity, etc.) for an arbitrary given abduction problem (i.e., also the background knowledge may change); we refer to this as combined complexity. The notions of data and combined complexity have been introduced by Vardi 78] in the context of query languages.
Concerning the data complexity, we observe the following.
Proposition 18 For each type of considered reasoning problem on a FLPAP P = hH; M; LP; j =i, the complexity of the same type of reasoning problem on a propositional LPAP is an upper bound for data complexity.
Proof. Let B denote those predicates which occur in some rule of LP with nonempty body. A reasoning problem on P can be e ciently transformed into an equivalent reasoning problem P 0 of the same type as follows.
Let LP1 be the instantiation of LP M, and let for each ground atom p(a) be x p(a) a new propositional atom. Now, proceed as follows: Remove from H all predicates that are not in B, remove from LP all rules with empty body, and remove from M all literals that involve predicates not in B; let H1, M1, and LP1 denote the results of these operations, respectively. Then, add for each literal p(a) (resp. :p(a)) from M that has been removed to M1 the literal x p(a) (resp. :x p(a) ); if the rule p(a) is in LP g , then add x p(a) to LP1, and if p 2 H, then add x p(a) to H1. Finally, if the considered reasoning task involves a ground hypothesis g(a) (as in relevance etc.) such that g occurs not in B, then replace g(a) with x g(a) and add x g(a) to H 1 , and add for each constant a in LP g to LP1 the fact u(a) , where u is a fresh unary predicate. Let H2, M2, and LP2 be the result of these steps. Basically, we have replaced ground atoms that do not interfere with proper rules of LP by propositional atoms, and removed hypotheses and nonground facts that are not needed to answer the reasoning task. Notice that in LP2 M2 the same constants occur as in LP M.
It holds that the reasoning problem (with possibly modi ed ground hypothesis) on P 0 = hH2; M2; LP2; j =i yields the same answer as the reasoning problem on P.
For xed rules with nonempty head in LP, the size of the instantiation of LP2 M2 over its constants is polynomial, as is the size of the instantiation of H2 over these constants.
Hence, it follows that the complexity of each type of reasoning problem on the rst order LPAP P is bounded by the complexity of the same type of reasoning problem in the propositional case.
On the other hand, we have that complexity in the propositional case also provides a matching lower bound for the data complexity. To establish this, we describe how hard instances of the problems in the propositional case can be reduced to data complexity in the rst order case. The key observation is that in the propositional case, all the problems from above remain 
we call such a LPAP 3-bounded. This can be established as each positive rule a b 1^b2b 3^ ^b n can be equivalently replaced by two rules a c^b 3^ ^b n and c b 1^b2 , and true can be used to augment rule bodies with less than three literals; notice that in all hardness proofs above, negative literals occur only in rules with at most three literals in the body.
For each 3-bounded LPAP P = hH; M; LP; j =i we de ne a FLPAP P fo = hfsg; M 0 ; LP 0 ; j =i as follows. The predicate s(X) intuitively means that X belongs to the solution of P. In the program LP 0 , the constants are the propositional atoms V P of P. Each rule of the form (3) (1) t(true) ; (t(X) intuitively means that X is true) (2) t(X) s(X) ; The following property of P fo is not di cult to establish. Lemma 3 Let P be a 3-bounded LPAP with inference j = wf , j = b st , or j = c st , and let P fo be the FLPAP as de ned above. Then, Sol(P) = ffa 1 ; : : : ; a n gjfs(a 1 ); : : : ; s(a n )g 2 Sol(P fo )g.
Notice that P fo can be constructed from P in logarithmic space, and that the rules in LP 0 with nonempty body are the same for every P. Thus, from Proposition 18 and Lemma 3 we obtain the following result.
Theorem 26 For any reasoning task on any type of abduction problem considered above, the data complexity of the rst-order case coincides with the complexity in the propositional case.
We remark that the same complexity results can be shown for the restriction to instances where everything except the manifestations is kept xed.
As with many logical query languages, the combined complexity is much higher than the data complexity. The exponential analogue of each complexity class {EXP for P, NEXP for NP, NEXP NP for P 2 etc{ is an immediate upper bound, and is also in each case a matching lower bound. For the case with polynomial data complexity, this follows from folklore results about datalog. Note that the exponential analogue of P k+1 O(log n)] is EXP P k Pol(n)], i.e., exponential time with a polynomial number of calls to an P k oracle; this class coincides with PSPACE P k , i.e., polynomial space with an oracle for P k , if the oracle queries may be arbitrarily large 27] . A detailed analysis of the combined complexity of logic programming abduction is carried out in 27].
Disjunctive propositional logic programs can be generalized to function-free logic programs in the same way as normal logic programs; from above, it should be clear how syntax and semantics of such programs are de ned. Moreover, it is straightforward to extend the definition of function-free logic program abduction problem to allow for disjunctive function-free programs; we omit the details.
As in the latter case, one can show that the results of the reasoning tasks for the disjunctive propositional case carry over to the data complexity of the disjunctive function-free case. The arguments for showing these to be upper bounds are similar, and the proof of the matching lower bounds is based on a proper modi cation of the above described translation of abduction from propositional programs into abduction from function-free rst order programs. Similarly, the combined complexity of disjunctive abduction problems is exponentially higher than the data complexity.
Related Work
In this section we brie y overview some works on abductive logic programming.
The best known de nition of abductive logic programming is due to Kakas and Mancarella. In 37], they de ne abduction from (normal) logic programs under the brave modality of the stable model semantics; integrity constraints can also be imposed on the solutions. programs. In some sense their approach is similar to LPAPs of the form hH; M; LP; j = c st i, but they impose stronger conditions. An important bunch of work on abductive logic programming concerns the de nition of abductive procedures, which compute an abductive explanation of a given manifestation 22, 35, 32, 70, 15, 17, 7] .
The seminal work in this area is due to Eshghi and Kowalski 22] , who consider abduction based on stable model semantics and provide a proof procedure to compute an abductive solution. This procedure has been then extended by Kakas and Mancarella to manipulate arbitrary abducibles. Both 22] and 35] procedures guarantee correctness only for callconsistent logic programs. In 70], the Sato and Iwayama give an abductive procedure which is correct for general logic programs provided that consistency (i.e., the existence of an abductive solution) is guaranteed. Other abductive procedures 15, 17, 7] consider semantics di erent from stable models (like, e.g., the completion semantics 13]) on the logic program.
Our work presents some relationships to the papers on abductive procedures. For instance, the use of metalevel constraints, adopted in 22] (on the demo predicate) to eliminate negation from the logic program, could be avoided by utilizing a technique similar to that shown in Section 5.2.3.
Moreover, in our framework most abductive procedures can be seen as a method to check the existence of solutions (i.e., Sol(P) 6 = ;) of a LPAP P = hH; M; LP; j = b st i, where LP is a normal (non-disjunctive) logic program. From Theorem 15, this problem is NP-complete. As a consequence, from one hand we derive that no abductive procedure may (in the worst case) terminate in polynomial time (unless P = NP). On the other hand, this result indicates that an \optimal" abductive procedure can be implemented by a \ at" backtracking algorithm.
(For an extended discussion on backtracking algorithms, see Section 8.) Unfortunately, even if most abductive procedures are based on backtracking, they usually consist of two mutually recursive functions; it is thus di cult to state whether they comply the above mentioned upper complexity bound. Critical overviews of several approaches to abductive logic programming have been given by Kakas, Kowalski and Toni 34] and by Inoue 30] .
To our knowledge, complexity aspects of abductive logic programming have been less addressed than semantical aspects. In 19] Eiter and Gottlob present a detailed analysis of the complexity of abduction from classical propositional theories, which has also been discussed for restricted cases by Selman 24 ], who focussed on Horn and de nite Horn theories and the -minimality preference criterion. In this context, Eshghi has identi ed in 23] a subclass of Horn theories for which nding a -minimal solution is tractable. The results of 19] and this paper show that abduction from logic programs has complexity quite di erent than abduction from classical theories. Notice that in the abductive framework of 19], the inference operator used is j = P , i.e., classical logical consequence; moreover, the manifestations are there restricted to propositional atoms. For a comparison with the results of this paper, we consider j = c st inference, since it corresponds in nature to j = P , and omit the other inference operators j = wf , j = b st considered here.
The results shows that in the general case (clausal theories resp. disjunctive logic programs), logic programming abduction is for each reasoning task harder (at least P 3 = P 3 -hard) than classical abduction (which is P 2 = P 2 -complete) and can get twice as hard ( P 4 -complete for -relevance). In classical abduction, relevance and necessity have complementary complexity ( P 2 -complete resp. P 2 -complete), and -minimality has no e ect on the complexity. In logic programming abduction, however, -minimality does a ect relevance, and leads to an increase in the complexity by one level of the polynomial hierarchy.
In 19], also classical abduction from de nite Horn theories has been studied, which correspond 1-1 to Horn programs. However, due to di erent possible sets of manifestations in the frameworks, the results from 19] do not carry over automatically to the framework considered here; in fact, several corresponding reasoning tasks have di erent complexity. In particular, consistency, relevance, necessity and -necessity in the framework of 19] are polynomial, while they are NP-complete in the framework of this paper. Hence, the results of the present paper show as a byproduct that the slight generalization of the framework in 19] by allowing also negative literals as manifestations causes intractability for a number of tractable abductive reasoning tasks.
Abduction from normal logic programs and rst-order programs has no corresponding counterpart in 19], and thus we can not compare respective results.
Sakama and Inoue have investigated the semantics and complexity of abductive logic programming in 31, 68] . They determined in 31] the complexity of the existence of abductive solutions on disjunctive programs for the particular case where the inference operator is j = b st (stable brave), and showed that the problem is P 2 -complete. The NP-completeness result for the same problem for normal logic programs is contributed in 68] to 29, 32] .
In 68], the authors also consider abduction from logic programs under the possible model semantics 67, 69] . In particular, they show that existence of an abductive solution from a disjunctive logic program is NP-complete under this semantics. Thus, from the computational side, as with deduction 68, 20], the possible model semantics is more attractive than the disjunctive stable model semantics.
Even the e ective computation of abductive explanation has been addressed in several works 17, 15, 22, 32, 38] , where suitable extensions of the SLDNF procedure have been designed for abduction (these procedures return an abductive explanation of the given query).
Finally, the use of abductive logic programming for dealing with incomplete information has been discussed by Denecker and De Schreye 16] and by Baral and Gelfond 4] .
For related complexity results in the area of logic programming and nonmonotonicreasoning, cf. 11, 71, 10, 73] . The complexity of abduction in a set-covering based rather than logic-based framework has been analyzed in 9], where polynomial and NP-complete abductive problems are discussed.
Most recently, our work in this paper has been complemented by complexity results for abduction from logic programs in the presence of functions 47].
Conclusion
Abduction from logic programs has become a topic of growing interest recently. We have described in this paper a basic framework of abduction from logic programs, and we have performed a detailed study of the computational complexity of the main decisional problems that emerge in abductive reasoning (consistency, relevance of a hypothesis, and necessity of a hypothesis). The analysis considers the most acknowledged proposals for the semantics of logic programs, namely the well-founded semantics and the stable model semantics (in the usual variants of brave and cautious inference), and the stable as well as the minimal model semantics for disjunctive programs. Moreover, it took into account commonly applied criteria for reducing the space of all solutions by means of a preference ( ) to those which are minimal with respect to inclusion ( ) and cardinality ( ), respectively.
The complexity results for the case of propositional logic programs are summarized in Tables 1{6. They cover the lower end of the polynomial hierarchy, re ned by classes P k O(log n)], up to P 4 . Each entry represents completeness for the respective class; in particular, P means logspace-completeness for P. (Notice that all polynomial time transformations in this paper are computable in logarithmic space; in fact, all results can be proven under logspace-reductions as well).
The results re ect the conceptual complexity of combining the di erent common semantics and solution preference criteria. They show that abduction from logic programming, a topic of increasing interest, provides a rich variety of complete problems for a number of slots within the polynomial hierarchy. This gives support to the original belief that the polynomial hierarchy would be useful for classifying computational problems, cf. 75].
Brie y, the following conclusions can be drawn. Abduction from logic programs has the same complexity for well-founded inference (j = wf ) and the brave variant of stable inference (j = b st ), excepting the veri cation of a given solution, which is polynomial under the former and NP-complete under the latter. Notice that the hardness results for well-founded inference hold for strati ed programs and for negation-free programs (i.e., Horn programs) as well, with the exception of deciding -relevance, which is \only" NP-complete for Horn programs. Since the semantics of Horn programs is clear, this shows that, loosely speaking, the wellfounded semantics does mostly not increase the inherent complexity of abduction from logic programs, which makes it attractive.
For the appropriate cautious variant of stable inference (cautious inference j = c st ), the complexity is in each case precisely one level higher in the polynomial hierarchy than for j = b st , again excepting solution veri cation, which has marginally higher complexity; this is noticeable since usually, the brave and the cautious variant of a reasoning task in a nonmonotonic formalism are of dual complexity (typically P 2 and P 2 ). Furthermore, allowing for disjunctive rules leads to another increase by one level in the polynomial hierarchy. This is explained by the fact that testing the stable model property migrates from polynomial time to co-NP-completeness. The e ect of the solution preference criteria on the complexity meets the intuitive expectations. Imposing subset-minimality ( ) leads in general to an increase by a full level in the polynomial hierarchy, while minimum cardinality ( ) leads merely to a minor increase, which can be interpreted as the need of computing the size of a smallest solution for solving the problem. It is worth mentioning that for abduction using classical semantics, imposing does not lead to a complexity increase, cf. 19].
All results for disjunctive logic programming abduction in Tables 4{6 remain valid for the restriction to positive disjunctive logic programs, where the stable semantics coincides with the minimal model semantics. The results for the case of propositional programs carry over to the data complexity in the case of function-free rst order logic programs. The combined complexity, which was not dealt with here in detail, parallels the data complexity with the corresponding exponential analogues (EXP for P, NEXP for NP etc); a treatment thereof appears in 27].
LPAP P = hH; M; LP; j =i Deciding S 2 Sol(P) Deciding Sol(P) 6 = ;
well-founded inference (j = wf ) P NP 74] stable brave inference (j = b st ) NP NP 29, 32] stable cautious inference (j = c st ) D P 1 2 P Table 6 : Complexity of deciding necessity for disjunctive LPAPs 
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Our complexity results have the following impact on the design of algorithms. First of all, they provide a complete picture of e cient (polynomial time) intertranslatability between di erent reasoning tasks, and tell us which algorithms for speci c abductive reasoning tasks can also be used to solve other abductive reasoning tasks, by applying an appropriate transformation of the input. Several e cient transformations are given in Secion 3.2.
Suppose now we want to implement an inference engine that is capable of performing a certain abductive reasoning task.
Consider a reasoning task at the rst level of the polynomial hierarchy. If the problem is NP-complete, then we can implement a \ at" backtracking algorithm. For example, in case of stable model inference, Sacc a's backtracking xpoint procedure 65, 43] can be suitably adapted. Optimization techniques may be applied to cut down branches in the computation tree, but if the algorithm should work on all instances, it is unrealistic that we obtain a polynomial algorithm. Furthermore, from the general nature of NP-complete problems, we must expect to put some analytical and programming e ort in order to obtain a feasible algorithm for a reasonably large class of instances. For the co-NP-complete reasoning tasks, we obtain may use backtracking algorithms that solve the complementary problem. Note that for the NP-complete reasoning tasks (but not for the co-NP-complete), randomized local search techniques 39, 42] could be applied that lead to success with high probability.
For P 2 O(log n)]-complete problems, a combination of binary search and at backtracking may be used, following the scheme in the proof of Theorem 5. First, the size of a smallest solution is computed, and then only solution candidates of this size are considered. The backtracking part solves the oracle queries.
Next suppose we want to design an algorithm for a reasoning task at the second level, e.g. for a P 2 -complete one. Then, double backtracking is possible, i.e., backtracking where at terminal nodes a co-NP-complete problem has to be solved (e.g., classical propositional inference); in case a library procedure is not available, the latter can be done by using at backtracking for solving the complementary problem. Note, however, that unlike in case of an NP-complete reasoning task, an overall at backtracking algorithm is not possible (unless P 2 = NP).
For problems at even higher levels, multiply nested backtracking is feasible; if the problem is complete for P k , k-nested backtracking is possible, but not (k ?1)-nested (unless the polynomial hierarchy collapses). Library procedures for subtasks (e.g., for j = b st , j = c st inference) may be used and decrease the backtracking level accordingly. For the P k+1 O(log n)]-complete problems a combination of binary search and k-nested backtracking is possible.
The level of the polynomial hierarchy at which an abductive reasoning problem resides should be kept in mind; it serves as a basic constraint of whether a proposed backtracking algorithm for that problem is correct or not.
In order to obtain polynomial time algorithms for abduction, the instances have to be restricted so that all sources of complexity are eliminated. The higher the level at which an abduction problem resides, the stronger is the restriction of the instances. It remains to identify polynomial classes of abduction problems. In particular, it would be interesting to see whether there are polynomial classes of abduction problems from the fourth level that are relevant in practice.
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