) be the oscillatory integral operators defined by
2 , where B is the unit ball in R n and N >> 1. We compare the asymptotic behaviour as N → +∞ of the operator norms T j,k N L p (B)→L q ([0,1]) for all p, q ∈ [1, +∞]. We prove that, except for the dimension n = 1, this asymptotic behaviour depends on the linearity or quadraticity of the phase in s only. We are led to this problem by an observation on inhomogeneous Strichartz estimates for the Schrödinger equation. 
A remark on a counterexample to inhomogeneous Strichartz estimates for the Schrödinger equation and motivation
Consider the Cauchy problem for the inhomogeneous free Schrödinger equation with zero initial data ı∂ t u + ∆u = F (t, x), (t, x) ∈ (0, ∞) × R n , u(0, x) = 0.
Space time estimates of the form
have been known as inhomogeneous Strichartz estimates. The results obtained so far (see [3, 6, 7, 10, 11] ) are not conclusive when it comes to determining the optimal values of the Lebesue exponents q, r,q andr for which the estimate (2) holds. Trying to further understand this problem, we [1] found new necessary conditions on these exponents values. The counterexample in [1] , like Example 6.10 in [3] , contains an oscillatory factor with high frequency. More precisely, we used a forcing term given by
where η > 0 is a fixed small number, N >> 1 and B η N is the ball with radius η/N about the origin. While in [3] the stationary phase method is applied to the inhomogeneity
When t ∈ [2, 3] , both data in (3) and (4) force the corresponding solution u(t, x) to concentrate in a spherical shell centered at the origin with radius about N. This agrees with the dispersive nature of the Schrödinger operator. The shell thickness is different in both cases though. It is about 1 in the case of the data (3) but about N in the case of (4). The necessary conditions obtained are respectively
and
Observe that the oscillatory function in (3) has a linear phase and is applied for the short time period of length 1/ √ frequency. The oscillatory function in (4) on the other hand has a quadratic phase and the oscillation is put to work for a whole time unit. We noticed that the phase in [3] need not be quadratic and we can get the necessary condition (5) using the data
where the phase in the oscillatory function is linear. Before we show this, we recall the following approximation of oscillatory integrals according to the principle of stationary phase. 
where the implicit constant in the O−symbol is absolute.
The norm of the inhomogeneous term F l in (6) has the estimate
For the solution of (1), we have the explicit formula
Let us estimate the solution u l (t, x) that corresponds to F l . We shall restrict our attention to the region
It will be momentarily seen that this is the region where we can exploit Lemma 1 to approximate u l (t, x). Substituting from (6) into (8) then applying Fubini's theorem we get
where I N (t, x, y) is the oscillatory integral
with the phase φ N (s, t, x, y) = |x − y|
For simplicity, we write φ(.) and ψ(.) in place of φ N (., t, x, y) and ψ(., t) respectively. Next, we verify the conditions (i) -(iv) for φ and ψ. Let (t, x) ∈ Ω η,N and y ∈ B(η/N ). Observe then that t − 3/4 < |x − y|/2N < t − 1/4 and t − s ∈ [1, 3] . Therefore
(ii) φ is monotonically increaing so min
Now, applying Lemma 1 to the oscillatory integral I N (t, x, y) in (10) yields
Since φ N (z, t, x, y) + t = |x − y|/N and since
Inserting (12) into (11) then returning to (9), we discover
Recalling that ψ, φ ≈ 1, we immediately deduce the estimate
Lastly, it follows from (7) and (13) that
which, for a fixed η, blows up as N → +∞ if n r − ñ r > 1. In the light of duality this implies the necessary condition (5) . These examples made us wonder how exactly different are linear oscillations from quadratic ones if we capture the cancellations in Lebesgue spaces. One way to see this is to consider the operators
where B is the unit ball in R n , and compare the asymptotic behaviour as N → +∞ of their operator norms for all p, q ∈ [1, +∞]. Let C j,k,n : [0, 1] 2 → R be the functions defined by
We discover that C j,k,n is a continuous function with range [0, 1/4] when n = 1, j = 2 and [0, 1/2k] otherwise (see the figure below). We actually prove that Theorem 2.
where
(15)
, and all dimension n > 1, the asymptotic
as n → +∞ is determined only by the linearity or quadraticity of the phase in s. The role of the power j of x appears exclusively in the dimension n = 1.
Remark 2.
There is nothing special about neither the unit interval nor the unit ball in defining the operators T j,k N . Actually we shall make use of Hölder inclusions of L p spaces on measurable sets of finite measure (see Lemma 3 below). So we may take any suitable two such sets provided their finite measures are asymptotically equivalent to a constant independent of N as N → +∞.
Foschi [2] studied a discrete version of an operator a little simpler than the integral operator T 1,1
m=0 a m e ı m t and described the asymptotic behaviour of sup
The norms there are defined by
This was followed by a similar investigation (see Section 5 in [2] ) of a linear integral operator with an oscillatory kernel
Proof of Theorem 2
In order to show Theorem 2, we shall go through the following steps.
that kill or at least slow down the oscillations in the integrals T
. But what is really interesting is the fact that such functions likely maximize the ratio as well.
Step 2. We find upper bounds for T
Thanks to interpolation and Hölder's inequality, we merely need an upper bound for T
Proof. If we take absolute values of both sides of (14) we get the trivial estimate
. Interpolating this with (16) using Riesz-Thorin theorem ( [4] ) implies
Since, by Hölder's inequality, T
Applying Hölder's inequality once more we find that if
. Therefore by (18) we have
Moreover, since we know from (19) that
If the constants in inequalities (18) - (21) were sharp, they would be precisely the values of the corresponding norms T
. Unfortunately, we are not able to compute the optimal constant c j,k,N in the energy estimate (16). Nevertheless, the constants c σ(
in (17) would be good enough for our purpose if, for each p, q ∈ [1, +∞], they were asymptotically equivalent, as N → +∞, to the corresponding lower bounds of T
. Thus, if we take f j to be the focusing functions f j = χ
The figure below illustrates the one dimensional case.
Both real and imaginary parts of the functions T (
x ∈ B and it follows that e ıN |x|
Therefore, recalling that η is fixed,
In view of (23), we deduce that
By rescaling, it is easy to verify that the estimate (24) follows for any complex-valued constant function g. The figure below shows the behaviour of T
s s 
Functions Re{T
with the phase φ j,k (ρ; s) = ρ j s k + 2ρ 2 − 2ρ. The quadratic function ρ → φ j,k (ρ; s), after a suitable translation along the vertical axis, has a single nondegenerate stationary point that happens to lie well inside ] [. Indeed, one can simply write
Notice also that 2 − s k /4 ∈ [ ] when s ∈ [0, 1]. In fact, this is what we were after when we used the oscillatory function h with its particular quadratic phase. Let us see how we benefit from this. We shall work on the integral I 
We compute
Using the identity (See Exercise 2.26 in [9] )
ı .
And since
then integration by parts implies
Recalling that
and using (28), (29), (30) in (27) we obtain
This gives us an estimate for the first integral on the right hand side of (26). The second integral is O (1/N ) . This follows from integration by parts and the smoothness of the polynomial P (ρ; z) := (ρ n−1 − z n−1 )/(ρ − z) = n−2 =0 ρ n−2− z as we can write
Plugging (31) together with the latter estimate into (26) we get that
From (32) follows the estimate
An explanation for the estimate above comes from the fact that the function λ N (ρ; z) = cos 2N (ρ − z)
varying factor ρ n−1 , oscillates rapidly for large N so that, when summing over ρ, integrals over neighbouring halfwaves where λ N changes sign almost cancel. See the figure below. An identical estimate for I 2,k N (s) follows applying the same argument above. The approach adopted here is standard. It represents the key idea of the proof of the stationary phase method illustrated by Lemma 1.
Putting (22), (24) and (33) together we deduce
Step 2. The L 2 − L 2 estimate takes the form:
Besides (24), the estimate (34) demonstrates the difference between linear (k = 1) and quadratic (k = 2) oscillations. Let x ∈ R n − {0}. The phase s −→ |x| j s k of the oscillatory factor in (14) is non-stationary when k = 1. While in the case k = 2, it is stationary with the nondegenerate critical point s = 0. This is where non-stationary and stationary phase methods (see lemmas 4 and 5 below) for estimating oscillatory integrals come into play. As expected from (22), the role of j appears only in the dimension n = 1. Using the estimate (34) in Lemma 3 we infer
Proof of the energy estimate (34)
To prove the estimate (34) we need lemmas 6, 7 and 9 that we give below. Lemma 6 is based on the assertions of lemmas 4 and 5. (27)- (31) implies the estimate in Lemma 5.
Lemma 5.
1 0 e ı λ s 2 ds max 1
The next lemma is mainly a consequence of Young's inequality.
Lemma 7. Let p, q, r ≥ 1 and
provided m ≤ n.
Proof. Switching to polar coordinates by setting x = r 1 θ 1 and y = r 2 θ 2 then applying Fubini's theorem gives
Changing variables r m i −→ ρ i then using Young's inequality we get
Reversing the variables change in the first two integrals on the right-hand side of the latter estimate we obtain
as long as m ≤ n. Invoking Hölder's inequality it follows that
Returning to (37) with the estimates (38), (39) and (40) concludes the proof.
Remark 3 together with Lemma 8 are needed to show Lemma 9.
Remark 3. Suppose that the integral
exists. If K is even in all its variables then
This follows easily from the fact that the integrand in the second expression for J is even in all variables.
Lemma 8 discusses the boundedness of a bilinear form with a homogeneous kernel.
In [5] , one can find a proof for the case when the integrals that define the bilinear form are taken over [0, +∞[. We treat this slightly trickier case of finite range without using the result in [5] . But by Hölder's inequality we have
for all 0 < u < 1. Similarly
for all 1 < u < +∞. Using the last two inequalities together with the triangle inequality in (41) we get
q dy 1 the assertion follows analogously.
Remark 4. If K(x, y) = (x + y) −1 in Lemma 8 we get Hilbert's inequality.
Proof. Beginning with the estimate (42), Remark 3 suggests estimating
If x, y ≥ 0 and |x − y| >> 1/ √ N then we also have x + y >> 1/ √ N and consequently N |x 2 − y 2 | >> 1. Therefore
where χ N is the characteristic function of the interval [0, 1/ √ N ]. By Young's inequality we have
And by Hilbert's inequality
Using (45) together with (46) in (44) we obtain
In obtaining (44), we worked only on the kernel of W N . It is therefore easy to see that replacing the function x → f (x) by the function x → f (−x) or y → g(y) by y → g(−y) then repeating the routine above eventually leads to the estimate
This proves (42). Taking advantage of Remark 3 again and arguing like before, it suffices to
We are now ready to prove (34). We do this for each of the cases k = 1 and k = 2 separately. to the estimate (48), we obtain
, for all dimensions n ≥ j.
To finish this case, it remains to estimate T 2,1 f in the dimension n = 1. In view of (35) and (47), we have Hence, by (42) of Lemma 9,
The phase is quadratic in s (k = 2): For f ∈ L 2 (B), using Fubini's theorem then employing the estimate (36) implies by (43) of Lemma 9.
An identical estimate holds for H 2 N (f ) in the dimension n = 1 because of (42). Combining this with (52) and using them in (51) yields
Finally, bringing the estimates (49), (50) and (53) together results in (34).
