The previously presented Multidimensional Small Baseline Subset (MSBAS-2D) technique computes two-dimensional (2D), east and vertical, ground deformation time series from two or more ascending and descending Differential Interferometric Synthetic Aperture Radar (DInSAR) data sets by assuming that the contribution of the north deformation component is negligible. DInSAR data sets can be acquired with different temporal and spatial resolutions, viewing geometries and wavelengths. The MSBAS-2D technique has previously been used for mapping deformation due to mining, urban development, carbon sequestration, permafrost aggradation and pingo growth, and volcanic activities. In the case of glacier ice flow, the north deformation component is often too large to be negligible. Historically, the surface-parallel flow (SPF) constraint was used to compute the static three-dimensional (3D) velocity field at various glaciers. A novel MSBAS-3D technique has been developed for computing 3D deformation time series where the SPF constraint is utilized. This technique is used for mapping 3D deformation at the Barnes Ice Cap, Baffin Island, Nunavut, Canada, during January-March 2015, and the MSBAS-2D and MSBAS-3D solutions are compared. The MSBAS-3D technique can be used for studying glacier ice flow at other glaciers and other surface deformation processes with large north deformation component, such as landslides. The software implementation of MSBAS-3D technique can be downloaded from http://insar.ca/.
Introduction
Differential Interferometric Synthetic Aperture Radar (DIn-SAR) maps ground deformation with high spatial resolution and precision over large areas in line of sight (LOS) of the sensor. Hence, the signal is the weighted linear combination of the three (north, east and vertical) deformation components equal to the projection of the deformation vector on the satellite line of sight. In most common imaging geometries, the vertical component has the greatest weight and the north component has the least weight.
The three components of the deformation vector cannot be reconstructed from a single DInSAR measurement, so various techniques were developed to overcome this limitation (Hu et al. 2014; Fuhrmann and Garthwaite 2019) . In rare cases (e.g., at high latitudes) 3D solution can be derived directly from three independent DInSAR observations (Gray 2011) . The most common approach is to combine ascending and descending DInSAR measurements with either offset tracking (Raucoules et al. 2013) or multiple-aperture interferometry (MAI) (Jo et al. 2017 ) measurements, or both ); or to utilize prior knowledge or an analytical model of the deformation process (Yang et al. 2018; Liu et al. 2018 ). However, the precision of offset tracking and MAI measurements is significantly lower than the precision of DInSAR and sufficiently detailed prior information is rarely available.
Another approach is to discard the contribution of the north deformation component (since it has the least weight), which reduces the problem to the 2D case that can be solved using only ascending and descending DInSAR data (Manzo et al. 2006; Motagh et al. 2017; Palanisamy Vadivel et al. 2019) . This approach can be extended to produce 2D deformation time series when ascending and descending DInSAR data are acquired at precisely the same times. However, ascending and descending DInSAR data are usually acquired at different times and sometimes with different revisit fre-quencies (e.g., 24 days for RADARSAT-2 and 6 days for Sentinel-1). Fuhrmann and Garthwaite (2019) proposed to interpolate the DInSAR measurements to common epochs. The Multidimensional Small Baseline Subset (MSBAS-2D) technique was developed in order to overcome the need for interpolation. It combines several DInSAR data sets acquired at different times and with different frequencies to produce continuous 2D (east and vertical) deformation time series. To overcome the rank deficiency of the problem, Tikhonov zeroth-, first-or second-order regularization is used. The MSBAS-2D technique has already been used for mapping ground deformation due to mining (Samsonov et al. 2013a (Samsonov et al. , b, 2014b , urban development (Samsonov et al. 2014a (Samsonov et al. , 2016b , carbon sequestration (Samsonov et al. 2015; Czarnogorska et al. 2016) , permafrost aggradation and pingo growth (Samsonov et al. 2016a) , and volcanic activities (Samsonov and d'Oreye 2012; Samsonov et al. 2014c Samsonov et al. , d, 2017 .
For mapping glacier ice flow, the MSBAS-2D technique produces invalid results, particularly for the vertical deformation component. This happens because in the case of ice flow the north deformation component can reach values significantly larger than the vertical deformation component and therefore is no longer negligible.
The surface-parallel flow (SPF) constraint assumes that motion, driven by the gravitational force, is parallel to the tangent plane of the topography. This constraint provides the third equation, along with ascending and descending DInSAR measurements, necessary for calculating 3D deformation of glaciers at one instance of the time (here called the static case). This approach was used for mapping 3D deformation of Antarctic (Rignot et al. 2011) , Greenland (Joughin et al. 1998; Mohr et al. 1998) and Himalayan (Kumar et al. 2011) glaciers and validated by independent GPS (Kumar et al. 2011 ) and MAI (Gourmelen et al. 2011) measurements. In this paper, the SPF constraint is added to MSBAS to fully resolve all three deformation components (here called the MSBAS-3D technique). This approach is used for computing the 3D deformation time series for the Barnes Ice Cap, Baffin Island, Nunavut, Canada, for the period of January-March 2015. Previous studies revealed that elevation loss at this glacier reached 2.7 m during the 2010-2014 period (Gray et al. 2015) ; this glacier is likely to disappear under current climate conditions within the next millennium (Gilbert et al. 2016 ).
Methodology

MSBAS-2D
The MSBAS-2D technique computes the approximate 2D (east and vertical) deformation time series from ascending and descending DInSAR data, acquired over the same area and time period by several sensors. In matrix form MSBAS-2D can be written as
where the matrixÂ = {s E A, s U A} consists of the matrix A, constructed from the time intervals between consecutive SAR acquisitions and the east and vertical components of the line-of-sight vector s = {s E , s U } = {− cos θ sin φ, cos φ}, where θ is the azimuth angle and φ is the incidence angle of the sensor. The matrixˆ represents the observed DIn-SAR data, geocoded and resampled to a common grid. The Tikhonov regularization matrix L multiplied by the regularization parameter λ is used for regularizing time series. The effect of regularization is similar to applying a low-pass filter; it removes the high-frequency atmospheric noise component of the signal. Regularization is required when the acquisition times of the ascending and descending data do not match. The explicit form of the matrix A, as well as the regularization matrices L of zeroth, first and second orders, was explicitly derived in (Samsonov 2010; . The unknown east and vertical components of deformation velocities V E and V U for each acquisition epoch and pixel are solved by applying the singular value decomposition (SVD), and the deformation time series are reconstructed from the computed deformation velocities by numerical integration.
MSBAS-3D
In order to compute the precise 3D (north, east and vertical) deformation time series, three independent DInSAR data sets are required. However, normally only two sets of DInSAR data, from the ascending and descending orbits, are available. Therefore, the precise 3D solution cannot be computed unless supplementary data or a constraint is introduced. In the case of the glacier ice flow, as a first-order approximation, it can be assumed that ice slides parallel to the surface without undergoing internal deformation. The constraint describing such SPF motion (Joughin et al. 1998 ) can be written in terms of deformation velocities in the following form
where H is the topographic height and ∂ H ∂ X N and ∂ H ∂ X E are the first derivatives in the north X N and east X E directions.
The MSBAS-3D technique computes the constraint 3D deformation time series, which then can be written in a matrix form as ⎛ ⎝Â H λL
where the matrixÂ = {s N A, s E A, s U A} consists of the matrix A (described above) and the north, east and vertical components of the line-of-
represents the SPF constraint. The unknown north, east and vertical components of deformation velocities V N , V E and V U for each acquisition epoch and pixel are solved by applying SVD, and the deformation time series are reconstructed from the computed deformation velocities by numerical integration.
MSBAS-3D for non-steady-state flow
Equations (2) and (3) assume a steady-state condition where the ice slides parallel to the surface of the glacier. In the more general case, there is an additional component due to the elevation change between consecutive acquisitions; for example, the amount of ice removed by flow may exceed the amount of ice replenished by the precipitation, resulting in elevation change over time. This process is a non-steady state, and (2) can then be rewritten in the following form
where the additional term V nss U is the component of the vertical velocity responsible for changes in surface elevation due to the non-steady-state flow (i.e., mass loss). The MSBAS-3D technique then computes the constraint 3D deformation time series in the case of the non-steady-state flow that can be written in a matrix form as ⎛ ⎝Â H λL
The time-and space-dependent quantity V nss U must be derived from other remote sensing or in situ observations or modeling.
Data
From the available 64 ascending (January 2012-June 2018) and 68 descending (May 2012-June 2018) Wide-Fine RADARSAT-2 SAR images, only five ascending and four descending images were used in this study (Fig. 1) . These images were acquired at 24-day revisit interval during January-March 2015 ( Fig. 2c ), when the surface temperature in the region was at its lowest seasonal range. During this period the ground remained frozen and the ice velocity remained low. Interferograms, produced from these nine images, exhibited better than average interferometric coherence making accurate phase unwrapping possible. The original SAR data were acquired with a ground resolution of 4.7 × 5.1 m over an area of 150 × 150 km (Table 1) . Two ascending frames were concatenated and processed together. Standard DInSAR analysis was performed using the GAMMA software. Multi-looking with a factor of 6 in range direction and 8 in azimuth direction was applied to achieve approximate square pixels and to reduce noise in the DInSAR data, resulting in a ground resolution of 40 × 40 m. The topographic phase was removed using ArcticDEM Digital Elevation Model (Fig. 2f ) provided by the University of Minnesota. The downloaded segment of ArcticDEM contained several visible artifacts (i.e., very large values) northeast the region of interest that were manually corrected. In total seven interferograms were filtered, unwrapped and geocoded to a 40×40 m grid over the common area. An example of wrapped ascending and descending interferograms is shown in Fig. 2d , e.
The central first derivative maps in the north (Fig. 2g ) and east ( Fig. 2h ) directions were computed with the Generic Date, year Mapping Tools (GMT) command "grdmath DDX/DDY -M" from the same ArcticDEM that was used for removing the topographic phase during DInSAR processing. The 2D and constrained 3D deformation time series were computed by applying MSBAS-2D and MSBAS-3D techniques with the first-order Tikhonov regularization (with λ = 0.1), respectively. North, east and vertical components of linear deformation rates were computed by applying the linear regression to north, east and vertical components of deformation time series.
Selecting optimal regularization parameter
The regularization parameter λ can be selected using the Lcurve method (Hansen and O'Leary 1993) . For this, multiple solutions are computed with varying λs and the norm of a regularized solution versus the norm of the corresponding residual norm (both quantities are computed by MSBAS-3D) is plotted on a log-log plot. The optimal regularization parameter λ is then located in the corner of the curve, which usually resembles the shape of the letter L.
The L-curve method does not work well for the reconstruction of very smooth exact solutions (Hansen and O'Leary 1993) as is this case based on four ascending and three descending interferograms acquired consecutively. These Lcurves are shown in the top row of Fig. 3 for the zeroth-, first-and second-order Tikhonov regularization. The zerothorder curve (Fig. 3b) does not have a L-curve, while the two other curves (Fig. 3b, c) have poorly developed L-curves. The optimal λ equal to 0.1 is selected from Fig. 3b .
The very smooth solutions are uncommon, however. In order to demonstrate that the L-curve method usually works, two synthetic interferograms were created and added to the input data set, as follows. The ascending interferogram was created by summing the four consecutive ascending interferograms, and the descending interferogram was computed by summing the three consecutive descending interferograms (dashed lines in Fig. 2c ). White noise with the mean value of zero and the standard deviation of 0.02 m was added to both synthetic interferograms, and the solutions for multiple λs were computed. The L-curves for this case are shown in the bottom row of Fig. 3 . In this case, the shape of the L-curve is well defined and the optimal regularization parameter λ can be easily selected.
Results
Computed with MSBAS-2D, two-dimensional east and vertical linear deformation rates with time series for three 5 × 5 pixels regions P1-P3 are shown in Fig. 4 . These small regions were arbitrary selected for demonstrating temporal variability of deformation. The stable area R was manually selected outside the area of the expected surface motion, and all movements shown here are relative to the average movement in this area. The east component of the linear deformation rate shows eastward and westward motion with a magnitude of about 15 m/year. Ice on the western side of the glacier moves westward and ice on the eastern side moves eastward, as expected. The vertical component of the linear deformation rate shows that the western side of the glacier experiences upward motion and the eastern side experiences downward motion. Such deformation pattern, particularly upward motion of the western part of the glacier, is unexpected; it is a processing artifact that will be resolved by the MSBAS-3D technique.
Computed with MSBAS-3D, three-dimensional north, east and vertical linear deformation rates with time series for points P1-P3 are shown in Fig. 5 . The east deformation component shows a similar pattern and rate as in the case of the 2D processing. The vertical deformation component now clearly shows downward motion throughout the entire glacier, with a magnitude of about 3 m/year. The north deformation component shows southern and northern motion with a magnitude of about 30 m/year and the expected deformation pattern. The time series for points P1-P3 show motion with a nearly constant rate. A horizontal deformation rate vector map computed from north and east deformation rate components is shown in Fig. 5g .
Additional tests performed on complete sets of 2012-2018 64 ascending and 68 descending images (not shown here) demonstrated that ice flow velocity displays seasonal variability, but over an interval of four months, as found in this study ( Fig. 5d-f ), deformation rate remains nearly constant.
Error analysis
The random error produced by the noise in the input data cannot be directly estimated because the signal and noise cannot be separated. To indirectly estimate the precision of the computed deformation rates, white noise with a mean value of zero and standard deviations ranging from 0.001 to 0.025 m in increments of 0.0001 m, was added to each interferogram and multiple solutions were computed. The standard deviations of the residual values were calculated between the original solution and the noisy solutions. These results are shown in Fig. 6 . As expected, the north deformation component has the lowest precision (i.e., the highest sensitivity to noise in the input data) and the vertical deformation component has the highest precision (i.e., lowest sensitivity to noise in the input data). Models describing the linear fit between the noise in the input data and the noise in the output data have very high coefficients of determination R 2 ranging from 0.83 to ∼ 1.00. Assuming that the precision of the original interferograms is about 0.005 m gives a precision of north, east and vertical deformation rate components of approximately is 0.47, 0.07, and 0.06 m/year, respectively. The horizontal deformation rate vector map (Fig. 5g) shows a consistent flow pattern, suggesting that the measurement precision is indeed high.
The systematic error produced by the non-steady-state flow also cannot be directly estimated. To better understand the impact of the non-steady-state flow on computed deformation rates, a synthetic test was performed, as follows. It was assumed that V nss u is linearly dependant on glacier elevation only where this dependence can be esti-mated approximately from data provided in Fig. 4 of Abdalati et al. (2004) , which shows elevation change rate measured by the repeated airborne laser surveys over the Barnes Ice Cap. The estimated elevation change rate model was added to (5), and deformation rates were computed. While the vertical deformation rate map showed a consistent deformation pattern, with the rate equal to the elevation change rate due to the non-steady-state motion and the surface-parallel flow, the horizontal deformation rates showed an asymmetric pattern across the ice cap, suggesting that our DInSAR data give no confirmation of the non-steady-state deformation regime. Indeed, Gray et al. (2015) showed using CryoSat-2 data that the Barnes Ice Cap experiences large elevation changes during May-September period and remains in the steady state (within measurement error) during the remainder of the year.
Discussion
The assumption of negligible north deformation component is not applicable to the glacier ice flow investigated in this study. Indeed, at the Barnes Ice Cap during January-March 2015, the maximum north deformation rate exceeds the maximum vertical deformation rate by about a factor of 10 ( Fig. 4) . Therefore, the contribution of the north component to DInSAR is about 10 sin θ sin φ cos φ = 1.75 times larger than the contribution of the vertical component. The MSBAS-3D technique that utilizes the SPF constraint and solves for north, east and vertical deformation components produces superior results compared to a 2D approach solving for east and vertical deformation components only.
For static cases, the SPF assumption was used in (Joughin et al. 1998) for computing 3D deformation of Ryder glacier, Greenland, and in (Kumar et al. 2011 ) of Himalayan glaciers. The accuracy of this approach was validated in (Mohr et al. 1998) for Storstrommen glacier, Greenland, by comparing DInSAR derived results computed under the SPF assumptions with GPS measurements, and in (Gourmelen et al. 2011) for the Langjökull and Hofsjökull ice caps by comparing with MAI measurements. However, in (Reeh et al. 1999) it was shown that the SPF assumption can be applied only to glaciers in a steady state. Hence, for the case of non-steady-state flow and when the elevation change rate is known, modified MSBAS-3D technique (5) can be used. The precision of east and vertical deformation components computed with MSBAS-3D is higher than the precision of north deformation component.
The first central derivatives along the north and east directions are computed from DEM. In the case of a highresolution DEM, the derivative maps also are of a high resolution, displaying surface features that do not necessarily contribute to the motion. To avoid this effect spatial smoothing of DEM prior to computing derivatives may be necessary, which needs to be further investigated.
The maximum observed vertical deformation rate at the Barnes Ice Cap during January-March 2015 is about 3 m/year, while the average rate is only about 0.09 m/year. In (Gray et al. 2015) using CryoSat-2 measurements the average summer elevation decreases were estimated to be 2.05 ± 0.36 m (2011), 2.55 ± 0.32 m (2012), 1.38 ± 0.40 m (2013) and 1.44 ± 0.37 m (2014), while the winter-to-winter net elevation losses were 1.0 ± 0.20 m (winter 2010/11 to winter 2011/12), 1.39 ± 0.20 m (2011/12 to 2012/13) and 0.36 ± 0.20 m (2012/13 to 2013/14), for a total surface elevation loss of 2.75 ± 0.20 m over the 3-year period. Since only a three-month period is covered by this study, during which the Barnes Ice Cap remains in the steady state, the direct comparison of MSBAS-3D derived results from this study and the CryoSat-2 derived results from (Gray et al. 2015) is not feasible. The MSBAS-3D computations, however, provide high-resolution horizontal velocities during the January-March period that cannot be measured otherwise.
Conclusion
The novel MSBAS-3D technique computes the constrained 3D deformation time series from several ascending and descending DInSAR data sets. The main assumption of this technique is that motion occurs parallel to the surface, driven by the gravitational force with no internal deformation. This technique is used for computing 3D deformation at the Barnes Ice Cap (Baffin Island, Nunavut, Canada) during January-March 2015.
The availability of SAR data plays an important role in determining which techniques can be used for studying glacier flow. Sparse data collected at a single geometry and orbit direction allow computation of individual interferograms. Interferometry is not particularly suitable for fast glaciers, which makes phase analysis impossible in areas of fast flow. Speckle tracking will therefore remain an important component in glacier monitoring. The Barnes Ice Cap study shows relatively slow movement (a few tens of meters per year), so speckle tracking would therefore have large uncertainties or require acquisitions with longer time separation.
MSBAS-3D technique can be used for mapping ice flow at other glaciers and other surface deformation processes with large north deformation component, such as landslides. This technique can be successfully utilized for processing of very large data sets collected by the rapid revisit SAR satellites, such as Sentinel-1 (6-day revisit period) and the forthcoming RADARSAT Constellation Mission (4-day revisit period). Interferograms acquired by the rapid revisit satellites exhibit better interferometric coherence and are preferable for mapping glacier motion. The software implementation of MSBAS-3D technique can be downloaded from http://insar.ca/.
