Abstract:In this paper we abstract a kind of stochastic processes from evolving processes of growing networks, which are called as growing network Markov chains,threrefore the existence of the steady degree distribution and the formulas of the degree distribution are transformed to the corresponding problems of growing network Markov chains. We divide growing network markov chains into two classes: non-multiple and multiple, and then, obtain the condition in which the steady degree distribution exists and the exact formulas respectively,and then applied it to the various growing networks.So we have rigorous,exact and unified solution of the steady degree distribution of the growing networks.
Introduction
Barabási and Albert [1] found that for many real-world complex networks, e.g., the World Wide Web(WWW), the fraction P (k) of vertices with degree k is proportional over a large range to a "scale-free" power-law tail: k −γ , where γ is a constant independent of the size of the network,the network with the power-law distribution is called scale-free network.For purpose of opening up mechanism produce scale-free property,they proposed the well known BA model(the model proposed by Barabási and Albert) and summarized the reasons: growth and preferential attachment. BA model was put forward, which lead to a great echo among people, with hundreds of network models was advanced and studied, which gave rise to a new upsurge in studying complex networks. All of these established for Bara... their leading position in the study of complex network. Some important examples are as follows: Example 1.1 BA model"· · · starting with a small number (m 0 ) of vertices, at every time step we add a new vertex with m (≤ m 0 ) edges that link the new vertex to m different vertices already present in the system. To incorporate preferential attachment, we assume that the probability Π that a new vertex will be connected to a vertex depends on the connectivity k i of that vertex, so that Π(k i ) = k i / j k j . After t steps the model leads to a random network with t + m 0 vertices and mt edges."(The model exists with probability of mΠ(k i ),the detail is in [2] [3] . At each time step a new node with m links (edges) is added with links determined by the probability Π i ,and
where 0 ≤ p ≤ 1is a parameter characterizing the relative weights between the deterministic and random contributions to Π i ,and the summation is over the whole network at a given time.The model reduces to the BA model for p = 0 and it becomes a completely random network for p = 1. The existence of the degree distribution and the deduction of the formulas all the models including the noted BA model except the LCD model [9] are devoid of the exact mathematics basis.In this paper we abstract a kind of markov chains from the enumerated models,which are called growing network Markov chains.So degree distribution of network is transformed into corresponding problem of growing network markov chains.Next,we give the correlative problems of the growing network markov chains a rigorous and exact testificatio,and then apply it to the various growing networks.Hence, we have rigorous,exact and uniform solution of the steady degree distribution of the growing networks.
Non-multiple Growing Network Markov Chains
is Markov chain taking values in {0, 1, 2, · · ·}, and there exists a positive integer i 0 and a non-negative integer n, s.t, 
{k i (t)} are called as scale-free network markov chains.
Definition 2.2 If the new vertex links with vertices presented in the network without multiple linking,and transient probability is
The steady degree distribution of {k i (t)} exists and moreover,
Proof. From the mechanism of the model,we know
we have the following equation by the definition of P (k, t)
the above difference equation has the following solution
thus result in
by the Stolz-Cesáro Theorem [10] we have
Note that P (n − 1) = 0,then Eq 2.3 is proved.
In Theorem 2.3, we give sufficient condition for the existence of steady degree distribution of non-multiple growing network markov chains,and gain the formulas for it.But,when degree distribution is power-law distributed? i.e., when non-multiple growing network markov chains are scale-free? And then in the following we will answer the questions.
Theorem 2.4
If there is a non-negative integer N ≥ n satisfy d k = 0(k > N) and a constant A > 0, B satisfy F (k) = Ak + B,then {k i (t)} are scale-free network markov chains,and
If there are constants A = 0, B > 0,then
the network is random and the degree distribution is exponentially distributed.
If A < 0 we will have a contradiction for sufficient large
Applying Theorem 2.3 and Theorem 2.4 to the former examples.
the network is scale-free and degree exponent γ = 3.This is identical with Barabási et al. in [1] . , so A = 0, B = 1. The steady degree distribution is exists,and P (k) = m 1+m
Ex 1.2 Growing network with random links
is exponential distributed. Ex 1.3 LL model(i) From the mechanism we get the initial distribution d m = 1 and
. If p = 1,the formulas of degree distribution
is power-law distributed and degree exponent γ = 3 +
So the network is scale-free and the degree distribution is P (h) ∼ h
,so
The network is scale-free and degree distribution is
) and degree exponent is
The degree distribution is
so the network is scale-free and degree exponent γ = 1 + 1 p .
Multiple Growing Network Markov Chains
The degree of vertexes can add at most 1 in network of non-multiple linking. However , the degree can add more than 1 and at most m links if the multiple linking is permitted.If the probability the new vertex connect to i is f t (k i ) which is O( 1 t )(we say that a function O(f (n))if there is a constant c so that for all sufficiently large n,the function is bounded by cf (n)), so the transient probability of k i (t) is
{k i (t)} is called multiple growing network markov chains.
then the steady degree distribution of {k i (t)} exist. And, moreover,
Proof From the mechanism of the model, we get
In the above process, we use the following conclusions,for any k, lim t→∞ tf t (k) s = 0, and the initial degree of new vertex is m. This completes the proof. 
Conclusion
From the enumerated examples we abstract a kind of Markov chains, we divide growing network Markov chains into two classes: non-multiple and multiple and then prove the steady-state degree distribution simultaneously. For general growing networks (growing network Markov chains) we give an sufficient condition for the network to be scale-free if the steady-state degree distribution exists,and derive the formulas of the degree distribution and the degree exponent. The process k i (t) of non-multiple growing network Markov chains is a pure birth process, however, it is't true for multiple growing network Markov chains which can jump m states after a transition. From the four theorems we have the same steady-state degree distribution for non-multiple and multiple growing network Markov chains given the transition probability. Because the probability of receiving simultaneously more than one link is vanishing from Eq 3.6.In general we provide a way to compute the degree distribution of network whether multiple links is allowed or not.
