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Abstract
We present Lyapunov-type conditions for non-strong ergodicity of
Markov processes. Some concrete models are discussed including diffusion
processes on Riemannian manifolds and Ornstein-Uhlenbeck processes
driven by symmetric α-stable processes. For SDE driven by α-stable
process (α ∈ (0, 2]) with polynomial drift, the strong ergodicity or not is
independent on α.
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1. Introduction
Strong ergodicity of Markov process is an important topic in ergodic theory for stochas-
tic processes. Lyapunov criteria (drift conditions) for strong ergodicity have been discussed
to obtain the sufficient conditions for strong ergodicity of Markov processes, see [2],
[4], [5], [8], [14]. However, to obtain the necessary condition, we have to prove that
Lyapunov functions do not exist. This is usually impractical, so we hope to find a sufficient
(Lyapunov) condition for non-strong ergodicty.
It is well known that for right continuous Markov processes, strong ergodicity means
the uniform boundedness of first moment of hitting time. Our technique is based on this
criteria and the martingale formulation.
The main results are two-fold. First, in [10], Stramer and Tweedie studied the Lyapunov
conditions for null-recurrent by using two Lyapunov functions. We extend the method to
non-strong ergodicity. Second, motivated by Green function, we also obtain sufficient
condition by using a Lyapunov function sequence.
Let (Xt)t>0 be a Markov process on Polish space (E,E ) with transition function Pt(x, ·)
and admit a stationary probability measure pi. The process (Xt)t>0 is called strongly
ergodic (or uniformly ergodic), if there exist ε > 0, and a constant C > 0, such that
sup
x∈E
‖Pt(x, ·) − pi‖Var 6 Ce
−ǫt.
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Let {En}
∞
n=1 ⊂ E be a sequence of bounded open sets such that
En ↑ E,
⋃
n
En = E, (1)
and τA := inf{t > 0 : Xt ∈ A}.
Let Mft := f(Xt)− f(X0)−
∫ t
0 Lf(Xs)ds. Following [5], we use an enlarged domain of
L as follows:
Dw(L) :=
{
f ∈ E : (Mft )t>0 is a local martingale under {Px}x∈E
}
.
(L,Dw(L)) is called the extended generator of (Xt)t>0.
Recall that a measurable function f : E → R+ is called a norm-like function (or
compact function), if f(x) →∞ as x→∞; it means that the level sets {x : f(x) 6 r}
are precompact for each r > 0.
Now we state the main results of this paper.
Theorem 1. Assume that (Xt)t>0 is non-explosive and ergodic. Let {En}
∞
n=1 ⊂ E be
defined in (1), and H ⊂ E1 be a closed set with pi(H) > 0. If there exists non-negative
norm-like functions u(x), v(x) ∈ Dw(L), such that
(a) ∀x /∈ H,Lu(x) > −1, and u is bounded on H;
(b) there exists a constant d > 0 such that Lv(x) 6 d1H(x);
(c) lim
n→∞
sup
x/∈En
u(x)
v(x) = 0,
then (Xt)t>0 is non-strongly ergodic.
Next, we investigate the first moment of hitting time by the Green function. Let D be a
domain, XD denote the killed process on exiting of D and PDt (x,A) := Px[Xt ∈ A, τDc >
t]. Assume that there exists density pDt (x, y) with respect to invariant measure m(dx).
Then we define the Green function on D as
GD(x, y) =
∫ ∞
0
pDt (x, y)dt.
If ExτDc <∞ (the condition is ensured by the existence of stationary distribution), then
uD(x) :=
∫
D
GD(x, y)m(dy) =
∫
D
∫ ∞
0
pDt (x, y)dtm(dy)
=
∫ ∞
0
Px(τDc > t)dt = ExτDc .
(2)
Let H and {En}
∞
n=1 ⊂ E be as in Theorem 1. Assume that (Xt)t>0 is ergodic, then the
Poisson equation {
Lun(x) = −1, in En \H;
un(x) = 0, in E
c
n ∪H
(3)
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has finite solution un(x) = Ex[τH ∧ τEcn ] =
∫
En\H
GEn\H(x, y)m(dy). Hence the solution
of Poisson equation (3) could be represented by Green function. If sup
x/∈H
lim
n→∞
un(x) = ∞,
then the process is non-strongly ergodic. Motivated by this fact, we have the following
result:
Theorem 2. Assume that (Xt)t>0 is non-explosive and ergodic. Let H and {En}
∞
n=1 ⊂ E
be as Theorem 1. If for each n > 1, there exist a non-negative function un(x) ∈ Dw(L),
such that 

Lun(x) > −1, in En \H;
un(x) = 0, in E
c
n ∪H;
sup
x/∈H
lim
n→∞
un(x) =∞,
(4)
then (Xt)t>0 is non-strongly ergodic.
As a first step of our applications, let us check two simple examples.
Example 1. (Diffusion process on half line.) Let L = a(x) d
2
dx2 + b(x)
d
dx , a(x) > 0 and
a, b be continuous on (0,∞). Define C(x) =
∫ x
1
b(y)
a(y)dy and m(dx) =
eC(x)
a(x) dx. Suppose the
L-diffusion process (Xt)t>0 on [0,∞) with reflecting boundary at 0 is non-explosive and
ergodic, i.e. ∫ ∞
0
e−C(y)
(∫ y
0
eC(z)
a(z)
dz
)
dy =∞, and m([0,∞)) <∞.
According to [6, Theorem 2.1], the process is strongly ergodic if and only if δ :=∫∞
0 e
−C(y)
(∫∞
y
eC(z)
a(z) dz
)
dy <∞.
Proof. Here we only consider the necessity. In order to apply Theorem 1, let u(x) =∫ x
0 e
−C(y)
(∫∞
y
eC(z)
a(z) dz
)
dy and v(x) =
∫ x
0 e
−C(y)dy. Then Lu = −1, Lv = 0, and
lim
x→∞
u(x)
v(x)
= lim
x→∞
∫ ∞
x
eC(y)
a(y)
dy = 0.
By Theorem 1, we see that the process is non-strongly ergodic.
Now we apply Theorem 2. Let En = (0, n), H = (0, 1). The Green function on En \H
G1,n(x, y) =
(s(n)− s(x ∨ y))(s(x ∧ y)− s(1))
s(n)− s(1)
,
where s(x) =
∫ x
0 e
−C(y)dy. Let un(x) =
∫ n
1 G1,n(x, y)m(dy). For x > 1,
lim
n→∞
un(x) =
∫ x
1
e−C(t)
[∫ x
t
1
a(l)
eC(l)dl
]
dt+ (s(x)− s(1))
∫ ∞
x
1
a(l)
eC(l)dl
=
∫ x
1
e−C(t)
[∫ ∞
t
1
a(l)
eC(l)dl
]
dt.
Hence when δ =∞, according to Theorem 2, the process is non-strongly ergodic. 
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Example 2. (Single birth processes.) Let Q = (qij)i,j∈Z+ is a single-birth Q-matrix, i.e.
qi,i+1 > 0, qi,i+j = 0 for i ∈ Z+, j > 2. Assume that Q is totally stable and conservative:
qi := −qii =
∑
j 6=i qij <∞. Define
q(k)n =
k∑
j=0
qnj, F
(n)
n = 1, F
(i)
n =
1
qn,n+1
n−1∑
k=i
q(k)n F
(i)
k , 0 6 i < n,
d0 = 1, dn =
1
qn,n+1
(
1 +
n−1∑
k=0
q(k)n dk
)
, n > 1, d := sup
k∈Z+
∑k
n=0 dn∑k
n=0 F
(0)
n
.
Assume that the Q−process is ergodic, i.e. d <∞. According to [16, Theorem 1.1], the
Q−process is strongly ergodic if and only if
sup
k>0
k∑
n=0
(F (0)n d− dn) <∞.
Proof. Here we only consider the necessity. First according to [9], finite-value function
is in the extended generator (L,Dw(L)). Let H = {0} and
uk =
k−1∑
n=0
(F (0)n d− dn), vk =
k−1∑
n=0
F (0)n .
It is well known that if d < ∞, then u, v satisfy that
∑
j>0
qijuj = −1,
∑
j>0
qijvj = 0,
for i /∈ H. By [16, Remarks 2.3(ii)], lim
k→∞
dk
F
(0)
k
= d, hence lim
k→∞
uk
vk
= 0. Therefore, the
non-strong ergodicity follows from Theorem 1. 
The remainder of this paper is organized as follows. In section 2, we give proofs of
Theorem 1 and Theorem 2. In section 3 we present a sufficient condition for non-strong
ergodicity of diffusion process on Riemannian manifold and give some examples. In section
4, we prove the non-strong ergodicity of Ornstein-Uhlenbeck processes driven by symmetric
α-stable noises.
2. General criteria for non-strong ergodicity
In this section we prove Theorem 1 and 2. For this, we need the following result.
Lemma 1. [6, Lemma 2.1] Let (Xt)t>0 be a right continuous Markov process on (E,E ).
If (Xt)t>0 is strongly ergodic, then we have sup
x∈E
ExτA <∞, for any closed set A ⊂ E with
pi(A) > 0.
Proof of Theorem 1 For t > 0 and x ∈ En \H,
Ex[u(Xt∧τH∧τEcn )]− u(x) = Ex
[∫ t∧τH∧τEcn
0
Lu(Xs)ds
]
> −Ex[t ∧ τH ∧ τEcn ],
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and
Ex[v(Xt∧τH∧τEcn )]− v(x) = Ex
[∫ t∧τH∧τEcn
0
Lv(Xs)ds
]
6 0.
By letting t→∞, we have for x ∈ En \H,
Ex[τH ∧ τEcn ] > u(x)− Ex[u(XτH∧τEcn )],
and Ex[v(XτH∧τEcn )] 6 v(x).
Since
Ex[u(XτH∧τEcn )] = Ex[u(XτH )1{τH<τEcn}
] + Ex[u(XτEcn )1{τH>τEcn}
]
and Ex[v(XτEcn )1{τH>τEcn}
] 6 v(x), we have
Ex[τH ∧ τEcn ] > u(x)− Ex[u(XτH )]− Ex
[
u(XτEcn )
v(XτEcn )
v(XτEcn )1{τH>τEcn}
]
> u(x)− Ex[u(XτH )]−
(
sup
x/∈En
u(x)
v(x)
)
v(x).
Let n → ∞ to derive sup
x/∈H
Ex[τH ] > sup
x/∈H
u(x) − sup
x∈H
u(x) = ∞. Therefore, the process is
non-strongly ergodic. 
Proof of Theorem 2 For t > 0 and x ∈ En \H,
Ex[un(Xt∧τH∧τEcn )]− un(x) = Ex
[∫ t∧τH∧τEcn
0
Lun(Xs)ds
]
> −Ex[t ∧ τH ∧ τEcn ].
By letting t→∞, we have for x ∈ En \H,
Ex[τH ∧ τEcn ] > un(x).
Next, by letting n→∞, we have for all x /∈ H, Ex[τH ] > lim
n→∞
un(x). Therefore,
sup
x/∈H
Ex[τH ] > sup
x/∈H
lim
n→∞
un(x) =∞.
This proves that (Xt)t>0 is non-strongly ergodic. 
3. Diffusion processes
Let M be a complete connected Riemannian manifold, (Xt)t>0 be a non-explosive and
ergodic diffusion process on M with generator L = ∆ + Z, where Z is a C1 vector field.
Assume that the generalized martingale problem for L is well-posed, i.e. for f ∈ C2(M)
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and Lf locally bounded, f(Xt)− f(X0)−
∫ t
0 Lf(Xs)ds is a local martingale with respect
to Px, for any x ∈M . On a proper local chart of M , the genetor L has the form
L =
n∑
i,j=1
aij(x)
∂2
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
. (5)
Specially, if M = Rn, then the form (5) is a global representation. If a is positive define,
symmetric, and a, b are locally bounded, then martingale problem for L is well-posed (see
[11, Theorem 1.13.1]).
Let ρ ∈ C2(M ×M) be a distance (may not be Riemannian metric). Fix o ∈ M , let
ρ(x) = ρ(x, o), and D = supx ρ(x) be the diameter, Bd := {x ∈ M : ρ(x) 6 d} be the
geodesic ball.
For ξ, η ∈ C2(M), define Γ(ξ, η) = 12 (L(ξη)− ξLη − ηLξ). If ρ is the Riemannian
distance onM , then Γ(ρ, ρ) ≡ 1. WhenM = Rn, ρ is the Euclidean distance and L has the
form (5) satisfying that a(x) is positive define, we have Γ(ρ, ρ) = 1
|x|2
∑n
i,j=1 aij(x)xixj > 0.
In this section, we always assume that the distance fucntion ρ satisfies Γ(ρ, ρ) > 0.
Define F = {f ∈ C2[0,D] : f
∣∣
(0,D)
> 0, f ′
∣∣
(0,D)
> 0}. For f ∈ F ,
Lf ◦ ρ(x) = Γ(ρ, ρ)(x)f ′′[ρ(x)] + Lρ(x)f ′[ρ(x)]. (6)
Next, fix 0 < p < D, choose the functions as follows: for r > p,
α(r) > sup
ρ(x)=r
Γ(ρ, ρ)(x), α(r) 6 inf
ρ(x)=r
Γ(ρ, ρ)(x); (7)
β(r) > sup
ρ(x)=r
Lρ(x), β(r) 6 inf
ρ(x)=r
Lρ(x);
C(r) =
∫ r
p
β(s)
α(s)
ds, C(r) =
∫ r
p
β(s)
α(s)
ds. (8)
Then by comparing (Xt)t>0 with its radial process and applying Lyapunov condition (see
[9, Theorem 5.2(c)]) and Theorem 2, we obtain the explicit conditions for the strong
ergodicity and the non-strong ergodicity.
Theorem 3. (1) If
δp(ρ) :=
∫ D
p
e−C(y)
(∫ D
y
eC(z)
α(z)
dz
)
dy <∞, (9)
then the process (Xt)t>0 is strongly ergodic.
(2) If
δp(ρ) :=
∫ D
p
e−C(y)
(∫ D
y
eC(z)dz
α(z)
)
dy =∞, (10)
then the process (Xt)t>0 is non-strongly ergodic.
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To prove Theorem 3, we need the following lemma.
Lemma 2. Assume the diffusion (Xt)t>0 is non-explosive. If s(D) :=
∫ D
1 e
−C(l)dl < ∞,
then (Xt)t>0 is transient.
Proof. For r > 1, define s(r) :=
∫ r
1 e
−C(l)dl, which satisfies that
α(r)s′′(r) + β(r)s′(r) = 0, i.e. s′′(r) +
β(r)
α(r)
s′(r) = 0.
Thus for x ∈ E with ρ(x) = r,
Ls ◦ ρ(x) = A(x)
(
s′′[ρ(x)] +
B(x)
A(x)
s′[ρ(x)]
)
> A(x)
(
s′′(r) +
β(r)
α(r)
s′(r)
)
= 0. (11)
By using the martingale formulation, we have
Ex[s ◦ ρ(Xt∧τB1∧τBcR
)] > s ◦ ρ(x).
By letting t→∞, we have s ◦ ρ(x) 6 (1− Px[τB1 < τBcR ])s(R). So
Px[τB1 < τBcR ] ≤
s(R)− s(ρ(x))
s(R)
, for 1 6 ρ(x) 6 R.
Because (Xt)t>0 is non-explosive, let R→ D to get that for x ∈ E with ρ(x) > 1,
Px[τB1 <∞] ≤
s(D)− s(ρ(x))
s(D)
< 1.
Therefore (Xt)t>0 is transient. 
Proof of Theorem 3
(1) ∀r > p, define
f1(r) =
∫ r
p
e−C(y)
(∫ ∞
y
eC(z)
α(z)
dz
)
dy. (12)
Then f1 satisfies that
α(r)f ′′1 (r) + β(r)f
′
1(r) = −1.
Hence for x ∈M with ρ(x) = r,
Lf1 ◦ ρ(x) = Γ(ρ, ρ)(x)
(
f ′′1 [ρ(x)] +
Lρ(x)
Γ(ρ, ρ)(x)
f ′1[ρ(x)]
)
6 α(r)f ′′1 (r) + β(r)f
′
1(r) = −1.
(13)
If δp(ρ) < ∞, then by letting u1(x) = f1 ◦ ρ(x), and H = Bp, the process is strongly
ergodic by [9, Theorem 5.2(c)].
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(2) Let un(x) = ψn ◦ ρ(x) be defined by
ψn(r) =
∫ n
p
G(r, l)
1
α(l)
eC(l)dl, p 6 r 6 n, (14)
where
G(r, l) :=


[s(r)− s(p)][s(n)− s(l)]
s(n)− s(p)
r < l;
[s(l)− s(p)][s(n)− s(r)]
s(n)− s(p)
r > l.
(15)
For n > p+1, let En = Bn+p. Obviously, ∀x ∈ En \H, Lun(x) > −1, and un
∣∣
En∪∂H
= 0.
Rewrite un(r) as
ψn(r) =
∫ r
p
[s(l)− s(p)][s(n)− s(r)]
s(n)− s(p)
1
α(l)
eC(l)dl
+
∫ n
r
[s(r)− s(p)][s(n)− s(l)]
s(n)− s(p)
1
α(l)
eC(l)dl.
If lim
R→D
s(R) <∞, then by letting n→ D, we know that (Xt)t>0 is transient by Lemma 2.
So we assume that lim
n→∞
s(n) =∞. Therefore,
lim
n→∞
ψn(r) =
∫ r
p
[∫ l
p
e−C(t)dt
]
1
α(l)
eC(l)dl +
∫ r
p
e−C(t)dt
∫ ∞
r
1
α(l)
eC(l)dl
=
∫ r
p
e−C(t)
[∫ r
t
1
α(l)
eC(l)dl
]
dt+
∫ r
p
e−C(t)
[∫ ∞
r
1
α(l)
eC(l)dl
]
dt
=
∫ r
p
e−C(t)
[∫ ∞
t
1
α(l)
eC(l)dl
]
dt.
Then (10) yields that sup
x/∈H
lim
n→∞
un(x) = sup
r>p
lim
n→∞
ψn(r) = ∞. It follows from Theorem 2
that (Xt)t>0 is non-strongly ergodic. 
We use Theorem 3 to check some examples such as radial process.
Example 3. [7, Example 3.6] Let (Xt)t>0 be a n-dimensional diffusion process with
generator L = ∆ + ∇V · ∇. Here V (x) = −|x|c. Then (Xt)t>0 is strongly ergodic if
and only if c > 2. Specially, the classical O.U. process (c = 2) is non-strongly ergodic.
Proof. Let ρ(x) = |x|. Apply Theorem 3 we know (Xt)t>0 is strongly ergodic if and only
if ∫ ∞
1
y1−ney
c
(∫ ∞
y
zn−1e−z
c
dz
)
dy <∞.
By using integration by parts, we obtain that there exist C1, C2 > 0 such that
C1y
n−ce−y
c
6
∫ ∞
y
zn−1e−z
c
dz 6 C2y
n−ce−y
c
. (16)
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Hence (Xt)t>0 is strongly ergodic if and only if
∞ >
∫ ∞
1
y1−ney
c
yn−ce−y
c
dy =
∫ ∞
1
y1−cdy,
which is equivalent to c > 2.
On the other hand, we can also use Lyapunov function for strong ergodicity and
Theorem 1.
When c 6 0, (Xt)t>0 is not ergodic. For 0 < c 6 2, we choose u(x) = log(|x| + 1),
v(x) = |x|. Then
Lu >
n− 2
(|x|+ 1)2
−
1
|x|(|x|+ 1)2
− c|x|c−2, and Lv =
n− 1− c|x|c
|x|
.
Let r =
(
n−1
c
)1/c
, H = Br and En = Br+n. When x /∈ H,
Lv(x) 6 0, and Lu(x) > −
(
n− 1
c
)− 3
c
− c
(
n− 1
c
) c−2
c
.
It is easy to check that u, v satisfy the condition in Theorem 1, so that (Xt)t>0 is non-
strongly ergodic;
When c > 2, let w(x) = 1− 1log(|x|+1) and it satisfies the Lyapunov condition for strong
ergodicity (see [5, Theorem 5.2(c)]), therefore, (Xt)t>0 is strongly ergodic. 
Now we remark that Theorem 3 is somewhat difficult to get the strong ergodicity for
some non-radial processes. To use Theorem 3, we need to choose a distance function ρ
to compare (Xt)t>0 with its racial process. However, for some processes, choosing the
(smooth) distance function (such as Riemannian metric) is difficult to get the strong
ergodicity. However, Theorem 1 can still be valid.
Example 4. Let (Xt)t>0 be a diffusion process on R
2 with generator L = ∂
2
∂x21
+ ∂
2
∂x22
−
x1
∂
∂x1
− x22
∂
∂x2
. Then (Xt)t>0 is non-strongly ergodic.
Proof. Let ρ(x) = |x| be the Euclid metric. For r > 0 large enough, we choose
α(r) = α(r) = 1, β(r) =
1 + r3
r
, β(r) =
1− r3
r
and
C(r) = log r +
r3 − 1
3
, C(r) = log r −
r3 − 1
3
.
For p > 0 large enough, on the one hand,
δp(ρ) =
∫ ∞
p
y−1e−y
3/3
(∫ ∞
y
zez
3/3dz
)
dy >
∫ ∞
p
y−1
(∫ ∞
y
zdz
)
dy =∞;
On the other hand, δp(ρ) <∞ according to (16). Thus Theorem 3 is invalid to check the
strong ergodicity.
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Now we apply Theorem 1. We choose the functions u(x) = log(x21 + 1), v(x) = x
2
1 + 1,
and En = {x : |x1| < n, |x2| < n} for n > 2, and H = E1. For ∀x /∈ H,
Lu =
2(1 − x21)
(1 + x21)
2
−
2x21
1 + x21
> −
5
2
, Lv = 2− 2x21 6 0, and limn→∞
u(x)
v(x)
= 0.
Thus the process is non-strongly ergodic by Theorem 1. 
4. Ornstein-Uhlenbeck processes driven by α-stable noises
Let (Zt)t>0 be a d−dimensional symmetric α−stable process with generator −(−∆)
α
2 ,
which has the following expression:
−(−∆)
α
2 f(x) :=
∫
Rd\{0}
(
f(x+ z)− f(x)−∇f(x) · z1{|z|61}
) Cd,α
|z|d+α
dz.
Here Cd,α =
α2α−1Γ(d+α
2
)
π
d
2 Γ( 1−α
2
)
is the normalizing constant so that the Fourier transform of
−(−∆)
α
2 u is −|ξ|αuˆ(ξ).
Consider the following stochastic differential equation driven by α-stable noise on Rd:
dXt = AXtdt+ dZt, X0 = x,
where A is a real d × d matrix. It is well known that the SDE has the unique strong
solution (Xt)t>0 which is (strong) Feller and Lebesgue irreducible, see, e.g. [14]. We call
(Xt)t>0 d-dimensional Ornstein-Uhlenbeck process driven by symmetric α−stable noise.
The generator L is represented as for any f ∈ Dw(L),
Lf(x) =
∫
Rd\{0}
(
f(x+ z)− f(x)−∇f(x) · z1{|z|61}
) Cd,α
|z|d+α
dz + 〈Ax,∇f(x)〉,
and {
f ∈ C2(Rd) :
∫
|z|>1
[f(x+ z)− f(x)]
1
|z|d+α
dz <∞, for x ∈ Rd
}
⊂ Dw(L).
By [15, Theorem 3], if the real parts of all the eigenvalues of A are negative, then the
process is exponentially ergodic. We will prove the non-strong ergodicity by Theorem 1.
Theorem 4. Ornstein-Uhlenbeck process (Xt)t>0 driven by symmetric α−stable noise is
not strongly ergodic.
Proof. Let u(x) = log(|x|+ 1) and v(x) = |x|θ, where θ ∈ (0, 1 ∧ α). It’s easy to check
that u(x), v(x) ∈ Dw(L) and lim
|x|→∞
u(x)
v(x) = 0. Moreover, there exists r0 > 0 such that
Lv(x) 6 1B(0,r0). See [14].
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To apply Theorem 1, we need only prove that there exists C(d, α) only depend on d, α,
such that
Lu(x) > −C(d, α), for |x| large enough.
First, we estimate the drift coefficient
〈∇u(x), Ax〉 =
〈x,Ax〉
|x|(|x| + 1)
> −

 d∑
i,j=1
a2ij


1
2
. (17)
Next we turn to estimate the fractional Laplacian for |x| large enough.
−(−∆)α/2u(x) =
∫
Rd\{0}
(
u(x+ z)− u(x)−∇u(x) · z1{|z|61}
) Cd,α
|z|d+α
dz
>
∫
{|z|61}
(u(x+ z)− u(x)−∇u(x) · z)
Cd,α
|z|d+α
dz
+
∫
{|z|>1}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz
=:A(x) +B(x).
For |x| > 1,
A(x) =
1
2
∫
{|z|61}
[
zTHess(u(x+ θz))z
] Cd,α
|z|d+α
dz
>
1
2
Cd,α
(
1
(|x|+ 2)(|x| + 1)
−
2
(|x| − 1)2
−
1
(|x| − 1)3
)∫
|z|61
1
|z|d+α−2
dz
→ 0 as |x| → ∞.
The calculation of B(x) is complicated, and is divided in three cases: α ∈ (1, 2), α = 1
and α ∈ (0, 1).
Case 1: α ∈ (1,2). Using Taylor’s formula to u(x), we have
B(x) =
∫
{|z|>1}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz
=
∫
{|z|>1}
〈x+ θz, z〉
(|x+ θz|+ 1)(|x+ θz|)
Cd,α
|z|d+α
dz
> −
∫
{|z|>1}
1
|x+ θz|+ 1
Cd,α
|z|d+α−1
dz
> −C(d)
∫ ∞
1
1
rα
dr = −
C(d)
α− 1
.
So there exists R1 large enough such that −(−∆)
α/2u(x) > −2C(d)α−1 for |x| > R1.
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Case 2: α = 1. Using integration by parts formula,
B(x) =
∫
{1<|z|<|x|}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz +
∫
{|z|>|x|}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz
= C(d)
∫ |x|
1
log
(
1−
r
|x|+ 1
)
1
r2
dr +C(d)
∫ ∞
|x|
log
(
(r − |x|+ 1)
|x|+ 1
)
1
r2
dr
= C(d)
[
1
|x|
log |x| −
2 log |x|
|x|+ 1
−
1
|x|
log |x|+
log |x|
|x| − 1
]
→ 0 as |x| → ∞.
Thus there exists R2 large enough such that −(−∆)
α/2u(x) > −1, for |x| > R2.
Case 3: α ∈ (0,1). First we divide B(x) in three parts:
B(x) =
∫
{1<|z|<|x|−1}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz
+
∫
{|x|−16|z|6|x|+1}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz
+
∫
{|z|>|x|+1}
(u(x+ z)− u(x))
Cd,α
|z|d+α
dz
:=I1(x) + I2(x) + I3(x).
We estimate I1, I2 and I3 one by one. First, we have
I1 =
∫
{1<|z|6|x|−1}
(
log(|x+ z|+ 1)− log(|x|+ 1)
) Cd,α
|z|d+α
dz
>
∫
{1<|z|6|x|−1}
log
(
(|x| − |z|+ 1)
|x|+ 1
)
Cd,α
|z|d+α
dz
= C(d)
∫ |x|−1
1
log
(
1−
r
|x|+ 1
)
1
r1+α
dr
>
C(d)
α
[
log
(
|x|
|x|+ 1
)
+
1
(|x| − 1)α
log
(
2
|x|+ 1
)
−
∫ |x|−1
0
1
rα
1
|x|+ 1− r
dr
]
.
To estimate the last integral above, we use the integral representation of Gauss hyperge-
ometric function F (a, b, c, z) (see [1, 15.3.1]):
F (a, b, c, z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− tz)−adt, Re(c) > Re(b) > 0. (18)
By using (18), we have
−
∫ |x|−1
0
1
rα
1
|x|+ 1− r
dr = −
1
(1− α)(|x| − 1)α−1(|x|+ 1)
F
(
1, 1− α, 2 − α,
|x| − 1
1 + |x|
)
=: J1(x).
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Similarly,
I3(x) =
∫
{|z|>|x|+1}
(
log(|x+ z|+ 1)− log(|x|+ 1)
) Cd,α
|z|d+α
dz
>
∫
{|z|>|x|+1}
log
(
(|z| − |x|+ 1)
|x|+ 1
)
Cd,α
|z|d+α
dz
= C(d)
∫ ∞
|x|+1
log
(
(r − |x|+ 1)
|x|+ 1
)
1
r1+α
dr
=
C(d)
α(|x| + 1)α
log
(
2
|x|+ 1
)
+
C(d)
α
∫ ∞
|x|+1
1
rα
1
1− |x|+ r
dr
and ∫ ∞
|x|+1
1
rα
1
1− |x|+ r
dr =
1
α(|x| + 1)α
F
(
1, α, 1 + α,
|x| − 1
|x|+ 1
)
=: J2(x).
Next, we calculate
J1(x) + J2(x) =
F
(
1, 1− α, 2 − α, |x|−11+|x|
)
(α− 1)(|x| − 1)α−1(|x|+ 1)
+
F
(
1, α, 1 + α, |x|−1|x|+1
)
α(|x| + 1)α
=

 F
(
1, 1 − α, 2− α, |x|−11+|x|
)
(α− 1)(|x| − 1)α−1(|x|+ 1)
−
F
(
1, 1 − α, 2− α, |x|−11+|x|
)
(α− 1)(|x|+ 1)α


+

F
(
1, 1 − α, 2− α, |x|−11+|x|
)
(α− 1)(|x|+ 1)α
+
F
(
1, α, 1 + α, |x|−1|x|+1
)
α(|x|+ 1)α


=:K1(x) +K2(x).
According to [12, (3.18)–(3.21)],
lim
|x|→∞
(1 + |x|)α(K1(x) +K2(x)) = pi cot (piα/2) .
Hence
I1(x) + I3(x) >
C(d)
α
[
log
(
|x|
|x|+ 1
)
+
1
(|x| − 1)α
log
(
2
|x|+ 1
)]
+
C(d)
α(|x| + 1)α
log
(
2
|x|+ 1
)
+
C(d)
α
(K1(x) +K2(x))
→0 as |x| → ∞.
Next, we consider I2(x). Since∫ |x|+1
|x|−1
log
(
|r − |x||+ 1
|x|+ 1
)
1
r1+α
dr >
log(|x|+ 1)
α
[
1
(|x|+ 1)α
−
1
(|x| − 1)α
]
→ 0 as |x| → ∞,
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we have lim
|x|→∞
I2(x) = 0. Thus for α ∈ (0, 1),
lim
|x|→∞
−(−∆)α/2u(x) > lim
|x|→∞
(I1(x) + I2(x) + I3(x)) = 0.
Therefore, we choose R3 > 1 large enough such that −(−∆)
α/2u(x) > −1 for any |x| > R3.
Finally, we obtain that for each α ∈ (0, 2), there exists a positive number R3 large
enough, such that −(−∆)α/2u(x) > −c, where c is a positive number.
Therefore, by combining (17) and the analysis in Case 1–3, we have proved that there
exists C(d, α) only depending on d, α, such that Lu(x) > −C(d, α), for |x| large enough.

Corollary 1. Consider the following stochastic differential equation driven by α-stable
noise on Rd:
dXt = b(Xt)dt+ dZt, X0 = x0,
where b(x) = −x|x|δ, δ > 0. If δ > 0, [14, Example 1.2] has proved the process is strongly
ergodic. If δ = 0, then by Theorem 4, the process is non-strongly ergodic. Thus the process
is strongly ergodic if and only if δ > 0.
Remark 1. According to Corollary 1 and Example 3, we know that for SDE driven by
symmetric α-stable process (α ∈ (0, 2]) with polynomial drift b(x) = −x|x|δ, the strong
ergodicity is independent of α.
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