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Abstract
We are rarely able to fully and directly observe many phenomena which are crucial
to our daily lives. However, it is often the case that certain partial information on
the phenomena of interest is available together with a mathematical model of it.
The general question that one is interested in this case is what inferences can be
done on the phenomena based on the partial data and the prior assumptions. In
general, the evolution of the real life phenomena is a (partially observed) dynamical
system. This naturally leads us to the area of stochastic filtering, which is defined
as the estimation of dynamical systems whose trajectory is modelled by a stochastic
process called the signal, given the information accumulated from its partial ob-
servation. Various applications of the problem include the control of engineering
systems, data assimilation in meteorology, volatility estimation in financial markets,
computer vision and vehicle tracking. A massive scientific and computational effort
is dedicated to the development of various tools for approximating the solution of
the filtering problem. In this thesis, we cover several topics related to the numerical
approximation of the solution of the filtering problem. The first topic is related
to Sequential Monte Carlo methods, or particle filters. Here we analyse the bias
resulting from such approximations. We then study the filtering problem associated
to the Cox-Ingersoll-Ross model. This model is ubiquitous in many financial appli-
cations as it describes the evolution of interest rates. The third topic is related to
the projection filter. We first provide a local convergence result and then propose
a way to generalize it to a global result. The thesis also contains results related to
the stability of the filtering solution and the Navier-Stokes equation.
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Notation:
• (Ω,F ,P) - probability triple consisting of a sample space Ω, the σ-algebra F
which is the set of all measurable events, and the probability measure P.
• (Ft)t≥0 - a filtration, that is an increasing family of sub-σ-algebras of F ; Fs ⊂
Ft, 0 ≤ s ≤ t.
• Rd - the d-dimensional Euclidean space.
• (S,B(S)) - the state space of the signal. Normally S is taken as a complete
separable space, and B(S) is the associated Borel σ-algebra, that is, the σ-
algebra generated by the open sets in S.
• B(S) - the space of bounded B(S)-measurable functions from S to R.
• P (S) - the family of Borel probability measures on space S.
• Cb(Rd) - the space of bounded continuous functions on Rd.
• Cmb (Rd) - the space of bounded continuous functions on Rd with bounded
derivatives up to order m.
• Cm0 (Rd) - the space of continuous functions on Rd, vanishing at infinity with
continuous partial derivatives up to order m.
• ‖ ∙ ‖∞ - the supremum norm for ϕ : Rd → R: ‖ϕ‖∞ = supx∈Rd ‖ϕ(x)‖.
• ‖ ∙‖m,∞ - the norm such that for ϕ on Rd, ‖ϕ‖m,∞ =
∑
|α|≤m supx∈Rd |Dαϕ(x)|,
where α = (α1, . . . , αd) is a multi-index and Dα = (∂1)
α1 ∙ ∙ ∙ (∂d)αd .
• MF (Rd) - the set of finite measures on Rd.
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• Ml(Rd) - the space of finite measures μ over B(Rd) such that μ(ψ) < ∞,
where ψ : Rd → R is the function ψ(x) = 1 + ‖x‖ for any x ∈ Rd;
• DMF (Rd)[0, T ] - the space of ca`dla`g functions (or right continuous functions
with left limits) f : [0, T ]→MF (Rd).
• DMF (Rd)[0,∞) - the space of ca`dla`g functions (or right continuous functions
with left limits) f : [0,∞)→MF (Rd).
• a> - the transpose of the matrix a.
• tr(A) - the trace of the matrix A.
• A ∨B - the σ-algebra generated by the union A ∪ B.
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Chapter 1
Introduction
1.1 Preamble
Stochastic filtering is the problem of estimating the current state of an evolving
system, which is known as the signal, using its partial observations and a stochastic
model for the prior distribution of the signal. The scope of applications of stochas-
tic filtering is wide and includes satellite positioning, communications, finance and
econometrics, etc (see, eg [11, 35, 38, 54]).
The signal in a filtering problem is a stochastic process defined on a generic prob-
ability space (Ω,F ,P), usually denoted by X = {Xt, t ≥ 0}, where t is the temporal
parameter. As mentioned above, the signal process is not available to observe di-
rectly. Instead, a partial observation is obtained, modelled by another continuous
process Y = {Yt, t ≥ 0}. The aim of filtering problem is to make inferences about
the process X using the information obtained from the process Y .
The presence of the measurement noise is one of the reasons why the original
signal can not be observed fully. Thus we model the observation process as a function
of the signal X and the noise, which is modelled by a Brownian motion W =
{Wt, t ≥ 0}, in other words,
Yt = f(Xt,Wt), t ∈ [0,∞).
The information available from the observation up to time t is modelled by the
10
filtration Y = {Yt, t ≥ 0} generated by the observation process Y , that is:
Yt = σ(Ys, s ∈ [0, t]), t ≥ 0.
In this setting, many possible inferences can be made about the signal process X.
For example:
• The best estimate Xˆt of the value of the signal at time t given the observation
up to time t. By best estimate we mean, for example, the best mean square es-
timate, this is equivalent to computing E[Xt | Yt], the conditional expectation
of Xt given Yt.
• The estimate of the difference Xt − Xˆt given the observation up to time t. In
the case where the signal is real-valued, one may wish to compute
E[(Xt − Xˆt)2|Yt] = E[X2t |Yt]− E[Xt|Yt]2
as this quantifies the error when approximating Xt with Xˆt.
• The probability that the signal at time t can be found within a certain set A
given the observation up to time t, which means computing P(Xt ∈ A|Yt) =
E[1{Xt∈A}|Yt], the conditional probability of {Xt ∈ A} given Yt.
One can see that all the above inferences require the computation of one or more
quantities of the form E[ϕ(Xt)|Yt], where ϕ is a real-valued function defined on
the state space of the signal. Furthermore, instead of the fragments of information
about Xt obtained from the above quantities, we may want to know all the infor-
mation about Xt which is contained in Yt. That means we want to compute πt, the
conditional distribution of Xt given Yt. The distribution πt is a probability measure
valued random variable measurable with respect to Yt such that
πt(ϕ) = E[ϕ(Xt) | Yt] =
∫
S
ϕ(x)πt(dx) (1.1)
for all statistics ϕ for which both sides of (1.1) make sense and S is the state space
of the signal. It follows that knowing πt will enable us, at least theoretically, to
compute any inference of Xt given Yt if we integrate function ϕ with respect to
πt. It is well known (see, for example, [53], [60]) that, under suitable conditions
on the pair (Xt, Yt), πt is the solution of the Kushner-Stratonovich equation and its
unnormalised version ρt satisfies the Zakai equation. Both equations are stochastic
partial differential equations driven by the observation process Y (see Chapter 2).
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1.2 Overview
The thesis discusses several topics for both discrete and continuous time filtering
problems. The motivation is that explicit solutions (ρ or π) of the filtering equa-
tions are rarely available. In practice, people rely on various numerical schemes to
solve filtering problems. There are only a few exceptions where the filtering solutions
are finite dimensional (see Chapter 6 of [4] for the Benesˇ filter and the Kalman-Bucy
filter and [22] for the Daum filter). Several classes of numerical methods were there-
fore developed to approximate the solution of the filtering problem. These methods
include the particle methods, the projection filter and moments methods, the spec-
tral methods, as well as the PDE methods.
Among the existing numerical methods for solving the filtering problem, particle
filters (also known as sequential Monte Carlo method ) are among the most popular
ones. Essentially, particle filters are algorithms that approximate πt with discrete
random measures of the form ∑
i
ai(t)δvi(t),
where δvj(t) is the Dirac delta measure centred at vj(t). In other words, we compute
the empirical distributions associated with sets of randomly located particles with
weights a1(t), a2(t), . . ., and positions v1(t), v2(t), . . ..
The projection filter is an algorithm that provides an approximation to the con-
ditional distribution of the signal by using a differential geometry approach to the
evolution equation of the approximating measure. However, no general convergence
results have been developed for this method.
The spectral approach, introduced in 1997 by Lototsky, Mikulevicius and Ro-
zovskii in [45], for numerically estimating the conditional distribution of the signal
is based on Cameron-Martin decomposition of L2-functionals of a Gaussian process.
This approach allows the computations involving the observations and the ones in-
volving the system parameters to be computed separately.
Partial differential equations (PDE) methods make use of the fact that the den-
12
sity of the unnormalised conditional distribution of the signal is the solution of a
partial differential equation (see, for example, Chapter 7 in [4]). Although this is a
stochastic partial differential equation, classical partial differential equations meth-
ods can still be applied to it. These methods are very successful in low dimensions
but cannot be applied to high-dimensional problems. This is because they typically
require the use of a space grid whose size increases exponentially with the dimension
of the state space of the signal.
If we apply the numerical schemes introduced above in practice, it is not al-
ways the case that we can get a close approximation to the filtering solution. The
effect of using numerical scheme depends on whether our filtering model has been
appropriately defined. One of the most important properties of a filtering system is
stability. In practice, the signal process is not directly observable and the true initial
distribution is usually unknown. Stability property guarantees that the solution to
the filtering problem that comes from a wrong initialization converges to the true
filtering solution as time tends to infinity.
In this thesis, our discussion includes two numerical schemes, the particle meth-
ods and the projection filter. For particle methods, we provide an estimation of the
bias between the particle estimator and the true filtering solution. For projection
filter, we provide a local convergence result for a particular case of projection which
uses an exponential family to approximate conditional distribution of the signal.
Moreover, motivated by the Cox-Ingersoll-Ross processes which is widely used in
practice, we develop filtering theory for signals with Non-Lipschitz Coefficients. Fi-
nally, we discuss the stability problems in both discrete and continuous time settings
and apply some existing results to the filtering of the Navier- Stokes equations.
1.3 Contents of the Thesis
In Chapter 2, we review the existing results on stochastic filtering theory 1. The
filtering framework is introduced first, with the focus on the problems where the
1For a short historical account of the development of stochastic filtering problem, see, for
example, Section 1.3 of [4].
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signal X is a diffusion process and the state space S of the signal process is a com-
plete separable metric space (usually we take S = Rd). After that, we will discuss
briefly the change of measure approach to deducing the Zakai equation, which is the
linear stochastic partial differential equation satisfied by the unnormalised version
of the conditional distribution of X. Deducing the evolution equation satisfied by
the normalised conditional distribution πt, the Kushner-Stratonovich equation, is a
simple consequence of the Zakai equation.
Chapter 3 discusses the bias of the particle filters. We will first briefly introduce
the particle filter methods, the estimation error, and the convergence results of the
particle filter. Then we will introduce the bias of the particle estimation. We will
show that the bias of the particle filter is of order 1
n
as opposed to the order of the
mean square error which is 1√
n
. We will then explain how the bias influences the
numerical approximation.
Chapters 4 discusses the filtering theory with non-Lipschitz coefficients. Firstly
we will explain our motivations, the Cox-Ingersoll-Ross process and the general affine
processes. Then we will deduce the filtering equation for signals with Ho¨lder con-
tinuous coefficients and prove the uniqueness of the solution for the corresponding
Zakai equations under this general condition.
In Chapter 5 we discuss the projection filter methods. We will first briefly in-
troduce the idea of the projection filter. For the particular case that we project the
posterior solution into the space of an exponential family, we provide a local con-
vergence result for our approximation. We also study the convergence rate under a
certain measure for probability distributions. Finally we discuss how to get a global
convergence result.
In Chapter 6 we discuss stability problems. Firstly, we introduce the stability
problem and then review some existing results. We work with different particular
examples and provide the analysis of stability in both discrete and continuous time
settings. Then we summarize the tools that are used in getting stability results and
develop a PDE for the likelihood function which is a core quantity in the study of
14
the stability problem. Finally we introduce the filtering problem with respect to the
Navier- Stokes equations. We approximate the system of Navier- Stokes equations
by a finite dimensional signals and interpret it through a filtering problem.
15
Chapter 2
The Classic Filtering Theory
2.1 Filtering Framework
Let (Ω,F ,P) be a probability space together with a filtration (Ft)t≥0 which satisfies
the usual conditions. On (Ω,F ,P) we consider an Ft-adapted process X = {Xt; t ≥
0} which takes value in a complete separable metric space S (the state space, S = Rd
is assumed throughout this thesis). Let S be the associated Borel σ-algebra B(S).
The process X is assumed to have paths which are ca`dla`g. We call process X the
signal process. Define
Xt = σ(Xs; s ∈ [0, t]) ∨N ,
where N is the collection of all P-null sets on (Ω,F ,P), that is Xt is the usual
augmentation of the filtration associated with the process X with null sets. Then
define
X ,
∨
t∈R+
Xt = σ
( ⋃
t∈R+
Xt
)
.
Let B(S) be the space of all bounded B(S)-measurable functions, let A : B(S)→
B(S) be a possibly unbounded linear operator and denoted by D(A) the domain of
A which is a subset of B(S). We assume that 1 ∈ D(A) and A1 = 0. This definition
implies that if f ∈ D(A) then Af is bounded.
Let π0 ∈ P(S) and assume that X is a solution of the martingale problem
for (A, π0). In other words, assume the distribution of X0 is π0 and the process
Mϕ = {Mϕt ; t ≥ 0} defined as
Mϕt = ϕ(Xt)− ϕ(X0)−
∫ t
0
(Aϕ)(Xs)ds, t ≥ 0 (2.1)
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is an Ft-adapted martingale for any ϕ ∈ D(A). The operator A is called the in-
finitesimal generator of the process X.
Let h = (hi)
m
i=1 : S→ Rm be a measurable function such that
P
(∫ t
0
‖h(Xs)‖ds <∞
)
= 1 (2.2)
for all t ≥ 0, where ‖ ∙ ‖ is the Euclidean norm, meaning ‖a‖ =
√∑d
i=1
∑p
j=1 a
2
ij for
a d×p matrix a. Let W be a standard Ft-adapted m-dimensional Brownian motion
on (Ω,F ,P) independent of X, and Y be the process which satisfies the following
evolution equation
Yt = Y0 +
∫ t
0
h(Xs)ds+Wt, (2.3)
Condition (2.2) ensures that the Riemann integral in equation (2.3) exists almost
surely. This process Y = {Yt; t ≥ 0} is called the observation process. Let {Yt, t ≥
0} be the usual augmentation of the filtration associated with the process Y , viz
Yt = σ(Ys, s ∈ [0, t]) ∨N ,
Y =
∨
t∈R+
Yt = σ
( ⋃
t∈R+
Yt
)
.
Then note that since by the measurability of h, Yt is Ft-adapted, it follows that
Yt ⊂ Ft.
Now we are in the position to formally define the filtering problem:
Definition 2.1.1. The filtering problem consists in determining the conditional dis-
tribution πt of the signal X at time t given the information accumulated from ob-
serving Y in the interval [0, t]; that is, for ϕ ∈ B(S), computing
πt(ϕ) =
∫
S
ϕ(x)πt(dx) = E[ϕ(Xt) | Yt]. (2.4)
From the following theorem (see, for example, in [4]), we see that πt can be
formalised by defining a (probability) measure-valued stochastic process describing
the conditional distribution.
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Theorem 2.1.2. Let S be a complete metric space and S be the associated Borel
σ-algebra. Then there exists a P(S)-valued Yt-adapted process π = {πt : t ≥ 0} such
that for any f ∈ B(S)
πt(f) = E[f(Xt) | Yt] P− a.s.,
where P(S) is the space of probability measures over (S,B(S)). In particular, the
identity
πωt (A) = P[Xt ∈ A | Yt](ω) (2.5)
holds true almost surely for any A ∈ B(S).
Moreover if Y satisfies the evolution equation
Yt = Y0 +
∫ t
0
h(Xs)ds+Wt, t ≥ 0, (2.6)
where W = {Wt : t ≥ 0} is a standard Ft-adapted m-dimensional Brownian motion
and h = (hi)
m
i=1 is a measurable function such that
E
[∫ t
0
‖h(Xs)‖ds
]
<∞ (2.7)
and
P
(∫ t
0
‖πs(h)‖2ds <∞
)
= 1 (2.8)
for all t ≥ 0, then π has a Yt-adapted progressively measurable modification. Fur-
thermore, if X is ca`dla`g then πt can be chosen to have ca`dla`g paths.
There are two commonly used particular cases of the signal process Xt, which
are diffusion process and Markov chain with a finite state space respectively. The
following example discusses the first case, which will be used throughout this thesis.
Example 2.1.3 (X is a Diffusion Process). Let X = (X i)di=1 be the solution of a
d-dimensional stochastic differential equation driven by a p-dimensional Brownian
motion V = (V j)pj=1:
X it = X
i
0 +
∫ t
0
f i(Xs)ds+
p∑
j=1
∫ t
0
σij(Xs)dV
j
s , i = 1, . . . , d (2.9)
We assume that both f = (f i)di=1 : Rd → Rd and σ = (σij)i=1,...,d;j=1,...,p : Rd →
Rd×p are globally Lipschitz1. Under the globally Lipschitz condition, (2.9) has a
1That is to say, ∃K > 0, so that for ∀x, y ∈ Rd, ‖f(x)− f(y)‖ ≤ K‖x− y‖ and ‖σ(x)−σ(y)‖ ≤
K‖x− y‖.
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unique solution. The generator A associated with the process X is the second-order
differential operator
A =
d∑
i=1
f i
∂
∂xi
+
d∑
i=1
d∑
j=1
aij
∂2
∂xi∂xj
, (2.10)
where a = (aij)i,j=1,...,d : Rd → Rd×d is the matrix-valued function defined as
aij =
1
2
p∑
k=1
σikσkj =
1
2
(σσ>)ij , i, j = 1, . . . , d; (2.11)
and σ> is the transpose of σ.
The proofs of the results in the reminder of this chapter, unless otherwise stated,
can be found in [4].
2.2 Theoretical Results
Among the possible ways of deducing the evolution equation for π, there are two
commonly used approaches, namely the change of measure method and the innova-
tion process method. We revisit briefly the change of probability measure method.
For the second approach, see Section 3.7 of [4].
In the change of measure method, we construct a new probability measure on Ω,
under which the process Y is a Brownian motion; and then we represent π in terms
of its unnormalised version ρ, which is shown to satisfy a linear evolution equation.
An application of Itoˆ’s formula gives us the evolution equation satisfied by π.
Firstly, let Z = {Zt, t ≥ 0} be the process defined by
Zt = exp
(
−
m∑
i=1
∫ t
0
hi(Xs)dW
i
s −
1
2
m∑
i=1
∫ t
0
hi(Xs)
2ds
)
, t ≥ 0. (2.12)
Instead of considering Novikov’s condition, which is difficult to verify directly, we
consider the following condition
E
[∫ t
0
‖h(Xs)‖2ds
]
<∞, E
[∫ t
0
Zs‖h(Xs)‖2ds
]
<∞ (2.13)
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Proposition 2.2.1. If condition (2.13) holds, then the process Z = {Zt, t ≥ 0}
defined in (2.12) is an Ft-adapted martingale.
Having these conditions, and notice the fact that Zt > 0 a.s. for fixed t ≥ 0, we
introduce a probability measure P˜t on Ft by specifying its Radon-Nikodym derivative
with respect to P to be given by Zt, viz
dP˜t
dP
∣∣∣∣∣
Ft
= Zt.
We define a probability measure P˜ which is equivalent to P on
⋃
0≤t<∞Ft such
that P˜ = P˜t on Ft and, in the following we are able to ignore the superscript t.
Then by Girsanov’s Theorem (Theorem 3.5.1 of [40]), the observation process
Y is a Brownian motion independent of X under P˜ provided condition (2.13) is
satisfied; and the law of the signal X under P˜ is the same as its law under P.
Let Z˜ = {Z˜t, t ≥ 0} be the process defined as Z˜t = Z−1t for t ≥ 0, then under P˜,
Z˜t has the following expression:
Z˜t = exp
(
m∑
i=1
∫ t
0
hi(Xs)dY
i
s −
1
2
m∑
i=1
∫ t
0
hi(Xs)
2ds
)
, t ≥ 0. (2.14)
It is immediate that Z˜ is a local martingale and since E˜[Z˜t] = E[Z˜tZt] = 1, Z˜t is a
genuine Ft-adapted martingale under P˜ and
dP
dP˜
∣∣∣∣∣
Ft
= Z˜t t ≥ 0.
The following proposition holds because of the fact that under P˜, the Yt-adapted
Brownian motion Y is also a Markov process.
Proposition 2.2.2. Let U be an integrable Ft-measurable random variable. Then
we have
E˜[U | Yt] = E˜[U | Y ]. (2.15)
Remark 2.2.3. The importance of this proposition is that it replaces the time-
dependent family of σ-algebra Yt in the conditional expectation with the fixed σ-
algebra Y, enabling us to apply results for the Kolmogorov conditional expectation
which is applicable only if the conditioning σ-algebras are time-independent.
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Now we are able to introduce Kallianpur-Striebel formula and define the unnor-
malised conditional distribution process.
Proposition 2.2.4 (Kallianpur-Striebel formula). Assume that condition (2.13)
holds. For every ϕ ∈ B(S), for fixed t ∈ [0,∞),
πt(ϕ) =
E˜[Z˜tϕ(Xt) | Y ]
E˜[Z˜t | Y ]
P˜(P)− a.s.. (2.16)
Let ζ = {ζt, t ≥ 0} be the process defined by ζt = E˜[Zt | Y ], then we can choose a
ca`dla`g version of ζt which is a Yt-martingale. Given such a ζ, we have the following
definition:
Definition 2.2.5 (Unnormalised Conditional Distribution). We define the unnor-
malised conditional distribution of X to be the measure-valued process ρ = {ρt, t ≥ 0}
which is determined by the values of ρt(ϕ) for ϕ ∈ B(S) which are given for t ≥ 0
by
ρt(ϕ) , (πt(ϕ)) ∙ ζt.
Then from Proposition 2.2.4 and the definition of ζ, for every t ≥ 0, we have:
ρt(ϕ) = E˜[Z˜tϕ(Xt) | Y ] P˜(P)− a.s. (2.17)
and if condition (2.13) holds, we also have:
πt(ϕ) =
ρt(ϕ)
ρt(1)
P˜(P)− a.s.. (2.18)
We are now in the position to introduce the Zakai Equation, which is satisfied
by ρt(ϕ); as well as the Kushner-Stratonovich Equation, which is satisfied by πtϕ.
In the following, we further assume that for all t ≥ 0,
P˜
[∫ t
0
[ρs(‖h‖)]2ds <∞
]
= 1. (2.19)
Theorem 2.2.6 (Zakai Equation). If conditions (2.13) and (2.19) are satisfied then
the process ρt satisfies the following evolution equation, called the Zakai Equation.
ρt(ϕ) = π0(ϕ) +
∫ t
0
ρs(Aϕ)ds+
∫ t
0
ρs(ϕh
>)dYs, P˜− a.s. ∀t ≥ 0 (2.20)
for any ϕ ∈ D(A), the domain of A.
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To derive the equation satisfied by π, we firstly give the explicit representation
of the process t→ ρt(1), which is
ρt(1) = exp
(∫ t
0
πs(h
>)dYs − 1
2
∫ t
0
πs(h
>)πs(h)ds
)
.
With this expression and Kallianpur-Striebel formula, the use of Itoˆ’s formula leads
to the following Theorem:
Theorem 2.2.7 (Kushner-Stratonovich Equation). If conditions (2.13) and (2.19)
are satisfied then the conditional distribution of the signal X satisfies the following
evolution equation called the Kushner-Stratonovich Equation.
πt(ϕ) = π0(ϕ)+
∫ t
0
πs(Aϕ)ds+
∫ t
0
(πs(ϕh
>)− πs(h>)πs(ϕ))(dYs− πs(h)ds) (2.21)
for any ϕ ∈ D(A).
Given the Zakai equation and the Kushner-Stratonovich equation, we would like
to know under what conditions the two equations are uniquely characterised by ρt
and πt respectively. The question of uniqueness becomes highly important when
we approximate ρ and π numerically as most of the analysis of existing numerical
algorithms depends on the SPDE characterisation of the two processes.
For the Zakai equation (2.20), we consider the following class of stochastic pro-
cesses:
Definition 2.2.8. The set U is the space of all Yt-adapted Ml(Rd)-valued stochastic
processes μ = {μt, t ≥ 0} with ca`dla`g paths such that for all t ≥ 0, we have
E˜
[∫ t
0
(μs(ψ))
2ds
]
<∞,
where ψ : Rd → R is the function ψ(x) = 1 + ‖x‖ for any x ∈ Rd; and Ml(Rd) is
the space of finite measures μ over B(Rd) such that μ(ψ) <∞.
Then we have the following theorem on the uniqueness of the solution of the
Zakai equation.
Theorem 2.2.9. If the functions f in (2.9), a in (2.11) and h in (2.6) have twice
continuously differentiable components and all their derivatives of first and second
order are bounded, then the Zakai equation (2.20) has a unique solution in the class
U , up to indistinguishability.
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For the Kushner-Stratonovich equation (2.21), let Uˉ be the class of all Yt-adapted
Ml(Rd)-valued stochastic processes μ = {μt, t ≥ 0} with ca`dla`g paths such that
the process mμμ belongs to the class U , where
mμt = exp
(∫ t
0
μs(h
>)dYs − 1
2
∫ t
0
μs(h
>)μ(h)ds
)
, t ≥ 0.
Theorem 2.2.10. If the functions f in (2.9), a in (2.11) and h in (2.6) have twice
continuously differentiable components and their derivatives of first and second order
are bounded, then the Kushner-Stratonovich equation (2.21) has a unique solution
in the class Uˉ , up to indistinguishability.
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Chapter 3
Bias of Particle Approximations
The particle filter as a numerical method to approximate the true filtering solution
has been studied intensively in the past twenty years, see eg. Del Moral [24, 25],
Kurtz and Xiong [42], Crisan and Lyons [20, 21], Le Gland and Oudjane [43]. A
particle filter produces a random approximation of πt, denoted by π
n
t in terms of
the empirical distribution of n particles. The approximation πnt converge to πt in
the weak topology. Moreover, the rate of the convergence of the mean square error
E[(πt(ϕ)− πnt (ϕ))2] (3.1)
is known for any bounded measurable function ϕ (see Theorem 3.2.5 and 3.2.6
below). However, πnt is not an unbiased estimator of πt. One can therefore split the
error into two parts as follows
Error(ϕ) = πt(ϕ)− πnt (ϕ)
= bias(ϕ) + statistical error(ϕ),
where
bias(ϕ) = πt(ϕ)− E[πnt (ϕ)|Yt]
and
statistical error(ϕ) = E[πnt (ϕ)|Yt]− πnt (ϕ).
Since we condition with respect to the observation σ-algebra Yt we can assume
that the observation path s → ys s ∈ [0,∞) is considered fixed. Note that we
consider the conditional mean of the approximation with a fixed observation path
Yt , {Ys, s ∈ [0, t)}.
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Whilst the analysis of the approximation error for the particle approximation
has received a lot of attentions, the bias has remained largely ignored despite it
being very important. For example, if πnt is approximated by parallel computing,
reducing the bias can be dealt with by increasing the number of particles used for
each independent run whilst reducing the statistical error can be dealt with by
increasing the number of independent copies of the approximation (reflected in the
number of processors involved). The purpose of this chapter is to address this gap.
3.1 Introduction to the Classic Particle Filters
Particle methods are one of the most effective and versatile methods for solving the
filtering problem numerically. The main idea is to represent the process πt (or ρt)
by an approximating system of (weighted) particles whose positions and weights
satisfy certain SDEs which are numerically solvable. They are algorithms which
approximate the stochastic process πt with discrete random measures (sum of Dirac
measures) of the form ∑
i
ai(t)δvi(t)
with stochastic masses (weights) a1(t), a2(t), . . . , and corresponding stochastic posi-
tions v1(t), v2(t), . . . , where vi(t) ∈ S. Kallianpur-Striebel formula is the basis of this
class of numerical method. These methods are essentially variations of the Monte
Carlo approximation method to normalized/unnormalised conditional distribution.
We explain in more detail below:
From the Kallianpur-Striebel formula we know that
πt(ϕ) =
ρt(ϕ)
ρt(1)
P˜(P)− a.s.,
Let {vnj }nj=1 be n mutually independent stochastic processes which are all indepen-
dent of the observation Y and the evolution of vnj is
vnj (t) = v
n
j (0) +
∫ t
0
f
(
vnj (s)
)
ds+
∫ t
0
σ
(
vnj (s)
)
dV (j)s , (3.2)
where the processes (V (j))nj=1 are mutually independent Ft-adapted p-dimensional
Brownian motions which are independent of Y and all other random variables in the
system.
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Also let {anj }nj=1 be the exponential martingales satisfying the evolution equations
anj (t) = 1 +
m∑
k=1
∫ t
0
anj (s)h
k(vnj (s))dY
k
s ; (3.3)
in other words
anj (t) = exp
(∫ t
0
h(vnj (s))
>dYs − 1
2
∫ t
0
‖h(vnj (s))‖2ds
)
. (3.4)
Then (vnj , a
n
j , Y ), j = 1, . . . , n, are identically distributed and have the same distri-
bution as (X, Z˜, Y ) under P˜; and furthermore, the pairs (vnj (t), anj (t)), j = 1, . . . , n
are mutually independent conditionally on the σ-algebra Yt under P˜ as vjs are driven
by independent Brownian motions.
The most intuitive estimators ρn = {ρnt ; t ≥ 0} (and πn = {πnt ; t ≥ 0}) of
the solutions of the filtering problem ρ (and π) are given below. We defined the
measure-valued process ρnt to be the following weighted sum of Dirac measure:
ρnt ,
1
n
n∑
j=1
anj (t)δvnj (t); (3.5)
and its normalised version
πnt ,
ρnt
ρnt (1)
=
n∑
j=1
aˉnj (t)δvnj (t), (3.6)
where the normalised weights aˉnj have the form
aˉnj (t) ,
anj (t)∑n
k=1 a
n
k(t)
.
This approach can be interpreted as a Monte Carlo approximation. Similarly the
independent realisations vnj of the signal X can be interpreted as the trajectories of
the particles. From Corollary 8.2.1 in [4] we have that ρn and πn converge (both in
expectation and almost surely) to ρ and π respectively.
As time increases, the unnormalised weights of the majority of the particles
decrease to zero, with only few becoming very large (equivalently, the normalised
26
weights of the majority of the particles decrease to zero, with only few becoming suf-
ficiently large). This phenomenon is called the sample degeneracy. As a consequence,
only a small number of particles contribute significantly to the approximations, and
therefore a large number of particles are needed in order to obtain the required accu-
racy; in other words, the convergence of this approximation is very slow. In order to
solve this, particle filters (or sequential Monte Carlo Methods) are employed. These
methods make use of a resampling (or branching) procedure to cull particles with
small weights and multiplies particles with large weights. The resampling depends
both on the weights of the particles and the observation data, and by doing this,
particles with small weights (particles whose trajectories are far from the signal’s
trajectory) are not carried forward and therefore the more likely region where the
signal might be can be explored.
3.2 Branching Algorithms and Convergence Re-
sults
As stated above that the essential part of the particle filter is the resampling proce-
dure in the simulation of the signal process. The resampling algorithm has to satisfy
certain conditions to make sure the estimator is well defined and converge to the
true filtering solution. We introduce now the general conditions for the branching
mechanism to work and two of the most popular branching algorithms.
For ease of notations, we assume, hereinafter from this section, that the state
space of the signal is S = Rd.
Firstly, we let Δ = {0 = δ0 < δ1 < ∙ ∙ ∙ < δN = T} be an equidistant partition of
the interval [0, T ] with equal length, with δi = iδ, i = 1, . . . , N ; and N =
T
δ
. The
approximating algorithm is then introduced as follows.
Initialisation: At time zero, we choose the initial positions of the particles to
be independent, identically distributed random variables with common distribution
π0. The approximation measure consists of n Dirac measures all with equal weights
1/n, initial means vnj (0), for j = 1, . . . , n; denoted by δvnj (0). The approximation of
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π0 has the form
πn0 ,
1
n
n∑
j=1
δvnj (0), (3.7)
Recursion: During the interval t ∈ [iδ, (i+1)δ), i = 1, . . . , N, the approximation
πn of the unnormalised conditional distribution π takes the form
πnt ,
n∑
j=1
aˉnj (t)δvnj (0), (3.8)
where anj (t) is the (unnormalised) weight of the particle, and
aˉnj (t) =
anj (t)∑n
k=1 a
n
k(t)
is the normalised weight. The pair (anj , v
n
j ) is chosen to satisfy the system of equa-
tions {
anj (t) = 1 +
∫ t
iδ
anj (s)h(v
n
j (s))dYs,
vnj (t) = v
n
j (iδ) +
∫ t
iδ
f
(
vnj (s)
)
ds+
∫ t
iδ
σ
(
vnj (s)
)
dV
(j)
s ,
(3.9)
where {V (j)}nj=1 are mutually independent Brownian motions and independent of Y .
Branching/resampling mechanisms are employed to minimise the effect of sam-
ple degeneracy. To be specific, at the end of the interval [iδ, (i+ 1)δ), each particle
is replaced by a random number of offsprings. We denote by o
n,(i+1)δ
j the number of
“offsprings” produced by jth particle. The total number of offsprings is fixed to be
n at each branching event.
As we want particles with larger weight to have larger number of offspring, it is
reasonable to assume that
E[on,tj ] = naˉnj (t). (3.10)
i.e., that the expected number of offsprings is in proportional to the particles’ nor-
malized weight at the current time. Since the numbers of offsprings are random, it
is also reasonable to assume the second moment of the distributions to be bounded,
i.e., let Ant be the conditional matrix of the random vector ot , (o
(j)
t )
n
j=1,
Ant , E[(ot − naˉ(t))>(ot − naˉ(t))] (3.11)
there exists a constant ct independent of n, such that
q>Ant q ≤ nct (3.12)
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for any n-dimensional vector q = (q(i))ni=1 ∈ Rn, such that |q(i)| ≤ 1 for i = 1, ..., n.
We will introduce two choices for the random number of offsprings ot in section 3.2.1
and section 3.2.2.
After branching, all the particles are re-indexed from 1 to n and all of the unnor-
malised weights are re-initialised back to 1; and the particles evolve following (3.9)
again. The recursion is repeated N times until we reach the terminal time T , where
we obtain the approximation πnT of πT .
To study properties such as convergence results for the particle approximation
of πt given in (3.8), we introduce the particle approximation for the unnormalised
solution of the filtering problem ρt.
For a branching algorithm satisfying conditions (3.10) and (3.12), define aˉ
n,(i+1)δ
j
to be the particle’s weight immediately prior to the branching, i.e.,
aˉ
n,(i+1)δ
j = aˉ
n
j ((i+ 1)δ−) = lim
t↗(i+1)δ
aˉnj (t), (3.13)
and define ξn = {ξnt , t ≥ 0} by
ξnt ,
[t/δ]∏
i=1
1
n
n∑
j=1
an,iδj
( 1
n
n∑
j=1
anj (t)
)
.
Then ξn is a martingale and by Exercise 9.10 in [4] we know for any t ≥ 0 and p ≥ 1,
there exist two constants ct,p1 and c
t,p
2 which depend only on maxk=1,...,m ‖hk‖0,∞, such
that
sup
n≥0
sup
s∈[0,t]
E˜ [(ξns )p] ≤ ct,p1 , (3.14)
and
max
j=1,...,n
sup
n≥0
sup
s∈[0,t]
E˜
[
(ξns a
n
j (s))
p
] ≤ ct,p2 . (3.15)
We use the martingale ξn to linearise πn in order to make it easier to study its
convergence. Let ρn = {ρnt ; t ≥ 0} be the measure-valued process defined by
ρnt , ξnt πnt =
ξ[t/δ]δ
n
n∑
j=1
anj (t)δvnj (t). (3.16)
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ρnt is the particle approximation for the unnormalised solution of the filtering prob-
lem ρt. Similar to (2.18), we have ρ
n
t (1) = ξ
n
t π
n
t (1) = ξ
n
t and for any bounded Borel
measurable function ϕ,
πnt (ϕ) =
ρnt (ϕ)
ρnt (1)
.
Theorem 3.2.1. The particle approximation ρnt is an unbiased estimator of ρt, in
other words, for any test function ϕ ∈ B(Rd), E˜[ρnt (ϕ)|Yt] = ρt(ϕ).
Proof. From Exercise 9.11 in [4], it is given that ρnt satisfies the following equation
ρnt (ϕ) = ρ
n
0 (ϕ) +
∫ t
0
ρns (Aϕ)ds+
∫ t
0
ρns (hϕ)dYs + Sˉ
n,ϕ
t + Mˉ
n,ϕ
[t/δ] (3.17)
for any ϕ ∈ C2b (Rd). In (3.17), Sn,ϕ = {Sn,ϕt , t ≥ 0} is the Ft-adapted martingale
Sn,ϕt =
1
n
∞∑
i=0
n∑
j=1
∫ (i+1)δ∧t
iδ∧t
ξniδa
n
j (s)((∇ϕ)>σ)(vnj (s))dV js
and Mˉn,ϕ = {Mˉn,ϕk , k > 0} is the discrete martingale
Mˉn,ϕk =
1
n
k∑
i=1
ξniδ
n∑
j′=1
(onj′(iδ)− naˉn,iδj′ )ϕ(vnj′(iδ)), k > 0.
Following Proposition 9.12 in [4], by conditioning on both sides of (3.17) we get
E[ρnt (ϕ)|Yt] = ρn0 (ϕ) +
∫ t
0
E[ρns (Aϕ)|Yt]ds+
∫ t
0
E[ρns (hϕ)|Yt]dYs
as the two martingale parts vanish. The right hand side of the above equation is
the Zakai equation which has an unique solution ρt(ϕ), the unnormalised solution
of the filtering problem, hence the claim. In the above equation, we exchanged the
stochastic integral and the conditional expectation. This can be verified by using
Lemma 3.21 and Exercise 9.10 in [4]. ¥
Two examples of resampling methods, namely the Tree Based Branching Algo-
rithm (TBBA) and Multinomial Branching, to determine the distribution of {onj }nj=1
are discussed below.
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3.2.1 Tree Based Branching Algorithm
We set
o
n,(i+1)δ
j =

[
naˉ
n,(i+1)δ
j
]
with prob. 1 − {naˉn,(i+1)δj }
[
naˉ
n,(i+1)δ
j
]
+ 1 with prob. {naˉn,(i+1)δj };
(3.18)
where aˉ
n,(i+1)δ
j is the value of the particle’s weight immediately prior to the branch-
ing.
If F(i+1)δ− is the σ-algebra of events up to time (i+ 1)δ, i.e.
F(i+1)δ− = σ(Fs : s < (i+ 1)δ),
then we have the following proposition.
Proposition 3.2.2. The random variables {onj }nj=1 defined in (3.18) have the fol-
lowing properties
E˜
[
o
n,(i+1)δ
j′ |F(i+1)δ−
]
= naˉ
n,(i+1)δ
j′ ,
E˜
[(
o
n,(i+1)δ
j − naˉn,(i+1)δj
)2 ∣∣F(i+1)δ−] = {naˉn,(i+1)δj }(1− {naˉn,(i+1)δj }) ,
E˜
[(
o
n,(i+1)δ
j − naˉn,(i+1)δj
)(
o
n,(i+1)δ
k − naˉn,(i+1)δk
) ∣∣F(i+1)δ−] ≤ 0, j 6= k.
In particular the conditions (3.10) and (3.12) are satisfied.
Remark 3.2.3. By Exercise 9.1 in [4] we know that the random variables o
n,(i+1)δ
j
defined (3.18) have conditional minimal variance in the set of all integer-valued
random variables ξ satisfying E[ξ|F(i+1)δ−] = naˉn,(i+1)δj . This property is important
as it is the variance of onj that influences the speed of the corresponding algorithm.
We wish to control the branching process so that the number of particles in the
system remains constant at n; that is, we require that for each i,
n∑
j=1
o
n,(i+1)δ
j = n. (3.19)
We apply the algorithm introduced in Section 9.2.1 in [4] to ensure (3.19) is satisfied,
and by Proposition 9.3 in [4] we know that the distribution of onj satisfies (3.18) and
Proposition 3.2.2.
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3.2.2 Multinomial Resampling Algorithm
Under this algorithm, the offspring distribution is determined by the multinomial
distribution
o(i+1)δ = Multinomial(n, aˉ
n
1 ((i+ 1)δ−), . . . , aˉ
n
n((i+ 1)δ−))
defined by
P
(
o
(j)
(i+1)δ = λ
n,(i+1)δ
j , j = 1, . . . , n
)
=
n!∏n
j=1 λ
n,(i+1)δ
j !
n∏
j=1
(
aˉnj ((i+ i)δ−)
)λn,(i+1)δj
(3.20)
with
∑n
j=1 λ
n,(i+1)δ
j = n.
We then, by properties of the multinomial distribution, have the following result
(see [4] for a proof).
Proposition 3.2.4. At branching time (i+1)δ,
{
O
(j)
(i+1)δ = o
n,(i+1)δ
j
}n
j=1
has a multi-
nomial distribution, then the conditional mean is proportional to the normalised
weights of their parents:
E˜
[
o
n,(i+1)δ
j
∣∣F(i+1)δ−] = naˉn,(i+1)δj′ (3.21)
for 1 ≤ j ≤ n; and the condition variance and covariance satisfy
E˜
[(
o
n,(i+1)δ
l − naˉn,(i+1)δl
)(
o
n,(i+1)δ
j − naˉn,(i+1)δj
) ∣∣∣F(i+1)δ−]
=
 naˉ
n,(i+1)δ
j
(
1− aˉn,(i+1)δj
)
, l = j
−naˉn,(i+1)δl aˉn,(i+1)δj , l 6= j
(3.22)
for 1 ≤ l, j ≤ n, hence the conditions (3.10) and (3.12) are satisfied.
This multinomial sampling algorithm essentially states that, at branching times,
we sample n times (with replacement) from the population of Xnj ((i + 1)δ), j =
1, . . . , n according to the multinomial probability distribution given by the corre-
sponding normalised weights aˉnj ((i+ 1)δ−), j = 1, . . . , n. Therefore, by definition of
multinomial distribution, o
n,(i+1)δ
j is the number of times X
n
j ((i + 1)δ) is chosen at
time (i+ 1)δ; that is to say, o
n,(i+1)δ
j is the number of offspring of this particle.
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3.2.3 Convergence Results
The limiting behaviours of the ρnt and π
n
t for both branching algorithms described
above are studied for example in [44] and [46]. Here we only provide the results
that are needed for the bias analysis. The following convergence result of the unnor-
malised particle filter approximation can be deduced from the proof of Proposition
9.14 in [4].
Theorem 3.2.5. Under the conditions (3.10) and (3.12), if the coefficients σ, f
and h are bounded and Lipschitz, then for any T ≥ 0, there exists a Yt-measurable
integrable random variable cTp independent of n such that for any ϕ ∈ Cb(Rd), we
have
(E[(ρnt (ϕ)− ρt(ϕ))p|Yt])
1
p ≤ c
T
p√
n
‖ϕ‖∞ (3.23)
for p ≥ 2.
The second result we need is the convergence of πnt which is provided in Theorem
4.14 in [46]. In this chapter, all the results hold for a finite time horizon only. This
means that all the constants may depend on T .
Theorem 3.2.6. If the coefficient σ, f , h are bounded and Lipschitz with σ f
differentiable, for any T > 0, there exist a constant cT2 , independent of n such that
for any ϕ ∈ Cb(Rd), we have
E˜[(πnt (ϕ)− πt(ϕ))2] ≤
cT
n
‖ϕ‖2∞, t ∈ [0, T ]. (3.24)
Remark 3.2.7. Since πnt (ϕ)ρ
n
t (1) = ρ
n
t (ϕ)
πnt (ϕ)− πt(ϕ) =
1
ρt(1)
(ρnt (ϕ)− ρt(ϕ))−
πnt (ϕ)
ρt(1)
(ρnt (1)− ρt(1)).
Define
mt ,
√
E˜[(ρt(1)−2)].
It is given by Exercise 9.16 in [4] that mt < ∞, hence by Cauchy-Schwartz and
(3.23)
(E˜[(πnt (ϕ)− πt(ϕ))p|Yt])
1
p ≤ mt(E˜[(ρnt (ϕ)− ρt(ϕ))p|Yt])
1
p
+ mt‖ϕ‖∞(E˜[(ρnt (1)− ρt(1))p|Yt])
1
p .
≤ cp√
n
‖ϕ‖∞. (3.25)
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The limiting distribution of the following quantity
√
n(ρnt (ϕ)− ρt(ϕ)),
has been studied in [46] for the general case with random resampling time. The
result also applied for the case of fixed resampling times. For ϕ ∈ C2b (Rd), we define
the family of random variables
Unt (ϕ) =
√
n(ρnt (ϕ)− ρt(ϕ)).
It has been showed in Chapter 5 in [46] that Unt (ϕ) is tight and has a limit in
distribution. The following two results (see Chapter 5 in [46]) gives the dynamics of
the limiting processes for the error of ρnt and π
n
t .
Theorem 3.2.8. Let U := {Ut : t > 0} be a DMF (Rd)[0,∞)-valued process such that
for ϕ ∈ C20(Rd)
Ut(ϕ) = U0(ϕ) +
∫ t
0
Us(Aϕ)ds+N
ϕ
t +
m∑
k=1
∫ t
0
Us(h
kϕ)dY ks , (3.26)
where Nϕ is a square integrable ca`dla`g (Ft ∨ Y )-adapted martingale given by
Nϕt =
∫ t
0
∫
Rd
√
ρ˜s((∇ϕ)>σσ>(∇ϕ))B(dx, ds)
+
∞∑
k=1
1[0,t](tk)ρtk(1)
√
πtk(ϕ
2)− πtk−(ϕ)2Υk
and B(dx, ds) is a Brownian sheet or space-time white noise, {Υk}k∈N is a sequence
of i.i.d standard normal random variables and, {√πtk(ϕ2)− πtk−(ϕ)2Υk} are mu-
tually independent given the sigma algebra Y. Then equation (3.26) has a unique
solution. Moreover, Un(ϕ) converge in distribution to U(ϕ).
Theorem 3.2.9. For t > 0 and ϕ ∈ C20(Rd) let
Uˉnt (ϕ) =
√
n(πnt (ϕ)− πt(ϕ)).
Then {Uˉn}n converge in distribution to a unique DMF (Rd)[0,∞)-valued process, Uˉ :
{Uˉt : T ≥ 0}, such that for ϕ ∈ C20(Rd)
Uˉt(ϕ) =
1
ρt(1)
(Ut(ϕ)− πt(ϕ)Ut(1)) (3.27)
where U is the unique solution of (3.26).
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3.3 Bias Analysis
As we can see from the previous section, the mean squared errors of ρn and πn are
of order 1
n
whilst the absolute errors are of order 1√
n
. However, no existing results
provide the bias and the variance of the particle filter as an estimator of the optimal
filter. The conditioned bias of the particle filter with respect to πt for any bounded
measurable ϕ : R→ R is given by
biasn(ϕ) = E˜[πnt (ϕ)− πt(ϕ) | Yt] = E˜
[
πnt (ϕ)−
ρt(ϕ)
ρt(1)
| Yt
]
. (3.28)
Proposition 3.3.1. There exists a constant cT independent of ϕ and n such that
|biasn(ϕ)| ≤ c
T‖ϕ‖∞
n
.
Proof. As we can see from Theorem 3.2.1, ρnt is an unbiased estimator of ρt, therefore
(3.28) can be written into
E˜
[ρnt (ϕ)
ρnt (1)
− ρ
n
t (ϕ)
ρt(1)
| Yt
]
= E˜
[
ρnt (ϕ)(
1
ρnt (1)
− 1
ρt(1)
) | Yt
]
= E˜
[
ρnt (ϕ)
ρt(1)− ρnt (1)
ρnt (1)ρt(1)
| Yt
]
= E˜
[
πnt (ϕ)(
ρt(1)
ρt(1)
− ρ
n
t (1)
ρt(1)
) | Yt
]
. (3.29)
As ρnt is an unbiased estimator of ρt, we have
E˜[ρt(1)− ρnt (1) | Yt] = 0. (3.30)
Then for t ∈ [0, T ]
biasn(ϕ) = E˜
[
πnt (ϕ)−
ρnt (ϕ)
ρt(1)
| Yt
]
− 0
=
1
ρt(1)
E˜[πnt (ϕ)(ρt(1)− ρnt (1)) | Yt]−
πt(ϕ)
ρt(1)
E˜[ρt(1)− ρnt (1) | Yt]
=
1
ρt(1)
E˜[(πnt (ϕ)− πt(ϕ))(ρt(1)− ρnt (1)) | Yt]
≤ 1
ρt(1)
√
E˜[(πnt (ϕ)− πt(ϕ))2 | Yt]E˜[(ρt(1)− ρnt (1))2 | Yt]
≤ 1
ρt(1)
√
cT1
n
‖ϕ‖2∞
√
cT2
n
=
cT3
n
‖ϕ‖∞. (3.31)
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Here we used the convergence result of ρnt in (3.23) and the convergence result
of πnt in (3.25) with the Cauchy-Schwarz inequality. This means that the bias of the
particle filter is of order 1
n
. ¥
Remark 3.3.2. In (3.31), ρt(1) is upper and lower bounded which can be verified
from Exercise 9.16 in [4].
Remark 3.3.3. It is know that the mean square error of the particle filter is of
order 1
n
. The variance of the estimator is the difference between the mean square
error and the square of the bias, i.e.
MSE(πnt (ϕ)) = V ar(π
n
t (ϕ)) + (bias(π
n
t (ϕ), πt(ϕ)))
2.
Therefore the variance is of the order 1
n
. In practice, an important question when to
perform particle filter simulation is to balance the number of particles in each run
and the total number of independent runs. Given the results of the bias error and
the mean square error, assuming the total computation cost is N which is equal to
number of runs m times the number of particles n in each runs, i.e. N = m × n.
Our estimator of the true value πt(ϕ) is
1
m
m∑
i=1
πn,it (ϕ)
where πn,it (ϕ) is the estimator of in the i-th run. The mean square error of π
n
t can
be written as
E(
1
m
m∑
i=1
πni (ϕ)− πt(ϕ))2
= E(
1
m
m∑
i=1
πni (ϕ)− E[πn,jt | Yt] + E[πn,jt | Yt]− πt(ϕ))2
= E(
1
m
m∑
i=1
πni (ϕ)− E[πn,jt | Yt])2 + E(E[πn,jt | Yt]− πt(ϕ))2
=
C1
mn
+
C2
n2
.
Therefore, given fixed computation cost N = m × n, to minimize the mean square
error, we let n = N and m = 1. If we have k number of parallel computing units,
then we run one copy of particle filter with N particles in each computing units and
take the average of results from the k copies of particles filters.
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Since the bias of the particle filter is of order 1
n
, by using the limiting results
from previous section, we have the following limiting result for the bias.
Theorem 3.3.4. For t > 0 and ϕ ∈ C20(Rd),
lim
n→∞
n biasn(ϕ) =
1
ρt(1)
E˜[Uˉt(ϕ)Ut(1)|Yt]
where U := {Ut : t > 0} is the unique DMF (Rd)[0,∞)-valued process defined by
Ut(ϕ) = lim
n→∞
√
n(ρnt (ϕ)− ρt(ϕ))
which satisfies equation (3.26) and Uˉt is the unique DMF (Rd)[0,∞)-valued process
defined by
Uˉt(ϕ) = lim
n→∞
√
n(πnt (ϕ)− πt(ϕ)).
which satisfies equation (3.27).
Proof. By using (3.30) and (3.31) we have
n ∙ biasn(ϕ) = nE˜
[
πnt (ϕ)−
ρnt (ϕ)
ρt(1)
| Yt
]
− 0
= n
[ 1
ρt(1)
E˜[πnt (ϕ)(ρt(1)− ρnt (1)) | Yt
]
− nπt(ϕ)
ρt(1)
E˜
[
ρt(1)− ρnt (1) | Yt
]
=
1
ρt(1)
E˜[
√
n(πnt (ϕ)− πt(ϕ))
√
n(ρt(1)− ρnt (1)) | Yt].
It is provided by Theorem 3.2.8 and Theorem 3.2.9 that Uˉnt converge to Uˉt and U
n
t
converge to Ut. Moreover, as in Crisan and Lyons [21] one can prove that the triplet
(Uˉnt , U
n
t ,Y) converge to (Uˉt, Ut,Y) in distribution. This fact plus the integrability
of the product Uˉnt (ϕ)U
n
t (1) which can be verified from (3.31) implies that
lim
n→∞
n biasn(ϕ) = lim
n→∞
1
ρt(1)
E˜[Uˉnt (ϕ)Unt (1) | Yt]
=
1
ρt(1)
E˜[Uˉt(ϕ)Ut(1)|Yt]. P˜ − a.s.
¥
Theorem 3.3.5. For t > 0 and ϕ ∈ C20(Rd), define
Wt(ϕ) , lim
n→∞
n(biasn(ϕ)),
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then we have
Wt(ϕ) =
1
ρt(1)2
∫ t
0
Ws(Aϕ)ρ
2
s(1)ds+
1
ρt(1)2
∫ t
0
Ws(hϕ)ρ
2
s(1)dYs −
πt(ϕ)
ρt(1)2
∫ t
0
2Ws(h)ρ
2
s(1)dYs
+
1
ρt(1)2
∫ t
0
[πs(Aϕ)E˜[Us(1)2|Ys] + E˜[Us(hϕ)Us(h)|Ys]]ds
+
1
ρt(1)2
∫ t
0
[πs(hϕ)E˜[Us(1)2|Ys] + E˜[Us(ϕ)Us(h)|Ys]]dYs
− πt(ϕ)
ρt(1)2
∫ t
0
2[πs(h)E˜[Ut(1)2|Ys] + E˜[Us(h)2|Ys]]dYs
Proof. Followed by Theorem 3.3.4 and (3.27),
Wt(ϕ) =
1
ρt(1)
E˜[Uˉt(ϕ)Ut(1)|Yt]
=
1
ρt(1)
E˜[
1
ρt(1)
(Ut(ϕ)− πt(ϕ)Ut(1))Ut(1)|Yt]
=
1
ρt(1)2
E˜[Ut(ϕ)Ut(1)|Yt]− πt(ϕ)
ρt(1)2
E˜[Ut(1)2|Yt]. (3.32)
From Itoˆ’s formula and (3.26) we have for t ≥ 0
dE˜[Us(ϕ)Us(1)|Ys] = E˜[Us(Aϕ)Us(1)|Ys]ds
+ E˜[Us(hϕ)Us(1)|Ys]dYs
+ E˜[Us(ϕ)Us(h)|Ys]dYs
+ E˜[Us(hϕ)Us(h)|Ys]ds (3.33)
and
dE˜[Us(1)2|Ys] = 2E˜[Us(h)Us(1)|Ys]dYs + E˜[Us(h)2|Ys]dYs. (3.34)
From (3.32) we have that for ϕ ∈ C20(Rd)
E˜[Ut(ϕ)Ut(1)|Yt] = Wt(ϕ)ρ2t (1) + πt(ϕ)E˜[Ut(1)2|Yt]. (3.35)
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Then
Wt(ϕ) =
1
ρt(1)2
∫ t
0
E˜[Us(Aϕ)Us(1)|Ys]ds+ 1
ρt(1)2
∫ t
0
E˜[Us(hϕ)Us(1)|Ys]dYs
+
1
ρt(1)2
∫ t
0
E˜[Us(ϕ)Us(h)|Ys]dYs + 1
ρt(1)2
∫ t
0
E˜[Us(hϕ)Us(h)|Ys]ds
− πt(ϕ)
ρt(1)2
∫ t
0
2E˜[Us(h)Us(1)|Ys]dYs − πt(ϕ)
ρt(1)2
∫ t
0
E˜[Us(h)2|Ys]dYs
=
1
ρt(1)2
∫ t
0
[Ws(Aϕ)ρ
2
s(1) + πs(Aϕ)E˜[Us(1)2|Ys]]ds
+
1
ρt(1)2
∫ t
0
[Ws(hϕ)ρ
2
s(1) + πs(hϕ)E˜[Us(1)2|Ys]dYs
+
1
ρt(1)2
∫ t
0
E˜[Us(ϕ)Us(h)|Ys]dYs + 1
ρt(1)2
∫ t
0
E˜[Us(hϕ)Us(h)|Ys]ds
− πt(ϕ)
ρt(1)2
∫ t
0
2[Ws(h)ρ
2
s(1) + πs(h)E˜[Ut(1)2|Ys]]dYs
− πt(ϕ)
ρt(1)2
∫ t
0
E˜[Us(h)2|Ys]dYs
=
1
ρt(1)2
∫ t
0
Ws(Aϕ)ρ
2
s(1)ds+
1
ρt(1)2
∫ t
0
Ws(hϕ)ρ
2
s(1)dYs −
πt(ϕ)
ρt(1)2
∫ t
0
2Ws(h)ρ
2
s(1)dYs
+
1
ρt(1)2
∫ t
0
[πs(Aϕ)E˜[Us(1)2|Ys] + E˜[Us(hϕ)Us(h)|Ys]]ds
+
1
ρt(1)2
∫ t
0
[πs(hϕ)E˜[Us(1)2|Ys] + E˜[Us(ϕ)Us(h)|Ys]]dYs
− πt(ϕ)
ρt(1)2
∫ t
0
2[πs(h)E˜[Ut(1)2|Ys] + E˜[Us(h)2|Ys]]dYs
¥
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Chapter 4
Filtering Theory with
Non-Lipschitz Coefficients
4.1 Affine and Cox-Ingersoll-Ross Processes
In continuous time filtering theory [4], the signal process is usually required to satisfy
a stochastic differential equation with drift and diffusion coefficients being Lipschitz
continuous in space variable. However, there are stochastic processes widely used in
financial [16] and biological studies [30] that do not satisfy this constraint. A well
known example is the the Cox-Ingersoll-Ross (CIR) process [16]. Problems involving
CIR models and filtering can be found in [7, 15, 17, 33]. In practice, filtering problem
is both a parameter estimation and signal estimation problem, jointly. For example
Geyer and Pichler [33], Brigo and Hanzon [7] studied the problem on filtering the CIR
models of the term structure where both parameter estimation and signal estimation
are involved. The motivation of this chapter is to present a more rigorous theory of
filtering for CIR process with given parameters.
The analysis of partially observed affine processes, in particular the rigorous
justification of the filtering equations have not been established. In this chapter
we deduce the filtering equations for the class of partially observed processes that
satisfy SDEs with Ho¨lder continuous coefficients. This allows for the treatment of a
large class of affine processes, which include the CIR process as a special case. We
begin with the definition of affine processes as stated in [28].
Definition 4.1.1. A d-dimensional time-homogeneous Markov process X is defined
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to be affine if its conditional characteristic function is of the form
E(eiz∙X(t)|X(s)) = eα(t−s,z)+β(t−s,z)X(s), (4.1)
for some coefficients α(t− s, z) and β(t− s, z), for any z ∈ Rd.
Deducing the filtering equations for the posterior distribution of an affine process
is generally difficult. It remains an open problem to find the effect of condition (4.1).
In general, the posterior of an affine process from a simple linear observation does
not satisfy the affine condition (4.1) when conditioned on the observations processes.
We introduce next the most popular affine process, the CIR process [10, 16]. The
CIR process is used in finance to model the short term interest rate [16] and the
stochastic volatility in the Heston model [36]. The CIR process is the solution of an
SDE with a linear drift term and a Ho¨lder continuous volatility term, more precisely,
the CIR process is the process X = {Xt, t ≥ 0} defined as
dXt = (a+ bXt)dt+ c
√
X tdwt, (4.2)
given initial state X0 > 0. The distribution function of Xt, u(x, t) satisfy the Fokker-
Planck equation
ut =
1
2
(c2xu)xx − ((a+ bx)u)x, (4.3)
for 0 < x < ∞. Following classical results in [31], under the condition a > c2, we
have Xt > 0 for all t > 0 and the solution to equation (4.2) follows a noncentral
chi-squared distribution.
Proposition 4.1.2. The CIR process X = {Xt, t ≥ 0} defined in (4.2) is an affine
process.
Proof. To see that X is an affine process, it is enough to verify that for any w ∈ R,
there exists continuous functions α(∙), β(∙) such that for t < T
E(eiwXT |Xt = x) = eα(T−t)+β(T−t)x. (4.4)
Let
Yt =
f(Xt, t) if t ∈ [0, T )eiwXT if t = T (4.5)
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where
f(Xt, t) , E(eiwXT |Xt = x).
In order to find the functions α(∙) and β(∙), we apply Itoˆ’s lemma to Yt = f(Xt, t),
Yt = Y0 +
∫ t
0
γ(Xs, s)ds+
∫ t
0
fx(Xs, s)c
√
Xsdws, (4.6)
where
γ(x, t) = ft(x, t) + fx(x, t)(a+ bx) +
1
2
fxx(x, t)c
2x. (4.7)
Let Es be the conditional expectation with respect to Fs. By the law of iterated
expectations, for any fixed time T , and for t ∈ [s, T ), we have
Ys = Es(e
iwX(T )) = Es[Et[eiwX(T )]] = Es(Yt). (4.8)
Thus Y is a martingale and the drift term in equation (4.6) is zero, which means
for all x,
0 = ft(x, t) + fx(x, t)(a+ bx) +
1
2
fxx(x, t)c
2x,
with the boundary condition f(x, T ) = eiwx.
Substitution of f(x, t) = eα(T−t)+β(T−t)x into the above equation leaves
eα(T−t)+β(T−t)x
(
− α′(t)− β′(t)x+ β(t)(a+ bx) + 1
2
β2c2x
)
= 0.
Dividing by eα(T−t)+β(T−t)x and collecting terms in x, we obtain the following differ-
ential equations of α(t) and β(t)
β′(t) = bβ(t) +
1
2
β2(t)c2,
α′(t) = β(t)a,
with initial conditions β(0) = iw, α(0) = 0.
Solving the above equations, we get
β(t) =
2biwebt
iwc2(1− ebt) + 2b, (4.9)
α(t) = 2abiw
∫ t
0
ebs
iwc2(1− ebs) + 2bds
=
2ia
c2
log
∣∣∣ 2b
iwc2(ebt − 1)− 2b
∣∣∣.
¥
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Remark 4.1.3. In (4.6) if we interpret f to be such that Yt = f(Xt, t) , E(ewX(T )|Xt),
the differentiability of f is not verified though we know its explicit formula which is
twice differentiable in x given the expression of α(∙) and β(∙). To verify the differ-
entiability of f without knowing α(∙) and β(∙), we consider the following PDE for
f(x,t), which is the dual of equation (4.3)
ft + (a+ bx)fx +
1
2
c2fxx = 0, (4.10)
defined for all x in R and t in [0, T ], subject to the terminal condition f(x, T ) = ewx.
The Feynman-Kac formula tells us that if (4.10) has a solution, then f(x, t) can be
represented by f(x, t) = E(ewX(T )|Xt), where X follows the dynamics (4.2). The
existence and uniqueness of solution to equation (4.10) is given in [41] where a
general result on existence and uniqueness of solutions to parabolic PDE with Ho¨lder
continuous coefficients are provided. On the other hand, equation (4.10) is the dual
of (4.3) whose exact solution is given in [31].
4.2 Filtering Problems for Signals with Ho¨lder
Continuous Coefficients
The diffusion coefficients of the CIR process do not satisfy the conventional global
Lipschitz condition, so the results in Section 3.5 in [4] do not apply here. Instead it
is Ho¨lder continuous with coefficient 1
2
. We derive the corresponding Zakai equation
the filtering systems with the Ho¨lder continuous coefficients.
We study the following filtering framework where the process X represents the
signal and the process Y represents the observation.
dXt = f(Xt)dt+ σ(Xt)dvt, x0 = ξ, (4.11)
dYt = h(Xt) + dwt, y0 = 0,
where ξ is required to be a random variable with finite third moments.
We assume that f(x) : Rd → Rd and σ(x) : Rd → Rd are Ho¨lder continuous with
exponent less than 1, i.e.
‖f(x)− f(y)‖ ≤ K‖x− y‖α
‖σ(x)− σ(y)‖ ≤ K‖x− y‖α (4.12)
43
for some positive constant K and α ∈ (0, 1) and h has linear growth.
Remark 4.2.1. The coefficients f and σ have linear growth.
Proof. Let y = 0 in the first equation of (4.12) we get
‖f(x)− f(0)‖ ≤ K‖x‖α.
From triangle inequality, we have
‖f(x)‖ ≤ ‖f(x)− σ(0)‖+ ‖σ(0)‖
≤ K‖x‖α + ‖σ(0)‖.
Because α < 1, there exist two constants κ and κ2 such that
‖f(x)‖2 ≤ κ(‖x‖2α + 1)
≤ κ2(‖x‖2 + 1). (4.13)
similarly we have constant κ3 such that
‖σ(x)‖2 ≤ κ3(‖x‖2 + 1). (4.14)
¥
We derive the filtering equation in this setup. For this we use the classical change
of probability measure method. Let Z = {Zt, t > 0} be the process defined by
Zt = exp
(
−
∫ t
0
h(Xs)dws − 1
2
∫ t
0
h(Xs)
2ds
)
, t > 0.
A new probability measure P˜ is defined such that its Radon-Nikodym derivative is
defined by
dP˜
dP
∣∣∣
Ft
= Zt.
This requires Z to be a martingale. A suitable condition for Z to be a martingale
that replace the Novikov’s condition is given by Lemma 3.9 in [4], namely
E
[ ∫ t
0
h(Xs)
2ds
]
<∞, E
[ ∫ t
0
Zsh(Xs)
2ds
]
<∞, ∀t > 0. (4.15)
Lemma 4.2.2. Let X be the solution to (4.11) then there exists a constant c such
that
E[‖Xt‖2] ≤ (E‖X0‖2 + 1)e2ct.
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Proof. By Itoˆ’s formula
d(‖Xt‖2) = 2X>t (f(Xt)dt+ σ(Xt)dVt) + σ(Xt)σ>(xt)dt. (4.16)
Thus we define M = {Mt, t ≥ 0}, as
Mt ,
∫ t
0
2X>s σ(Xs)dVs.
This is a local martingale. Take Tn a reducing sequence such that M
Tn
t ,Mt∧Tn−M0
is a martingale for all n and let Tn → ∞. Integrating between 0 and t ∧ Tn and
taking expectation, EMt∧Tn = 0, hence
E‖Xt∧Tn‖2 = E‖X0‖2 + E
∫ t∧Tn
0
2X>s f(Xs) + tr(σ(Xs)σ
>(Xs))ds.
By (4.13) and (4.14),
E‖Xt∧Tn‖2 ≤ E‖X0‖2 + E
∫ t∧Tn
0
2dκ‖Xs‖(1 + ‖Xs‖) + κ′(1 + ‖Xs‖2)ds,
so setting c = max(2dκ, 2dκ+ κ′, κ′) > 0,
E‖Xt∧Tn‖2 ≤ E‖X0‖2 + cE
∫ t∧Tn
0
(1 + ‖X‖s + ‖Xs‖2)ds.
But by Jensen’s inequality , it follows that for Y a non-negative random variable
E[Y ] ≤ (E[Y 2])1/2 ≤ 1 + E[Y 2].
Thus
1 + E‖Xt∧Tn‖2 ≤ 1 + E‖X0‖2 + 2cE
∫ t∧Tn
0
(1 + ‖Xs‖2)ds.
and by using Gronwall’s Lemma
1 + E‖Xt∧Tn‖2 ≤ (1 + E‖X0‖2)e2c(t∧Tn).
We take the limit as n→∞ and by Fatou’s Lemma, we obtain
E‖Xt‖2 ≤ (1 + E‖X0‖2)e2ct − 1.
¥
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Lemma 4.2.3. Let X be the solution to (4.11). If the condition (4.12) is satisfied
and X0 has finite second moment and h has linear growth, i.e., that is there exist a
constant C such that
‖h(x)‖2 ≤ C(1 + ‖x‖2), ∀x ∈ Rd, (4.17)
then (4.15) is satisfied.
Proof. As a consequence of the linear growth on h,
E
[ ∫ t
o
‖h(Xs)‖2ds
]
≤ CE
[ ∫ t
0
(1 + ‖Xs‖2)ds
]
≤ Ct+ CE
[ ∫ t
0
‖Xs‖2ds
]
.
Since the condition (4.12) is satisfied and the second moment of x0 is finite, we can
use the bound in Lemma 4.2.2
E[‖Xt‖2] ≤ (E‖X0‖2 + 1)e2ct.
Consequently for t ≥ 0,
E
[ ∫ t
o
‖h(Xs)2‖
]
≤ Ct+ C
(
E[‖X0‖2 + 1]e
2ct − 1
2c
)
<∞. (4.18)
This establishes the first condition in (4.15). For the second condition, using (4.16)
and Itoˆ’s formula yields
d(Zt‖Xt‖2) = Zt(2Xt(f(Xt)dt+σ(Xt)dVt)+tr(σ(Xt)σ>(Xt))dt)−Zt‖Xt‖2h>(Xt)dYt.
Thus applying Itoˆ’s formula to the function f(x) = x/(1 + ²x) and the process
Zt‖Xt‖2 yields
d
( Zt‖Xt‖2
1 + ²Zt‖Xt‖2
)
=
1
(1 + ²Zt‖Xt‖2)2d(Zt‖Xt‖
2)− ²
(1 + ²Zt‖Xt‖2)3
(
Z2t ‖Xt‖4h>(Xt)h(Xt)
+4Z2t X
>
t σ(Xt))σ
>(Xt)Xt
)
dt.
We will integrate between 0 and t and take expectation. The stochastic integrals in
the above identity are local martingales. We need to show that they are martingales.
Consider first the term ∫ t
0
Zs2X
>
s σ(Xs)
(1 + ²Zs‖Xs‖2)2dVs;
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to show that this is a martingale we need to show that
E
[ ∫ t
0
∥∥∥ Zs2X>s σ(Xs)
(1 + ²Zs‖Xs‖2)2
∥∥∥2ds] = 4E[ ∫ t
0
Z2sX
>
s σσ
>Xs
(1 + ²Zs‖Xs‖2)4ds
]
<∞,
in order to establish this inequality, observe that
| X>t σ(Xt)σ>(Xt)Xt |≤ d2‖Xt‖2‖σ(Xt)σ>(Xt)‖,
and, from (4.14) ,
‖σσ>‖ ≤ κ(1 + ‖x‖2),
hence
| X>t σ(Xt)σ>(Xt)Xt |≤ d2κ′‖Xt‖2(1 + ‖Xt‖2),
so the integral is bounded by∫ t
0
Z2sXsσσ
>Xs
(1 + ²Zt‖Xt‖2)4ds ≤ κ
′d2
∫ t
0
Z2s‖Xs‖2(1 + ‖Xs‖2)
(1 + ²Zt‖Xt‖2)4 ds
= κ′d2
∫ t
0
Z2s‖Xs‖2
(1 + ²Zt‖Xt‖2)4 +
Z2s‖Xs‖4
(1 + ²Zt‖Xt‖2)4ds.
Considering each term of the integral separately, the first satisfies∫ t
0
Z2s‖Xs‖2
(1 + ²Zt‖Xt‖2)4ds ≤
∫ t
0
Zs × Zs‖Xs‖
2
(1 + ²Zt‖Xt‖2) ×
1
(1 + ²Zt‖Xt‖2)3ds
≤
∫ t
0
Zs
²
ds ≤ 1
²
∫ t
0
Zsds.
Thus the expectation of this integral is bounded by t/², because E[Zs] ≤ 1.
Similarly for the second term,∫ t
0
[ Zs‖Xs‖2
(1 + ²Zt‖Xt‖2)2
]2
ds ≤
∫ t
0
Z2s‖Xs‖4
(1 + ²Zt‖Xt‖2)2 ×
1
(1 + ²Zs‖Xs‖2)2ds
≤ 1
²2
t <∞.
For the second stochastic integral term,
−
∫ t
0
Zs‖Xs‖2h>(Xs)
(1 + ²Zs‖Xs‖2)2dVs,
to show that this is a martingale, we must show that
E
[ ∫ t
0
(
Zs‖Xs‖2h>(Xs)
(1 + ²Zs‖Xs‖2)2 )
2ds
]
<∞.
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We have
E
∫ t
0
(Zs‖Xs‖2h>(Xs)
(1 + ²Zs‖Xs‖2)2
)2
ds ≤
∫ t
0
( Zs‖Xs‖2
1 + ²Zs‖Xs‖2
)2 ‖h(Xs)‖2
(1 + ²Zt‖Xs‖2)2ds
≤ C
²2
∫ t
0
‖h(Xs)‖2ds.
Taking expectation, and using (4.18),
E
[ ∫ t
0
Z2s‖Xs‖4‖h(Xs)‖2
(1 + ²Zs‖Xs‖2)4 ds
]
≤ C
²2
E
[ ∫ t
0
‖h(Xs)‖2ds
]
≤ ∞.
Therefore we have established that the stochastic integrals in (4.19) are martingales
and have zero expectation. Consider now the remaining terms; by an application of
Fubini’s theorem, we see that
d
dt
E
[ Zt‖Xt‖2
1 + ²Zt‖Xt‖2
]
≤ E[Zt(2X>t f(Xt) + tr(σ(Xt)σ>(Xt))
1 + ²Zt‖Xt‖2
]
≤ K(E
[ Zt‖Xt‖2
1 + ²Zt‖Xt‖2
]
+ 1),
where we used the fact that E[Zt] ≤ 1. Hence, by Gronwall’s inequality there exists
Kt such that for 0 ≤ s ≤ t,
E
[ Zs‖Xs‖2
1 + ²Zs‖Xs‖
]
≤ Kt <∞,
and, by Fatou’s Lemma, as ²→ 0,
E[Zs‖Xs‖2] ≤ Kt <∞.
Finally by Fubini’s theorem
E[
∫ t
0
Zs‖h(Xs)‖2ds] = E[
∫ t
0
Zs
m∑
i=1
hi(Xs)
2ds]
=
∫ t
0
E[Zs‖h(Xs)‖2]ds
≤ C
∫ t
0
E[Zs(1 + ‖Xs‖2)]ds ≤ Ct(1 +Kt) <∞,
which establishes the second condition of (4.15). ¥
For ϕ ∈ B(R), t ∈ [0,∞), the unnormalised conditional probability measure is
defined by,
ρt(ϕ) = E˜[Z˜tϕ(Xt)|Yt],
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where Z˜t =
1
Zt
and E˜ is the expectation under probability measure P˜. Follows from
Exercise 3.25 in [4] we have the following result.
Proposition 4.2.4. Let X be the solution to (2.9), x0 has finite third moment and
f , σ and h have linear growth (4.17). Then we have
P˜
(∫ t
0
(ρs(h)
2ds) <∞
)
= 1, ∀t > 0. (4.19)
where P˜ is the new probability measure as defined dP˜
dP |Ft=Zt.
Theorem 4.2.5. If conditions (4.15) and (4.19) are satisfied then the unnormalised
conditional process ρt satisfies the Zakai equation,
ρt(ϕ) = π0(ϕ) +
∫ t
0
ρs(Aϕ)ds+
∫ t
0
ρs(ϕh
>)dYs, P˜ − a.s.∀t > 0 (4.20)
for any test function ϕ ∈ D(A).
Proof. First we approximate Z˜ with Z˜²t given by
Z˜²t =
Z˜t
1 + ²Z˜t
.
Using Itoˆ’s rule and integration by parts, we find
d(Z˜²tϕ(Xt)) = Z˜
²
tAϕ(Xt)dt+ Z˜
²
tdM
ϕ
t − ²ϕ(Xt)(1 + ²Z˜t)−3Z˜2t ‖h(Xt)‖2dt
+ϕ(Xt)(1 + ²Z˜t)
−2Z˜th>(Xt)dYt,
where Mϕ is defined by,
Mϕt = ϕ(Xt)− ϕ(X0)−
∫ t
0
(Aϕ)(Xs)ds, t ≥ 0.
Since Z˜²t is bounded, E[
∫ t
0
Z˜²sd〈Mϕ〉s] <∞, Lemma (B.0.2) gives
E˜[
∫ t
0
Z˜²tdM
ϕ
s |Y ] = 0.
Also since
E˜
[ ∫ t
0
ϕ2(Xs)(Z˜
²
s)
2‖h(Xs)‖2ds
]
≤ ‖ϕ‖
2
∞
²2
E˜[Zs‖h(Xs)‖2] <∞
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by using Lemma 3.1 in [4], we obtain
E˜[Z˜²tϕ(Xt)|Y ] =
π0(ϕ)
1 + ²
+
∫ t
0
E˜[Z˜²tAϕ(Xs)|Y ]ds
−
∫ t
0
E˜
[
²ϕ(Xs)(Z˜
²
s)
2 1
1 + ²Z˜s
‖h(Xs)‖2|Y
]
ds
+
∫ t
0
E˜
[
ϕ(Xs)Z˜
²
s
1
1 + ²Z˜s
h>(Xs)|Y
]
dYs. (4.22)
Now let ² tend to 0. By the Dominated convergence theorem, we have the following
results,
lim
²→0
Z˜²t = Z˜t,
lim
²→0
E˜[Z˜²tϕ(xt)|Y ] = ρt(ϕ), P˜ − a.s.
lim
²→0
E˜[Z˜²tAϕ(xt)|Y ] = ρt(Aϕ), P˜ − a.s.
For almost all ω the path t ∈ [0, t] → E˜[Z˜²tAϕ(xt)|Y ] is bounded uniformly in ²
hence by the dominated convergence theorem as ²→ 0, we have∫ t
0
E˜[Z˜²tAϕ(xt)|Y ]ds→ E˜
[ ∫ t
0
ρs(Aϕ)ds|Y
]
, P˜ − a.s
Using the definition of ρt, we see that by Fubini’s theorem∫ t
0
E˜[Z˜²sAϕ(xs) | Y ]ds→
∫ t
0
ρs(Aϕ)ds, P˜ − a.s.
Next we have that for almost every s,
lim
²→0
²ϕ(xs)(Z˜
²
s)
2(1 + ²Z˜s)
−1‖h(xs)‖2 = 0, P˜ − a.s.,
and∣∣∣²ϕ(xs)(Z˜²s)2(1 + ²Z˜²s)−1‖h(xs)‖2∣∣∣ = ∣∣∣ϕ(xs)Z˜s‖h(xs)‖2 ²Z˜s
1 + ²Z˜s
(1 + ²Z˜s)
−2
∣∣∣
≤ ‖ϕ‖∞Z˜s‖h(xs)‖2. (4.23)
Let λ be the Lebesgue measure on [0,∞), the right hand side of (4.23) is integrable
over [0, t]× Ω with respect to λ× P˜ using (4.15). Thus we can use the conditional
dominated convergence theorem to obtain that
lim
²→0
∫ t
0
²E˜[ϕ(xs)(Z˜²s)2(1 + ²Z˜s)−1‖h(xs)‖2 | Y ]ds = 0.
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Since we have the convergence results for the first three terms in (4.22), it only
remain to show that as ²→ 0,∫ t
0
E˜
[
ϕ(xs)Z˜
²
s
1
1 + ²Z˜s
h>(xs)|Y
]
dYs →
∫ t
0
ρs(ϕh
>)dYs. (4.24)
Consider the process
t 7→
∫ t
0
E˜[ϕ(xs)Z˜²s
1
1 + ²Z˜s
h>(xs)|Y ]dYs; (4.25)
we show that this a martingale. By Jensen’s inequality, Fubini’s theorem and (4.15),
E˜
[ ∫ t
0
E˜
[(
ϕ(xs)Z˜
²
s
1
1 + ²Z˜s
h>(xs)
)2
|Y
]
ds
]
≤ ‖ϕ‖
2
∞
²2
E˜
[ ∫ t
0
E˜[‖h(xs)‖2 | Y ]ds
]
=
‖ϕ‖2∞
²2
∫ t
0
E˜[‖h(xs)‖2 | Y ]ds
=
‖ϕ‖2∞
²2
∫ t
0
E˜[Zs‖h(xs)‖2 | Y ]ds
< ∞.
Thus the process defined in (4.25) is an Ft-martingale. From condition (4.19), the
limit process as ²→ 0,
t 7→
∫ t
0
ρs(ϕh
>)dYs, (4.26)
is a well defined local martingale. Thus the difference of (4.25) and (4.26) is a well
defined local martingale,
t 7→
∫ t
0
E˜
[
²Z˜2s (2 + ²Z˜s)
(1 + ²Z˜s)2
ϕ(xs)h
>(xs) | Y
]
dYs (4.27)
we use the Lemma (B.0.1) to prove that the integral in (4.27) converge to 0, P˜−
almost surely. Since, for all i = 1, ...,m,
lim
²→0
²Z˜2s (2 + ²Z˜s)
(1 + ²Z˜s)2
ϕ(xs)h
i(xs) = 0, P˜ − a.s.
and ∣∣∣∣Z˜s ²Z˜s1 + ²Z˜s (2 + ²Z˜s)(1 + ²Z˜s)2ϕ(xs)hi(xs)
∣∣∣∣ ≤ 2‖ϕ‖∞Z˜s | hi(xs) |, (4.28)
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using (4.15) it follows that for Lebesgue a.e. s > 0, the right-hand side is P˜ -
integrable, and it follows by the dominated convergence theorem that for almost
every s > 0,
lim
²→0
E˜
[
²Z˜2s (2 + ²Z˜s)
(1 + ²Z˜s)2
ϕ(xs)h
i(xs) | Y
]
= 0, P˜ − a.s. (4.29)
As a consequence of (4.28),
E˜
[
²Z˜2s (2 + ²Z˜s)
(1 + ²Z˜s)2
ϕ(xs)h
i(xs) | Y
]
≤ 2‖ϕ‖∞ρs(‖h‖),
and using the assumed condition (4.19), it follows that P˜ -a.s.∫ t
0
(
E˜
[
²Z˜2s (2 + ²Z˜s)
(1 + ²Z˜s)2
ϕ(xs)h
i(xs)
])2
ds ≤ 4‖ϕ‖2∞
∫ t
0
[ρs(‖h‖)]2ds <∞. (4.30)
Thus using the dominated convergence theorem for L2([0, t]),we obtain that∫ t
0
m∑
i=1
([
²Z˜2s (2 + ²Z˜s)
(1 + ²Z˜s)2
ϕ(xs)h
i(xs)
])2
ds→ 0 P˜ − a.s. (4.31)
Because this converge only holds almost surely we cannot apply the Itoˆ isometry
to conclude that the stochastic integral in (4.24) converge. However, we can apply
proposition B.0.1 as a consequence of (4.30) which establish the convergence in
(4.24).
¥
4.3 Uniqueness of the Solution to the Zakai Equa-
tion
First we define the space of measure-valued stochastic process within which we prove
uniqueness of the solution to the Zakai equation.
The following result is the Lemma 4.8 in [4] which provides the evolution equation
for time dependent test function.
Lemma 4.3.1. Assume f , σ, h have linear growth, let μ = {μt, t ≥ 0} be aMF (Rd)
valued process which satisfies (4.20), then for ϕ such that ϕ ∈ C1,2b ([0, t] × Rd) and
ϕ(s, ∙) ∈ D(A) for every s ∈ [0, t], we have
μt(ϕ(t, x)) = π0(ϕ0) +
∫ t
0
μs(
∂ϕs
∂s
+ Aϕs)ds+
∫ t
0
μs(hϕs)dYs. (4.32)
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Proof. From (4.20), for i = 0, 1, ..., n − 1 we have
μ(i+1)t/n(ϕit/n) = μit/n(ϕit/n) +
∫ (i+1)t/n
it/n
μs(Aϕit/n)ds+
∫ (i+1)t/n
it/n
μs(hϕit/n)dYs
for i = 0, 1, ..., n − 1. By Fubini’s theorem we have that
μ(i+1)t/n(ϕ(i+1)t/n − ϕit/n) =
∫ (i+1)t/n
it/n
μ(i+1)t/n
(∂ϕs
∂s
)
ds.
Hence,
μ(i+1)t/n(ϕ(i+1)t/n) = μ(i+1)t/n(ϕ(i+1)t/n − ϕit/n) + μ(i+1)t/n(ϕit/n)
=
∫ (i+1)t/n
it/n
μ(i+1)t/n
(∂ϕs
∂s
)
ds+ μit/n(ϕit/n)
+
∫ (i+1)t/n
it/n
μs(Aϕit/n)ds+
∫ (i+1)t/n
it/n
μs(hϕit/n)dYs.
Summing over the intervals [it/n, (i+ 1)t/n] from i = 0 to n− 1,
μt(ϕt) = π0(ϕ0) +
∫ t
0
μ([ns/t+1])t/n
(∂ϕs
∂s
)
ds+
∫ t
0
μs(Aϕ[ns/t]t/n)ds
+
∫ t
0
μs(hϕ[ns/t]t/n)dYs. (4.33)
If we take the limit as n tends to infinity of both sides of the above identity (4.33)
and use repeatedly the dominated convergence theorem, we get (4.32) ¥
We consider Zakai equation with a time inhomogeneous test function. Let ϕ˜ :
[0,∞) × S → R be a bounded measurable measurable function with continuous
bounded derivatives up to order m(m ≥ 2). From Lemma 4.3.1, for any ϕ˜ ∈
C1,2b ([0, t]× R) ∩ D(A), the time inhomogeneous Zakai equation is
ρt(ϕ˜) = ρt
(∂ϕ˜
∂t
+ Aϕ˜
)
dt+ ρt(hϕ˜)dYt. (4.34)
For fixed s > 0, for a test function ϕ ∈ Cb(Rd), we define the time dependent
function ϕ˜ ∈ C1,2b ([0, t]× R) ∩ D(A) such that
ϕ˜(t, x) = Ps−tϕ(x), t ∈ [0, s)
where (Pr)r≥0 is the Markov semigroup (see B.0.3) whose infinitesimal generator is
the operator A. Following from the properties of semigroup that
∂ϕ˜
∂t
= −APs−tϕ,
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therefore (4.34) becomes
dρt(Ps−tϕ) = ρt(hPs−tϕ)dYt, (4.35)
and the integrated form is
ρt(Ps−tϕ) = ρ0(Psϕ) +
∫ t
0
ρr(hPs−rϕ)dYr.
By taking the limit as t→ s, we have
ρs(ϕ) = ρ0(Psϕ) +
∫ s
0
ρr(hPs−rϕ)dYr.
Therefore ρt(ϕ) has the following representation if we replace s by t
ρt(ϕ) = ρ0(Ptϕ) +
∫ t
0
ρr(hPt−rϕ)dYr. (4.36)
This is the mild form of the Zakai equation (see, for example, [50]). Now we prove
that there exists a unique process ρt such that (4.36) holds true for any ϕ ∈ C2b (Rd).
The uniqueness will hold provided ρt belonging to a specific space of measure valued
processes.
Definition 4.3.2. The class U is the space of all Yt adapted M(Rd)-valued stochas-
tic processes μ = {μt, t > 0} with ca`dla`g paths such that, for all t ≥ 0,
supt∈[0,T ]E[| μt(1) |2] <∞. (4.37)
Theorem 4.3.3. There is a unique measure valued process in the class U such that
(4.36) holds true for any ϕ ∈ C2b (Rd) ∩ D(A) and t ∈ [0, T ].
Proof. Consider two measure valued processes ρ1t and ρ
2
t in U with the same initial
condition. Due to the the linearity of (4.36), the difference between ρ1t and ρ
2
t satisfies
the same evolution equation with initial value zero. To prove the uniqueness, it is
enough to show that the solution to (4.36) is zero for any t given that the initial
condition is zero. Let ρt be the difference of the two solutions s
1
t and s
2
t . Then for
t ∈ [0, T ] we have
ρt(ϕ) =
∫ t
0
ρr(hPt−rϕ)dYr,
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then
E˜[‖ρt(ϕ)‖2] = E˜
[
|
∫ t
0
ρr(hPt−rϕ)dYr |2
]
≤ E˜
[ ∫ t
0
(ρr(hPt−rϕ))2dr
]
≤ mtd‖h‖2‖ϕ‖2, (4.38)
where m = supt∈[0,T ]E[|ρt(1)|2] <∞. Define ϕ˜ = hPt−rϕ, then (4.38) can be written
into
E˜‖ρt(ϕ)‖2 ≤ E˜
[ ∫ t
0
(ρr(hPt−rϕ))2dr
]
=
∫ t
0
E˜[(ρr(hPt−rϕ))2]dr. (4.39)
Since (4.38) is true for all t > 0. For fixed t, applying (4.38) to ρr(hPt−rϕ) in
(4.39) yields
∫ t
0
E˜‖ρr(hPt−rϕ)‖2dr ≤
∫ t
0
rmd‖h‖2‖h‖2‖ϕ‖2dr
=
1
2
t2md‖h‖4‖ϕ‖2,
thus (4.38) becomes
E˜‖ρt(ϕ)‖2 ≤ 1
2
t2md‖h‖4‖ϕ‖2.
Iterating the above step n times leaves
E˜‖ρt(ϕ)‖2 ≤ 1
n!
tnmd‖h‖2n‖ϕ‖2. (4.40)
Since (4.40) holds true for any n and the right hand side of (4.40) converge to 0, we
get ρt(ϕ) must be zero for any t ∈ [0, T ].
¥
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Chapter 5
Projection Filter
As already stated, filtering problems in general do not have explicit solutions. In
addition to the particle method introduced in Chapter 3, the projection filter can
provide an numerical solution to general nonlinear filtering problems. The projection
filter (see Brigo, Hanzon and Le Gland [8], for example) is an algorithm which pro-
vides an approximation of the conditional distribution of the signal in a systematic
way, the method being based on a differential geometric approach to statistics. The
algorithm works well in some cases, for example the cubic sensor problem presented
in [8], but no general convergence result is known. In this chapter, we provide a
local convergence result for a particular case of projection which uses an exponential
family to approximate conditional distribution of the signal.
5.1 A Brief Introduction to the Projection Filter
The projection filter provides a numerical algorithm that enable us to approximate
the solution to the Zakai equation of a filtering problem. It is known that the
solution to the Zakai equation for general nonlinear filtering problems are infinite
dimensional, the idea of this particular method is to project the solution onto a finite
dimensional subspace so that we are able to update the approximated solution to
the Zakai equation at each time step. To do this we need to define an appropriate
space of probability distributions. Let S , {p(∙, θ), θ ∈ Θ} be a family of probability
densities on Rd, where Θ ⊆ Rn is an open set of parameters and let
S1/2 , {
√
p(∙, θ), θ ∈ Θ} ∈ L2(Rd)
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be the corresponding set of square roots of densities. We assume that for all θ ∈ Θ
{∂√p(∙, θ)
∂θ1
, ...,
∂
√
p(∙, θ)
∂θn
}
are independent vectors in L2(Rd), i.e., that S1/2 is an n-dimensional submanifold
of L2(Rd). The tangent vector space at
√
p(∙, θ) to S1/2 is
L√
p(∙,θ)S
1/2 = span
{∂√p(∙, θ)
∂θ1
, ...,
∂
√
p(∙, θ)
∂θn
}
.
The L2-inner product of any two elements of the basis is defined as〈∂√p(∙, θ)
∂θi
,
∂
√
p(∙, θ)
∂θj
〉
=
1
4
∫
Rd
1
p(x, θ)
,
∂
√
p(∙, θ)
∂θi
∂
√
p(∙, θ)
∂θj
=
1
4
gij(θ),
where g(θ) = (gij(θ)) is called the Fisher information matrix. One suitable choice
for S is the exponential family, i.e.,
S = {p(x.θ) = exp(θ>c(x)− ψ(θ) : θ ∈ Θ},
where c1, ...cn are scalar functions such that {c1, ..., cn} are linearly independent. We
also assume that Θ ⊆ Θ0 where
Θ0 =
{
θ ∈ Rn : ψ(θ) , log
∫
eθ
>c(x)dx <∞
}
and Θ0 has non empty interior. Let X and Y be the solution of the system of SDEs
as defined in Chapter 2, i.e.,dXt = f(Xt)dt+ σ(Xt)dVtdYt = h(Xt)dt+ dWt .
The density πt(x) of the conditional distribution of the signal satisfies the Stratonovich
SDE,
dπt(z) = A
∗πt(z)dt− 1
2
πt(z)(‖h(z)‖2 − πt(‖h‖2)) + πt(z)(h>(z)− πt(h>)) ◦ dYt,
where ◦ is used to denote Stratonovich integration and A∗ is the operator which is
the formal adjoint of A. Let v ∈ L2 be a solution to the above filtering equation at
a particular time t. In [8] a projection map is defined to be Λθt : L
2 → L√
p(∙,θ)S
1/2
v →
n∑
i=1
[ n∑
j=1
4gij(θ)〈v, ∂
√
p(∙, θ)
∂θj
〉
]∂√p(∙, θ)
∂θi
.
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This map is used to produce an approximation of πt that evolves in the subset of
probability measures S defined above. Details of the method can be found in [8, 9].
5.2 A Local Convergence Result of Exponential
Projection Filter
We consider the following filtering system with signal process Xt defined in (2.9)
and observation process Yt defined in (2.6),dXt = f(Xt)dt+ σ(Xt)dVtdYt = h(Xt)dt+ dWt . (5.1)
In the following we will assume that x is a real-valued process, i.e. d = 1 and
the observation is one dimensional as well. As usual, f and σ are global Lipschitz
and h satisfies the same conditions stated in Chapter 2. We assume that πt has a
probability density function πt(x) with respect to the Lebesgue measure. We choose
a family of unnormalised density functions to be
Pn , {p(∙, θ), θ = (θ0, θ1, ∙ ∙ ∙ , θn) ∈ Rn, θn < 0, n is even}
where p(x, θ) is of the form
exp{θ0 + θ1x+ θ2x2 + ∙ ∙ ∙+ θnxn}.
Assuming π(x) has finite moments up to any order, we let the density pn(x) to be
the one in Pn which minimizes the Kullback-Leiber information between π(x) and
pn(x) ∫
R
ln
(
π(x)
pn(x)/
∫
R p
n(x)dx
)
π(x)dx. (5.2)
Following Theorem 13.2.1 in [39], we deduce that pn(x) is the one in Pn such that its
corresponding probability measure has the same moments as the posterior density
function π(x) up to order n. Hence we project the solution to the filtering problem
of the system (5.1) into the exponential family Pn. For the actual numerical scheme
based on this particular projection, we divide the time space into finite intervals for
a fixed choice of n (n = 2 represents using normal density to approximate), and we
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approximate the solution of the filtering equation recursively. It has been verified
only numerically that such kind of approximation is close to the optimal filter within
finite time steps for certain filtering problems. Brigo and Hanzon [7] studied the
projection filter for applications on estimating the stochastic volatility in interests
models. Vellekoop [55] studied a change point detection problem by using the same
method. We have both local error, due to the choice of n and accumulative errors.
In the following, we prove that the expected local error converges to 0 as n tends to
infinity.
In the following we introduce a norm on the space of probability measures based
on their corresponding characteristic functions. For a probability measure m ∈ P(R)
define its corresponding characteristic function by
mλ =
∫
ϕλ(x)m(dx),
where ϕλ : R → R, ϕλ(x) = eiλx. It is known, see for example [29] that if mn,m ∈
P(R) and
lim
n→∞
mnλ = mλ
for any λ ∈ R then mn converge to m weakly on P(R).
The following proposition gives the rate of convergence of the characteristic func-
tions corresponding to the sequence of probability measures with densities pn to the
posterior distribution.
Proposition 5.2.1. For n > 0 and n even, let πnt be the sequence of probabilities
measures with densities pnt with respect to the Lebesgue measure which match the
first n moments of the conditional distribution of the signal πt. Then there exists
two positive constants c and σ such that, for any λ ∈ R
|πnt,λ − πt,λ| ≤ c
(λσ)n
2
n
2 (n
2
)!
(5.3)
Proof. By Taylor formula, we have that
eiλx =
n−1∑
k=0
(iλx)k
k!
+
(iλx)n
n!
eiλc(x)
where c(x) is an intermediate value between 0 and x. Since πn and π have the same
59
moments up to order n, we have that
|πnt,λ − πt,λ| =
∣∣∣ ∫ (iλx)n
n!
eiλc(x)πnt (dx)−
∫
(iλx)n
n!
eiλxπt(dx)
∣∣∣
≤
∫ ∣∣(iλx)n
n!
eiλc(x)
∣∣πnt (dx) + ∫ ∣∣(iλx)nn! eiλx∣∣πt(dx)
=
λn
n!
[ ∫
xnπnt (dx) +
∫
xnπt(dx)
]
=
2λn
n!
∫
xnπt(dx)
=
2λn
n!
E[Xnt |Yt],
hence
E[|πnt,λ − πt,λ|] ≤
2λn
n!
E[Xnt ]. (5.4)
Following from Theorem 3.1.3 Davies [23], the solution of the SDE satisfied the
signal process has a density with respect to the Lebesgue measure that has upper
and lower Gaussian bounds. In particular there exists two constants b and σ such
that the density ft(x) of the distribution of Xt is bounded by
ft(x) ≤ b+2
1√
2πσ2
e−
x2
2σ . (5.5)
It follow that
E[Xnt ] ≤ b+2 σn(n− 1)(n− 3) ∙ ∙ ∙ 3 ∙ 1 (5.6)
since the n-th moments of a normal distribution N(0, σ2) is given by
σn(n− 1)(n− 3) ∙ ∙ ∙ 3 ∙ 1.
for n even, the claim then follows from (5.4) and (5.6) ¥
We introduce a distance on the space of measures, so that we can get an estimate
of the rate of convergence for πnt and πt. Let σ be the constant appearing in (5.5)
then we define the following distance
dσ(p, q) =
∫
|pλ − qλ| 11
σ
√
2π
e
− x2
2( 1σ )
2 dλ. (5.7)
Then we have the following Corollary.
Corollary 5.2.2. For n > 0, n-even, let πnt be the sequence of probability measures
as defined in the previous proposition. Then there exists a constant c that
dσ(π
n
t , πt) ≤
c√
n
.
60
Proof. From (5.3) we have that
d(πnt , πt) ≤
∫
R
c3
(λσ)n
2
n
2 (n
2
)!
1
1
σ
√
2π
e
− x2
2 1
σ2 dλ
= c
n− 1
n
∙ n− 3
n− 2 ∙ ∙ ∙ ∙ ∙
3
4
∙ 1
2
(5.8)
when n = 2k we know that for any a > 1 we have
ln(1− 1
a
) ≤ −1
a
hence
2k − 1
2k
∙ 2k − 3
2k − 2 ∙ ∙ ∙ ∙ ∙
3
4
∙ 1
2
≤ e− 12
∑k
i=1
1
i . (5.9)
Moreover we know that
n∑
i=1
≤ ln k + 1 (5.10)
and the claim follows from (5.8), (5.9), (5.10). ¥
Therefore the distance between the approximation and the true value under the
measure defined by (5.7) decays at a speed 1√
n
.
Remark 5.2.3. We have assumed that θn < 0 in order to make the exponential
function integrable. However, in practice the filter may hit that boundary of the
manifold pretty soon. In that sense, the filtering equations will hold only until a
random hitting time.
Remark 5.2.4. In practice (see [9] for example), the projection filter algorithm
consists of two steps, prediction and correction. The approximation of the filter at
time step t and the transition kernel of the signal are used to get the predictor of the
signal at time t+1. Then we correct the predictor by multiplying a likelihood function
derived from the observation process. [9] pointed out that in the scalar case, adding
the functions h and h2 to the exponents in our exponential families would make the
correction step stay in the manifold in the case with discrete time observations. In
this sense the above result helps to control the local errors when we implement the
projection filter algorithm.
5.3 From Local to Global
In practice people are interested in controlling the cumulative error when implement-
ing the projection filter algorithms. In the following we provide a way to control the
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global error under certain assumptions. Once again the proof is done for the case
d = 1.
Let ϕi : R → R, ϕi(x) = xi, i = 0, . . . , N and πit be the moments of the
conditional distribution of the signal:
πit =
∫
R
ϕi(x)πt(dx).
Assumption. For any ² > 0, there exists N and the time-independent coefficients
(cNij )
N
ij=1, (d
N
ij )
N
ij=1 and (e
N
j )
N
j=1 such that for i = 0, . . . , N
E
[
|πt(Aϕi)−
N∑
j=1
cNijπ
j
t |
]
< ²,
E
[
|πt(hϕi)−
N∑
j=1
dNijπ
j
t |
]
< ²,
E
[
|πt(h)−
N∑
j=1
eNj π
j
t |
]
< ²,
where cN0,j = 0, j = 0, . . . , N and d
N
0j = ej, j = 0, ∙ ∙ ∙N .
Let π˜ = {(πit)Ni=0, t ≥ 0} be the solution of the following N -dimensional system of
equations
dπ˜it = (
N∑
j=0
cNij π˜
j
t )dt+ (
N∑
j=0
dNij π˜
j
t − π˜it(
N∑
j=0
eNj π˜
j
t ))× (dyt −
N∑
j=0
eNj π˜
j
tdt). (5.11)
Proposition 5.3.1. There exists a constant C = C(T,N) such that
E˜|πit − π˜it| ≤ C²
for any i = 0, 1, . . . , N for t ∈ [0, T ].
Remark 5.3.2. The above proposition essentially says that the moments of the
posterior distribution can be approximated by the solution of a system of stochastic
differential equations. The analysis can be reduced to a linear system in a simi-
lar manner of the the Kushner-Stratonovich equation (2.21) or the Zakai equation
(2.20). In other words it is possible to obtain the solution of the system (5.3)by
solving first the system of linear SDEs.
dπit =
N∑
i=0
cNijπ
i
tdt+ (
∑
dijπ˜
j
t )dyt.
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Proof. We assume that the initial condition of the (πit) and (π˜t) coincide. In case
they do not coincide, we need to approximate them to a suitable level. Then
πit − π˜it =
∫ t
0
[πs(Aϕ
i)−
N∑
j=1
cNijπ
j
s]ds+
N∑
j=1
cNij
∫ t
0
(πjs − π˜js)ds
+
∫ t
0
[πs(hϕ
i)−
N∑
j=1
dNijπ
j
s]dys +
N∑
j=1
dNij
∫ t
0
(πjs − π˜js)dys
−
∫ t
0
[πs(h)π
i
s − πis
N∑
j=1
eNj π
j
s]dys +
N∑
j=1
eNj
∫ t
0
(πisπ
j
s − π˜isπ˜js)dys
−
∫ t
0
[πs(hϕ
i)πs(h)−
N∑
j=1
N∑
k=1
dNij e
N
k π
j
sπ
k
s ]ds+
N∑
j=1
N∑
k=1
dNij e
N
k
∫ t
0
(πjsπ
k
s − π˜jsπ˜ks )ds
+
∫ t
0
[πs(h)
2πis − πis(
N∑
j=1
eNj π
j
s)
2]ds+
N∑
j=1
N∑
k=1
eNj e
N
k
∫ t
0
(πisπ
j
sπ
k
s − π˜isπ˜jsπ˜ks )ds.
Let f(t) =
∑N
i=1 (π
i
t − π˜it) and g(t) =
∑N
i=1 |πit − π˜it|. Then we observe that there
exist nonnegative constants C1(T,N), C2(T,N) and C3(T,N) such that the expected
value (under E) of each term above on the right hand side of the equation can be
controlled by one of the following three terms
C1², C1²+ C2
∣∣∣ ∫ t
0
f(s)ds
∣∣∣, C1²+ C3∣∣∣ ∫ t
0
f(s)dys
∣∣∣. (5.13)
For example, from the assumption we have
E
∫ t
0
[πs(Aϕ
i)−
N∑
j=1
cNijπ
j
s]ds ≤ ²T.
Moreover, there exist constants c1, c2 such that
E
∫ t
0
[πs(hϕ
i)πs(h)−
N∑
j=1
N∑
k=1
dNij e
N
k π
j
sπ
k
s ]ds
= E
∫ t
0
[πs(hϕ
i)πs(h)− πs(hϕi)
N∑
j=1
eNj π
j
t + πs(hϕ
i)
N∑
j=1
eNj π
j
t −
N∑
j=1
N∑
k=1
dNij e
N
k π
j
sπ
k
s ]ds
≤ c1²+ c2
∣∣∣ ∫ t
0
f(s)ds
∣∣∣.
The last inequality is true because all the moments πi are bounded and thus πs(hϕ
i)
is bounded.
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Therefore, we have that there exist constants C4(T,N), C5(T,N) and C6(T,N) such
that
Eg(t) ≤
∣∣∣C4²+ C5 ∫ t
0
Ef(s)ds+ C6
∫ t
0
Ef(s)dys
∣∣∣
≤
∣∣∣C4²+ C5 ∫ t
0
Eg(s)ds+ C6
∫ t
0
Eg(s)dys
∣∣∣.
As ys is a Brownian motion under P˜, the claim is obtained by using the Stochastic
Gronwall’s Inequality (see Theorem B.0.4). ¥
Remark 5.3.3. Proposition 5.2.1 and Proposition 5.3.1 form the beginning of a
rigours justification of the projection filter developed by Brigo, Hanzon and Le Gland
[9]. However, the assumptions under which the results are proven are quite strong.
In future work, one would want to obtain similar results under more general assump-
tions. In particular, the assumption for Proposition 5.3.1 may be difficult to check
in practice. However, if h is linear then the corresponding condition for h is auto-
matically satisfied. Moreover, if Aϕi and hϕi are entire functions and the moments
of the signal E[xnj ] decay sufficiently fast then the assumption can be verified on the
following manner: let
Aϕi =
N∑
j=0
cNijx
j + (Aϕi)
(n+1) ξ
n+1
(n+ 1)!
hϕi =
N∑
i=0
dNijx
N + (hϕ)n+1
ξn+1
(n+ 1)!
where ξ ∈ (0, x], then
πt(Aϕi) =
N∑
j=0
cNijπ
j
t +Rn+1
and
|E[Rn+1]| ≤ ‖(Aϕi)(n+1)‖∞E[|X|
n+1
t ]
(n+ 1)!
which is small for large n given E[xnj ] decay sufficiently fast.
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Chapter 6
Stability Problem
In this chapter, we will first introduce the stability problem and provide some exiting
results. Then we will discuss the problem with examples in both discrete time and
continuous time cases. We identify and analyze the transform operator for the
posterior process and develop tools to help solve general stability problems. Finally,
we discuss the stability problem for partially observed solutions of the Navier-Stokes
equation.
6.1 Introduction to the Stability Problem
In practical filtering problems, the signal process is not directly observable, more-
over, the true initial distribution of the signal is usually not available. It thus seems
natural to investigate the sensitivity of the filtering solution to its initialization.
Ideally, the solution of the filtering problem wrongly initialized should converge to
the true filtering solution. Hence, the stability problem of filtering involves investi-
gating the convergence of the filtering solution with a wrong initialization and the
corresponding conditions on the signal and observation coefficients.
Let q ∈ P(Rd) be a probability measure which describes the initial distribution
of the signal Xt as defined in Chapter 2 and q
′ ∈ P(Rd) be another measure defined
on the same measurable space as q. As in Chapter 2, let P˜ be the new probability
measure such that
dP
dP˜
∣∣∣
Ft
= Z˜t t ≥ 0.
where P is the original probability measure. Then it follows from the Kallianpur-
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Striebel formula (2.18) that for any bounded measurable function ϕ ∈ B(Rd), the
conditional distribution of the filtering problem has following representation
πqt (ϕ) =
E˜[Z˜tϕ(Xt) | Yt]
E˜[Z˜t | Yt]
≡ ρ
q
t (ϕ)
ρqt (1)
, (6.1)
where πqt is the normalized filtering solution, ρ
q
t is the unnormalised filtering solution
and the expectations are taken under the measure P˜ which measures the observations
process as a Brownian motion.
Assume the signal is wrongly initialized in our simulation, we can still get a
filtering solution numerically from the Kallianpur-Striebel formula using the same
observation path. Let Xq
′
t be a process generated from the wrong initial distribution
q′ and the same SDE as Xt, Z˜
q′
t be the corresponding martingale
Z˜q
′
t = exp
(
m∑
i=1
∫ t
0
hi(Xq
′
s )dY
i
s −
1
2
m∑
i=1
∫ t
0
hi(Xq
′
s )
2ds
)
, t ≥ 0
where h is the sensor function appearing in the equation (2.3) for the observation
process Y . Under the new probability measure, Y is independent of Xq
′
.
Definition 6.1.1. The filtering solution with the wrong initialization is defined to
be πqt
′, where
πq
′
t (ϕ) =
E˜[Z˜q
′
t ϕ(X
q′
t ) | Yt]
E˜[Z˜q′t | Yt]
≡ ρ
q′
t (ϕ)
ρq
′
t (1)
. (6.2)
Remark 6.1.2. Note that πq
′
t is not the conditional distribution of X
q′
t given the
process
dY q
′
t = h(X
q′
t )dt+ dwt.
However, ρq
′
t and π
q′
t satisfy the Zakai Equation (2.20) and the Kushner-Stratonovich
equation (2.21), respectively, with initial condition q′. We also emphasise that Xq
′
t
is independent of Y under P˜ but not P, so the expectation in (6.2) is taken w.r.t. P˜.
In the following, we will measure the difference between πqt and π
q′
t by the total
variation norm.
Definition 6.1.3. Let S be the probability space and let B(S) be the Borel σ-field of
S. The total variation norm for two probability measures λ, μ ∈ P(S) is defined by
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dTV (λ, μ) , 2 sup
A∈B(S)
|λ(A)− μ(A)|. (6.3)
Definition 6.1.4 (Continuous version of the stability property). We say that the
filter is stable with respect to its initial condition if for different initial distributions
q and q′ both in P(S)
lim
t→∞
dTV (π
q
t , π
q′
t ) → 0. (6.4)
For discrete time filtering problems, we let πn to be the filtering solution at time
t = n. In this case the signal (Xn)n≥0 is chosen to be a Markov Chain and we denote
the transition kernel of the signal by Kt(∙, ∙), t ∈ N. If the state space of the signal
is S, Kt(∙, ∙) is defined on S × B(S) such that for all t ∈ N and x ∈ S,
Kt(x,A) = P(Xt+1 ∈ A|Xt = x). (6.5)
Let (Yn)n≥0 be an associated process in Rm,
Yn = h(Xn) + vn,
where vn is a random variable which satisfies the following conditions.
For each yt ∈ Rm, there exists a continuous measurable function gytt (x) : S → R,
such that
P (Yt ∈ dyt|Xt = xt) = gt(yt − h(t, xt))dyt.
gytt (x) is the probability density function for x given the observation takes value yt
at time t. For a probability measure q ∈ P(S) and a set A ∈ B(S), define Ktq by
(Ktq)(A) =
∫
S
Kt(x,A)q(dx),
and gytt ∗ q by
(gytt ∗ q)(A) =
∫
A
gytt (x)q(dx)
q(A)
,
where Ktq and g
yt
t ∗ q are measures on S.
Definition 6.1.5. The conditional distribution of the signal πn is defined by
πn(ϕ) = E(ϕ(Xn)|Y1, . . . , Yn), (6.6)
for any ϕ ∈ B(S).
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We have the following recurrence formula for πn (see [4], [19] for proofs),
πy0:nn = g
yn
n ∗Kn−1πy0:n−1n−1 . (6.7)
If we denote the operator gyii ∗Ki−1 as Qi (i = 1, 2, 3, ...), then
πi = Qi(πi−1). (6.8)
Definition 6.1.6 (Discrete version of the stability property). We say that the filter
is stable if for two different initial probability measures π0, π
′
0 (note that π0 is the
initial signal distribution as we assume there is no observation at time t = 0),
lim
i→∞
dTV (Qi ◦ ∙ ∙ ∙Q1(π0), Qi ◦ ∙ ∙ ∙Q1(π′0)) = 0, P − a.s. (6.9)
For general nonlinear filters, stability relies on suitable conditions for both the
signal and the observations as well as the constrains on the initial condition. Instead
of total variation distance, other measures are sometimes used to get weaker versions
of stability results (see, eg [34, 59]).
6.2 The Linear Case
6.2.1 Stability of Kalman-Bucy Filter
The Kalman-Bucy filter or the linear filter is the most well known filtering frame-
work. It has been used very broadly and in many areas. The advantage of linear
filters is that we have explicit expressions for the posteriors, in particular the poste-
rior measures are normally distributed. Therefore, to study stability problem, it is
natural to start with the linear filters. Keeping the general notations as in Chapter
2, we consider the following linear model for the signal X in Rd and the observation
Y in Rm, for t ≥ 0 {
dXt = bXtdt+ σdVt
dYt = hXtdt+ dWt
, (6.10)
where X0 is a d-dimensional normal random vector with mean Xˆ0 ∈ Rd and covari-
ance matrix γ0, (Vt,Wt) is an (d+m)-dimensional Brownian motion, the coefficients
b, σ, h are matrices of dimensions d× d, d× d, m× d, respectively.
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Since both the signal and the observations are Gaussian processes, we can argue
that the posterior process of the filtering problem (6.10) is also a Gaussian process,
for example see page 157 in [59].
If we let the conditional mean and covariance of the signal to be{
mt = E(Xt|Yt)
γt = E((Xt −mt)(Xt −mt)>)
, (6.11)
then the filtering solution πt is normally distributed with mean mt and variance γt
and for t = 0, we have m0 = E[X0], γ0 = Cov(X0). We note that the mean of
the posterior is random and the covariance remains deterministic (see Chapter 9 in
[59]).
By taking expectations of the Kushner-Stratonovich Equation (2.21), we can
show that (for example see [59]) mt is the unique solution to the following equation
dmt = (b− γth>h)mtdt+ γth>dyt, t ≥ 0. (6.12)
Similarly, if we choose the test function ϕ(x) = xx> in (2.21) and take expecta-
tion, we get an ODE (Riccati equation) for the conditional variance process:
dγt
dt
= bγt + γtb
> + σ>σ − γth>hγt, t ≥ 0. (6.13)
Let x10 and x
2
0 be two different initial conditions for the signal processes, and
we denote the corresponding conditional mean and variance process by (m1t , γ
1
t )
and (m2t , γ
2
t ). Both (m
1
t , γ
1
t ) and (m
2
t , γ
2
t ) satisfy the equation (6.12) and (6.13). It
remains to study how the perturbations on initial conditions affect the mean and
variance processes as time tends to infinity. For the stability result provided by
Xiong [59], the following assumption is needed
Remark 6.2.1. As (6.13) does not contain the stochastic term yt, the conditional
covariance and the unconditional covariance of the signal coincide.
Assumption (A): There exits a matrix γ∞, such that bγ∞+γ∞b>+σ>σ−γ∞h>hγ∞
=0 and b − γ∞h>h is asymptotically stable, i.e., all its eigenvalues have negative
real parts.
Remark 6.2.2. Assumption (A) is true if the linear system of the Kalman-Bucy
filter is controllable and observable (see [52] for details).
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Lemma 6.2.3. (see Chapter 9.5 [59]) Suppose that (A) is true, let X0 be a normal
distribution with mean Xˆ0 and covariance matrix γ0. Suppose that
lim
t→∞
γ1t = lim
t→∞
γ2t = γ∞. (6.14)
then we have
lim
t→∞
(m1t −m2t ) = 0, a.s. (6.15)
Definition 6.2.4. The Wasserstein metric in the space P(Rd) is defined by
ρ(ν1, ν2) = sup{|〈ν1, φ〉 − 〈ν2, φ〉| : φ ∈ B1}, ∀ ν1, ν2 ∈ P(Rd),
where
B1 =
{
φ : |φ(x)− φ(y)| ≤ |x− y|, φ(x) ≤ 1,∀x, y ∈ Rd
}
.
Theorem 6.2.5. Under conditions (A), we have
lim
t→∞
ρ(π1t , π
2
t ) = 0, a.s.
Proof. Assumption (A) says that γt converge to γ∞ eventually. Using Lemma 6.2.3,
we obtain
ρ(π1t , π
2
t ) = sup
f∈B1
|
∫
Rd
f(x)π1t (dx)−
∫
Rd
f(x)π2t (dx)|
≤ sup
f∈B1
∫
Rd
| m1t −m2t +
√
γ1t z −
√
γ2t z | ϕ(z)dz
≤ | m1t −m2t | +
√
d |
√
γ1t −
√
γ2t |
→ 0, a.s.
where ϕ(z) is the probability density function of the d-dimensional standard normal
random vector. ¥
The result above provides stability for the linear filter under the Wasserstein
metric. In the following we provide an example on extending the stability result
under total variation distance for one dimensional case. The proof is based on the
fact that for normal random variables, convergence in mean and variance implies
convergence in total variation distance.
Lemma 6.2.6. Assume πα and πβ are normal distributions with different means α
and β (α ≤ β) and a same variance σ2, i.e., πα ∼ N(α, σ2) and πβ ∼ N(β, σ2),
then
dTV (π
α, πβ) ≤ 2√
2π
(β − α
σ
)
.
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Proof. Let Z be the standard normal distribution, then we have{
παt = σZ + α
πβt = σZ + β
, (6.16)
From Definition 6.1.3, the total variation distance, we can see that, the quantity
|παt (A)− πβt (A)|
gets its maximum value only if we integrate the difference of the two density functions
over the region (−∞, 1
2
(α + β)]. This is because the difference between the two
corresponding probability density functions
1√
2πσ2
e
(x−α)2
2σ2 − 1√
2πσ2
e
(x−β)2
2σ2
is positive only if x ∈ (−∞, 1
2
(α+ β)].
Thus we have
dTV (π
α, πβ) = 2|πα(A)− πβ(A)|, (6.17)
where A = (−∞, 1
2
(α+ β)]. Then
πα(A) = P (πα <
1
2
(α+ β)) = P (Z <
1
2σ
(β − α)) (6.18)
πβ(A) = P (πβ <
1
2
(α+ β)) = P (Z <
1
2σ
(α− β)). (6.19)
So the total variation distance is
dTV (π
α, πβ) = 2(πα(A)− πβ(A))
= 2(P (Z <
1
2σ
(β − α))− P (Z < 1
2σ
(α− β)))
= 4
∫ 1
2σ
(β−α)
0
1√
2π
e−
1
2
x2dx
≤ 2√
2π
(β − α
σ
)
. (6.20)
¥
Lemma 6.2.7. Assume π1 and π2 are normal distributions with same mean μ and
different variances σ21 and σ
2
2, (σ2 > σ1), i.e., π
1 ∼ N(μ, σ21) and π2 ∼ N(μ, σ22),
then
dTV (π
1, π2) ≤ 4
√
σ2 − σ1
σ2 + σ1
log
σ2
σ1
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Proof. First it is easy to see that
dTV (N(μ, σ
2
1), N(μ, σ
2
2)) = dTV (N(0, σ
2
1), N(0, σ
2
2)).
Next, we solve following equation
1√
2πσ21
e
− x2
2σ21 − 1√
2πσ22
e
− x2
2σ22 = 0
and the roots are x1 = −σ1σ2
√
2
σ22−σ21 log
σ2
σ1
and x2 = σ1σ2
√
2
σ22−σ21 log
σ2
σ1
. Therefore,
by the similar argument from the previous Lemma, we get
dTV (π
1, π2) = 2 sup
A∈B(R)
|π1(A)− π2(A)|
≤ 2
∫ x2
x1
1√
2πσ21
e
− x2
2σ21 − 1√
2πσ22
e
− x2
2σ22 dx
≤ 4σ1σ2
√
2
σ22 − σ21
log
σ2
σ1
( 1√
2πσ21
− 1√
2πσ22
)
= 4
√
σ2 − σ1
σ2 + σ1
log
σ2
σ1
¥
Theorem 6.2.8. Under conditions (A), we have
lim
t→∞
dTV (π
1
t , π
2
t ) = 0,
Proof. By using triangle inequality we have
dTV (π
1
t , π
2
t ) = dTV (N(m
1
t , γ
1
t ), N(m
2
t , γ
2
t ))
≤ dTV (N(m1t , γ1t ), N(m1t , γ∞)) + dTV (N(m1t , γ∞), N(m2t , γ∞))
+ dTV (N(m
2
t , γ∞), N(m
2
t , γ
2
t )).
Then the result follows Theorem 6.2.3, Lemma 6.2.6 and Lemma 6.2.7 ¥
The essential idea of above proof for the stability of the general Kalman-Bucy
filter is to assume the variances are asymptotically close and to use Gronwall’s
inequality(see [59] page 180) to control the asymptotic difference between the two
conditional means. However, the convergence rate is not provided thus we do not get
a full insight of the connections between the stability property and the assumptions
provided. In the next section we will use some examples to show how exactly the
posterior distributions exhibit stability behaviours.
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6.2.2 Examples
The above result covers a number of different examples that although stable, man-
ifest different behaviours. We enumerate some of them below. The simplest one is
the following case when the observation is independent of the signal process and the
signal evolves according to a standard Brownian motion. More precisely,
Example 6.2.9. Let (x, y) be the solution of the system{
xt = x0 + wt
yt = vt
, t ≥ 0 (6.21)
where vt, wt are two independent Brownian motions. Assume α and β are two dif-
ferent values of x0 ∈ R, α ≤ β. Then we have
dTV (π
α
t , π
β
t ) ≤
2√
2π
(β − α√
t
)
. (6.22)
Proof. In this case, the posterior distribution πt is simply the distribution of signal
itself as the observation provide no information about the signal. So the law of the
filtering solutions with different initial conditions α and β can be written as{
παt =
√
tZ + α
πβt =
√
tZ + β
, (6.23)
where Z is the standard normal distribution. To show stability, we need to prove
that the total variation distance between the two probability measures tends to zero
as time goes to infinity. From Lemma 6.2.6 we know that
dTV (π
α
t , π
β
t ) = 2|παt (A)− πβt (A)|, (6.24)
where A = (−∞, 1
2
(α+ β)]. Then
παt (A) = P (π
α
t <
1
2
(α+ β)) = P (Z <
1
2
√
t
(β − α)) (6.25)
πβt (A) = P (π
β
t <
1
2
(α+ β)) = P (Z <
1
2
√
t
(α− β)). (6.26)
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So the total variation distance is
dTV (π
α
t , π
β
t ) = 2(π
α
t (A)− πβt (A))
= 2(P (Z <
1
2
√
t
(β − α))− P (Z < 1
2
√
t
(α− β)))
= 4
∫ 1
2
√
t
(β−α)
0
1√
2π
e−
1
2
x2dx
≤ 2√
2π
(β − α√
t
)
. (6.27)
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Remark 6.2.10. If x0 has random initial distributions ν, μ ∈ P(R), then
dTV (π
μ
t , π
ν
t ) ≤ sup
‖ϕ‖≤1
| πμt (ϕ)− πνt (ϕ) |
≤ sup
‖ϕ‖≤1
|
∫
ϕ(x)
∫
παt (x)μ(dα)dx−
∫
ϕ(x)
∫
πβt (x)ν(dβ)dx |
≤ sup
‖ϕ‖≤1
|
∫
α
∫
β
[
∫
R
ϕ(x)(παt (x)− πβt (x))dx]μ(dα)ν(dβ)|
≤ c√
t
∫
α
∫
β
|β − α|μ(dα)ν(dβ)
which converges to zero if μ and ν have finite means.
Remark 6.2.11. The inequality (6.27) is sharp in that
dTV (π
α
t , π
β
t ) ≥
2√
2πt
(β − α)e− 12 (β−α)2 .
To see this, observe that in (6.27), e−
1
2
x2 is a decreasing function. So asymptotically
the total variation distance between the two is of order 1√
n
.
Remark 6.2.12. We observe that the stability property is not due to the ergodicity
of the signal (as Brownian motion is not ergodic). In this case the signal “diffuses”,
that is, the initial mass spreads through the entire space (the variance of the signal
tends to infinity). As a result, the two densities become flatter and flatter so that
the difference between the initial distributions contribute less and less to the total
variation distance between the two priors.
The next example exhibits stability from a different reason:
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Example 6.2.13. Let (x, y) be the solution to the following two dimensional system{
dxt = (A+Bxt)dt+ dwt
yt = vt
, t ≥ 0 (6.28)
where vt, wt are two independent one dimensional Brownian motions.
Let α and β be two different values for x0 ∈ R. In this case the filter is stable if
and only if B < 0. Moreover
dTV (π
α
t , π
β
t ) ≤
eBt√
e2Bt−1
2B
|α− β|. (6.29)
Proof. We know that for ∀ t > 0 ,
E(xt) = x0e
Bt +
A
B
(eBt − 1), (6.30)
V ar(xt) =
1
2B
(e2Bt − 1). (6.31)
Using the same argument in Example 6.2.9, we can see that the filter is stable if and
only if,
|E(x1t )− E(x2t )|√
V ar(xt)
≡ |α− β|e
Bt√
1
2B
(e2Bt − 1)
→ 0 (6.32)
as t→∞ where we need B < 0. ¥
Remark 6.2.14. Similarly to the previous example, if x0 has random initial distri-
butions ν, μ ∈ P(R), then
dTV (π
μ
t , π
ν
t ) ≤
eBt√
1
2B
(e2Bt − 1)
∫
α
∫
β
|β − α|μ(dα)ν(dβ). (6.33)
Remark 6.2.15. The inequality (6.33) is sharp as we have equality in (6.32).
Remark 6.2.16. We observe here that the existence of the drift term changes fun-
damentally the behaviour of πt. Despite the added diffusivity of the Brownian motion
part, it is the drift term that dictates the behaviour of πt. A positive drift exacer-
bates the difference between the initial conditions, whilst a negative drift squashes it.
The convergence rate (in the stable case) is exponential, i.e., a lot faster than in the
previous case.
75
The following example is an explicit computation of the one dimensional linear
filter.
Example 6.2.17. Let (x,y) be the solution of the following system{
dxt = bxtdt+ dwt
dyt = hxtdt+ dvt
, t ≥ 0 (6.34)
where b, h are real constants and vt, wt are two independent Brownian motions. Let
α and β be two different values of x0 ∈ R. We have
dTV (πα, πβ) = ct|α− βe−t
√
b2+h2 , (6.35)
where ct = O(1)
1.
Proof. We can calculate the exact expression of the mean and the variance process
from equations (6.12) and (6.13). In this case, equations (6.12) and (6.13) become
dmt = (b− h2γt)mtdt+ γthdyt, (6.36)
dγt
dt
= 2bγt + 1− γ2t h2. (6.37)
Let x10, x
2
0 ∈ R be two different starting points of the signals, and the corre-
sponding mean value process be m1t and m
2
t , then the variance processes for the two
signals satisfy the same ODE (6.37) with the same initial condition γ0 = 0.
Let b(s) = b− γsh2, using Itoˆ’s Lemma, we have
d(xte
− ∫ t0 b(s)ds) = dxte− ∫ t0 b(s)ds − xte− ∫ t0 b(s)dsb(t)dt
= e−
∫ t
0 b(s)ds(dxt − xtb(t)dt)
= e−
∫ t
0 b(s)dsγthdyt.
So
xt = e
∫ t
0 b(s)dsx0 + e
∫ t
0 b(s)ds
∫ t
0
e−
∫ s
0 b(r)drγshdys,
and
|m1t −m2t | = |x10 − x20|e
∫ t
0 b(s)ds
= |x10 − x20|e
∫ t
0 (b−γsh2)ds.
1The notation O(1) means that there exist two positive real constants m and M such that
m ≤ lim inft→∞ ct ≤ lim supt→∞ ct ≤ M .
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The ODE (6.37) can be solved explicitly in one dimensional case with the solution
γt =
ce2ch
2t( b
h2
− c) + c( b
h2
+ c)
e2ch2t( b
h2
− c)− ( b
h2
+ c)
+
b
h2
where c =
√
b2
h4
+ 1
h2
and γ0 = 0.
Since γt → c + bh2 as t → ∞, by the similar argument from Example 6.2.9 , we
have
dTV (π
1
t , π
2
t ) = c(t)P (0 ≤ z ≤
E(π1t )− E(π2t )√
V ar(πt)
)
= c(t)(
E(π1t )− E(π2t )√
V ar(πt)
)
= c(t)|x10 − x20|(e
∫ t
0 (b−γsh2)ds)
where z is the standard normal distribution and c(t) = O(1). As we know that for t
large, γt can be sufficiently close to the constant c +
b
h2
, then we have c1(t) = O(1)
such that
dTV (π
1
t , π
2
t ) = c1(t)|x10 − x20|(e−ch
2t)
= c1(t)|x10 − x20|(e−t
√
b2+h2) (6.38)
for large t. ¥
Remark 6.2.18. Similarly to the previous example, if x0 has random initial distri-
butions ν, μ ∈ P(R), then
dTV (π
μ
t , π
ν
t ) ≤ c(t)(e−t
√
b2+h2)
∫
α
∫
β
|β − α|μ(dα)ν(dβ) (6.39)
Remark 6.2.19. The inequality (6.39) is sharp as we have equality in (6.38)
Remark 6.2.20. In this case the rate of convergence is exponential. The addition
of the observation stabilizes the system. Even when the signal is not stable (b > 0)
the posterior is exponentially stable. Heuristically, the observation effectively restrict
the domain of the posterior to a moving compact. Roughly, given the observation
yt+δ − yt ≈ xthδ + wt+δ − wt ⇐⇒ xt ∼ N(yt+δ − yt
hδ
,
1
δ
)
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So we have some identification of where the posterior resides independent of its
initial distribution, e.g. the posterior resides “mostly” in the interval
(
yt+δ − yt
hδ
− α1
δ
,
yt+δ − yt
hδ
+ α
1
δ
)
for some suitable choice of α.
6.3 General Discrete Time Stability Problem
Nonlinear filtering problems generally do not admit explicit solutions, thus we can
not get stability properties from the explicit calculation of the posterior distribu-
tions. Different conditions are imposed on the signal and the observations to get
stability properties.
For example, Budhiraja and Ocone [13] provides stability result for the following
model: {
Xn+1 = m(Xn) + σ(Xn)ξn
Yn = Xn + νn
,
where the noises (ξn, νn) are assumed to be i.i.d. with bounded densities and the
dispersion function σ(∙) is assumed to be positive and bounded from above and be-
low.
Del Moral and Guionnet [26] study the following model{
P (Xn ∈ A|Xn−1) = Kn(Xn−1, A)
Yn = (Hn, Vn)
,
where Kn is the transition kernel of the signal process. Hn has a density function
gn which provides the relationship between the signal and the observational process
Yn. They then provided the stability results under the following conditions:
(A1) For any x ∈ E, there exists a reference probability measure λn ∈ P(E) and a
positive ²n ∈ (0, 1] s.t.
²n ≤ dKn(x, ∙)
dλn
≤ 1
²n
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(A2) For any x ∈ E, there exists an an ∈ [1,∞) s.t.
1
an
≤ dgn(x, ∙)
dλn
≤ an
Crisan and Heine [19] provide stability result under different conditions. Heuristi-
cally they show that the filter is stable when the tail of observation noise is thinner
than or equal to the tail of the signal noise. They consider the classical filtering
model {
Xn+1 = f(Xn) +Wn
Yn = h(Xn) + Vn
,
with the following assumptions
(A1) Functions fi, i > 0 are a-Lipschitz, that is, for all x, y, ‖fi(x)−fi(y)‖ ≤ a‖x−y‖.
(A2) Functions hi, i > 0 are bijective such that hi and h
−1
i are b-Lipschitz.
(A3) There are m1,M1, α1, β1 > 0 such that for all i > 0, ρW i satisfies
m1 exp(−α1‖x‖β1) ≤ ρW i ≤M1 exp(−α1‖x‖β1).
(A4) There are m2,M2, α2, β2 > 0 such that for all i > 0, ρV i satisfies
m2 exp(−α2‖x‖β2) ≤ ρV i ≤M2 exp(−α2‖x‖β2).
Then Crisan and Heine [19] prove that the filter is stable given one of the following
conditions
(i) β1 = β2 and α2 > κ0, for some constant κ0.
(ii) β1 < β2.
The above result solves a quite general case of stability problem in discrete time
case, in the sense that
(i) The signal is unbounded on Rd, with Lipschitz drift term.
(ii) The noise density function can be unbounded, and not necessarily normally
distributed.
(iii) No ergodicity assumption or other conditions of the models are assumed, which
usually appeared in other studies of the stability problems [3, 56]. Note that ergod-
icity is a strong assumption as it implies that the distribution of the signal becomes
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more and more irrelevant to its initial state as time goes large. As a result, it is
perhaps natural that the observed signal will have the same ergodicity or stability
property. Sometimes, even stronger assumptions like mixing or strong mixing prop-
erties are assumed, examples include [26, 27]
Handel [34] proves that the filtering model introduced in Chapter 2{
Xn+1 = f(Xn) + vn
Yn = h(Xn) + νn
,
is stable under the following additional assumptions
(A1) The observation function h possesses a uniform continuous inverse
(A2) The law of the observation noise ν has a density qν with respect to the Lebesgue
measure on Rn.
(A3) The Fourier transform of qν vanishes nowhere.
(A4) The transition kernel of the signal process K(x, ∙) is uniformly strong feller,
i.e.,
lim
n→∞
‖K(xn, ∙)−K(yn, ∙)‖TV → 0 whenever lim
n→∞
d(xn, yn)→ 0
In Handel’s result, no specific assumptions are made on the signal process whilst
strong assumptions on the observation processes are imposed. From the results
listed above, we can see that, there are two sources in the filtering process that pro-
vide stability property for the posterior distributions. Firstly, if the signal processes
posses certain statistical properties like stationarity, ergodicity or mixing, then the
posterior distributions can more or less inherent those properties from the signal
process. On the other hand, if the signal has no contribution to the stability of the
posterior distributions, the observation processes can help to get stability. Consid-
ering an extreme case where the signal process is deterministic with no stationary
distributions, the posterior distributions can still be stable given that the observa-
tion process is good enough. Most of the studies in the past are concentrate on the
signal processes rather than the observations. In the following sections, we will use
some examples to illustrate how the observations contribute to stability.
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6.3.1 Updating Algorithm
As usual, we consider the classical discrete time filtering model:{
Xn = fn(Xn−1) + ξn
Yn = h(Xn) + νn
(6.40)
where ξn, νn are independent noises, usually assumed to be normal distributed.
The signal process (Xn)n≥0 is a Markov Chain with transition kernel Kt(∙, ∙), t ∈ N.
Assume the signal is valued on Rd, then Kt(∙, ∙) is defined on Rd ×B(Rd) such that
for all t ∈ N and x ∈ Rd,
Kt(x,A) = P(Xt ∈ A|Xt−1 = x). (6.41)
We assume the observational process Yt takes value in Rm, and for each yt in
Rm, there exist a continuous measurable function gytt (∙) : Rm → R, such that
P (Yt ∈ dyt|Xt = xt) = gytt (xt)dyt , gt(yt − h(t, xt))dyt,
where gt(∙) is the p.d.f of the observation noise νt.
For a probability measure q on Rd , for any A in B(Rd), define Ktq by
(Ktq)(A) =
∫
Rd
Kt(x,A)q(dx) (6.42)
and (gytt ∗ q)(A) by
(gytt ∗ q)(A) =
∫
A
gytt (x)q(dx)
q(gytt )
. (6.43)
Let πn be the discrete time version of the filtering solution at time t = n, then
we have the identity (6.1)
πy0:tt = g
yt
t ∗ (Ktπy0:t−1t−1 ). (6.44)
Remark 6.3.1. The order of the two actions g and K(∙, ∙) is not exchangeable.
We consider next the special case that the signal is deterministic, i.e., Xn =
fn(Xn−1) for fixed function fn. In this case the transition kernel Kn−1 is the Dirac
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measure δfn(x) and δf(x)(A) , 1A(f(x)). By Bayesian formula, we have
πy0:nn (A) =
∫
R
∫
R 1A(xn)g
yn
n (xn)Kn(xn−1, dxn)π
y0:n−1
n−1 (dxn−1)∫
R
∫
R g
yn
n (xn)Kn(xn−1, dxn)π
y0:n−1
n−1 (dxn−1)
=
∫
R
∫
R 1A(xn)g
yn
n (xn)δfn(xn−1)(dxn)π
y0:n−1
n−1 (dxn−1)∫
R
∫
R g
yn
n (xn)δfn(xn−1)(dxn)π
y0:n−1
n−1 (dxn−1)
=
∫
R 1A(fn(xn−1))g
yn
n (fn(xn−1))π
y0:n−1
n−1 (dxn−1)∫
R g
yn
n (fn(xn−1))π
y0:n−1
n−1 (dxn−1)
= [gynn (fn(∙)) ∗ πy0:n−1n−1 ](1A(fn)). (6.45)
This means that for some test function ϕ ∈ B(Rd), the updating algorithm (6.44)
becomes
πy0:nn (ϕ) = [g
yn
n (fn(∙)) ∗ πy0:n−1n−1 ](ϕ(fn)) (6.46)
when the signal is deterministic.
The algorithm provide an recursive relationship for the posterior distribution
over time. It is nature to investigate under what conditions the total variation
distance between two posteriors with different starting points become smaller after
one step update. In other word, the filtering system contract over time.
6.3.2 Examples
To investigate the contractive effect of a filtering system provided by the observations
(not the signal), we study examples with deterministic signals in which we can
compute exactly the total variation distance between two posteriors with different
initializations.
We consider the following one dimensional filtering system{
Xn = cnXn−1
Yn = Xn + νn
, (6.47)
where cn are real constants and the observation noise νn is normally distributed
N(0,σ2Y ). Assume that there are two different initial conditions π0 ∼ N(μ1, σ2) and
π˜0 ∼ N(μ2, σ2) where μ1, μ2 and σ are all real constants. In other words we assume
that the mean of the initial prior distribution is wrongly initialized.
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Lemma 6.3.2. Given the initial distribution π0 ∼ N(μ,σ2), fi(x) = cix for some
constants ci ∈ R, the distribution of π1 which is defined by the recursive algorithm
(6.46), i.e., π1(ϕ) = g1 ∗ π0(ϕ(f1)) is N(μ1, σ21) where
μ1 = c1
c1y1
σ2Y
+ μ
σ2
c21
σ2Y
+ 1
σ2
=
c21y1σ
2 + c1μσ
2
Y
c21σ
2 + σ2Y
(6.48)
and
σ21 =
c21
c21
σ2Y
+ 1
σ2
=
c21σ
2
Y σ
2
c21σ
2 + σ2Y
(6.49)
Proof. If fi(x) = cix, we have
gy11 (x) =
1√
2πσ2Y
exp{−(y1 − x)
2
2σ2Y
} (6.50)
and
gy11 (f1(x)) =
1√
2πσ2Y
exp{−(y1 − c1x)
2
2σ2Y
}. (6.51)
Then
π1(A) = [g
y1
1 (f1) ∗ π0](1A(f1))
=
∫
R 1A(f1(x))g
y1
1 (f1(x))π0(dx)∫
R g
y1
1 (f1(x))π0(dx)
=
∫
R 1A(c1x)Q(x)dx∫
RQ(x)dx
(6.52)
where
Q(x) =
1√
2πσ2Y
exp{−(y1 − c1x)
2
2σ2Y
} 1√
2πσ2
exp{−(x− μ)
2
2σ2
}
Q(x) =
1√
2πσ2Y
1√
2πσ2
exp{−1
2
[(
c21
σ2Y
+
1
σ2
)x2 − 2(c1y1
σ2Y
+
μ
σ2
)x+
y21
σ2Y
+
μ2
σ2
]}
=
1√
2πσ2Y
1√
2πσ2
exp{−1
2
[(x
√
c21
σ2Y
+
1
σ2
−
c1y1
σ2Y
+ μ
σ2√
c21
σ2Y
+ 1
σ2
)2 −
(
c1y1
σ2Y
+ μ
σ2
)2
c21
σ2Y
+ 1
σ2
+
y21
σ2Y
+
μ2
σ2
]}
= C(c1, σ
2
Y , σ
2, μ)N ′(
c1y1
σ2Y
+ μ
σ2
c21
σ2Y
+ 1
σ2
,
1
c21
σ2Y
+ 1
σ2
)(x), (6.53)
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where the constant C = C(c1, σ
2
Y , σ
2, μ) does not depend on x and N ′(μ, σ)(x)
denotes the p.d.f. of the normal distribution with mean μ and variance σ2. So we
have
π1(A) =
∫
R 1A(c1x)Q(x)dx∫
RQ(x)dx
=
∫
R
1A(c1x)N
′(
c1y1
σ2Y
+ μ
σ2
c21
σ2Y
+ 1
σ2
,
1
c21
σ2Y
+ 1
σ2
)(x)dx
=
∫
R
1A(x1)N
′(c1
c1y1
σ2Y
+ μ
σ2
c21
σ2Y
+ 1
σ2
,
c21
c21
σ2Y
+ 1
σ2
)(x1)dx1, (6.54)
where we applied the change of variable x1 = c1x in the last step. The above
equation shows that π1 is normally distributed with the desired mean and variance.
¥
By Lemma 6.2.6, the total variation distance between π1 and π˜1 is
‖π1 − π˜1‖TV = 2P (0 ≤ N(0, 1) ≤ |μ1 − μ˜1|
2σ1
)
= 2P (0 ≤ N(0, 1) ≤
|c1
c1y1
σ2
Y
+ μ
σ2
c21
σ2
Y
+ 1
σ2
− c1
c1y1
σ2
Y
+ μ˜
σ2
c21
σ2
Y
+ 1
σ2
|
2
√
c21
c21
σ2
Y
+ 1
σ2
)
= 2P (0 ≤ N(0, 1) ≤ |μ− μ˜|
2σ
√
σ2c21
σ2Y
+ 1
)
≤ 2P (0 ≤ N(0, 1) ≤ |μ− μ˜|
2σ
). (6.55)
The above example shows that after one step update, the total variation distance
between two posteriors with different initializations becomes smaller. It is also
intuitively correct that smaller observation noise σ2Y higher contraction rate.
We recall that the system is stable provided
lim
n→∞
‖πn − π˜n‖TV = 0 (6.56)
84
From the above analysis, we deduce by induction that πn is normal distributions
with mean μn and variance σ
2
n.
Lemma 6.3.3. Under the previous settings, the variance of the posterior distribution
after n-steps update is
σ2n =
(
∏n
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y
. (6.57)
Proof. When n = 1, the result follows from Lemma 6.3.2. Using induction, we
assume that (6.57) is true up to the time step n, then by the same argument of
(6.49), we have
σ2n+1 =
c2n+1σ
2
Y σ
2
n
c2n+1σ
2
n + σ
2
Y
=
c2n+1σ
2
Y
(
∏n
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
c2n+1
(
∏n
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
+ σ2Y
=
c2n+1σ
2
Y (
∏n
i=1 c
2
i )σ
2
Y σ
2
c2n+1(
∏n
i=1 c
2
i )σ
2
Y σ
2 + σ2Y (σ
2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y )
=
c2n+1(
∏n
i=1 c
2
i )σ
2
Y σ
2
c2n+1(
∏n
i=1 c
2
i )σ
2 + σ2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y
=
(
∏n+1
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n+1
i=1
∏i
j=1 c
2
j) + σ
2
Y
¥
Lemma 6.3.4. Under the previous settings, the mean of the posterior distribution
after n-steps update is
μn =
[
∑n
i=1(yi
∏i
j=1 cj)](
∏n
i=1 ci)σ
2 + (
∏n
i=1 ci)σ
2
Y μ0
σ2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y
Proof. When n = 1, the result follows from Lemma 6.3.2. Using induction, assume
the equation hold up to time step n, then by the same argument for (6.48), we have
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μn+1 =
c2n+1yn+1σ
2
n + cn+1μnσ
2
Y
c2n+1σ
2
n + σ
2
Y
=
c2n+1yn+1
(
∏n
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
+ cn+1
[
∑n
i=1(yi
∏i
j=1 cj)](
∏n
i=1 ci)σ
2+(
∏n
i=1 ci)σ
2
Y μ0
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
σ2Y
c2n+1
(
∏n
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
+ σ2Y
=
c2n+1yn+1(
∏n
i=1 c
2
i )σ
2
Y σ
2 + cn+1{[
∑n
i=1(yi
∏i
j=1 cj)](
∏n
i=1 ci)σ
2 + (
∏n
i=1 ci)σ
2
Y μ0}σ2Y
c2n+1(
∏n
i=1 c
2
i )σ
2
Y σ
2 + σ2Y [σ
2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y ]
=
yn+1(
∏n+1
i=1 c
2
i )σ
2 + [
∑n
i=1(yi
∏i
j=1 cj)](
∏n+1
i=1 ci)σ
2 + (
∏n+1
i=1 ci)σ
2
Y μ0
σ2(
∑n+1
i=1
∏i
j=1 c
2
j) + σ
2
Y
=
[
∑n+1
i=1 (yi
∏i
j=1 cj)](
∏n+1
i=1 ci)σ
2 + (
∏n+1
i=1 ci)σ
2
Y μ0
σ2(
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i=1
∏i
j=1 c
2
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2
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Proposition 6.3.5. The filtering system (6.47) is stable if and only if
lim
n→∞
n∑
i=1
i∏
j=1
c2j =∞.
Proof. By Lemma 6.2.6 we have
‖πn − π˜n‖TV = 2P (0 ≤ N(0, 1) ≤ |μn − μ˜n|
2σn
)
= 2P (0 ≤ N(0, 1) ≤
(
∏n
i=1 ci)σ
2
Y |μ0−μ˜0|
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
2
√
(
∏n
i=1 c
2
i )σ
2
Y σ
2
σ2(
∑n
i=1
∏i
j=1 c
2
j )+σ
2
Y
).
= 2P (0 ≤ N(0, 1) ≤ (
∏n
i=1 ci)σ
2
Y |μ0 − μ˜0|
2
√
(
∏n
i=1 c
2
i )σ
2
Y σ
2
√
σ2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y
)
= 2P (0 ≤ N(0, 1) ≤ cˉ√
σ2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y
)
where cˉ is a constant does not depend on n. It converges to zero if and only if
1√
σ2(
∑n
i=1
∏i
j=1 c
2
j) + σ
2
Y
→ 0 (6.58)
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as n tends to infinity . Hence the claim. ¥
Consider the particular case that ci = 1 for all i. In this case condition (6.58) is
satisfied and have the asymptotic convergence rate
lim sup
n→∞
‖πn − π˜n‖TV = C(σ2)n− 12 |μ0 − μ˜0|.
Another special case is that when c1 = 1, ci =
i−1
i
(i ≥ 2). Here we have
i∏
j=1
c2j = (1 ∙
1
2
∙ 2
3
∙ ∙ ∙ i− 1
i
)2 =
1
i2
then
0 <
n∑
i=1
i∏
j=1
c2j =
n∑
i=1
1
i2
<
∞∑
i=1
1
i2
=
π
6
In this case, the total variation distance between the two posterior distributions has
a limit larger than zero. So we do not have stability given ci decreasing faster than
a certain speed. We have the following stability test for the system (6.47).
Corollary 6.3.6. The following holds true
• If lim sup |cn| < 1 then the system (6.47) is not stable.
• If lim sup |cn| > 1 then the system (6.47) is stable.
• If lim |cn| = 1 then the test is inclusive.
Proof. This is a direct corollary of the ratio test for a series
∑∞
n=1 an with positive
terms, where
an =
n∏
j=1
c2j .
Note that in this case
an
an−1
= c2n,
see for example [51]. ¥
For the inclusive cases, for example if we choose
ci =
( i− 1
i
)α
,
87
then
n∏
i=1
c2i =
1
n2α
.
Hence the system is stable for α ≤ 1
2
and not stable for α > 1
2
.
6.4 Continuous Time Stability Problem
In the continuous time case, existing results are relatively limited. One of the main
results is provided by Atar and Zeitouni [3]. They prove the stability results for the
signal in a compact domain. They consider standard filtering model with following
additional assumptions:
(A1) There exits a initial signal measure ps s.t. the corresponding measure of the
signal process Ps is ergodic.
(A2) Let the original measure of the signal be Px, then Px and Ps are absolutely
continuous w.r.t the tail σ-algebra.
(A3) The generator of the signal process is strictly elliptic.
(A4) The signal lies in a compact domain.
They proved that the wrongly initialized filter converge to the true solution expo-
nentially fast.
Another paper by Atar [2] provides stability results in non-compact domain for
the one dimensional case. For the following model,{
dxt = f(xt)dt+ dwt, xt ∈ R
dyt = xtdt+ dvt, yt ∈ R, y0 = 0.
In particular Atar shows that the filter is stable under the following assumptions
(A1) The function V (x) = f ′(x) + f 2(x) is twice continuously differentiable with a
bounded second derivative.
(A2) There exists an initial density p˜, such that under P p˜ (the corresponding prob-
ability measure for the signal ), xt is stationary and ergodic. We denote P˜ = P
p˜ for
one such p˜; E˜ denotes the expectation with respect to it.
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(A3) For some t > 0, the marginal law of xt under P (original signal probability
measure) is absolutely continuous with respect to that under P˜ .
(A4) E˜x2t <∞.
We observe that in the above two results the signal is required to be ergodic.
This is in addition to other assumptions.
The proof of the first result in [3] relies largely on the compactness of signal
domain. The compactness of the signal domain ensures the relative density of the
signal at two points in the domain can be upper and lower bounded. It is thus easy to
bound the transform operator that maps the filtering solution over time. Beside, the
compactness of the domain provides the ergodicity for most of the signals. However,
the problem becomes much more difficult if the signal is unbounded and non-ergodic.
One of the most recent results provided by Veretennikov and Kleptsyna deals
with the standard filtering model under the following assumptions
(A1) All functions b,h,σ are bounded. The matrix function σ is uniformly non-
degenerate.
(A2) The function h is twice continuously differentiable with bounded derivatives
up to second order.
(A3) Recurrence drift condition
lim
‖y‖→∞
〈b(x), x〉 = −∞.
(A4) The two initial measures ν0, μ0 are comparable. i.e., there exist C > 0, s.t.
C−1 ≤ dν0
dμ0
≤ C.
(A5) Both ν0 and μ0 possess all positive polynomial moments.
The third assumption is a recursive property of the signal, and the fourth as-
sumption is relatively strong in the sense that normal distributions on the real line
are not comparable.
In the following we discuss the stability of the filter in the general case, that is
when
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(i) Drift terms of signal and observation processes are Lipschitz functions.
(ii) The volatility function is Lipschitz (weaker) or bounded (stronger).
Though the above conditions are not enough, it is desirable to know what are the
minimum additional conditions for stability. In the following sections we will an-
alyze the stability problem in continuous time framework in more details and we
develop some tools that may potentially be useful for future research.
6.4.1 The Stability Problem for Non-linear Filters
We consider the general filtering model (2.9) and (2.3) introduced in Chapter 2
where the signal and observation process satisfy the following system of stochastic
differential equations {
dXt = f(Xt)dt+ σ(Xt)dwt
dYt = h(Xt)dt+ dvt
(6.59)
where b = (bi)
d
i=1 : Rd → Rd, σ = (σi)di=1 : Rd → Rd and h = (hi)mi=1 : Rd → Rm
are Lipschitz continuous functions and w, v are standard Brownian motions in Rd
and Rm. As we know that the linear filter is stable, we may ask if the stability of
linear filter suggest stability of filters with linear growth coefficients. Inspired by
the examples of linear filters in the previous section, we consider the dynamics of
the posterior distribution. For linear filters, we find that the distance between two
posteriors contracts over time. Thus we will study the operator that transforms the
initial distributions to the current posterior distribution and then investigate if the
operator contract over time.
We identify the exact transform operator which maps the initial condition to the
filtering solution. Firstly we let Z˜ be the exponential martingale defined by (2.14),
i.e.
Z˜t = exp
(∫ t
0
h(Xs)dys − 1
2
∫ t
0
‖h(Xs)‖2ds
)
, t ≥ 0,
and we further define
It(α, β; y
t
0) , E(α)(Z˜t|Yt, Xt = β). (6.60)
In the following we will assume that the transition kernel associated with the signal
is absolute continuous with respect to the Lebesgue measure and we denote by
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Pt(α, β) its probability density function in other words,
P(Xt ∈ A|X0 = α) =
∫
A
Pt(α, β)dβ (6.61)
for A ⊂ B(Rd) and α, β ∈ Rd.
Let ραt be the unnormalised conditional distribution of the signal satisfying (2.17),
then for test function ϕ ∈ B(Rd)
ραt (ϕ) = E˜[ϕ(Xt)Z˜t|Yt]
= E˜[E˜[ϕ(Xt)Z˜t|Yt ∨ σ(Xt)]|Yt]
= E˜[ϕ(Xt)E˜[Z˜t|Yt ∨ σ(Xt)]|Yt]
= E˜[ϕ(Xt)It(α,Xt; yt0)|Yt]
= E˜[ϕ(Xt)It(α,Xt; yt0)]
=
∫
Rd
ϕ(β)It(α, β; y
t
0)Pt(α, β)dβ. (6.62)
Let K0,t be the operator that takes the initial condition of the signal λ ∈ P(Rd) into
the unnormalised conditional distribution ρλt , that is
ρt = K0.tλ,
ρt(ϕ) = K0,tλ(ϕ).
From the above we deduce that K0,t is a linear operator and
ρt(ϕ) =
∫
K0,t(α, ϕ)dλ
where
K0,t(α, ϕ) =
∫
R
ϕ(β)It(α, β; y
t
0)Pt(α, β)dβ.
In other words K0,t is absolutely continuous with respect to the Lebesgue measure
and its density is
K0,t(α, β) = It(α, β; y
t
0)Pt(α, β). (6.63)
The Dobrushin ergodic coefficient (see [26]) of a kernel K is denoted by α(K)
and it is defined as
α(K) = 1− sup
x,y,A
|K(x,A)−K(y,A)|.
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Then 1− α(K) is the contraction coefficient of the transform operator K and
dTV (Kλ,Kμ) ≤ (1− αS(K))dTV (λ, μ).
By definition, K0,t(α, x) = Pt(α, x) in Example 6.2.9 and the value of 1 − αS(K)
equals to (following (6.25) and (6.26))
P (Z <
1
2
√
t
(β − α))− P (Z < 1
2
√
t
(α− β)),
which goes to zero as t tends to infinity. The same analysis also applies to Example
6.2.13 where the posterior is normally distributed.
From the above analysis, we see that the stability property relies on the con-
traction property of the transform operator. However, when there is conditioning on
the observations, the transform operator is not easy to estimate. An estimation by
the probability approach has been provided by Atar and Zeitouni [3] for signals on a
compact space. One possible partial differential equation approach will be presented
in the following sections.
6.4.2 Partial Differential Equation for the Likelihood Func-
tion
Following the previous section, we know that the unnormalised filtering solution can
be written as
ραt (ϕ) =
∫
R
ϕ(x)It(α, x; y
t
0)Pt(α, x)dx,
for the initial condition x0 = α with oberservation process y = {yt, t > 0}, and test
function ϕ ∈ B(R),
It(α, β; y
t
0) ≡ E(α)(Z˜t|Yt, xt = β)
and
Z˜t = exp(
∫ t
0
h(Xs)dys − 1
2
∫ t
0
‖h(Xs)‖2ds).
Then K0,t(α, β) = It(α, β; y
t
0)Pt(α, β) is the transform operator that links the initial
condition to the filtering solution. Here Pt(α, x) is the heat kernel of the signal,
which satisfies the Fokker-Planck equation
dPt(x) = A∗Pt(x)dt,
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where A∗ is the adjoint of the infinitesimal generator A of the signal process, Where{
Aϕ = fϕ′ + 1
2
σ2ϕ′′, ϕ ∈ D(A)
A∗ϕ = −(fϕ)′ + 1
2
(σ2ϕ)′′, ϕ ∈ D(A∗).
To see if K0,t(α, x) contracts, a suitable attempt is to study It(α, x; y
t
0) and Pt(α, x)
separately. The later one can be controlled by using the properties of the Fokker-
Planck equation. The following result, as far as we know, is new.
Theorem 6.4.1. Assume the transition probability density Pt(x) is differentiable
and vanish nowhere, the sensor function h(x) is differentiable, then the likelihood
function ψt(x) = It(α, x; y
t
0), admits the following decomposition
ψt(x) = exp(h(x)Yt)ψ˜t(x),
where ψ˜t(x) satisfy the following second order parabolic partial differential equation
∂ψ˜t
∂t
=
1
2
σ2ψ˜t
′′
+ αtψ˜t
′
+ βtψ˜t (6.64)
where
αt = −f + σ2P
′
t
Pt
+ 2σσ′ + h′Ytσ2,
βt = yth
′(−f + σ2P
′
t
Pt
+ 2σσ′) +
1
2
σ2Yth
′′ +
1
2
σ2(h′)2Y 2t − h2 exp(hYt)
and initial condition ψ˜0 = 1 for all x ∈ Rd.
Remark 6.4.2. The result is stated and proved for the one-dimensional case. How-
ever the multidimensional version is valid and can be proved using the same argu-
ment.
Proof. It is provided by Chapter 7 in [4] that the posterior distribution ρt has a
density pt which satisfy the following equation
pt(x) = p0(x) +
∫ t
0
A∗ps(x)ds+
∫ t
0
h(x)ps(x)dYs.
For ϕ ∈ D(A) ∩ D(A∗) , following the previous section, the unnormalised filtering
solution can be expressed by
ρt(ϕ) =
∫
R
ϕ(x)ψt(x)Pt(x)dx.
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We note that pt(x) ≡ ψt(x)Pt(x) then
dψt(x)Pt(x) + ψt(x)dPt(x) = A
∗(ψt(x)Pt(x))dt+ h(x)ψt(x)Pt(x)dYt.
By the fact that dPt(x) = A
∗Pt(x)dt, we get
dψt(x)Pt(x) + ψt(x)A
∗Pt(x)dt = A∗(ψt(x)Pt(x))dt+ h(x)ψt(x)Pt(x)dYt. (6.65)
we expand the adjoint operator, to obtain,
A∗(ψt(x)Pt(x))dt− ψt(x)A∗Pt(x)dt
= [−f(x)Pt(x)ψ′t(x) +
1
2
ψ′′t (x)σ(x)
2Pt(x) + σ(x)
2P ′t(x)ψ
′
t(x)
+2Pt(x)σ(x)σ
′(x)ψ′t(x)]dt.
By plugging the above equation into (6.65) and dividing both side by Pt(x) we get
that
dψt(x) = [−f(x)ψ′t(x) +
1
2
ψ′′t (x)σ(x)
2 + σ(x)2
P ′t(x)
Pt(x)
ψ′t(x)
+2σ(x)σ′(x)ψ′t(x)]dt+ h(x)ψt(x)dYt.
Let ψ˜t(x) = exp(−h(x)Yt)ψt(x). We use shorter notations in the following cal-
culation where b, σ, h, P, ψ are all functions of x and their derivatives are taken with
respect to x
dψ˜t = ψt exp(−hyt)(−h)dYt + exp(−hYt)dψt + d〈ψ, exp(−hY )〉t
= exp(−hYt)[−hψtdYt + dψt]− h2ψ˜tdt
= exp(−hYt)(−fψ′t +
1
2
ψ′′t σ
2 + σ2
P ′t
Pt
ψ′t + 2σσ
′ψ′t)dt− h2ψ˜tdt
= exp(−hYt)ψ′t(−f + σ2
P ′t
Pt
+ 2σσ′)dt
+exp(−hYt)ψ′′t
1
2
σ2dt− h2ψ˜tdt. (6.66)
Then {
ψ˜t
′
= (exp(−hYt)ψt) = ψ′t exp(−hYt)− Yth′ψ˜t
ψ′t exp(−hYt) = ψ˜t
′
+ Yth
′ψ˜t.
(6.67)
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By (6.67), the second order derivative on x is
ψ˜t
′′
= (exp(−hYt)ψt)′′
= ψ′′t exp(−hYt) + (exp(−hYt))′′ψt + 2(exp(−hYt))′ψ′t
= ψ′′t exp(−hYt) + ψ˜t(Y 2t h′2 − Yth′′)− 2h′Yt(ψ˜t
′
+ Yth
′ψ˜t).
Then
ψ′′t exp(−hYt) = ψ˜t
′′ − ψ˜t(Y 2t h′2 − Yth′′) + 2h′Yt(ψ˜t
′
+ Yth
′ψ˜t). (6.68)
Finally from (6.66),(6.67) and (6.68) we get a parabolic PDE for ψ˜t(x)
∂ψ˜t
∂t
= exp(−hYt)ψ′t(−f + σ2
P ′t
Pt
+ 2σσ′) + exp(−hYt)ψ′′t
1
2
σ2 − h2ψ˜t
= (ψ˜t
′
+ Yth
′ψ˜t)(−f + σ2P
′
t
Pt
+ 2σσ′) + [ψ˜t
′′ − ψ˜t(Y 2t h′2 − Yth′′)
+2h′Yt(ψ˜t
′
+ Yth
′ψ˜t)]
1
2
σ2 − h2ψ˜t
=
1
2
σ2ψ˜t
′′
+ (−f + σ2P
′
t
Pt
+ 2σσ′ + h′Ytσ2)ψ˜t
′
+[Yth
′(−f + σ2P
′
t
Pt
+ 2σσ′) +
1
2
Yth
′′ +
1
2
σ2(h′)2Y 2t − h2]ψ˜t.
¥
The above partial differential equation provides potential opportunities to study
the contraction properties of the transform operator K0,t(α, x). For example, let D
be a bounded domain in Rd and DT = D × (0, T ] such that
• the partial differential equation (6.64) is parabolic i.e., for every (x, t) ∈ D
and for any real vector ξ 6= 0, ∑σij(x, t)ξiξj > 0,
• the signal lies in D and 0 < h(Xt) <∞, the coefficients αt, βt are bounded in
D,
• βt ≤ 0 uniformly D,
then applying the Maximal principle to the equation (6.64) leaves
ψ˜t(x) ≡ It(α, x; yt0) exp(−h(x)Yt) ≤ sup
∂D
ψ˜t(x)
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which means the transform operator is bounded by
0 < It(α, x; y
t
0) ≤ C(T, Yt).
Thus the Dobrushin ergodic coefficient of the kernel K = It(α, β; y
t
0)Pt(α, β)
α(K) ≡ 1− sup
x,y,A
|K(x,A)−K(y,A)| < 1
if and only if
sup
x,y,A
|P (x,A)− P (y,A)| > 0.
From (6.4.1), we see that the total variation distance become smaller when α(K) <
1, This basically says that under the above conditions, if the signal itself is stable,
the posterior is stable as well.
6.4.3 Hilbert Metric
We are aiming to obtain a stability result by the method based on the Hilbert met-
ric. The Hilbert metric method was first introduced in [48] and has been used by
Atar, and Zeitouni in [3]. The method based on Hilbert metric enables us to analysis
K0,t(α, x) , It(α, x; yt0)Pt(α, x) separately.
Let (S,S) be the state space of the signal and the corresponding σ-algebra.
Definition 6.4.3. Two measures μ, ν defined on (S,S) are said to be comparable
if there exist 0 < c1 ≤ c2, so that c1 ≤ λ(A)μ(A) ≤ c2, ∀A ∈ S.
Definition 6.4.4. Let λ and μ be two comparable probability measures that describe
the initial distribution of the signal process. The Hilbert distance between two prob-
ability measures is defined to be
h(λ, μ) = log
supA∈S,μ(A)>0 λ(A)/μ(A)
infA∈S,μ(A)>0 λ(A)/μ(A)
.
Theorem 6.4.5. The following identity holds true
sup
0<h(λ,μ)<∞
h(Kλ,Kμ)
h(λ, μ)
= tanh
H(K)
4
(6.69)
where
H(K) ≡ log ess sup K(α, β)K(α
′, β ′)
K(α, β ′)K(α′, β)
. (6.70)
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The operator K(α, β) is called a transform operator. The quantity H(K) measures
the so-called (contraction) diameter of the transform operator.
For a proof of theorem 6.4.5 see Birkhoff [5] and Hopf [37].
Lemma 6.4.6. For any comparable probability measure λ and μ we have
dTV (λ, μ) ≤ 2
log 3
h(λ, μ). (6.71)
Proof. See Atar and Zeitouni [3] . ¥
From (6.69) and (6.71) we have
dTV (Kλ,Kμ) ≤ 2
log 3
h(Kλ,Kμ) ≤ 2
log 3
h(λ, μ) tanh
H(K)
4
,
Hence we can control the contraction of the transform operator by studying the
properties of H(K). This suggests the following procedure to get stability:
(1) Control tanh H(K)
4
. Since tanh(x) = e
2x−1
e2x+1
and limx→0
tanh(x)
x
= 1, we aim to
obtain that H(K)→ 0 as t→∞.
(2) In order to achieve step (1), observe that from (6.63) and (6.70), we have
H(K) = log ess sup
K(α, β)K(α′, β ′)
K(α, β ′)K(α′, β)
= log ess sup
It(α, β; y
t
0)Pt(α, β)It(α
′, β ′; yt0)Pt(α
′, β′)
It(α′, β; yt0)Pt(α′, β)It(α, β ′; y
t
0)Pt(α, β
′)
≤ H(It) +H(Pt).
Therefore one can analyze the two parts of the transform operator Kt separately.
In the following we will describe the behaviour of the two parts of the transform
operator for the examples in previous sections. They will help us understand how
the method works.
In the case of example 6.2.9, It = 1, Pt is a normal distribution. We have
H(Pt) = log ess sup
1√
2πt
e
(β−α)2
2t
1√
2πt
e
(β′−α′)2
2t
1√
2πt
e
(β′−α)2
2t
1√
2πt
e
(β−α′)2
2t
= ess sup
(α− α′)(β − β′)
2t
,
since β, β ′ are essential over S with respect to P , we have β − β′ = α− α′, so
H(Pt) =
(α− α′)2
2t
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which converge to 0 as t→∞.
In the case of example 6.2.13, It = 1, Pt is a normal distribution density with
parameters
E(xt) = x0e
Bt +
A
B
(eBt − 1)
V ar(xt) =
1
2B
(e2Bt − 1).
The function Pt is√
B
π(e2Bt − 1) exp
{B(β − αeBt − A
B
(eBt − 1))2
1− e2Bt
}
.
Similarly, we get H(Pt) = ess sup
BeBt(α−α′)(β−β′)
1−e2Bt → 0 as t → ∞ given that B is
negative and (α − α′) is bounded. Where β, β ′ are taken essential w.r.t. P and
β − β′ = (α− α′)eBt.
In the case of example 6.2.17, similar to example 6.2.13, the function Pt is√
b
π(e2bt − 1) exp
{b(β − αebt)2
1− e2bt
}
which is a contraction. The other part of the operator,
It(α, β; y
t
0) ≡ E(α)(Z˜t|Yt, xt = β)
= E(α)[exp(
∫ t
0
hxsdys − 1
2
∫ t
0
h2x2sds)|Yt, xt = β] (6.72)
which can be controlled for xt in a compact domain (see [3]). If xt is not bounded,
one possible approach is to use the following result from Bain and Crisan [4]
Lemma 6.4.7. For a standard Brownian Motion {Bt, t ≥ 0}, β : [0, t] → R be a
bounded measurable function, and Γ ∈ R be a positive constant, then
E[exp(
∫ t
0
Bsβsds− 1
2
∫ t
0
Γ2B2sds)|Bt = δ]
= fβ,Γ(t) exp[(
∫ t
0
sinh(sΓ)
sinh(tΓ)
βsds)δ − Γ coth(tΓ)
2
δ2 +
δ2
2t
].
where
fβ,Γ(t) =
√
tΓ
sinh(tΓ)
exp
(∫ t
0
∫ t
0
sinh((s− t)Γ) sinh(s′Γ)
2Γ sinh(tΓ)
βsβs′dsds
′
)
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The above result provides an explicit expression of an exponential functional of
Brownian motion. Using this result to get the contraction property of (6.72) is left
for future studies.
For general nonlinear filtering models, the above discussion suggest that we can
rely on the Fokker-Planck equation to get the contraction properties of Pt and the
PDE in Theorem 6.4.1 to get the contraction property of It. However, since the
condition that two measures are comparable are not usually satisfied especially in
unbound domain, the Hilbert metric method are thus limited. Conquering the limi-
tation of this method and finding contraction property for general nonlinear models
remains an open problem.
6.5 A Discussion on the Stability of Filtering the
Solution of the Stochastic Navier-Stokes Equa-
tions
In this section we will look at a particular nonlinear filtering problem, filtering the
solutions of the Navier-Stokes equation. Some content of the discussion can found in
[44], where the application of the generalised particle filters are discussed. Here we
will have a brief discussion on stability problem for this particular nonlinear filtering
problem.
6.5.1 Problem Setting
We consider the 2D Stochastic Navier-Stokes equation on the torus T2 , [0, L) ×
[0, L) with periodic boundary conditions:
∂u
∂t
− νΔu+ u ∙ ∇u+∇p = f +W (t, x) for all (x, t) ∈ T2 × (0,∞), (6.73)
∇u = 0 for all (x, t) ∈ T2 × (0,∞),
u(x, 0) = u0(x) for all x ∈ T2.
Here u : T2× [0,∞)→ R2 is a time-dependent vector field representing the velocity,
p : T2 × [0,∞) → R2 is a time-dependent scalar field representing the pressure,
99
f : T2 → R2 is a time-independent vector field representing the forcing, and ν is
the viscosity coefficient, and W (t, x) is a cylindrical noise which will be described
below. We define
H ,
{
L−periodic trigonometirc polynomials u :
[0, L)2 → R2
∣∣∣∇ ∙ u = 0,∫
T2
u(x)dx = 0
}
and H as the closure of H with respect to the (L2(T2))2 norm. We then define
P : (L2(T2))2 → H to be the Leray-Helmholtz orthogonal projector.
Given k = (k1, k2)
>, define k⊥ = (k2,−k1)>. Then an orthonormal basis for H
is given by ψk : R2 → C2, where
ψk(x) ,
k⊥
|k| exp
(
2πik ∙ x
L
)
for k ∈ Z2 \ {0} and i = √−1. Thus for u ∈ H we may write
u =
∑
k∈Z2\{0}
uk(t)ψk(x)
where, since u is a real-valued function, we have the reality constraint u−k = −uk.
We choose the cylindrical noise W (t, x) to be of the form
W (t, x) =
∑
k∈Z2\{0}
εkψt(x)W
k
t , (6.74)
where {W kt }(t≥0, k∈Z2\{0}) are mutually independent one-dimensional Brownian mo-
tions, and εks are chosen to have the following property∑
k∈Z2\{0}
(4π2|k|2)sε2k <∞ for s ∈ R and s ≥ 1,
and then W (t, ∙) ∈ H.
Using the above Fourier decomposition of u, we can define the fractional Sobolev
space
Hs ,
u ∈ H : ∑
k∈Z2\{0}
(4π2|k|2)s|uk|2 <∞

with norm ‖u‖s = (
∑
k(4π
2|k|2)s|uk|2)1/2 and s ∈ R.
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The following proposition shows the stochastic Navier-Stokes equation can be
written as an stochastic ordinary differential equation by applying the projection P
in H.
Proposition 6.5.1. The Stochastic Navier-Stokes equation can be written as
du
dt
+ νAu+ B(u, u) = f +W (t, x). (6.75)
Here A = −PΔ is the Stokes operator, the term B(u, u) = P (u ∙ ∇u) is the bilinear
form found by projecting the nonlinear term u ∙ ∇u into H, and f is the original
forcing projected into H.
Proof. Without loss of generality, we assume that u, f ∈ H. We take the inner
product of this equation with an element v ∈ H, to obtain(
∂u
∂t
, v
)
−ν
∫
T2
(Δu)∙vdx+
∫
T2
(u∙∇u)∙vdx+
∫
T2
(∇p)∙vdx =
∫
T2
f ∙vdx+
∫
T2
W ∙vdx
(6.76)
By integrating the p term by parts we obtain∫
T2
(∇p) ∙ vdx =
∫
T2
p(∇ ∙ v)dx = 0.
Applying the projector P to both sides of (6.76), note that W ∈ H, we have for all
v ∈ H(
∂u
∂t
, v
)
+ ν
∫
T2
((−PΔ)u) ∙ vdx+
∫
T2
P (u ∙ ∇u) ∙ vdx =
∫
T2
f ∙ vdx+
∫
T2
W ∙ vdx,
therefore by letting A = −PΔ and B(u, u) = P (u ∙∇u), we can rewrite this equation
as
du
dt
+ νAu+ B(u, u) = f +W (t, x);
which is exactly (6.75). ¥
Remark 6.5.2. E. Mattingly and Sinai (see [58]) study the stochastically forced
Navier-Stokes equation with similar random forcing term. They proved the unique-
ness of the stationary measure under the condition that all “determining modes” are
forced by studying the Gibbsian dynamics of the low modes obtained by representing
the high modes as functionals of the time-history of the low modes.
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Recall that
u =
∑
k∈Z2\{0}
uk(t)ψk(x). (6.77)
The following theorem gives the evolution equations satisfied by uk(t).
Theorem 6.5.3. Let (6.77) be the decomposition of the solution of the stochastic
Navier-Stokes equation. Then for each k ∈ Z2/{0}, uk(t) satisfies
duk(t) =
(
−νλkuk(t)− αl,jk
∑
l+j=k
ul(t)uj(t) + fk
)
dt+ εkdW
k
t , (6.78)
where
αl,jk =

2πi(l2j1−l1j2)(k1j1+k2j2)
L |k||l||j| if k = l + j,
0 otherwise.
(6.79)
Proof. From (6.77) we know that
du =
∑
k∈Z2/{0}
ψk(x)duk(t). (6.80)
Recalling (6.75), since the Stokes operator A can be diagonalised in the basis com-
prised of the {ψk}k∈Z2\{0} on H, and the eigenvalues of A are λk = 4π2|k|2/L2, we
know that
Au =
∑
k∈Z2\{0}
λkuk(t)ψk(x). (6.81)
The bilinearity of B(u, u) implies
B(u, u) =
∑
l,j∈Z2\{0}
ul(t)uj(t)B(ψl, ψj) =
∑
l,j∈Z2\{0}
ul(t)uj(t)P (ψl ∙ ∇ψj)
=
∑
l,j∈Z2\{0}
ul(t)uj(t)
∑
k∈Z2\{0}
αl,jk ψk(x)
=
∑
k∈Z2\{0}
 ∑
l,j∈Z2\{0}
ul(t)uj(t)
αl,jk ψk(x); (6.82)
where αi,jk is the inner product 〈P (ψl ∙∇ψj), ψk〉 written as (see Appendices A.1 and
A.2)
αl,jk =
1
L2
∫
T2
(
(ψl ∙ ∇ψj) ∙ ψk
)
(x)dx. (6.83)
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By (A.11) (see Appendix A.2) we know αl,jk has the expression as in (6.79). Thus
B(u, u) =
∑
k∈Z2\{0}
αl,jk
(∑
l+j=k
ul(t)uj(t)
)
ψk(x); (6.84)
As f ∈ H, we can write it as
f(x) =
∑
k∈Z2\{0}
fkψk(x). (6.85)
Finally the decomposition of W (t, x) comes from its definition (6.74).
We then obtain the evolution equation for {uk(t)}t≥0 and each k ∈ Z \ {0} as
duk(t) =
(
−νλkuk(t)− αl,jk
∑
l+j=k
ul(t)uj(t) + fk
)
dt+ εkdW
k
t ,
which is exactly (6.78). ¥
From Theorem 6.5.3, the evolution of each uk(t) depends on infinite number of
ul(t)s, which makes the analysis of this dynamic system difficult. We then define
the projection operators Pλ : H → H and Qλ : H → H by
Pλu =
∑
k∈Z2\{0}
|2πk|2<λL2
uk(t)ψk(x), Qλ = I − Pλ;
and consider the projected eigenvalues, we obtain the following evolution equation
for the approximation of uk(t), which is denoted by u˜k(t), for each k ∈ Z \ {0} with
|2πk|2 < λL2:
du˜k(t) =
(
−νλku˜k(t)− αl,jk
∑
Γ
u˜l(t)u˜j(t) + fk
)
dt+ εkdW
k
t ; (6.86)
where the set Γ ,
{
(l, j)
∣∣∣l + j = k and |2πl|2 < λL2 and |2πj|2 < λL2}. The ap-
proximation u˜ of u is then given by
u˜λ =
∑
k∈Z2\{0}
|2πk|2<λL2
u˜k(t)ψk(x).
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From the above two equations, we have:
d (uk(t)− u˜k(t)) =− νλk (uk(t)− u˜k(t)) dt− αl,jk
∑
l+j=k
|l|2,|j|2≥λL2
4π2
ul(t)uj(t)dt
− αl,jk
∑
l+j=k
|l|2,|j|2<λL2
4π2
{
ul(t) [uj(t)− u˜j(t)] + u˜j(t) [ul(t)− u˜l(t)]
}
dt;
(6.87)
then we take the sum over k for both sides of (6.87), and ignore the second term in
the right hand side, we get
d
(∑
k
(uk(t)− u˜k(t))
)
= −ν
∑
k
(
λk (uk(t)− u˜k(t))
)
dt
−
∑
k
αl,jk
∑
l+j=k
|l|2,|j|2<λL2
4π2
{
ul(t) [uj(t)− u˜j(t)] + u˜j(t) [ul(t)− u˜l(t)]
}
dt.
(6.88)
We then want to apply Gronwall’s inequality to control uk(t) − u˜k(t), and aim to
show that the difference goes to zero as k →∞. But before doing this, we also need
to control the second term in the right hand side of (6.87).
Once this is done, we know the exact error between uk and u˜k, and then we only
need to study u˜k, which is a finite dimensional system. The next step is to study
this problem under the filtering framework. We view u˜k as the signal and observe
it, and then study the stability property.
Proposition 6.5.4. Suppose u satisfies (6.75) except that W (t, x) = 0, and u is
in the Gevrey space D(exp(σAs)) for σ > 0 and s = 1/2; where A is the Stokes
operator. Then u has the following decomposition
u =
∑
k∈Zd
uke
2πi k
L
∙x, uk ∈ Cd, u−k = uˉk. (6.89)
Then the Fourier coefficients uk have upper bound
|uk|2 ≤ M√
2πL
∣∣∣∣ kL
∣∣∣∣ e−2πδ0| kL |. (6.90)
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Proof. See discussions in Appendix A.3. ¥
Proposition 6.5.5. Assume u satisfies (6.75) with W (t, x) = 0, and that u0 ∈ H1,
f ∈ H, then the equation satisfied by u has a unique strong solution on t ∈ [0, T ]
for any T > 0:
u ∈ L∞((0, T );H1) ∩ L∞((0, T );D(A)), du
dt
∈ L2((0, T );H).
Furthermore, the equation has a global attractor A and there exists K > 0 such that,
if u0 ∈ A, then
sup
t≥0
‖u(t)‖21,∞ ≤ K.
Proof. See Theorems 9.5 and 12.5 in [49]. ¥
For the solution u of stochastic Navier-Stokes equation (6.75), the author would
like to prove the convergence as well as find the convergence rate of u˜k to uk, and
then obtain similar results for u˜k as in Propositions 6.5.4 and 6.5.5 (possibly) using
the techniques adopted in Section A.3. Once this is done, we can know the exact
error between uk and u˜k, and it suffies to focus on u˜k, which is a finite dimensional
system, to study various properties of u(t).
6.5.2 Filtering the Navier-Stokes Equations
In many real world problems, the solutions to the Navier-Stokes equations cannot be
observed fully and accurately. In those cases, one may interest in doing inferences
for the original solutions based on partial and noised observations. Assuming the
approximation to the original Navier-Stokes solutions by a finite dimensional process
given in (6.86) are good enough (in some convergence sense), if we have a small
number of observations yi, i = 1, ∙ ∙ ∙n. which are linear combinations of the signal
components plus independent noises, then we get the following filtering framework.
The signal processes is in dimension N , sup{k : |2πk|2 ≤ λL2|} as required in
(6.86) and it satisfy the following dynamics
du˜k(t) =
(
−νλku˜k(t)− αl,jk
∑
Γ
u˜l(t)u˜j(t) + fk
)
dt+ εkdW
k
t ; (6.91)
where Γ ,
{
(l, j)
∣∣∣l + j = k and |2πl|2 < λL2 and |2πj|2 < λL2}. To make it sim-
ple, we further assume all the functions fks are zero and εks are 1. A discrete version
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of the signal process can be written as (for discretization and convergence, see [18]
for example)
Xkt+1 = a
kXkt +
N∑
i,j=1
cijkX itX
j
t + v
k
t (6.92)
for some constant aks and cijks where k = 1, 2, ∙ ∙ ∙ , N , vt is the Gaussian noise. The
corresponding observational process is
Y lt =
N∑
i=1
hilX it + ξ
l
t (6.93)
where l = 1, 2, ∙ ∙ ∙n and n is relatively small comparing to N . For example, N =
1000 and n = 20. One may interested in studying the stability of the posterior
distributions for this filtering problem. One approach is to use the result by Handel
(see section 6.3 or Theorem 2.4 in [34]). We check the assumptions and find that the
one that is not satisfied in our set up is the invertibility of the observation function.
To deal with it, we use (A.33) which generally says that the components of the signal
decay exponentially in its index. Therefore we can assume Xis are close enough to
zero for n < i ≤ N for some large n. Then our signal can be reduced so that it has
the same dimension as the observational process. Here if we assume the observation
function of the reduced model is invertible then we get stability upon the conditions
in Theorem 2.4 in [34].
Consider the following two filtering models. The first one is the original which
need to be estimated by a reduced model.
{
Xkt+1 = a
kXkt +
∑N
i,j=1 c
ijkX itX
j
t + v
k
t , k = 0, 1, 2, ∙ ∙ ∙ , N
Ylt =
∑N
i=1 h
ilX it + ξ
l
t, l = 0, 1, 2, ∙ ∙ ∙ , n
(6.94)
where the time index t = 0, 1, 2, ∙ ∙ ∙ and ξis are i.i.d. standard normal distributed
noises with Y0 = 0. n is the number of observations which is significantly smaller
than N .
The reduced model is
Xkt+1 = a
kXkt +
∑n
i,j=1 c
ijkX itXt + v
k
t , k = 0, 1, 2, ∙ ∙ ∙ , n
Xkt = 0, k = n+ 1, n+ 2, ∙ ∙ ∙ , N
Ylt =
∑n
i=1 h
ilX it + ξ
l
t, l = 0, 1, 2, ∙ ∙ ∙ , n
(6.95)
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where t = 0, 1, 2, ∙ ∙ ∙ .
Given the result (A.33), we will prove that the posterior solutions of the two above
models are close enough given n is large. By using (A.33), we can assume |Xkt | < ε
for all t and k = n+ 1, n+ 2, ∙ ∙ ∙ , N in model (6.94).
To do this, we write the model (6.94) into the following form.{
Xt+1 = f(Xt) + vt
Yt = h(Xt) + ξt
(6.96)
where f is a quadratic RN 7→ RN mapping and h is RN 7→ Rn linear mapping.
Instead of assuming xkt is bounded by ε when k is larger than n, we could assume
the absolute values of xjtx
k
t c
ijks and xkt a
ks are all uniformly smaller than ε when k
is larger than n. Next, we write the reduced model (6.95) as{
Xt+1 = f˜(Xt) + vt
Yt = h˜(Xt) + ξt
(6.97)
where f˜ and h˜ are Rn 7→ Rn functions. To get the stability result, we need the
following conjectures.
Conjecture 6.5.6. For x ∈ RN and y ∈ Rn, ‖gyi(f(x)) − g˜yi(f˜(y))‖ ≤ C0ε, for
i ≥ 1.
Now we evaluate the difference between the posterior solutions for model (6.96)
and (6.97) at time step one.
π1(A) =
∫
gy11 (f(x))1A(f(x))π0(dx)
π0(gy1(f))
(6.98)
and
π˜1(A) =
∫
g˜y1(f˜(xi))1A(f˜(x))π0(dx)
π0(g˜y1(f˜))
(6.99)
where g˜ is the likelihood function defined as.
P (Yt ∈ dyt|Xt = x) = gyt(x)dyt , g(yt − h(t, x))dyt,
where g is the distribution function of the observation noise. To show that the above
two measures are close enough, we need
‖π0(gy1(f))− π0(g˜y1(f˜))‖ ≤ C1ε,
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for some constant C1. Once we have the control of the difference between the
denominators, it is obviously to see that numerators are also close enough, and we
have
sup
A∈B(RN )
‖π1(A)− π˜1(An|N)‖ ≤ C2ε,
for some constant C2. Then the last task left is to find the minimum C3 so that
dTV (πn, π˜n) ≤ C3dTV (πn−1, π˜n−1).
Conjecture 6.5.7. There exists C3 < 1 such that
dTV (πn, π˜n) ≤ C3dTV (πn−1, π˜n−1).
for n=1,2,3∙ ∙ ∙ .
The Filtering problem regards the Navier-Stokes Equations is a typical infinite
dimensional problem. The ideas provided above suggest a way to solve such problems
by reducing the dimensions of the original problem and using existing results in
stability so that our models satisfy the requirements.
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Appendix A
Navier-Stokes Equation
The supplementary material needed for the discussion of the Navier-Stokes Equation
can be found in [32, 44].
A.1 The Inner Product on H
Recall we have defined
H ,
{
L− periodic trigonometirc polynomials u :
[0, L)2 → R2
∣∣∣∇ ∙ u = 0,∫
T2
u(x)dx = 0
}
and H as the closure of H with respect to the (L2(T2))2 norm. We also defined
P : (L2(T2))2 → H to be the Leray-Helmholtz orthogonal projector.
Proposition A.1.1. Given u = (u1, u2) ∈ H, v = (v1, v2) ∈ H, (i.e. x 7→ u(x) :
[0, L)2 7→ C2 and x 7→ v(x) : [0, L)2 7→ C2; x 7→ u1(x), u2(x), v1(x) or v2(x) :
[0, L)2 7→ C) we define the function 〈∙, ∙〉 : H ×H → C as follows:
〈u, v〉 = 1
L2
∫
T2
(u ∙ v)(x)dx, (A.1)
where u ∙ v = u1v1 +u2v2, x = (x1, x2) ∈ T2 = [0, L)2. Then 〈∙, ∙〉 is an inner product
on H.
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Proof. First we know that for u, v, w ∈ H and α, β ∈ C
〈u, αv + βw〉 = 1
L2
∫
T2
(u ∙ (αv + βw)(x)dx = 1
L2
∫
T2
(u ∙ (α v + β w))(x)dx
= α
1
L2
∫
T2
(u ∙ v)(x)dx+ β 1
L2
∫
T2
(u ∙ w)(x)dx
= α〈u, v〉+ β〈u,w〉; (A.2)
similarly we have
〈αu+ βv, w〉 = α〈u,w〉+ β〈v, w〉. (A.3)
It is obvious that
〈u, v〉 = 1
L2
∫
T2
(u ∙ v)(x)dx = 1
L2
∫
T2
(v ∙ u)(x)dx = 〈v, u〉; (A.4)
and
〈u, u〉 ≥ 0 and 〈u, u〉 = 0⇔ u = (0, 0). (A.5)
Then by definition we have 〈∙, ∙〉 is an inner product. ¥
Given k = (k1, k2)
>, define k⊥ = (k2,−k1)>. Then under the above defined inner
product, an orthonormal basis for H is given by ψk : R2 → C2, where
ψk(x) ,
k⊥
|k| exp
(
2πik ∙ x
L
)
for k ∈ Z2 \ {0}.
A.2 Calculation of αl,jk
From the definition of the inner production, we should have
αl,jk =
1
L2
∫
T2
(
P (ψl ∙ ∇ψj) ∙ ψk
)
(x)dx,
but note that ψl ∙ ∇ψj ∈ H (see (A.9) below), so we can write αl,jk as
αl,jk =
1
L2
∫
T2
(
(ψl ∙ ∇ψj) ∙ ψk
)
(x)dx, (A.6)
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where k = (k1, k2)
> and x = (x1, x2). In order to calculate α
l,j
k , we firstly write
ψk(x) as
ψk(x) =
(
k2
|k| exp
(
2πi(k1x1 + k2x2)
L
)
,− k1|k| exp
(
2πi(k1x1 + k2x2)
L
))>
,
(
ψ1k(x), ψ
2
k(x)
)>
;
and therefore
ψk(x)
=
(
k2
|k| exp
(
2πi(−k1x1 − k2x2)
L
)
,− k1|k| exp
(
2πi(−k1x1 − k2x2)
L
))>
,
(
ψ1−k(x), ψ
2
−k(x)
)>
= ψ−k(x);
Letting l = (l1, l2)
> ∈ Z2 \ {0} and j = (j1, j2)> ∈ Z2 \ {0}, similarly for ψl and ψj
we have
(ψl ∙ ∇)ψj = (ψ1l
∂
∂x1
+ ψ2l
∂
∂x2
)
(
ψ1j , ψ
2
j
)>
=
(
ψ1l
∂ψ1j
∂x1
+ ψ2l
∂ψ1j
∂x2
, ψ1l
∂ψ2j
∂x1
+ ψ2l
∂ψ2j
∂x2
)>
(A.7)
and
(ψl ∙ ∇ψj) ∙ ψk = ψ1−k
(
ψ1l
∂ψ1j
∂x1
+ ψ2l
∂ψ1j
∂x2
)
+ ψ2−k
(
ψ1l
∂ψ2j
∂x1
+ ψ2l
∂ψ2j
∂x2
)
. (A.8)
Simple calculation gives us
∂ψ1j
∂x1
=
2πi j1j2
L |j| exp
(
2πij ∙ x
L
)
,
∂ψ1j
∂x2
=
2πi j22
L |j| exp
(
2πij ∙ x
L
)
,
∂ψ2j
∂x1
= −2πi j
2
1
L |j| exp
(
2πij ∙ x
L
)
,
∂ψ2j
∂x2
= −2πi j1j2
L |j| exp
(
2πij ∙ x
L
)
;
and
(ψl ∙ ∇ψj)(x) = 2πi(l2j1 − l1j2)
L |l| exp
(
2πil ∙ x
L
)
exp
(
2πij ∙ x
L
)(
j2
|j| ,
−j1
|j|
)>
=
2πi(l2j1 − l1j2)
L |l| exp
(
2πil ∙ x
L
)
ψj(x); (A.9)
and
ψ1−k
(
ψ1l
∂ψ1j
∂x1
+ ψ2l
∂ψ1j
∂x2
)
=
2πi(l2j1 − l1j2)k2j2
L |k||l||j| exp
(
2πi(l + j − k) ∙ x
L
)
ψ2−k
(
ψ1l
∂ψ2j
∂x1
+ ψ2l
∂ψ2j
∂x2
)
=
2πi(l2j1 − l1j2)k1j1
L |k||l||j| exp
(
2πi(l + j − k) ∙ x
L
)
.
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Then by (A.8) we know that
(ψl ∙ ∇ψj) ∙ ψk
=
2πi(l2j1 − l1j2)(k1j1 + k2j2)
L |k||l||j| exp
(
2πi(l + j − k) ∙ x
L
)
.
=
2πi(l2j1 − l1j2)(k1j1 + k2j2)
L |k||l||j| exp
(
2πi((l1 + j1 − k1)x1 + (l2 + j2 − k2)x2)
L
)
(A.10)
We therefore obtain
αl,jk =
1
L2
∫
T2
(
(ψl ∙ ∇ψj) ∙ ψk
)
(x)dx =
1
L2
∫ L
0
∫ L
0
(
(ψl ∙ ∇ψj) ∙ ψk
)
(x)dx1dx2,
in other words,
αl,jk =

2πi(l2j1−l1j2)(k1j1+k2j2)
L |k||l||j| if k = l + j;
0 otherwise.
(A.11)
A.3 The Decay of the Fourier Coefficients
In this section, we show that the solution of the deterministic Navier-Stokes equa-
tion become analytic both in space and time for any initial condition u0 ∈ V . After
establishing the space analyticity of the solutions in the 2-dimensional periodic case,
we derive, as a consequence, the exponential decay of the Fourier coefficients with
respect to their Fourier mode. The content of this section can be found in [32].
For each σ, s > 0, the Gevrey space D(exp(σAs)) is defined as the domain of
the exponential of σAs, where A is the Stokes operator. We will give a precise
characterisation of this space by means of Fourier series as follows. We know that a
vector field u ∈ H is characterised in terms of Fourier series as a function
u =
∑
k∈Zd
uke
2πi k
L
∙x, uk ∈ Cd, u−k = uˉk, (A.12)
such that
k
L
∙ uk = 0 for all k ∈ Zd; and |u|2 =
∑
k∈Zd
|uk|2 <∞. (A.13)
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For the Gevrey space, we can define the operator exp(σAs) in Fourier space by
exp(σAs)u =
∑
k∈Zd
exp
(
σ
(
2π
k
L
)2s)
uk exp
(
2πi
k
L
∙ x
)
. (A.14)
The domain D(exp(σAs)) is defined as usual by
D(exp(σAs)) =
{
u ∈ H : eσAsu ∈ H} .
Therefore, a vector field u ∈ D(exp(σAs)) can be characterised in terms of Fourier
series representation by the divergence-free condition and by the condition that the
Fourier coefficients decay exponentially fast in the sense that∑
k∈Zd
e2σ|2π kL |
2s
|uk|2 = |eσAsu|2 <∞. (A.15)
The norm in the space D(exp(σAs)) is given by
|u|D(eσAs ) = |eσAsu| for u ∈ D(eσAs). (A.16)
The space D(exp(σAs)) is actually a Hilbert space, and the associated inner product
is given by
〈u, v〉D(eσAs ) = 〈eσAsu, eσAsv〉 for u, v ∈ D(eσAs). (A.17)
In what follows, we will be mostly concerned with the case s = 1/2. An-
other Gevrey-type space that we will consider is D(A1/2 exp(σA1/2)), which is also
a Hilbert space; its inner product is given by
〈u, v〉D(A1/2 exp(σA1/2)) = 〈A1/2eσA
1/2
u,A1/2eσA
1/2
v〉 (A.18)
for u, v ∈ D(A1/2 exp(σA1/2)); the associated norm is given by
|u|2
D(A1/2eσA
1/2
)
= |A1/2eσA1/2u|2 = 2π
∑
k∈Zd
∣∣∣∣ kL
∣∣∣∣2 e4πσ| kL ||uk|2 (A.19)
for u ∈ D(A1/2 exp(σA1/2)).
The following inequality is satisfied by the bilinear term B(u, v) for u, v and w
in D(A1/2 exp(σA1/2)) with σ > 0:
|〈eσA1/2B(u, v), eσA1/2Aw〉|
≤c2|A1/2eσA1/2u||A1/2eσA1/2v||A1/2eσA1/2w|
(
1 + log
|AeσA1/2u|2
λ1|A1/2eσA1/2u|2
)1/2
(A.20)
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where c2 depends only on the shape of the domain T2; and this inequality implies
that the bilinear term B(u, v) belongs to D(exp(σA1/2)).
Because we want to establish the analyticity in time of the solutions as functions
with values in Gevrey space, we must assume that the forcing term f itself belongs
to a Gevrey space. Hence, we assume that
f ∈ D(eσ1A1/2)
for some σ1 > 0. The Navier-Stokes equation can then be written for complex times
ξ ∈ C as
du
dξ
+ νAu+ B(u, u) = f, (A.21)
where u = u(ξ).
In the 2-dimensional case, owing to the uniform bound on the enstrophy of the
strong solutions, the domain of analyticity can be extended to a neighbourhood of
the whole positive real axis. We fix θ ∈ [−π/4, π/4], 0 ≤ s ≤ T0(‖u0‖), where
T0(‖u0‖) = T0(‖u0‖, |f |σ1 , ν,T2)
=
[
c8νλ1
(
1 +
|f |σ1
ν2λ1
+
‖u0‖2
ν2λ1
)
log c9
(
1 +
|f |σ1
ν2λ1
+
‖u0‖2
ν2λ1
)]−1
(A.22)
(c8 and c9 are constants depending only on the shape of the domain T2), and consider
the time ξ = seiθ for s > 0; then the following estimate holds:
‖u(seiθ)‖2ϕ(s cos θ) ≤ c7λ1ν2 + 2‖u0‖2, (A.23)
where c7 depends only on the shape of the domain T2. The function ϕ is chosen to
be
ϕ(ξ) = min(νλ
1/2
1 ξ, σ1)
for ξ ≥ 0. Then we define the region
Δ0σ1(‖u0‖) = Δ0σ1(‖u0‖, |f |σ1 , ν,T2)
=
{
ξ = seiθ : |θ| < π
4
, 0 < s < T0(‖u0‖, |f |σ1 , ν,T2), νλ1/21 s| sin θ| < σ1
}
(A.24)
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This set is a domain of analyticity of the solution u = u(ξ) of the complex Navier-
Stokes equations. The origin ξ = 0 belongs to the closure of Δ0σ1(‖u0‖). Moreover,
on the closure of this domain we have
|u(ξ)|2
D(A1/2eϕ(s cos θ)A
1/2
)
≤ c7λ1ν2 + 2‖u0‖2 for ξ ∈ Δ0σ1(‖u0‖, |f |σ1 , ν,T2). (A.25)
In the 2-dimensional case, the strong solutions exist for all positive time and their
enstrophy is uniformly bounded. Hence, the domain of analyticity of the solutions
can be extended to a neighbourhood of the positive real axis. Indeed, we know that
for each t ≥ 0,
‖u(t)‖2 ≤ ‖u0‖2 + 1
ν2λ1
|f |2. (A.26)
Then at time t0 ≥ 0, we obtain the analyticity of the solution on the domain
t0 +Δ
0
σ1
((‖u0‖2 + |f |2/(ν2λ1))1/2) ⊂ t0 +Δ0σ1(‖u(t0)‖).
By taking the union for all t0 > 0 of the domains in the LHS of this expression, we
obtain the analyticity in an open, pencil-like domain
Δ+σ1(‖u0‖) =
⋃
t0>0
{
t0 +Δ
0
σ1
((‖u0‖2 + |f |2/(ν2λ1))1/2)
}
; (A.27)
this is a neighbourhood of the positive real axis and has ξ = 0 on its boundary.
Moreover, our estimates extend to all of Δ+σ1(|u0|) in the sense that
|u(ξ)|2
D(A1/2eϕ(s cos θ)A
1/2
)
≤ c7λ1ν2 + 2‖u0‖2 + |f |2 (A.28)
for ξ = seiθ ∈ Δ+σ1(‖u0‖, |f |σ1 , ν,T2).
From (A.22), (A.24), and (A.26), we can write the domain of analyticity as
Δ+σ1(‖u0‖) = Δ+σ1(‖u0‖, |f |σ1 , ν,T2) = {ξ ∈ C; |Im ξ| ≤ min{Re ξ, δ0}} , (A.29)
where δ0 is the largest width of the pencil-like domain Δ
+
σ1
, estimated by
δ0 ≥ min
{
σ1
νλ
1/2
1
,
[
c10νλ1
(
1 +
|f |2σ1
ν4λ21
)
log
(
c11
(
1 +
|f |2σ1
ν4λ21
))]−1}
, (A.30)
where c10 and c11 depend only on the shape of the domain T2.
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An immediate consequence of the space analyticity of NSE solution in the 2-
dimensional periodic case is the exponential decrease of the Fourier coefficients of
each solution with respect to the wave number. We have proven that for a forcing
term f in the Gevrey space D(exp(σ1A
1/2)) with σ1 > 0, and for an initial velocity
filed u0 in H, the corresponding flow u = u(t) is analytic in both space and time.
Moreover, after some short transient time when the radius of analyticity of the
solution u(t) increases, we find u(t) in the Gevrey space D(exp(δ0A
1/2)) with δ0 as
in (A.30). According to (A.28), the norm of u(t) in this space is bounded uniformly
in time:
|u(t)|2
D(A1/2eσA
1/2
)
≤ c7λ1ν2 + 2‖u0‖2 + 2
ν2λ1
|f |2 for t ≥ δ0. (A.31)
From the Fourier series characterisation (A.19) of the space D(exp(δ0A
1/2)), we
obtain
|u(t)|2
D(A1/2eσA
1/2
)
= 2π
∑
k∈Zd
∣∣∣∣ kL
∣∣∣∣ e4πδ0| kL ||uk(t)|2 ≤M2, (A.32)
where M2 is the bound on the RHS of (A.31). Therefore, it is straightforward to
deduce the following (crude) bound:
|uk|2 ≤ M√
2πL
∣∣∣∣ kL
∣∣∣∣ e−2πδ0| kL |. (A.33)
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Appendix B
Miscellaneous
Lemma B.0.1. Let (Ω,F , P ) be a probability space,{Bt,Ft} be a standard n-dimensional
Brownian motion defined on this space and Φn,Φ be an Ft-adapted process such that∫ t
0
Φ2nds <∞,
∫ t
0
Φ2ds <∞, P-a.s. and
lim
n→∞
∫ t
0
‖Φ− Φn‖2ds = 0
in probability; then
lim
n→∞
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
(Φ> − Φ>n )dBs
∣∣∣∣ = 0
in probability.
Proof. Proof can be found on page 358 in [4]. ¥
Lemma B.0.2. Let {ut, t ≥ 0} be an Ft-progressively measurable process such that
for all t ≥ 0, we have
E˜
[ ∫ t
0
u2sd 〈Mϕ〉s
]
<∞;
then
E˜
[ ∫ t
0
usdM
ϕ
s |Y
]
= 0.
Proof. Proof can be found on page 60 in [4]. ¥
Definition B.0.3. (Markov Semigroup on Cb(Rd)). A one-parameter family (Pt)t≥0
of bounded linear operator on Cb(Rd) is a semigroup if
• P0 = I (the identity operator)
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• Pt+s(f) = Pt(Ps(f)) for any f ∈ Cb(Rd)(semigroup property).
A Markov semigroup (Pt)t≥0 on Rd is a semigroup associated to a Markov process
X = (Ω, (Ft)t≥0, (Pt)t≥0, {Px : x ∈ Rd})
where (Rd,B(Rd)) is a measurable space, (Ω, (Ft)t≥0) is a filtered space and Px is
the probability measure such that for 0 ≤ s ≤ t, f ∈ B(Rd), the set of bounded
B(Rd)-measurable functions, and x ∈ Rd
Ex[f(Xs+t)|Fs] = (Ptf)(Xs), Px − a.s..
In particular,
Ptf(x) = E[f(Xt)|X0 = x] ∀t ≥ 0.
Theorem B.0.4. Let w(t), t ≥ 0 be a standard Brownian motion on a probability
space (Ω,F ,P) and Ft, t > 0 be the natural filtration of F . For a positive number T ,
M2w[0, T ] denotes the set of all separable nonanticipative functions f(t) with respect
to Ft defined on [0, T ] satisfying
E
[ ∫ T
0
f2(t)dt
]
<∞.
Assume that ξ(t) and η(t) belong to M2w[0, T ]. If there exist functions a(t) and b(t)
belonging to M2w[0, T ] such that
|ξ(t)| ≤
∣∣∣ ∫ t
0
a(s)ds+
∫ t
0
b(s)dw(s)
∣∣∣
and if there are nonnegative constants α0, α1, β0 and β1 such that
|α(t)| ≤ α0|η(t)|+ α1|ξ(t)|, |b(t)| ≤ β0|η(t)|+ β1|ξ(t)|
for 0 ≤ t ≤ T , then we have
Eξ2(t) ≤ 4(α0
√
t+ β0)
2 exp
(
4t(α1
√
t+ β1)
)∫ t
0
Eη2(s)ds.
Proof. See Theorem 1.1 in [1].
¥
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