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Group actions on filtered modules and finite determinacy.
Finding large submodules in the orbit by linearization
Genrich Belitskii and Dmitry Kerner
Abstract. Let M be a module over a local ring R, with a group action G M , not necessarily R-linear. To understand
how large is the G-orbit of an element z ∈ M one looks for the large submodules of M lying in Gz. We provide the
corresponding (necessary/sufficient) conditions in terms of the tangent space to the orbit, T(Gz,z).
This question originates from the classical finite determinacy problem of Singularity Theory. Our treatment is rather
general, in particular we extend the classical criteria of Mather (and many others) to a broad class of rings, modules
and group actions.
When a particular ‘deformation space’ is prescribed, Σ ⊆ M , the determinacy question is translated into the
properties of the tangent spaces, T(Gz,z), T(Σ,z), and in particular to the annihilator of their quotient, annT(Σ,z)/T(Gz,z) .
1. Introduction
1.1. Setup. Let R be a (commutative, associative) local ring over a base field k of zero characteristic. Denote by
m ⊂ R the maximal ideal. (In the simplest case R can be a regular ring, e.g. the rational functions regular at the
origin, k[x1, . . . , xp](m ); the formal power series, k[[x1 . . . , xp]]; the converging power series, C{x1, . . . , xp}; the smooth
function germs, C∞(Rp, 0).) Geometrically, R is the ring of regular functions on the (algebraic/formal/analytic etc.)
germ Spec(R). We use some Artin-type approximation properties of R, this excludes from consideration the rings like
Cr(Rp, 0), for r <∞.
Let M be a module over R, with a descending filtration, M = M0 ) M1 ) M2 ) · · · . This filtration defines the
linear topology on M , the open neighborhoods of z ∈ M are the sets {{z}+Mi}i. The simplest filtration is defined
by the powers of an ideal J , namely Mi = J
i ·M . More generally, any filtration by ideals, R = J0 ) J1 ) J2 ) · · · ,
induces the corresponding filtration Mi = Ji ·M .
Fix a k-linear group action G  M . (If a filtration M• is given we usually assume the action filtered, i.e.,
G ·Mi = Mi.) We address the classical question.
(1) For a ‘small’ deformation z  z′, with z, z′ ∈M , are the initial and deformed elements G-equivalent?
More precisely, ‘does the orbit Gz contain some open neighborhood {z}+Mi?’
In various applications one deforms z not inside the whole module M , but inside some subspace Σ ⊆M of ‘allowed’
deformations. We always assume that Σ is G-invariant. Usually Σ is ‘reasonably good’, e.g. is defined by some power
series equations (or just by polynomials). The topology on Σ is induced from that on M , the open neighborhoods of
z ∈ Σ being of the form ({z}+Mj) ∩ Σ.
Example 1.1. For the cases below we fix Σ =M .
(1) Denote by GLR(M) the group of all the R-linear automorphisms of M . For a module with filtration, M•,
denote by GL
(0)
R (M) ⊆ GLR(M) the subgroup of automorphisms that preserve the filtration.
(2) Denote by Aut
k
(R) the group of k-linear automorphisms of the ring. Suppose M is free and fix a set of
generators, {ei}, of M . Then Autk(R) acts on M , by
∑
j ajej →
∑
j φ(aj)ej , for aj ∈ R. This action depends
essentially on the choice of {ej}, but is well defined otherwise.
(3) Suppose M is free, of rank mn. Identify it with the space of m×n matrices over R, i.e., M ∼−−→Mat(m,n;R).
Various subgroups of GLR(M) are related to the rich matrix structure. For example, the left multiplications
Gl := GL(m,R), the right multiplications Gr := GL(n,R), the two-sided multiplications Glr := Gl × Gr,
A→ UAV −1.
Example 1.2. Consider the module of square matrices, M ∼−−→Mat(m,m;R).
Date: October 11, 2018.
2000 Mathematics Subject Classification. Primary 58K40, 58K50 Secondary 32A19, 14B07, 15A21.
Key words and phrases. Group actions, Modules over local rings, Open Orbits, Finite Determinacy, Sufficiency of jets, Matrix Singu-
larities, Matrix Families.
D.K. was partially supported by the postdoctoral fellowship at the University of Toronto and by the grant FP7-People-MCA-CIG,
334347.
1
2(1) The congruences, Gcongr ≈ GL(m,R), act by A → UAU t and preserve the submodules of symmetric/anti-
symmetric matrices. Therefore, for A symmetric, it is natural to choose Σ = Matsym(m,m;R), while in the
anti-symmetric case one chooses Σ = Matanti−sym(m,m;R).
(2) The conjugations, Gconj ≈ GL(m,R), act byA→ UAU−1, and preserve the characteristic polynomial det(λ1I−
A). In this case one often chooses Σ = ΣA = {B| det(λ1I−A) = det(λ1I−B)} ⊂Mat(m,m;R).
1.2. The finite and infinite determinacies. Fix a module M with filtration M•, a group action G  M• and a
deformation subspace Σ ⊆M . Suppose Σ is G-invariant. An element z ∈ Σ is called k-(Σ, G,M•)-determined if z G∼ z′
whenever z′ − z ∈ (Σ− {z}) ∩Mk+1. More precisely:
Definition 1.3. The order of (Σ, G,M•)-determinacy is: ord
Σ
G(z) = min
{
k| Gz ⊇ ({z}+Mk+1) ∩ Σ
}
≤ ∞.
An element z is finitely-G-determined, that is ordΣG(z) < ∞, if the orbit Gz ⊂ Σ contains an open neighborhood
of z in the filtration topology. Finite determinacy means that z is determined (up to G-equivalence) by its image in
M/Mk+1 for some finite k.
Sometimes the filtration (eventhough strictly decreasing) contains ‘flat elements’, i.e., M∞ =
∞∩
i=0
Mi 6= {0}. (The
typical example is: {Mj = m j ·M}j for the ring R = C∞(Rp, 0), so m∞ 6= {0}.) An element z is called infinitely-
(Σ, G)-determined if z′
G∼ z whenever z′ − z ∈ (Σ− {z})∩M∞. The infinite determinacy means that z is determined
by its image in the completion M̂ of M with respect to M•.
Example 1.4. For the filtration Mi = J
i ·M take the completion of M with respect to M•. Any element z ∈ M
maps to zˆ ∈ M̂ that is presentable as a power series in the generators of J . This power series is the “Taylor expansion
at the origin”. Finite determinacy means that z is fixed (up to the G-action) by a finite number of terms in its Taylor
expansion. Infinite determinacy means that the “full Taylor expansion” fixes z up to the G-action.
Example 1.5. Suppose M is a free R-module, identify it with R⊕n. Suppose R is one of the classical local ‘geometric’
rings, k[[x]] or k{x}, when k is a normed field.
(1) If n = 1 then z ∈ m ·M = m defines a (formal/analytic) hypersurface singularity at the origin, {z = 0} ⊂
(kp, 0). The group Aut
k
(R) then coincides with the group of the local coordinate-changes, R. Thus we get
the classical right-equivalence of the Singularity Theory. Similarly, the group GL(1, R)⋊Aut
k
(R) induces the
classical contact equivalence, K.
(2) Suppose n > 1, so that z is an n-tuple in R⊕n. Assume all the entries of z belong to m , i.e., “z vanishes at the
origin of Spec(R)”. Then z can be considered as a map from Spec(R) to (kn, 0). Again we get the classically
studied equivalences of maps, the right, Aut
k
(R) = R, and the contact, GL(n,R)⋊Aut
k
(R) = K.
The finite determinacy of maps (or of the corresponding singularities) under various equivalences has been intensively
studied since the seminal works [Mather68], [Arnol’d1968], [Tougeron68].
For various group actions, G  M , the quotient M/G parameterizes the geometric/algebraic objects and the
determinacy bears important information about their deformation theory.
Example 1.6. Continuing examples 1.1 and 1.2.
(1) Thinking of A ∈Mat(m,n;R) as a presentation matrix of the module coker(A), in the projective resolution,
we get: matrices up to the Glr-equivalence correspond to the modules over R. Similarly, thinking of A as the
matrix of generators of Im(A) we get: matrices up to the Gr-equivalence correspond to the submodules of
R⊕m.
(2) The (anti-)symmetric matrix, A ∈Mat(m,m;R), At = ±A, considered up to the congruence, A Gcongr∼ UAU t,
defines a (skew-)symmetric form over R.
(3) A quadratic matrix considered up to the conjugation, A
Gconj∼ UAU−1 corresponds to a representation (of a
group/algebra/etc.).
Finite determinacy in these cases implies that the deformation theory is essentially finite dimensional.
1.3. The question of determinacy can be restated as:
(2) which deformations of z inside Σ are irrelevant, i.e., lie inside the orbit Gz?
In other words: how large is the orbit Gz as compared to Σ? In this paper we linearize this question, i.e., transform
it to comparison of the tangent spaces, T(Gz,z) ⊆ T(Σ,z). We prove the Mather-type determinacy criterion in great
generality, for a large class of rings, group-actions and deformation spaces. This reduces the determinacy problem of
(Σ, G, z) to the study of the quotient of tangent spaces, T(Σ,z)/T(Gz,z) .
31.4. Contents and the structure of the paper. The main results are formulated in section 2. In section 2.7 we
give a brief historical sketch and relate our work to the vast field of results on finite determinacy in Singularity Theory.
We work with a broad class of groups and to our knowledge in this generality the tangent space T(G,g) to G at
g ∈ G has not yet been defined. Therefore in section 3 we lay some foundations.
Fix an action G  M , a filtration on M induces the filtration on G. (For example, G(0) ⊆ G is the subgroup of
those elements that preserve the filtration; G(1) ⊆ G(0) is the subgroup of those elements that act unipotently with
respect to the filtration.) Lemma 3.3 summarizes the functorial properties of this filtration, the related projections
and completions. Then we specify the class of groups we work with. As is seen from examples of the introduction,
this class must contain various subgroups of GLR(M)⋊Autk(R). As the local ring R is not necessarily k[[x]]/I (or a
subring of this), it is not natural to restrict to the subgroups defined by some power series equations over R. Rather,
we consider all the k-linear (not necessarily R-linear!) endomorphisms, End
k
(M), and the k-linear automorphisms
GL
k
(M). Note that M is uncountably generated as a k-vector space, therefore End
k
(M), GL
k
(M) are huge. We
call a subgroup G ⊆ GL
k
(M) “k-polynomially-defined” if its defining conditions translate into a system of polynomial
equations in some (and hence any) Hamel basis. (This system is usually uncountable and involves uncountable number
of variables.) The class of k-polynomially-defined-groups is very large (lemma 3.7), in particular it is much larger than
the class of groups algebraic over R or projective limits of polynomially defined (over R) or those defined by formal
power series.
As the germ (G, g) is algebraic over k (though of uncountable dimension and codimension) the tangent space is de-
fined as the Zariski tangent space, T(G,g). This definition of T(G,g) goes via the embedding G ⊆ GLk(M), i.e., is not in-
ternal, and various pathologies might occur. To prevent this we restrict to a subclass of k-polynomially-defined-groups:
the groups of Lie type, section 3.6. These are the groups admitting some substitution of the logarithmic/exponential
maps.
Finally, when both M and G are complete and moreover G is unipotent with respect to the filtration we give an
alternative definition of T(G,1I), in the “internal/canonical” way: via the logarithm/exponential maps, section 3.5. If G
is k-polynomially-defined and of Lie type, then the two definitions coincide and G becomes a Lie group (proposition
3.15). Thus part of section 3 can be thought as the axiomatization of the classical Lie-group notion. In section 3.7 we
consider the simplest examples, M =Mat(m,n;R) and G ⊆ Glr ⋊Autk(R).
Our main result is theorem 2.2. The proof goes in three steps.
• In section 4 we define the determinacy on locally filtered (not necessarily linear) sets. We pass from the tangent
space condition, z′ − z ∈ T(Gz,z), to the jet-by-jet-equivalence, z′
Gjbj∼ z. The later means: for any q holds
z′ ∈ Gz+Mq. This transition is done in the general setting: M is a filtered k-vector space, the action G M is
filtered, and M,G are complete with respect to filtrations. (Here G is not necessarily k-polynomially-defined
and M is of arbitrary dimension.)
• One turns the jet-by-jet-equivalence into the equivalence of m -adic completions, zˆ′ Ĝ∼ zˆ ∈ M̂ (m ). (Here we use
Popescu’s theorem, stated in section 5.1.)
• Eventually one passes from the equivalence of completions, zˆ′ Ĝ∼ zˆ, to the ordinary equivalence, z′ G∼ z. (Here
we use the Artin-type approximation theorems, stated in section 5.2.)
While the first step is done without many assumptions, for the second and third steps we impose some restrictions:
the module M is finitely generated over R and the group action G M is good enough (k-polynomially-defined and
G(1) ⊂ G is of Lie type). We use these assumptions in the proofs, but we hope they can be significantly weakened (in
the future) by using some stronger approximation results.
All these results are combined in section 6 to finish the proof of theorem 2.2. Then we prove the corresponding
criterion for finite determinacy in families.
1.5. Acknowledgements. Many thanks are to V.Goryunov, G.M.Greuel, T.H.Pham and I.Tyomkin. The extraor-
dinary work of the referee not only helped to improve the exposition but forced us to generalize many statements and
to simplify their proofs.
2. The main results and remarks
2.1. Notations. We use the space End
k
(M) of all the k-linear endomorphisms, here M is considered just as a
k-vector space. Accordingly GL
k
(M) is the group of all the k-linear automorphisms.
We denote the zero matrix (or the zero element of End
k
(M)) by O, while the identity matrix/endomorphism by
1I. By 1I or 1IG we denote also the unit element of the group G.
The group G is always a subgroup of GL
k
(M), i.e., G comes with its (faithful) action G M .
The unipotent subgroup G(1) ⊆ G is defined by
(3) G(1) := {g ∈ G| ∀j : [g] = [Id]  MjupslopeMj+1 }.
4For example, suppose M = R⊕n and the filtration is Mi = m
i ·M . Then GLR(M) is the group of all the n × n
matrices invertible over R, while GL
(1)
R (M) = {1I + U | U ∈Mat(n, n;m )}.
2.2. Assumptions. Though R is not necessarily Noetherian, we assume that the m -adic completion, R̂, is Noether-
ian. Thus while we allow rings like C∞(Rp, 0), we do not allow rings like k[[x1, x2, . . . ]].
We always assume that the R-module M is finitely generated (over R). In the filtered case we assume that all Mj
are finitely generated. We always assume that the filtration is ‘essentially decreasing’, i.e., satisfies ∩
j
Mj ⊆ ∩
i
(m i ·M).
Equivalently: for any i there exists ki such that Mki ⊆ m i ·M .
In most sections we assume that the action G M is good enough, namely:
(4)
the subgroup G ⊂ GL
k
(M) and its completion Ĝ ⊆ GL
k
(M̂) are k-polynomially-defined;
their unipotent parts, G(1), Ĝ(1), are of Lie type.
These conditions are stated/studied in section 3.3, section 3.4, section 3.6. In this generality we define the tangent
spaces, T(Gz,z) ⊆ T(Σ,z) ⊆ T(M,z). Initially these are just k-vector subspaces but in some places we assume that they
are R-submodules of T(M,z), this imposes some restrictions on G and Σ.
The condition “(G, 1I) is of Lie type” ensures that the tangent space T(Gz,z) “approximates” the germ (Gz, z).
In many statements we use the assumption “R has the relevant approximation property”. This condition depends
on the type of equations, see section 5.3, e.g. the Artin approximation property of R suffices for polynomial (or
analytic for R = C{x}) equations.
2.3. Transition to the tangent spaces. As one sees in example 1.2 the deformation space Σ ⊆M can be a highly
non-linear subset. Still, the finite determinacy implies that some projections of Σ contain large linear subspaces.
Lemma 2.1. Fix a filtration M• and a filtered action G
(1) M•. Suppose z is r-(Σ, G
(1))-determined. Then for any
i ≥ r:
(
Σ− {z}
)
∩Mi +Mi+1 is an R-submodule of M .
The proof is in section 4.2.
Therefore the finite determinacy depends on a more general question:
(5) Find the largest submodule, Λ ⊂M , satisfying: {z}+ Λ ⊆ Gz.
As M is an R-module, we identify T(M,z) ≈ M , as R-modules. Accordingly we identify T(Gz,z) with its image in
M . Our main result reduces the ‘linearized’ question of equation (5) to the tangent space.
Theorem 2.2. Suppose the (filtered) action G  {Mi} satisfies assumptions (4). Suppose that G is unipotent for the
filtration {Mi}.
1. If Mi ⊆ T(Gz,z) and R has the relevant approximation property then {z}+Mi ⊆ Gz.
2. Suppose T(Gz,z) ⊆ T(M,z) is an R-submodule. If {z}+Mi ⊆ Gz then Mi ⊆ T(Gz,z).
(In part (2.) the assumption “T(Gz,z) ⊆ T(M,z) is an R-submodule” can be weakened to: “T(Gz,z) ⊆ T(M,z) ≈ M is
eventually a submodule” in the following sense: for some N <∞ the intersection T(Gz,z) ∩MN is a submodule of M ,
see remark 6.1.)
Remark 2.3. One might wish to strengthen part 1 to the statement: “If G is unipotent for some filtration on M
then {z} + T(Gz,z) ⊆ Gz”. But in general T(Gz,z) is not invariant under the G action and this inclusion does not
hold. For example, let Mi = Mat(m,n;m
i) and consider the action G
(1)
lr  M of example 1.1. Here T(G(1)A,A) is
spanned by the matrices u˜A and Av˜ for all the possible (u˜, v˜) ∈ Mat(m,m;m ) ×Mat(n, n;m ), see section 3.7. The
inclusion {z} + T(Gz,z) ⊆ Gz would mean the solvability of the equation (1I + u)A(1I + v) = A + u˜A + Av˜ for the
arbitrary choice (u˜, v˜) ∈ Mat(m,m;m ) ×Mat(n, n;m ) and the unknowns (u, v) ∈ Mat(m,m;m ) ×Mat(n, n;m ).
Take e.g. A =
(
0 1
0 0
)
and u˜ =
(
0 0
x 0
)
= v˜. By the direct check, in this case the system has no solutions. Note that
T(G(1)A,A) = Spanm
((
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
))
is not Glr-invariant.
2.3.1. The theorem addresses the ‘pointwise’ determinacy: one checks the equivalence z′
G∼ z for a particular z′. The
natural question is: when a family {zt}t∈(k,0) can be trivialized? (Namely, when there exists a family {gt}t∈(k,0) ⊂ G
such that {zt = gtz}t∈(k,0)?) We prove the corresponding criterion in section 6.2.
2.3.2. Usually we start with just an action G M , with no prescribed filtration. To achieve the best criteria/bounds
one looks for a suitable (optimal) filtration, thus one compares T(Gz,z) to M . Two cases are possible:
i. T(Gz,z) ⊇ J ·M , for some ideal {0} ( J ⊂ R. In this case it is useful to consider the filtration Mi = (
√
J)i ·M .
Here we take the radical,
√
J , to get the “”most refined”’ filtration and accordingly the biggest G(1), see section
2.4.
5ii. T(Gz,z) 6⊃ J · M , for any ideal {0} ( J ⊂ R, equivalently rankR(T(Gz,z)) < rankR(M). Then one looks for
the (biggest/simplest) submodule Λ ⊂ M that satisfies: Λ is G-invariant, z ∈ Λ, and T(Gz,z) ⊇ J · Λ, for some
{0} ( J ⊂ R. For such a submodule one takes the restriction, G|Λ, i.e., considers Λ as the ambient module (rather
than M). For most cases the subgroup G|Λ ⊆ GLk(Λ) again satisfies the assumption (4), hence one can use the
theorem.
2.4. The annihilator of the quotient and the order of determinacy. Usually one begins with the action
G  Σ ⊆ M , but with no prescribed filtration and no prescribed subgroup G(1) ⊆ G. Theorem 2.2 gives a separate
statement for each filtration of M (or of Λ). Among all these versions one would like to choose an optimal bound.
Using the embedding T(Gz,z) ⊆ T(Σ,z) ⊆ T(M,z) we get: the largest submodule of equation (5) satisfies: Λ ⊆ T(Σ,z).
This translates the initial question into “how large is T(Σ,z) as compared to T(Gz,z)?”. To quantify this one usually
studies their conductor, i.e., the annihilator of the quotient of the two modules:
(6) ann
T(Σ,z)upslopeT(Gz,z) := {f | f · T(Σ,z) ⊆ T(Gz,z)} ⊂ R
In many cases of interest both tangent spaces are R-modules, and their quotient is an R-module as well. Then the
annihilator is an ideal in R.
This annihilator shows how far is T(Gz,z) from T(Σ,z). It is defined via the tangent spaces and thus controls the
“infinitesimal determinacy”. By Theorem 2.2 this annihilator is tightly related to the standard determinacy:
Corollary 2.4. Suppose T(Σ,z) ⊂ T(M,z) is a finitely generated submodule and for a (finitely-generated) ideal J ( R
the filtration {J i · T(Σ,z)}i is G-invariant. Suppose the corresponding unipotent subgroup, G(1) ⊆ G, satisfies the
assumption (4).
1. Suppose R has the relevant approximation property and J ⊆ annT(Σ,z)/T(Gz,z) . Then {z}+ J ·
√
J · T(Σ,z) ⊆ Gz.
1’. If in addition J · T(Σ,z) ⊆ T(G(1)z,z) then {z}+ J · T(Σ,z) ⊆ T(Gz,z).
2. If {z}+ J · T(Σ,z) ⊆ G(1)z, then J ⊆ annT(Σ,z)/T(G(1)z,z) .
(Proof: By the assumption J · T(Σ,z) is G(1)-invariant and G(1) is unipotent for the filtration {(
√
J)i · T(Σ,z)}i≥0.
Thus one uses Theorem 2.2 for Mi = (
√
J)i · T(Σ,z).)
Remark 2.5. In part (1’) the condition J · T(Σ,z) ⊆ T(G(1)z,z) is non-trivial and essential. As a trivial example, let
Σ = M ≈ R, a free module of rank one, and the group G = R× acts by z → u · z. Then the tangent space is an
ideal, T(Gz,z) = (z) ⊂ R, and annT(M,z)/T(Gz,z) = (z). But w ∈ (z) does not imply w + z
G∼ z, e.g. not for w = −z.
On the other hand, the biggest possible G(1) here is obtained for the filtration {m i} of R and the tangent space is
T(G(1)z,z) = m · z ⊂ R.
The bigger the ideal annT(Σ,z)/T(Gz,z) is, the smaller the order of determinacy is. To quantify this we use the Loewy
length of an ideal, llR(I) ≤ ∞, it denotes the minimal N ≤ ∞ such that I ⊇ mN . (Here we assume I ⊇ m∞.)
Corollary 2.6. Suppose Σ ⊆M is a free direct summand, i.e., Σ⊕Σ⊥ = M for a free submodule Σ⊥ ⊂Mat(m,n;R).
Then
llR
(
annT(Σ,z)/T(Gz,z)
)
− 1 ≤ ordΣG(z) ≤ llR
(
annT(Σ,z)/T
(G(1)z,z)
)
− 1.
Here G(1) ⊆ G is the unipotent subgroup for the filtration {m i · Σ}i. By corollary 3.12:
(7) m · T(Gz,z) ⊆ T(G(1)z,z) ⊆ T(Gz,z).
Therefore the upper/lower bounds of corollary 2.6 differ at most by 1.
2.4.1. The following consequence is stated in the geometric language, using the points of the punctured neighborhood
of the origin, Spec(R) \ {0}. We consider the tangent spaces T(Gz,z) ⊆ T(Σ,z) as sheaves on Spec(R). Accordingly, for
any point pt ∈ Spec(R) we take the fibres T(Gz,z)|pt ⊆ T(Σ,z)|pt.
Corollary 2.7. Fix an action G  M , where G is k-polynomially-defined and of Lie type. Suppose R is Noetherian
and has the relevant approximation property. Suppose Σ ⊆ M is a free direct summand. Then z is finitely-(Σ, G)-
determined if and only if for any point pt ∈ Spec(R) \ {0} holds: T(Gz,z)|pt = T(Σ,z)|pt.
(Indeed, by corollary 2.6, z is finitely-(Σ, G)-determined if and only if the annihilator of T(Σ,z)/T(Gz,z) contains m
N for
some N <∞. But this means that the module T(Σ,z)/T(Gz,z) vanishes off the origin.)
Remark 2.8. If Spec(R) \ {0} is smooth then T(Σ,z)|pt = T(Gz,z)|pt means that z is (Σ, G)-stable near pt. For
R = k{x}, k[[x]] and G one of the classical groups of Singularity Theory this statement is well known, e.g. [Wall81,
Theorem 2.1].
62.4.2. Matrices with m -adic filtration. As the simplest case, consider the filtration of M = Mat(m,n;R) by the
powers of the maximal ideal, i.e., Mi = Mat(m,n;m
i). Fix Σ = Mat(m,n;R), then we get:
Corollary 2.9. Suppose the unipotent subgroup G(1) ⊂ Glr ⋊ Autk(R) is k-polynomially-defined and of Lie type.
Suppose R has the relevant approximation property.
1. ordΣ
G(1)
(A) = min{k| Mat(m,n;m k+1) ⊆ T(G(1)A,A)}
2. ordΣ
G(1)
(A) − 1 ≤ ordΣG(A) ≤ ordΣG(1) (A).
Example 2.10. Suppose R is one of the classical rings, k[[x]], k{x} or C∞(Rp, 0). Fix Σ = M = R⊕n and consider
the module R⊕n as the space of (formal/analytic/smooth) maps from Spec(R) to (kn, 0). For the groups R (the right
equivalence) and Gr (the contact equivalence) the corollary gives the classical criterion of [Mather68], reproved many
times, e.g. [Damon84], [Bruce.du-Plessis.Wall].
2.5. Admissible ideals. Quite often the ideal annT(Σ,z)/T(Gz,z) does not contain any m
k for k ∈ N, thus there is no
finite determinacy in the ordinary sense. Then the natural question is to find the biggest ideal I ⊂ R such that z is
finitely determined for the deformations inside Σ ∩
(
{z}+ I ·M
)
. Such an ideal is called “admissible”.
Suppose R is Noetherian. Consider the saturation of the annihilator, annsat :=
∞∑
i=1
(
ann
(
T(Σ,z)/T(Gz,z)
)
: m i
)
, and
the radical J =
√
annT(Σ,z)/T(Gz,z) . Then z is finitely determined for deformations by J · annsat · T(Σ,z).
This goes along the “admissible deformations” of [Siersma83] and [Pellikaan88], see section 2.7 for other references.
2.6. The subsequent work. ”Theoretically” theorem 2.2 and corollary 2.6 “solve” the determinacy problem: all
that remains is to understand the annihilator annT(Σ,z)/T(Gz,z) . Note that both tangent spaces are infinite-dimensional
as k-vector spaces, usually uncountably generated. Considered as R-modules they are of high rank and in general
far from being free. Thus in practice the translation of the determinacy problem to the annihilator is not yet the
full/complete answer. It remains to understand the annihilator and to interpret the condition annT(Σ,z)/T(Gz,z) ⊇ mN
in terms of the particular setup. This is similar to the transition from the theoretical
• “the hypersurface germ is finitely determined if and only if its miniversal deformation is finite dimensional”.
to the more practical
• “the hypersurface germ is finitely determined if and only if it has at most an isolated singularity”.
In [BK-1], [BK-2] we do this step, we compute (or at least bound) the annihilator for a variety of actions G  Σ.
2.7. Relation to Singularity Theory.
2.7.1. Consider the rather particular situation: k ∈ R,C; R ∈ k[[x]],k{x}, C∞(Rp, 0); Σ = M = R⊕n. Then M can
be considered as the space of (formal/analytic/smooth) maps from (kp, 0) to (kn, 0). In this case instead of the group
Aut
k
(R) one takes the local changes of coordinates. The two groups often coincide see section 3.1, and thus induces
the classical right equivalence, R. (For a general “non-geometric” ring the two groups differ significantly.)
The group GLR(n)⋊Autk(R) induces the classical contact equivalence, K. Indeed, the maps Spec(R) f1,f2→ (kn, 0)
are contact equivalent if f1(x) = F (f2(φ(x)), x), where F (a, b) = Lb(a) + (h.o.t). Here Lb(a) is linear in a, with
coefficients depending on b, and L0 is invertible. The (h.o.t) denotes the terms at least quadratic in a. Thus, for a
given f2(x) one can present: F (f2(φ(x)), x) = Lx,f2,φ(f2(φ(x))), an expression linear in f2(φ(x)), with coefficients that
depend on x, f2, φ. As f2(x) is fixed, write down the full dependence of Lx,f2,φ on x to get an element of GL(n,R).
In total, for a fixed f2 we get precisely an element of Gr.
More generally, for any R and M = R⊕n, the group actions G  R and G  (kn, 0) induce the action G M of a
subgroup G ⊆ Autk(R)⋊GLR(M).
2.7.2. The idea of finite determinacy begins with a simple observation: if R is one of k[[x]], C{x}, C∞(Rp, 0) then
many elements f ∈ R are determined (up to the change of coordinates) by a few low order monomials and do not
depend on the higher order terms. The thorough investigations have (probably) began with the works of H.Whitney,
R.Thom, B.Malgrange, J.N.Mather, J.C.Tougeron, V.I.Arnol’d and were continued by many others. (See [AGLV-1,
§III.2.2, pg.166], [AGLV-2], [GLS] and [Wall81].)
• The determinacy of maps for some subgroups of the contact group, K, was considered in [Gervais77]. In our nota-
tions he studied the actions G ⋊ Aut(R)  R⊕n, where R = C∞(Rp, 0), while G ⊆ GL(n,R) is a Lie subgroup. He
proved that z is k-G-determined if and only if T(Gz,z) ⊇ m k+1 ·R⊕n. This was greatly extended in [Damon84] to the
“geometric subgroups” of K and to the cases R = k{x1, . . . , xp}/I , R = k[[x1, . . . , xp]]/I , R = C∞(Rp, 0)/I . The importance
of the unipotent part of the group (in our notation G(1) ⊂ G) was clarified in [Bruce.du-Plessis.Wall].
• The determinacy for functions on (singular) analytic germs has been studied in [Bruce-Roberts]. (In our language
this is the case of non-smooth germ Spec(R) and the groups GLR(1)⋊Autk(R), Autk(R) or their subgroups.)
• Given two subgroups, G,H ⊂ GL
k
(M), one can consider the “H-equivariant subgroup”, GH = {g ∈ G| ∀ h ∈ H :
gh = hg}. The corresponding equivariant determinacy was studied for some subgroups of K, R in [Roberts], [Wall85].
• The determinacy of square matrices (for k = R or k = C, R = k{x1, . . . , xp} and G = Glr) was considered in
7[Bruce-Tari04], and further studied in [Bruce-Goryunov-Zakalyukin02], [Bruce03], [Goryunov-Mond05], [Goryunov-Zakalyukin03],
[Damon-Pike]. In particular, the generic finite determinacy was established and the simple types were classified. Many
results have been generalized in [Cutkosky-Srinivasan].
• Sometimes one considers the coordinate changes that preserve a sublocus/subscheme in Spec(R), i.e., an ideal of R.
These were considered (for C∞(Rp, 0)-version) already in [Mather68], [Siersma83], [Pellikaan88], see also [Pellikaan90],
[Kushner92], [de Jong-van Straten90], [de Jong-de Jong90], [Siersma00], [Grandjean00], [Thilliez06], [Sun-Wilson],
[Brodersen].
• In the real-analytic case Arnol’d has initiated the study of functions on manifolds with boundaries, [Arnol’d1978],
see also [Goryunov1999] for the development and further references.
• The study of finite determinacy in positive characteristic has been initiated in [Pham], [Greuel-Pham].
2.7.3. Theorem 2.2 and its corollaries are linearization results. They reduce the initial question (highly non-linear
in general) to the comparison of modules and computation of the annihilator. This goes in the spirit of the classical
Mather’s criterion.
In many works the transition to the tangent-space level was done via the miniversal deformations, by proving that
the infinitesimal versality implies versality. (In particular this restricted the scenarios to the cases where the miniversal
deformation exists.) And usually the groups of equivalence were R, K and some of their subgroups. Our results are
more general in two ways.
• We work with much broader class of rings, modules, group actions and filtrations.
• We do not assume (and do not use) the existence of the miniversal deformation for the action G  Σ.
3. The group actions and the tangent spaces
3.1. Automorphisms of local ring, Aut
k
(R), vs the local coordinate changes, R.
3.1.1. By definition an automorphism φ ∈ Aut
k
(R) satisfies:
(8) φ(a+ b) = φ(a) + φ(b), φ(ab) = φ(a)φ(b), φ|
k
= Id.
Thus φ is k-linear and φ(m q) = m q, i.e., the action of φ is filtered, i.e. φ is continuous in the Krull-topology.
3.1.2. For some rings the elements of the group Aut
k
(R) are fixed by their action on the generators of m .
Lemma 3.1. Fix some generators {xi} of m (as an R-module). Suppose m∞ = {0} and two automorphisms φ1, φ2 ∈
Aut
k
(R) satisfy: φ1(xi) = φ2(xi) for any i. Then φ1 = φ2.
Proof. For any polynomial p({xi}) we have: φ1(p) = φ2(p). For any q, any element f ∈ R can be presented in the
form p({xi})+ f˜q, where p is a polynomial, while f˜q ∈ m q. Therefore for any f ∈ R we have: φ1(f)−φ2(f) ∈ ∩
q
m
q =
m
∞ = {0}.
Geometrically the lemma reads: φ is fully determined by its action on the “local coordinates”, {xi}, of Spec(R).
For example, this holds for the ring k[[x]] and its sub-quotients. In such cases and in this sense one can consider
Aut
k
(R) as “the group of local coordinate changes”. In Singularity Theory this group is denoted by R.
For “non-geometric” rings there are many automorphisms not arising from the “coordinate changes”.
Example 3.2. Fix two flat functions, τ1, τ2 ∈ C∞(R1, 0), which are algebraically independent. Consider the ring
R = R{x}[{x−jτ1}j∈N, {x−jτ2}j∈N]. As τi are flat, the maximal ideal is generated by x. Define φ ∈ AutR(R) as
identity on any converging power series and φ(τ1) = τ2, φ(τ2) = τ1. Extend this definition by linearity to the whole
ring. We get a non-trivial automorphism that acts as identity on the “local coordinate” x.
3.2. Filtrations and completions of M , End
k
(M) and G ⊆ GL
k
(M). Consider an R-module M as just a k-
vector space and denote by GL
k
(M) ⊂ End
k
(M) the group of all invertible k-linear endomorphisms of M . This is
the most inclusive ambient group for all the groups acting k-linearly on M . Note that this action is not R-linear,
for example GL
k
(M) contains the transformations induced by automorphism of the ring, Aut
k
(R). As M is usually
uncountably generated over k, the group GL
k
(M) is huge.
The filtration M• induces the filtrations of endomorphisms and automorphisms:
(9) End
(i)
k
(M) := {φ| φ(Mj) ⊆Mi+j , ∀ j} ⊆ Endk(M), GL(i)
k
(M) = GL
k
(M) ∩
{
{1I}+ End(i)
k
(M)
}
.
In particular, End
(0)
k
(M) is the space of all the endomorphisms compatible with the filtration, while End
(1)
k
(M) is
the space of ‘nilpotent’ endomorphism. (Note that φ(Mi) ⊆ Mi+1 implies φk(Mi) ⊆ Mi+k but does not imply that
φN = 0 for some N .) Any subspace (submodule) Λ ⊆ End
k
(M) gets the induced filtration Λ(i) := Λ ∩ End(i)
k
(M).
Similarly, GL
(0)
k
(M) is the group of automorphisms compatible with the filtration, while GL
(1)
k
(M) is the unipotent
subgroup of GL
k
(M). Any subgroup G ⊆ GL
k
(M) gets the induced filtration by the normal subgroups, G(i) :=
8G ∩ GL(i)
k
(M) ⊳ G. Here G(1) is the same as was defined in equation (3). The product/inverse operations on G are
continuous in this filtration topology, thus G becomes a topological group.
The orbits of G on M/Mi coincide with those of G/G(i) .
Abusing the letter πj we introduce the projections:
(10) M
πj→ πj(M) := M/Mj , Endk(M) ⊇ Λ
πj→ πj(Λ) := Λ/Λ(j) , GLk(M) ⊇ G πj→ πj(G) := G/G(i) .
Here j ≤ ∞ and if M∞ = {0} then π∞(M) =M , π∞(Λ) = Λ, π∞(G) = G.
These filtrations/projections lead to the completion of the objects:
(11) M̂ := lim
←−
πj(M), Λ̂ := lim
←−
πj(Λ), Ĝ := lim
←−
πj(G).
We emphasize that in general π∞(M) 6= M̂ , π∞(Λ) 6= Λ̂, π∞(G) 6= Ĝ.
The abuse of letter πj could lead to various confusions, e.g.
• between πj(Λ), the image of Λ under the ambient projection Endk(M) πj→ πj(Endk(M)) or the image of Λ in
End
k
(πj(M));
• between the completion Λ̂, the image of Λ under the ambient completion End
k
(M)→ ̂End
k
(M) or the image of Λ
in End
k
(M̂);
• between the orbits of πj(G) and the orbits of G on πj(M).
The following lemma “justifies” such confusions.
Lemma 3.3. 1. For any subspace Λ ⊂ End(0)
k
(M) there exist the functorial sequences of embeddings {αi}, {βi} and
isomorphisms {γi} making the following diagram commutative.
πj
(
End
(0)
k
(M)
)
End
(0)
k
(πjM)
πj(Λ)
γj
αj
βj
✛
✛
✛✛
∼−−→ ←֓
←֓
πj+1
(
End
(0)
k
(M)
)
End
(0)
k
(πj+1M)
πj+1(Λ)
γj+1
αj+1
βj+1
✛
✛
✛✛
∼−−→ ←֓
←֓
. . .
. . .
. . .
̂
End
(0)
k
(M)
End
(0)
k
(M̂)
Λ̂γˆ
αˆ
βˆ
✛
✛
✛✛
∼−−→ ←֓
←֓
End
(0)
k
(M)
End
(0)
k
(M)
Λ
✛
✛
✛✛
=
=
←֓
←֓
2. For any subgroup G ⊂ GL(0)
k
(M) there exist the functorial sequences of embeddings {αi}, {βi} and isomorphisms
{γi} making the following diagram commutative.
πj
(
GL
(0)
k
(M)
)
GL
(0)
k
(πjM)
πj(G)
γj
αj
βj
✛
✛
✛✛
∼−−→ ←֓
←֓
πj+1
(
GL
(0)
k
(M)
)
GL
(0)
k
(πj+1M)
πj+1(G)
γj+1
αj+1
βj+1
✛
✛
✛✛
∼−−→ ←֓
←֓
. . .
. . .
. . .
̂
GL
(0)
k
(M)
GL
(0)
k
(M̂)
Ĝ
γˆ
αˆ
βˆ
✛
✛
✛✛
∼−−→ ←֓
←֓
GL
(0)
k
(M)
GL
(0)
k
(M)
G
✛
✛
✛✛
=
= ←֓
←֓
3. For the completion map M
(̂ )→ M̂ denote the image of z ∈ M in M̂ by zˆ and the completion of Gz by (̂Gz) ⊂ M̂ .
For any g ∈ GL(0)
k
(M) and any z ∈M holds: ĝz = gˆzˆ. For any G ⊆ GL
k
(M) holds: (̂Gz) = β̂(Ĝ)zˆ.
Proof. 1. The homomorphism αj is defined by the projection (φ+Λ
(j))→ (φ+End(j)
k
(M)). The homomorphism βj is
defined by: βj(φ+Λ
(j))(z+M (j)) = φ(z)+M (j). The homomorphism γj is defined by: γj(φ+End
(j)
k
(M))(z+M (j)) =
φ(z) +M (j). Note that αj , βj , γj do not depend on the choice of representatives, as Λ
(j)(M) ⊆Mj and φ(Mj) ⊆Mj .
Furthermore, they respect the filtration, thus their images lie in πj
(
End
(0)
k
(M)
)
, End
(0)
k
(πj(M)), rather than just
πjEndk(M), Endk(πj(M)). By the direct check: γj ◦ αj = βj .
Now we check the claimed properties for the j <∞ part of the diagram.
• The injectivity of αj follows from Λ(j) = Λ ∩ End(j)
k
(M).
• The injectivity of γj : γj(φ) = 0 iff γj(φ)(M) ⊆M (j) iff φ(M) ⊆M (j) iff πj(φ) = 0.
• The surjectivity of γj . Fix some complement,Mj⊕M⊥j = M , as vector spaces. Fix an isomorphism πj(M) ∼−−→
M⊥j , using it we identify πj(M) as a subspace of M . For any φ ∈ Endk(πj(M)) define φ˜ ∈ Endk(M) by
φ˜|Mj = 0 and φ˜|πj(M) = φ. Then γj(πj(φ˜)) = φ.
• The injectivity of βj follows from βj = γj ◦ αj .
• The horizontal maps for j < ∞ are induced by πj+1(M) → πj(M). The horizontal maps at the right end of
the diagram are induced by M → M̂ . As the definitions of αj , βj , γj are uniform in j we get a commutative
diagram.
Now we check the j = ∞ triangle of the diagram. By construction, for any i < j holds: πi(αj) = αi, πi(βj) = βi,
πi(γj) = γi. Therefore the sequences {αj}, {βj}, {γj} converge and we define αˆ := limαj , βˆ := limβj , γˆ := lim γj .
More precisely, for any {φj} ∈ Λ̂, αˆ({φj}) := {αj(φj)} and so on. (These sequences converge.)
9We check the injectivity of αˆ. Indeed, αˆ({φi}) = 0 means: for any i exists ki such that for j ≥ ki holds:
αj(φj) ∈ End(i)
k
(M). But then φj → 0, i.e., {φi} = 0 ∈ Λ̂. Similarly for βˆ, γˆ.
The surjectivity of γˆ. Given φˆ ∈ End
k
(M̂), we define φ˜j ∈ πj(Endk(M)) by φ˜j = γ−1j ◦ φ ◦ πj . The sequence {φ˜j}
converges in the filtration, thus {φ˜j} ∈ ̂Endk(M). By construction, γˆ({φ˜j}) = {γj φ˜j} = {φ ◦ πj} ∈ Endk(M̂).
The definition of these homomorphisms does not depend on a particular choice of Λ. Therefore, for any ho-
momorphism Λ1 → Λ2 of vector subspaces of M one gets the morphism of the corresponding commutative dia-
grams. More generally, for a morphism of any two filtered vector spaces, M•
f→ N• and its restriction to a subspace,
M• ⊇ Λ f→ f(Λ) ⊆ N•, one gets the morphism of the corresponding commutative diagrams. In this sense the sequences
of maps {αj}, {βj}, {γj} are functorial.
2. The proof is essentially the same, replace End
(j)
k
(M) by GL
(j)
k
(M), Λ(j) by G(j) and + by ×.
3. To verify ĝz = gˆzˆ is enough to prove that the projections of both sides into M/Mq coincide for any q. Which
means:
(12) {gz}+Mq ?= {gizi}i +Mq, ∀ q,
here gi → gˆ and zi → zˆ.
As we take the limit, we can assume (for i≫ 0): gi ∈ gG(q) and zi ∈ {z}+Mq. But then the equality is obvious,
as the action of G is filtered.
Finally, as Ĝz is the image of Gz under the completion map, we verify Ĝz = Ĝzˆ element-wise. But for gz ∈ Gz we
have: ĝz = gˆzˆ ∈ Ĝzˆ. Hence the statement.
Remark 3.4. If instead of End
k
(M), GL
k
(M) one speaks about EndR(M), GLR(M) the equalities of the lemma
do not hold. The natural map ̂GLR(M)
γˆ→ GLR(M̂) is injective but not necessarily an isomorphism when M is
non-free. Take the isomorphism of the ambient groups, ̂GL
k
(M)
γˆ→ GL
k
(M̂). By the direct check, the image of
̂GLR(M) lies in GLR(M̂), thus we have the injectivity. For a non-surjective example, let M = R < s1, s2 >/(a1s1, a2s2) ,
where a1, a2 ∈ m∞ 6= {0} and the elements a1, a2 are R-linearly independent. Take the filtration {m j ·M}, then
M̂ = R̂ < sˆ1, sˆ2 >≈ R̂⊕2. Therefore ̂GLR(M) ≈ GLR̂(1)×GLR̂(1), but GLR(M̂) ≈ GLR̂(2).
3.3. k-polynomially-defined sub-groups. Sometimes we forget the R-module structure, i.e., consider M just as
a k-vector space, M
k
. (Note that M
k
is almost always uncountably generated.) Choose a Hamel basis {zα} of Mk.
Then any k-endomorphism φ ∈ End
k
(M) is presented by a k-matrix (of uncountable size), φ(zα) =
∑
β φαβzβ. The
sum here is infinite, but only a finite number of summands are non-zero.
Definition 3.5. We call a subgroup G ⊆ GL
k
(M) ‘k-polynomially-defined’ if it is presentable in the form
G = {φ ∈ GL
k
(M)| F ({φαβ}) = 0},
here F is a system of polynomial equations over k (each equation is in a finite number of variables, the number of
equations is usually uncountable).
Lemma 3.6. Being k-polynomially-defined does not depend on the choice of Hamel’s basis of M
k
.
Proof. Any two choices of Hamel bases for M
k
are related by a linear transformation, z = Uw, w = U−1z. Here U
is a k-matrix of infinite (possibly uncountable) size but U has in each row/column only a finite number of non-zero
entries. The change of basis implies the standard transition of the representing matrix of φ, i.e., φ→ UφU−1. (Note
that the product is well defined over k.) As each equation in F ({φαβ}) contains a finite number of variables we get:
F ({φαβ}) = F (U{φ˜αβ}U−1) = G({φ˜αβ}). The later object is again a system of polynomial equations over k, each
equation being in a finite number of variables.
It is very difficult to work with (uncountable) Hamel’s basis. Fortunately, in many examples, the initial definition
of G ⊂ GL
k
(M) goes via some conditions of the type
(13)
{
F (g, a, z) = 0, for any g ∈ G, a ∈ R, z ∈M},
where F is some explicit expression, usually a power series or even a polynomial. Thus in these particular examples
we use Hamel’s bases only to verify that a group is k-polynomially-defined.
A k-polynomially-defined-group is defined as a subgroup of GL
k
(M), in particular the action G M is fixed.
We show that the class of k-polynomially-defined-groups is rich enough for our considerations.
Lemma 3.7. 1. The groups GL
k
(M), GLR(M), Autk(R), GLR(M)⋊Autk(R) are k-polynomially-defined subgroups
of GL
k
(M).
2. Suppose G ⊆ GL
k
(M) is k-polynomially-defined and a subgroup H ⊂ G is defined by polynomial equations (over k
10
or R). Then H is k-polynomially-defined.
3. Suppose M is filtered and G ⊂ GL
k
(M) is k-polynomially-defined. Then all the subgroups G(q) ⊂ GL
k
(M) are
k-polynomially-defined for q <∞.
4. If the groups G ⊆ GLR(M), H ⊆ Autk(R) are k-polynomially-defined then the group G ⋊ H is k-polynomially-
defined.
5. (Equivariant version.) Suppose a subgroup G ⊆ GL
k
(M) is k-polynomially-defined. Fix any subgroup H ⊆ GL
k
(M)
and consider GH = {g ∈ G| ∀ h ∈ H : gh = hg}. Then GH ⊆ GLk(M) is k-polynomially-defined.
In particular the groups GL
(q)
R (M), GLR(M) ⋉ Autk(R), Aut
(q)
k
(R•) are k-polynomially-defined, here R• is a
decreasing filtration of R by some ideals.
Proof. 1. The subgroup GL
k
(M) ⊆ GL
k
(M) has no defining equations at all. The defining conditions of the subgroup
GLR(M) ⊂ GLk(M) are: φ(fz) = fφ(z), for any f ∈ R, z ∈ M . Using (any) Hamel’s basis of M these are written
as the system φ(fzα) = fφ(zα) for any f ∈ R and zα. Furthermore, fzα =
∑
β fαβzβ, here {fαβ} is a k-matrix of
uncountable size with finite number of non-zero entries in each row/column. We have:
(14) fφ(zα) = f
∑
β
φαβzβ =
∑
β
φαβ
∑
γ
fβγzγ , φ(fzα) = φ(
∑
β
fαβzβ) =
∑
β
fαβ
∑
γ
φβγzγ
Thus the defining equations of GLR(M) ⊂ GLk(M) are linear:
∑
β φαβfβγ =
∑
β fαβφβγ , for any α, γ.
The subgroup Aut
k
(R) ⊂ GL
k
(R) is defined by the conditions φ(ab) = φ(a)φ(b). Again, use Hamel’s basis of R
(15)
φ(zαzβ) = φ(
∑
γ
Cαβγzγ) =
∑
γ
Cαβγ
∑
γ′
φγγ′zγ′ ,
φ(zα)φ(zβ) =
∑
α′,β′
φα,α′φβ,β′zα′zβ′ =
∑
α′,β′
φα,α′φβ,β′
∑
γ
Cα′β′γzγ .
Here {Cα′β′γ} are the ‘structure constants’ of Hamel’s basis.
Thus we get the quadratic equations:
(16) ∀ α, β, γ :
∑
γ′
Cαβγ′φγ′γ =
∑
α′,β′
φα,α′φβ,β′Cα′β′γ .
The subgroup GLR(M) ⋊ Autk(R) ⊂ GLk(M) is defined by the conditions: φ(f · z) = φ(f)φ(z), for any f ∈ R
and z ∈ M . Fix some Hamel bases, {fα} of R and {zβ} of M . Then the conditions are written in the form:
φ(fαzβ) = φ(fα)φ(zβ). Use the R-module structure: fα · zβ =
∑
γ cαβγzγ , where cαβγ ∈ k are the structure constants.
Again all the defining equations are quadratic.
2. As G ⊆ GL
k
(M) is k-polynomially-defined we only need to check that the additional equations for H ⊂ G
are polynomial when written in Hamel’s basis, φ(zα) =
∑
φαβzβ . But this is immediate as a polynomial condition
p(φ) = 0 means: p(φ)(zα) = 0 for any α. And the later translates into the polynomial equations p({φαβ}) = 0.
3. We should prove that the additional conditions of G(q) ⊂ G translate into polynomial equations. The additional
conditions are:
(17) for any i ∈ N, g ∈ G : (g − 1I)(Mi) ⊆Mi+q.
But for each fixed i, these conditions are linear in (g − 1I). Thus for any choice of a basis of M and the corresponding
representing matrix, g(zα) =
∑
φαβzβ, the equations on the entries of (g− 1I) are linear. Thus G(q) is k-polynomially-
defined.
4. The elements of G⋊H are (g, h). Thus, if the defining equations of G ⊆ GLR(M) are G(..) = 0 and the defining
equations of H ⊆ Aut
k
(R) are H(..) = 0, the defining equations of G ⋊ H ⊆ GLR(M) ⋊ Autk(R) are: G(g) = 0,
H(h) = 0. Altogether this transforms to a system of polynomial equations over k.
5. For any Hamel basis {zα} of M the equations gh(zα) = hg(zα) are linear in the coefficients of g.
Remark 3.8. Definition 3.5 is global, it addresses the behavior of G at each point. In our paper we need only some
neighborhood of the unit element 1I ∈ G. Then one speaks of a locally-k-polynomially-defined group. Depending on
the context one uses various neighborhoods, a possible version is G(1). Sometimes one needs to include also a part
of G \G(1), this is done via the projection G π1→ π1(G). The group π1(G) is often algebraic, thus one can take some
Zariski-open neighborhood U of the unit element and then ask π−11 (U) to be k-polynomially-defined. Sometimes
π1(G) has a natural topology, e.g. for k ⊆ C one can take the standard topology on k and the induced topology on
π1(G). (The later is then often a classical Lie group.) Then one takes U in this topology and asks π
−1
1 (U) to be
k-polynomially-defined.
One checks directly that the local-k-polynomially-defined version of the lemmas of this subsection holds.
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3.4. The tangent space to a k-polynomially-defined-group.
Definition 3.9. For a k-polynomially-defined subgroup G = {g| F (g) = 0} ⊆ GL
k
(M) the tangent space at an element
g ∈ G is defined as T(G,g) :=
{
ψ ∈ End
k
(M)| F (g + ǫψ) = 0 mod(ǫ2)
}
To write the equations explicitly fix some basis {zα} of M , then g(zα) =
∑
β gαβzβ, ψ(zα) =
∑
β ψαβzβ. The
group G is defined by some system of equations,
{
F ({gαβ}) = 0
}
. As all the equations are polynomial we can expand
F (g + ǫψ) = F (g) + ǫF ′g ·ψ + ǫ2(· · · ). Thus the defining equations of T(G,g) ⊆ Endk(M) are F ′g · ψ = 0. In particular
T(G,g) is always a k-linear subspace of Endk(M).
As in the previous section one shows that the subspace T(G,g) ⊆ Endk(M) does not depend on the choice of Hamel’s
basis of M .
As T(G,g) ⊆ Endk(M), the action T(G,g) M is fixed.
Definition 3.10. The tangent space to the orbit, Gz, at a point z ∈M , is T(Gz,z) := T(G,1I)(z).
The embedding T(G,g) ⊆ Endk(M) induces the filtration,
(18) {T (q)(G,g) := T(G,g) ∩ End
(q)
k
(M)}.
Accordingly we define the projections and the completion:
(19) πq(T(G,g)) :=
T(G,g)upslopeT (q)(G,g) , T̂(G,g) := lim←−
T(G,g)upslopeT (q)(G,g) .
One could define the filtration/completion of tangent spaces in different ways, but they are related:
Lemma 3.11. Let M be a filtered module and G,H ⊆ GL(0)
k
(M) some k-polynomially-defined subgroups.
1. T(G∩H,g) = T(G,g) ∩ T(H,g).
2. In particular T(G(q),g) = T
(q)
(G,g) and thus πq(T(G,g)) =
T(G,g)upslopeT(G(q),g) and T̂(G,g) = lim←−
T(G,g)upslopeT(G(q),g) .
Here the tangent spaces are k-subspaces of End
k
(M), πq(Endk(M)), ̂Endk(M), and the equalities are taken in
this sense.
Proof. 1. Let IG, IH be the defining ideals of G,H , then the ideal of G ∩H is IG + IH . Thus:(
ξ ∈ T(G,g) ∩ T(H,g)
)
iff
(
g + ǫξ satisfies the equations of IG, IH modulo ǫ
2
)
iff
(
g + ǫξ ∈ T(G∩H,g)
)
.
2. Note that G(q) = G ∩GL(q)
k
(M), thus by Part 1 we have:
(20) T(G(q),g) = T(G,g) ∩ T(GL(q)
k
(M),g)
= T(G,g) ∩ End(q)
k
(M) = T
(q)
(G,g).
Corollary 3.12. Let G ⊆ GL
k
(M) be a k-polynomially-defined subgroup and suppose the filtration of M satisfies:
Mi ⊇ J i ·M , for some fixed ideal J ( R. Then T(G(i),g) ⊇ J i · T(G,g).
Proof. By lemma 3.11: T(G(i),g) = T
(i)
(G,g) = T(G,g) ∩End
(i)
k
(M). And by the assumption: End
(i)
k
(M) ⊇ J i ·End
k
(M).
Therefore T(G,g) ∩ End(i)
k
(M) ⊇ J i · T(G,g).
Example 3.13. 1. T(GL
k
(M),g) = Endk(M), T(GL(q)
k
(M),g)
= End
(q)
k
(M) = {φ ∈ End
k
(M)| φ(Mi) ⊆Mi+q}.
2. As GLR(M) is defined by linear equations we get: T(GLR(M),g) = EndR(M) and T
(q)
(GLR(M),g)
= End
(q)
R (M).
3. Aut
k
(R) = {g ∈ GL
k
(R)| g(ab) = g(a)g(b)}, thus
(21) T(Aut
k
(R),g) =
{
ψ ∈ End
k
(R)| ψ(ab) = g(a)ψ(b) + ψ(a)g(b)
}
.
In particular T(Aut
k
(R),1I) = Derk(R), the module of all the k-linear derivations of R. For a regular ring the module
Der
k
(R) is generated by the first order partial derivatives {∂j}.
Similarly for a filtration R• by the ideals Ji ) Ji+1 · · · we have:
(22) T
(Aut
(q)
k
(R•),1I)
= Der
(q)
k
(R•) := {ψ ∈ Derk(R)| ψJi ⊆ Ji+q}.
4. Suppose G = {F ({φ}) = 0} ⊂ GLR(M) ⋊Autk(R). Then T(G,1I) =
{
ψ ∈ EndR(M) +Derk(R)(M)| F ′|1Iψ = 0
}
.
And for G(i) ⊂ G we have: T(G(i),1I) = T(G,1I) ∩End(i)R (M•).
5. Let G ⊆ GLR(M) and H ⊆ Autk(R) then T(G⋊H,1I) = T(G,1I) + T(H,1I) and [T(G,1I), T(H,1I)] ⊆ T(G,1I).
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3.5. Logarithm, exponent and alternative definition of the tangent space. In this subsection we assume
that the filtered module M is {Mj}-complete, written M̂ . Take any subgroup G ⊆ GLk(M̂), not necessarily k-
polynomially-defined. We assume that G is complete with respect to the induced filtration {G(j)}.
Take the unipotent subgroup G(1) ⊆ G and the space of nilpotent endomorphisms End(1)
k
(M̂). Define the logarith-
mic map:
(23) G(1)
ln→ End(1)
k
(M̂), g → ln(g) :=
∞∑
k=1
(1 − g)k
k
Note that (1 − g)M̂j ⊆ M̂j+1, thus the sum, though infinite, is a well defined (k-linear, nilpotent) operator on M̂ .
As this logarithm is defined by the standard Taylor series, we get: ln(gigj) = ln(gi) + ln(gj) for any g ∈ G(1). But
in general ln(gh) 6= ln(g) + ln(h), as g, h ∈ G(1) do not commute. In particular, the image ln(G(1)) might be not an
additive subgroup of End
(1)
k
(M̂).
Define the exponential map ln(G(1))
exp→ GL(1)
k
(M̂) by exp(ξ) := 1I +
∞∑
k=1
ξk
k! . As ξ is a nilpotent endomorphism, the
sum (though infinite) is a well defined linear operator on M̂ and is invertible.
Lemma 3.14. exp
(
ln(G(1))
)
= G(1) and the maps ln(G(1))
exp
⇄
ln
G(1) are mutually inverse.
Proof. Let ξ ∈ ln(G(1)), then ξ = ln(g) for some g ∈ G(1). Then exp(ξ) = exp(ln(g)) = g ∈ G(1).
The maps ln and exp are mutual inverses as they are defined by the classical Taylor series.
In the classical situation, finite dimensional groups over a field, ln(G(1)) is the tangent space of G(1) at 1I, in fact
it is the Lie algebra of the group. This holds also for k-polynomially-defined groups:
Proposition 3.15. Given a complete filtered module, M̂ , and a complete k-polynomially-defined subgroup, G(1) ⊆
GL
k
(M̂), unipotent with respect to the filtration M•, we have:
1. ln(G(1)) is a Lie algebra, i.e., it is a k-vector subspace of End
k
(M̂), closed under commutation.
2. ln(G(1)) ⊆ T(G(1),1I).
Note that while T(G,1I) is defined externally, via the embedding G ⊆ GLk(M̂), the space ln(G(1)) is a purely internal
object.
Proof. 1. Let ξ ∈ ln(G(1)) so that exp(ξ) ∈ G(1). Then for any n ∈ Z holds exp(nξ) ∈ G(1), i.e., any defining equation
of G(1) is satisfied by exp(tξ) for t ∈ Z. As G(1) is k-polynomially-defined, the equations are polynomial, and k is of
zero characteristic, we get: exp(tξ) satisfies all the equations for any t ∈ k. Thus tξ ∈ ln(G(1)) for any t ∈ k, i.e.,
ln(G(1)) is closed under the k-multiplication.
Let ξ1, ξ2 ∈ ln(G(1)), then exp(tξ1), exp(tξ2) ∈ G(1), here we consider t ∈ k as a parameter. By Baker-Campbell-
Hausdorff formula:
(24) exp(tξ1) · exp(tξ2) = exp
(
t(ξ1 + ξ2) +
t2
2
[ξ1, ξ2] + t
3(. . . )
)
.
(Note that the proof of this formula is purely formal, it does not use any topology on k or finite dimensionality of the
space.) For any t ∈ k the infinite sum t(ξ1+ ξ2)+ t22 [ξ1, ξ2]+ t3(. . . ) is a well defined nilpotent operator in End
(1)
k
(M).
Therefore t(ξ1 + ξ2) +
t2
2 [ξ1, ξ2] + t
3(. . . ) ∈ ln(G(1)). As this holds for any t ∈ k and ln(G(1)) is closed under the
k-multiplication, we get:
(25) αt = (ξ1 + ξ2) +
t
2
[ξ1, ξ2] + t
2(. . . ) ∈ ln(G(1)) for any t 6= 0.
Therefore exp(αt) ∈ G(1) for any t 6= 0. But the defining equations of G(1) are polynomials, thus exp(αt) ∈ G(1) for
any t ∈ k. Then αt ∈ ln(G(1)) for any t ∈ k, in particular α0 = ξ1 + ξ2 ∈ ln(G(1)). Therefore ln(G(1)) is closed under
addition, i.e., is a k-vector space.
Now we get: αt− ξ1− ξ2 ∈ ln(G(1)) for any t, and in the same way as above we get [ξ1, ξ2] ∈ ln(G(1)), i.e., ln(G(1))
is a Lie algebra.
2. ⊆ Take any g = exp(ξ) ∈ G(1). As ln(G(1)) is a vector space we have: exp(tξ) ∈ G(1) for any t ∈ k. In fact, each
equation of G(1) is satisfied identically by exp(tξ), where t is a variable. Thus the expanded equation vanishes in all
the orders. In particular, F (1I + ǫξ) ≡ 0 mod(ǫ2), hence ξ ∈ T(G(1),1I).
3.6. Groups of Lie type. Definition 3.9 of the tangent space goes via the defining equations of G, therefore the
traditional relation of T(G,g) to a small neighborhood of g in G is not apparent. When M,G are non-complete we do
not have the maps exp(), ln() of §3.5. And even if M,G are complete we should clarify the relation of ln(G) to T(G,1I).
We define the class of groups which are close to having these maps (we take the truncated versions of exp, ln).
13
Definition 3.16. A unipotent, locally k-polynomially-defined subgroup G ⊂ GL
k
(M) is called of Lie-type if the
following conditions are satisfied:
i. for any g ∈ G, q > 0 holds:
q∑
j=1
(1−g)j
j
∈ T(G,1I) + End(q)
k
(M).
ii. for any ξ ∈ T(G,1I), q > 0 holds:
q∑
j=0
ξj
j! ∈ G ·GL
(q)
k
(M).
As we show below the class of Lie-type-groups is large enough and their tangent spaces behave well.
First we give a general method to check that G is of Lie-type. For a filtered module M and the completion
M̂ , the filtered action G  M induces the action G  M̂ , by g({zi}) = {g(zi)}. This defines a homomorphism
G
s→ s(G) ⊂ GL
k
(M̂). Note that in general s is non-injective and s(G) does not coincide with the completion Ĝ. It
is enough to check the conditions of definition 3.16 for s(G) and s(T(G,1I)).
Now, for any s ∈ G(1) the operator ln(s(g)) ∈ End(1)
k
(M̂) is well defined, though does not necessarily lie in s(T(G,1I)).
Similarly for any ξ ∈ T(G,1I) we have exp(s(ξ)) ∈ GL(1)
k
(M). By the standard properties of exp, ln we have:
(26) exp(−s(ξ)) ·
q∑
j=0
ξj
j!
∈ GL(q+1)
k
(M̂), ln(s(g))−
q∑
j=1
(1− g)j
j
∈ End(q+1)
k
(M̂).
Therefore instead of checking the initial conditions of the definition it is enough to verify:
(27) ∀ ξ ∈ T(G,1I), q > 0 : exp(s(ξ)) ∈ s(G) ·GL(q)
k
(M̂), ∀ g ∈ G, q > 0 : ln(s(g)) ∈ s(T(G,1I)) + End(q)
k
(M̂).
The following statement shows that the class of Lie-type groups is rich enough.
Lemma 3.17. 1. The groups GL
(1)
k
(M), GL
(1)
R (M) are of Lie-type.
2. Suppose R = k[[x]]/I or R = k{x}/I (analytic power series). Take any filtration R ⊃ I1 ⊃ I2 ⊃ · · · by ideals
satisfying ∩Ij ⊆ m∞. Then Aut(1)
k
(R) is of Lie type.
2’. Let R ⊆ k[[x]] or R ⊆ C∞(Rp, 0) be any local subring that is closed under differentiation and admits substitutions,
i.e., for any f(x), g(x) ∈ m holds: f(g(x)) ∈ m . (For example R = C∞(Rp, 0) or R = k < x >, algebraic power
series.) Take any filtration R ⊃ I1 ⊃ I2 ⊃ · · · by ideals satisfying ∩Ij ⊆ m∞. Then Aut(1)
k
(R) is of Lie type.
3. If G(1) is of Lie-type then G(p) is of Lie-type for any p ≥ 1.
4. Suppose the subgroups G ⊆ GLR(M) and H ⊆ Autk(R) are of Lie-type, then G⋊H ⊆ GLR(M)⋊ Autk(R) is of
Lie-type.
Proof. 1. GL
(1)
k
(M): here for any g ∈ GL(1)
k
(M) holds: 1 − g ∈ End(1)
k
(M) = T
(GL
(1)
k
(M),1I)
. Thus (1 − g)j ∈
T
(GL
(1)
k
(M),1I)
and
q∑
j=1
(1−g)j
j
∈ T
(GL
(1)
k
(M),1I)
. The second condition is checked in the same way.
GL
(1)
R (M): it is enough to note that if g is R-linear then (1− g)j is R-linear as well. Thus (1− g)j ∈ End(1)R (M) =
T
(GL
(1)
R
(M),1I)
and
q∑
j=1
(1−g)j
j
∈ T
(GL
(1)
R
(M),1I)
. The second condition is checked in the same way.
2. First we check the case of R = k[[x]]/I , we prove that in this case T(Aut(1)
k
(R),1I)
, Aut
(1)
k
(R) admit the ordinary
exponentials/logarithmic maps. Indeed, T
(Aut
(1)
k
(R),1I)
= Der
(1)
k
(R), and for each f ∈ R the series
∞∑
j=0
ξj
j! (f) converges
by the completeness of R. (And similarly for the series
∞∑
j=1
(1−g)j
j
(f).) Therefore the elements exp(ξ) =
∞∑
j=0
ξj
j! ∈
GL
(1)
k
(R), ln(g) =
∞∑
j=1
(1−g)j
j
∈ End(1)
k
(R) are well defined. Finally, the multiplicativity of the exponential series gives
exp(ξ)(ab) = exp(ξ)(a) · exp(ξ)(b), while the Leibnitz rule for the logarithmic series gives ln(g)(ab) = ln(g)(a) · b+ a ·
ln(g)(b).
For an arbitrary ring R the multiplicativity of exp and the Leibnitz property of ln follow formally from the definition
of the series, the only thing to check is that the operators exp(ξ), ln(g) are well defined, i.e., act on R. In fact, as exp,
ln are mutually inverse, it is enough to check just the case of exp(ξ).
In the analytic case, R = k{x}/I , we note that Der
k
(R) = {ξ ∈ Der
k
(k{x})| ξ(I) ⊆ I} and Aut
k
(R) = {g ∈
Aut
k
(k{x})| g(I) = I}. Therefore it is enough to establish the existence of exp for the regular ring, k{x}. So, we
should check: for any ξ =
∑
ai∂i, with ai ∈ k{x}, and any analytic series f ∈ k{x}, the expression exp(ξ)(f) is
analytic. One way to do this is to prove that the series
∞∑
j=0
ξj(f)
j! converges in a small ball near the origin. (Note that
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each ξj(f) is analytic and the convergent sum of analytic functions is analytic.) Now to check the convergence it is
enough to prove the bound:
(28) for any nilpotent derivation ξ there exist ǫ > 0, 1 > C > 0,
such that for any k and any |x| < ǫ holds: |ξk(f)(x)| < Ckk!.
And this follows by multidimensional version of Cauchy formula.
2’. For an arbitrary ring R of the statement the elements exp(ξ)(f), ln(g)(f) might not belong to R, see exam-
ple 3.18, so the ordinary exponent/logarithm might not exist. Yet the approximations of definition 3.16 do exist.
Indeed, the truncations
q∑
j=1
(1−g)j
j
,
q∑
j=0
ξj
j! do act on R. And (being the truncations of exp and ln) they satisfy the
multiplicativity/Leibnitz rule modulo Iq.
In more detail, associate to
q∑
j=0
ξj
j! the operator gq ∈ Endk(R) defined by gq(f(x)) := f(gq(x)), where gq(xi) =
q∑
j=0
ξj(xi)
j! . As R admits the substitution, gq is well defined. Moreover, by its construction gq is additive, multiplicative,
unipotent and preserves k. Therefore gq ∈ Aut(1)
k
(R) and g−1q ·
q∑
j=0
ξj
j! ∈ GL
(q)
k
(R).
Similarly, associate to
q∑
j=1
(1−g)j
j
the operator ξq ∈ Endk(R) defined by ξq(f(x)) :=
∑
ξq(xi)∂if(x), where ξq(xi) =
q∑
j=1
(1−g)j(xi)
j
. Then ξq ∈ Der(1)
k
(R) and ξq −
q∑
j=1
(1−g)j
j
∈ End(q)
k
(R).
Altogether we have
q∑
j=1
(1−g)j
j
∈ Der(1)
k
(R)+End
(q)
k
(R) and
q∑
j=0
ξj
j! ∈ Aut
(1)
k
(R) ·GL(q)
k
(R), thus Aut
(1)
k
(R) is of Lie
type.
3. By lemma 3.11: T(G(p),1I) = T(G(1),1I) ∩ End(p)
k
(M) thus for ξ ∈ T(G(p),1I) we get:
(29)
q∑
j=0
ξj
j!
∈ (G ∩GL(p)
k
(M)) ·GL(q)
k
(M) = G(p) ·GL(q)
k
(M).
The case of
q∑
j=1
(1−g)j
j
is similar.
4. Any element ofG⋊H is presentable in the form g·h and T(G⋊H,1I) = T(G,1I)+T(H,1I). Moreover, in our case we have:
[G(q), H ] ⊆ G(q+1). Pass to the completion M̂ , as explained after the definition. Then by Baker-Campbell-Hausdorff
formula we get:
(30) ln(s(gh)) ∈ ln( . . .︸︷︷︸
∈s(G)
) + ln( . . .︸︷︷︸
∈s(H)
) +End
(q)
k
(M̂), exp(s(ξG) + s(ξH)) ∈ exp( . . .︸︷︷︸
∈s(T(G,1I))
)exp( . . .︸︷︷︸
∈s(T(H,1I))
) ·GL(q)
k
(M̂).
As G,H are of Lie-type we get ln(s(gh)) ∈ s(T(G⋊h,1I)) +End(q)
k
(M̂) and exp(s(ξG) + s(ξH)) ∈ s(G⋊H) ·GL(q)
k
(M̂).
This proves the statement.
Example 3.18. We have checked that Aut
(1)
k
(R) is of Lie type for rather particular types of rings. Though we believe
this holds for many other rings, we list below some cases where Aut
(1)
k
(R) is not of Lie type, or at least the proof does
not seem to be straightforward.
• (the local ring of nodal cubic) Let f = y2−x2−x3 and R = k[x, y](m )/(f) , the quotient of the localization at the
origin. We claim: Aut
k
(R) = Z2, acting by y → −y. To see this take the completion, R̂ = k[[x, y]]/(y2 − x2 − x3) ,
and change the variables, a := y − x√1 + x, b := y + x√1 + x. Then R̂ ≈ k[[a, b]]/(ab) . Therefore Aut
k
(R̂) ≈
Z2 ⋉ GLR̂(1) × GLR̂(1). Here Z2 acts by permutation a ↔ b, while GLR̂(1) × GLR̂(1) acts by scaling,
(a, b) → (u1a, u2b), with u1, u2 ∈ R̂ being invertible. Any element of Autk(R) ascends to Autk(R̂) but no
(non-trivial) scaling descends to an automorphism of R. For example, in (x, y) coordinates the scaling acts
by y → u1+u22 y + u1−u22 x
√
1 + x, thus if the scaling (a, b) → (u1a, u2b) acts on R then u2 = u1. But then
x2 + x3 → (u1+u22 )2(x2 + x3), which over a non-henselian ring R implies u1+u22 = ±1. Thus Autk(R) = Z2.
On the other hand, T(Aut
k
(R),1I) = Derk(R) 6= {0}, as it contains e.g. ξ = ∂xf∂y − ∂yf∂x 6= 0. In fact
Der
k
(R) = Der
k
(k[x, y](m ))(−log(f)) and therefore (as f is a free divisor) is a free R-module of rank one.
• (a regular local ring with mixed formal and analytic parts) Let R = C[[x]]{y}, then Der
k
(R) = R < ∂x, ∂y >.
Let ξ = y2∂x ∈ Derk(R), therefore exp(ξ) induces the automorphism of R̂ = k[[x, y]]: (x, y) → (x + y2, y).
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However this automorphism does not descend to any self-map of R, as it mixes x, y and sends a formal series
f(x) ∈ R to the formal series f(x+ y2) 6∈ R.
• The ring C∞(Rp, 0) does not admit the full exponential/logarithm. This is because there exist smooth functions
whose subsequent derivatives grow arbitrarily fast in any neighborhood of the origin, therefore the series∑
j
ξj(f)
j! does not converge in general.
For Lie-type groups the two definitions of the tangent space coincide and the tangent space behaves well under
completion.
Proposition 3.19. Given a filtered module M and a subgroup G ⊂ GL
k
(M) which is (unipotent, k-polynomially-
defined and) of Lie type.
1. Suppose M and G are complete. Then for any ξ ∈ T(G,1I) holds: exp(ξ) =
∞∑
i=0
(ǫξ)i
i! ∈ G. Therefore ln(G) = T(G,1I).
2. If both G and Ĝ are of Lie type then T̂(G,1I) = T(Ĝ,1I).
Proof. 1. By the completeness of M the series
∞∑
i=0
ξi
i! converges to an element exp(ξ) ∈ GLk(M). As G is of Lie type,
exp(ξ) ∈ ∩
q>0
(
G ·GL(q)
k
(M)
)
. Thus, as G is complete, exp(ξ) ∈ G.
Invert the exponent (take the logarithm) to get ln(G) ⊇ T(G,1I). The part ln(G) ⊆ T(G,1I) is proved in lemma 3.15,
thus we get ln(G) = T(G,1I).
2. ⊇ Let ξˆ ∈ T(Ĝ,1I), by part one we get: ξˆ = ln({gi}) for some Cauchy sequence {gi ∈ G}. As G is of Lie-type,
the element ξq =
q∑
j=1
(1−gq)
j
j
belongs to T(G,1I)+End
(q)
k
(M). Thus the sequence {ξq} converges to an element of T̂(G,1I)
and lim(ξq) = ξˆ. Thus ξˆ ∈ T̂(G,1I).
⊆ Let ξˆ ∈ T̂(G,1I), i.e., ξˆ = lim(ξq). Then gq =
q∑
j=0
ξjq
j! ∈ G · GL
(q)
k
(M), hence exp(ξˆ) = lim(gq) ∈ Ĝ. Thus
ξˆ = ln(exp(ξˆ)) ∈ T(Ĝ,1I).
3.7. The main class of examples: groups acting on matrices. Suppose MR is free of rank mn, identify
M ∼−−→ Mat(m,n;R) and take the filtration {Mat(m,n;m q)}q∈N. Many subgroups of GLR(M) ⋊ Autk(R) are
naturally related to the matrices. For example:
• Gr := GL(n,R) acts on Mat(m,n;R) by A→ AU ;
• Gl := GL(m,R) acts on Mat(m,n;R) by A→ UA;
• Glr := Gl ×Gr and Glr := Glr ⋊Autk(R) acts by A→ Uφ(A)V −1, φ ∈ Autk(R).
Below we show that Glr and its natural subgroups are k-polynomially-defined and compute their tangent spaces.
Choose a particular R-basis of M , whose generators are the matrices {eij}i=1,...,m
j=1,...,n
with only one non-zero entry:
the (i, j)’th entry, which is one. Present an element g ∈ GLR(M) by a mn×mn matrix, g(eij) =
∑
i˜,j˜ Λi˜i,jj˜ei˜,j˜ .
i. The subgroup Gr = GL(n,R) ⊂ GLR(M) is defined by the conditions: “the elements of Gr act on the columns
of A”, i.e.:
(31) Gr =
{
g ∈ GLR(M)| g(eij) =
∑
j˜
ajj˜eij˜ , ∀i, j
}
.
(Here ajj˜ ∈ R are independent of i.) As in the proof of lemma 3.11 we fix Hamel’s basis {zα} of Endk(M) and
expand g =
∑
gαzα. Thus the conditions induce the linear equations on {gα}. In fact Gr ⊂ GLR(M) is defined
by R-linear equations. And the tangent space is
(32) T(Gr,1I) = {U ∈ EndR(M)| U(eij) =
∑
j˜
Ujj˜eij˜} ∼−−→Mat(n, n;R).
Thus the tangent space to Gr-orbit of A ∈Mat(m,n;R) is T(GrA,A) = SpanR{Av}(v∈Mat(n,n;R).
By the direct check: πq(Gr) = GL(n, πq(R)) and Ĝr = GL(n, R̂), in particular both groups are k-polynomially-
defined. Furthermore,
(33) πq(T(Gr,1I)) = πq(Mat(n, n;R)) = Mat(n, n;πq(R)) = T(πq(Gr),1I)
and similarly Ĝr =Mat(n, n; R̂) = T(Ĝr,1I).
ii. Similarly, the subgroup Gl := GL(m,R) ⊂ GLR(M) is defined by the conditions “the elements of Gr act on the
rows of A”. These are R-linear equations and the tangent space is: T(Gl,1I) = Mat(m,m;R).
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iii. The definition of Glr := Gl ×Gr = GL(m,R)×GL(n,R) ⊂ GLR(M) is:
Glr :=
{
g ∈ GLR(M)| g(eij) =
∑
i˜,j˜
ai˜ibjj˜ei˜j˜ , ∀i, j
}
.
(Here {ai˜i} do not depend on j, while {bjj˜} do not depend on i.) These conditions induce quadratic equations
on {Λi˜i,jj˜}, in particular Glr is k-polynomially-defined. (The equations are precisely those of the standard Segre
embedding.) The tangent space is: T(Glr,1I) = Mat(m,m;R)⊕Mat(n, n;R). And the tangent space to Glr-orbit
of A ∈Mat(m,n;R) is T(GlrA,A) = SpanR{uA,Av}(u,v)∈Mat(m,m;R)×Mat(n,n;R).
By the direct check: πq(Glr) = GL(m,πq(R))×GL(n, πq(R)) and Ĝlr = GL(m, R̂)×GL(m, R̂), in particular
both groups are k-polynomially-defined. Furthermore, πq(T(Glr,1I)) = Mat(m,m;πq(R)) ⊕ Mat(n, n;πq(R)) =
T(πq(Glr),1I) and similarly for Ĝlr.
iv. The action of Aut
k
(R) is considered in example 3.13. One gets: T(Aut
k
(R•)A,A) = SpanR{D(A)}D∈Der(R•).
v. Glr := Glr ⋊Autk(R) acts by A→ Uφ(A)V −1. Here the tangent space to the orbit is:
T(GlrA,A) = SpanR{uA,Av,D(A)}(u,v,D)∈Mat(m,m;R)×Mat(n,n;R)×Der(R).
Similarly for Gl := Gl ⋊Autk(R) and Gr := Gr ⋊Autk(R).
vi. Gcongr : A → UAUT , is defined by quadratic equations, {(U, V )| V U = 1I} ⊂ Glr . In particular Gcongr is
k-polynomially-defined. Here T(GcongrA,A) = SpanR{uA + AuT }u∈Mat(m,m;R). Similarly for Gcongr := Gcongr ⋊
Aut
k
(R). As in the cases above, πq(Gcongr) = {(U, V )| V U = 1I} ⊂ πqGlr , and similarly for Ĝcongr. Hence the
isomorphism πq(T(Gcongr,1I))
∼−−→ T(πq(Gcongr),1I) and similarly for ̂T(Gcongr,1I).
vii. Gconj : A → UAU−1 is defined by linear equations {(U, V )| V = U} ⊂ Glr, hence is k-polynomially-defined.
Here T(GconjA,A) = SpanR{uA−Au}u∈Mat(m,m;R). Similarly for Gconj := Gconj ⋊Autk(R).
viii. Let Gupl := GL
up(m,R) denote the group of invertible upper triangular matrices over R. Consider the corre-
sponding action of Guplr : A → UAV . Then Gupl , Gupr , Guplr are defined by R-linear equations inside Glr. Thus
T(Gup
lr
A,A) = SpanR{uA,Av}(u,v)∈Matup(m,m;R)×Matup(n,n;R). Similarly for Gupl , Gupr , Guplr .
3.8. R-module structure on T(Gz,z). We often restrict the class of k-polynomially-defined-groups to groups for
which the k-vector subspace T(Gz,z) ⊆ T(M,z) is an R-submodule. All the examples of the introduction and section 3.7
are of this type.
Example 3.20. Below we list the typical groups for which T(Gz,z) is not an R-module.
1. Identify k with its embedding into R and consider the subgroup GL(n,k) ⊂ GL(n,R). Then T(GL(n,k),1I) ≈
Mat(n, n;k). This is naturally a k-vector subspace of T(GL(n,R),e) ≈ Mat(n, n;R), but not an R-submodule. The
same behavior occurs for GL(n,k⊕m j) for any (fixed) j ≥ 2.
2. More generally, the tangent spaces are not R-modules for various “nested” problems. Let S ⊂ R be a subring
with dim(S) < dim(R). One often considers the corresponding subgroups, e.g. GS = GL(n, S) ⊂ GL(n,R). As S is
not an R module, the tangent space T(GSA,A) can never be an R-module.
4. The jet-by-jet linearization procedure
4.1. Determinacy for the action on a locally filtered set. Let Σ be an arbitrary set, not necessarily a group.
We assume that Σ is locally filtered, i.e., it is equipped with a collection of maps to some other sets, {Σ σj→ Yj}j∈N,
such that for any z ∈ Σ the local neighborhoods, Σj(z) := σ−1j σj(z), are decreasing, Σj(z) ⊂ Σj−1(z). The filtration
can be infinite, not necessarily stabilizing.
If Σ is a subset of a filtered abelian group, Σ ⊆ M = M0 ⊃ M1 ⊃ · · · , then it is natural to take the induced
filtration: Σj(z) := Σ ∩
(
{z}+Mj
)
.
A group action G  Σ is called filtered if σj(z) = σj(w) implies σj(gz) = σj(gw) for any z, w ∈ Σ and any g ∈ G.
We consider only filtered group actions.
The elements z, w ∈ Σ are called jet-by-jet-G equivalent if {σj(gjz) = σj(w)}j≥1 for some sequence {gj ∈ G}j∈N.
Denote this equivalence by z
Gj.b.j.∼ w. It means that w ∈ ∞∩
j=1
σ−1j σj(Gz) = Gz, this intersection is the closure of the
orbit Gz in the filtration topology on Σ.
Definition 4.1. An element z ∈ Σ is jet-by-jet-k-determined if for any w ∈ Σ: σk(z) = σk(w) implies z Gj.b.j∼ w.
Equivalently: Σk(z) ⊂ Gz.
The j’th stabilizer of an element z ∈ Σ is the subgroup Stj(z) = {g ∈ G : σj(gz) = σj(z)}.
For action on an abelian group, G  M , for any z ∈ M , one defines the variation operator map, G ∆z→ M , by
∆z(g) := gz − z.
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Lemma 4.2. 1. z ∈ Σ is k-G(1)j.b.j-determined if and only if ∀j ≥ k holds: σj+1Σj(z) = σj+1(Stj(z)z).
2. Suppose Σ ⊆ M , where M is an abelian group, G  M , and the filtration on Σ is induced from that on M . Then
z is jet-by-jet-k-determined if and only if ∀j ≥ k: σj+1(Σj(z)− z) = σj+1(∆z(Stj(z))).
Proof. 1. ⇛ Let Σk(z) ⊆ G(z). Assume j ≥ k then Σj(z) ⊆ G(z). Given u ∈ Σj(z), the equation u = gz is jet-by-jet
solvable for g ∈ G. In particular there is g satisfying σj+1u = σj+1gz. Since u ∈ Σj(z) we get σj(u) = σj(z), implying
g ∈ Stj(z). Hence, σj+1Σj(z) ⊆ σj+1(Stj(z)z) for j ≥ k. The inclusion σj+1Σj(z) ⊇ σj+1(Stj(z)z) is obvious.
⇚ Given u ∈ Σk(z), there is g1 ∈ G such that σk+1u = σk+1g1z. Hence g−11 u ∈ Σk+1(z) and there is g2 ∈ G
such that σk+2g
−1
1 u = σk+1g2z. Continuing the induction, there is gi ∈ G such that σk+iu = σk+1g1g2 · · · giz. Which
means: u is jet-by-jet equivalent to z. Thus z is jet-by-jet-k-determined.
2. is immediate from part 1.
4.2. Determinacy for the action on a filtered vector space. Suppose now that M• is a filtered abelian group,
Σ ⊆M , Yi = Σ ∩Mi. We consider the filtration σi : Σ→ Yi, induced by σi = πi|Σ.
Lemma 4.3. 1. z ∈M is k-G(1)j.b.j.-determined if and only if πj+1(Mj) = πj+1∆z(Stj(z) ∩G(1)) for any j ≥ k.
2. The composition Stj(z) ∩G(1) πj+1∆z→ πj+1(Mj), j ≥ 1 is a homomorphism of groups.
3. In particular, if G = G(1) and z is jet-by-jet-k-determined then πj+1(Σj(z) − z) = πj+1(Mj) ⊆ πj+1(M) is an
additive subgroup for any j ≥ k.
i. If moreover M is a filtered k-vector space then πj+1
(
Σj(z)− z
)
= πj+1(Mj) ⊆ πj+1(M) is a vector subspace.
ii. If moreover M is a filtered R-module then πj+1
(
Σj(z)− z
)
= πj+1(Mj) ⊆ πj+1(M) is an R-submodule.
Proof. 1. This is just part 1 of lemma 4.2.
2. First note that the image of ∆z |Stj(z) is indeed in Mj, as πj(∆z(g)) = 0 for any g ∈ Stj(z).
Let g ∈ G(1) and h ∈ Stj(z). Then πj+1∆z(gh) = πj+1
(
∆hz(g) + ∆z(h)
)
= πj+1
(
∆z(g)
)
+ πj+1
(
∆z(h)
)
, as
πj(hz) = πj(z).
3. By part 2 of lemma 4.2 we have πj+1(Σj(z) − z) = πj+1∆z(Stj(z)). Therefore, by part 1, πj+1∆z(Stj(z)) =
πj+1(Mj). In particular πj+1(Σj(z)− z) is an additive subgroup.
The statements i. and ii. are now immediate.
4.3. Properties of the exponential map. Suppose the k-vector space M is complete with respect to the filtration
M• and G
(1) M is complete, as in the assumptions of section 3.5. Moreover, we assume that ln(G(1)) is a k-vector
space, though we do not assume that G(1) is k-polynomially-defined.
Lemma 4.4. Let ξ ∈ ln(G(1)) and z ∈M .
1. πj(exp(ξ)) ∈ πj(Stj(z)) if and only if πj(ξz) = 0 ∈ M/Mj .
2. If πj(exp(ξ)) ∈ πj(Stj(z)) then πj+1(∆z(exp(ξ))) = πj+1(ξz).
Proof. 1. ⇛ As the stabilizer is a group, πj(exp(tξ)z) = πj(z) for all t ∈ Z. The left hand side of this equation is
a polynomial in t because ξ is nilpotent. As char(k) = 0 and this polynomial vanishes for infinitely many (distinct)
values of t, the equality holds for all t ∈ k. This implies πj(ξz) = 0.
⇚ If πj(ξz) = 0 then πj(ξ
kz) = 0, thus πj(exp(ξ)) ∈ πj(Stj(z)).
2. The function h(t) = πj+1(∆z(exp(tξ))) is polynomial in t. By part 2 of corollary 4.3 it is additive. Thus h(t) = tc
where c = h(1) = πj+1(exp(ξ)z − z) = πj+1(ξz). (In the last equation we use part 1.)
Given z ∈M , we define the map ln(G(1)) Tz,j→ πj(M) by Tz,j(ξ) = πjξz.
Corollary 4.5. 1. For j ≥ 1: πj+1∆z(Stj(z)) = πj+1
(
ker(Tz,j)(z)
)
.
2. z ∈M is k-G(1)j.b.j.-determined if and only if πj+1(Mj) = πj+1
(
ker(Tz,j)(z)
)
for any j ≥ k.
4.4. The jet-by-jet linearization statement. Consider the tangent space to the orbit πj(G
(1)z) at πj(z), denote
it by πj(T(G(1)z,z)) = πj(ln(G
(1))z).
Theorem 4.6. In the assumptions of section 4.3: z ∈ M is k-G(1)j.b.j-determined if and only if Mk lies in the closure
of T(G(1)z,z) in Krull’s topology: Mk ⊆ T(G(1)z,z) = ∩
j>0
π−1j πj(T(G(1)z,z)).
Proof. ⇚ By the assumption we have πj+1(Mj) ⊆ Tz,j+1
(
ln(G(1))
)
for j ≥ k. For any v ∈ Mj , we have πj+1v =
Tz,j+1(ξ) = πj+1(ξz) for some ξ ∈ TĜ(1) . Then πj(ξz) = πj(v) = 0. Therefore πj+1(Mj) ⊆ πj+1∆z(Stj(z)), and z is
k-Gj.b.j.-determined, by part 1 of Lemma 4.3.
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⇛ Let z be k-Gj.b.j.-determined. By part 1 of corollary 4.3 for any w ∈ Mk and any j > k the equation πj(w) =
πj(ξjz) is solvable for ξj ∈ TĜ(1) . Indeed, set ξj = 0, for j ≤ k, and let ξi ∈ ln(G(1)) be such that πj(w) = πj(ξjz).
Then
(34) πj+1(ξjz − w) ∈ πj+1(Mj) = πj+1
(
∆z(Stj(z))
)
= πj+1
(
ker(Tz,j)
)
Hence πj+1(ξj+1z) = πj+1(w), with ξj+1 = ξj−ξ and πj+1(ξz) = πj+1(ξjz−w). Thus πj+1(Mk) ⊆ Tz,j+1(ln(G(1))).
5. The relevant approximation results
5.1. The passage from the jet-by-jet-equivalence to the equivalence of completions. Given a system of
equations over a local ring, F (x, y) = 0 (where we denote by x, y finite tuples of variables), one tries to solve iteratively,
i.e., to construct a sequence {y(j)(x)} satisfying: F (x, y(j)(x)) ≡ 0 (mod m j). If {y(j)(x)} is a Cauchy sequence, for
the filtration {m j}, then its limit is a formal solution, Fˆ (x, yˆ(x)) = 0. The following fundamental result ensures a
formal solution without any Cauchy property.
Theorem 5.1. [Pfister-Popescu75, Theorem 2.5], [Popescu, Section 3A, pg 321-355] For every F (x, y) ∈ k[[x, y]]⊕q
there exists a function N
ν→ N satisfying:
if F (x, y˜(x)) ≡ 0 (mod m ν(c)), for some y˜(x) ∈ m · k[[x]]⊕p, then there exists
y(x) ∈ m · k[[x]]⊕p satisfying: F (x, y(x)) ≡ 0 and y(x) ≡ y˜(x) (mod m c).
Though this statement is for the particular ring, k[[x, y]], it is easily generalized:
Corollary 5.2. Let (R,m ) be a local ring over k, suppose the m -adic completion, R̂, is Noetherian. Given a map
F (x, y) ∈ R[[y]]⊕q, suppose the equation F (x, y) = 0 has a jet-by-jet solution, i.e., there exists a sequence {y
j
∈
m
⊕p}j=1,.., satisfying F (x, yj) ≡ 0 (mod m j). Then there exists a formal solution: yˆ(x) ∈ R̂⊕p, Fˆ (x, yˆ(x)) = 0.
Here the completed equation, Fˆ (x, y) = 0, is defined as follows. Expand F (x, y) =
∑
aI(x)y
I , here I is a multi-
index, while aI(x) ∈ R. Then Fˆ (x, y) =
∑
âI(x)yˆ
I , where âI(x) is the image of aI(x) in R̂.
Proof. Suppose R is regular then by Cohen’s theorem R̂ = k[[x]]. By the assumption the equation Fˆ (x, yˆ) = 0 has a
jet-by-jet solution. Then the Popescu theorem implies a solution over R̂.
In the general case, by Cohen’s structure theorem, R̂ = k[[x]]/I for some finitely generated ideal I = (f1, . . . , fk).
(We assume a minimal choice of generators f1, .., fk, i.e., none of fi belongs to the ideal generated by the others.)
Take any representative F˜ of Fˆ over k[[x, y]]. Then a jet-by-jet solution of F (..) = 0 means a jet-by-jet solution of
F˜ (x, y) =
∑
i zifi over k[[x, y, z]]. It remains to prove that (at least for k ≫ 1) all the components of the jet-by-jet
solution {y(k)(x), z(k)(x)}k belong to m = (x1, . . . , xp). For y(k)(x) this holds by the initial assumption. Suppose this
does not hold for z(k)(x), i.e., for the infinite amount of k’s: z(k)(0) 6= 0. Then (by the minimality of f1, .., fk) there
exists a sequence {kl} satisfying z(kl)(0) = v, here v does not depend on k. Then we replace F˜ (x, y) by F˜ (x, y)−
∑
i vifi
and replace z(k)(x) by z(kl)(x)− v. For the new choice of F˜ (x, y), choose the refined sequence, for which z(k)(0) = 0.
Now by Popescu theorem there exists a formal solution F˜ (x, y(x)) =
∑
i zi(x)fi over k[[x]]. Its image in R̂ = k[[x]]/I is
the needed formal solution of Fˆ (x, y) = 0.
For any action G  M denote the closure of the orbit by Gz = ∩
j
(
Gz + m j ·M
)
. We compare the image of Gz
under the completion, Ĝz to Ĝzˆ.
Corollary 5.3. Let M be a (finitely generated) R-module with the filtration Mj = m
j ·M . Suppose the completion
R̂ is Noetherian. Fix a unipotent subgroup G(1) ⊆ GLR(M) ⋊ Autk(R). (If G(1) involves elements of Autk(R) then
we assume that the action Aut
k
(R)  M is fixed.) Suppose the m -adic completion Ĝ(1) is defined inside GL
R̂
(M̂)⋊
Aut
k
(R̂) by a system of power series equations over R̂. Then for any z ∈M holds: ̂G(1)z = Ĝ(1)zˆ.
In other words, given any two elements z′, z ∈M , suppose for any j holds: z′ ∈ G(1)z + m j ·M . Then zˆ′ ∈ Ĝ(1)zˆ,
i.e., there exists gˆ ∈ Ĝ(1) satisfying: zˆ′ = gˆzˆ.
Proof. Fix z′, z ∈M and expand zˆ =∑ aˆieˆi, here aˆi ∈ R̂ while {eˆi} is a set of generators of M̂ , as R̂-module. We are
trying to resolve the system of conditions:
(35)
{
zˆ′ = Uˆ
∑
i
φˆ(aˆi)eˆi
(Uˆ , φˆ) ∈ Ĝ.
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We claim that these are power series equations in Uˆ , φˆ. Indeed, fix some generators xˆ of mˆ over R̂. Then aˆi is a
power series in xˆ, hence φˆ(aˆi(xˆ)) = aˆi(φˆ(xˆ)). Thus all our conditions are power series in the unknowns. Using the
unipotence, G(1), we present Uˆ = 1I + U˜ and φˆ(a) = a+ φ˜(a), where the entries of U˜ , φ˜ belong to m .
By assumption this system of power series equations has a jet-by-jet-solution whose entries belong to m . Thus by
the previous corollary we get a formal solution over R̂.
5.2. The passage from the equivalence of completions to the ordinary equivalence. To pass from the
completion to the ordinary equivalence we use the following Artin-type approximation results.
5.2.1. The case of linear equations. Consider a system of linear equations: By = v, where B ∈ Mat(m,n;R), v ∈
Mat(m, 1;R), while y is the column of indeterminates. ConsiderB as the map of free R-modules, R⊕n
B→ R⊕m. Denote
by ann.coker(B) the annihilator-of-cokernel of the module, ann(R⊕m/Im(B) ). The following property is standard.
Lemma 5.4. Fix a system of equations By = v over a local ring R. Suppose
⋆ either R is Noetherian
⋆ or the m -completion map is surjective, R։ R̂, and ann.coker(B) ⊇ m∞.
If the system has a formal solution (over R̂) then it has an ordinary solution (over R).
Note that in the second part R̂ is not assumed Noetherian. Recall that the completion map is surjective for the
ring of germs of smooth functions, C∞(Rp, 0)։ R[[x]], [Rudin, pg. 284, exercise 12].
Proof. Suppose R is Noetherian. Define the R-module M1 = Im(B), generated by the columns of B. Let M2 =
M1 + {v}. Then M1 ⊆M2 and the equation has a solution over R if and only if M1 = M2. From the exact sequence
of finitely generated R-modules, M1 →M2 → M2/M1 → 0, we pass to M1 ⊗ R̂→M2 ⊗ R̂→ M2/M1 ⊗ R̂→ 0.
As the equation is solvable over R̂ we have: M2/M1 ⊗ R̂ = {0}. But the completion of Noetherian ring is faithfully
flat, [Matsumura, Theorem 55]. Thus we get: M2/M1 = {0}. Thus M1 = M2, providing a solution over R.
Suppose R is not necessarily Noetherian but R։ R̂ and the system has a formal solution. Choose its representative
overR, say y
0
, and look for the solution (overR) in the form y = y
0
+y˜. Thus we are solving the equation By˜ = By
0
−v.
Note that the right hand side is “flat”, its entries belong to m∞. But then the condition ann.coker(B) ⊇ m∞ implies
By
0
− v ∈ Im(B), hence the solvability over R.
5.2.2. Polynomial/analytic equations and Artin approximation. Given a local ring (R,m ), consider a finite system of
equations, F (x, y) = 0, with F (x, y) ∈ R[y]⊕k. The ring is said to have the Artin approximation property (AP) if for
any solution in the m -adic completion, yˆ
0
(x) ∈ R̂⊕p, Fˆ (x, yˆ
0
(x)) = 0, there exists an ordinary solution y
0
(x) ∈ R⊕p,
F (x, y
0
(x)) = 0, which can be chosen arbitrarily close to yˆ
0
(x) in the m -adic topology. A Noetherian ring R over a
field of zero characteristic has AP if and only if R is Henselian, [K.P.P.R.M.].
Sometimes the equations are not algebraic, e.g. this happens when the action G  M involves a change of
coordinates. If the equations are analytic then one can use the analytic Artin approximation theorem:
Theorem 5.5. [Artin1968] Given a finite set of analytic equations, F (x, y) = 0, over k{x, y}, and a formal solution,
F (x, yˆ(x)) ≡ 0, there exists an analytic solution, F (x, y(x)) ≡ 0. Moreover, y(x) can be chosen arbitrarily close to
yˆ(x) in the m -adic topology.
While this statement is formulated for a regular ring, it holds for any analytic rings, RX{y} , where RX = k{x}/I ,
by the same argument as in the proof of corollary 5.2.
5.2.3. Equations over C∞-rings. Tougeron’s theorem [Tougeron76] says that if an analytic equation admits a formal
solution, yˆ(x), then it has a C∞-solution, y(x), whose Taylor expansion at the origin is precisely yˆ(x).
No approximation is possible when the equations are non-analytic (because of the flat functions), even for linear
equations.
Example 5.6. Let τ ∈ C∞(R1, 0) be a flat function. The equation τ2y+ τ = 0 has no smooth solutions, even though
its completion, the identity 0 ≡ 0, has plenty of solutions.
For C∞-equations the approximation holds with some additional restrictions of  Lojasiewicz type, [Belitski-Kerner13,
§5].
5.2.4. More general equations and the Weierstrass-systems. If the equations are neither polynomial nor analytic then
the approximation statement still holds for a particular class of rings called Weierstrass-systems, denoted k⌈⌈x⌉⌉.
We do not give the explicit (lengthy) definition of Weierstrass-systems, as we do not work with them. Rather we
note that the simplest examples of W-systems are, [Rond, Example 2.18]: the formal power series, k[[x]]; the algebraic
power series, k < x >; the analytic power series, k{x}; Gevrey power series. (In the last two cases k is a normed
field.)
20
Theorem 5.7. [Denef-Lipshitz80], [Rond, Theorem 2.19] Let k⌈⌈x⌉⌉ be a W-system over k. Suppose a system of
equations F ∈ k⌈⌈x, y⌉⌉⊕r has a formal solution: F (x, yˆ) ≡ 0, y ∈ (x)k[[x]]⊕m. Then there exists an ordinary solution:
y ∈ (x)k⌈⌈x⌉⌉⊕m, F (x, y) ≡ 0. Moreover it can be chosen arbitrarily close to yˆ in the m -adic topology.
The last statement is formulated for regular rings, but it holds also for the ring S/I , where S is a W-system, while
I ⊂ S is a finitely generated ideal. The proof goes by the same argument as for Corollary 5.2.
5.3. Approximation properties for groups. In section 4 we prove the linearization statement at the jet-by-jet-
level. Using Popescu’s theorem, section 5.1, this is extended to the level of completion Ĝ  M̂ . To obtain the
statement for the initial setup, G M we need the following approximation property:
(36)
Fix a subgroup G ⊆ GLR(M)⋊Autk(R), two elements z′, z ∈M and the equation gz = z′ for g ∈ G. If there
exists a formal solution, gˆzˆ = zˆ′, gˆ ∈ Ĝ, then there exists an ordinary solution, g ∈ G such that gz = z′.
We apply the approximation properties of section 5.2 and state the immediate consequences.
• Suppose the conditions gz = z′, g ∈ G can be written as a system of R-linear equations on g. (This is the
case, e.g. for the groups of example 1.1, GLR(M), GL
(q)
R (M), Gl, Gr, Glr , Gconj.) Then the property (36)
holds for G and arbitrary Noetherian local R. In the non-Noetherian case the property holds if R ։ R̂, R̂ is
Noetherian, and ann.coker(B) ⊇ m∞, where B is the relevant matrix of coefficients of the linear equations.
(As explained in section 5.2.1 this happens e.g. for R = C∞(Rp, 0).) The m∞-conditions are checked by
formulating an appropriate Lojasiewicz-inequality.
• Suppose the conditions gz = z′, g ∈ G can be written as a system of R-polynomial equations on g. Then the
property (36) holds for R Henselian and Noetherian.
• If k is normed, there is a convergence notion in R and the conditions are R-analytic then the property (36)
holds if R is Henselian and Noetherian.
• If the conditions gz = z′ are not polynomial/analytic then the approximation (36) holds at least when the
ring R is a W-system or a quotient of W-system.
6. Linearization and determinacy results over R
In section 4 we have established the linearization/finite determinacy at the jet-by-jet level. In section 6.1 we combine
these results with the relevant approximation properties of section 5 to prove the results over R.
6.1. Proof of Theorem 2.2.
Proof. 1. Step 1. Take the completion of M with respect to the filtration M•. Then we have the action of the
completion, Ĝ(1)  M̂ , defined in section 3.2. Now we compare the tangent space of the completion to the completion
of the tangent space:
(37) T(Ĝ(1)zˆ,zˆ) = T(Ĝ(1),1I)zˆ
proposition3.19
====== ̂T(G(1),1I)zˆ
lemma 3.3
==== ̂T(G(1),1I)z = ̂T(G(1)z,z).
Proposition 3.15 ensures the equality: T(Ĝ(1),1I) = ln(Ĝ
(1)). Thus we are in the situation of Theorem 4.6:
the filtered action of a complete unipotent group on a complete module, Ĝ(1)  M̂•, and M̂j ⊆ ̂T(G(1)z,z) = T(Ĝ(1)zˆ,zˆ).
Thus Theorem 4.6 implies: {zˆ}+ M̂j ⊆ Ĝ(1)zˆ+ M̂q, for any q > 0. Using M/Mq = M̂/M̂q we rewrite this statement
for the initial (non-complete) module M :
(38) If Mj ⊆ T(G(1)z,z) then {z}+Mj ⊆ G(1)z +Mq, for any q > 0.
As the filtration {Mj} is essentially decreasing, we get:
(39) If Mj ⊆ T(G(1)z,z) then {z}+Mj ⊆ G(1)z +m q ·M, for any q > 0.
Step 2. The completion in Step 1 was taken with respect to the filtration {Mj}. Now we consider a different
completion, with respect to the filtration {m j ·M}. Denote this completion by (̂..)m . Equation (39) can be written
using the closure: {z}+Mj ⊆ G(1)z. But {z}+Mj ⊆ G(1)z implies{zˆm }+ M̂j
m ⊆̂G(1)z
m
. Now, by corollary, 5.3 we
have:
̂
G(1)z
m
= Ĝ(1)
m
zˆm . Which means: for any w ∈Mj the equations z + w = gz, g ∈ G(1) have a formal solution,
over R̂. Now invoke the approximation property of R to get a solution over R. Thus {z}+Mj ⊆ G(1)z.
2. The embedding {z}+Mj ⊆ G(1)z implies that of completions,
(40) {z}+ M̂j ⊆ Ĝ(1)z lemma 3.3==== Ĝ(1)zˆ.
Thus by Theorem 4.6 we have: M̂j ⊆ T(Ĝ(1)z,z). Now using proposition 3.19 we get:
(41) Mj ⊆ T(G(1),1I)z +Mq for any q > 0.
In particular, as the filtration is essentially decreasing: Mj ⊆ T(G(1),1I)z +m ·Mj .
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As Mj is a finitely generated module over R, and T(G(1),1I)z ⊂ M is a submodule, we use Nakayama lemma (note
that we do not need Noetherianity of R) to get: Mj ⊆ T(G(1)z,z).
Remark 6.1. The condition ”T(G(1)z,z) ⊆ T(M,z) ≈M is a submodule” can be weakened to:
(42) for some N <∞ the intersection T(G(1)z,z) ∩MN ⊂M is a submodule.
Indeed, equation (41) ensures: any w ∈Mj is presentable in the form ξ+w≥N , where ξ ∈ T(G(1)z,z) while w≥N ∈MN .
Thus instead of proving w ∈ T(G(1)z,z) it is enough to prove w≥N ∈ T(G(1)z,z). Or, equivalently, MN ⊂ T(G(1)z,z). By
equation (41) we have: MN ⊆MN ∩ T(G(1)z,z) +MN+1. Now use Nakayama lemma for MN ∩ T(G(1)z,z).
One is tempted to weaken condition (42) further to: “T(G(1)z,z) ∩M∞ ⊂ M is a submodule”. This does not seem
sufficient because of the following potentially dangerous example. Let k = R or C; R = k[[x]]; M = R, Mj = m j , and
G ⊂ Aut
k
(R) the subgroup of locally analytic coordinate changes. Then T(G(1),1I) ( T(Aut(1)
k
(R),1I)
but condition (41)
holds for j ≥ 2 and any q <∞. Furthermore, M∞ = {0}, hence T(G(1)z,z) ∩M∞ = {0} is trivially a submodule of M .
But T(G(1)z,z) does not contain any Mj .
6.2. Determinacy in families. Let M be a finitely generated R-module and fix a k-polynomially-defined subgroup
G ⊆ GL
k
(M). We consider one-dimensional local families of elements in M,G. In detail, let S = k[[t]] or S = k{t},
if k is a normed field. Define SM = S⊗̂
k
M , accordingly one has GLS(SM) and the relative version GS ⊂ GLS(SM)
of G. One can check that GS is again k-polynomially-defined, the unipotence of G implies that of GS and if G is of
Lie type then so is GS .
Proposition 6.2. Suppose G ⊆ GL
k
(M) satisfies (4) and is unipotent for the filtration {Mi}. Suppose R has the
relevant approximation property and Mi ⊆ T(Gz,z). If z(t) ∈ SMi then there exists g(t) ∈ GS such that z(t) = g(t)z.
Geometrically: if a one-parameter deformation of z belongs to {z} + T(Gz,z) ‘pointwise’ then it lies inside the orbit
Gz, i.e., is G-equivalent to a trivial family.
Proof. Note that GS ⊆ GLk(SM) is k-polynomially-defined and T(GS,1I) = S ⊗R T(G,1I). Define the filtration of SM
by (SM)i := SMi, this filtration is essentially decreasing. Then GS acts on (SMi)• and moreover GS is unipotent
with respect to this filtration. Finally, the ring S has the relevant approximation property because R has it. Thus
SM ⊆ T(GSz,z) implies by Theorem 2.2: {z}+ SM ⊆ GSz. Which means: for any family z(t) ∈ SM there exists a
family g(t) ∈ GS satisfying: z(t) = g(t)z.
Remark 6.3. Note that we assumed S to be Henselian, R[[t]] or R{t}. For S non-Henselian we cannot ensure the
existence of g(t) ∈ GS . For example, letM = Mat(1, 1;R), with the congruence action A→ UAUT , U ∈ GLR(1). For
A ∈ Mat(1, 1;R) consider the family A + tfA, where f ∈ m 2. Then the rectifying element, g(t) = √1 + tf , belongs
to GShen , here S
hen is the Henselization, but g(t) 6∈ GS .
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