Abstract. A fast, matrix-free implicit method has been developed to solve the three dimensional compressible flow problems on unstructured meshes. An approximate system of linear equations arising from the Newton linearization is solved by the GMRES (Generalized Minimum RESidual) algorithm with a LU-SGS (LowerUpper Symmetric Gauss-Seidel) preconditioner. A remarkable feature of the present GMRES+LU-SGS method is that the storage of the Jacobian matrix can be completely eliminated by approximating the Jacobian with numerical fluxes, resulting in a matrix-free implicit method. The developed method has been used to compute compressible flows around 3D complex aerodynamic configurations for a wide range of flow conditions, from subsonic to supersonic. The numerical results indicate that the use of the GMRES+LU-SGS method leads to a significant increase in performance over the best current implicit methods, GMRES+ILU and LU-SGS, while maintaining memory requirements competitive to its explicit counterpart.
Introduction
Early efforts in the development of temporal discretization methods using unstructured grids, focused on the explicit schemes. Usually, explicit temporal discretizations such as multi-stage Runge-Kutta schemes are used to drive the solution to steady state. Acceleration techniques such as local timestepping and implicit residual smoothing have also been combined in this context. In general, explicit schemes and their boundary conditions are easy to implement, vectorize and parallelize, and require only limited memory storage. However, for large-scale problems and especially for the solution of the Navier-Stokes equations, the rate of convergence slows down dramatically, resulting in inefficient solution techniques. In order to speed up convergence, a multigrid strategy or an implicit temporal discretization is required. In general, implicit methods require the solution of a linear system of equations arising from the linearization of a fully implicit scheme at each time step or iteration. The most widely used methods to solve a linear system on unstructured grids are iterative solution methods and approximate factorization methods. Significant efforts have been made to develop efficient iterative solution methods. These range from Gauss-Seidel to Krylov subspace methods that use a wide variety of preconditioners. The most successful and effective iterative method is to use the Krylov subspace methods such as GMRES [ Saad (88) ] and BICGSTAB with an ILU (Incomplete Lower-Upper) factorization preconditioner. The drawback is that they require a considerable amount of memory to store the Jacobian matrix, which may be prohibitive for large problems. Recently, the Lower-Upper Symmetric Gauss-Seidel method developed first by Jameson and Yoon[ Jameson (87) ] on structured grids has been successfully generalized and extended to unstructured meshes by several authors [ Sharov (97) ]. The most attractive feature of this approximate factorization method is that the evaluation and storage of the Jacobian matrix inherent in the original formulation of the LU-SGS method can be completely eliminated by making some approximations to the implicit operator. The resulting LU-SGS method can be made even cheaper than the explicit method per time step. However, this method is less effective than the most efficient iterative methods such as GMRES+ILU, because of slow convergence, requiring thousands of time steps to achieve a steady state.
The objective of the effort discussed in this paper is to develop a fast implicit method for solving compressible flow problems around 3D complex, realistic aerodynamic configurations on unstructured grids. Typically, hundreds of thousands of mesh points are necessary to represent such engineering type configurations accurately. Any implicit methods requiring the storage of the Jacobian matrix would be impractical, if not impossible to use to solve such large scale problems, where the storage requirement can easily exceed the memory limitation of present computers. In the present work, a system of linear equations, arising from an approximate linearization of a fully implicit temporal discretization at each time step, is solved iteratively by a GMRES algorithm with an LU-SGS preconditioner. The idea behind this is to combine the efficiency of the iterative methods and low memory requirement of approximate factorization methods in an effort to develop a fast, low storage implicit method. An apparent advantage of the LU-SGS preconditioner is that it uses the Jacobian matrix of the linearized scheme as a preconditioner matrix, as compared with ILU preconditioner, and consequently does not require any additional memory storage and computational effort to store and compute the preconditioner matrix. Furthermore, the storage of the approximate Jacobian matrix can be completely eliminated by approximating the Jacobian with numerical fluxes, which will lead to a fast, low-storage implicit algorithm. The developed matrix-free implicit method has been used to compute a wide range of test problems and has been compared with a well-known GMRES+ILU algorithm and an approximately-factored implicit algorithm LU-SGS. The new algorithm is found to offer substantial CPU time savings over the best current implicit methods, while maintaining a memory requirement competitive to the explicit method.
Numerical methods
The Navier-Stokes equations governing unsteady compressible viscous flows can be expressed in integral form as
where the summation convention has been employed. The unknown vector U, inviscid flux vector F, and viscous flux vector G, are defined by
In the present work, a hybrid finite volume and finite element formulation is used to discretize the governing equations (2.1) in space, where inviscid flux terms are discretized at the dual mesh cell interface using a node-based finite volume approximation and AUSM+ scheme[ Liou (95)]. A MUSCL approach is used to achieve high-order accuracy. Viscous flux terms are evaluated using a linear finite element approximation. The resulting discretized equations can be rewritten in a semi-discrete form as
where Vi is the volume of the dual mesh cell, and Ri is the right-hand-side residual. The Euler implicit discretization and linearization of equation ( where nit is the unit vector normal to the cell interface, Vij the velocity vector, and Cij the speed of sound. This leads to the following approximate linearization
represents the Jacobian of the inviscid flux vector. Note that where J the viscous Jacobian matrix is simply approximated by its spectral radius in the above linearization process.
The penalty for making these approximations in the linearization process is that the quadratic convergence of Newton's method can no longer be achieved because of the mismatch and inconsistency between the right-and left-hand-side in equation (2.4). Although the number of time steps (Newton iterations, if At tends to infinity) may increase, the cost per each time step is significantly reduced: it takes less CPU time to compute the Jacobian matrix and the conditioning of the simplified Jacobian matrix is improved, thus reducing computational cost to solve the resulting linear system.
Using an edge-based data structure, the left-hand-side matrix in equation (2.4) is stored in the following upper, lower, and diagonal forms Clearly, the upper and lower matrix consume substantial amounts of memory. Equations (2.4) is solved using GMRES algorithm. As GMRES only requires the Jacobian matrix-solution incremental vector product, such operation can be approximated by computing increments of the flux vector AF:
(2.12)
The most remarkable achievement of this approximation is that there is no need to store the upper-and lower-matrices U and L, which substantially reduces the memory requirements. It is well known that the speed of convergence of an iterative algorithm depends on the condition number of the matrix. GMRES works best when the eigenvalues of this matrix are clustered. The easiest and the most common way to enhance the performance of GMRES is to use preconditioning to attempt to cluster the eigenvalues at a single value. In this work, the LU-SGS method developed by Sharov [ Sharov (97) ] is used as a preconditioner which can be expressed as,
P = (D + L)D-I(D + U) .
(2.13)
A clear advantage of the LU-SGS preconditioner is that it uses the Jacobian matrix of the linearized scheme as a preconditioner matrix, as compared with ILU preconditioner. Consequently it does not require any additional memory storage and computational effort to store and compute the preconditioner matrix. Fhrthermore, the same technique used in the GMRES method can be applied to eliminate the storage of the upper and lower matrices, as shown by Sharov[ Sharov (97) ].
Numerical Results
The developed GMRES+LU-SGS method has been used to compute both inviscid and viscous compressible flows around 3D complex aerodynamic configurations for a wide range of flow conditions, from subsonic to supersonic. Due to space limitation, only two test cases are presented here to demonstrate the effectiveness and robustness of the present implicit method over the existing implicit methods. The relative L~ norm of the density residual is taken as a criterion to test convergence history. The solution tolerance for GMRES is set to 0.1 with 10 search directions and 20 iterations. We observed that during the first few time steps, more iterations are spent to solve the system of the linear equations: even 20 iterations can not guarantee that the stopping criterion will be satisfied for some problems. However, it only takes 4 or 5 iterations to solve the linear equations at a later time, and global convergence is not affected by a lack of linear system convergence during the first few time steps. The first, well-documented case is the transonic flow over a ONERA M6 wing configuration at a Mach number of 0.84 and an angle of attack of 3.06. The mesh used in the computation consists of 741,095 elements, 136,051 grid points, and 20,762 boundary points. Figures 1 displays a comparison of convergence histories among the explicit scheme, LU-SGS scheme, GMRES+ILU scheme, and GMRES+LU-SGS scheme versus CPU time, respectively. One can clearly see that the GMRES+LU-SGS method provides the best convergence performance. The present GMRES+LU-SGS method is about,three times faster than the GMRES+ILU method, 6 times faster than the LU-SGS methods and 14 times faster than its explicit method.
The second test case involves a laminar flow past a NACA0012 airfoil at a Mach number of 0.5, an angle of attack of 0 degree, and a chord Reynolds number of 5000. This is 3D simulation of a 2D problem. The computation was performed to see the effectiveness of the present matrix-free GMRES+LU-SGS method for the solution of the Navier-Stokes equations. The mesh used in the computation contains 697,655 elements, 128,488 grid points, and 22,925 boundary points. Figure 2 illustrates the convergence history among different numerical schemes: matrix-free LU-SGS, matrix-free GMRES+LU-SGS, and explicit methods, respectively. It indicates that the GMRES+LU-SGS method is far superior to the LU-SGS method. CPU time comparison shows that the GMRES+LU-SGS method is more than 2 order of magnitude faster than the explicit method for this particular problem. The effectiveness of the present matrix-free GMRES+LU-SGS method for the solution of the NavierStokes equations is clearly demonstrated in this example.
Conclusion
A matrix-free implicit method has been developed for the solution of the compressible Euler and Navier-Stokes equations on unstructured meshes. The developed method has been used to compute the compressible flows around 3D complex aerodynamic configurations for a wide range of flow conditions, from subsonic to supersonic. The numerical results obtained indicate that the use of the GMRES+LU-SGS method leads to a significant increase in performance over the best current implicit methods, the GMRES+ILU and the LU-SGS methods, while maintaining memory requirements that are competitive with its explicit counterpart. In comparison to the explicit method, we demonstrate an overall speed-up factor from eight to more than one order of magnitude for all test cases. 
