In cloud computing, there have led to an increase in the capability to store and record personal data (microdata) in the cloud. In most cases, data providers have no/little control that has led to concern that the personal data may be beached. Microaggregation techniques seek to protect microdata in such a way that data can be published and mined without providing any private information that can be linked to specific individuals. An optimal microaggregation method must minimize the information loss resulting from this replacement process. The challenge is how to minimize the information loss during the microaggregation process. This paper presents a sorting framework for Statistical Disclosure Control (SDC) to protect microdata in cloud computing. It consists of two stages. In the first stage, an algorithm sorts all records in a data set in a particular way to ensure that during microaggregation very dissimilar observations are never entered into the same cluster. In the second stage a microaggregation method is used to create k-anonymous clusters while minimizing the information loss. The performance of the proposed techniques is compared against the most recent microaggregation methods. Experimental results using benchmark datasets show that the proposed algorithms perform significantly better than existing associate techniques in the literature.
I. INTRODUCTION
In recent years, the phenomenal technological developments in information technology have led to an increase in the capability to store and record personal data (microdata) of individuals in the cloud. This has led to concerns that the personal data may be misused for a variety of purposes. In order to alleviate these concerns, a number of techniques have been recently proposed in cloud computing in order to perform data mining tasks that are privacy-preserving. Thus the microdata protection in cloud computing has seen rapid advances in recent years and led to increased concerns about privacy. Existing laws and regulations require that the dissemination of microdata information needs to avoid the propagation of confidential information. In other words, microdata should be published in such a way that preserves the privacy of individuals. Due to this reason privacy and anonymity have been intensively studied in recent years in various fields [2] , [3] , [4] , [34] , [35] , [36] , [37] , [38] , [39] , [40] . Microaggregation for Statistical Disclosure Control (SDC) is a family of methods to protect microdata from individual identification.
SDC seeks to protect microdata in such a way that can be published and mined without providing any private information that can be linked to specific individuals. Thus, the microdata protection in SDC can be addressed from the viewpoint of privacy preserving in cloud computing.
To protect personal data from individual identification, SDC is often applied before the data are released for analysis [5] , [30] . The purpose of microdata SDC is to alter the original microdata in such a way that the statistical analysis from the original data and the modified data are similar and the disclosure risk of identification is low [5] . As SDC requires suppressing or altering the original data, the quality of data and analysis results can be damaged. Hence, SDC methods must find a balance between data utility and personal confidentiality.
Various methods for Microaggregation have been proposed in the literature for protecting microdata [6] , [7] , [10] , [11] , [16] , [17] , [25] , [26] . The basic idea of microaggregation is to partition a dataset into mutually exclusive groups of at least k records prior to publication, and then to publish the centroid over each group instead of individual records. The resulting anonymized dataset satisfies k-anonymity [14] , [15] , [23] , requiring each record in a dataset to be identical to at least (k − 1) other records in the same dataset. As releasing microdata about individuals poses privacy threat due to the privacyrelated attributes, called quasi-identifiers, both k-anonymity and microaggregation only consider the quasiidentifiers. Microaggregation is traditionally restricted to numeric attributes in order to calculate the centroid of records, but also has been extended to handle categorical and ordinal attributes [7] , [11] , [24] . May 5, 2015 DRAFT In this paper we propose a microaggregated method that is restricted to numeric values.
The effectiveness of a microaggregation method is measured by calculating its information loss. A lower information loss implies that the anonymized dataset is less distorted from an original dataset, and thus provides better data quality for analysis. The SDC research community still relies on k-anonymity [22] , [23] as in the context of SDC, it provides sufficient protection of personal confidentiality of microdata, while ensuring the quality of an anonymized dataset. Because of anonymization, an effective microaggregation method should incur as little information loss as possible. In order to be useful in practice, the dataset should keep as much informative as possible. Hence, it is necessary to seriously consider the tradeoff between privacy and information loss. To minimize the information loss due to microaggregation, all records are partitioned into several groups such that each group contains at least k similar records, and then the records in each group are replaced by their corresponding mean such that the values of each variable are the same. Such similar groups are known as clusters. In the context of data mining, clustering is a useful technique that partitions records into groups such that records within a group are similar to each other, while records in different groups are more distinct from one another.
Thus, microaggregation can be seen as a clustering problem with constraints on the size of the clusters.
Many microaggregation methods derive from traditional clustering algorithms. For example, DomingoFerrer and Mateo-Sanz [6] proposed univariate and multivariate k-Ward algorithms that extend the agglomerative hierarchical clustering method of Ward et al. [28] . Domingo-Ferrer and Torra [9] , [10] proposed a microaggregation method based on the fuzzy c-means algorithm [1] , and Laszlo and Mukherjee [18] extended the standard minimum spanning tree partitioning algorithm for microaggregation [31] . All of these microaggregation methods build all clusters gradually but simultaneously. There are some other methods for microaggregation that have been proposed in the literature that build one/two cluster(s) at a time. Notable examples include Maximum Distance [20] , Diameter-based Fixed-Size microaggregation and centroid-based Fixed-size microaggregation [18] , Maximum Distance to Average Vector (MDAV) [11] , MHM [12] and the Two Fixed Reference Points method [32] . Most recently, Lin et al. [33] proposed a density-based microaggregation method that forms clusters by the descending order of their densities, and then fine-tunes these clusters in reverse order. The present work is done mainly in the context of SDC microaggregation following norms within computer science community.
The reminder of this paper is organized as follows. We introduce the problem of microaggregation in Section II. Section III introduces the basic concept of microaggregation. Section IV reviews previous microaggregation methods. We propose a new sorting framework for microaggregation methods, explained with two different sorting algorithms in Section V. Section VI shows experimental results of the proposed May 5, 2015 DRAFT http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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II. PROBLEM STATEMENT
The algorithms for microaggregation works by partitioning microdata into groups, where within groups the records are homogeneous but between groups the records are heterogeneous so that information loss is low. Similar groups are also called clusters. The level of privacy required is controlled by a security parameter k, the minimum number of records in a cluster. In essence, the parameter k specifies the maximum acceptable disclosure risk. Once a value for k has been selected by the data protector, the only job left is to maximize data utility. Maximizing utility can be achieved by microaggregating optimally,
i.e. with minimum within-groups variability loss. So the main challenge in microaggregation is how to minimize the information loss during a clustering process. Although plenty of work has been done, to maximize the data utility by forming clusters, this is not yet sufficient in terms of information loss. So more research needs to be done to form the clusters such that the information loss is as low as possible.
This paper analyses the problem with sorting frameworks such that the information loss is minimal.
Observing this challenge, this work presents a sorting-based framework for microaggregation. The proposed framework consists of two stages. In the first stage, a sorting algorithm sorts the data in a particular way so that records in the two extreme end of the sorted list are dissimilar based on the sorting technique. In the second stage two distant clusters are made simultaneously in a systematic way using the first and last records of the sorted dataset. For the first stage, two sorting algorithms have been proposed: the first based on multi-dimensional sorting, and the second based on distance from the centroid (explained in Section V). In the second stage, a pairwise systematic microaggregation algorithm forms a cluster with the first record and its (k − 1) nearest records and another cluster with the last record and its (k − 1) nearest records. Next, it sorts the remaining records ((n − 2k), if dataset contains n records) by using the same sorting algorithm and recursively builds pair-clusters simultaneously by using the first and the last record as seeds. Thus all clusters produced in this way contain k records except the last cluster that may contain at most (2k − 1) records. Performance of the proposed methods is compared against the most recent widely used microaggregation methods. The experimental results show that the proposed microaggregation methods outperform the recent methods in the literature.
III. BACKGROUND
Microdata protection through microaggregation has been intensively studied in recent years. Many techniques and methods have been proposed to deal with this problem. In this section we describe some fundamental concepts of microaggregation. May 
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When we microaggregate data we should keep in mind two goals: data utility and preserving privacy of individuals. In order to preserve the data utility, we should introduce as little noise as possible into the data and private data should be sufficiently modified in such a way that it is difficult for an adversary to re-identify the corresponding individuals. Figure 1 shows an example of microaggregated data where the individuals in each cluster are replaced by the corresponding cluster mean. The figure shows that after aggregating the chosen elements, it is impossible to distinguish them, so that the probability of linking any respondent is inversely proportional to the number of aggregated elements. Consider a microdata set T with p numeric attributes and n records, where each record is represented as a vector in a p-dimensional space. For a given positive integer k ≤ n, a microaggregation method partitions T into g clusters, where each cluster contains at least k records (to satisfy k-anonymity), and then replaces the records in each cluster with the centroid of the cluster. Let n i denote the number of records in the ith cluster, and x ij , 1 ≤ j ≤ n i , denote the jth record in the ith cluster. Then, n i ≥ k for i = 1 to g, and g i=1 n i = n. The centroid of the ith cluster, denoted byx i is calculated as the average vector of all the records in the ith cluster.
In the same way, the centroid of T , denoted byx, is the average vector of all the records in T .
Information loss is used to quantify the amount of information of a dataset that is lost after applying a microaggregation method. In this paper we use the most common definition of information loss by Domingo-Ferrer and Mateo-Sanz [6] as follows:
where SSE is the within-cluster squared error, calculated by summing the Euclidean distance of each May 5, 2015 DRAFT record x ij to the average valuex i as follows:
and SST is the sum of squared error within the entire dataset T , calculated by summing the Euclidean distance of each record x ij to the average valuex as follows:
For a given dataset T , SST is fixed regardless of how T is partitioned. On the other hand, the SSE varies among different partitions of a dataset. In essence, SSE measures the similarity of the records in a cluster. The lower the SSE, the higher the within-cluster homogeneity and the higher the SSE, the lower the within-cluster homogeneity. If all records in a cluster are the same, then the SSE is zero indicating no information is lost. On the other hand, if all the records in a cluster are more diverse, SSE is large indicating more information loss. In this paper, we used SSE as a measure of similarity. Therefore, the microaggregation problem can be enumerated as a constraint optimization problem as follows:
Definition 1 (Microaggregation problem) Given a dataset T of n elements and a positive integer k,
The microaggregation problem stated above can be solved in polynomial time for a univariate dataset [17] but has been shown to be NP hard for multivariate dataset [19] . It is a natural expectation that SSE is low if the number of clusters is large. Thus the number of records in each cluster should be kept close to k. Domingo-Ferrer and Mateo-Sanz [6] showed that no cluster should contain more than (2k − 1) records since such clusters can always be partitioned to further reduce information loss.
IV. PREVIOUS MICROAGGREGATION METHODS
Previous microaggregation methods have been roughly divided into two categories, namely fixed-size and data-oriented microaggregation [6] , [12] . For fixed-size microaggregation, the partition is done by dividing a dataset into clusters that have size k, except perhaps one cluster which has a size between May 5, 2015 DRAFT k and (2k − 1), depending on the total number of records n and the anonymity parameter k. For the data-oriented microaggregation, the partition is done by allowing all clusters with sizes between k and (2k − 1). Intuitively, fixed-size methods reduce the search space, and thus are more computationally efficient than data-oriented methods [33] . However, data-oriented methods can adapt to different values of k and various data distributions and thus may achieve lower information loss than fixed-size methods.
Domingo-Ferrer and Mateo-Sanz [6] proposed a multivariate fixed-size microaggregation method, later called the Maximum Distance (MD) method [20] . The MD method repeatedly locates the two records that are most distant to each other, and forms two clusters with their respective (k − 1) nearest records until fewer than 2k records remain. If at least k records remain, it then forms a new cluster with all remaining records. Finally when there are fewer than k records not assigned to any cluster yet, this algorithm then individually assigns these records to their closest clusters. This method has a time complexity of O(n 3 )
although it can easily fixed to have a runtime of O(n 2 ). This method works well for some datasets as when the dataset is large, microaggregation is normally combined with blocking; the most usual way is to block by one of the attributes whose semantics is appropriate for blocking. Laszlo and Mukherjee [18] modified the last step of the MD method such that each remaining record is added to its own nearest cluster and proposed Diameter-based Fixed-size microaggregation. This method is however not a fixed size method because it allows more than one cluster to have more than k records.
The MDAV method is the most widely used microaggregation method [11] . MDAV is the same as MD except in the first step. MDAV finds the record r that is furthest from the current centroid of the dataset and the record s that is furthest from r instead of finding the two records that are most distant to each other, as is done in MD. Then form a cluster with r and its (k − 1) nearest records and form another cluster with s and its (k − 1) nearest records. For the remaining records, repeat this process until fewer than 2k records remain. If between k and (2k − 1) records remain, MDAV simply forms a new group with all of the remaining records. On the other hand, if the number of the remaining records is below k, it adds all of the remaining records to their nearest cluster/clusters. So MDAV is a fixed size method. Lin et al. [33] proposed a modified MDAV, called MDAV-1. The MDAV-1 is similar to MDAV except when the number of the remaining records is between k and (2k − 1), a new cluster is formed with the record that is the furthest from the centroid of the remaining records, and its (k − 1) nearest records. Any remaining records are then added to their respective nearest cluster/clusters. Experimental results indicate that MDAV-1 incurs slightly less information loss than MDAV [33] . Another variant of the MDAV method, called MDAV-generic, is proposed by Solanas [20] , where by the threshold 2k is altered to 3k. If between 2k and (3k − 1) records remain, then find the record r that is furthest from the centroid of the remaining records and form a cluster with r and its (k − 1) nearest records and another cluster with the remaining records. Finally when fewer than 2k records remain, this algorithm then forms a new cluster with all the remaining records.
Laszlo and Mukherjee [18] proposed another method, called Centroid-based Fixed-size microaggregation that is also based on a centroid but builds only one cluster during each iteration. This algorithm first find a record r that is furthest from the current centroid of the dataset and then find a cluster with r and its (k − 1) nearest records. For the remaining records repeat the same process until fewer than k records remain. Finally add each remaining record to its nearest clusters. This method is not a fixed-size method as more than one cluster has more than k records. Solanas et al. [21] proposed a variable-size variant of MDAV, called V-MDAV. V-MDAV first builds a new cluster of k records and then tries to extend this to up to (2k − 1)records based on some criteria. V-MDAV adopts a user-defined parameter to control the threshold of adding more records to a cluster. Chang et al. [32] proposed the Two Fixed Reference Points (TFRP) method to accelerate the clustering process of k-anonymization. During the first phase, TFRP selects two extreme points calculated from the dataset. Let N min and N max be the minimum and maximum values over all attributes in the datasets, respectively, then one reference point G 1 has N min as its value for all attributes, and another reference point G 2 has N max as its value for all attributes. A cluster of k records is then formed with the record r that is the furthest from G 1 and the (k − 1) nearest records to r. Similarly another cluster of k records is formed with the record s that is the furthest from G 2 and (k − 1) nearest records to s. These two steps are repeated until fewer than k records remain.
Finally, these remaining records are assigned to their respective nearest clusters. This method is quite efficient as G 1 and G 2 are fixed throughout the iterations. When all clusters are generated, TFRP applies a enhancement step to determine whether the records of a cluster should be retained or decomposed and added to other clusters.
Lin et al. [33] proposed a density-based algorithm (DBA) for microaggregation. The DBA has two dif- Each of the remaining record then forms its own cluster. These clusters are repeatedly merged until all clusters have at least k records. Finally the algorithm is recursively applied to each cluster containing 2k or more records. Domingo-Ferrer et al. [13] proposed a multivariate microaggregation method called µ-Approx. This method first builds a forest and then decomposes the trees in the forest such that all trees have sizes between k and max(2k − 1, 3k − 5). Finally, for any tree with size greater than (2k − 1), find the node in the tree that is furthest from the centroid of the tree. Form a cluster with this node and its (k − 1) nearest records in the tree and form another cluster with the remaining records in the tree.
Hansen an Mukherjee [17] proposed a microaggregation method for univariate datasets called HM.
After that Domingo-Ferrer et al. [12] proposed a multivariate version of the HM method, called MHM.
This method first uses various heuristics, such as nearest point next (NPN), maximum distance (MD) or
MDAV to order the multivariate records. Steps similar to the HM method are then applied to generate clusters based on this ordering. Domingo-Ferrer et al. [10] proposed a microaggregation method based on fuzzy c-means algorithm (FCM) [1] . This method repeatedly runs FCM to adjust the two parameters of FCM (one is the number of clusters c and another is the exponent for the partition matrix m) until each cluster contains at least k records. The value of c is initially large (and m is small) and is gradually reduced (increased) during the repeated FCM runs to reduce the size of each cluster. The same process is then recursively applied to those clusters with 2k or more records.
V. THE PROPOSED APPROACH
This section presents sorting algorithms and a pairwise systematic technique for microaggregation that attempts to minimize the information loss and satisfies the k-anonymity requirement. data is first normalized and then sorting functions are applied to sort them. Then a P-S microaggregation technique is applied to the sorting data in order to protect individual identification. It has been observed that the reason of existing techniques have high information loss is due to some clusters containing very different records which increase the information loss of a cluster. However, a random initial choice of cluster elements may lead to a sub-optimal microaggregation (of dissimilar records) in the same cluster, resulting in higher Information Loss. The proposed techniques solve this problem by creating initial clusters in such a way so that the records in cluster are very dissimilar to the records in another cluster. This can be achieved by applying sorting techniques and choosing extreme elements as part of two different clusters. This process is explained in the following sections (Section V-B and Section V-C). Next, a pairwise systematic method takes this sorted dataset to create two clusters repeatedly by minimizing information loss and observing k-anonymity. The algorithm is described in Section V-D. The comparative results of the two techniques against existing techniques in the literature is given in Section VI. May 
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A. Normalization of data
To avoid attribute bias, data should be normalized before applying microagggregation methods. In this paper, the following normalization formulae is used in order to adjust values measured on different scales to a notionally common scale:
This unity-based normalization carried out in order to bring all values into the range [0,1].
B. Multi-Dimensional Sorting Technique
Before describing the sorting technique, first, consider a simple example. Consider Table I which consists of two variables V 1 and V 2 . Rank (R)/Index arranges each of the variables in ascending order individually and creates a table where the columns indicates the value position in the original data (Table   I ). For example, the first rank (3) of column 1 in Table IIA indicates the position of smallest value of the first variable (1) in Table I . Similarly, the second (4) and third (2) (see Table III) should be the 4 th row, the second record should be third row of original table in Table I and so on. The sorted table is presented in Table III . The algorithm of this sorting technique is presented in Table 1 . Rank Sum R 1(5+4)=1 (9) 5 2(3+5)=2 (8) 4 3(1+3)=3 (4) 2 4(2+1)=4 (3) 1 5(4+2)=5(6) 3 input : T is a p-dimensional matrix with n rows of instances output: C is a p-dimensional matrix, IX is index of the sorted matrix According to the next phase algorithm in Table 2 , it is expected that the first record and the last record are distant from each other, so that the first record and the last record are not included in the same cluster.
C. Mean-based Sorting Technique
The mean-based sorting technique simply defines a way to calculate the distance between a point and the centroid of the dataset, and sorts these points based on this distance. Consider a microdata set T with 
where, y ij is the jth record of the ith attribute andȳ i is the centroid of the ith attribute. The SF stated above measures the distance between the records and their corresponding centroid. In this study, the SF Therefore, according to the example in Table IV row 2 (5.6) and row 4 (-4.4) are the two farthest instances hence they occupy the top and bottom positions in Table V which represents the sorted data.
As mentioned earlier, this sorted table is used by the next technique (P-S algorithm) to systematically create two clusters at a time that minimizes the information loss and satisfies k-anonymity.
D. Pairwise-Systematic (P-S) microaggregation algorithm
Based on the information loss measure in Equation (1), the sorting process in Algorithm 1, the sorting function in Equation (5), and the definition of the microaggregation problem, the Pairwise-Systematic (P-S) microaggregation algorithm are as follows:
According to this method, first sorts all records of n in the dataset T in ascending order using the input : a dataset T of n records and a positive integer k output: a partitioning G = G 1 , G 2 , ..., G g of T , where g = |G| and G i ≥ k for i = 1 to g.
2.1
Let G = Φ, and T ′ = T ;
Sort all records in T ′ in ascending order using Algorithm 1 and Equation 5;
2.3 Find the first f ∈ T ′ and the last record l ∈ T ′ ; 2.4 Form a cluster G 1 containing first record f and its (k − 1) nearest records that causes less SSE in T ′ ; and another cluster G 2 containing last record l and its (k − 1) nearest records that causes less SSE in T ′ ;
2.6 Repeat steps 2.2-2.4 until |T | < 3k;
Go to step 2.2
2.9
Form a cluster containing the first record f ∈ T ′ and its (k − 1) nearest records that causes less SSE in T ′
2.10
Form another cluster with remaining records in T ′
2.11
else if T ′ < 2k then
2.12
Form a new cluster with all the remaining records in T ′ . 
VI. EXPERIMENTAL RESULTS
This section presents the experimental results and compares the results with several existing techniques.
The objective of this experiment is to investigate the effectiveness of the proposed algorithms in terms of measured information loss of represented cluster data. The following three datasets [12] , which have been used as benchmarks in previous studies to evaluate various microaggregation methods, were adopted in the experiments.
1) The "Tarragona" dataset contains 834 records with 13 numerical attributes.
2) The "Census" dataset contains 1,080 records with 13 numerical attributes.
3) The "EIA" dataset contains 4,092 records with 11 numeric attributes (plus two additional categorical attributes not used here).
To accurately evaluate our approach, the performance of the proposed algorithms (MultiDSort+PS and Meansort+PS) are compared in this section with various microaggregation methods. Tables VI-VIII show the information losses of these microaggregation methods. Data representing the proposed techniques for each dataset and each k value are shown in bold face (i.e., bottom two rows). The information losses of methods DBA-1, DBA-2, MDAV-1 and MDAV-2 are quoted from [33] ; the information losses of methods MDAV-MHM, MD-MHM, CBFS-MHM, NPN-MHM and M-d (for k = 3, 5, 10) are quoted from [12] ; the information losses of methods µ-Approx and M-d (for k = 4) are quoted from [13] , and the information losses of methods TFRP-1 and TFRP-2 are quoted from [32] . TFRP is a two-stage method and its two stages are denoted as TRFP-1 and TRFP-2 respectively. The TFRP-2 is similar to the DBA-2 but disallows merging a record to a group of size over (4k − 1).
Tables VI-VIII show the information loss for several values of k and the Tarragona, Census and for the EIA datasets respectively. As mentioned above, the information loss of the proposed algorithms is compared with the latest microaggregation methods listed above. Information loss is measured as SSE SST ×100, where SST is the total sum of the squares of the dataset (see Equation 3 ). Note that the within-groups sum of squares SSE is never greater than SST, therefore, the reported information loss indicate that information loss increases with k. This is obvious since the higher number of records in each cluster results in higher sum-of-squared-error (SSE) values due to the fact that each cluster now has more observations and possibly larger variance. Interestingly, there is little correlation between overall information loss of a dataset and its size as evident from the fact that the information loss for EIA dataset (containing 4092 instances) is much lower than the information loss for Tarragona dataset (containing 1082 instances). This may be due to the lower variance in EIA dataset resulting in clusters with lower SSE, hence lower information loss. Figure 5 and Figure 6 show how the execution time varies with k and different file sizes. Again, results show that the execution time depends on the value of k. It shows that the execution time increases slightly due to the increased number of permutations that need to be calculated for each cluster for the higher k. Furthermore, as expected the execution is also related to a file size. As expected, it takes the longest time to find k-anonymous clusters for the EIA dataset (4092 instances) and quickest time for the May 5, 2015 DRAFT census dataset (834 instances).
VII. CONCLUSION
Microdata protection in cloud computing is a challenging task in privacy preserving. Microaggregation is an effective method in SDC for protecting privacy in microdata and has been extensively used worldwide. This paper proposed new microaggregation methods in SDC that can be applied in cloud computing where the level of privacy required is controlled by a parameter k, often called the anonymity parameter.
For k-anonymization, k is basically the minimum number of records in a cluster. Once the value of k has been chosen, the data protector and the data users are interested in minimizing the information loss. This work has presented new sorting frameworks for numerical attributes to minimize the information loss.
The new methods consists of two stages. In the first stage it sorts all the records in the dataset so that the first and the last record are very different, and in the second stage it describes a pairwise systematic clustering algorithm that builds clusters with minimum information loss. A comparison has been made of the proposed algorithms with the most widely used microaggregation methods using the three most popular benchmark datasets (Tarragona, Census and the EIA). The experimental results show that the proposed algorithm outperforms all the tested microaggregation methods with respect to information loss.
Thus the proposed method is very effective in preserving the privacy microdata sets and can be used as an effective privacy preserving k-anonymization method for Statistical Disclosure Control.
