Documentation on medical devices should be mandatory before clinical use, and phased introduction is warranted to avoid unfortunate failures at larger scale. Biomechanical computer simulation could be a valuable preclinical tool for evaluation of new commercial orthopaedic implants, and this study examined the feasibility of computer simulations of polyethylene wear in hip prosthesis.
Introduction
Hip implant surgery is a commercial and clinical success, and numerous hip arthroplasties have been inserted in patients worldwide. Even the earliest cemented hip implants have proven durable, but optimizations and new implant technology is regularly introduced by the industry. Ideally, new orthopaedic implant technology would require protocolled use and at least some years of follow up in scientific studies before a general commercial marketing was allowed, and a phased or step-wise introduction including pre-clinical testing has been suggested [1, 2] . One of the most common causes of failure of hip arthroplasty is Polyethylene (PE) wear due to, particle induced periprosthetic osteolysis and subsequent aseptic loosening and prosthetic revision surgery [3] . Especially in younger patients and with use of bigger femoral heads PE wear-related implant failure is a problem, and in recent years production of more durable (crosslinking) and less oxidation sensitive (vitamin E doped) PE liners have been introduced. Currently, the most precise clinical method (the gold standard) to measure PE wear is Radiostereometric Analysis (RSA), which measures femoral head penetration into the acetabular cup in 3 dimensions [4] [5] [6] . However, clinical wear of newer PE liners is difficult to measure before at least a mid-term follow-up [7] , and therefore, a good pre-clinical method for wear-prediction of new PE products is warranted in order to stop eventual bad-performing PE products early during a step-wise introduction. Finite Element (FE) analysis, a computer simulation model, has formerly been used to predict polyethylene wear, and mechanical parameters [8, 9] based on functions of roughness [10] , sliding velocity [11] , or slide distance [8, 9] have shown correlation with PE wear as proportional contributors to volumetric wear. However, contact pressure and crossshear motion seem to correlate best with wear [10, 12, 13] . Hence, computational studies using FE analysis seem useful in evaluating the effect of these mechanical parameters in new PE materials. However, the validity of computational methods needs to be confirmed by comparison to in vivo data [14, 15] . Earlier studies have compared FE wear simulations to experimental in vitro simulations from multi-directional pin-on-plate testers [16] and in hip simulators [9] , but found discrepancy between measured and predicted PE wear ranging from 4.1% [8] to a factor 2-3 [16] . Although in vitro testing provide important control over the testing situation, such as an accurate FE setup [17] , concern has been raised that the predictions of PE wear based on FE analysis results are only valid for the applied and often single set of loading conditions. In vivo validation of FE estimated wear is more clinically relevant and include the numerous facets of wear i.e. creep, bedding-in, running-in, backside wear and true wear [18] . In our study we wanted to compare computed FE results of PE wear with in vivo RSA measured clinical PE wear data at a six years of follow-up.
Material and Methods
Patients 14 young patients (7 women) at mean age 53 years (range 44-65) and mean body weight of 84 kg (range 61-114) were seen for midterm follow-up (mean 6.1 years; range 5.3-7.1). The acetabular components were hydroxyapatite-coated metal shells (Mallory-Head, Biomet Inc, Warsaw, IN) mean size 55 (range 50-52). Only Ultra-High-Molecular-Weight-Polyethylene (UHMWPE) gamma sterilized ArCom liners mean size 23.4 (range 23-25) articulating with 28 mm CoCr femoral heads were used. Femoral stems were cementless hydroxyapatite-coated Bi-Metric stems (Biomet Inc, Warsaw, IN).
The Radiostereometric Analysis (RSA)
The stereo-radiographs were obtained simultaneously with the tubes positioned in 20 degree converging angles over the patient and in relation to a uni-planar calibration box (Box 24, Medis Specials, Leiden). Supine postoperative and approximately 6 years double examination follow-up stereoradiographs were obtained. This allowed reconstruction of a 3D coordinate system and for the calculation of relative model displacement (femoral head penetration into the acetabular cup) in sequential radiostereographs. An Elementary Geometrical Shape (EGS) sphere model was used for the head and a CAD (Computer Aided Design) model was used for the acetabular cup [19] . Two analyses were performed per patient for an averaged measure of the double examinations. Precision of the method has been presented in an earlier study [7] . The output was three translations (mm) along the orthogonal axes (x = medial-lateral, y = inferior-superior, z = anterior-posterior). 2D (two dimensional) and 3D (three dimensional) wear vectors were calculated using Pythagoras theorem as 2D wear vector = the square root of x² + y² (equ1) and 3D wear vector = square root of x² + y ²+ z² (equ2). Measurements of cup inclination and anteversion were read from the MB RSA software (RSAcore, Leiden, The Netherlands) using the positions of the fitted cup models (Figure 1 ).
The FE analysis
FE analysis was performed using the finite element code Solidworks ™ . The FE model was a 3D model of an 
Verification of the wear analysis
The FE results were compared to two parameters of RSA wear data; estimated resultant wear vectors (2D and 3D wear) and wear in three translational vectors of the orthogonal coordinate system. The three translational vectors of the RSA data with one SD (Standard Deviation) were superimposed into the FE model by projecting them onto the surface of the liner. This 'volume' was regarded as the point in the liner with maximal wear. Then the computed FE data from the inner liner surface were analysed and compared to the locations of maximal contact pressure, stress intensity, Von Mises stress, strain energy density and total strain. The distances from maximal "RSA wear" to the maximum of the calculated parameters were measured. The three directional and normal stresses and strains, the three principal stresses and strains and lastly the three sheer stresses and strains for the inner surface of the liner were compared to the three translational vectors from the RSA wear measurements, and a similar procedure was also performed for the points of maximal contact pressure, stress intensity, Von Mises stress, strain energy density and total strain. Additionally, translational/directional FE data were also retrieved from the whole inner liner surface for comparison with RSA data. These were compared as a ratio to the total sum of the structural parameters to a ratio of the similar translational RSA vector to the resultant RSA "3D wear", since these parameters were not directly comparable:
Where "∂" was the FE generated structural parameter for the inner surface of the liner -derived either as a parameter summarized from the whole inner surface of the liner or the point of maximum for the given structural parameter. "l" was the translational vector from the RSA experiment. "n" was one of the three directions in the orthogonal coordinate system. "total" symbolized summarized FE and RSA results for the inner surface of the liner and resultant wear, respectively.
ArCom PE liner (Biomet, Europe) made from UHM-WPE and with a Ringloc locking-mechanism for fixation in the acetabular metal shell. The geometric 3D model for this was provided by courtesy of Biomet ™ , and a FE mesh of the liner was generated with a total of 10,960 4-node volumetric tetrahedral elements. The material property for the ArCom (UHMWPE) liner was provided by courtesy of Biomet ™ . The PE liner was positioned in the ideal position of 15 degrees antever- the best estimate. It should be added that our methods of 'wear simulation' only is an indication of an interrelationship in between FE analysis results and wear, and further verification might be to perform analyses of several different polyethylene liners to verify the method.
This study was a 'sensitivity' study with comparison between FE simulated mechanical parameters and in vivo RSA data, which is the first of it kind to our knowledge. Previously we have examined the 3D resultant, total wear vector to similar one directional FE analysis results as for example strain energy density, but in this study we have elaborated the previous study by adding analysis of each vectorial RSA predicted wear results to their vectorial FE simulation results [20] [21] [22] [23] . However, this should be regarded as a pilot study, where further methodological improvements in simulation should be added to improve the inherent limitations for future studies; our assumption of a simple load in stance needs a more detailed load to simulate the wear and tear of daily living. The femoral stem and cup were simulated with approximated assumptions in the boundary conditions, effect of contact stresses to PE wear was not included in the simulation model and a more elaborate FE model with a wider focus could be setup to simulate i.e. bone in-growth and interface conditions. Moreover, the biological processes of living tissue and interaction between tissue and implant including effects of lubrication were omitted in this simulation. Further, the time dependent effect of head damage and oxidative degradation of the PE, and also head size which is known to increase wear clinically, was left out, because realistic simulation solutions of these parameters are not available. Overall, the computational predictions assumed that for example surface Von Mises stress was linear proportional to volumetric wear. This would be true for metal-on-metal surfaces, but for a metal head on a PE surface-bearing one would also have to consider the effects of plastic deformation (creep) and strain softening. Properly a purely linear relationship between aforementioned parameters would no longer be applicable. Despite the aforementioned limitations the FE wear predictions were confirmed when evaluated against the prospective in vivo RSA results, and we consider the wear predictions are valid within the limitations of the chosen methods of simulation as mentioned above.
For the RSA data the large ranges for the translational wear raise concern in regards of accuracy, especially for the Z-axis which was out of plane for the cup. For these reasons we did not perform an FE based estimate of yearly wear rate, since more RSA data would be needed in order to extrapolate to a normal population. Especially, since the data were collected from a young patient group. However, for future studies it would be attractive to pre-
Results
The RSA data Vector PE wear was -0.09 (SD 0.27) mm, 0.53 (SD 0.30) mm, and -0.19 (SD 0.52) mm in the X-direction, Y-direction and Z-direction, respectively. Femoral head penetration total mean for equ1. and equ2. were 0.61 (SD 0.27) mm and 0.77 (SD 0.38) mm, respectively. The Cup was positioned with a mean of 47.6 degree (SD 9.1) in inclination and a mean of 16.0 degree (SD 5.4) in anteversion.
The FE simulation and wear comparison
The difference between the location of maximal wear measured by RSA and maximal contact pressure, stress intensity, Von Mises stress, strain energy density and total strain on the inner liner surface were all well within the range of 1 SD of the RSA data. The strain parameters of total strain and strain energy density were closest to the location of maximal RSA wear, hence best indicated of an interrelation. Figure 3 shows the FE simulation.
The ratio differences between the translational/directional structural parameters and the translational RSA wear vector were calculated. Table 1 illustrates the differences in ratios between maximal and inner liner structural parameters and the translational RSA wear. For the maximal translational/directional parameters shear stress and principal strain indicated of an interrelation to the translational RSA wear vectors and for the total inner liner surface normal strain and principal stress indicated of an interrelation.
Discussion
The key findings were that simulated mechanical parameters for the given load were within 1 SD of the location of the maximal RSA evaluated PE wear, where strain parameters of total strain and strain energy density were closest to the maximal wear measured by RSA. Moreover, the mechanical parameters maximal shear stress and principal strain and overall normal strain and principal stress seemed to correlate best to the translational RSA wear vectors. Overall, normal strain gave the best estimate of wear in the FE wear analysis, but if a stress parameter should be used, shear stress would give dict the approximate time for femoral head penetration to predict when complete liner wear through will likely occur. This estimate would be based on a yearly steady state wear rate derived from FE wear analysis. It would especially be attractive if patient specific factors such as cup and stem position could be included in such a study since, potentially, a safe individualized time plan for long term total hip arthroplasty control examinations could then be calculated.
Conclusion
The FE derived strain parameters seem to be the best measure for prediction of long-term steady-state wear for UHMWPE, when validating FE based wear predictions against in vivo RSA data.
