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Sintassi e semantica della logica proposizionale
1 Il linguaggio proposizionale L0
Definizione 1.1 (Alfabeto di L0). L’alfabeto di L0 si compone dei seguenti
insiemi di simboli
SIMBOLI LOGICI : i connettivi ⊥, ¬, ∧, ∨, →.
SIMBOLI DESCRITTIVI : un insieme al massimo infinito numerabile di
lettere enunciative: p1, p2, p3, . . . pn, pn+1, . . .
SIMBOLI AUSILIARI : le parentesi (, ).
Definizione 1.2 (Parola di L0). Dicesi PAROLA di L0 ogni successione
finita di simboli dell’alfabeto di L0.
Nota. La nozione di parola e` stata definita mediante una definizione detta
esplicita. Esempi di parole: (→ p3, oppure p4 ∧ ∧)) ⊥.
Fra tutte le parole vogliamo selezionarne quelle ”ben formate” che chiame-
remo enunciati. L’insieme degli enunciati sara` definito mediante una definizio-
ne tutt’affatto diversa dalla definizione esplicita, ovvero da una definizione per
induzione (o per recursione).
Definizione 1.3. per induzione di ENUNCIATO di L0.
1. ⊥ e` un enunciato,
2. per ogni n ≥ 0, la lettera enunciativa pn e` un enunciato,
3. se A e` un enunciato, allora ¬A e` un enunciato,
4. se A e B sono enunciati, allora (A∧B), (A∨B), (A→ B) sono enunciati.
5. nient’altro e` un enunciato di L0.
Si noti come nella definizione appena data di enunciato, le lettere ‘A’ e
‘B’ non sono enunciati di L0, bens`ı simboli del metalinguaggio che stanno per
enunciati qualsivoglia, dette anche variabili metalinguistiche per enunciati.
(A ∧B) diviene un enunciato non appena si sostituiscano A e B con enunciati,
ad esempio A con (p3 → p4), B con (p6 ∨ p3) ottenendo ((p3 → p4)∧ (p6 ∨ p3)).
Esempio 1.4. Le seguenti parole sono enunciati del linguaggio L0:
((p1 → p1) ∧ p456),
¬(p5 ∨ (p7 ∨ (p3 ∨ ¬p4))),
((¬p1 ∧ p1)→ p1).
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Definizione 1.5. di lunghezza di un enunciato A, lg(A).
1. A ≡⊥, lg(⊥) = 0
2. A ≡ pn, n ≥ 1 lg(pn) = 0
3. A ≡ ¬B, lg(¬B) = lg(B) + 1
4. A ≡ (B ∧ C), lg(B ∧ C) = lg(B) + lg(C) + 1
5. A ≡ (B ∨ C), lg(B ∨ C) = lg(B) + lg(C) + 1
6. A ≡ (B → C), lg(B → C) = lg(B) + lg(C) + 1
Utilizzando la nozione di lunghezza di un enunciato A, possiamo dimostrare
per induzione sulla lunghezza di A che tutti gli enunciati di L0 godono di una
data propriet ‘a P. Per fare questo dovremo mostrare (i) che tutti gli enunciati
di lunghezza 0, ovvero ⊥ e gli enunciati atomici pn, godono di P, e (ii) che se
un arbitrario enunciato di lunghezza ≤ n gode di P (questa e` nota come ipotesi
di induzione, allora anche un arbitrario enunciato di lunghezza n+ 1 gode di P.
Esempio 1.6. Ogni enunciato A ha lo stesso numero di parentesi aperte,
#((A), e di parentesi chiuse, #)(A). Dimostriamo questa proposizione per
induzione su lg(A).
Se lg(A) = 0, allora A e` o ⊥ o pn e in entrambe i casi A non ha alcuna
parentesi, dunque #((A) = 0 = #)(A).
Se lg(A) = n + 1, allora A ≡ ¬B oppure A ≡ (B ◦ C) (ove ◦ e` uno tra
∧,∨,→) e, per ipotesi di induzione, sappiamo che la proposizione vale per ogni
enunciato di lunghezza di lunghezza al piu` n, dunque in particolare vale per B
e per C.
Il numero di parentesi aperte e di parentesi chiuse di ¬B sono uguali, rispetti-
vamente, al numero al numero di parentesi aperte e chiuse di B , e per ipotesi
di induzione sappiamo che questi ultimi due numeri sono uguali.
Il numero di parentesi aperte (chiuse) di (B ◦C) e` uguale al numero di parentesi
aperte (chiuse) di B piu` il numero di parentesi aperte (chiuse) di C piu` 1. Que-
sto e` sufficiente a dimostrare che la proposizione vale per A dato che aggiungere
1 a due numeri uguali, ovvero a #((B ◦C) e #)(B ◦C), da come risultato due
numeri uguali.
Per sempicita`, spesso parleremo di dimostrazioni per induzione sulla costru-
zione di A invece che per induzione sulla lunghezza di A. Ovvero dimostreremo
che (i) la proprieta` in esame vale se A e` ⊥ oppure pn e (ii) che essa vale nei casi
in cui A sia (B ∧ C) o (B ∨ C) o (B → C) assumendo che essa valga per B e
per C, ma (iii) non menzioneremo esplicitamente la lunghezza di A.
Definizione 1.7 (Sottoformula di un enunciato). Sia data un enunciato A. Per
induzione sulla costruzione di A definiamo quando un enunciato B e` sottofor-
mula di A.
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A ≡⊥
B e` sf di A sse B ≡⊥
A ≡ pn
B e` sf di A sse B ≡ pn
A ≡ ¬C
B e` sf di A sse B ≡ A oppure B e` sf di C
A ≡ (C ∨D),
(C ∧D), (C → D)
B e` sf di A sse B ≡ A oppure B e` sf di C o B e` sf di D.
Albero delle sottoformule Le sottoformule di una formula data A costitui-
scono il cosiddetto albero delle sottoformule di A.
Esempio: (pi → (pj ∧ ¬(pn ∨ pk)))
(pi → (pj ∧ ¬(pn ∨ pk)))
pi pj ∧ ¬(pn ∨ pk)
pj ¬(pn ∨ pk)
(pn ∨ pk)
pn pk
2 Regole per omettere le parentesi
Un enunciato che presenta molte parentesi potrebbe disorientarci: introdurre-
mo pertanto alcune regole per omettere le parentesi. Quest’ultime non devono
tuttavia essere intese come integrazioni alla definizione ufficiale di enunciato
presentata in precedenza, esse non sono parte della sintassi del linguaggio L0
della logica proposizionale. Tali regole sono mere convenzioni che ci permettono
di utilizzare abbreviazioni invece di enunciati nella loro forma ufficiale.
• Si omettono le parentesi piu` esterne,
• si stabilisce un ordine di precedenza fra i connettivi, in base al quale
1. ¬ lega piu` di tutti gli altri connettivi
2. ∧, ∨ legano piu` di →.
• si omettono le parentesi che sono superflue sulla base dell’ordine di prece-
denza
• si scrive associando a sinistra:
A ∨B ∨ C ∨ · · · ∨D invece di ( . . . ((A ∨B) ∨ C) ∨ · · · ∨D)
A ∧B ∧ C ∧ · · · ∧D invece di ( . . . ((A ∧B) ∧ C) ∧ · · · ∧D)
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Non ci sono ragioni profonde dietro la scelta di queste convenzioni. Non e`
scorretto utilizzare enunciati di L0 in forma non abbreviata, cioe` muniti di tutte
le parentesi. Nelle situazioni in cui le convenzioni introdotte potrebbero generare
confusioni, e` meglio astenersi dall’utilizzarle. E` anche legittimo utilizzarle in
modo selettivo: si potrebbe ad esempio applicare solo la prima convenzione, ma
non le altre e abbreviare ((A ∨ B) → C) come (A ∨ B) → C. Le convenzioni
appena introdotte verranno ampiamente applicate in quanto segue.
Definizione 2.1. dei connettivi ↔, ∨, ‡, |
• (A↔ B) =df ((A→ B) ∧ (B → A)) lettura: A se e solo se (sse) B
• (A∨B) =df ¬(A↔ B) lettura: A aut B
• (A ‡B) =df ¬(A ∨B) lettura: A nor B; ne´ A ne´ B
• (A|B) =df ¬(A∧B) lettura: A nand B ( | e` la barra di Sheffer)
3 La semantica della logica proposizionale
La nozione di verita` o falsita` di un enunciato non e` assoluta, ma dipende da un
contesto, da uno stato di cose. Chiameremo tale contesto struttura.
Definizione 3.1 (L0-struttura). Una L0-struttura, S, e` un’assegnazione di uno
e un solo valore di verita` ( 1 o 0) a ogni lettera enunciativa di L0.
Si puo` dunque pensare una L0-struttura come una lista infinita che associa
valori 1 o 0 (vero o falso) ad ogni lettera enunciativa. La porzione iniziale di
una tale lista potrebbe assumere la seguente forma:
p1 p2 p3 p4 p5 p6 p7 p8
0 0 0 1 0 1 1 0
· · ·
A partire dai valori di verita` assegnati alle lettere enunciative da una L0-
struttura S e` possibile ricavare il valore di verita` di enunciati che contengono
connettivi nel modo seguente. Il valore di verita` delle lettere enunciative e` fis-
sato direttamente dalla L0-struttura S. Alla lettera p3, ad esempio, potrebbe
essere assegnato valore 0 e a p5 potrebbe essere assegnato lo stesso valore di
verita`. In tal caso anche p3 ∨ p5 riceverebbe il valore di verita` 0. Se a p1 S
assegnasse il valore di verita` 1, l’enunciato p1 ∨ (p3 ∧ p5) riceverebbe comunque
valore di verita` 1, dal momento che la verita` di p1 e` sufficiente per rendere vero
un enunciato della forma p1 ∨B.
Scriveremo |B|S per indicare il valore di verita` di un enunciato B rispetto
alla L0-struttura S. Data S, |B|S e` determinato dalla seguente definizione.
Definizione 3.2 (Verita` in una L0-struttura). Sia S una L0-struttura e B un
enunciato. |B|S e` cos`ı determinato:
1. B ≡⊥
|⊥|S = 0
2. B ≡ pn, n ≥ 1
|pn|S e` il valore di verita` assegnato a pn dalla L0-struttura S.
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3. B ≡ ¬C
|¬C|S = 1 se e solo se |C|S = 0.
4. B ≡ C ∧D
|C ∧D|S = 1 se e solo se |C|S = 1 e |D|S = 1.
5. B ≡ C ∨D
|C ∨D|S = 1 se e solo se |C|S = 1 oppure |D|S = 1.
6. B ≡ C → D
|C → D|S = 1 se e solo se |C|S = 0 oppure |D|S = 1.
Invece dell’espressione |B|S = 1 scriveremo a volte che B e` vero in S o che
1 e` il valore di verita` di B in S.
Inoltre, scriveremo S |= B per dire che |B|S = 1 ; S 6|= B per dire che |B|S = 0 .
La definizione di |B|S non indica esplicitamente i casi in cui un enunciato ha
valore di verita` 0 in S. Tuttavia, ulteriori clausole per la falsita` di un enunciato
non sono necessarie, dal momento che un enunciato ha valore di verita` 0 (in S)
se e solo se non ha valore di verita` 1. Ad esempio la seguente clausola per la
negazione segue dalla definizione data:
|¬C|S = 0 se e solo se |C|S = 1.
Un’altra conseguenza della definizione data e` la seguente clausola per la con-
giunzione (un simile discorso vale per gli altri connettivi):
|C ∧D|S = 0 se e solo se |C|S = 0 oppure |D|S = 0.
Definizione 3.3. Un enunciato B e`
• una TAUTOLOGIA sse |B|S = 1 per ogni L0-struttura S.
Quando B e` una tautologia scriviamo: |= B.
• una CONTRADDIZIONE sse |B|S = 0 per ogni L0-struttura S.
• CONTINGENTE sse |B|S1 = 1 e |B|S2 = 0 per qualche
L0-struttura S1, S2.
Definizione 3.4. Un enunciato B e` CONSEGUENZA LOGICA degli enunciati
E1, . . . , En sse l’enunciato (E1 ∧ · · · ∧ En)→ B e` una tautologia.
In simboli
E1, . . . , En |= B sse |= (E1 ∧ · · · ∧ En)→ B
Lemma 3.5. Un enunciato B e` conseguenza logica degli enunciati E1, . . . , En
sse |B|S = 1 in ogni L0-struttura S tale che |E1|S = 1 e ... e |En|S = 1 .
Quando B e` conseguenza logica degli enunciati E1, . . . , En, scriviamo
E1, . . . , En |= B.
Dimostrazione. Esercizio.
Definizione 3.6. Siano E1, . . . , En, B enunciati. Un argomento di premesse
E1, . . . , En e di conclusione B e` VALIDO
E1 . . . En
B
sse E1, . . . , En |= B.
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Definizione 3.7. Un insieme di enunciati {E1, . . . , En} e`
1. SODDISFACIBILE sse esiste una L0-struttura S tale che |E1|S = 1
e ... e |En|S = 1 .
2. INSODDISFACIBILE sse NON esiste una L0-struttura S tale che
|E1|S = 1 e ... e |En|S = 1 .
Definizione 3.8. Un insieme di enunciati {E1, . . . , En} e` detto SEMANTICA-
MENTE CONSISTENTE sse e` soddisfacibile.
Definizione 3.9. Due enunciati A e B sono detti LOGICAMENTE EQUIVA-
LENTI, A ≈ B, sse il bicondizionale fra loro e` una tautologia.
A ≈ B sse |= A↔ B
Lemma 3.10. Dati due enunciati A e B, abbiamo che A ≈ B sse hanno lo
stesso valore di verita` in ciascuna struttura. Ovvero
A ≈ B sse per ogni S, |A|S = 1 sse |B|S = 1
Dimostrazione. Esercizio.
Esercizio 3.11. Stabilisci le condizioni di verita` in una L0-struttura S dei
connettivi introdotti nella Definizione 2.1.
4 Alcune tautologie e argomenti validi notevoli
Di seguito riportiamo alcune tautologie notevoli:
• Principio di non-contraddizione: ¬(A ∧ ¬A)
• Principio del terzo escluso: A ∨ ¬A
• Principio di identita`: A→ A
• Legge della doppia negazione: ¬¬A↔ A
• A fortiori : A→ (B → A)
• Consequentia mirabilis: (A→ ¬A)→ A
• Legge di Filone: (A→ B)↔ (¬A ∨B)
• Legge di Crisippo: (A→ B)↔ ¬(A ∧ ¬B)
• leggi di De Morgan: A∧B ↔ ¬(¬A∨¬B) e A∨B ↔ ¬(¬A∧¬B)
• Legge di Pierce: ((A→ B)→ A)→ A
• Legge di Frege: (A→ (B → C))↔ ((A→ B)→ (A→ C))
• Associativita` della congiunzione (e della disgiunzione):
A ◦ (B ◦ C)↔ (A ◦B) ◦ C, ove ◦ ∈ {∧,∨}
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• Commutativita` della congiunzione (e della disgiunzione):
(A ◦B)↔ (B ◦A), ove ◦ ∈ {∧,∨}
• Legge di Import: (A→ (B → C))→ ((A ∧B)→ C)
• Legge di Export: ((A ∧B)→ C)→ ((A→ (B → C))
Di seguito riportiamo alcuni argomenti validi notevoli:
• Modus (ponendo) Ponens:
A→ B A
B
• Modus (tollendo) Tollens:
A→ B ¬B
¬A
• Sillogismo disgiuntivo (o anche modus tollendo ponens):
A ∨B ¬B
A e
A ∨B ¬A
B
• Modus ponendo tollens:
A∨B B
¬A e
A∨B A
¬B
• Ex Falso quodlibet :
⊥
A
• Transitivita` dell’implicazione (o sillogismo ipotetico):
A→ B B → C
A→ C
Di seguito riportiamo alcuni argomenti NON validi (fallacie) notevoli:
• Fallacia di affermazione del conseguente
A→ B B
A
• Fallacia di negazione dell’antecedente:
A→ B ¬A
¬B
Esercizio 4.1. Dimostra che le tautologie notevoli, gli argomenti validi notevoli,
e le fallacie riportate in questa sezione siano effetivamente tali.
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