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a b s t r a c t
This paper presents a newneural networkmodel for solving degenerate quadraticminimax
(DQM) problems. On the basis of the saddle point theorem, optimization theory, convex
analysis theory, Lyapunov stability theory and LaSalle invariance principle, the equilibrium
point of the proposed network is proved to be equivalent to the optimal solution of the
DQM problems. It is also shown that the proposed network model is stable in the sense of
Lyapunov and it is globally convergent to an exact optimal solution of the original problem.
Several illustrative examples are provided to show the feasibility and the efficiency of the
proposed method in this paper.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the following DQM problem:
min
x
max
y
f (x, y) =

x
y
T 
Q11 Q12
Q21 −Q22

x
y

+

c1
c2
T 
x
y

, (1)
subject to
d ≤ B1x+ B2y ≤ h, (2)
where Q11 ∈ Rn×n,Q22 ∈ Rm×m are symmetric and positive semidefinite matrices, Q12 ∈ Rn×m,Q21 ∈ Rm×n, B1 ∈
Rl×nB2 ∈ Rl×m, c1 ∈ Rn, c2 ∈ Rm, and d, h ∈ Rl and some elements of −d and h can be +∞. In this paper, we define
Γ = {(xT , yT )T | x ∈ Rn, y ∈ Rm, d ≤ B1x + B2y ≤ h}; then a point (x∗T , y∗T )T ∈ Γ is said to be a saddle point of f (x, y)
over the feasible region Γ if
f (x∗, y) ≤ f (x∗, y∗) ≤ f (x, y∗), ∀x ∈ X(y∗), y ∈ Y (x∗), (3)
where
X(y∗) = {x ∈ Rn|d ≤ B1x+ B2y∗ ≤ h}, (4)
Y (x∗) = {y ∈ Rm|d ≤ B1x∗ + B2y ≤ h}. (5)
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Throughout this paper, we assume that Γ ∗ = {(x, y) ∈ Γ |(x, y) is a saddle point of f (x, y) over the feasible region
Γ } ≠ φ, and there exists a finite (x∗T , y∗T )T ∈ Γ ∗. Obviously, if (x∗T , y∗T )T ∈ Γ is a saddle point of f (x, y), then it must be
a solution of problem (1)–(2). Therefore, the solution of (1)–(2) is closely related to the saddle points of f (x, y) over Γ .
It is well known that DQM problems arise in a wide variety of scientific and engineering applications including game
theory, military scheduling, automatic control, etc. [1–6]. However, traditional numerical methods [7,8] might not be
efficient for digital computers since the computing time required for a solution is greatly dependent on the dimension
and the structure of the problem and the complexity of the algorithm used. One promising approach for handling these
optimization problems with high dimensions and dense structure is to employ an artificial neural network based on circuit
implementation. The essence of the neural network approach for a mathematical programming problem is to establish an
energy function (nonnegative) and a dynamic systemwhich is a representation of an artificial neural network. The dynamic
system is normally in the form of first-order ordinary differential equations. It is expected that for an initial point, the
dynamic system will approach its static state (or equilibrium point) which corresponds to the solution of the underlying
optimization problem. An important requirement is that the energy function decreases monotonically as the dynamic
system approaches an equilibrium point [9]. The main advantage of the neural network approach to optimization is that
the nature of the dynamic solution procedure is inherently parallel and distributed [10]. Therefore, the neural network
approach can solve optimization problems in running time orders of magnitude faster than the most popular optimization
algorithms executed on general purpose digital computers [11].Moreover someof the proposed neural networks have better
performances than the others in theory or implementation.
In recent years, there have been many neural networks proposed for solving optimization problems and many good
results have been obtained [12–27]. In particular, neural networks for solving theDQMproblemhave been rather extensively
studied and some important results have also been obtained [25–27]. These models can reach the exact saddle point of
(1)–(2) and are globally and exponentially stable under different conditions on Q11 and Q22. But their structure is rather
complicated and further simplification can be achieved. Therefore, it is necessary to build a new neural network for (1)–(2)
with a lower complexity, good stability and convergence results.
With motivation from the above discussions, in this paper, a neural network model for solving (1)–(2) is proposed by
means of sufficient and necessary conditions for the saddle point of (1)–(2). This novel network is also proved to be globally
stable by constructing a suitable Lyapunov function and the solution trajectory can converge to an optimal solution of
the original optimization problem. Compared with the models in [25–27] and some conventional numerical methods, the
new model has a lower complexity and finite-time convergence, and its asymptotical stability requires only the positive
semidefiniteness of matrices Q11 and Q22. Thus, the structure of the proposed network is very simple and more suitable for
hardware implementation. On the other hand, the domain of implementation of problem (1)–(2) is much wider than the
domain of the minimax problem in [25,26]. Thus the proposed model solves a broader class of the DQM problems.
In what follows, some necessary preliminaries are first discussed in Section 2. Then, employing standard optimization
techniques, the problem (1)–(2) is converted into a convex quadratic programming problem and a non-linear dynamical
system is proposed for solving it. The convergence and stability of the proposed network are then analyzed in Section 3. In
Section 4, the simulation results are given to substantiate the theoretical arguments. The paper is then concluded with a
summary in Section 5.
2. A dynamic model
In this section, first we introduce some notation, definitions, two lemmas and two theorems. Throughout this paper,
Rn denotes the space of n-dimensional real column vectors and T denotes the transpose. In what follows, ‖.‖ denotes the
l2-norm of Rn and x = (x1, x2, . . . , xn)T . For any differentiable function f : Rn → R,∇f (x) ∈ Rn means the gradient of
f at x. For any differentiable mapping F = (F1, . . . , Fm)T : Rn → Rm,∇F = [∇F1(x), . . . ,∇Fm(x)] ∈ Rn×m, denotes the
transposed Jacobian of F at x. If A ∈ Rm×n, then the ith row of A is denoted by Ai. and the jth column of A is denoted by A.j.
Definition 2.1. A function F : Rn → Rn is said to be Lipschitz continuous with constant L on a set Rn if, for each pair of
points x, y ∈ Rn,
‖F(x)− F(y)‖ ≤ L‖x− y‖.
F is said to be locally Lipschitz continuous on Rn if each point of Rn has a neighborhood D0 ⊂ Rn such that the above
inequality holds for each pair of points x, y ∈ D0.
Definition 2.2. A mapping F : Rn → Rn is monotone if
(x− y)T (F(x)− F(y)) ≥ 0, ∀x, y ∈ Rn.
F is said to be strictly monotone if the strict inequality holds whenever x ≠ y.
Lemma 2.3 ([28]). If amapping F is continuously differentiable on an open convex set D including Ω , then F ismonotone (strictly
monotone) onΩ if and only if its Jacobian matrix ∇F(x) is positive semidefinite (positive definite) for all x ∈ Ω .
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Definition 2.4. Let x(t) be a solution trajectory of a system x′ = F(x), and let X∗ denote the set of equilibrium points of this
equation. The solution trajectory of the system is said to be globally convergent to the set X∗ if x(t) satisfies
lim
t→∞ dist(x(t), X
∗) = 0,
where dist(x(t), X∗) = infy∈X∗ ‖x − y‖. In particular, if the set X∗ has only one point x∗, then limt→∞ x(t) = x∗, and the
system is said to be globally asymptotically stable at x∗ if the system is also stable at x∗ in the sense of Lyapunov.
Lemma 2.5 ([29]). If A ∈ Rm×n is of full rank, then ATA is a symmetric positive definite matrix.
To obtain optimality condition of a general quadratic programming, we consider the following problem:
min
1
2
xTQx+ DT x (6)
subject to
Ax− b ≤ 0, (7)
Hx− f = 0, (8)
where Q ∈ Rn×n is only a symmetric and positive semidefinite matrix, A ∈ Rm×n, b ∈ Rm,H ∈ Rl×n, f ∈ Rl, x ∈ Rn and
rank(A,H) = m+ l(0 ≤ m, l < n).
Theorem 2.6 ([3]). x∗ ∈ Rn is an optimal solution of (6)–(8) if and only if there exist u∗ ∈ Rm and v∗ ∈ Rl such that
(x∗T , u∗T , v∗T )T satisfies the following Karush–Kuhn–Tucker (KKT) system:u
∗ ≥ 0, Ax∗ − b ≤ 0, u∗T (Ax∗ − b) = 0,
Qx∗ + D+ ATu∗ + HTv∗ = 0,
Hx∗ − f = 0.
(9)
x∗ is called a KKT point of (6)–(8) and a pair (u∗T , v∗T )T is called the Lagrangian multiplier vector corresponding to x∗.
Theorem 2.7 ([3]). x∗ is an optimal solution of (6)–(8) if and only if x∗ is a KKT point of (6)–(8).
It is clear that the DQM problem (1)–(2) can be written as follows:
minmax f (x, y) = xTQ11x+ xTQ12y+ yTQ21x− yTQ22y+ cT1 x+ cT2 y (10)
subject to (x, y) ∈ Γ . (11)
Let g1(x∗, y) = yTQ22y−((x∗)TQ12+(x∗)TQ T21+cT2 )y and g2(x, y∗) = xTQ11x+((y∗)TQ T12+(y∗)TQ21+cT1 )x. From Proposition
2.1 in [27], we know that (x∗T , y∗T )T is a solution of the DQM problem (1)–(2), if and only if g1(x∗, y)+ g2(x, y∗) obtains its
minimum over Γ at (x∗T , y∗T )T .
Now define g(x, y, x∗, y∗) = g1(x∗, y)+ g2(x, y∗); then
g(x, y, x∗, y∗) = yTQ22y−

(x∗)TQ12 + (x∗)TQ T21 + cT2

y+ xTQ11x+

(y∗)TQ T12 + (y∗)TQ21 + cT1

x
=

x
y
T 
Q11 On×m
Om×n Q22

x
y

+

Q12(y∗)+ Q T21(y∗)+ c1
−Q T12(x∗)− Q21(x∗)− c2

x
y

,
where O indicates a zero matrix. For simplicity of discussion, define
Q =

Q11 On×m
Om×n Q22

, G =

Q12(y∗)+ Q T21(y∗)+ c1
−Q T12(x∗)− Q21(x∗)− c2

,
w =

x
y

, E = (B1, B2).
Then the DQM (1)–(2) is equivalent to the following problem:
min g(w) = wTQw + GTw (12)
subject to
d ≤ Ew ≤ h. (13)
From the above analysis, we know that (1)–(2) can be transformed into an equivalent convex quadratic programming with
inequality constraints, successfully. Thus w∗ = (x∗T , y∗T )T is an optimal solution of the optimization problem (12)–(13) if
and only if it is an optimal solution of the DQM problem (1)–(2).
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Now our goal is to find the optimality conditions of (12)–(13). According to the well-known saddle point Theorem 2.6,
w∗ = (x∗T , y∗T )T ∈ Rn+m is an optimal solution of (12)–(13) if and only if there exist u∗ = (u∗1T , u∗2T )T ∈ R2l such that
(w∗T , u∗T )T satisfies the following KKT system:
u∗1 ≥ 0, u∗2 ≥ 0,
Ew∗ − h ≤ 0, −Ew∗ + d ≤ 0,
u∗1
T
(Ew∗ − h) = 0, u∗2T (d− Ew∗) = 0,
2Qw∗ + G+ ETu∗1 − ETu∗2 = 0.
(14)
Now, let x(.), y(.), u1(.) and u2(.) be some time dependent variables. The aim is to construct a continuous-time dynamical
system that will settle down to the KKT pair of the DQM problem (12)–(13) and its dual. We propose a neural network for
solving (12)–(13) and its dual, whose dynamical equation is defined as follows:
dw
dt
= − 2Qw + G+ ETu1 − ETu2 , (15)
du1
dt
= (u1 + Ew − h)+ − u1, (16)
du2
dt
= (u2 + d− Ew)+ − u2, (17)
with the initial point (wT0 , u
T
0)
T , where
(u1 + Ew − h)+ =
[(u1 + Ew − h)1.]+, [(u1 + Ew − h)2.]+, . . . , [(u1 + Ew − h)l.]+ ,
[(u1 + Ew − h)k.]+ = max{(u1 + Ew − h)k., 0}, k = 1, 2, . . . , l,
and (u2 + d− Ew)+ is similarly defined.
We define z = (wT , uT )T ∈ Rn+m+2l,D∗ as the optimal point set of (12)–(13) and its dual, and
A =

E
−E

, b =

h
−d

,
and define
η(z) =
− 2Qw + G+ AT (u+ Aw − b)+
(u+ Aw − b)+ − u

. (18)
Thus neural network (15)–(17) can be written as
dz
dt
= η(z), (19)
z(t0) = z0. (20)
3. Stability and convergence analysis
In this section, we shall study some stability and convergence properties for (19)–(20).
Theorem 3.1. Let z∗ = (w∗T , u∗T )T be the equilibrium point of the neural network (19)–(20). Then z∗ is a KKT point of the
problem (12)–(13) and its dual. On the other hand, if w∗ ∈ Rn+m is an optimal solution of problem (12)–(13), then there exists
u∗ ∈ R2l such that z∗ = (w∗T , u∗T )T is an equilibrium point of the proposed neural network (19)–(20).
Proof. Assume z∗ = (w∗T , u∗T )T to be the equilibrium of the neural network (19)–(20). Then dw∗dt = 0 and du
∗
dt = 0. It
follows easily that
2Qw∗ + G+ AT (u∗ + Aw∗ − b)+ = 0 (21)
(u∗ + Aw∗ − b)+ = u∗. (22)
Moreover (u∗ + Aw∗ − b)+ = u∗ if and only if
u∗ ≥ 0, Aw∗ − b ≤ 0, u∗T (Aw∗ − b) = 0. (23)
Equivalently, we have
u∗1 ≥ 0, u∗2 ≥ 0, (24)
Ew∗ − h ≤ 0, −Ew∗ + d ≤ 0, (25)
u∗1
T
(Ew∗ − h) = 0, u∗2T (d− Ew∗) = 0. (26)
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Substituting (22) into (21) we have
2Qw∗ + G+ ATu∗ = 0. (27)
From (24)–(27), we see that z∗ = (w∗T , u∗T )T satisfies the KKT conditions.
The converse is straightforward. 
Lemma 3.2. For any initial point z(t0) = (w(t0)T , u(t0)T )T , there exists a unique continuous solution z(t) = (w(t)T , u(t)T )T
for system (19)–(20).
Proof. It is easy to verify that 2Qw + G + AT (u + Aw − b)+ and (u + Aw − b)+ − u are locally Lipschitz continuous on
an open convex set D ⊆ Rn+m+2l. According to the local existence of ordinary differential equations [30], neural network
(19)–(20) has a unique continuous solution z(t), t ∈ [t0, τ ) for some τ > t0, as τ →∞. 
Lemma 3.3. Let A ∈ R2l×(m+n) be of full rank. Then the Jacobian matrix ∇η(z) of the mapping η defined in (18) is a negative
semidefinite matrix.
Proof. Without loss of generality, assume that there exists 0 < p < 2l such that
(u+ Aw − b)+ =
(u+ Aw − b)1., (u+ Aw − b)2., . . . , (u+ Aw − b)p., 0, 0, . . . , 0  
2l−p
 .
With a simple calculation, it is clearly shown that
∇η(z) =
−(2Q + (Ap)TAp) −(Ap)T
Ap S2l×2l

,
where
Ap =

Up×n
O(2l−p)×n

=

A1.
A2.
· · ·
· · ·
Ap.
O1×n
O1×n
· · ·
· · ·
O1×n

,
and
S2l×2l =

Op×p Op×(2l−p)
O(2l−p)×p −I(2l−p)×(2l−p)

,
where O is the zero matrix. By the assumption of this lemma that A is of full rank, the first p rows of matrix Ap are linearly
independent, i.e. matrix U is of full rank. Using Lemma 2.5 and the fact that (Ap)TAp = UTU , we see that (Ap)TAp is a positive
definite matrix. Moreover, it is clear that matrix S2l×2l is negative semidefinite matrix. From the stated observations and
from the positive semidefiniteness of matrix Q , we can derive that the Jacobian matrix ∇η(z) is a negative semidefinite
matrix.
If p = 2l, i.e. (u+ Aw − b)+ = ((u+ Aw − b)1., (u+ Aw − b)2., . . . , (u+ Aw − b)2l.), then
∇η(z) =
−(2Q + ATA) −AT
A O2l×2l

.
Again, employing Lemma 2.5 and the fact that A is of full rank and Q is positive semidefinite, it is easily proved that ∇η(z)
is a negative semidefinite matrix.
Finally, if p = 0, i.e. (u+ Aw − b)+ =
0, 0, . . . , 0  
2l
, then we obtain
∇η(z) =
 −2Q O(m+n)×2l
O2l×(m+n) −I2l×2l

.
In this case also, it is easy to verify that ∇η(z) is a negative semidefinite matrix. This completes the proof. 
Theorem 3.4. Let the assumption of Lemma 3.3 be satisfied. Then the proposed neural network model in (19)–(20) is globally
stable in the Lyapunov sense and is globally convergent to z∗ = (w∗T , u∗T )T , wherew∗ is the optimal solution of (12)–(13).
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Proof. Consider the Lyapunov function V : Rn+m+2l → R as follows:
V (z) = ‖η(z)‖2 + 1
2
‖z − z∗‖2. (28)
From (18), we know that
dη
dt
= ∂η
∂z
dz
dt
= ∇η(z)η(z).
Calculating the derivative of V (t) along the solution z(t) of the neural network (19)–(20), we have
dV (z(t))
dt
=

dη
dt
T
η + ηT

dη
dt

+ (z − z∗)T dz(t)
dt
= ηT (∇η(z)T +∇η(z))η + (z − z∗)Tη(z). (29)
Employing Lemma 3.3, we attain
ηT (z)(∇η(z)T +∇η(z))η(z) ≤ 0, ∀z ≠ z∗. (30)
Moreover, from Definition 2.2 and Lemma 2.3 we have
(z − z∗)T (η(z)− η(z∗)) = (z − z∗)Tη(z) ≤ 0, ∀z ≠ z∗.
Thus
dV (z(t))
dt
≤ 0. (31)
This means that the neural network (19)–(20) is globally stable in the sense of Lyapunov. Next, since
V (z) ≥ 1
2
‖z − z∗‖2, (32)
there exists a convergent subsequence
{(w(tk)T , u(tk)T )T |t0 < t1 < · · · < tk < tk+1}, and tk →∞ as k →∞,
such that limk→∞(w(tk)T , u(tk)T )T = (w¯T , u¯T )T , where (w¯T , u¯T )T satisfies
dV (z(t))
dt
= 0,
which indicates that (w¯T , u¯T )T is an ω-limit point of {(w(t)T , u(t)T )T |t ≥ t0}. Using the LaSalle invariant set theorem [31],
one has that {(w(t)T , u(t)T )T → M} as t →∞, whereM is the largest invariant set in K =

(w(t)T , u(t)T )T
 dV (z(t))dt = 0.
From (19)–(20) and (31), it follows that dwdt = 0 and dudt = 0⇔ dV (z(t))dt = 0. Thus (w¯T , u¯T )T ∈ D∗ byM ⊆ K ⊆ D∗.
Substitutingw∗ = w¯ and u∗ = u¯ in (28), we define another Lyapunov function
V¯ (z) = ‖η(z)‖2 + 1
2
‖z − z¯‖2. (33)
Then V¯ (z) is continuously differentiable and V¯ (z¯) = 0. Noting that
lim
k→∞(w(tk)
T , u(tk)T )T = (w¯T , u¯T )T ,
we therefore have limk→∞ V¯ (w(tk)T , u(tk)T )T = V¯ (w¯, u¯).
So, ∀ϵ > 0 there exists q > 0 such that for all t ≥ tq, we have V¯ (z(t)) < ϵ. Similarly, we can obtain dV¯ (z(t))dt ≤ 0. It
follows that for t ≥ tq,
1
2
‖z(t)− z¯‖2 ≤ V¯ (z(t)) ≤ ϵ.
It follows that limt→∞ ‖z(t)− z¯‖ = 0 and limt→∞ z(t) = z¯. Therefore, the proposed neural network in (19)–(20) is globally
convergent to an equilibrium point z¯ = (w¯T , u¯T )T , where w¯ is the optimal solution of (12)–(13). 
As an immediate corollary of Theorem 3.4, we can get the following result.
Corollary 3.5. Assume that the hypothesis of Lemma 3.3 is satisfied. If D∗ = {(w∗T , u∗T )T }, then the neural
network (19)–(20) for solving (12)–(13) is globally asymptotically stable to the unique equilibrium point z∗ = (w∗T , u∗T )T .
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Fig. 1. Phase diagram of x(t)with eight different initial points of the neural network (19)–(20) in Example 4.1.
4. Simulation experiments
In order to demonstrate the effectiveness and efficiency of the proposed neural network, in this section, we test several
examples by using our neural network (19)–(20). For each test problem, we also compare the numerical performance of
the proposed neural network with various values of initial states. The simulation is conducted on Matlab 7, the ordinary
differential equation solver engaged is ode45s.
Example 4.1 ([27]).
min
x
max
y
f (x, y) =
x1x2y1
y2

T 1 1 1 21 1 3 40 1 −1 −2
1 0 −2 −4

x1x2y1
y2
+
123
4

T x1x2y1
y2
 ,
subject to

1 ≤ x1 + 2x2 + y1 + y2 ≤ 5,
0 ≤ x1, x2, y1, y2 ≤ 5.
The optimal solution to this problem is x∗ = (0, 0)T and y∗ = (1.5, 0)T . We apply the proposed neural network in
(19)–(20) to solve this saddle point problem. Simulation results show that the trajectory of (19)–(20) with any initial point
is always convergent to z∗ = (x∗T , y∗T , u1∗T , u2∗T )T . For example, Figs. 1 and 2 display the phase diagrams of state variables
(x1(t), x2(t))T and (y1(t), y2(t))T based on (19)–(20) with eight different initial points, respectively. It is easy to verify that
whether or not an initial point is taken inside or outside the feasible region, the proposed network always converges to the
theoretical optimal solution (x∗T , y∗T )T .
Example 4.2 ([18]).
min
x
max
y
f (x, y) = x21 − y1 − 2y2 − y23
subject to
−y1 − 2y2 ≤ 0.
The set consisted of all optimal solutions for this problem is
EN = {(x1, y1, y2, y3)T |x1 = y3 = 0, y1 + 2y2 = 0}.
All simulation results show that the output trajectory (x(t)T , y(t)T )T of the proposed neural network model converges
to an optimal solution of this problem. Figs. 3 and 4 display the convergence with two random initial points, which are
z1,0 = (1,−1, 1,−1, 1)T and z2,0 = (1, 2, 3, 4, 5)T . According to the convergence of x1(t), y3(t) and y1(t) + 2y2(t) we
conclude that the output trajectories of the proposed neural network model converge to an element of EN . Table 1 shows
the convergence of the state trajectory z(t)with two varying initial points.
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Fig. 2. Phase diagram of y(t)with eight different initial points of the neural network (19)–(20) in Example 4.1.
Fig. 3. The convergence of x1, y3 and y1 + 2y2 with the initial point z1,0 in Example 4.2.
Table 1
Computed solution for model (19)–(20) and CPU times for Example 4.2 starting
with two random initial points.
The initial point The limit point CPU time (s)
z1,0 (0.00,−1.20, 0.60, 0.00, 1.00)T 0.0312
z2,0 (0.00, 0.40,−0.20, 0.00, 1.00)T 0.0468
Example 4.3 ([25]). Consider problem (1)–(2) with c1 = c2 = (0, 0)T , x = (x1, x2)T ≥ 0, y = (y1, y2)T ≥ 0, and
Q11 =

2 −1
−1 1
2

, Q12 =
 12 −12
−1
2
1
 , Q22 =  12 −1−1 2

,
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Fig. 4. The convergence behavior of x1, y3 and y1 + 2y2 with the initial point z2,0 in Example 4.2.
Fig. 5. The convergence behavior of x1, x2, y1 and y2 with the initial point z1,0 in Example 4.3.
such that Q21 = Q T12. This problem has an infinite number of saddle points x∗ = (0, 0)T and y∗ = (2r, r)T (r ≥ 0).
All simulation results show that the output trajectory (x(t)T , y(t)T )T of the proposed neural network model converges
to an optimal solution of this problem. Figs. 5 and 6 display the convergence with two random initial points z1,0 =
(1, 1, 1, 1, 1, 1, 1, 1)T and z2,0 = (3,−2, 1, 0,−1, 2,−3, 4)T converging to solutions (x∗T , y∗T )T = (0, 0, 1.34, 0.67)T and
(x∗T , y∗T )T = (0, 0, 2.06, 1.03)T , respectively.
Example 4.4 ([27]).
min
x
max
y
f (x, y) = x21 + x2 + x3 − y21
subject to
−x2 − x3 ≤ 0.
The set consisting of all optimal solutions for this problem is
EN = {(x1, x2, x3, y1)T |x1 = y1 = 0, x2 + x3 = 0}.
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Fig. 6. The convergence behavior of x1, x2, y1 and y2 with the initial point z2,0 in Example 4.3.
Fig. 7. The convergence behavior of x1, y1 and x2 + x3 with the initial point z1,0 in Example 4.4.
Table 2
Computed solution for model (19)–(20) and CPU times for Example 4.4 starting
with two random initial points.
The initial point The limit point CPU time (s)
z1,0 (0.00, 2.00,−2.00, 0.00, 1.00)T 0.0780
z2,0 (0.00, 0.50,−0.50, 0.00, 1.00)T 0.0624
All simulation results show that the output trajectory (x(t)T , y(t)T )T of the proposed neural network model converges
to an optimal solution of this problem. Figs. 7 and 8 display the convergence with two random initial points, which are
z1,0 = (−2, 2,−2, 2,−2)T and z2,0 = (5, 4, 3, 2, 1)T . According to the convergence of x1(t), y1(t) and x2(t) + x3(t), we
conclude that the output trajectories of the proposed neural network model converge to an element of EN . Table 2 shows
the convergence of the state trajectory z(t)with the two varying initial points.
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Fig. 8. The convergence behavior of x1, y1 and x2 + x3 with the initial point z2,0 in Example 4.4.
Fig. 9. Transient behavior x(t) of the proposed neural network with 20 different initial points in Example 4.5.
Example 4.5 ([26]).
min
x
max
y
f (x, y) = 2x21 + 2x22 + x23 + 2x1x2 + 2x1x3 − y21 − 0.5y22 − y23 − 0.5y24
− x1y1 − x2y2 − x3y3 − x4y4 − x1y4 + y1y2 − y3y4 − 8x1 − 6x2 − 4x3 + y1 + 3y2 − y3 + y4
subject to
0 ≤ x ≤ 3, 0 ≤ y ≤ 2.
This has a unique solution x∗ = (1, 1.5, 1)T and y∗ = (1, 2, 0, 0)T . Theorem 3.4 and Corollary 3.5 guarantee that the stated
model in (19)–(20) converges globally to z∗. Figs. 9 and 10 display the transient behavior of the proposed network with 20
different initial points. The convergence behavior of the l2 norm error between z(t) and z∗(t) is also shown in Fig. 11.
Example 4.6 ([26]).
min
x
max
y
f (x, y) = (x1 − x2)2 − (x1 − x2)(y1 − y2)− (y1 − y2)2
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Fig. 10. Transient behavior y(t) of the proposed neural network with 20 different initial points in Example 4.5.
Fig. 11. The convergence behavior of ‖z(t)− z∗‖2 in Example 4.5.
subject to
x ≥ 0, y ≥ 0.
This has infinite saddle points x∗ = (p, p)T (p ≥ 0) and y∗ = (r, r)T (r ≥ 0). All simulation results show that
the output trajectory (x(t)T , y(t)T )T of the proposed neural network model converges to an optimal solution of this
problem. Figs. 12 and 13 display the convergence with two random initial points z1,0 = (−1, 2,−3, 4,−5, 6,−7, 8)T
and z2,0 = (2,−2, 2,−2, 2,−2, 2,−2)T , converging to solutions (x∗T , y∗T )T = (2.24, 2.24, 4.2, 4.2)T and (x∗T , y∗T )T =
(0.42, 0.42, 1.02, 1.02)T , respectively.
5. Conclusion
In this paper, we have proposed a new neural network for solving DQM problems; the equilibrium point of the proposed
neural network is equivalent to the solution of DQM problems. On the basis of the Lyapunov stability theory and LaSalle
invariance principle, we prove strictly the asymptotic stability of the proposed network. From any initial point, the trajectory
of this network converges to an optimal solution of the original programming problem. Compared with those of the neural
networks available, the structure of the proposed network is reliable and efficient. The other advantages of the proposed
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Fig. 12. The convergence behavior of x1, x2, y1 , and y2 with the initial point z1,0 in Example 4.6.
Fig. 13. The convergence behavior of x1, x2, y1 , and y2 with the initial point z2,0 in Example 4.6.
neural network are that it can be implemented without a penalty parameter and can be convergent to an exact solution to
DQMproblem. The results obtained are highly valuable in both theory and practice for solvingDQMproblems in engineering.
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