Abstract--In this paper, we consider singular differential and difference operators of the form
INTRODUCTION
Let n E N. In this paper, we study spectral properties of the one-term difference operator b(y)k+n -(-1)~ A ~ (ra:ZX'%,),
tu k where k E J := [no, co), no E N, the sequences r~ 1 and wk are positive, real, and summable on J. In particular, we look for necessary conditions which guarantee that the spectrum of any self-adjoint extension of the minimal difference operator generated by b in the weighted Hilbert l~(J) space (with the inner product (y, z)w = ~j'wkyA.zk) is discrete and bounded below--the so-called property BD according to the terminology introduced by Hinton and Lewis [1] . This work is motivated by the results obtained for the continuous (or differential) counterpart of b, namely by the one-term differential operator (2) Author was supported by Grants 201/98/0677 and 201/99/0295 (GA (~R). Prague. The author wishes to express special thanks to Professor O. Do~13~ for providing him fruitful consultations during the preparation of this paper.
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Typeset by ~43/gS-TF/\ PII: S0898-1221(01)00170. -5 where t ~ I := [a, oc), a ~ R, and 7 "-1, "tv c Lloc(/) are positive real functions. A comprehensive treatment of the spectral theory of singular differential operators (:an be found, e.g., in the books of Glazman [2] , Naimark [3] , and \Veidmann [4] . Tka.chenko-Lewis' [2, 5] and independently Kalyabin's [6] classical result states that if w(t) -1, then ~. has BD iff lira t 2T~-1 j"~ 1
Later Ahlbrandt et aL [7] extended the above result for the weight functions "u,(t) = t -~*, (~ ¢ {1,a,... ,2~, -1} as follows: m has BD ill" lira t '2'~-l-c' ds = O.
The case of remaining as, including (4), was resolved by DoglS" [8] : 'rn has BD lit" j/t '°° S 2rt-i-~t lira in t --ds = 0.
\Veight functions other than the powers oft (e.g., w(t) -t ~ In f~ t, t ~ e "re, t,, fl, 7 E IR) were included for the fburth-order operators (~z = 2) by Fiedler [9] , and Dogl3;" and Hilscher [10, 11] . Note that the above conditions are necessary and sufficient for m to possess property BD. Necessary conditions for BD involve no restriction on the particular form of the weight function w(t) [12 14] . Related results can be found in the papers of Ewans, Kwong and Zettl [15, 16] and Hinton and Lewis [17] , inch|fling some extensions to the differential operators with middle terms 
12=0
The investigation of the spectral properties of difference operators has a rather short history, initiated by the paper of Hinton and Lewis [18] , although tile basic facts from the spectral theory of linear difference operators can already be found in the book [19] by Atkinson. In [20] , Doll9 1)roved that if w/,: _ 1 and ~oo v~l < oo, then the operator b given by (1) has BD iff lira k: (2~-1) fi __1 0,
I,:--+ cx~ ?'j j=k where k (~) is the usual factorial function; see Section 3. Sufficiency part was then extended for weights 'u,~, -t -(~1, c; ~ {1, 3,..., 2,~. -1}, by Pefia [21] .
The ~fim of this paper is to find BD criteria for the operator b, as well as for the difference operators with middle terms
The organizalAon of the paper is as follows. In Section 2, we present some basic results Dora the oscillatkm and spectral theories of singular differential operators of the form (2), (6) . \¥e will complete some BD criteria known for the fourth-order differential operators. Using the recently developed oscillation theory of difference equations associated with (1), (8) , we derive in Section 3 BD criteria also for these operators. Hence, we may easily see the discrepancies between tile continuous and discrete cases.
To be strictly consistent with the mathematical terminology, one would have to use the term diflbrential "expression" instead of dillerential "operator", since no domain has been specified.
However, we are interested in any self-adjoint extension generated by m, M, b, B, respectively, in an appropriate Hilbert space, so there is no danger of confusion in the terminology. Also, it will be clear from the context, whether r,,(t), y(t) are functions of the variable t (in the continuous case), or whether "k , Yk are sequences (in the discrete case).
THE CASE OF DIFFERENTIAL OPERATORS
In this section, we present basic facts of the oscillation and spectral theories of singular differential operators.
Basis
Consider the formally self-adjoint differential expression M(y) defined by (6) , where t E [a, oc), Moreover, all self-adjoint extensions of L0 have the same essential spectrum (a~ = continuous spectrum + cluster points of discrete spectrum). One of the tasks of the spectral theory of singular differential operators is to find conditions when ~r¢(K) is empty; i.e., all Ks have spectrmn which is discrete and bounded below = property BD. This means, roughly speaking, that the singular operator behaves like a regular one, since it is known that the spectrum of regular operators consists only of eigenvalues of finite multiplicities with the only possible cluster point at oc.
Characterization of property BD of M is given via the oscillation theory of the self-adjoint equation 2///(y) = 0, i.e., of
p=0 Two points tl, t2 E I are said to be conjugate relative to (9) if there exists a nontrivial solution y of this equation for which y(')(tl) = 0 = y(')(t2), ~ = 0,...,n -1. Equation (9) is said to be nonoseillatory if there exists c E I such that the interval (c, oo) contains no pair of points conjugate relative to (9) . In the opposite case, (9) is said to be oscillatory. The following theorem [2] is one of our fundamental tools. Hence, oscillation criteria for (9) are necessary conditions for M to have property BD, while nonoscillation criteria for (9) are sufficient conditions for M to have property BD.
Linear Hamiltonian Systems
Self-adjoint equations (9) are closely related to linear Hamiltonian systems [22 24] x' :
where A, B, C are n × n-matrix functions, B(t) = diag{0,...,r~l(t)}, C(t) -diag{r0(t),..., r~_~(t)}, and A(t) is the constant matrix with the only nonzero entries equal to 1 right above the diagonal. Let y be a solution of (9) and set x = (y[01,..., y[,-ll)T, u = (y[2~-~l,..., y[~l)X where y[-I are the quasiderivatives of y [4] . Then (x, u) is a solution of (10) and we say that (x,u) is generated by y. When speaking about solutions of (10), we adopt a usual agreement that the vector solutions are denoted by the small letters and the matrix solutions by the capital ones. A solution (X, U) of (10) is said to be isotrvpic [22] provided XXU is a symmetric matrix. An isotropic solution (X, U) of (10) is said to be principal at cx~ if X is nonsingular for large t
and {ft X_I(s)B(s)XT_I(s) ds}_ 1 --+ 0 as t -~ oo.
The solution (2, U) of (10) which is linearly independent of (X, U), in the sense that any solution of (10) can be expressed as a linear combination of (X, U) and (2, U), is called nonprincipal at oc. A system Yl,..., Y~ of solutions of (9) is said to form the principal (nonprincipal) system at oc if the solution (X, U) of the corresponding linear Hamiltonian system (10) whose columns are generated by Yl .... , Y.,~ is principal (nonprincipal) at oo. A principal (nonprincipal) system of solutions at oo exists whenever (9) is nonoscillatory. If XTU -U~-X = I, then Yl,..., Y,~, yl,..., ~)~ is called the normalized system of solutions of (9) . Besides the definition of (non)oscillation for linear differential equations defined by means of (non)existence of an arbitrarily large pair of conjugate points, we will need for the full-term operators another (stronger) definition of oscillation properties, introduced by Nehari and Levin. To distinguish these concepts from the above given ones, we shall speak about N-disconjugacy, N-nonoscillation, etc. Consider a linear differential equation of nth-order lJ (rt) @ p,~_l(/~)y (n-l) ~-''" @ ])0(t)ff = 0, (11) where p~, c C(I). This equation is said to be N-disconjugate on an interval I0 C_ I whenever every nontrivial solution of (11) has at most n -1 zeros in I0, every zero counted according to its multiplicity. Equation (11) is said to be N-nonoscillatory if there exists c C I such that this equation is N-disconjugate on (c, +oc). Observe that for one-term operators (2), this new concept coincides with the previous one.
Oscillation Criteria and Reciprocity Principle
The fbllowing oscillation criteria concern the differential equation M(y) + q(t)y = 0 with w(t) -= 1, i.e.:
Equation (12) is viewed as a perturbation of equation (9) . The theorem below says that (12) is oscillatory provided the function q(t) if sufficiently negative. (12) is oscillatoo:
THEOREM 2. Suppose that either (9) is nonoscillatoiy and eventually q(t) < O, or equation (9) is N-nonoscillatoiy with no restriction on the function q( t
The special case of the above theorem (the two-terin equation re(y) + q(y)y -()) was treated in [12, 25] and the proof of this more general version is essentially the same. In our applications (Theorems 3, 4), we have q = -r~ < 0, so that the sign assmnption on q holds automatically.
In [22, Chap. II] , it is shown that if (9) is disconjugate on I, then the operator M admits a
where L is the nth-order differential operator
L(y) -y(') +q,~ ,(t)y ('~-') +...+qo(t)y
and L* is the adjoint of L. The coefficients q,~(t) of L can be obtained fi'orn the last row of a solution to the Riccati matrix differential equation associated with (10); see [22] . An important tool in the spectral theory is the following reciprocity l)rinciple [14, 26] .
THEOREM 3. Suppose that equation (9) is nonoseillatory and let (13) 1)e its factorization. Then tile equation L* (,'n(t) L(y)) = w(t)y (14)
is nonoscillatorv iff the reciprocal equation
is nonoscillatory.
Property BD
Using Theorems 2 and 3, it is easy to show a necessary condition for M to have l)rOllerty BD [14] .
THEOREM 4. Suppose that equation (9) is nonoscillatow and let (13) In the above theorem, equation (15) 
is viewed as a perturbation of equation (16). If 34 is the one-term operator 'm, equation (16) is of the form ((1/w(t))z("~))('~
= 0, for which it is easy to find the principal and nonprincipal systems of solutions [27] . If we substitute c = ei = (0 .... ,1,..., 0) v, then we obtain the following corollary [8] . (2) has property BD, then for any i ~ {1,...,n}, we have
#(t) foo z~(s)
In [8, 10, 11] , the authors formulate Theorem 4 and Corollary 1 also for the so-called ordered <q,sterr~ of sohltions of (9) . Such a system exists whenever (9) is N-nonoscillatory [22] .
Criteria of the form (17) are shown to be also sufficient for BD of the operator rn under an additional assumption on the nonoscillation of a certain associated (2n -2)-order differential equation [8] . For the fburth-order operators (n = 2), this is a second-order equation, whose nonoscillation can be determined, e.g., by the classical Leighton-Wintner criteria [10, 11] . The result then depends only on the growth properties of the weight function w. Namely, we have to distinguish the cases depending on whether we choose i = 1 o1' i -2 in (18) . Observe that the constant in flont of tile limit in (19) indicates that this criterion gives no result for c~' ~ -1, i.e., for w(t) -1/t. The same holds for fl ~ 0 in Part (iii). (ii) Let w(t) = 1/t (o = -1). Then the operator m2(9) ~ t (r(t)p")" has property BD iff In contrast to the continuous theory, we assume that the leading coefficient satisfies only r) '] ¢; 0 for all k (we will see in Section 3.4 that for one-term operators, we are forced to have rk > 0). As in Section 2, the operator B and its adjoint B0 := B* are called the mazimal and the minimal difference operator generated by the difference expression on the right-hand side of (8) . We say that B has property BD if any self-adjoint extension of B0 has spectrum discrete and bounded below.
Consider the 2nth-order Sturm-Liouville difference equation
Oscillation properties of this equation are defined via the concept of generalized zero points of multiplicity n; see [28, 29] . An integer k + 1 is called the generalized zero point of multiplicity m of a solution y of (20) 
for all sequences y with Yk = 0 for k < N + n -1 and with only tinite number oY nonzero entries.
Linear Hamiltonian Difference Systems
Sturm-Liouville difference equation (20) is a special case of the linear Hamiltonian difference system [30, 31] r (21)
with similar coefficient matrices Ak, Bk, Ck as in Section 2.2. To solve (21) in the forward direction, it is commonly assumed that I -Ak is nonsingular with .5.k := (I -Ak) -1. We use the same terminology as in the case of differential systems. A solution (x, u) of (21) is generated by the solution Yk of (20) ifxk = (y~O) ...,y(n-1)~m,k J uk= ~ kty(2,,-1),...,y(~))Tk where y~'): are the quasidifferences of Yk [28] . An n × n-matrix solution (X, U) of (21) is called a conjoined basis if xTu --uTx = 0 and rank(~ ) = n. System (21) is said to be eventually controllable [32, 33] if there exists N E N such that for every k _> N, there is g(k) E N with the property that if a solution (x, u) of (21) see [34] . Any conjoined basis (2, I)) of (21) of (20) generates the recessive (dominant) solution of (21), we say that it is the recessive (dominanQ system of solutions of (20) .
Another concept of disconjugacy is an analog of N-(non)oscillation for differential equations• Equation (20) is said to be N-nonoseillatory (in [33] , it is used eventually disconjugate) provided there exists N ~ N such that no nontrivial solution of this equation has more than 2n -1 generalized zeros (counting multiplicity) in IN, oo). By [35] , this is equivalent to the existence of the so-called D-Marker system of solutions of (20); i.e., the 2n Casoratians
• 
Oscillation Criteria and Reciprocity Principle
See [33] for the following oscillation theorem. is nonoscillatory iff the generalized reciprocal equation (1 ) k+n is nonoscillatory.
Property BD
The main contribution of this paper is the following necessary condition for property BD of the full-term difference operator B. ,onoscillatory a,,d let 4'1,..., ~;,,1 ~,,d 4 Let (X, U) and (2, U) denote the corresponding recessive and dominant solutions of the linear Hamiltonian difference, system associated with (27) and denote /~k := diag{0,...,wk}. If the operator B given by (8) has property BD in l~, then for any c = (cl,... ,c,~)--e R", we have = -AoC = -2 < -1, so that equation (30) with A := A0 is oscillatory. This gives the desired contradiction. In an analogous way, we prove the necessity of (29) . 1
THEO.~M S. S,ppos,, that (20) is
Observe that the one-term operator b is N-nonoscillatory if rk > 0. Also note that we may take Qk -0 to be the solution of the associated Riccati matrix difference equation (24) . Hence, d~ = r~, > 0 in this case. Equation (27) ''''' ~n] be as in Theorem S, such that they form a normalized system of solutions of (27) . If the one-term operator b given by (1) has property BD in l~, then for any i c {1,..., n}, we have 
k--*oo C k rj+n
