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Abstract—Precise trajectory prediction of surrounding vehi-
cles is critical for decision-making of autonomous vehicles and
learning-based approaches are well recognized for the robust-
ness. However, state-of-the-art learning-based methods ignore
1) the feasibility of the vehicle’s multi-modal state information
for prediction and 2) the mutual exclusive relationship between
the global traffic scene receptive fields and the local position
resolution when modeling vehicles’ interactions, which may
influence prediction accuracy. Therefore, we propose a vehicle-
descriptor based LSTM model with the dilated convolutional
social pooling (VD+DCS-LSTM) to cope with the above issues.
First, each vehicle’s multi-modal state information is employed
as our model’s input and a new vehicle descriptor encoded by
stacked sparse auto-encoders is proposed to reflect the deep
interactive relationships between various states, achieving the
optimal feature extraction and effective use of multi-modal
inputs. Secondly, the LSTM encoder is used to encode the
historical sequences composed of the vehicle descriptor and
a novel dilated convolutional social pooling is proposed to
improve modeling vehicles’ spatial interactions. Thirdly, the
LSTM decoder is used to predict the probability distribution
of future trajectories based on maneuvers. The validity of the
overall model was verified over the NGSIM US-101 and I-80
datasets and our method outperforms the latest benchmark.
I. INTRODUCTION
During the development of autonomous driving, au-
tonomous vehicles must go through complex traffic scenarios
with vehicles driven by human drivers. In order to ensure
that vehicles can drive safely and efficiently, autonomous
vehicles must be capable of understanding the driving be-
havior of other vehicles and predicting the future trajectory
of surrounding vehicles to achieve dynamic balance in traffic
scenarios. Trajectory prediction is a process of inferring the
future trajectory of a predicted vehicle based on historical
information.
In the early days, many researches adopted Bayesian
formula [1], Monte Carlo simulation [2] and hidden Markov
models (HMMs) [3] such model-based methods for vehicle
trajectory prediction. However, these methods are very sen-
sitive to dynamic environments and it is difficult to obtain
satisfactory accuracy in long-term prediction. In order to
improve the predictive performance in the long time-domain,
many researches have proposed learning-based methods. The
trajectory sequence is a time sequence, therefore most of the
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researches [4] [5] [6] [7] [8] [9] have used recurrent neural
networks that are good at dealing with time sequences prob-
lems for trajectory prediction, which significantly enhances
the predictive accuracy.
However, most of the recent learning-based researches only
takes the trajectory positions of the vehicle as the model’s
input and do not utilize the vehicle’s multi-modal state
information. Obviously, this kind of input cannot accurately
describe the vehicle’s instantaneous motion states. A very
intuitive idea is that the more detailed historical information
we get, the more we can fully understand the surrounding
traffic scene of the predicted vehicle, consequently making a
more reasonable and accurate trajectory prediction. Actually,
there are many factors that can influence driving behavior.
The first category is the driver’s own factors, including
physical and psychological factors [10]. The second category
corresponds to traffic conditions, such as the type and size
of surrounding vehicles [11]. The third category of factors
affecting driving behavior is related to the kinematics of the
vehicle, such as position, speed, acceleration and heading
angle, etc [12]. Therefore, we expand input information with
the latter two factors in this article to make our multi-modal
state input as detailed as possible. While, when there are
many features in the input and the interaction relationship
between features is not clear, it is difficult for us to extract
features artificially. Simple features can be selected and
extracted manually. However, the more abstract deep features
cannot be filtered and extracted artificially, but can only be
extracted automatically by an autoencoder [13] [14]. Du et
al. [15] uses a stacked convolution denoising auto-encoder
to automatically learn deep-level features from complex
input images and improve the performance of subsequent
support vector machine classifiers. Lei et al. [16] applied
deep auto-encoders to directly learn features from signals for
classification. Therefore, we introduce stacked sparse auto-
encoders (SSAE) to automatically extract deep and high-level
features from input data.
In addition, all vehicles in the same traffic scene form an
interdependent whole and their motions affect each other’s
decisions. Therefore, the spatial interaction between vehicles
is very important for trajectory prediction. When considering
the interaction between vehicles, not only do we need to
focus on the exact local interactive location but also we
need to expand the receptive field of the global scene.
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Alahi et al. [4] proposed social-LSTM, which applies social
pooling to model the interaction between pedestrians. But
this method doesn’t directly utilize the spatial relationship
between agents. Deo et al. [6] utilized the spatial relationship
by convolutional layers, but used the max-pooling layer to
reduce the resolution and expand the receptive field simul-
taneously. However, this method reduces the accuracy of
local positions. It can be seen that these existing methods
didn’t solve the mutual exclusive problem between the global
scene receptive field and the local position resolution when
modeling interaction aware models.
Recently, some researches have studied methods to deal
with conflicts between large receptive fields and high-
resolution prediction needs. Ronneberger et al. [17] proposed
to use repeated upper convolutional layers to recover the
lost resolution, while performing global perspective from
the downsampling layer. The deconvolutional layer [18] can
reduce the loss of information, but the additional complexity
and execution delay may not be suitable for all situations. Yu
et al. [19] has developed a new convolutional network module
for dense prediction using dilated convolutions, without pool-
ing or subsampling, which can aggregate large-scale context
information without losing resolution, improving the accu-
racy of semantic segmentation. Zhen et al. [20] designed a
dilated convolutional neural network architecture to increase
the acceptance domain of each convolution. Consequently,
we propose a novel dilated convolutional social pooling to
extract interactive features in this paper.
Finally, in this paper we propose a vehicle-descriptor based
LSTM model with the dilated convolutional social pooling
(VD+DCS-LSTM) for trajectory prediction in a highway
scene. To summarize our main contributions as follows:
1. We propose a novel vehicle descriptor to achieve op-
timal feature representation of each vehicle’s transient
multi-modal state information. In this article, we expand
our inputs with additional state information (e.g. speed,
acceleration, heading angle, vehicle’s type, etc) and
introduce SSAE to automatically extract features from
diverse, inconsistent and ambiguous inputs to form an
effective and deep feature representation – vehicle de-
scriptor, which reflects the interaction between various
states.
2. In order to balance the accuracy of the local interaction
position and the perception range of the global traffic
scene, we propose a new social pooling method, which
introduces a new dilated convolutional network structure
to encode the social vector in the road occupancy map
to extract the spatial interaction features.
We use the NGSIM US-101 and I-80 datasets to validate
our model. The results show that our method is better than the
existing benchmark model, which confirms the effectiveness
of our method.
II. PROBLEM FORMULATION
In this paper, we describe the trajectory prediction problem
as predicting the probability distribution of the trajectory
position of the host vehicle in the future time range based on
the historical states information of the predicted vehicle and
surrounding vehicles.
In order to conveniently represent the vehicle’s motion
parameters, we use a fixed frame of reference, with the origin
fixed at the predicted vehicle at instant t, as shown in the
Fig.2. The y-axis points to the direction of motion of the
highway and the x-axis is perpendicular to the y-axis. For
each trajectory, we divide it into 8 parts. The first 3s (th = 3s)
represents the historical trajectory and the last 5s (tf = 5s)
represents the predicted trajectory. Finally, the input of the
model is expressed as:
X = [x(t−th), ..., x(t−1), x(t)]
where,
x(t) = [s
(t)
0 , s
(t)
1 , ..., s
(t)
n ]
x(t) is the set of states of the predicted vehicle and
its surrounding vehicles in the occupancy map at t. s(t)n
represents the multi-modal states of the nth vehicle at t. n
represents the number of vehicles in the predicted vehicle
interactive neighborhood.
The completeness of the model’s input greatly affects the
accuracy of trajectory prediction. In the past, the vehicle’s
position coordinates were often used as input, which could
not accurately describe the transient state of the vehicle.
Therefore, we add input information in this article. Corre-
sponding to each time instant t in the historical time-domain
th, we input the vehicle’s position coordinates, instantaneous
speed, acceleration, heading angle, current lane ID and other
kinematic states and the inherent static states such as the type
and size of the vehicle to describe the transient state s of the
vehicle as detailed as possible.
s = [x, y,∆x, v, a, ψ,W,L,C, ID] (1)
With the increase of vehicle states of the input, we need
to consider the interaction of various states in the implicit
space. Fig. 1 vividly shows the vehicle’s multi-modal state
information and their interactive relationships contained in
the input of this article.
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Fig. 1. Multi-modal state input information of the vehicle
For every input frame of each vehicle, a total of 10 status
features are passed into the model and Table I shows the
physical meaning of the features of each dimension of the
transient state s.
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Fig. 2. Our Proposed Model: The historical state encoder encodes the historical multi-modal state information and dilated social pooling layers model
spatial interactions of all vehicles in the road occupancy map to form a social context vector. After the maneuver recognition module, the maneuver vector
is concatenated with the social context vector to become a complete context vector passed into the LSTM decoder. Finally, the LSTM decoder outputs the
probability distribution of the trajectory position at each instant t in the future.
TABLE I
MULTI-MODAL FEATURES FOR ONE INPUT FRAME
Feature Description
x Local lateral coordinate
y Local longitudinal coordinate
∆x Lateral distance to the current lane center
v Instantaneous velocity of the vehicle
a Instantaneous acceleration of the vehicle
ψ Instantaneous heading angle of the vehicle
W Width of the vehicle
L Length of the vehicle
C Class of the vehicle
ID Current lane ID of the vehicle
Among them, the heading angle of the vehicle can be
calculated from the position coordinates (x, y) of the vehicle:
ψ = arctan
(
x(t) − x(t−3)
y(t) − y(t−3)
)
By entering the transient multi-modal states s for each
instant, we provide the model with as comprehensive infor-
mation as possible for each vehicle.
The model outputs a probability distribution of locations
at each frame over the predicted time-domain tf :
Y = [y(t+1), ..., y(t+tf )]
where,
y(t+1) = [x(t+1), y(t+1)]
is the future position coordinates of the predicted vehicle at
the instant t+ 1.
III. MODEL
Our proposed model consists of a multi-modal state encod-
ing module, an LSTM encoder, dilated convolutional social
pooling layers and a maneuver-based LSTM decoder. It is
shown in Fig. 2.
A. Multi-modal state encoding module
1) Data preprocess: For each vehicle, at the instant t, the
input multi-modal state information is s as given in Equ. 1. It
can be seen that the raw input data s has the characteristics
of diversity, inconsistency and redundancy, so we need to
preprocess it.
In order to make the weight of the impact of the input of
each dimension on the objective function consistent, we use
the Min-Max normalization [21] to map the data to the range
of [0,1] uniformly to get the normalized data s
′
. Then, in
order to remove redundant information in the data and reduce
the correlation between each dimension of the input data, we
use the ZCA (Zero-phase Component Analysis) whitening
transformation on s
′
to get s
′′
.
2) Stacked Sparse Auto-Encoders: The features of the
input data significantly affect the performance of trajectory
prediction. The past methods usually only take the vehicle’s
position coordinates as the input of the model and rely on
artificial design to obtain features. However, in this article,
we input complex multi-modal high-dimensional data and
cannot obtain deep features through artificial means. There-
fore, we introduce a deep learning based modelâA˘Tˇa stacked
sparse auto-encoder (SSAE) to perform unsupervised feature
extraction on the whitened data s
′′
. SSAE is a deep neural
network composed of several auto-encoder structural units
with sparse representation constraints, as shown in Fig.3.
The auto-encoder includes two processes of encoding
and decoding. Firstly, the input data obtains a new feature
representation through the encoder and then the new feature
representation is processed by the decoder to obtain the
output. After each complete processing, the error must be
back-propagated and continuously optimized, so that the
output and input are as similar as possible. The increase in
the number of layers of the auto-encoder can make the feature
representation learned from the original data deeper. Adding
the sparse representation constraints can enable the auto-
encoder to get more compact data expression and improve
the generalization ability of the model.
During training, given a data set of N samples S
′′
=
[s
′′
1 , s
′′
2 , ..., s
′′
i , ..., s
′′
N ], for each sample s
′′
i in S
′′
, we can ob-
tain a corresponding deep feature representation âA˘Tˇ vehicle
descriptor di trough the encoder of the SSAE model, there-
fore a new feature encoding set D = [d1, d2, ..., di, ..., dN ]
is formed. We take the first layer of the SSAE model as an
example to illustrate the encoding and decoding process.
F 1 = f1(W 1S
′′
+B(in,1)) (2)
Z = g1(W 1TF 1 +B(1,out)) ≈ S′′ (3)
where, S
′′ ∈ Rn (n is the number of neurons in the
input layer) represents a set of input samples of the encoder,
F 1 /∈ Rn represents a set of hidden feature expressions
for the decoder’s reconstructed samples and Z is the set of
reconstructed samples; f1 and g1 respectively represent the
activation function of the input layer and the hidden layer,
which are relu and linear functions respectively; W 1 and
B(in,1) are the weight matrix and bias vector from input
layer to hidden layer respectively; W 1T and B(1,out) are the
corresponding coefficient from hidden layer to output layer.
Similarly, for the kth layer, there are:
F k = fk(W kF k−1 +B(k−1,k)) (4)
Zk−1 = gk(W kTF k +B(k,k−1)) ≈ F k−1 (5)
. . .. . . .
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Fig. 3. Structure of the SSAE Model
By adjusting the parameter set Φ of the SSAE model, we
want to make S
′′
and Z as approximate as possible. After
adding the sparse representation constraints, the mathematical
expression of our loss function is as follows:
Jsparse(Φ) = L(S
′′
, Z) + µρ(Φ) + λ||Φ||2 (6)
Among them, L(S
′′
, R) is the reconstruction error ex-
pressed in MSE form and ||Φ||2 is regularized term to avoid
overfitting. µ and λ are the weight coefficients for the sparse
penalty term and the regular term. ρ(Φ) is the sparse penalty
term, given as:
ρj =
1
N
N∑
i=1
di,j (7)
KL(ρ||ρj) = ρlog ρ
ρj
+ (1− ρ)log 1− ρ
1− ρj (8)
ρ(Φ) =
n∑
j=1
KL(ρ||ρj) (9)
where, N is the number of training samples, i represents
the ith sample in N samples, ρj represents the average
activation probability of the jth neuron in the hidden layer,
ρ is a hyper parameter with a particularly small preset value,
n is the number of hidden neurons,
By minimizing the loss function as given in Equ. 6, we
can reduce the reconstruction error and obtain the sparse
feature representation âA˘Tˇ the vehicle descriptor to represent
the deep and high-level features of the original multi-modal
input.
In this paper, we use the encoder part of the SSAEs model
on the multi-modal state input of each vehicle at any time
instant for feature selection and extraction to generate a
vehicle descriptor d , which will be passed to the next steps.
B. LSTM encoder
Now, we have obtained the vehicle descriptor d of each
vehicle at any time instant t. In this section, we will arrange
the vehicle descriptor d corresponding to each time instant
in the historical time-domain in chronological order to form
time sequence information H for each vehicle.
H = [d(t−th), ..., d(t−1), d(t)] (10)
LSTM networks are good at dealing with time sequences,
so we use LSTM networks to encode the input historical
information and mine the memory characteristics of trajec-
tory sequences H . At each time instant, the LSTM unit
reads the vehicle descriptor dt input at the current time
instant t and the hidden state h(t−1) passed at the previous
time to update the current hidden state h(t), that means,
h(t) = f(h(t−1), dt). In this way, the LSTM network learns
the rules from the historical trajectory sequence and encodes
the historical information of each vehicle into a fixed-length
context vector, which reflects the understanding and memory
of the historical trajectory of the vehicle by the LSTM
encoder. We record this vector describing the historical multi-
modal states of each vehicle as single vehicle context vector,
as shown in Fig. 2.
C. Dilated convolutional social pooling
In the common traffic scene, the motion of each vehicle
will affect the decisions of surrounding vehicles and all
the vehicles in the scene together form an interdependent,
dynamically balanced whole. Therefore, in order to obtain
better prediction accuracy, our model needs to capture the
interactive relationships between vehicles and dynamically
adjust the trajectory of the predicted vehicle according to the
movement of surrounding vehicles.
In order to model the interaction between vehicles, we
build a road occupancy map based on the vehicle occupancy
of the road. Due to the specification of the highway structure,
the road occupancy map is composed of block units of the
same size. The length of the block area is the average length
(15 feet) of an ordinary car and the width is set to the
width of the lane. In the horizontal aspect, we consider the
predicted vehicle’s lane and the four nearest left and right
lanes; in the longitudinal aspect, we use the predicted vehicle
as to the center and select 4 road occupancy units (60 feet)
forward and backward. Consequently, a road occupancy map
consisting of 9×5 rectangular block units is formed as shown
in Fig.2. Then, the single vehicle context vector of each
vehicle in the neighborhood will fill this map according to
the spatial position in the traffic scene to form a social vector.
Fig.2 gives a social vector visually. In this way, the historical
state information and spatial position of surrounding vehicles
are introduced into our model.
To a certain extent, the map is similar to an image, each
road block unit is equivalent to a pixel and the single vehicle
context vector at the corresponding position is equivalent to
the pixel value, so we can introduce common processing
mechanism for image information. To learn the spatial inter-
action between vehicles in the scene, we use convolutional
layers to process the social vector. Convolutional Social
Pooling [6] first introduced convolutional layers and max-
pooling layers on the social vector containing the histori-
cal information of the neighborhood vehicle. However, the
original pooling layer will cause the loss of local position
information and reduce the resolution.
For the trajectory prediction task, we need to capture not
only global information reflecting the driving scene but also
accurate local interaction position information. We want net-
works to have a larger field of view so that they can see larger
areas to make better decisions. At the same time, we hope
that the network can focus on the local interactive location
and reduce the loss of local accurate location features.
Therefore in this paper, we abandoned the pooling layer
and designed a novel dilated convolutional social pooling
architecture that extracts interactive features from the social
vector to form the social context vector. A typical working
process with dilated convolution is shown in Fig. 4. Our
social pooling layer is composed of three convolutional layers
as shown in Fig.2. By passing the social context vector to
the next component, the LSTM decoder can utilize useful
interactions from it and predict the future position of the
vehicle.
Fig. 4. Dilated-Convolution with a 3×3 kernel and dilation rate 2
D. Maneuver-based LSTM decoder
Due to the complexity of traffic scenes and the diversity of
driving styles, the driving trajectories of traffic participants
in actual scenes are often uncertain. To represent the inherent
uncertainty of the future trajectory, we use an LSTM decoder
to generate a probability distribution of vehicle positions in
the next tf time and five parameters of the binary Gaussian
distribution are used as the output of the decoder.
In addition, the generation of the actual trajectory is closely
related to the driving maneuver. If the driver’s maneuver is
not judged when making trajectory prediction, the output
result tends to the average of different maneuver trajectories,
which obviously does not conform to the actual scenario.
Therefore, we introduce a maneuver recognition module to
obtain the driver’s maneuvers to assist in trajectory predic-
tion.
In the highway driving scenario, there are three common
driving maneuvers: lanes keeping, changing lanes to the left
and right. In this article, we take the social context vector
as input I and use the Softmax function to calculate the
probabilities of three driving maneuvers P (mi|I). Among
them, mi(i = 1, 2, 3) respectively represents three types of
maneuvers. We specify the category with the highest prob-
ability as the correct maneuver and predict the probability
distribution of the future trajectory based on this maneuver.
The maneuver vector M is a one-hot vector output from the
maneuver recognition module. In order to predict the future
trajectory based on the maneuver, M is combined with the
social context vector to form a complete context vector as
the input of the LSTM decoder.
Consequently, our model estimates the probability distri-
bution P (O|I) of future trajectories based on maneuver.
P (O|I) =
∑
Pθ(O|mi, I)P (mi|I) (11)
where,
θ = [θ(t+1), ..., θ(t+tf )] (12)
corresponds to the parameters of the binary Gaussian distri-
bution of the predicted trajectory positions at each instant in
the future. It includes the mean and variance of the position
coordinates, reflecting the uncertainty of the predicted trajec-
tory. Finally, through training the model, we can determine
the parameters of the binary Gaussian distribution.
TABLE II
PERFORMANCE COMPARISON WITH BASELINE MODELS
Model 1s 2s 3s 4s 5s
CV [6] 0.73 1.78 3.13 4.78 6.68
C-VGMM + VIM [24] 0.66 1.56 2.75 4.24 5.99
GAIL-GRU [9] 0.69 1.51 2.55 3.65 4.71
S-LSTM [4] 0.65 1.31 2.16 3.25 4.55
M-LSTM [7] 0.58 1.26 2.12 3.24 4.66
VD+DCS-LSTM 0.57 1.22 2.01 2.99 4.23
E. Implementation details
In order to reduce the computational cost, we set the
downsampling rate to 2 over the NGSIM Dataset. We use
80% of the entire dataset as the training set and 20% as the
test set. Through end-to-end training, we want to minimize
the negative log likelihood loss as given in Equ. 13 across
all training data points.
Loss = −log
(∑
i
Pθ(O|mi, I)P (mi|I)
)
(13)
We use Adam [22] to train the model and set the learning
rate as 0.001. The LSTM encoder has a 64-dimensional state
and the decoder has a 128-dimensional state. The sizes of
the dilated convolutional social pooling layer are shown in
Fig.2. We use α = 0.1 for all layers activated by leaky-
ReLU. The model is implemented using PyTorch [23]. We
use the RMSE of the predicted trajectory and the true future
trajectory to evaluate our complete model, as done in [9].
IV. EXPERIMENT AND RESULTS
A. Compared models
We report the RMSE of the compared models listed in the
Table II over the prediction time range tf as done in [9]. In
this paper, we establish a set of comparative models base on
our model to verify the important role of each component of
our model as follows.
• DCS-LSTM: LSTM with dilated convolutional social
pooling.
• K-Model: DCS-LSTM with kinematic inputs s = [x, y,
∆x, v, a, ψ, ID].
• MM–Model: DCS-LSTM with multi-modal state inputs
s = [x, y, ∆x, v, a, ψ, ID, W, L, C].
• VD+DCS-LSTM (our proposed model): LSTM with
the vehicle descriptor and dilated convolutional social
pooling.
B. Results
Table II and Fig.5 shows the values of RMSE between
the predicted and actual trajectories of all baselines. From
the quantitative results in the Table II, we can see that our
model performs better than all other baseline models, proving
our model’s effectiveness.
We can see that the prediction errors of the CV baseline
and the C-VGMM + VIM model are obviously higher than
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Fig. 5. Comparison of Quantitative Results of Different Models
other models, which shows that the recurrent neural network
has a strong advantage in dealing with highly nonlinear
vehicle trajectory sequence problems and is good at excavat-
ing time sequences data deeply, especially shows excellent
advantages in long-term prediction.
In addition, we can note that the performance of S-
LSTM, M-LSTM and our model is better than V-LSTM.
This suggests that considering the motion of surrounding
vehicles of the predicted vehicle in the model is very critical
to improve the prediction accuracy.
Finally, we notice that the error values of M-LSTM and
S-LSTM are close. This is because the M-LSTM uses the
predicted trajectory based on the maneuver of the highest
probability to calculate the value of the RMSE, but the
maneuver recognition module may misclassify maneuvers,
so the error value of M-LSTM is slightly larger at some
predicted instants. But the trajectory predicted based on
maneuver fits better with the real trajectory. Moreover, the
correct driver’s maneuver can assist the supervision of the
trajectory prediction task and improve the prediction accu-
racy.
C. Ablative analysis
In order to study the relative significance of each compo-
nent in the model for trajectory prediction, we performed an
ablative analysis on each component of the model. In particu-
lar, we focus on the importance of the two key components of
the vehicle descriptor (VD) and dilated convolutional social
pooling (DCS). Table III shows the root mean square value
of the prediction error of each ablative model.
1. Dilated Convolutional Social Pooling
By comparing the predictive errors of the S-LSTM and
CS-LSTM models, we observe that the CS-LSTM model per-
forms better than the S-LSTM model. These two models rep-
resent two different ways of modeling vehicles’ interaction.
Through experimental results, we can know that compared to
the fully connected social pooling, the convolutional social
pooling can better extract the interactive features, which is
because the latter method can preserve the spatial relationship
between vehicles.
By comparing CS-LSTM and DCS-LSTM, we find that
DCS-LSTM gets better predictive performance. This also
TABLE III
PERFORMANCE COMPARISON WITH ABLATIVE MODELS
Model 1s 2s 3s 4s 5s
V-LSTM [6] 0.68 1.65 2.91 4.46 6.27
S-LSTM [4] 0.65 1.31 2.16 3.25 4.55
CS-LSTM [6] 0.61 1.27 2.09 3.10 4.37
DCS-LSTM 0.60 1.26 2.06 3.07 4.33
MM-Model 0.67 1.48 2.46 3.51 4.73
K-model 0.58 1.25 2.03 3.04 4.29
VD+DCS-LSTM 0.57 1.22 2.01 2.99 4.23
shows that the dilated convolutional network can extract
the interactive features of vehicles more deeply. The max-
pooling layer proposed in [6] loses precise local position
information during dimension reduction. However, the dilated
convolutional network can ensure that the same dimension
reduction effect is achieved while retaining more accurate
local position information. Therefore, the dilated network
we use in this article plays a positive role in trajectory
prediction. In this paper, we use dilated convolutional social
pooling to increase the receptive field of the network without
sacrificing resolution. In this way, we can better solve the
mutual exclusion problem of global scene receptive field and
local position’s resolution, so as to better capture the interac-
tive features between vehicles and improve the accuracy of
trajectory prediction.
2. Vehicle Descriptor
By comparing the K-Model and DCS-LSTM model, it
can be seen that K-Model can obtain smaller prediction
errors. This also accords with our intuitive feelings. When
our input is more detailed, we can better describe the state
of the vehicle at each moment. This will help improve our
prediction accuracy.
However, by comparing the K-Model and MM-Model
models, we can observe that although the modalities of the
input information have increased and the input has become
more detailed, the model’s predictive performance has not
become better and even worse than the model that only sim-
ply inputs the historical trajectory coordinates of the vehicle.
This result indicates that the deep features of the transient
state of the vehicle cannot be extracted from the multi-modal
input composed of different types of state information in a
simple way.
Through the previous comparison, we notice that adding
kinematic information such as vehicle’s speed, acceleration,
heading angle and distance from the centerline based on the
input trajectory position coordinates information can improve
the model’s predictive accuracy. This is because the current
multi-modal input belongs to the kinematic information of the
vehicle and has a similar type to a certain extent. Therefore,
when the kinematics information of the vehicle is used as
a whole input, the model can learn how to better describe
the kinematics state of the vehicle at each instant. The
input information of the MM-Model no longer only includes
the kinematic information of the vehicle, but also adds the
inherent properties of the vehicle such as the vehicle’s type
and size. In the case of this type of input, we need to consider
the problem of how to interact deeply between the states of
each dimension from the multi-modal input with inconsistent
types and different semantics states and affect the trajectory
prediction together. Therefore, the MM-Model adds input
information but does not obtain a good prediction result that
can be explained.
In the end, by comparing all models, we noticed that the
VD+DCS-LSTM model had the smallest error over the entire
predictive range and reached the most advanced level.
Compared with the MM-Model, which directly inputs
multi-modal information without any processing, we intro-
duce the SSAE in the VD+DCS-LSTM model to encode
the multi-modal input information of the vehicle, effectively
extracting the deep interactive features between vehicle’s
different states. By using the vehicle descriptor encoded by
SSAE to characterize the state of the vehicle at each moment.
SSAE automatically learns and sorts out the interaction
relationship between different dimensional states of the ve-
hicle’s multi-modal input information. The multi-modal input
information is used to the greatest extent, so the predictive
effect is improved. Especially with the increase of the predic-
tive time range, our model demonstrates its ability to control
errors and achieves reliable prediction of future positions over
a longer time range. The state of the vehicle at each moment
is more fully described by the vehicle descriptor, which helps
us to understand the vehicle’s past behavior more deeply
and obtain more accurate maneuver classification results,
consequently improving the prediction accuracy. It can be
seen from the comparison results that our vehicle descriptors
have played a significant role in the process of error control,
because the vehicle descriptors can modify the results of the
maneuver recognition module and further assist in monitoring
the trajectory predictive results.
V. CONCLUSIONS AND FUTURE WORK
This paper presents a new trajectory prediction model
with the vehicle descriptor and dilated convolutional social
pooling. The results show that we outperform state-of-the-art
methods on the two public vehicle trajectory datasets, proving
the validity of our overall model. The ablative analysis
illustrates that our model makes full use of the vehicle’s
multi-modal state information by using the vehicle descriptor
to capture deep features and extracts interactive features with
dilated convolutional social pooling.
A limitation of our method is that it corresponds to the
highway scene and the input of multi-modal information only
consists of vehicle states. Future work can be focused on
extending to other scenarios and adding the driver’s own
factors to the multi-modal information.
REFERENCES
[1] S. Lefèvre, C. Laugier, and J. Ibañez-Guzmán, “Exploiting map
information for driver intention estimation at road intersections,” in
2011 IEEE Intelligent Vehicles Symposium (IV), pp. 583–588, IEEE,
2011.
[2] S. Danielsson, L. Petersson, and A. Eidehall, “Monte carlo based threat
assessment: Analysis and improvements,” in 2007 IEEE Intelligent
Vehicles Symposium, pp. 233–238, IEEE, 2007.
[3] J. Firl, H. Stübing, S. A. Huss, and C. Stiller, “Predictive maneuver
evaluation for enhancement of car-to-x mobility data,” in 2012 IEEE
Intelligent Vehicles Symposium, pp. 558–564, IEEE, 2012.
[4] A. Alahi, K. Goel, V. Ramanathan, A. Robicquet, L. Fei-Fei, and
S. Savarese, “Social lstm: Human trajectory prediction in crowded
spaces,” in Proceedings of the IEEE conference on computer vision
and pattern recognition, pp. 961–971, 2016.
[5] M. Bansal, A. Krizhevsky, and A. Ogale, “Chauffeurnet: Learning to
drive by imitating the best and synthesizing the worst,” arXiv preprint
arXiv:1812.03079, 2018.
[6] N. Deo and M. M. Trivedi, “Convolutional social pooling for vehicle
trajectory prediction,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition Workshops, pp. 1468–1476,
2018.
[7] N. Deo and M. M. Trivedi, “Multi-modal trajectory prediction of
surrounding vehicles with maneuver based lstms,” in 2018 IEEE
Intelligent Vehicles Symposium (IV), pp. 1179–1184, IEEE, 2018.
[8] A. Gupta, J. Johnson, L. Fei-Fei, S. Savarese, and A. Alahi, “Social
gan: Socially acceptable trajectories with generative adversarial net-
works,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pp. 2255–2264, 2018.
[9] A. Kuefler, J. Morton, T. Wheeler, and M. Kochenderfer, “Imitating
driver behavior with generative adversarial networks,” in 2017 IEEE
Intelligent Vehicles Symposium (IV), pp. 204–211, IEEE, 2017.
[10] A. Sarkar and K. Czarnecki, “A behavior driven approach for sam-
pling rare event situations for autonomous vehicles,” arXiv preprint
arXiv:1903.01539, 2019.
[11] A. H. Jamson, N. Merat, O. M. Carsten, and F. C. Lai, “Behavioural
changes in drivers experiencing highly-automated vehicle control in
varying traffic conditions,” Transportation research part C: emerging
technologies, vol. 30, pp. 116–125, 2013.
[12] Y. Hu, W. Zhan, and M. Tomizuka, “Probabilistic prediction of
vehicle semantic intention and motion,” 2018 IEEE Intelligent Vehicles
Symposium (IV), pp. 307–313, 2018.
[13] M. D. Zeiler and R. Fergus, “Visualizing and understanding convolu-
tional networks,” in European conference on computer vision, pp. 818–
833, Springer, 2014.
[14] H. Zhou, G.-B. Huang, Z. Lin, H. Wang, and Y. C. Soh, “Stacked
extreme learning machines,” IEEE transactions on cybernetics, vol. 45,
no. 9, pp. 2013–2025, 2014.
[15] B. Du, W. Xiong, J. Wu, L. Zhang, L. Zhang, and D. Tao, “Stacked
convolutional denoising auto-encoders for feature representation,”
IEEE transactions on cybernetics, vol. 47, no. 4, pp. 1017–1027, 2016.
[16] Y. Lei, F. Jia, J. Lin, S. Xing, and S. X. Ding, “An intelligent
fault diagnosis method using unsupervised feature learning towards
mechanical big data,” IEEE Transactions on Industrial Electronics,
vol. 63, no. 5, pp. 3137–3147, 2016.
[17] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional net-
works for biomedical image segmentation,” in International Confer-
ence on Medical image computing and computer-assisted intervention,
pp. 234–241, Springer, 2015.
[18] H. Noh, S. Hong, and B. Han, “Learning deconvolution network
for semantic segmentation,” in Proceedings of the IEEE international
conference on computer vision, pp. 1520–1528, 2015.
[19] F. Yu and V. Koltun, “Multi-scale context aggregation by dilated
convolutions,” arXiv preprint arXiv:1511.07122, 2015.
[20] X. Zhen, R. Chakraborty, N. Vogt, B. B. Bendlin, and V. Singh,
“Dilated convolutional neural networks for sequential manifold-valued
data,” in Proceedings of the IEEE International Conference on Com-
puter Vision, pp. 10621–10631, 2019.
[21] J. Han, J. Pei, and M. Kamber, Data mining: concepts and techniques.
Elsevier, 2011.
[22] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.
[23] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito,
Z. Lin, A. Desmaison, L. Antiga, and A. Lerer, “Automatic differen-
tiation in pytorch,” 2017.
[24] N. Deo, A. Rangesh, and M. M. Trivedi, “How would surround
vehicles move? a unified framework for maneuver classification and
motion prediction,” IEEE Transactions on Intelligent Vehicles, vol. 3,
no. 2, pp. 129–140, 2018.
