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Abstract— Electricity load forecasting for buildings and 
campuses is becoming increasingly important as the penetration 
of distributed energy resources grows. Efficient operation and 
dispatch of DERs requires reasonably accurate prediction of 
future energy consumption in order to conduct near-real-time 
optimized dispatch of on-site generation and storage assets. Load 
forecasting has traditionally been done by electric utilities for load 
pockets spanning large geographic areas and therefore has not 
been a common practice in the buildings’ and campuses’ 
operational arena. Given the growing trends of research and 
prototyping in the grid-interactive efficient buildings domain, 
characteristics beyond simple algorithm forecast accuracy are 
important in determining the algorithm’s true utility for the smart 
buildings. These other characteristics include the overall design of 
the deployed architecture and the operational efficiency of the 
forecasting system. In this work, we present a deep-learning-based 
load forecasting system that predicts the building load at one-hour 
interval for 18 hours in the future. We also present the challenges 
associated with the real-time deployment of such systems as well 
as the research opportunities presented by a fully functional 
forecasting system that has been developed within the National 
Renewable Energy Laboratory’s Intelligent Campus program.  
Keywords— Deep Learning, Building Load Forecasting, Grid-
Interactive Efficient Buildings, LSTMs, Smart Grid 
I. INTRODUCTION AND BACKGROUND 
The commercial sector in the U.S. consumed 1671.61 
Trillion Btu energy in January 2020 alone and a total of 
18,177.953 Trillion Btu in the year 2019 [1]. Overall, buildings 
account for nearly 40% of the total energy consumption in the 
United States [2]. Building energy consumption is projected to 
expand by an annual 1.5% globally [3].  Even with many 
commercial facilities operating at reduced occupancy during the 
COVID-19 pandemic, preliminary industry reports indicate that 
commercial building energy is again increasing as operators 
increase ventilation rates [4]. Because buildings are among the 
largest consumers of energy globally, research to increase the 
design and operational energy efficiencies of the commercial 
sector (aka buildings) will play a significant role in meeting 
greenhouse gas emissions reduction targets.  
Additionally, the penetration of behind-the-meter (BTM) 
Distributed Energy Resources (DERs) is increasing, owing to 
the decreasing cost of renewable energy technologies [5]. Smart 
buildings operations can simultaneously reduce energy 
consumption (and, by extension, greenhouse gas emissions) and 
optimize BTM DER dispatch to save money for building 
owners/operators via additional value streams such as peak-
shaving, energy arbitrage, user-initiated demand-response, and 
optimal EV charging. Properly deployed, these capabilities also 
benefit the utility grid by enhancing grid reliability and 
resilience, deferring capital expenditures in upgrading 
distribution grid, and helping balance the supply for renewable 
energy as its penetration grows further. The U.S. Department of 
Energy’s Grid-interactive Efficient Buildings (GEB) initiative 
[6] describes the multi-faceted benefits of these smart building 
capabilities. Smart building controls are also an integral 
component of autonomous energy grids [7], where they provide 
opportunities for granular device-level controls. 
Building/campus load forecasting is a crucial part of smart 
building operations and their control system architecture. As 
building equipment become more advanced through next-
generation sensors, controls, connectivity, and communications, 
they produce a large volume of empirical data available to 
building operators for decision making. These data, along with 
meteorological parameters, can be harnessed to predict building 
and campus energy consumption more accurately. There are two 
main approaches that may be employed for this prediction task: 
i) physics-based modeling and ii) data-driven modeling. A third 
category, “grey box” models [8], combines a partial theoretical 
structure with data, offering relatively simpler model 
architectures. Grey box models are generally trained or fit like 
data-driven models. 
Physics-based models (for example, EnergyPlus [9]), also 
called “white-box models”, model the physical relationships 
between the building characteristics (construction details, 
operation schedules, shading information) and environmental 
parameters (sky conditions) to calculate the building energy 
consumption [10]. Data-driven models, on the other hand, make 
predictions by learning the pattern empirically from historical 
data. Data-driven models have two major sub-categories: i) 
statistical models and ii) machine learning (ML) models. Deep 
learning (DL) models are a subset of ML models that are capable 
of learning complex non-linear relationships between the inputs 
and the predicted variable.  
The rest of the paper is organized as follows: Section II 
provides a brief introduction of the real-time testbed utilized for 
deploying the deep learning models. Section III discusses the 
algorithm, methodology and benchmarking. Section IV presents 
the challenges faced, lessons learned, and opportunities. Section 
0 concludes the paper with an outlook discussion. 
II. INTELLIGENT CAMPUS 
    The Intelligent Campus (IC) platform at the National 
Renewable Energy Laboratory (NREL) was originally 
established to collect both historical and real-time data and 
support analytics that enhances operational awareness and 
decision-making with respect to energy use. The platform has 
developed using open standards and protocols (Fig 1), provides 
an architecture that is readily available for transfer to other 
campuses [11]. Since then the IC platform has evolved into a 
program providing an ecosystem for the use of the campus as a 
living laboratory.  
 
Fig 1 End-to-end Data Collection Architecture 
A. A Living Laboratory 
The IC program includes an interdisciplinary portfolio of 
projects aimed at prototyping the future of smart, sustainable, 
resilient, and self-healing buildings. By providing an 
environment for technology demonstration in real facilities, the 
IC program is bridging the gap between theoretical research 
into building efficiency technologies (which is often published 
but rarely deployed) and practical application. IC pilot projects 
include detailed monitoring and analysis in order to identify and 
improve technology shortcomings. IC’s portfolio also includes 
the measurement, collection, and curation of buildings data, 
discussed further in the next sub-section.  
B. Data – Metering, Collection, and Curation 
NREL’s South Table Mountain campus has a single, 
common utility electric meter for all facilities, including the 
campus’s central heating and chilled water plant. Eighteen 
campus buildings have whole-building electrical meters; several 
other small buildings do not have dedicated electrical meters. 
Several recent buildings have submetering by end-use, per the 
requirements of ASHRAE 90.1 [12]. Facilities that consume 
heating and chilled water from the central plant have thermal 
meters for heating and chilled water consumption. 
NREL captures the electric and thermal meter interval data 
using a central energy management information system 
(EMIS). The EMIS also collects interval data from the campus 
building automation system, from the campus main utility 
meter via a web application programming interface (API), and 
from NREL’s onsite research weather station [13]. To 
maximize accessibility for operations and research, IC 
organizes collected interval data per the Project Haystack 
standard [14] [15]. These interval data are available to serve as 
inputs for predictive load models. 
C. Predictive Analytics 
There are numerous advanced applications of predictive 
analytics in the renewable energy field [16]. IC’s predictive 
analytics (PA) project is applying recent ML and DL advances 
to improve the campus load forecasting accuracies. IC executes 
research, prototyping, and enhancement in a cycle so that 
practical deployment lessons can be folded back into early-
stage research, increasing the ultimate effectiveness and 
eventual impact of the work. In the next section, we describe 
one such application: load forecasting using deep learning.  
III. LOAD FORECASTING – DEEP LEARNING BASED 
APPROACH 
A. Deep Learning : Long-Short Term Memory Network 
    Recurrent Neural Networks (RNN) are different from feed-
forward neural networks because of the presence of additional 
directed edges that introduce the notion of temporal 
components, enabling them to capture complex non-linear 
relationships between the temporally related inputs and outputs. 
This makes them effective at modeling the time series 
forecasting problems. A Long-Short Term Memory Network 
(LSTM), shown in Fig 2, is a specific type of RNN which are 
able to learn long-term dependencies between the input features 
and the predicted variable [17].  
 
Fig 2 LSTM Memory Cell Diagram [17] 
    Where ܥ denotes the cell states at different points in time ݐ, 
௧݂ , ݅௧ , and ݋௧  denote the forward, input, and output gates, 
respectively, ݄ሺ௧ሻ is the hidden state at time ݐ; and ௙ܹ, ௜ܹ, ௖ܹ, 
௢ܹ are the weights. Further explanation can be found in [17]. 
B. Performance Measure 
    The evaluation metric used to measure the performance of the 
forecasting algorithm is the mean squared error (MSE). The 
difference between the ground truth (i.e. the actual future time 
step value of the measurement being predicted) and forecasting 
values (output of the DL model) is calculated using MSE, as 
shown in the following equation: 
ܯܵܧ ൌ  ͳ݊ ෍ ቀܣ ௝ܸ
ሺ௧ሻ െ ܱ ఫܸ
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where ܣ ௝ܸ
ሺ௧ሻ  is a vector of actual (ground truth) values and 
ܱ ఫܸ
ሺ௧ሻ෣  is a vector of forecasted (output) values.  
C. Case Study – Campus-Wide Forecasting 
    The campus-wide main meter’s energy consumption is 
predicted in the case study with an hourly resolution. There are 
six input features used for training the model – i) Relative 
Humidity, ii) Barometric Pressure, iii) Dry Bulb Temperature, 
iv) Global Horizontal Irradiance, v) Total Cloud Cover, vi) 
Wind Speed. These data are obtained using the SRRL dataset 
[13].  The model is run for 200 epochs with the data spanning a 
year’s interval: 10- and 2-months train/test split, respectively. 
The following MSE plot shows the train and test losses over 
several thousand iterations. A simultaneous decrease in the train 
and test loss shows that the model is not overfitting. 
 
Fig 3 Mean Squared Error (MSE) error plot for train and test data 
IV. OPERATIONAL LOAD FORECASTING SYSTEM 
DEPLOYMENT 
    Once the proof-of-concept of the presented DL based campus 
load forecasting system is developed, the next steps are to 
deploy it for testing on the IC platform and expand the 
algorithm to forecast other quantities (such as building 
electricity meters, thermal meters, and photovoltaic system 
generation. Therefore, from a software development point of 
view, the system’s input-output architecture must be scalable. 
Due to the nature of the DL algorithms used, ongoing access 
to data is an integral part of the continued operation of the 
system. Periodic retraining of the models as more data gets 
collected has the potential to increase model accuracy. The 
following two subsections describe the challenges and 
opportunities that open up for smart buildings’ research and 
prototyping once those challenges are addressed. Understanding 
the deployment aspect of DL based forecasting system, 
therefore, completes the research-prototyping loop. 
A. Challenges 
1) Data Quality Control  
“Garbage-in-garbage-out”––a common phrase used in the 
ML community––captures the importance of this step of data 
collection and curation. We have implemented quality check 
mechanisms for the measurements coming from the sensors in 
real-time before they are fed to the model. One such example is 
removing the outliers identified by the values lying outside of 
three standard deviations. 
2) Integration with EMIS and scalability 
The forecasting system communicates with the NREL 
EMIS via a standard API defined by Project Haystack [14]. The 
EMIS provides forecast inputs, and the forecast system in turn 
writes forecasts back to the EMIS. Because forecasts cover a 
span of time but are frequently updated, managing caching is a 
key challenge. In addition, the forecast read/write system must 
be flexible enough to handle arbitrary forecast inputs and 
outputs. Additionally, given the computationally-intensive 
nature of DL models, scalability in terms of available computer 
power for retraining the models is another interesting challenge. 
3) Online vs Offline training 
Offline training is a relatively simpler way of 
implementation where the ML models are retrained by a 
manual process where an engineer copies the old model to a 
local machine, trains it further with the new data, and transfers 
it back to the servers where the systems are deployed.  
The online training approach, on the other hand, is an 
automated process. The system is programmed to trigger the 
training the models, at a specific time interval (for example, 
every 1 to 2 months), without any manual interventional. In the 
long term, online training is more effective. In our 
implementation, we have chosen the online training option.  
4) Continous Improvement  
As described above, DL models are capable of increasing 
accuracy as more data is made available for training. Therefore, 
along with iterative training, we conduct model enhancement 
with hyperparameter tuning as the operational circumstances 
change over time. This is a rather in-frequent yet desirable step. 
5) Generalizability  
Another typical challenge in deploying DL models for 
multiple prediction points (i.e. building wise energy 
consumption forecasts) is generalizability. Since each 
prediction point has its own model, the deployment architecture 
must address the need for automated model generation. To 
address the challenge of generalizability, the data pre-
processing and post-processing modules are designed with the 
capability to take in a generic variable named ‘point-id’ that is 
used as a reference to fetch the respective ML model and input 
data streams.  
B. Opportunities 
An automated end-to-end pipeline for load forecasting 
deployed on-site, with an online training mechanism in place, 
enables many opportunities to harness the predicted data for 
furthering the smart buildings’ research. In the following 
subsections, we present two key use-cases for demonstrating the 
potential applications. 
1) Peak-shaving 
Motivations for electricity peak-shaving including utility 
demand charge reductions and reduced carbon footprint. (When 
the peak of multiple buildings and campuses coincides with the 
utility peak, peaking power plants fired by gas or diesel are used 
to support the grid, which translates to proportionally higher 
greenhouse gas emissions). Reducing peak demand requires the 
ability to predict the timing and magnitude of peak demand, 
then preemptively shifting load to avoid the peak. 
2) Energy Arbitrage 
Energy arbitrage is another cost-saving opportunity 
available for grid-interactive buildings in cases where on-site 
energy storage is available. Energy arbitrage is performed by 
participating in the energy markets by charging energy storage 
(for example, batteries) when electricity prices are low and 
discharging storage to sell power back to the grid when prices 
spike. Real-time optimized storage dispatch requires reasonable 
foresight into future on-site energy consumption. 
V. SUMMARY AND OUTLOOK 
The paradigm of GEB, i.e. dynamically operating buildings 
that constantly exchange information and energy with the utility 
grid is increasingly gaining traction in both the research 
community and in industry. Such smart buildings will operate 
in harmony with the grid to make electricity more affordable 
and integrate a larger share of DERs while meeting the comfort 
and productivity needs of the buildings’ occupants. NREL’s IC 
is a living laboratory that is dedicated to accelerating the 
research and deployment of various pieces of the smart 
buildings puzzle, serving as a vital testbed for the innovative 
solutions that push the frontier of smart building operations. 
In this article, we describe and critically discuss a deep 
learning building load forecasting system that is an important 
module of smart buildings’ overall controls. Using LSTMs, the 
DL model can predict the building and campus load for 18 
hours’ time-horizon. The architecture is flexible with the time-
resolution, sub-hourly predictions can be enabled with minimal 
modifications to the code.  
Using IC as the platform for testing the research findings in 
real-time settings, we shed light on the deployment aspect of 
such advanced forecasting systems. We conclude that a well-
architected design of the forecasting system is key to its 
effectiveness. To take a forecasting algorithm from the research 
phase to deployment for practical use, building engineers will 
need to focus on the end-to-end pipeline which requires 
considerations for multiple sub-modules such as access to data, 
data handling, seamless integration with the existing building 
data platform, model training and update mechanism, periodic 
performance checks, and model enhancement with 
hyperparameter tuning as operational circumstances change. 
The end-to-end forecasting system presented in this work 
forms a robust platform for furthering research in the building 
energy predictive analytics problem space. We plan to expand 
this work in the following directions: 
A.  Probabilistic Forecasting 
    Rather than generating a point forecast for every time step, a 
range can be outputed with the estimated minimum and 
maximum values serving as the upper and lower bounds for a 
prediction band within which the actual consumption in the 
future time step will fall.  
B. Predictive Maintenance 
     Current practice in the buildings industry is to perform 
“schedule-based” maintenance for fault prevention, which is 
not effective in terms of flagging the equipment vulnerable to a 
fault beforehand.  The next generation of the fault-prevention 
mechanism is “condition-based” or “preventive” maintenance. 
This involves using statistical analysis to assess the health and 
estimate the probability of failure, to inform the operators. The 
presented forecasting system can be further developed for 
predictive-maintenance application where the occurrence of a 
specific fault on the system, which may occur due to unusual 
wear-and-tear on equipment can be predicted well in advance, 
thereby preventing equipment failure triggering faults. 
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