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Abstract Clustering was applied to image data of hy-
brid rocket combustion tests for a better understanding
of the complex flow phenomena. Novel techniques such
as hybrid rockets that allow for cost reductions of space
transport vehicles are of high importance in space flight.
However, the combustion process in hybrid rocket en-
gines is still a matter of ongoing research and not fully
understood yet. Recently, combustion tests with dif-
ferent paraffin-based fuels have been performed at the
German Aerospace Center (DLR). For a detailed anal-
ysis, the combustion process has been captured with a
high-speed video camera, which leads to a huge amount
of images for each test. In the end, a large dataset with a
total number of 30 000 images for each combustion test
has to be analyzed. In order to catch the essential flow
structures, the combustion dataset was clustered with a
K-means++ algorithm. Since the algorithm might con-
verge to local optimal solutions, expensive repetitions
have been performed in order to ensure that a global
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solution is found in the end. Furthermore, a detailed
analysis was performed to find an adequate clustering
algorithm in the first place and to estimate the number
of relevant clusters K in each experiment. As a result,
valuable insights into the different combustion phases
were obtained and a comparison of the quality of the
combustion flame in the different tests could be made.
In particular, depending on the fuel formulation and ox-
idizer mass flow, differences in the transients and flame
brightness were found.
Keywords Hybrid rocket combustion · Optical
investigations · K-means algorithm · Clustering ·
Machine learning
List of symbols
Ci single cluster (-)
I(x, y) grayscale pixel intensity (-)
J objective function (squared error) (-)
K number of clusters (-)
xj data point j (a single image) (-)
d problem dimension (resolution of xj) (-)
n number of data points in single test (-)
s(xj) silhouette value of the data point xj (-)
x̄, ȳ image barycenter coordinates (-)
f(K) evaluation function to determine K (-)
αk weight factor in f(K) (-)
µi mean of cluster Ci (centroid) (-)
1 Introduction
In comparison to classical solid or liquid rocket engines,
hybrid rocket engines have several advantages. First,
since the propellants are stored in two different states
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of matter, hybrid motors are safer than solids. This also
contributes to the reduction of the total costs of the en-
gine. Moreover, they are characterized by controllable
thrust, including shut off and restart capability. With
respect to liquid engines, they are mechanically simpler
and, consequently, cheaper (Karabeyoglu et al. 2011).
Finally, their performance is in between those of solid
and liquid engines. However, due to the diffusion lim-
ited combustion process typical for this kind of engines
(the propellants are not pre-mixed, but need to gasify
and mix with each other before being able to react),
hybrid systems using conventional polymeric fuels are
characterized by poor regression rate performance (re-
sulting in low thrust level). In order to overcome this
problem, the so-called liquefying hybrid rocket fuels,
such as paraffin-based ones, can be used. These fast
burning fuels are characterized by low viscosity and
surface tension and they experience a different combus-
tion mechanism with respect to conventional polymeric
fuels (Karabeyoglu et al. 2001). During the combus-
tion, instead of pyrolysing, they form a thin liquid layer
on the fuel surface, which becomes instable due to the
high-speed gas flow in the fuel port (Karabeyoglu et al.
2002). The liquid layer instabilities produce, in turn,
droplets that entrain in the gas flow, thus working like
a spray injection along the length of the motor. This
causes an increase in the fuel burning area and, con-
sequently, an increase in the regression rate of the fuel
grain. Unfortunately, the entrainment phenomenon in
hybrid rocket combustion process is still not fully un-
derstood yet and a matter of ongoing research.
For a better understanding of the combustion pro-
cess, the burning tests have been recorded with a high-
speed video camera that is able to capture 10 000 frames
per second. Since a combustion test takes 3 seconds,
each measurement results in 30 000 images that have
to be analyzed. Therefore, it is important to group the
images into subsets such that the essential flow struc-
tures and their length in time can be identified. In each
combustion test, at least three different flow phases
are expected, which correspond to the ignition phase,
the steady combustion state and the extinction of the
flame. Furthermore, turbulent or other irregular phases
might occur. Even if these turbulent structures only ex-
ist within a short period of time, they might strongly
affect the overall combustion behaviour. Therefore, it is
necessary to perform a clustering of the dataset, which
is able to group the data into separate flow phases
and furthermore to detect strongly irregular combus-
tion phenomena.
In the following, K-means++, an improved variant
of K-means clustering (MacQueen 1967; Lloyd 1982),
is applied to the combustion data. Since the number of
clusters K is not known in advance, a detailed analysis
has been performed to estimate K in each test. As a re-
sult, it is shown that there is not a single optimal choice
for K but that for each test different values should be
considered. From our point of view, this results can be
generalized to the clustering of experimental datasets
in other areas of fluid dynamics.
The remainder of this article is organized as fol-
lows: first, a short introduction on K-means++ is given
in Section 2. In Section 3 the experimental set-up that
is used to obtain the combustion dataset is described.
Finally in Section 4, the relevance of the algorithm for
the current dataset is justified and a detailed analysis of
the experimental data, based on the result of the clus-
tering, is given. The analysis gives detailed insights into
the combustion process and allows to identify optimal
experimental configurations for future tests.
2 Mathematical Formulation
Various clustering algorithms exist in the literature that
are able to subdivide a dataset of n observations (see
Jain (2010) for a detailed survey) and the adequate
choice of an algorithm strongly depends on the problem.
In Section 4, the combustion dataset is clustered with a
K-means++ algorithm (Arthur and Vassilvitskii 2007)
that is based on the classical K-means algorithm (Mac-
Queen 1967; Lloyd 1982). The choice of this specific
algorithm is justified in Section 4.1. K-means++ and
K-means only differ in the initialization of the cluster






‖xj − µi‖2 (1)
is minimized iteratively with ‖·‖ as the Euclidean dis-
tance metric, µi as the centroids of the K clusters Ci
and xj ∈ Ci as set of observations in Ci. In contrast
to K-means, K-means++ reduces the probability that
the algorithm terminates with local optimal findings
for min(J) as final output. This is achieved by using
an improved seeding algorithm. K-means++ takes only
the first centroid from a uniform random distribution.
Then, all further cluster centroids are taken randomly
one after another from a weighted probability distribu-
tion that scales with the squared distance to the closest
centroids that have already been chosen (see Arthur and
Vassilvitskii (2007) for a more detailed description). In
average, this leads to a more homogeneous distribution
of the initial centroids. Furthermore, it can be shown
that the objective function J of the initial centroids cho-
sen by K-means++ differs from the objective function
of the optimal clustering only by a factor of O(logK) in
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expectation. Nevertheless, all combustion tests in Sec- 
tion 4 are clustered with ten independent runs of K- 
means++ to avoid finding local optimal solutions.
  Due to the tenfold repetition of the clustering algo- 
rithm, the computing time for each test is in the order 
of 1-2 days. A common approach in the literature to 
reduce the computing time of K-means type clustering 
is to apply the algorithm to random subsets of the full 
dataset in each iteration step. This approach is usually 
denoted as mini-batch K-means (Sculley 2010). How- 
ever, this leads to a stochastic behavior of the algorithm 
and hampers its convergence. For this reason, the algo- 
rithm is applied to the full dataset at any time in the 
following sections.
  A major drawback of K-means type clustering is 
that the number of clusters K is a parameter that has 
to be determined a priori. Although this input quantity 
can be roughly estimated from background knowledge 
in combustion theory, a threefold analysis to determine
K was conducted in this study.
First, the data is clustered with different values for
K in a range from 1 to 10. Using the different results for 
the minimized objective function, a detailed analysis is 
performed to find an adequate value for K. In the liter- 
ature, various approaches are proposed to conduct this 
kind of analysis, such as the gap statistic by Tibshirani 
et al. (2001) or an evaluation function f (K) according 
to Pham et al. (2005). In the following, we employ the 
approach by Pham et al. (2005) since it obtains similar 
findings as the gap statistic but is computationally less 
expensive. Using this approach, the evaluation function
f (K) is defined as
f(K) =

if1 K = 1
J(K)
αKJ(K−1) , if J(K − 1) 6= 0, ∀K > 1




1− 34d if K = 2 and d > 1
αK−1 +
1−αK−1
6 if K > 2 and d > 1
(3)
where J(K) is the optimal solution of the objective 
function for K clusters, d is the number of dimensions 
and αK is a weight factor. It is intuitively clear that,
for a given set of data points xj , J(K) ≤ J(K − 1)
for all K ≥ 2. According to Pham et al. (2005) the 
drop from J(K − 1) to J(K) is more pronounced in
the case that an additional structure, i.e. an additional 
cluster, is resolved in the dataset. Furthermore, the au- 
thors investigate J(K) in the case that the distribution 
of the data points is uniform, i.e. there is no clustering 
of points in the dataset. By analyzing these situations, 
they determined a heuristic weight factor αK such that, 
for a uniform data distribution, αKJ(K − 1) ≈ J(K).
In their analysis, the authors denote αKJ(K − 1) as
estimated distortion of the data and J(K) as real dis- 
tortion of the data. The key idea is that the estimated 
distortion represents the expected decrease for J when 
the number of clusters is increased from K − 1 to K
but there is no real structure in the data. But if an 
actual structure has been resolved, the evaluation func- 
tion f (K) should be smaller than 1 as the drop is larger 
than expected. Consequently, this specific values of K
should be considered in more detail by the user. In this 
application, the problem dimension d is in the order of
O(105) since every pixel of the image is considered as 
an additional problem dimension. Since αK converges
to 1 in the limit d → ∞, equation (2) simplifies to
f (K) ≈ J(K)/J(K − 1) in this specific application.
Nevertheless, a small value of f (K) is still an indicator 
for a choice of K that gives well-defined clusters.
Second, even though the problem dimension is high,
the centroids µi can be visualized and give information
on the mean combustion in the corresponding clusters
Ci. Therefore, it is essential to give a physical interpre-
tation of the phenomena that are shown in each cluster
center. It has to be noted, however, that the optimal
number of clusters depends on the leading question. If
only the main flow phases of the combustion are rel-
evant, K can be chosen relatively small. On the other
hand, if short-time turbulent structures are relevant, K
has to be chosen larger. Therefore, the second approach
leads to an ambiguity for K but ensures that the results
are relevant in practice.
  Third, the silhouette of the final clustering for each 
test is analyzed in Section 4.3. The silhouette tech- 
nique allows to estimate the quality of a clustering (see 
Rousseeuw (1987) for a detailed description). The ba- 
sic idea is that for each observation xj , a silhouette 
value s(xj) in the range from −1 to 1 is computed.
This value gives information on how well xj belongs to 
its cluster Ci with respect to the clustering outcome. A 
high value close to 1 represents a good fit, a value close 
to 0 indicates that the data point is close to the deci- 
sion boundary of at least two clusters and a negative 
value close to −1 indicates a mismatch for that specific
observation. The silhouette values are computed for all 
observations in the cluster and then sorted according to 
their size starting with the largest value. Consequently, 
a cluster Ci is well resolved if most observations have 
high silhouette values s(xj). Furthermore, the full clus- 
tering is close to optimal if all clusters are well resolved.
In more detail, a silhouette value s(xj) for xj ∈ Ci is


















is the mean distance between xj and all other observa-
tions xk in its corresponding cluster Ci and










denotes the mean distance between x and all observa-j
tions xl in the cluster C =6 Ci as the next-closest of the
K − 1 neighbor clusters with respect to Ci.
3 Combustion Tests
The combustion tests were performed at the German 
Aerospace Center (DLR), Institute of Space Propulsion 
in Lampoldshausen, at the test complex M11. An al- 
ready existing modular combustion chamber, used in 
the past to investigate the combustion behaviour of 
solid fuel ramjets (Ciezki et al. 2003), was adjusted and 
used for the test campaigns at atmospheric pressure. 
A side view of the whole combustion chamber set-up 
is shown in Fig. 1. The optically accessible combus- 
tion chamber is 450 mm long, 150 mm wide and 90 mm 
high. The flow straighteners with the pre-chamber have 
a total length of 450 mm and the post chamber is 150 
mm long. The oxidizer main flow is entering the com- 
bustion chamber from the left, after having passed two 
flow straighteners. The mass flow rate is adjusted by 
a flow control valve and it is measured with a Coriolis 
flow meter. A high frequency static pressure sensor is 
mounted in the combustion chamber. Ignition is done 
via an oxygen/hydrogen torch igniter from the bottom 
of the chamber. A test sequence, reported in Table 1, 
is programmed before the test and is run automatically 
by the test bench control system. More details about 
the test bench and test settings are given in Kobald 
et al. (2015); Petrarolo and Kobald (2016); Petrarolo 
et al. (2018).
  In the framework of this research, all tests were done 
at atmospheric pressure and with an oxidizer mass flow
Fig. 1 Side view of the atmospheric combustion chamber
set-up, adapted from Thumann and Ciezki (2002)
Table 1 Automatic test sequence
Time [s] Action
T-0.2 Open ignition valves
T0 Open oxidizer main valve,
start high-speed camera
T+0.3 Close ignition valves
T+3 Close oxidizer main valve,
start nitrogen purge
T+5 End of sequence
ranging from 10 to 50 g/s. Combustion tests were per- 
formed using a single-slab paraffin-based fuel with a 20° 
forward facing ramp angle (see Fig. 2), in combination 
with gaseous oxygen. Two different fuel compositions 
were analyzed in this study: pure paraffin 6805 from 
the manufacturer Sasol Wax and the same paraffin with 
5% mass addition of a commonly available polymer.
All fuel slabs, produced and machined according to the 
same procedure, were 200 mm long, 100 mm wide and 
20 mm high. Burning time was 3 seconds for each test. 
For video data acquisition a Photron Fastcam SA 1.1 
high speed video camera was used with a maximum res- 
olution of 1024x1024 pixel. The frame rate, resolution 
and shutter time of the camera were adjusted for each 
test, according to the test conditions and position of the 
camera. Tests were also performed using a CH* chemi- 
luminescence imaging technique, with a band-pass filter 
centered around 431 nm placed in front of the camera. 
The excited CH* molecules emit photons around this 
wavelength, when they relax back to a lower energy 
state. Since high CH* concentration exists only in the 
main reaction zone, the resulting images provide a good 
indication of the instantaneous flame sheet location and 
topology.
  In this study, four combustion tests have been ana- 
lyzed. The test matrix is presented in Table 2.
Clustering of Paraffin-Based Hybrid Rocket Fuels Combustion Data 5
Fig. 2 Fuel slab configuration used in this research, before
(top) and after (bottom) combustion test
Table 2 Test matrix
Test no. Fuel ṁOx[g/s] CH* filter
6805 6805+5% 10 50
polymer
284 X X X
289 X X X
296 X X X
243 X X
4 Results and Discussion
This section is subdivided into three parts. First, a com-
parison of the outputs of different clustering algorithms
on a low-dimensional approximation of the experimen-
tal dataset is performed, in order to justify the latter
usage of a K-means++ algorithm. Then, the output
of this clustering algorithm is analyzed to determine
the number of clusters K in the full dataset. Finally,
a physical interpretation of the different clusters and
their centroids is given and the results are connected to
the combustion tests.
4.1 Adequate choice of clustering algorithm
In the following, the choice of a K-means type clus-
tering for this specific problem is justified. Since each
observation xj ∈ Nd corresponds to a d-pixel grayscale
image represented by integer values, the dimensionality
d of the problem is high. For this reason, a compar-
ison of the outcome of different clustering algorithms
on a two- or three-dimensional representation of test
284 is performed since the test can be better visualized
then. In Petrarolo and Kobald (2016), the experimen-
tal dataset is reduced in complexity with classical de-
composition techniques such as a Principal Component
Analysis and an Independent Component Analysis. In
this study, an approximation based on image moments
is used, as shown in Fig. 3. Here, the three-dimensional
representation shows the mean image brightness µ of
Fig. 3 Low-dimensional data approximation of test 284. The
color specifies the index of each image in the dataset, i.e.
the first few hundred images are colored blue, then the color
changes to yellow and orange and the final frames with an
index larger than 25000 are colored red.
all d-pixel images in the range from 0 to 255 and the
x/y-coordinates of the corresponding image barycenters
{x̄, ȳ}. Let I(x, y) ∈ {0, 1, . . . , 255} denote the grayscale
pixel intensity at each pixel of the two-dimensional im-

















The values for the normalized image barycenters range
from 0 to 1 in both coordinate directions. As an illus-
trative example, if x̄ is close to 1 and ȳ is close to 0, the
brightest pixels of the image xj are in the lower right
part of the corresponding image.
The upper part of Fig. 3 shows the triple (µ, x̄, ȳ)j
for all j = 1, . . . , 30000 images of test 284. Again, it has
to be noted that this representation cannot capture all
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relevant flow phenomena of the burning test but gives a 
general impression instead. For this reasons, an overlap 
of the data points in this representation does not nec- 
essarily mean that the corresponding images are iden- 
tical. Furthermore, the colors in Fig. 3 represent the 
index j of each image and therefore show the temporal 
evolution of the combustion. First, it can be observed 
that the barycenters of the images vary only slightly
in y-direction in the range ≈ 0.35 − 0.45. For that rea- 
son, ȳ can be omitted without loosing much relevant
information and the focus is on the 2D subset (µ, x̄)j in
the following. Here, the first part of the experimental
dataset colored in blue consists of low-brightness im-
ages with a combustion flame on the left side of the
image. Later on, in Section 4.3, it will be shown that
this part of the combustion corresponds to the first clus-
ter C1. Next, the central part of the test with indices
in the range j ≈ 5000− 25000 is colored in yellow and
orange. In this case, the combustion flame is equally
distributed over the images since x̄j ≈ 0.5. Finally, the
last phase of the test with indices j > 25000 is colored
in red and consists of relative bright images xj where
the combustion flame is located on the right side, i.e.
x̄j > 0.5.
Although a low-dimensional representation of test
284 as in Fig. 3 gives only a coarse approximation of
the real combustion test, essential requirements for an
adequate clustering algorithm can already be identified.
First, the data representation in Fig. 3 shows no iso-
lated clusters but consists of a mixture of several high-
and low-density data point regions. Due to the usage of
a high-speed video camera, the difference of two consec-
utive images in brightness and position of the combus-
tion flame is small and this kind of data representation
has to be expected. For this reason, a clustering algo-
rithm that can cope with not separated data points is
required.
For a better understanding of the different possi-
ble approaches, a comparison of clustering algorithms
provided by the Python machine learning library scikit-
learn (Pedregosa et al. 2011) for the low-dimensional 2D
representation of test 284 was performed. Fig. 4 shows
the outcomes of clustering with K-means, spectral clus-
tering (Ng et al. 2001), agglomerative clustering (Hastie
et al. 2009) and DBSCAN (Ester et al. 1996) for this
simplified problem. It is obvious that a density-based
clustering such as DBSCAN is not optimal for the kind
of problem under study. DBSCAN requires a hyperpa-
rameter ε as an input for the maximum distance of two
observations that belong to the same cluster. If ε is cho-
sen too large, only one cluster is found in the data of
Fig. 4. On the other hand, if ε is chosen too small, a
larger number of clusters is found in the same dataset.
Fig. 4 Comparison of four different clustering algorithms for
a low-dimensional data approximation of test 284.
The outcome of DBSCAN at the bottom of Fig. 4 vi-
sualizes the result for an intermediate value of ε that
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identifies six clusters and some outliers. However, more 
than 95 % of the observations are grouped into the first 
cluster. This result does not lead to further insights into 
the dataset.
  Apart from DBSCAN, the other three clustering al- 
gorithm require the number of clusters K as an input 
quantity. Here, the best results for the 2D training ex- 
ample and K = 3 could be achieved with K-means and 
with spectral clustering. K-means detects one cluster, 
colored in purple, that contains the observations in the 
early phase of the burning test, a further cluster that 
contains the brightest images with respect to µ from 
the dataset, and a third cluster that consists of images 
in which x̄ is slightly shifted towards the right side of 
the image. Compared to K-means, spectral clustering 
identifies the arc on the right as a separate cluster and 
returns a nonlinear data separation of the central data 
point region. On the other hand, the computing time 
for the spectral clustering was much higher than for K- 
means, about 70 s instead of 0.8 s, since an additional 
eigenvalue problem has to be solved then. Using ag- 
glomerative clustering, the arc on the right is separated 
into three clusters but, similar to DBSCAN, most of 
the data is put into the first cluster which is not useful 
in our application.
  Since K-means clustering led to satisfying results 
for the 2D test and shows a good scaling behaviour, 
i.e. it has the lowest computing time compared to the 
other three approaches, it is chosen as the clustering 
algorithm used in this study. Nevertheless, since K is 
not known in advance for the actual dataset, a detailed 
analysis is still necessary. This analysis is presented in
the following section.
4.2 Analysis of the number of clusters
In this section, the number of relevant clusters for each 
combustion test is determined. For this purpose, all 
burning tests listed in Table 2 have been clustered with 
a K-means++ algorithm for different input values for K
up to ten. The algorithm was implemented vectorized 
in Matlab and was executed sequentially on a Linux 
workstation with 128 GB main memory and an Intel 
Xeon E5-2697A v4 CPU with 16 cores and 2.6 GHz per 
core. The maximum memory bandwith of the system is 
76.8 GB/s. A complete clustering of a single test with 
an image data size of about 8 GB, stored as 8-bit inte- 
ger values, required about 1.5 days on the workstation. 
Since the combustion data was converted from integer 
to floating point numbers to allow a computation of the 
cluster centroids (arithmetic mean of all images in the 
cluster), the main memory requirement of the program 
was in the order of 60 GB. Furthermore, it is noted that


























Fig. 5 Evaluation function f(K) for each combustion test to
determine the number of clusters K. The choices for K that
will be used afterwards is indicated with a dot for each test.
the complexity of K-means type clustering increases lin- 
early with K which restricts the maximum value for K
in practice.
  As a side note, it is obviously clear that the com- 
puting time of the clustering could be reduced by run- 
ning the algorithm in parallel on all 16 cores of the 
workstation. Since the algorithm can be parallelized 
efficiently, a close to optimal parallel scaling behav- 
ior is expected. However, the Parallel Computing Tool- 
box that was used for parallelization in Matlab gener- 
ates separate copies of the involved matrices on each 
worker. Then, the memory requirement of the program 
becomes larger than 60 GB and the workstation runs 
out of memory in most cases. As a result, an alternative 
parallel implementation of the algorithm in the conclu- 
sion is addressed in Section 5 and, as mentioned before, 
the program is executed sequentially in the following.
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Since a single run of K-means might lead to local
optimal minimum solutions for J , all runs of the algo-
rithm for all values of K have been repeated ten times.
In all cases, the relative differences in min(J) in the dif-
ferent runs was below 0.5% and the obtained clusters
were almost identical. Furthermore, test 284 was fully
clustered a second time with a K-means implementa-
tion in the Python-based HPC library HeAT (Krajsek
et al. 2018), the Helmholtz Analytics Toolkit, which re-
sulted in almost identical clusters for each K. To the
best of our knowledge, this indicates that the clustering
results are close to optimal for this specific clustering
algorithm.
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Fig. 6 Distribution of the frames in test 289 for K = 8 
clusters (blue) and the result of the combination of two over- 
lapping clusters (red).
  As explained in Section 2, it is first necessary to 
determine K for each test. For this purpose, Fig. 5 vi- 
sualizes f (K) as defined in equations (2) and (3) for 
all tests. For the values of K that are considered, f (K)
always has a global minimum at K = 2. This indicates 
that there are two main structures in the combustion on 
the coarse scale: an ignition phase and a much longer 
steady combustion process. But, as it is well known 
from combustion theory, more structures can be found 
on a short-time scale. Furthermore, it can be noticed 
that f (K = 2) ≈ 0.8 for test 284 but f (K = 2) ≈ 0.7
for test 289. As mentioned before in Section 2, small 
values for a specific K indicate that the essential flow 
characteristics are resolved with this specific choice of
K. Therefore, the flow field in test 289 might be better 
described with K = 2 clusters than the flow field in 
test 284. Since a larger number of clusters seems to be 
necessary to describe test 284, this might indicate that
(a) centroid 6 (6142/30000 frames)
(b) centroid 7 (7879/30000 frames)
(c) centroid 6-7 (14021/30000 frames)
Fig. 7 Since the clusters C6 and C7 have a high overlap in
time, the corresponding centroids are almost identical. This
motivates a recombination of C6 and C7 into a single clus-
ter shown in (c). Note that position of the fuel slab is also
indicated (pink color).
there are more fluctuations and short-time phenomena 
in test 284 than in test 289. Next, test 284 has a local 
minimum f (K) ≈ 0.95 for K = 7. Later on, it is shown
that a short-time turbulence is resolved with K = 7. 
Therefore, K = 7 clusters are assumed in test 284 and 
will be interpreted in Subsection 4.3. The outcomes of
f (K) in Fig. 5 for the tests 243, 289, and 286 are not 
conclusive in the first place. In all cases, values for K
in the range 2, . . . , 8 can be justified. In the end, K = 8 
was chosen for test 289 since, with this number of clus- 
ters, the termination phase of the combustion is also 
resolved. Interestingly, f (K = 8) ≈ 0.98 is also a local
minimum of f (K) for test 289. Finally, the analysis of 
the tests 243 and 296 in Section 4.3 is performed with
K = 6 clusters. For these two tests, K = 6 is the mini- 
mum number of clusters that is required to resolve the 
extinction phase in both combustion tests. As shown 
in Fig. 5, f (K) tends to further increase for K > 6 so 
that larger numbers for K cannot be justified using this 
approach.
  For large values of K > 10 that were not considered 
here, further short-time structures might be resolved. 
In practice, a value of K that is too small has the effect 
that relevant flow phases are not resolved. On the other
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hand, if K is too large the only potential drawback is
that identical flow phases, which should be one, are di-
vided in two clusters. But, as the separated structures
are connected in time this situation can be identified
and corrected. As an illustrative example, the correla-
tion between K = 8 clusters and the points in time
of the corresponding images for test 289 is plotted in
Fig. 6. It can be observed that each cluster belongs to
a certain flow phase since they correspond with a cer-
tain period in time. However, it is possible to notice
that both clusters C6 and C7 have a high percentage of
overlap in time. A further analysis of the correspond-
ing centroids µ6 and µ7, which can be visualized as im-
ages shows that both clusters are almost identical, see
Fig. 7. As mentioned before, this is a separation of one
flow phase into two almost identical clusters. In order
to solve this problem, C6 and C7 are recombined. Fig. 6
plots in red the distribution of the frames after a recom-
bination procedure to seven clusters. Now, Fig. 6 only
has a minor overlap for the seven clusters in test 289.
For that reason, in this study, the recombined dataset
with K = 7 clusters is used to analyze test 289.














test 243 (6 clusters)
 test 284 (7 clusters)
 test 289 (7 clusters)
 test 296 (6 clusters)
Fig. 8 Classification of all frames in 4 tests to their cor-
responding clusters. For a better visualization and to avoid
an overlap, the points have been slightly shifted in vertical
direction.
Finally, Fig. 8 shows the correlation between the
clusters and the points in time for all four tests. For
a better illustration of the output, the clusters have
been ordered in time such that the first cluster repre-
sents images from the first flow phase and analogously
for all other clusters. Furthermore, the different scat-
ter plots in Fig. 8 have been slightly shifted in vertical
position. The reason for this shift in y-direction is to
avoid an overlap of the different tests. Since tests 243
(6 clusters), 284 (7 clusters) and 296 (6 clusters) do
not show overlapped clusters in time, a recombination
of the clusters as in test 289 is not required. However,
such a recombination might be necessary if large values
of K > 10 are chosen for the clustering algorithm to
reveal further short time structures.
As shown in Fig. 8, all tests have a long-time flow
phase that contains a high percentage of all frames. In
test 243 and 296, this phase has a length of about 1.2 s
and belongs to the fifth cluster C5. Interestingly, this
flow phase is longer in the tests 289 and 284. Here,
this phase belongs to the cluster C6 and has a length
of about 1.4 s in test 289 and about 1.7 s in test 284.
This result already demonstrates that characteristic ex-
perimental features can be identified with a clustering
approach. This analysis will be further continued in the
following section.
4.3 Analysis of the combustion
The four tests that will be analyzed in the following 
have been chosen so that the influence of the fuel (tests 
284 and 289), oxidizer mass flow (tests 289 and 296)
and CH* filter (tests 296 and 243) can be discussed (see 
Table 2). After each test, the main parameters charac- 
terizing the combustion process have been computed, 
in order to better understand and interpret the optical 
results. They are reported in Table 3. At this point it is 
important to underline that the regression rate values 
reported here are not representative of a typical hybrid 
engine. Indeed, they are affected by the geometry of the 
fuel slab (normally a fuel grain is used) as well as by the 
interaction of the oxidizer flow with the chamber walls, 
which also reduces the temperature in the combustion 
chamber, and by side burning effects. Moreover, inaccu- 
racies also arise from the short burning times since the 
ignition transients have a bigger influence then. The re- 
sults obtained from the combustion visualizations give 
many insights into the hybrid combustion process and 
allow to separate the different burning phases.
Table 3 Test parameters (all values are averaged in space 
and time).
˙Test mOx ˙OF[g/s] r [mm/s] GOx [kg/(m2s)]
284 46.45 7.5 0.2841 7.5
289 46.5 12.16 0.24 9.2
296 12.43 4.8 0.157 2.42
243 11.8 13.6 0.0545 2.37
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(a) centroid 1 (1320/30000 frames)
(b) centroid 2 (2619/30000 frames)
(c) centroid 3 (2942/30000 frames)
(d) centroid 4 (3493/30000 frames)
(e) centroid 5 (2452/30000 frames)
(f) centroid 6 (16980/30000 frames)
(g) centroid 7 (194/30000 frames)
Fig. 9 Visualization of the seven centroids in test 284.
First of all, it is interesting to have a look at test
284. This combustion video was realized with a band-
pass filter centered around 431 nm placed in front of
the high-speed camera. It is generally recognized (De-
vriendt et al. 1996; Schefer 1997) that the primary species
(a) centroid 3
(b) test 284 at t = 0.7006 s
(c) centroid 6
(d) test 284 at t = 2.3576 s
(e) centroid 7
(f) test 284 at t = 3.1927 s
Fig. 10 Comparison between individual frames and the cor-
responding centroids for test 284.
contributing to flame luminescence are the electron-
ically excited species CH*, C2* and OH*. All three
species show a close correspondence across the main
reaction zone and are thus equally suitable as markers
for the flame zone location. In particular, the concen-
trations of CH* increase rapidly to a maximum within
the flame and then decay rapidly downstream of the
reaction zone (Schefer 1997). Therefore, the CH* im-
ages of test 284 give a good representation of the main
flame location. Looking at Fig. 9, it is possible to no-
tice that 7 different clusters are separated by the algo-
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Fig. 11 Low-dimensional data approximation of test 284.















Fig. 12 Silhouette plot of test 284. The plot illustrates the
clustering quality of each image to one of the K = 7 clusters.
rithm. If possible, the position of the fuel slab (colored
in pink) has been added to simplify an interpretation of
the centroids. The first cluster goes from t = 0.2 s until
t = 0.33 s and represents the initial ignition phase. In
fact, until t = 0.3 s the valves of the torch igniter are
open (see Table 1) and the gases coming from the hydro-
gen/oxygen combustion enter the combustion chamber
from the bottom head of the fuel slab. They start gasify
the fuel, which, in turn, initiates burning with the oxy-
gen entering the chamber. Since the ignition is coming
from the bottom of the combustion chamber, the first
area that starts to gasify and to burn is exactly the fuel
step, as it can be seen in the image of centroid 1 in
Fig. 9. Clusters 2, 3 and 4 are representing the differ-
ent phases of the fuel ignition transient and are going
from t = 0.33 s until around t = 1.23 s. Cluster 2 is
starting directly after the closing of the ignition valves,
thus no combustion gases are coming from the igniter
any more and the fuel slab starts to burn without any
energy addition from the outside. This is the start of
a self-sustained combustion. At this point, the oxygen
mass flow is not yet settled down (ṁOx < 10 g/s), but
it is still increasing; therefore, there is still no steady-
state. As the fuel slab starts to burn, different phases
can be observed in these 3 clusters: at the beginning
(cluster 2) the fuel slab is burning just in the front,
then, as the time goes on (and the oxygen mass flow
increases ṁOx < 25 g/s), it starts to burn in the mid-
dle (cluster 3, Fig. 10 (a)-(b)) and, finally, in cluster 4
(ṁOx reaches 40g/s), almost the whole surface is burn-
ing. It is also possible to notice that, in cluster 4, the
brightness of the flame already starts going down. This
means that the temperature in the combustion chamber
is already quite high and a quasi steady-state flame is
appearing. The result might be unexpected at first, but
it is important to remember that the CH* radicals are
more likely to appear at the beginning of the combus-
tion process, when the temperature is not yet too high.
Later, they are further reacting (the most likely reac-
tion is: CH∗ + O2 = CO + OH
∗) and, therefore, their
concentration decreases while the OH* concentration
increases. So, it is more likely that the brighter burn-
ing regions are seen at the beginning of the combustion
(clusters 2,3,4), while during the state-state phase (clus-
ters 5 and 6), the concentration of the CH* decreases
and so does also the flame brightness (see Fig. 10). Clus-
ters 5 and 6 also show a more or less constant flame
thickness on the whole fuel slab length. In the time
window of these two clusters (1.23 s < t < 3.18 s), the
oxidizer mass flow is more or less steady (it increases
from 45 to 50 g/s), the temperature reached the max-
imum flame temperature and the flame is well settled
down on the fuel slab surface. This situation does not
change until the closing of the oxygen main valve and
the opening of the nitrogen purging at t = 3.18 s, when
cluster 7 starts. This last phase represents the combus-
tion extinction phase. In the video, it is possible to see
that the nitrogen purge comes at around t = 3.08 s
until t = 3.1 s. At t = 3.18 s the flame is completely
extinguished. This causes, in turn, a drop in the cham-
ber pressure, which practically causes a suction of still-
burning paraffin gases from the rear part of the fuel
slab. In the video it is clearly visible that these react-
ing gases are coming from the back and they are trav-
elling until the fuel slab head (see Fig. 10). So, cluster
7 represents the flame extinguish phase, where the re-
maining paraffin gases are still burning with the rest of
the oxygen available in the combustion chamber.
As it can be noticed from Fig. 11 and 12, only cluster 1
(first ignition transient), 6 (steady state) and 7 (extinc-
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tion) are well separated. The clusters 2,3,4 and 5 con-
tain elements that could also belong to other clusters.
This happens because the transition between the igni-
tion transient and the steady state phase is not well de-
fined. The flow dynamics and, consequently, the flame
brightness change slowly and gradually and it is not re-
ally possible to define when one phase is finished and a
new one starts. Thus, these four clusters represent the
transition between the ignition and the steady state
phases. On the other hand, the transition between the
steady state and the extinction phase is well defined be-
cause it begins exactly when the nitrogen purge starts
(at t = 3 s). This moment can be easily recognized in
the small arch belonging to cluster 6 in Fig. 11. When
the nitrogen enters the combustion chamber, the mean
brightness first increases and moves to the front of the
fuel and then decreases and moves more to the back.
Finally, during the extinction phase (cluster 7), the
brightness increases and moves again to the front of
the fuel (due to the ”suction” effect), as it can be seen
in Fig. 11. From this figure, it can be also noticed that,
except for the ignition and the extinction phases, the
combustion is mainly taking place in the middle of the
fuel slab, where the center of the mean brightness is
placed.
Having a look at the results of test 289 and com-
paring them with those of test 284, two main observa-
tions can be done: both tests present the same number
of clusters (see Fig. 8); the mean flame brightness of
test 289 is higher than that of test 284 and it is more
shifted to the back of the fuel slab (see Fig. 13 and 14).
The presence of the same number of clusters is due to
the fact that, having in both tests the same oxidizer
mass flow, the flow dynamics is similar and, thus, the
different combustion phases take place more or less at
the same point in time (small differences are due to
the fact that fuel 6805+5% polymer needs a bit longer
to ignite). In fact, also in test 289, the first 3 clusters
(0.2 s < t < 1 s) represent the ignition transient (ṁOx
reaches 30 g/s at the end of cluster 3); cluster 4 and
5 (1 s < t < 1.8 s) show the transition from the igni-
tion to the steady-state (ṁOx reaches 45 g/s); cluster 6
(1.8 s < t < 3.18 s) represents the steady state, where
the oxidizer mass flow reaches 50 g/s; finally, cluster 7
(3.18 s < t < 3.2 s) shows the extinction phase. On the
other hand, since the fuels burnt in the two tests have
different regression rates (the pure paraffin 6805 burns
faster than the blend), their combustions are character-
ized from different oxidizer-to-fuel mixture ratio (OF)
and, thus, different flame temperature and brightness.
In particular, since the OF of the blended fuel is higher
than that of the pure paraffin, the flame temperature
in test 289 is lower than in test 284. Keeping in mind
(a) centroid 1 (3843/30000 frames)
(b) centroid 2 (2269/30000 frames)
(c) centroid 3 (2112/30000 frames)
(d) centroid 4 (3575/30000 frames)
(e) centroid 5 (3916/30000 frames)
(f) centroid 6 (14021/30000 frames)
(g) centroid 7 (264/30000 frames)
Fig. 13 Visualization of the centroids in test 289. Note that
the original centroids 6 and 7 have been combined into a
combined centroid 6.
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Fig. 14 Low-dimensional data approximation of test 289 
with color indication for K = 7 clusters. Note that the clus- 
tering was originally performed for eight clusters and that the 
two clusters 6 and 7 have been recombined.
that also test 289 is performed with a CH* filter, this 
means that the CH* concentration is higher in test 289 
and thus also the flame brightness. In this case, clusters 
1 (first ignition transient), 5 (transition to the steady 
state) and 7 (extinction) are well separated, as it can 
be seen in Fig. 15 (b). Cluster 6, which represents the 
steady state phase, has some negative values that prob- 
ably belong to other clusters. However, compared to 
the original output of the clustering algorithm shown 
in Fig. 15 (a), the recombination of C6 and C7 into a 
new cluster C6 (cf. Sec. 4.2 for a detailed explanation)
reduced the number of images with negative silhouette 
values. Furthermore, Fig. 15 (a) justifies the performed 
cluster recombination since the original cluster 7 has 
more negative than positive silhouette values. From our 
point of view, such a situation, i.e. a cluster with more 
negative than positive silhouette values, is a good indi- 
cator for a potential recombination with its neighboring 
clusters in the case that a time-dependent dataset with
a high temporal resolution is considered. As mentioned 
before in the description of Fig. 3, due to the high tem- 
poral resolution of the camera, the difference between 
adjacent images is relatively small. Therefore, a mis- 
classification of images in the dataset, indicated with 
negative silhouette values, should primarily occur be- 
tween adjacent clusters. On the other hand, this does 
not apply to general datasets, i.e. in situations in which 
there is no dense temporal sampling of the data points. 
Then, misclassified images could belong to any other 
cluster.
  In order to study the influence of the oxidizer mass 
flow, it is necessary to analyze the results of test 296 
and compare them with test 289. First of all, it can be 
noticed that a lower number of clusters is found in test 
296 by the clustering algorithm. In fact, since the ox- 





























(b) after recombination of C6 and C7
Fig. 15 Silhouette plot of test 289. The plot illustrates the
clustering quality for the original clustering result (a) and
after the recombination of C6 and C7 into a combined cluster
C6(b).
289 (10 g/s instead of 50 g/s), the flow dynamics is
slower, the turbulence level is lower and the transient
presents less variability with respect to test 289. In this
case, cluster 1 and 2 (0.2 s < t < 0.9 s) represent the
ignition phase (ṁOx reaches about 6 g/s at the end of
cluster 2); cluster 3 and 4 (0.9 s < t < 1.9 s) show the
transition from the ignition to the steady-state (ṁOx
reaches 10 g/s); cluster 5 (1.2 s < t < 3.18 s) represents
the steady-state, with a constant oxidizer mass flow of
about 13 g/s; finally, cluster 6 (3.18 s < t < 3.2 s) rep-
resents the extinction phase (see Fig. 16). Moreover,
looking at Fig. 17, it can be noticed that the mean
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(a) centroid 1 (3605/29992 frames)
(b) centroid 2 (2917/29992 frames)
(c) centroid 3 (5106/29992 frames)
(d) centroid 4 (5533/29992 frames)
(e) centroid 5 (12471/29992 frames)
(f) centroid 6 (360/29992 frames)
Fig. 16 Visualization of the six centroids in test 296.
Fig. 17 Low-dimensional data approximation of test 296













Fig. 18 Silhouette plot of test 296. The plot illustrates the
clustering quality of each image to one of the K = 6 clusters.
flame brightness is a bit lower and has a higher vari-
ance than that of test 289. This is due to the fact that,
with a lower oxidizer mass flow, the OF of test 296 is
lower than that of test 289 and thus the flame tem-
perature is higher. As previously discussed, at higher
temperature the CH* concentration decreases in favor
of the OH* concentration, leading to a lower brightness
of the CH* emission. Finally, in test 296, the center of
the mean flame brightness is moved more to the front
of the fuel slab (see Fig. 17). Also in this case, the sil-
houette plot in Fig. 18 shows that only the clusters 1,
5 and 6 are precisely separated from the others. They
are representing the three main combustion phases: ig-
nition, steady-state and extinction. On the other hand,
clusters 2,3 and 4 represent the transition between the
ignition and the steady-state and each of them contains
elements that could also belong to other clusters. As
already expected, this kind of noise (the negative val-
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ues in the silhouette plot) is decreasing while approach-
ing the steady-state phase, meaning that the brightness
variability between the frames is getting smaller and the
algorithm is able to determine an unambiguous cluster.
Concerning the same fuel configuration but without
filter (test 243), it exhibits the same number of clus-
ters and the same phases as test 296 (same oxidizer
mass flow), see Fig. 19. The first 3 clusters (0.2 s < t <
1.6 s) represent the ignition transient of the fuel slab
(note that the first visible flame, which corresponds to
the first self-sustained flame, is only visible starting at
t = 0.35 s). The first cluster represents the initial flame,
which is not yet developed over the whole fuel slab
length. It seems like a recirculation zone where most
likely the paraffin gases are entrained in a kind of vortex
(probably caused by the step) and start burning with
the oxidizer. Then, the vortex becomes bigger (cluster
2) and more paraffin gases get entrained in the recircu-
lation area, until the whole fuel slab burns (cluster 3). It
is possible to note that in test 243 there is always a small
recirculation area directly after the step, which is not
burning. The oxidizer is not able to reach that area be-
cause it burns completely before and therefore no com-
bustion is occurring there. Cluster 4 (1.6 s < t < 1.95 s)
represents the transition between the ignition and the
steady-state, while cluster 5 (1.95 s < t < 3.16 s) repre-
sents the steady-state. As it can be noticed from Fig. 19,
the difference between both clusters is small. This is
again due to the fact that there is no clear distinction
between the end of the ignition phase and the beginning
of the steady-state. The steady-state flame without the
filter is a bit brighter than the one given by the CH*
emission light, at the same operating conditions; but
the center of the mean brightness is placed, also in this
case, more to the front of the fuel slab (see Fig. 20).
Finally, cluster 6 (3.16 s < t < 3.2 s) represents the ex-
tinction phase. During this phase, the flame becomes
brighter and moves more to the back of the fuel slab
(see Fig. 20). As can be observed, the essential differ-
ences between the tests with and without the filter are
the transients. In fact, the initial ignition phase, when
the ignition valve is still open (0.2 s < t < 0.33−0.35 s),
is not visible in the test without the filter (nothing is
visible in the video of tests 243 before t = 0.35 s). The
brightness of the combustion gases of the torch igniter
is too weak to be visible without the filter. Thus, the
first visible flame is that of the fuel slab itself when it
starts burning. Also the extinction phase of test 243 is
different from that of test 296. This is, of course, also
due to the filter that allows us to see only the CH*
emissions. Again, the ignition, steady state and extinc-
tion phases are well separated from the others, as it
can be noticed from Fig. 21. The other clusters contain
(a) centroid 1 (4677/30000 frames)
(b) centroid 2 (3995/30000 frames)
(c) centroid 3 (5521/30000 frames)
(d) centroid 4 (2950/30000 frames)
(e) centroid 5 (12093/30000 frames)
(f) centroid 6 (764/30000 frames)
Fig. 19 Visualization of the six centroids in test 243.
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Fig. 20 Low-dimensional data approximation of test 243













Fig. 21 Silhouette plot of test 243.
elements that do not really belong to a precise cluster
since they represent the transitions phases.
Table 4 Time length of each cluster [s].





  Finally, the output of the clustering algorithm is 
used for a quantitative comparison of the four tests. 
For this purpose, Table 4 lists the time length of each 
cluster. The table summarizes the number of images in 
the different clusters (cf. Fig. 9, Fig. 13, Fig. 16 and 
Fig. 19 for the precise number of the images). It is di- 
rectly clear from Fig. 8 that some clusters overlap in
time and that some images are misclassified. Therefore, 
Table 4 shows the output of the pure clustering with- 
out any postprocessing by the user. Nevertheless, Ta- 
ble 4 allows to compare the different test configurations. 
First, the steady state phase of the combustion (C5 in 
test no. 243 and 296, C6 in test no. 284 and 289) has 
been written bold to simplify a comparison. Since the 
tests no. 284 and 289 have a longer steady combustion, 
these tests perform better in the case that the length of 
the steady combustion phase is used as a quality mea- 
sure. The small difference in the time length of C6 is due 
to the fact that different fuel compositions are used in 
the two tests, thus having slightly different ignition de- 
lays. On the other hand, the steady combustion phases 
in the tests no. 243 and 296 have the same time length, 
since the two tests are characterized by the same fuel 
composition and oxidizer mass flow. Second, the length 
of the ignition phase resolved in the first cluster can be 
considered as a further quality measure and gives infor- 
mation about the ignition delays. Here, it is noted that 
test 284 has a considerably shorter first flow phase than 
the other tests. It has to be noted, however, that slightly 
different flow field conditions are captured in C1 which 
complicates a direct comparison of the tests. Therefore, 
a proper matching of the flow field conditions in the dif- 
ferent clusters is essential to allow for a more detailed 
analysis of the different test configurations and a direct
quality measure for comparison.
5 Conclusion
A hybrid combustion dataset was structured and ana- 
lyzed with K-means++ clustering. To the best of our 
knowledge, this is the first application of image clus- 
tering in the specific application of hybrid rocket com- 
bustion. The analysis revealed several interesting short- 
time phenomena in the dataset and clearly indicate 
the potential of unsupervised learning techniques for 
the structuring of large datasets. In this study, it was 
proved that the clustering algorithm is able to recog- 
nize the different burning phases in the analyzed tests. 
A clear distinction between ignition, steady-state and 
extinction phases was performed and a valuable insight 
into the combustion dynamics (especially of the tran- 
sients) was obtained. In particular, differences in the 
number of clusters were observed depending on the ox- 
idizer mass flow and, thus, on the flow dynamics. A 
lower oxidizer mass flow corresponds with a shorter ig- 
nition transient and, consequently, with a lower number 
of clusters. Moreover, differences, especially in the tran- 
sients and in the flame brightness, were also noticed be- 
tween tests with and without the CH* filter. In particu- 
lar, the steady-state flame is less bright in the tests with
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the filter, due to the fact that the CH* radicals are fur- 
ther reacting at high temperatures, thus reducing their 
concentration. As a further result, a test evaluation that 
bases on the detected clusters allows to quickly deter- 
mine the performance of a specific configuration (cf. 
Table 4). The analysis that has been presented here 
becomes especially important if a large number of dif- 
ferent tests is performed. Then, the clustering allows to 
identify an optimal configuration in the dataset.
  Furthermore, spectral clustering, a computationally 
more intensive approach shown in Fig. 4 might resolve 
further short-time structures and give further insights 
into the complex combustion process. A parallel imple- 
mentation of this algorithm in the HPC library HeAT
(Krajsek et al. 2018) could lead to enormous reductions 
in computing time such that it could for the analysis of 
the full dataset.
  The intention of this work is to demonstrate that un- 
supervised learning techniques can be successfully ap- 
plied to large combustion datasets. In the future, the 
authors will further develop unsupervised, as well as 
supervised, learning techniques to apply to combustion 
data. The objective is to get detailed information on the 
important phenomena characterizing the hybrids com- 
bustion process, such as the entrainment. The next step 
will be to train the algorithm how to automatically rec- 
ognize particular structures, such as Kelvin-Helmholtz 
waves, vortices and droplets, in space and time.
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