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Abstract. A search procedure is described for finding elliptic curves with rational coefficients for which the group of rational points has large rank. Specific examples are given of elliptic curves with rank S 6.
We recall Mordell's famous theorem that the set of rational points on a genus 1 curve with rational coefficients forms a finitely generated abelian group. The rank of such a curve is defined to be the number of free generators of this group. Wiman [3] gave the curve (1) y2 = x3 + 338x2 + 13432* as an example of a rank 4 elliptic curve. (Wiman claims the curve (1) has rank 6, but this is because his definition of rank is the minimum number of generators of the group of rational points, including points of finite order.) Néron [1] proved that rank 10 elliptic curves exist, but gave no examples. In fact, no specific examples of elliptic curves of rank exceeding 4 have been published.
In this paper, we describe a procedure which computerizes a search for large rank elliptic curves. In particular, we give several examples of curves with rank =S 6. In a future paper, we hope to give examples with even larger rank.
We restrict our attention to curves of the form where p\, ..., pk are primes and r is the rank of T. Since a2 -4b in (2) is not a square, there is only one rational root to xi + ax2 + bx; so T has precisely one rational point of order 2, namely (0,0). Hence, precisely one of p¡, ..., pk is 2. Then
T/1Y s zr1 •
Now it is easy to show from the definition of doubling a point on T, that if (x,y) G 2r, then x G Q2; that is, x is the square of a rational number. Denote by Q* the group of nonzero rationals, and let a: T -» Q*/Q*2 where a(x,y) = xQ*2 if x ^ 0, a(0,0) = bQ*2, and a(0) = Q*2. It follows that a is a group homomorphism (for example, see Täte [2]) and that IT C ker a.
Summing up, we have 2r+l = o(Z2+l) = o(T/2T) is o(r/ker a) = o(im a). Hence, if we could compute o(im a),we would have a lower bound for the rank r of T. A proof of the following theorem may be found in Täte [2] . DAVID E. PENNEY AND CARL POMERANCE Theorem, im a = {bQ*2} U {nQ*2: «GZ, n\b, andnu4 + bv4/n + au2v2 = w2 has a solution (u, v, w) in pairwise prime nonzero integers }.
The quartic mentioned in the theorem is often difficult to analyze, so we restrict our attention to those quartics which allow a solution with u = v = 1. Namely, we study (3) A = {bQ*2} U {nQ*2: n G Z, n\b, n + b/n + a is a nonzero square}.
Let B = the subgroup of im a generated by A. Then B is isomorphic to a subgroup of Z$+l and hence B = ZJ for some s S r + 1. Hence, if we can compute o(B) for a given choice of a and b in (2), we will have computed a lower bound for the rank rof r.
For a given choice of a and b in (2), we ask the computer to determine the members of (4) A' = {n: n G Z, n\b, n + b/n + a is a square).
By examining this set, it is not hard to compute A and then proceed to compute o(B).
We give the following numerical example to illustrate the above process. Let T be the group of rational points on y2 -xz 4-17x2 -105*. It is a simple matter to compute A', the set defined in (4). Namely, A' = {-21,-15,-7,-3,-1,5,7,15,35, 105}. Then the subgroup B of im a is {nQ*2: n G Z, «|105} and o(B) = 16. Hence, y1 = x3 + llx2 -105.x has rank ^ 3.
In practice, we make a choice for b in (2) and let the computer search for a "good" choice for a. Indeed, for a given b, the computer has the set {n + b/n: n\b) stored as an increasing sequence. For each choice of a, the computer forms the set {n + b/n + a: n\b, n + b/n + a Is 0}. This last set is searched for squares. If we have hit upon a good choice for a, i.e., there are many (say ^ 4) squares in the set, then the computer prints out n, b/n, n + b/n + a whenever n + b/n + a is a square. The computer identifies an integer x è 0 as a square by first verifying that x is a square for various small moduli, and if x passes these tests, [xl/2] is found by Newton's method written in integer programming for speed. Then x is a square if and only if [x1/2]2 = x.
In (2), we specify that a2 -4b is not a square. However, for a given b, the computer might well choose an a such that a2 -4b is a square. It is not necessary to patch up this "flaw" since a2 -4b is a square if and only if x2 + ax + b = 0 has an integral root if and only if for some divisor n of b, n + b/n + a = 0. Hence, the square 0 appears on our printout if and only if a2 -4¿7 is a square. Thus, we merely ignore those choices for a and b where the square 0 appears.
There are infinitely many ways of choosing a and b in (2). We need, therefore, a method of deciding which choices should be tried. Experience and a few elementary considerations, most of which we omit here, have led us to make the following restrictions on the choices for a and b.
First, we assume b is odd and square-free. The following table sums up the highlights of what we found: Table   rank 
