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The properties of N-Hida processes Part 1 (B. Prum, 1984, J. Multivar. Anal. 15, 
336-360) are studied when the indices set is R*. First, the past of a point (s, t) of 
m2 is extended to qisl=u{yUv, u <s or v  < t). The dimension of the linear space 
generated by the conditional expectations of an N-Hida process y, when z goes over 
a p x q lattice is bounded by N(p + q - 1). The same problem is then considered 
when the expectations are taken conditionally to the field generated by the process 
outside of a rectangle, and the bound of the dimension of the linear space generated 
on a lattice is also given. Special attention is devoted to the case when y; is a 
combination of strong martingales. 0 1984 Academic Press, Inc. 
INTRODUCTION 
We are interested in prediction and interpolation problems, which seem 
typical of random field problems on I?*. This work comes as a natural 
continuation of our paper [6] the notation of which we follow here. 
On R2, we shall denote z = (s, t), z’ = (s’, t’),..., and consider the partial 
order z < z’ iff s < s’ and t < t’. Let z be an increasing fields family 
(filtration), and let Y, be an adapted process. Typically, Fz is the filtration 
associated with a brownian motion W,. When 6 is generated by YzS for 
z’ < z, we say the filtration is proper. 
Problems of random fields offer several interesting types of pasts. In [6], 
we have studied Hida properties in relation to z, which, at least concerning 
this theory, plays the part of the half-right on R. We take interest here in a 
more typical problem of IR *, the “square” past Fz : if Xi = VS,,,$ ;3;, and 
F;=v t,Gt z,, we write q = Xi V Ff . In the case of a proper represen- 
tation, CE is thus generated by the Y, below or left of z. The past of Fz is 
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very big, and it is interesting to have elements of linear prediction for this 
past. 
The main object of this theory is the class of processes admitting a 
Goursat representation of the type 
(RI 
where (KLI,...,N is a martingale of dimension N and (f,),= l,,,,,N is a 
family of convenient functions. 
In the case where the past is <, we have shown, supposing that the 
filtration is proper, that such a representation with deterministic f, is 
equivalent to the fact that the linear projection on & of the future of z has a 
finite dimension. If we replace & by .E, the situation is quite different: The 
linear projection of the same future on q is, as a rule, of infinite dimension, 
and therefore, in order to make precise the situation, we are induced into 
comparing the linear dimension of some finite subsets of the future with that 
of their projections. A simple case is a case when we start from a rectangular 
lattice R of p m q points. We may then describe the situation roughly in the 
following manner: 
If we start from a process admitting a representation (R) and if the image 
of a p . q lattice is also of p . q dimension, then there is at least in (R) one 
nonstrong martingale which secures the preservation of the dimension. In 
other words, as regards nonstrong martingales, there does not exist 
innovation (in this precise and restricted sense) for linear prediction, when 
the past is FZ. If all the martingales are strong, there exists an innovation. 
There are reciprocals if some (necessary) conditions of regularity are 
provided. More particularly, in the case when the dimension of projection is 
strictly inferior to that of the lattice, we can show that the process admits a 
representation (R) with strong martingales. This is the case when the process 
is F-markovian; this notion has been introduced by several authors, among 
others Nualart [3]. We say that Y, is F?-markovian if 
Nualart has shown that for gaussian processes adapted to brownian fields, 
Y, was F-markovian iff we had 
Yz=8, p,dW,, 
s 
where 8 and q are functions, W a brownian and R, = {z’, z’ < z). We show, 
through very different techniques, that we can suppress the “Y, gaussian” 
and “YZ zero on the axis” hypothesis and obtain 
Y, = e, cp,Wdu) 
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where the integral is a stochastic integral in respect to a strong martingale 
M. 
The second problem studied concerns the linear interpolation from the 
exterior of a rectangle, when the martingales associated to the representation 
(R) are gaussian and when the kernel factorises itself. The past is here the 
exterior of a rectangle, which is the case for problems set in statistical 
mechanics and elsewhere. 
We show that the conditional expectations of p + q points of a lattice are 
dependent as soon as p . q > N. (p + q - 1) + NZ . (p + q - 3), where N is 
the degree of the representation (R). We have made a detailed, quasicom- 
binative study of this property, which ought to help the choice of models in 
the statistical branch. The diversity of situations makes Hida theory of 
representation an instrument of analysis which therefore seems to us (in the 
case of IR2 and iR” too) a very important one, still to be developed. 
1. HIDA PROPERTIES RELATIVE TO ,Y-FIELDS 
FOR PROCESSES ADMITTING AN N-REPRESENTATION 
Let Yz, z E R2 be a process adapted to {Q, jr, (K), z E R*}. Suppose 
that z satisfies the F4 conditional orthogonality relation: if 
Ef = E(. 1.9-i) E; = E(. 1 cF;) Es, = Et. 16) 
then 
E,,=E;oE;=E;oEf. 
If zO = (s,, tO) is fixed, put r, = ySOt,. The space sp{E(Y; 1 <TO), z > z,, ) is 
generally of infinite dimension, even for a strong martingale Y,; this is 
because the past 59,, is very big. It is easy to see that it is the same for 
sp(E(Y, ] fl:J, z > zO}. Thus, there do not exist, when we take the 5% 
expectation, properties similar to the Hida properties introduced in [6]. 
In order to measure the linear dependence with respect to the past in this 
case, we shall impoverish the future, limiting it to a lattice 9 = { (si, tj), 
i= 1 ,..., p, j = l,..., q} of finite cardinal p . q. 9 being fixed with s,, < s, < 
s2 < *** <s, and to< t, < t, < e-s < t,, we write 
and we shall study the dimension of q(9) (which is less than p . q) when 
Y, can be represented by martingales with ‘respect to the filtration F of a 
brownian motion. Let us at first recall the general form of the representation 
of martingales with respect to those fields. 
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PROPOSITION 1 [2]. Let M(z) be a martingale of L2 with respect to a 
brownian filtration (<(IV). Then we have M(z) = M*(z) + M**(z), such 
that M*(z) is a strong martingale, i.e., M*(z) = JR, 0(r) W(d<), where 0(z) is 
T(W)-adapted and in L2(R,), and M**(z) = J”R; w(5; C’) W(d<) W(dC’), 
where w is TV, ,-adapted and only charges z R z’. 
THEOREM 1. Let us assume that &I** # 0 (A4 is not strong); hence 
whatever be p and q and whatever be z0 = (so, to) there exist two series 
s,<s, <s, < **a < sp and t, < t, < t, < e-s < t4 such that 
I Elvtt, t’) I %I WdO VU z 0, for i = I,..., p. OlXVj 
j = l,..., q. 
where 
Ui = { (24, V), si- 1< u < si9 v < tiJ}’ 
ProojI If M is a nonstrong martingale, there exist z6 = (~4, t6) > z0 such 
that JW,,,~~ A4 1 FJ # 0 where Alor@ = Mz6 - Msot6 - Msgto + Mz,. M* being 
a strong martingale, this condition is confined to E(dz0,6M** I&) # 0. Let 
us denote [zO, z;] as the rectangle {z, z0 < z <zb}. If < (resp. 6’) is in 
[zO, z;], taking first the conditional expectation with respect to F[ (resp. FL,), 
we have 
E(w(& ~3 WY) Wdt’) I %‘o) = 0. 
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Thus 
where 
Hence, if 
-Wz,,,,M* * 
then with 
where we have written 
“,)=I E(y(CI, r’) I %) W(dr) W(dr’) # 0, 
z/xv 
< = (u, v) and r’ = (u’, ZI’), 
/~o)*dudvdu’du’= 161 f(u’, 0) du’ c-h + 0 
365 
f(u’, u) = 1” I’” E(ly(<, <‘) ( Fo)’ du du’. 
u=-m u’=-m 
The theorem will then infer itself immediately from the following lemma: 
LEMMA 1. If the measurable function f > 0 from [0, 1 ] * into R is such 
that 
s 
f(x, Y)dX&fO 
fO.11~ 
then for all (p, q) integers, there exist two sequences so = 0 < s, < .-a < 
s ,-,<s,=l and t,=O<t,< +.. <t,-, <t,= 1 such that if A,= 
[si-l,si] X [tj-lY tj]9 
Vi= l,p,Vj= l,q 
I f(x, y)dx&#O. * ii 
Proof. Let us denote A = support(f)‘. The hypothesis is expressed by 
A(A) # 0 (A is the Lebesgue measure on [0, 11’). Let us fix z in [0, I]’ and 
366 BERNARD PRUM 
denote R, the square of center z and of side l/n. The Lebesgue theorem 
allows us to conclude that for almost every z 
1 
“(‘)= lirn A(R,n [0, 11’) I “(‘)” R,nlO,ll~ 
= lim 44 nR,n 10, 11’) 
W,n [O, ll*) ’ 
Let us assume the conclusion of Lemma 1 to be false for a pair (p, q) of 
integers. For R, c [0, 1 ] *, let us write 
si = x - (1/2n) + (ilpn) i= l,p- 1 
t j  = Y - (1/2n) + (j/W) j= l,q- 1. 
There exists (i, j) such that ld ,. 1, ([) & = 0. If, on one of the p . q rectangles 
cut up by the partition on R:, f is zero, A(,4 n R,) Q (1 - I/pq) A(R,). As 
A(A n R,)/A(R,) < 1 - l/pq, we cannot have 1(A n R,)/A(R,)+ 1. If 
z E IO,, I[‘, we can choose it such that R, c [0, 11’. The measure of the 
boundary of [0, l] * being zero, we deduce that I-a.e., f is zero on [0, I] 2. 1 
Remark. The integral being continuous, there exists a neighbourhood Z! 
of (sr ,..., sp-r, t,, . . . . t,_,) in IRp+4-2 such that (s; ,..., s;-i, ti ,..., t&,) E Z! 
implies Its/-,.s[l x rtj_, ,t;1 f # 0. We shall use this remark to prove the following 
theorem : 
THEOREM 2. If 6 = E( W) is the f&ration of a brownian measure on 
IR*, and if Y, is K-adapted and admits the representation (R) where 
(a) each M,(z) is a martingale of L2, at least one of them being not 
strong, 
(b) the mapping z -+ E(Y, ( FZ:,) is continuous for all z,, in IR 2, and 
(c) (f,),= l,N forms a Tchebychev system (see [6] for the definition) 
for all rectangles of nonempty interior, 
then, for all (p, q) E (N+)*, there exist z,, in IR* and a lattice 9 with q lines 
and p columns of the future of z,, such that dim &(S%) = p . q. 
COROLLARY 1. Let Y, be a process of L* admitting the representation 
(R), where each M is a martingale, and where the conditions (b) and (c) of 
Theorem 2 are satisfied; if there exist p and q in Nt such that for every 
lattice 9(p, q) in the future of zO, dim Z0(9(p, q)) < p . q, then all the M, 
are strong martingales. 
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Proof Suppose, for example, that M, is a nonstrong martingale. Let us 
start from the lattice 9, with z0 as minimal point, given by Lemma I for 
M, . It is obvious that the system {E(M,(z) 1 go), z E 9, } is free, but nothing 
guarantees that it is the same with the system {f,(z) E(M,(z) ) FO), z E 9, ), 
for f can be zero, hence with the system {E( Y, 1 FO), z E B?i }. 
Let us show by a finite recurrence on the lattice points that, by “small 
successive perturbations” brought to 9,) we can find a new lattice, near the 
former one, such that the associated system is free. 
Let .9 = {zk, = (sk, tJ, k = 1, p; I = 1, q}, where s,, < s, < a .. < sP and t, < 
t, < . . . < t, (the lattice built in Lemma 1). We shall denote 
sij(9) = E(Yskt, I (%Jh (Z=l,j-1 and k=l,p) 
or (I= j and k= l,i- l)} 
(admitting that . = 1,0 designates a set empty of indexes). The recurrence 
passes from (i, j) to (i + 1, j) and from (p, j) to (1, j + 1). 
Let us assume that for every i’ < i, j’ < j, i < p, j < q there exists a lattice 
3Fij = [zk,,, = sk,, t,,, k’ = l,..., p, 1’ = l,..., q} such that S,,j,(.9i,j,) be free. 
Note that S,,(9,) is free. 
Than, let us show that there exists a neighbourhood %‘, of zij such that 
Z’ = Pi C-I Rzu is not empty, and that for z in Z! we have 
* Sij(gZ) is free, if 9Z is the lattice obtained when we replace si by s 
and t j  by t in 2Fij ; 
* [w,l, being defined by [w,l, = ~UIXYz~vn(t~ ’) I q’o> W&I f+‘(&‘) 
with U, = R,,,. - R,.m,,,o; v, = R,,,,l - Rso,lj-,~ then [w,], f 0. 
%% is not empty. as a matter of fact, [w ] I Ztj is not zero according to the 
hypothesis, and the function [w,], is continuous; since the determinant of 
continuous functions is continuous, Sij(3PZ) is a free family as long as 
S,(.2Pzu) is free. 
LEMMA 2. There exists z in % such that JJE=, f,(z>[ w,], f 0. 
t j  'ij 
20 'i-1 
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Let us choose a rectangle [c, zii] included in 22 and N points zi ,..., zN of 
[r, zii] such that detdf,(zJ)a,n=l,Nf 0; this is possible according to the 
hypothesis. If the assertion were not true, we could write 
b&l,, = bY,lr + U,(n) 
where for all (a, a’, n), U,(n) is orthogonal to [w,,], according to the 
[w,],. We infer from this that formula giving 
v a E [l,..., N], 5 LWklr = 0 
LY=l 
and then, since U24>,=l,N,,=l,N is regularT 
V a E [l,..., N], bKYlr=0* 
The conclusion [~i]~ = 0 contradicts the definition of 22. The lemma is 
proved. 
Thus, let Fij = (pi, 4) be a point of k? such that CE= i f(Fij)[ W,]i, # 0, and 
let us change 9 into &‘, changing Si into fi and tj into 4, We have 
E(Y,, ] FJ =A + B where B is in sp(Sij(@)}, while A is orthogonal to it. A 
being not zero, E(Yii, 1 gO) cannot be a linear combination of elements of 
Sij(~). In other words, the system Si+ l,j(~) is free. 
A similar reasoning proves that if we have found j < q such that S,(S’) is 
free, changing 9 slightly, we shall find .z? such that Sl,j+ i(3) is still free. 
Let us then show that if Y, admits a representation with strong 
martingales, the dimension of Z0 is smaller than p . q for p and q big 
enough. 
THEOREM 3. If Y, admits the representation (R), where the K- 
martingales are strong, and if 9(p, q) is a p . q-lattice in the future of zO, 
then 
dim&(g(p, q)) < N(P + q - 1). 
Proof: If zii = (si, tj), we have 
E(YijI~zJ= $, f,(zij>[M,(zi,)+M,(z,j>--*(z,,)l, 
and if we write 
L”alil = E(“a(zil) I 6) i= I,p;a= 1,N 
[M,] lj = E(M,(zlj) / %) j = 2, (I; a = 1, N 
these N. (p + q - 1) vectors generate &,(S’(p, q)). 
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COROLLARY 2. Every system of M vectors Y, of the lattice B?(p, q) is 
dependent conditional to F0 as long as M > N . (p + q - 1). 
Discussion upon the dimension R0 : We are going to show that dim Z0 can 
reach its upper bound N . (p + q - 1) and take strictly smaller values. Under 
weak hypothesis of regularity on the representation, we shall obtain a 
nontrivial minoration of this dimension. First, let us show the lemma: 
LEMMA 3. Let Mz = ‘(M,(z) ,..., M,,,(z)), a vectorial .T--martingale such 
that 
* ifs # s’, M,,, -MS, is regular, i.e., such that its covariance matrix 
is regular fir every (s, s’, t); 
* if t + t’, M,,, - M,, is regular; 
let z,, be a point of RZ and A?(p, q) = f(si, tj), i = 1, p, j= 1, q) is a lattice in 
the future of z0 ; then 
(a) the N . p vectors Ma(si, to), i = 1, p, a = 1, q, are free, 
(b) the following system of N . (p + q - 1) vectors is free: 
G=i[M,Ii,,iE [l,P]; [M~],j~jE [2,q13aE [l,N]}. 
Proof: If 
5 i AaiM,(si, t,) = 0, 
n=l i=l 
we can subtract this quantity from its expectation conditional to .Yf,-,. We 
obtain 
=+ ~rrp[M4(sp,fO)-Ma(sr,-1,t0)l =O. 
021 
M,(sp, f) - M,(s,- 1, t) being a regular martingale in t, A,, = 0 for a = 1, N. 
A finite recurrence taking conditional expectation successively to 
C”i,-2 ,..., 3-i,, .3-f, shows then that 
ViE [Lp],VaE [LN], aoi = 0. 
(b) The freedom of the system G is equivalent to the freedom of the 
system 
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then 
By E(. 1 jT$, we then have 
=w, I x:,> = 0, 
and thus 
N 
=L a=1 
AaMa(sl 7 clJ) + $j P,i(“a(siY lo> - Ma(si- 13 fg)] = O* 
i=Z 
The system Mn(Si, to), i = 1, p, a = 1, N, is free according to the first part of 
the lemma, so for all a = l,..., N, we have 
A, = 0 and for i = 2, p ,uai = 0. 
The reasoning with expectations conditional to Ff, brings us to the con- 
clusion 
VaE [LN] VjE l&q] uaj=o. I 
Hence, we deduce the proposition 
LEMMA 4. Let Y, be a process admitting the representation (R), where 
(a) the system of (f,, a = 1, N) is Tchebychev-strong by line and by 
column, i.e., 
ifs, < s, < -.a -c s&or all t, Wf,(s,, 0) + 0 
ift, < t, < .+f < tN,foraEls, det(f,(s, tj)> f 0; 
(b) M,(z), a = 1, N prove the conditions of regularity in s and t given 
in the lemma. Then, let zO be a point in R2 and 5P(p, q) be a p x q-lattice in 
the future of zO. Then 
dim<,,(~(~, q)) > N. (P + q -N). 
ProoJ: The system of N. (p + q - 1) vectors (defined in the former 
lemma) 
G= {([M,]i,l>i= 1,P; [M,],,j,j=2,qJ,a=‘,NJ 
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is free. The system for N vectors {I!?(Y,~,~ 1 %), i = 1, N} is free too: it is 
expressed by mean of the system G through a matrix of full rank (hypothesis 
of Tchebychev-strong by line). 
Let us assume that for j, - 1 > 1, the system of N* . (j, - 1) vectors 
ajo- = {E( Ysit, ) ,F& i = 1, N, j = 1, j, - 1 } is free. Let us show that it is the 
same for the system ~j,. 
P 
Suppose we have 
C AiE(Ysifjo I %I + C PijECYsitj I 61 = O* 
i=l,N i=l.N 
j=l,jo-1 
As 
where Ui,j, is in the space generated by the system aj,,-r, the equation 
becomes 
C Ai (~~NJ,(si,~j,)[Moll.j,) + ujO=” 
i=l,N 
where lJj, is in ajO-, . The variables [M,],,jo being free for this system, we 
have 
C faCsi, tj,)[“all,jo 
a=l,N 
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that is 
K- 
4 
x fm(siTtj,>ni [“alI,jo=o* a=l,N a=l,N ) 
The WalI,jo9 a = l,N being free, we have for a = l,N Ci=l,Nfor(Si, tj,) 
Ai = 0. (f,) being Tchebychev-strong by line, we deduce that ~jjo is free, 
particularly for j, = q. Let us complete this with the free vectors {E(Ysilj 1 go), 
i = N + 1, p; j = 1, NJ which are independent of aplq. We obtain then m 4 a 
system of N. q + N. (p-N) = N + (p +q -N) free vectors. Hence the 
result. I 
Let us give, as an example, the maximal dimension M, and in the 
hypothesis of the former proposition, a minoration m of dim S$. First let us 
give the definition: 
DEFINITION 1. We shall say that the triplet of positive integers (N, p, q) 
is minimal if 
N(p+q--1)<m 
N(p+q-2)>P(q-l1) if pG4, 
(rev N(P + q - 2) 2 q(p - 1) if 4 < P). 
We have noted in Table I the first (N, p, q) minimal values, i.e., the 
smallest p, q values such that N* -N < (p -N) . (q -N). 
TABLE I 
N P 4 max M min tn pq-M- 1 
1 2 2 3 3 0 
2 3 5 14 12 0 
4 4 14 12 1 
3 4 10 39 33 0 
5 7 33 27 1 
6 6 33 27 2 
4 5 17 84 72 0 
6 11 64 62 1 
I 9 60 48 2 
8 8 60 48 3 
5 6 26 155 135 0 
I 16 110 90 1 
8 12 95 15 0 
9 11 95 15 3 
10 10 95 15 4 
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Remark. For N = 1, if (s, t) < (sl, tl), E(Y,, 1 q,,,) is a linear 
combination of YSlt, YSlt,, and Yst,, a fact which we had by another way (cf. 
13,5]) deduced f rom the character proportional to a strong martingale of 
yst- 
2. PROCESSES giq-H1~~ 
DEFINITION 2. Let (p, q) be a pair of positive integers. We shall say that 
the z-adapted process YZ is ,VP,-Hida if, for every z,, = (s,, t,) < zh = (sl, , tk), 
we have 
(a) for every lattice .9?(p, q) in the future of z,,, dimZO(9(p, q)) < 
P * 9; 
(bl) for all 1, < t, < . . . < t, of [f,, CA] there exist s1 < s, < ... <s,-, 
of (so, sh] such that for the associated lattice .9(p - 1, q), we have dim 
&K9(P - 194)) = (P - 1). 4; 
(b2) a similar property to be obtained when we exhange the parts of s 
and t and of p and q. 
We shall study conditions under which a representation of a process YZ, 
by means of strong martingales, is made $%‘,,-Hida, and reciprocally we shall 
study which type of representation admits the PP’,,-Hida processes. 
Let zO be fixed in IR2 and Y, admitting the representation (R) where the 
martingales are strong. A lattice 9(p, q) being fixed in the future of zO, we 
shall write 
Uij = E( Yij ( ~~) 
U={U,;i= l,p;j= 1,q). 
If M, = ‘(Ml(Z),..., MN(Z)) is a martingale with horizontal and vertical 
regular increments (cf. Lemma 3), then the system G defined in Lemma 3 is 
a generator system of ZOO, and it is free under the hypothesis of regularity of 
the increments of M(z). Denoting also G the N(p + q - 1) X 1 matrix with 
entries [M,], U can be expressed as a linear function of G: U = T . G, where 
T is a N(p + q - 1) x pq matrix dependent on the lattice 9(p, q) and onJ: 
Then we deduce from Lemma 3 that dim&$%?) = rank T. Let us then 
introduce the following notion of a Tchebychev system relative to lattices: 
HYPOTHESIS HT. Let (N, p, q) be a minimal triplet. Suppose for all 
zo < z;, 
* for all t, < tz < .f. < t, of [to, th], there exist s, < s, < ... < s,- , 
such that for the corresponding lattice, rank T(S(p - 1, q), f) = (p - 1) . q; 
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* for all s, < s1 < #a0 < sp of [s,, $1, there exist t, < t, < ... < t,-, in 
[so, s;] such that for the corresponding lattice, rank T(S(p, q - l), f) = 
P* (9- 1). 
Let us remark that (N, p, q) being minimal, (p - 1) . q < N . (p + q - 2), 
TWP - 1, q)), and T(.%?(p, q - 1)) are thus supposed to be of full rank. 
THEOREM 4. Let (N, p, q) be a minimal triplet, let Y, be given by (R), 
where M(z) is, as in Lemma 3, a martingale with regular increments in s and 
in t, and such that T satisfies the hypothesis HT, then Y, is Fp’,,-Hida. 
Proof (a) If (N, p, q) is minimal, rank T(S’(p,q)) < inf[N(p + 
q--1),pql=N(p+q--1)<pq. 
(b) We deduce from Lemma 3 and from Hypothesis HT the existence 
of lattices (p - 1) X q and p x (q - 1) of points in which the values of Y are 
independant conditional to G. 
We shall now study the reciprocal property. Denote Z’$’ = sp{E(Y,,, 1 ST:), 
t < t’}. 
THEOREM 5. If the process Y, satisfies the hypotheses (a) and (bl) of the 
deftnition 2, and if besides 
v z = (s, t) 
vt’>t I ,,l$n, Jw,v 16) = 03 
then 
V(s, r) dim J?$’ < q. 
Proof Let(s,t)beiniR2,t=t0<tl<~~~<tq.Foralls,<s’<s,there 
exists, by Hypothesis (bl) s, < .e. < sP-i in [so, s’] such that for the 
correspondent lattice, dimZO(9(p - 1, q)) = (p - 1) . q. Let us write sP = s 
and 
s(P,q)= {(si,tj),i’l,p;.l= 1,4]. 
We know (Hypothesis (a)) that dimZ‘@%‘(p, q)) ( p . q. Therefore, there 
exists a linear combination with coefficients which are not all zero: 
2 lujjE(Ysijj I G) = O; (1) 
i=l.p 
j=l,q 
hence, taking 9-f;expectation, 
(2) 
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From the hypothesis of orthogonality of s”:, and .7:, conditional to Tcfo, 
all these terms are ErtO-measurable except those for which i = p; 
E(YSpljI.F;J= Uj’+Zj’ 
with 
uj”’ E L2(~~t,) z;’ i L2(.&J, 
Taking the &,,o-expectation of (2), and subtracting the result from (2), we 
obtain 
Where the system {I;‘, j = 1, q} is free, we could deduce {pPj = 0, j = 1, q}. 
Transferring in (l), from dim&(9(p - 1, q)) = (p - 1). q, we deduce 
{pii = 0, i = 1, p, j = 1, q}, which is impossible. 1 
Let us get to the reciprocal property: if Y, is yP,,-Hida for a pair of 
positive integers, then Y, is Hida-bounded (cf. [6]) and Y, has a Goursat 
representation. 
THEOREM 6. Let Y,, z E R2, be a process satisfying the hypothesis (a) 
and (bl) of the definition 2 such that for all s, < s/,, there exist 
31 < s2 < ..a < sp such that for all t, {E(YSi, 1 Ff,), i = 1, p’} generates a$. 
Then Y, is Hida-bounded by p’ . q. 
Proof: Theorem 4.4 of [6] states that dim 8::’ < q; Theorem 5 
(formulated in a symmetrical way in (s, t) and (p’, q)) then gives the result. 
COROLLARY 3. Zf Y, satisfies the hypothesis of the former theorem and 
is stationary, either apart in s and t, or in a positive direction (h, k) (i.e., 
h > 0, k > 0), then Y, is N-Hida. 
COROLLARY 4. Let Y, be a process satisfying the hypothesis of the 
former theorem and admitting the representation (R) with martingales for a 
brownian filtration; suppose that z + E(Y, ( FO) is continuous in z and that gz 
is generated by every open nonempty part of the future of z. Then Y, is Hida- 
bounded, and all martingales in the representation are strong. 
The proof of the first corollary is obvious. As for the second one, it will be 
a consequence of Corollary 1: There exists (p, q) such that dim 
Z0(9(p, q)) < p * q for every p + q-lattice (Hypothesis (a)). On the other 
hand, let N be the upper bound of dim gz and D = {z, dim gz = N}. Let z0 be 
a point of D. Since gzO is generated by every open set in the future of zO, we 
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deduce that the (f, , a = 1, N) in the representation (R) forms a Tchebychev 
system in every rectangle of nonempty interior of D; hence the result. 
Application to F-markovian processes. A process Y, adapted to the 
brownian fields s3; is said to be F-markovian (cf. [3]) iff 
vz = (s, t) < z’ = (s’, t’), 3A,,u, v 
E(Y,, 1 g:) = nu,, +py,,, + vY,y 
Nualart and Sanz have proved in [3] the following theorem: 
THEOREM 7. Let Y,, z E IR 2, be a gaussian process, centered, null on the 
axes. Let us assume P(z, z’) = E(Y, Y,,) # 0 when z and z’ are not on the 
axes, P absolutely continuous. I’(z, z’)/I’(z’, z’) has a limit when z’ comes on 
the axes, z being fixed. Then Y, is F-markovian iff Y, = 0(z) jR1 nCr>O, Q(C) 
dW(C), 4 being in L2 and 8 being measurable. 
We shall give a more general result, without the gaussian hypothesis. 
THEOREM 8. Let Y, be a process adapted to a brownian field K, then 
the following conditions are equivalent: 
(i) Y, is F-markovian and Vz = (s, t), 3s’ > s, V t’ E(Y,,,, IFi) # 0. 
(ii) Y, = f(z) M,, where M is a strong martingale (therefore represen- 
table as a simple stochastic integral if Y, is in L,‘). 
Proof. We remark that if Y, is F-markovian, then it is FPE?,,-Hida with 
p = q = 2. Indeed, let a lattice be 2 x 2. According to the F’-markovian 
property of Y,, if z,-, is the inferior point of the lattice, the dimension of the 
lattice image by E(. ] g’,,) is less than 3, and then its dimension by E(. / q) is 
less than 3 for all z < z,,. Therefore, Y, admits a representation (R) where 
the M, are strong martingales, according to Theorem 2. Thus, according to 
Theorem 4, Y, is F2;,-Hida. 
But 8::’ is of dimension 1, since Yst is a martingale in s. If we have 
E( Y,,, ] F,’ # 0, it generates 8::’ ; if we apply Theorem 6, we have that YZ is 
Hida-bounded by 1 X 2 and therefore Y, =f,(z) . M,(z) +f2(z) . M,(z) 
where M, and M, are strong martingales. 
Then we see immediately that the sum of 2 strong martingales is 5% 
markovian iff these martingales are proportional. We have thus proved the 
direct part. The reciprocal is obvious. 
Remark. The condition E(YS,t /Rf,) # 0 means in particular that 
processes of the type (s - t) . M,, are put aside (owing to the zeros 
artificially created). It must be releasable. Other remarks on g-markovian 
processes, especially on the time reversal and the Ornstein-Uhlenbeck 
process may be found in 171. 
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3. INTERPOLATION FROM THE EXTERIOR OF A RECTANGLE 
In this section, we study the Hida property relative to the exterior of a 
rectangle for gaussian processes admitting a Goursat kernel. In the case of 
R, it will concern the exterior of an interval; this case is treated in [7]. The 
results generalize those obtained in [7] relating the same type of property for 
a strong gaussian martingale (Goursat kernel of order 1). 
Let 9 be a rectangle with sides parallel to the axes and Y, a gaussian 
process admitting a representation with a deterministic kernel of order N 
relative to a brownian measure W on R ‘: 
y= = I w, 0 WW) where F(z, 0 = r f,(z) . g,(l). (IR) R: aZ,N 
In addition, as we did in [6], we shall assume that every function g,(u, u) 
factorizes in g,(u, V) = h,(u) . k,(v). 
Then we take interest in the Hida properties of this relative to the field 
generated by Y, on the outside of 9: When will a number of Y, be 
dependent, taking their expectation relative to this field? We shall answer in 
the case of a lattice. We can suppose this lattice resting on 9, the general 
case being an obvious consequence of this. 
Let H( W-) be the linear space sp{ (W(dz), z & LZ}, i.e., the space 
generated by W(A) where A is a rectangle with sides parallel to the axes such 
that A r‘l2-F = 0; this space is generated by the W(A) where the dimension of 
A is inferior to a dimension fixed beforehand. 
If .R = [si, sP] X [ti, tg] let us write 
U&h) = jtq k,(u) W(dz4, du), 
*I 
U;(h) = jSPh&) W(du, du), 
s1 
and let H(9) = sp{ UL(du), S, < u < sP; Uh(dv), t, < u < tg} (i.e., H(9) is 
generated by the Us, D, interval of [s,, sP] and by Ui(D,), D, interval 
of [tl, t4], for G[ = 1, N). H( W-) and H(9) are orthogonal. Let us write 
H = H( w-) @ H(9). 
LEMMA 5. Yst is in H as long as (s, t) is not in 3. 
If s < s, or t < t, from the representation of Y, it follows immediately that 
Y is in H( W-). Otherwise, if for example s, < s < sP and t, < t, we have 
yst = yst,p + yst,, where 
Y st,p = I 
F(s, t; <) W(&) is in H( W-), 
Rsl-.Z 
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which is in H(9); we have the same equations if sP < s. 
Consequently, H(Y) = sp{ Y,, z 65 9) is included in I% Let PH(YSl) be the 
orthogonal projection of Y,, on H for (s, t) in 9. We shall have 
PHW(YSf) = PHWdPH(YSf)) 
PH(YSf) = &WV-,Kf) + %9~(Ysf)~ 
Y,, being Kt-adapted, the first term in the decomposition reads 
where 
G(D) = j g,(t) W%) 
D 
We have on the other hand 
/ f <g / 
_/ St 
'st , / / 
,' 
/ / 
/ , 
,' , ,"S 
where 
(3) 
rsf = Lb1 3 t,>, 69 t>l* 
Let us calculate PHtgJ (G,(r,,)); let us omit index GI associated to G, 
G(r,,) = ( h(u) k(u) W(du, du). 
rst 
P H(9j G(r,,)) being an element of H(2) admits a decomposition 
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with 4’ and 4’ dependent on (s, t). Let us then write that 
G@,t> - pmz~ (Wst)) is orthogonal to H’(9) = sp{ Ui(du), du E [sl, s,], 
a = 1, NJ and to H*(9). 
(a) Orthogonality to U’(du), u E [sl, sp] 
Va=l ,..., N, Vu E [sl, s], 
h(u) 1’ k(u) k,(u) du - t: 
t1 4=1,N 
[4;(u) it’ k,(u) k,(u) du 
(1 
+ h,(u) j’” 4;(u) k,(u) dv ] = 0. (5) 
11 
Then let [K] be the N x N matrix with entries K,, = 52 k,(v) k,(v) du, a, 
p = 1, N; let l?(t) be the N x 1 matrix with entries K,(t) = li, k(v) k,(u) dv, 
a = 1, N; and let H(s, t) be the N x N matrix with entries H,,,(s, t) = si; 
G(u) k,(u) dv, a, /? = 1, N. Th e condition (5) is expressed matrically by (K] 
Q’(u) = h(u) K(t) - H(s, t) K(u) where ‘P(U) = (#:(u),..., 4;(u)), ‘K(U) = 
(h,(u),..., h,(u)). If [K] -’ exists, which is an independent condition of (s, t) 
on the functions k, relative to the interval [t,, tq], (3) can be written 
7’(u) = h(u) [K] -’ g(t) - [K] -’ H(s, t) i(u). 
To conclude, every g;(u), /I = 1, N expresses itself as a linear combination 
(with coefficients eventually dependent on (s, t)) of the h,(u), a = 1, N: 
4;(u) = 5 a,&, t> h,(u). 
a=1 
Or still, considering the first term of the second member of (4) integrated 
only on [sl, ~1, 
where 
g’f = b1, sl x [t1, q. 
(b) Ort~ogonality to UA(du), u E] s, s,]. The former calculus remains 
good with K(t) = 0: indeed, if u E] s, s,,], E(G(r,,) Ui(du)) = 0, a = 1, N. We 
deduce (under the same hypothesis [K] inversible) that 
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where 
t 
8;' q 
+ 
t 
q 
' / 
5 
5 
s1 
P 
*P 
<q 
We define in a symmetric way 
9’: = [s,, SD1 x it*, ll 
9;’ = [Sl, spl x [4 $1. 
We deduce that the second term of (4) CBSI,,, s:;l#i(n) Ui(du) can be 
expressed linearly as a function of (G,,(Sf), G,B(9i’), Q, /I = 1, N) as long 
as the matrix [H] = (H,, = Iz h,(u) h,(u) d~),,~=,,, is regular. 
Then, let s, ( s2 < . .. < sP and t ,  < t ,  < . . . < t ,  be sets of abscissas and 
ordinates defining a p . q-lattice resting on 9. If (s, t) varies on this lattice, 
PH(YSt) will express as a function of the N. (p + q - 1) values G,(s,, tj), 
j= 1, q and G,(si, ti), i = 2, p (for (r = 1, N), and when 9 is of nonempty 
interior (p > 1 and q > l), of the N* . (p + q - 3) values {G,,(Si), 
G,,(.Sf), i = 1, p - 1, j = 2, q - i, (II, /I = 1, N) where we have written 
-@,! = [sjY si+,] X [ll, [q] 2j’ = [sl 1 sp] X [lj, fj+ 11, 
THEOREM 9. Let Y, be a process admitting a representation (IR) with a 
deterministic kernel of order N, such that for every a, ga(u, v) = 
h,(u) . k,(v), the functions h, and k, being such that the N x N matrices 
are regular. Then the conditional expectations with respect to the field 
generated by {Y,; z 6C 9) of the p . q variables YSitj taken in the points of a 
p . q-lattice resting on SP are independent as long as 
pq>N.(p+q-l)+N*e(p+q--3). (6) 
The inequality (6) determines two zones limited by the hyperbola 
(N*+N-x)~(N~+N-~)=(N*+N)~-(~N~+N). 
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TABLE11 
N P 4 M* pq-M*- 1 
1 3 
2 I 
8 
9 
10 
11 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
3 
29 
18 
14 
12 
11 
8 
202 
142 
124 
118 
118 
127 1650 0 
IO 975 4 
51 762 2 
41 654 1 
35 594 0 
32 570 5 
29 546 4 
21 534 5 
25 522 2 
24 522 5 
23 522 6 
The only point (p, q) verifying (6) with (1 < p and q < N* + N) is the point 
(1, 1). Therefore we shall look for the solutions of (6) such that p > N* + N 
and q > N* + N; note that N* + N - p and N* + N - q must have the same 
sign since (N* + N)’ - (3N2 + N) > 0 for every positive integer. 
EXAMPLE. 
N=l (P - 2)(q - 2) > 0 P>2 cl>2 
N=2 (P - 6)(q - 6) > 22 p>6 q>6 
N=3 (p - 12)(q - 12) > 114 p> 12 q> 12 
We have represented in Table II the minimal values (p, q) satisfying (6), as 
well as M*=N.(p+q-l)+N2.(p+q-3) and p.q-M*-1, the 
number of points of the lattice which we can take away without removing the 
conditional liaison between the Y in the other points of the lattice. 
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