We study the heavy hitters and related sparse recovery problems in the low-failure probability regime. This regime is not well-understood, and has only been studied for non-adaptive schemes. The main previous work is on sparse recovery by Gilbert et al. (ICALP'13). We recognize an error in their analysis, improve their results, and contribute new non-adaptive and adaptive sparse recovery algorithms, as well as provide upper and lower bounds for the heavy hitters problem with low failure probability. Our results are summarized as follows:
Introduction
Finding heavy hitters in data streams is one of the most practically and theoretically important problems in the streaming literature. In this problem, we are asked to report all frequent items in a very long stream of elements coming from some universe. The main restriction is that the memory consumption should be very small, much smaller than the universe size and the length of 2 , where x −k is the vector x with the k largest entries (in magnitude) removed. If all 2 heavy hitters are found, it is clear that the norm of x −x can be made small, but the CS problem allows a small number of heavy hitters to be missed if their contribution to the approximation error x −x is small.
Gilbert et al. proposed the first sublinear-time algorithm for the 2 / 2 problem that achieves O((k/ ) log(n/k)) measurements with constant failure probability [GLPS12] . Earlier sublineartime algorithms all contain several additional log n factors in their number of measurements. The optimality of O((k/ ) log(n/k)) measurements was proved by Price and Woodruff [PW11] . Later Gilbert et al. improved the failure probability to n −k/ poly(log k) [GNP + 13], while their number of measurements has a poor dependence on , which is at least 1/ 11 . Despite the above works, our understanding of the complexity of heavy hitter and compressed sensing schemes on the error probability is very limited. The overarching goal of our work is to give a unified and systematic study of the dependence of the success probability of such schemes, in terms of both upper and lower bounds. We start with formal definitions of the problems and then state in detail our improvements over previous work.
Problem Formulation
Notation. For x ∈ R n , we define H k (x) to be the set of its largest k coordinates in magnitude, breaking ties arbitrarily. For a set S let x S be the vector that occurs after zeroing out every coordinate i / ∈ S. We also define x −k = x [n]\H k (x) and H k, (x) = {i ∈ H k (x) : |x i | 2 ≥ k x −k 2 2 }. For a sequence of real numbers x 1 , . . . , x m , we denote by quant i (x i , α) the α-percentile of x 1 , . . . , x m .
A sketch f : R m → R n is a function that maps an n-dimensional vector to m dimensions. In this paper, all sketches will be linear, meaning f (x) = Ax for some A ∈ R m×n . The sketch length m will be referred to as the space of our algorithms.
Definition 1 (Heavy hitters). For x ∈ R n and p ≥ 1, a coordinate x i is called an -heavy hitter in p norm if |x i | p ≥ x p p . We consider the following three variants of the heavy hitters problem with different guarantees:
1. Return a list containing all -heavy hitters but no /2-heavy hitters. 2. Return a list L of size O(1/ ) containing all -heavy hitters along with estimatesx i such that |x i −x i | p ≤ x − 1/ p p for all i ∈ L. 3. Return a list of size O(1/ ) containing all -heavy hitters. When the algorithm is randomized, it has a parameter δ of failure probability; that is, the algorithm succeeds with probability at least 1 − δ.
The variant with Guarantee 2 above is also referred to as the ∞ / p problem. In this paper we focus on p = 1 and p = 2, with corresponding Count-Min [CM05] and Count-Sketch [CCFC04] data structures that have been studied extensively.
Definition 2 ( 2 / 2 sparse recovery). An 2 / 2 -recovery system A consists of a distribution D on R m×n and a recovery algorithm R. We will write A = (D, R). We say that A satisfies the 2 / 2 guarantee with parameters (n, k, , m, δ) if for a signal x ∈ R n , the recovery algorithm outputŝ x = R(Φ, Φx) satisfying
In the above definition, each coordinate of Φx is called a measurement and the vector Φx is referred to as a measurement vector or just as the measurements. The probability parameter δ is referred to as the failure probability.
Our Results
Heavy hitters. Our first result is an improved analysis of the Count-Min sketch [CM05] for Guarantee 3 under the change of the hash functions from 2-wise to O( 1 )-wise independence. Previous analyses for Guarantees 1 and 2 use O( 1 log n δ ) space; in contrast our analysis shows that this version of the Count-Min sketch satisfies Guarantee 3 with only O( 1 log( n) + log( 1 δ )) space. Notably, the 1 factor does not multiply the log( 1 δ ) factor. This result has two important consequences. First, it gives a uniform scheme for Guarantee 3; second, it implies an improved analysis of the classic dyadic trick [CM05] for Guarantee 3 using O( 1 log( n)+log n log( log n δ )) space. For constant δ, previous analyses of the dyadic trick needed space O( 1 log n log( log n )) but our analysis shows that O( 1 log( n) + log( n) log log( n)) space suffices. These results are summarized in Table 1 .
Regarding the lower bound, we give the first bound for Guarantee 2 with p = 2, which is simultaneously optimal in terms of , n and the failure probability δ. We prove that the space has to be Ω( −1 log(n/δ)), matching the upper bound of Count-Sketch [CCFC04] . We note that the lower bound of Ω( −1 log n) was previously known [BIPW10, JST11, Pri11] , and we note that the lower bounds given in [BIPW10, Pri11] actually give an Ω( −1 log n) lower bound and are valid for the full range of parameters of and n. We note that previous analyses cannot be adapted to obtain non-trivial lower bounds for δ < 1/n, since the lower bound instances used in their arguments have deterministic upper bounds using O( −1 log n) space.
We also show a new randomized lower bound of Ω((1/ )(log n + log(1/δ))) space for p = 1, provided that 1/ > log(1/δ). Although not necessarily optimal, this lower bound is the first to show that a term involving log(1/δ) must multiply the 1/ factor for p = 1. The assumption that 1/ > log(1/δ) is necessary, as there exist deterministic O(1/ 2 ) space algorithms for p = 1 [GM06, NNW12] . For deterministic algorithms satisfying Guarantee 3 with p = 1, we also show a lower bound of Ω(1/ 2 ) measurements, which resolves Question 4 in the IITK Workshop on Algorithms for Data Streams [McG07] .
Algorithm Space
Guarantee Query time Count-Min [CM05] 1 log n + 1 log( 1 δ ) 1, 2Õ(n) This paper 1 log( n) + log( 1 δ ) 3Õ(n) Dyadic Trick [CM05] 1 log n log( log n δ· ) 1, 2Õ( 1 ) This paper 1 log( n) + log( n) log( log( n) δ ) 3Õ ( 1 ) Table 1 : Summary of previous heavy hitter algorithms. The notation O(·) for space complexity is suppressed,Õ(·) hides logarithmic factors in n, 1/ and 1/δ.
Paper Measurements
Decoding Time Failure Probability [CCFC04] −1 k log n n log n 1/ poly(n) [GLPS12] −1 k log(n/k) −1 k poly(log(n/k)) Ω(1) [GNP + 13] −11 k log(n/k) k 2 · poly( −1 log n) (n/k) −k/ log 13 k [LNNT16] −1 k log n −1 k · poly(log n) 1/poly(n) This paper −1 k log(n/k) −1 k log 3 n max{e − k log 3+γ k , ( n k ) − log k } −1 k log(n/k) −1 k 2 (log k) log 1+γ (n/k) e −k/ log 3 k −1 k log( n k ) −1 k 2 poly(log n) (n/k) −k/ log k Table 2 : Summary of previous sparse recovery results and the results obtained in this paper. The notation O(·) is suppressed. The paper [GNP + 13] and the third result of our paper require k = n Ω(1) .
Sparse Recovery. We summarize previous algorithms in Table 2 . Column sparsity denotes how many 1s there are per column of the measurement matrix, which determines the update time of the sketch in the turnstile model. We give algorithms for the 2 / 2 problem with failure probability much less than 1/poly(n) whenever k = Ω(log n). We present two novel algorithms, one running in O(k poly(log n)) time and the other running in O(k 2 poly(log n)) time with a tradeoff in failure probability. Namely, the first algorithm has a larger failure probability than the second one. The algorithms follow a similar overall framework to each other but are instantiated with different parameters. We also show how to modify the algorithm of [GNP + 13] to obtain an optimal dependence on , achieving a smaller failure probability along the way. All of these results are included in Table 2 . Our algorithms, while constituting a significant improvement over previous work, are still not entirely optimal. We show, however, that at least in the spiked covariance model, which is a standard average-case model of input signals, we can obtain optimal upper and lower bounds in terms of the measurement complexity. Combined with the identification scheme from [GNP + 13] we also obtain a scheme with decoding time nearly linear in k, assuming that k = n Ω(1) .
Besides the above non-adaptive schemes, we also make contributions in terms of the failure probability for adaptive schemes. For adaptive sparse recovery, Indyk et al. gave an algorithm under the 2 / 2 guarantee [IPW11] using O((k/ ) log( n/k)) measurements and achieving constant failure probability. We give a scheme that achieves failure probability e −k 1−γ for any constant γ, using the same number of measurements. Moreover, we present an algorithm for the regime when k/ ≤ poly(log n). Our scheme achieves the stronger ∞ / 2 guarantee and fails with probability 1/ poly(log n). Thus, our algorithms improve upon [IPW11] in both regimes: in the high-sparsity regime we get an almost exponential improvement in k, and in the low-sparsity regime we get 1/ poly(log n).
Our Techniques
Heavy hitters. All the schemes we give are for the strict turnstile model. Our first algorithm is based on a small but important twist to the Count-Min sketch: we change the amount of independence in the hash functions from 2 to O( 1 ). Since the estimate of any coordinate is an over-estimate of it, we are able to show that the set of O( 1 ) coordinates with the largest estimates is a superset of the set of the 1 -heavy hitters. Although changing the amount of independence might increase both the update and the query time by a multiplicative factor of 1 , we show in our case we can sufffer only a log 2 ( 1 ) factor in the update time, if we are aiming for amortized time, and a log 2 ( 1 ) factor in query time in the worst case. The above observation gives also an improvement for the well-known dyadic trick. Similary, the deterministc algorithms we give are based on the important observation that any estimate only over-estimates the value of a coordinate. Our deterministic lower bounds are based on choosing "bad input vectors" for the sketching matrix S based on several properties of S itself. Since the algorithm is deterministic, it must succeed even for these vectors.
Our randomized lower bounds come from designing a pair of distributions which must be distinguished by a heavy hitters algorithm with the appropriate guarantee. They are based on distinguishing a random Gaussian input from a random Gaussian input with a large coordinate planted in a uniformly random position. By Lipschitz concentration of the 1-norm and 2-norm in Gaussian space, we show for certain input parameters the norms in the two cases are concentrated, so we have a heavy hitter in one case but not the other. Typically, the planted large coordinate corresponds to a column in S of small norm, which makes it indistinguishable from the noise on remaining coordinates. The proof is carried out by a careful analysis of the variation distance of the distribution of the image of the input under the sketch in the two cases.
Non-Adaptive Sparse Recovery.
Differences from [GLPS12]
Our result has a similar framework to that of [GLPS12] , though chooses more carefully the main primitives it uses and balances the parameters in a more effective way. Both schemes consist of O(log k) so-called weak systems: a scheme that takes as input a vector x and returns a vectorx which contains a 2/3 fraction of the heavy hitters of x (the elements with magnitude larger than 1 √ k x −k 2 ) along with accurate estimates of (most of) them. Then it proceeds by considering the vector x −x, which contains at most 1/3 of the heavy hitters of x. We then feed the vector x −x to the next weak-level system to obtain a new vector which contains at most (2/3)(1/3)k = 2k/9 of the heavy hitters. We proceed in a similar fashion, and after the i-th stage we will be left with at most k/3 i heavy hitters.
Each weak-level system consists of an identification and an estimation part. The identification part finds a 2/3 fraction of the heavy hitters while the identification part estimates their values. For the identification part, the algorithm in [GLPS12] hashes n coordinates to Θ(k) buckets using a 2-wise independent hash function and then uses an error-correcting code in each bucket to find the heaviest element. Since, with constant probability, a heavy hitter will be isolated and its value will be larger than the 'noise' level in the bucket it is hashed to, it is possible to find a 2/3 fraction of the heavy hitters with constant probability and O(k · poly(log n)) decoding time. We change this by hashing again to O(k) buckets but using full independence. Moreover, in each bucket we use a b-tree, which is a folklore data structure in the data stream literature, the special case of which (b = 2) first appeared in [CM05] . This modification is the key to obtain smaller column sparsity and faster decoding time, while it also makes the algorithm simpler. This allows us to achieve better decoding time and much lower failure probability. The estimation part is a different analysis of the folklore Count-Sketch data structure: we show that the estimation scheme can be implemented with a better dependence on than the expander-based scheme in [GNP + 13].
However, to beat constant failure probability, we need another idea on how we use the weak systems. The intuition for our improvement is the following. We use O(log log k) weak systems with sparsity parameters k, k 3 , . . . , k log 3 k , and after that point we either run the algorithm of [LNNT16] to find the remaining heavy hitters and therefore obtain the result presented in Table 1 , or design the i-th weak system with O( k log k ) rows with sparsity parameter k 3 i . The main idea is to choose parameters such that the failure probability is dominated by the level k log k , while the total number of measurements does not increase by more than a constant factor.
2. Recovery Time As discussed above, our improvement on failure probability over [GLPS12] is achieved using more measurements in the i-th iteration for i > log log k. The earlier paper by Gilbert et. al. [GNP + 13] also used a similar trick with different choices of parameters. This, however, raises an issue of recovery time. For instance, in [GNP + 13], the measurement matrix contains s = 2 i /i c (where c is a constant) repetitions of an expander-based identification matrix (see Lemma 4.10 and Theorem 4.9 of [GNP + 13]). The expander-based identification matrix has at least one non-zero entry in each column and thus the measurement matrix for the i-th iteration has at least s non-zero entries in each column, which implies that when i = log k − 1, each column has at least Ω(k/ poly(log k)) nonzero entries. Updating measurements y ← y − Φx will then take Ω(k 2 / poly(log k)) time, wherex is the recovered signal and has Ω(k) nonzero coordinates. Therefore the overall running time of the recovery algorithm will beΩ(k 2 ) instead of the claimed O(k 1+α ) in their paper. Our algorithm suffers from the same problem, and we have to choose different parameters in order to achieve recovery time that is linear in k, at the cost of a larger failure probability (compare to the results of this paper in Table 2 ).
Adaptive Compressed Sensing. In [IPW11] the authors suggest a scheme for 1-sparse recovery, using O(log log n) measurements and having constant failure probability. This scheme serves as the main routine for their 2 / 2 algorithm. We show how to modify it so that we obtain 1 poly(log n) failure probability for 1-sparse recovery. More generally, when k < log n we obtain 1 poly(log n) failure probability with the stronger ∞ / 2 guarantee by using this scheme along with CountSketch. We then show how the main iterative loop of their 2 / 2 scheme can be modified by changing the way the parameters vary, so that we are able to get e −k 1−γ failure probability instead of constant failure probability.
Preliminaries
Count-Sketch. Our estimation will be based on the Count-Sketch data structure. The Count-Sketch of a vector x is defined as follows. For r = 1, . . . , R, we hash all n coordinates of x into B buckets with function h r : [n] → [B]. In each bucket we aggregate the elements with random signs, that is, the value of bucket b ∈ [B] in iteration r is
where the σ i,r are independent random signs (±1). For i ∈ I the estimate to x i returned by Count-Sketch isx i = median 1≤r≤R σ i,r V hr(i),r .
Weak System. We follow the approach in several previous works [PS12, GLPS17] by first constructing a weak system and then building an overall algorithm upon it.
Definition 3. A probabilistic matrix M with n columns is called a (k, ζ)-weak identification matrix with the ( , δ, ) guarantee if there is an algorithm that given M x and a subset S ⊆ [n], with probability at least 1 − δ outputs a subset I ⊆ S such that |I| ≤ and at most ζk elements of H k, (x) are not present in I. The time to compute I will be called the identification time.
Definition 4. We call an m × n matrix M a (k, ζ, η) weak 2 / 2 system if the following holds for any vector x = y + z such that | supp(y)| ≤ k: given M x, one can computex such that there existŷ,ẑ which satisfy the following properties:
Toolkit

Black-Box Routines
In this subsection we mention three theorems crucial for our sparse recovery scheme. The first one is from the recent paper by Larsen et al. on finding heavy hitters in data streams [LNNT16] .
Theorem 1. Let x ∈ R n , δ > 0 and K ≥ 1. There exists an (oblivious) randomized construction of a matrix A such that given y = Ax we can find, with probability 1 − δ, a list L of size O(K) that contains all 1 K -heavy hitters of x with probability 1 − δ. The number of rows of A is O(K log(n/δ)), the time to find the list L is O(K log 3 n), and the column sparsity is O(log(n/δ)).
We also need the folklore b-tree data structure, which is a generalization of the dyadic trick. The next analysis of a b-tree-based heavy hitter algorithm appears in [LNNT16] .
Theorem 2. The b-tree produces a correct output L for (1/K)-heavy hitters with probability at least 1 − δ. Moreover, when δ > 1/ poly(n), there is a choice of b such that the b-tree uses space O(K log n), update time O(log n) and query time O((K 1+γ/2 /δ γ ) log 1+γ n). The constants in the big-Oh notations depend on γ.
It is important for our algorithm to have a subroutine that can estimate the values of a set S of at most k elements, without knowing in advance what this set S is. This task is called a set query. The following theorem is proven in [Pri11] .
Theorem 3. Let c > 0. There is a randomized construction of a O(cK/ ) × n matrix A such that for any x ∈ R n and any set S ⊂ [n] of size at most K, we can find a vectorx ∈ R n such that x S −x 2 2 ≤ xS 2 2 . The algorithm runs in time O(cK) and succeeds with probability at least 1 − K −c .
We will also need the following theorem from [GNP + 13]. Although the theorem in the paper is not stated this way, it is easy to see that by setting the quality of the approximation to be 1 and the sparsity to be k/ we immediately obtain the desired result.
Theorem 4 ([GNP + 13]). Suppose that k = n Ω(1) . There exists a randomized construction of a matrix M of (k/ ) log( n/k) rows, such that given M x one can find a set S of size O(k/ ) such that |H k/ ,1 \ S| ≤ ζk with probability 1 − n k −c , where ζ, c > 0 are absolute constants. The time to find S is O(k 1+α poly(log n)), where a is any arbitrarily small positive constant.
Heavy Hitters Problem
Upper Bounds
In this section we give schemes that enable the detection of heavy hitters in data streams deterministically or with low failure probability. Our first result is Theorem 1, which is slightly more general than finding heavy hitters but will be useful later when implementing the dyadic trick. This theorem refers to a variant of the problem which we call the Promise Heavy Hitters problem, where we are given a subset P of [n] of size m with the guarantee that every heavy hitter is contained in the subset P .
Theorem 5. Let x ∈ R n be a vector with non-negative coordinates. Assume a promise that the heavy hitters of x lie in a set P of size m. There exists a data structure such that with probability 1 − δ, upon query, it finds the 1 heavy hitters (i.e., p = 1) of x under Guarantee 3. The space usage is O( 1 log( m) + log( 1 δ )), the amortized update time is O(log( m) log 2 ( 1 ) + log 2 ( 1 ) log( 1 δ )) and the worst-case query time is O(m log 2 ( 1 )(log m + log( 1 δ ))). As we will see later, the above scheme implies the following corollary. Corollary 6. There exists a data structure DS which finds the 1 heavy hitters of any x ∈ R n in the strict turnstile model under Guarantee 3. The space usage is O( 1 log( n)), the update time is amortized O(log 2 ( 1 ) log( n)) and the query time is O(n log 2 ( 1 ) log( n)).
The following theorem follows by an improved analysis of the dyadic trick [CM05] .
Theorem 7. There exists a data structure with space O( 1 log( n) + log( n) · log( log( n) δ )) that finds the 1 heavy hitters of x ∈ R n in the strict turnstile model under Guarantee 3 with probability at least 1 − δ. The update time is O(log 2 ( 1 ) log( n) + log( n) log 2 ( 1 ) log( log( n) δ )) and the query time is O( 1 (log 2 ( 1 ) log( n) + log( n) log 2 ( 1 ) log( log( n) δ )))).
Theorem 8. There exists a deterministic algorithm that finds the -heavy hitters of any vector x ∈ R n using space O(k 1+α (log( 1 ) log n) 2+2/α ). The update time is O(poly(log n)) and the query time is O(n · poly(log n)).
Overview of Techniques
All the schemes we give are in the strict turnstile model. As discussed in the Introduction, our first algorithm is essentially a small twist of the Count-Min sketch: we change the amount of independence in the hash functions from 2-wise to O(1/ )-wise. Since the estimator of each coordinate never underestimates its value, we show that the set of O(1/ ) coordinates with the largest estimates is a superset of the set of the (1/ )-heavy hitters. Although changing the amount of independence might increase both the update and the query time by a multiplicative factor of 1/ , we show in our case we can suffer only a log 2 (1/ ) factor in the update time, if we are aiming for amortized time, and a log 2 (1/ ) factor in query time in the worst case. This can be achieved using fast multipoint evaluation of polynomials. For the deterministic case, we show how expanders that expand only on sets of size Θ(1/ ) (or equivalently lossless condensers) lead to schemes in the strict turnstile model under Guarantee 3. Then, we instantiate the Guruswami-Umans-Vadhan expander [GUV09] properly to get our desired algorithm. The idea to use expanders in the context of heavy hitters has also been employed by Ganguly [Gan08] , although his data structure solves the ∞ / 1 problem and has Ω(1/ 2 ) space consumption. The reason why the strict turnstile assumption is crucial is that we can avoid cancellations.
Low-failure probability algorithms in the strict turnstile model
For the proof of Theorem 5, we choose the constants C R = 5, C δ = 10(ln 4 − 1), C B = 20, C 0 = 30. The algorithm is presented in Algorithm 1 and the proof is below.
Algorithm 1 Count-Min: Scheme for Heavy Hitters in the Strict Turnstile Model
Proof of Theorem 5. We prove first that Algorithm 1 satisfies Guarantee 3 with update time O( 1 log(m ) + log 1 δ ) and query time O( m log(m ) + log 1 δ ). Later, we will show how to modify the scheme in order to get the desired result.
Let S be the set of -heavy hitters of x. Let T be any set of at most C 0 / coordinates that is a subset of P \ S. Considering all R hash functions, it follows that with probability ≥ 1 − (e/4) 10R/ there exists an index a * T ∈ [R] such that |B a * T [T ]| ≥ 10/ . A union bound over all possible T yields that with probability at least 1 − δ, there exists such an index a * T for each T of size C 0 / . Now, let Out be the set of coordinate the algorithm outputs and let T = Out \ S. Clearly, |T | ≥ C 0 / . Discard some coordinates of T so that |T | = C 0 / . We shall prove that there exists an element j ∈ T such that its estimate is strictly less than x −1/ 1 and hence smaller than the estimate of any element in S. This will imply that every element in S is inside Out. From the previous paragraph, there exists a * T such that |B a T [T ] | > 10/ . Since we have at most 1/ heavy hitters and at most 1/ indices b ∈ [B] such that the counter C a,b ≥ x −1/ 1 , which implies that we have at least 10/ indexes (buckets) of B such that the bucket has mass less than x 1/ 1 while at least one element of T is hashed to that bucket. Therefore, the estimate for this element is less than x − 1 1 , which finishes the correctness of proof.
We note that Algorithm 1 clearly has an update time of O( 1 log( m) + log 1 δ ) and a query time O( 1 m log( m) + m log 1 δ ). We now show how to improve both runtimes, thus getting the desired Theorem 5.
We split our stream into intervals, which we call epochs, of length C 0 / : the l-th epoch starts from the ((l − 1)C 0 / + 1)-st update and ends at the (lC 0 / )-th update. Let DS be the data structure guaranteed by Theorem 7. During an epoch we maintain a list of elements L 0 that were updated in this epoch. This list is initialized to the empty list when an epoch begins. When a new update (i, ∆) arrives, we store (i, ∆) to L 0 . For the query operation, we first query DS to obtain a set L, and then find the set L of indices i such that (i, ∆) ∈ L 0 , and return L ∪ L as our answer. Clearly L ∪ L has at most (2C 0 + 1)/ elements. When an epoch ends, we feed all updates (i, ∆) ∈ L 0 to our data structure. Since we can obtain a (C 0 / )-wise independent hash function from a polynomial of degree C 0 / , this means that we can do C 0 / evaluations in time O( 1 log 2 1 ) using multipoint evaluation of polynomials (see, e.g., Theorem 13 of [KNPW11] ). Since we shall evaluate O(log( n) + log 1 δ ) hash functions the amortized update time follows. A similar argument gives the query time.
Observe that in the previous algorithm the analysis depends only on the set S that contains the -heavy hitters. By setting P = [n] and taking a union bound over all possible subsets that the -heavy hitters may lie in, we obtain a uniform algorithm for the strict turnstile model under Guarantee 3, namely Corollary 6.
We are now ready to prove Theorem 7, which as we said is an improved analysis of the dyadic trick [CM05] , which follows from Theorem 1. We first describe the algorithm of the dyadic trick. We assume that n is a power of 2. Then for every 1 ≤ l ≤ log n, we partition [n] into 2 l equal-sized and disjoint intervals of length n/2 l . Each interval will be called a node. We imagine a complete binary tree on these nodes, where there is an edge from a node/interval u to a node v if v is an subinterval of u of exactly the half length. Since in the strict turnstile model the 1 norm of any interval/node is the sum of its elements, we can set up a Count-min sketch for every level l of the tree to find out the "heavy" intervals at that level. If a level contains a heavy hitter then it will always have 1 mass at least x 1 , while there can be at most 1 intervals with mass more than x 1 . Given this observation we traverse the tree in a breadth first search fashion and at every level keep a list L of all nodes that the Count-Min sketch on that level indicated as heavy. In the next level there will be at most 2|L| nodes we need to consider: just the children of nodes in L. At the last level, if all Count-min sketch queries succeed we will be left with at most 1 intervals of length 1, that is we will have found all heavy hitters. The obstacle for getting suboptimal space by a factor of log( log n ) stems from the fact that we have to set the parameters of Count-Min sketch at every level in a way such that we can afford to take a union bound over the at most 1 log n nodes we will touch while traversing the tree. However, with our improved analysis of Count-Min sketch, we show that we can essentially avoid this additional log( 1 ) factor. Also, our algorithm with the data structure guaranteed by Theorem 5 gives the stronger tail guarantee. We continue with the proof of the theorem.
Proof of Theorem 7. Without loss of generality we can assume that n is a power of 2. We improve the analysis for levels l ≥ 1/ . Fix such a level l. Then we consider the vector y ∈ R 2 l , the ith entry of which equals
x j and run point query on this vector. Every coordinate of y corresponds to a node at level l and since x − 1 1 ≥ y − 1 1 finding the heavy hitters of y corresponds to finding a set of nodes that contain the heavy hitters of x. At every level, we are solving a version of Promise Heavy Hitters with m = O( 1 ). We use the data structure guaranteed by Theorem 5 and set the failure probability to be δ c log( n) , for some large constant c. Our space consumption per level equals O( 1 +log( log( n) δ )).
Hence, at each level we are going to find all heavy nodes with probability at least 1 − δ log( n) . By a union bound over all levels the failure probability of our algorithm is at most δ. This means that, while traversing the tree, we have only O( 1 ) candidates at each level and hence we are solving a Promise Heavy Hitters Problem with m = O( 1 ). At every level we need O( 1 + log( log( n) δ )) space and hence the total space of our algorithm is O( 1 log( n) + log( n) log( log n δ )). Since we are considering O( 1 log( n)) nodes in total and each function is O( 1 )-wise independent, similar arguments as in the proof of Theorem 5 give the desired bounds.
Deterministic Algorithms in the Strict Turnstile Model
Heavy Hitters from Expanders
In this section we show that expanders which can be stored in low space imply schemes for heavy hitters in the strict turnstile model. Then we show that the Guruswami-Umans-Vadhan expander is such an (explicit) expander.
be a bipartite graph with N left vertices, M right vertices and left degree D. Then, the graph G will be called a (k, ζ) vertex expander if for all sets
Suppose also that Γ can be stored in space S, and for every i ∈ [n] it is possible to compute the neighbours of i in time t. Then there exists an algorithm that finds the -heavy hitters of a vector x ∈ R n with space usage m + S, update time O(t) and query time O(n · t).
Proof. We maintain counters C 1 , . . . , C m . Whenever an update (i, ∆) arrives, we add ∆ to all counters C j for j that is a neighbour of i. The total update time is O(t). The query algorithm is exactly the same as Count-Min: computex i = min d∈D C Γ(i,d) and output the largest (c + 1)/ coordinates. We now show the correctness of the algorithm.
Fix a vector x ∈ R n and let S be the set of its -heavy hitters. Let T be any other set of c/ elements. Observe that for all i ∈ S and all j ∈ [m] such that j, i are neighbours in Γ, it holds that C j ≥ x − 1/ 1 . We claim that there exist adjacent (i, j) for some i ∈ T such that C j < x − 1/ 1 , whence the theorem follows.
Suppose that the claim is false. By the expansion property of G, the neighbourhood of T has size at least (1 − ζ)(c/ )D. Since the claim is false, all of these counters have value at least
x − 1/ 1 . However, the total number of counters that are at least x − 1/ 1 , is 2D/ . It follows from our choices of ζ and c that 2D/ < (1 − ζ)(c/ )D, which is a contradiction.
Next we review the Guruswami-Umans-Vadhan (GUV) expander. The construction of the GUV expander is included in Figure 1 , and it is known that the construction does give an expander.
Theorem 10 ([V + 12]). The expander Γ from construction 2 is a (h c , q − ahc) expander.
The following corollary follows with appropriate instantiation of parameters. Expanders from Parvaresh-Vardy Codes:
where E is an irreducible polynomial of degree a over Fq.
Figure 1: Guruswami-Umans-Vadhan Expander
The next lemma is immediate, since the time to perform operations between polynomials of degree a in F q is O(c · poly(log a, log q)).
Lemma 12. The function Γ can be stored using a words of space and the time to compute Γ(f, y) given f, y is O(c · poly(log a, log q)).
Our main result, Theorem 8, then follows from combining Corollary 11, Theorem 9 and Lemma 12.
Heavy hitters from Lossless Condensers
Our starting point is an observation that in the proof above we only needed expansion on sets of size exactly c/ and thus some object weaker than an expander could suffice. The right object to consider is called lossless condenser, which is essentially an expander that guarantees expansion on sets of a specific size, but not on sets of smaller size. Here we follow the definitions in [V + 12].
In order to define a lossless condenser we need the notion of min entropy of a distribution and the notion of the total variation distance between two distributions. .
Definition 7 (Total variation distance). The total variation distance between two distributions P and Q on Ω is defined to be
We also need the definitions of a pseudorandom object called a condenser. In a nutshell, a condenser takes as input a random variable from a source which has some amount of min-entropy, and some uniform random bits. It then outputs an element following a distribution that has sufficiently large min-entropy. Let U n denote the uniform distribution on F n p .
Definition 8 (Loseless condenser). Let a, b, c be positive integers and let p be a prime number.
Equipped with these definitions, we are now ready to prove the following theorem relating lossless condensers and heavy hitters. Although we can repeat the proof of the previous section and argue that every lossless condenser is equivalent to an expander where only sets of a specific size expand, we prefer to rewrite the proof in the language of condensers.
Theorem 13. Let p be a prime number and let a be such that n = p a . Let also κ be such that c/ = 2 κ , where c is some absolute constant. Let Con : F a p × F b p → F c p be a (κ, ζ) lossless condenser that can be stored in space S. Let t be the time needed to evaluate Con. If 2 −κ+1 / + ζ < 1 then there exists an algorithm that finds the -heavy hitters of any x ∈ R n with space S + p c+b , update time t · p b and query time O(n · t · p b ).
Proof. We consider the following algorithm. We instantiate counters C i,j for all i ∈ F b p and j ∈ F c p . Upon updating (i, ∆) we perform updates C i,Con(i,j) ← C i,Con(i,j) + ∆ for all j ∈ F b p . Clearly the update time is t · p b and the space usage is the total number of counters plus the space needed to store the condenser, in total O(p b · p c + S) words.
The query algorithm is exactly the same as in Count-Min: computex i = min j∈F b p C i,Con(i,j) and output the largest (c + 1)/ coordinates. We now analyze the algorithm.
Fix a vector x ∈ R n and let S be the set of its -heavy hitters. Let T be any other set of c 1 elements. Observe that for all i ∈ S and all j ∈ F b p it holds that C i,Con(i,j) ≥ x − 1/ 1 . We claim that there exists i ∈ T, j ∈ F b p such that C i,j > x − 1/ 1 . The theorem then follows. Suppose that the claim is false, that is, for all i ∈ T and all j ∈ F b p it holds that C i,j ≥ x − 1/ 1 . Consider the uniform distribution A on T and observe that A has min-entropy at least κ. Let A be a random variable drawn from A. This implies that (U B , Con(A, U B ) ) is ζ-close to some distribution D with min-entropy at least κ + b. Since the number of counters that can have a value at least x − 1/ 1 is (2/ )p b , we have that P X∼A C X,Con(X,U B ) > x − 1/ 1 ≤ (2/ )2 b 2 −κ−b + ζ . On the other hand, since A is supported only on elements in S ∪ T , we have that P X∼D C U B ,Con(A,U B ) ≥ x − 1/ 1 = 1. If (2/ )2 −κ + ζ < 1 we reach a contraction.
Heavy hitters from Error-Correcting List-Disjunct Matrices
In this subsection we give another reduction to error-correcting list-disjunct matrices, a combinatorial object that appears in the context of two-stage group testing. Explicit and strongly explicit constructions of list-disjunct matrices are known [NPR11] , although they are very similar to our expander/condensers proof of the previous section and they do not yield better space complexity. We show that a sufficiently sparse error-correcting list-disjunct matrix that can be stored in low space, with the appropriate choice of parameters, can induce a scheme for heavy hitters in the strict turnstile model. Although group testing has been used in finding heavy hitters in data streams [CH08] , to the best of our knowledge this is the first time such a reduction is noticed.
Using such a matrix, one can perform two-stage combinatorial group testing when there also some false tests, either false positive or false negative. For simplicity, we give the definition only in the case of false positive tests, as we do not need more complicated ones. Theorem 14. Let s, n be integers with s ≤ n. Suppose there exists an m × n matrix M that is (1/ , c/ , s/ ) list-disjunct, where s is some integer and C 0 some absolute constant. Suppose also that:
• M can be stored in space S;
• The column sparsity of M is s;
• Each entry of M can be computed in time t.
Then there exists a streaming algorithm which finds the -heavy hitters of any vector x using space S + m, having update time s · t and query time O(n · st).
Proof. We use M as our sketch, i.e., we have access to y = M x. The inner product of each row of matrix M with x defines a counter. We describe the query algorithm. For each coordinate i, computex i as the minimum value over all counters it participates in. That is,x i = min q:M q,i =1 y q . The query algorithm outputs the list L containing the coordinates with the largest (c + 1)/ coordinates inx.
Next we show the correctness of the query algorithm. Let S be the set of -heavy hitters and let R be the set of coordinates that the algorithm outputs. Define T = R \ S. For any i ∈ S, we know thatx i ≥ x − 1/ 1 . Let X = {q : y q > x − 1/ 1 and i ∈ S : M q,i = 1}, that is, the set of rows which appear to be 'heavy' but contain no -heavy hitter. We claim that |X| ≤ s/ . Indeed, if |X| > s/ , the total 1 mass of these counters would be more than s x − 1/ 1 . But since every coordinate i participates in at most s counters, the total 1 mass of counters with no heavy hitters is at most s x − 1/ 1 . This gives us the desired contradiction.
Assume now that there exists i ∈ S which is not included in L. This means that for every j ∈ T ,x j ≥ x − 1/ 1 , which means that M Clearly, the space that the streaming algorithms uses is S + m, the space needed to store A plus the space needed to store y. Moreover, the update time is s · t.
Lower Bounds
Preliminaries
We start with some standard facts about the Gaussian distribution.
Fact 15. (One-Dimensional Variation Distance) Let P 1 denote the N (0, I r ) Gaussian distribution, and P 2 the N (τ, I r ) Gaussian distribution. Then
where N (0, 1) denotes a standard one-dimensional normal random variable.
Proof. Let U be an r × r orthogonal matrix which rotates τ to τ 2 · e 1 , where e 1 is the first standard unit vector. Then by rotational invariance, D T V (P 1 , P 2 ) = D T V (N (0, 1), N ( τ 2 , 1)). Then by Section 3 of [Pol] ,
Theorem 16 (Lipschitz concentration, [LT91, p21] ). Suppose that f : R n → R is L-Lipshitz with respect to the Euclidean norm, i.e. |f (x) − f (y)| ≤ L x − y 2 for all x, y ∈ R n . Let x ∼ N (0, I n ) and let f be L-Lipshitz with respect to the Euclidean norm. Then
Fact 17 (Concentration of 1 -Norm). Suppose x ∼ N (0, I n ) and n ≥ 32 ln(6/δ). Then
for all x, y in R n and so by Theorem 16 we have
Note that since g ∼ N (0, 1), E |g| = 2/π, and so we have E x 1 = 2/π. Hence, setting t = n/4, we have that n/8 ≤ x 1 ≤ 3n/4 with probability at least 1 − 2e −n/32 , which is at least 1 − δ/3 provided that n ≥ 32 ln(6/δ).
Fact 18 (Concentration of 2 -Norm). Suppose x ∼ N (0, I n ) and n ≥ 18 ln(6/δ). Then
Proof. The function f (x) = x 2 satisfies |f (x) − f (y)| ≤ x − y 2 for all x, y in R n and so by Theorem 16 we have
. It is well-known (see, e.g., [CRPW10] ) that n √ n+1 ≤ E x 2 ≤ √ n. Hence, setting t = √ n/3, we have that √ n/2 ≤ x 2 ≤ 3 √ n/2 with probability at least 1 − 2e −n/18 , which is at least 1 − δ/3 provided that n ≥ 18 ln(6/δ).
Fact 19 (Univariate Tail Bound). Let g ∼ N (0, 1). There exists δ 0 > 0 such that it holds for all
, for δ less than a sufficiently small absolute constant δ 0 > 0. Hence, by symmetry of the normal distribution, |g| ≤ 4 log(1/δ) with probability at least 1 − δ/3.
In our proofs we are interested in lower bounding the number r of rows of a sketching matrix S. We can assume throughout w.l.o.g. S has orthonormal rows, since given Sx, one can compute RSx for any r × r change-of-basis matrix R.
Deterministic Lower Bounds for 1 -Heavy Hitters
Theorem 20 (Strict turnstile deterministic lower bound for Guarantees 1,2). Assume that n = Ω( −2 ). Any sketching matrix S must have Ω( −2 ) rows if, in the strict turnstile model, it is always possible to recover from Sx a set which contains all the -heavy hitters of x and contains no items which are not ( /2)-heavy hitters.
Proof. Let r be the number of rows of the sketching matrix S, which, w.l.o.g., has orthonormal rows. Because the columns of S T are orthonormal,
where the first inequality uses the relationship between the 1 -norm and the 2 -norm, and the second inequality is the Cauchy-Schwarz inequality. It follows by an averaging argument that there exists an i * ∈ [n] for which S T Se i * 2 2 ≤ 2r/n and S T Se i * 1 ≤ 2 √ r. Consider the possibly negative vector v = e i * −S T Se i * , which is in the kernel of S, since I −S T S projects onto the space orthogonal to the row space of S. Then v i * ≥ 1−2r/n ≥ 1/2, for r ≤ n/4. Also v 1 ≤ 1+ S T Se i * 1 ≤ 2 √ r+1. Define w to be the vector with w j = |v j | for all j = i * , and w i * = 0. Note that w is non-negative. Then w + v 1 ≤ 4 √ r + 2, while (w + v) i * ≥ 1/2, and note that w + v is also a non-negative vector. Since both w and w + v are non-negative vectors, either can be presented to S in the strict turnstile model. However, S(w + v) = Sw, and so any algorithm cannot distinguish input w + v from input w. However, w i * = 0 while (w + v) i * ≥ 1/2. For the algorithm to be correct, i * cannot be an ( /2)-heavy hitter for either vector, which implies (1/2) 4 √ r+2 ≤ 2 , that is, r = Ω(1/ 2 ).
Theorem 21 (Turnstile deterministic lower bound for Guarantee 3). Assume that n = Ω( −2 ). Any sketching matrix S must have Ω( −2 ) rows if, in the turnstile model, some algorithm never fails in returning a superset of size O(1/ ) containing the -heavy hitters. Note that it need not return approximations to the values of the items in the set which it returns.
Proof. Let r be the number of rows of the sketching matrix S, which, w.l.o.g., has orthonormal rows. As in the proof of Theorem 20, n i=1 S T Se i 2 2 = r and n i=1 S T Se i 1 ≤ n √ r. It follows that by an averaging argument there is a set T of 9n/10 indices i ∈ [n] for which both S T Se i 2 2 ≤ 20r/n and S T Se i 1 ≤ 20 √ r. Let v i = e i − S T Se i , which is in the kernel of S for each i. Furthermore, as in the proof of Theorem 20, for i ∈ T , the i-th coordinate (v i ) i of v i , is at least 1/2 for r ≤ n/4, and also v i 1 ≤ 2 √ r + 1. Now, since Sv i = 0 for all v i , a turnstile streaming algorithm cannot distinguish any of the input vectors v i from the input 0. The output of the algorithm on input 0 can contain at most O(1/ ) indices. But |T | ≥ 9n/10 = ω(1/ ), so for at least one index i ∈ T , the algorithm will be wrong if i is an -heavy hitter for v i , so we require (1/2) 2 √ r+1 ≤ , that is, r = Ω(1/ 2 ).
Randomized Lower Bounds
1 -Heavy Hitters
We assume in this section that 1/ ≥ C log(1/δ) for a sufficiently large constant C > 0. To obtain an Ω( −1 log(1/δ) lower bound on the number of rows of the sketching matrix, such an assumption is necessary, otherwise for small enough δ (as a function of n and ) the lower bound would contradict the −2 poly(log n) deterministic upper bounds of [GM06, NNW12] .
Theorem 22. (Randomized Turnstile 1 -Heavy Hitters Lower Bound for Guarantees 1, 2) Assume that 1/ ≥ C log(1/δ) and suppose n ≥ 64 −1 log(1/δ) . Then for any sketching matrix S, it must have Ω( −1 log(1/δ)) rows if, in the turnstile model, it succeeds with probability at least 1 − δ in returning a set containing all the 1 -heavy hitters and containing no items which are not ( /2) 1 -heavy hitters.
Proof. Let the universe size be n = 64 −1 log(1/δ) (note if the actual universe size is larger, we can set all but the first 64 −1 log(1/δ) coordinates of our input to 0). Note that the assumption in the previous paragraph implies that n ≥ 32 ln(6/δ), which we will need to apply Fact 17. Let r be the number of rows of the sketch matrix S, where r ≤ n. Note that if r > n, then we immediately obtain the claimed Ω( −1 log(1/δ)) lower bound.
Hard Distribution. Let I be a uniformly random element in [n].
Case 1: Let η be the distribution N (0, I n ), and suppose x ∼ η. By Fact 17, x 1 ≥ n/8 ≥ 8 −1 log(1/δ) with probability 1 − δ/3. By Fact 19, |x I | ≤ 4 log(1/δ) with probability 1 − δ/3.
Let E be the joint occurrence of these events, so that P[E] ≥ 1 − 2δ/3. By our choice of n, it follows that if E occurs, then |x I | ≤ 2 x 1 , and therefore I cannot be output by an 1 -heavy hitters algorithm if the algorithm succeeds.
Case 2: Let γ be the distribution (4 n)e I + N (0, I n ), where I is drawn uniformly at random from [n], and e I denotes the standard unit vector in the I-th direction. Suppose x ∼ γ, and let y ∼ N (0, I n ). By Fact 17, y 1 ≤ 3n 4 with probability 1 − δ/3. By Fact 19, |x I | ≤ 4 log(1/δ) with probability 1 − δ/3.
Let F be the joint occurrence of these events, so that P[F] ≥ 1 − 2δ/3. Note that 4 log(1/δ) ≤ n, and consequently if F occurs, then |x I | ≥ (4 n)−4 log(1/δ) ≥ 3 n, while x 1 ≤ 4 n + y 1 ≤ n, provided ≤ 1/16. Consequently, if F occurs, for an 1 -heavy hitters algorithm to be correct, it must output I.
A Conditioning Argument. We let η be the distribution of η conditioned on E, and let γ be the distribution of β conditioned on F. For a distribution µ on inputs y, we letμ be the distribution of Sy.
Note that any 1 -heavy hitters algorithm which succeeds with probability at least 1 − δ can decide, with probability at
On the other hand, we have
where the first inequality is the triangle inequality. The second inequality follows from the fact that for a distribution µ and event W, D T V (µ, µ | W) = P[ W], together with our bounds on P[E] and P[F] above. Therefore, to obtain our lower bound, it suffices to show if the number r of rows of S is too small, then it cannot hold that D T V (η,γ) ≥ 1 − 7δ 3 .
Bounding the Variation Distance. Since S has orthonormal rows, by rotational invariance of the Gaussian distribution, the distribution ofη is equal to N (0, I r ). Also by rotational invariance of the Gaussian distribution, the distribution ofγ is (4 n)S I +N (0, I r ), where S I is the I-th column of S. Since S has orthonormal rows, by a Markov bound, for 9/10 fraction of values of I, it holds that S I 2 2 ≤ 10r n . Call this set of columns T . Let G be the event that I ∈ T . Then P[G] ≥ 9/10. Suppose D T V (η,γ) ≥ 1 − 7δ 3 . We can writē γ = P[G] · (γ | G) + P[¬G](γ | ¬G), and so if the number r of rows of S is large enough so that
and so D T V (η,γ | G) ≥ 1 − 70δ 27 . The variation distance between N (0, I r ) and (4 n)S i +N (0, I r ) for a fixed i ∈ T is, by rotational invariance and by rotating S i to be in the same direction as the first standard unit vector e 1 , the same as the variation distance between N (0, I r ) and 4 n S i 2 e 1 + N (0, I r ), which is equal to the variation distance between N (0, 1) and N (4 n S i 2 , 1). Using that i ∈ T and so S i 2 ≤ 10r/n, we apply Lemma 15 to obtain that the variation distance is at most P g∼N (0,1) {|g| ≤ 2 n 10r/n}. It follows that
Supposing the number r of rows of S is large enough so that D T V (η,γ | G) ≥ 1 − 70δ 27 , this implies P{|g| ≤ 2 n 10r/n} ≥ 1 − 70δ 27 , or equivalently
(2)
Suppose that r ≤ α −1 log(1/δ). Then 2 n 10r/n = 2 √ 10rn ≤ C α log(1/δ) for some absolute constant C . Take α = 1/(2C 2 ). Invoking the well-known bound (see, e.g. [Gor41] )
we have that P g∼N (0,1) {|g| > 2 n 10r/n} ≥ C δ/ log(1/δ), when δ is small enough, contradicting that this probability needs to be at most 70δ/27 by (2).
It must therefore hold that r > α −1 log(1/δ). This completes the proof.
2 -Heavy Hitters
Our next theorem implies a lower bound for the ∞ / 2 heavy hitters problem as defined in Section 1.1, since it implies such anx satisfying Definition 1 cannot be an acceptable output. It is based on designing a pair of hard distributions which cannot be distinguished by a small sketch. We show this by using rotational properties of the Gaussian distribution to reduce our problem to a univariate Gaussian mean estimation problem, which we show is hard to solve with low failure probability.
Theorem 23. Suppose that δ < δ 0 and < 1/ 0 for sufficiently small absolute constants δ 0 , 0 ∈ (0, 1) and n ≥ 64 −1 log(6/δ) . Then for any sketching matrix S, it must have Ω( −1 log(1/δ)) rows if it succeeds with probability at least 1 − δ in returning a set containing all the -heavy hitters and containing no items which are not ( /2)-heavy hitters.
Proof. Let the universe size be n = 64 −1 log(6/δ) , which is large enough in order for us to apply Fact 18 (note if the actual universe size is larger, we can set all but the first 64 −1 log(6/δ) coordinates of our input to 0). Let r be the number of rows of the sketch matrix S, where r ≤ n. If r > n, then we immediately obtain an Ω( −1 log(1/δ)) lower bound. We can assume that S has orthonormal rows, since a change of basis to the row space of S can always be performed in a post-processing step.
Hard Distribution. Let I be a uniformly random index in [n]. Case 1: Let η be the distribution N (0, I n ), and suppose x ∼ η. By Fact 18, x 2 ≥ n/2 with probability 1 − δ/3. By Fact 19, |x I | ≤ 4 log(1/δ) with probability 1 − δ/3.
Let E be the joint occurrence of these events, so that P(E) ≥ 1 − 2δ/3. By our choice of n, it follows that if E occurs, then x 2 I ≤ 16 log(1/δ) ≤ 2 x 2 2 , and therefore I cannot be output by an 2 -heavy hitters algorithm. Case 2: Let y ∼ N (0, I n ) and x = √ ne I +y, where e I denotes the standard basis vector in the I-th direction. By Fact 18, y 2 ≤ 3 √ n 2 with probability 1−δ/3. By Fact 19, |y I | ≤ 4 log(1/δ) < √ n/2 with probability 1 − δ/3.
Let F be the joint occurrence of these events, so that P(F) ≥ 1 − 2δ/3. If event F occurs, then |x I | ≥ 3 √ n − 4 log(1/δ) ≥ 5 √ n 2 , and so x 2 I ≥ 25 n 4 . We also have x 2 ≤ 3 √ n + 3 √ n 2 ≤ 2 √ n, provided ≤ 1/36, and so x 2 2 ≤ 4n. Consequently, x 2 I ≥ x 2 2 . Consequently, if F occurs, for an 2 -heavy hitters algorithm to be correct, it must output I.
Conditioning. Let η be the distribution of η conditioned on E, and let γ be the distribution of γ conditioned on F. For a distribution µ on inputs y, we letμ be the distribution of Sy.
Note that any 2 -heavy hitters algorithm which succeeds with probability at least 1 − δ can decide, with probability at least 1 − δ, whether
and so it then follows that
Therefore, to obtain our lower bound, it suffices to show if the number r of rows of S is too small, then it cannot hold that D T V (η,γ) ≥ 1 − 7δ/3.
Bounding the Total Variation Distance. Since S has orthonormal rows, by rotational invariance of the Gaussian distribution, the distribution ofη is identical to N (0, I r ) and the distribution ofγ identical to (3 √ n)S I + N (0, I r ), where S I is the I-th column of S. Since S has orthonormal rows, by a Markov bound, for 9/10 fraction of values of I, it holds that S I 2 2 ≤ 10r n . Call this set of columns T . Let G be the event that I ∈ T , then P(G) ≥ 9/10. It follows that
Hence, in order to deduce a contradiction that D T V (η,γ) < 1 − 7δ/3, it suffices to show that D T V (η,γ|G) < 1 − 70δ/27. The total variation distance between N (0, I r ) and (3 √ n)S i + N (0, I r ) for a fixed i ∈ T is, by rotational invariance and by rotating S i to be in the same direction as the first standard basis vector e 1 , the same as the total variation distance between N (0, I r ) and (3 √ n) S i 2 e 1 + N (0, I r ), which is equal to the total variation distance between N (0, 1) and N (3 √ n S i 2 , 1). Using that i ∈ T and so S i 2 ≤ 10r/n, we apply Lemma 15 to obtain that the variation distance is at most P[|N (0, 1)| ≤ (3/2) √ n · 10r/n]. It follows that Observe that the left-hand is a decreasing function in r, and so it suffices to show the inequality above for r = α −1 log(1/δ) for some α > 0. Invoking the well-known bound that (see, e.g., [Gor41] )
we have that
when α is small enough. Therefore it must hold that r ≥ α −1 log(1/δ) and the proof is complete.
5 Non-adaptive Sparse Recovery
Weak System
We start with the following lemma.
Lemma 24. Let δ > 0. There exists a randomized construction of a (k, c 1 )-weak identification matrix with the (c B k , δ, ) guarantee; the matrix has O(( k + 1 log 1 δ ) log n k ) rows and the identification time is O( 1 (k + log 1 δ ) log 1+γ ( n k )), for any constant γ > 0, where c 1 , c B > 0 are absolute constants.
Proof. We describe the matrix as a scheme which performs a set of linear measurements on the vector x. Without loss of generality we can assume that H k, (x) has size k, otherwise we can expand it to size k without affecting the guarantee of the weak identification matrix. Let R = c R 
In other words, T
good is the set of the buckets in iteration r which receive exactly one element of H k, (x), while T (r) bad is the set of buckets which receive energy more than ( /5k) x −k 2 2 from elements outside of H k, (x).
Since every two buckets in T bad is a 1-heavy hitter problem with signal length at most 4n/B and the energy of the heavy hitter is at least 5 times the noise energy. By Theorem 2 we can perform this task in O(log( n/k)) measurements with probability at least 1 − 1 log( n/k) and decoding time O(log 1+γ ( n/k)) for any constant γ > 0. We collect the coordinate found in each bucket, and return the coordinates with at least R/2 occurrences. Since there are at most BR buckets, the size of the returned coordinates is at most 2B = 2c B k/ .
Since the failure probability of the b-tree is at most a constant, the probability that more than c 5 k buckets fail is at most e −Ω(k) . By considering all R iterations, this means that with probability 1 − exp(−Ω(Rk)) ≥ 1 − δ at most c 5 (c 3 + c 4 )k = c 1 k elements of H k, (x) will not be recognized. 
Proof. For the purpose of analysis only we may assume that H k (x) ⊆ T , otherwise we can include H k (x) in T and replace c T with c T + 1. We call elements in T candidates, and the elements not in T noise elements. Consider hashing all n elements into B buckets, using B-wise independent hash functions. We say a bucket b in repetition r is good if
otherwise we say that bucket b in repetition r is bad. First we show that, with probability at least 1 − exp(−Ω(|T |R)) ≥ 1 − δ 1/ , at least (1 − θ 1 )T candidates are isolated and land in good buckets in at least (1 − θ 2 )R repetitions. The isolation claim is essentially the same to those in [GSTV06, PS12, GLPS17], nevertheless we give a proof below for completeness. In each repetition r, it follows from a standard result (see [GG11, Section 4 .3]) that at least (1 − θ 3 )|T | candidates are isolated with probability at least 1 − exp(−c 1 θ 4 |T |), by choosing c B large enough. The other claim of landing in good buckets follows from a standard argument. In each repetition there are at most θ 5 B buckets that are bad, since at most θ 5 B buckets contain noise energy greater than x T c 2 2 /(θ 5 B) ≤ 160k x T c 2 2 . A standard application of the Chernoff bound shows that with probability at least 1 − exp(−Ω(|T |)), at least (1 − θ 6 )|T | candidates are hashed into good buckets. Call a pair (candidate, repetition) good if the candidate is isolated and lands in a good bucket in that repetition. Therefore in each repetition with probability at least 1 − exp(−Ω(|T |)) there are at least (1 − θ 7 )|T | good pairs. Taking a Chernoff bound over R repetitions, with probability ≥ 1 − exp(−Ω(|T |R)), at least (1 − θ 8 )R repetitions contain (1 − θ 7 )|T | good pairs. Condition on this event, we know at least (1 − θ 8 )(1 − θ 7 )R|T | good (candidate, repetition) pairs. This implies that at least (1 − θ 1 )T candidates are isolated and land in good buckets in at least (1 − θ 2 )R repetitions, provided that 1 − θ 1 θ 2 ≤ (1 − θ 8 )(1 − θ 7 ).
Condition on the event above. The actual noise in bucket b in repetition r is
and by Markov's inequality,
2 . We proved above that with high probability at least (1 − θ)T candidates are isolated and land in good buckets in at least (1 − θ 2 )R repetitions; let T be the set of those (1 − θ 1 ) candidates and for each i ∈ T let R i be the set of repetitions in which i is isolated and land in good buckets. If X hr(i),r = 1 for at least 1 2(1−θ 2 ) fraction of r ∈ R i , then
as desired. The claimed result would follow from a bound on the probability that there exist at most θ 11 k elements i ∈ T such that X hr(i),r = 1 for at most a independent since the earlier conditioning has fixed the hash functions. It follows from a Chernoff bound that
provided that c R is large enough. In expectation there are |T |p ≤ θ 6 kδ 2/(θ 6 k) /8 elements in T with bad estimates. Another Chernoff bound over i ∈ T gives the overall failure probability at most δ. The total number of missed candidates is at most (θ 1 + θ 6 )|T |.
These two parts together will give us a weak 2 / 2 system. We conclude with:
Theorem 26. There exists a randomized construction of a matrix M with O(( k + 1 log 1 δ ) log n k ) rows, which with probability 1−δ is a (k, ζ, ) weak 2 / 2 system. The column sparsity is O 1 k ln 1 δ log n k .
Proof. The matrix M is the concatenation of the matrix of a (k, ζ/2)-weak identification system with the (O(k/ ), δ/2, )-guarantee and the estimation matrix in Lemma 25 (where δ is replaced with δ/2 and ζ with ζ/2). The weak identification system, by Lemma 24, returns a set T of candidate indices which misses at most ζ 2 k elements of H k, (x), with probability at least 1 − δ 2 . Then by Lemma 25 the estimation process gives 'bad' estimates to at most ζ 2 k elements in T with probability at least 1 − δ 2 . Then we truncatex to the largest k coordinates. The claim then follows from the same argument for [PS12, Lemma 4] or [GLPS17, Theorem 14] , with the only change as follows: if some i ∈ H k, (x) with a good estimate is replaced with some j ∈ H k, (x) with a good estimate, it then follows from the good estimate guarantee that µ ≤ x i ≤ 5µ/4 and
/4 and there are at most k such replacements, which introduces squared 2 error intoẑ of at most k(3µ/4) 2 ≤ (9/16) x −k 2 2 . Finally, the overall success probability is at least 1 − δ.
Overall algorithms
In this section we show how to combine different weak 2 / 2 systems with the existing algorithms presented in Section 3.1, to get our desired algorithm. Proof. Let = C log log k for some absolute constant C such that 3 = log 3+γ k. We shall pick weak systems W 1 , . . . , W using Theorem 26. For 1 ≤ i ≤ we pick W i with parameters ( k 3 i , 1 3 , 2 i ) and failure probability e − ck 3 i . Then we invoke Theorem 1 for K = 1 k log 3+γ k and δ = n − log k to obtain a matrix A. Lastly, we obtain a matrix B using Theorem 3 by setting K = k and c = log( n k ). Our randomized matrix is then the vertical concatenaton of all W i with A and B. Observe that the total number of rows is O( k log n k ) and the column sparsity is O(log n · log k). For i = 1, . . . , with x (1) = x we run the algorithm of the weak-system on W i x (i) to find a vector r (i) . Then we set x (i+1) ← x (i) − r (i) and observe that W i x (i+1) = W i (x (i) − r (i) ) = W i x (i) − W i r (i) , which can be computed in O(k log n) time. After iterations we run the algorithm of ExpanderSketch guaranteed by Theorem 1 on vector x ( +1) with matrix A to get candidate set T . We then set
We observe that previous analyses, such as [GLPS12] , immediately imply that
We are now exactly in the situation of estimating the vector x S , which be done using the set query algorithm from [Pri11] on matrix B with set S to obtainx. Thenx satisfies
This finishes the proof of our theorem.
We move on with the next theorem, which can be compared with the result in [GNP + 13]. Proof. Let = log 3 k + 1 and we shall pick weak systems W 1 , . . . , W . Let C be a constant such that C log log k = log 3 k. For 1 ≤ i ≤ C log log k we pick W i with parameters ( k 3 i , 1 3 , 2 i ) and target failure probability e − ck The overall number of measurements is therefore O k log n k . Column Sparsity. The column sparsity of W i is O(log n k ) for i ≤ C log log k and O( 3 i log 3 k log n k ) for i > C log log k. Thus the overall column sparsity is O( k log 3 k log n k ). Runtime. For i = 1, 2, . . . , with x (1) = x we run the algorithm of the weak-system on W i x (i) to find a vector r (i) . Then we set x (i+1) ← x (i) − r (i) and observe that W i x (i+1) = W i (x (i) − r (i) ) = W i x (i) − W i r (i) . A standard analysis as in [GLPS12] gives the desired result.
The next theorem is an improvement on the main result in [GNP + 13]. Our algorithm achieves the optimal dependence on and better failure probability, using Theorem 4 for identification and Lemma 25 for estimation. The improvement primarily comes from two changes: (i) an improved analysis of Count-Sketch, namely Lemma 25, and (ii) better choice of parameters of the weak system in each iteration, which are set identically to those in the proof of Theorem 28.
Theorem 29. Suppose that k = n Ω(1) . There exists a recovery system A = (D, R) which satisfies the 2 / 2 guaranteee with parameters n, k, , k log n k , ( n k ) − k log k . Moreover, R runs in O( 1 k 2 poly(log n)) time.
Proof (Sketch). The proof is the same as before but for identification instead of using a weak system we invoke Theorem 4 to find a set S such that |H k/ ,1 (x) \ S| ≤ (1/2)k/ . Accurate estimates of them can be found using Lemma 25. Repeating the same proof as before, but iterating log(k/ ) times we get the desired result.
6 Adaptive Sparse Recovery 6.1 1-sparse Adaptive Compressed Sensing Lemma 30 ([IPW11, Lemma 3.2]). Let x ∈ R n and suppose that there exists a j with |x j | ≥ C B 2 δ 2 x [n]\{j} 2 for some constant C and parameters B and δ. With two non-adaptive measurements, with probability 1 − δ we can find a set S ⊂ [n] such that (i) j ∈ S; (ii) x S\{j} 2 ≤ 1 B x [n]\{j} 2 and (iii) |S| ≤ 1 + n B 2 . The authors in [IPW11] apply the aforementioned lemma O(log log n) times with appropriate parameters and obtain an algorithm with O(log log n) measurements. However, their approach gives only constant success probability. We shall show how to boost the success probability, by first running a preconditioning algorithm and then applying their Lemma with similar parameters as they do (not exactly the same though).
We first prove the following lemma, which will serve as a preconditioning.
Lemma 31. Let x ∈ R n and suppose that there exists a j with |x j | ≥ 5 x [n]\{j} 2 . Then there exists a scheme that uses O b,c (log log n) measurements and with probability 1− 1 log c n finds a set S of size n log n such that (i) j ∈ S and (ii) x S\{j} 2 ≤ 1 log b n x [n]\{j} 2 , where b, c are absolute constants which can be made arbitrarily large.
Proof. We assume that the coordinates of x are randomly permuted because we can apply a random permutation π to the vector x, then find a set S satisfying the conditions of the lemma, and at the end compute π −1 (i).
Let enc : {0, 1} α log log n → {0, 1} C 0 log log n be the encoding function of an error-correcting code E that corrects a 0.45-fraction of errors, where α is a constant. Such codes exist, see, e.g., [Spi96] . Denote by enc b (i) the b-th bit of enc(i). Define trunc : [n] → {0, 1} α log log n to be a function such that trunc(i) equals the first α log log n bits in the binary representation of i. Let also σ : [n] → {+1, −1} be a 2-wise independent hash function. Then we perform the following 2·C 0 log log n measurements:
for all b = 1, . . . , C 0 log log n. We form a binary string r of length C 0 log log n as follows: for each b = 1, . . . , C 0 log log n, r b = 1 if |V b,1 | > |V b,0 | and r b = 0 otherwise. At the end we find in the error-correcting code E the closest codeword to r, say r . Define S to be the set of all i such that trunc(i) = r .
We now show correctness. Let J = enc(trunc(j)) and for q = 0, 1 let I b (q) = {i : enc b (trunc(i)) = q}. Observe that
Observe that by Markov's inequality,
It follows that with probability at least 3/5,
This means that, by a Chernoff bound, the string r will agree with J b at least in a 0.55-fraction of positions with probability at least 1 − 1 log γC 0 n , where γ is an absolute constant. Applying the decoding algorithm of E we can recover trunc(j). Observe now that our set S has n log α n coordinates. Since we assumed that the order of elements in x is random, we have that E x S\{j} We are now ready to state and prove the main theorem of this section.
Theorem 32. Let x ∈ R n and suppose that there exists j such that |x j | ≥ C x −k 2 . Then, there exists an algorithm OneSparseRecovery that performs O(log log n) measurements in O(log log n) rounds, and finds j with probability 1 − 1 log c n , where c > 0 is some absolute constant. Proof. We first apply Lemma 31 on vector x and obtain a set S and then follow the approach in [IPW11] for x S . Consider now the following sequence of parameters:
Let r be the first index such that B r ≥ n. For each i = 1, . . . , r, we apply Lemma 30 to x S i−1 with parameters B = B i and δ = δ i and obtain a set S i , where S 0 is taken to be the set S. It is easy to see that r = O(log log n). We will inductively prove that at all steps |x j | ≥ B 2 i δ 2 x S i 2 . The base case follows immediately from Lemma 31. By the induction step, at step i we find a set S i such that
After r iterations, |S r | ≤ 1 + n/B 2 r < 2 and thus we have uniquely identified j. The overall failure probability is at most 1 log c n +rδ ≤ 1 log c n for some c > 0. The overall number of measurements is O(log log n), since in every round we use 2 measurements, plus O(log log n) measurements for the application of Lemma 31 at the very beginning.
6.2 k-sparse recovery
Results
Theorem 33 ( 2 / 2 in whole regime of parameters). Let x ∈ R n and γ > 0 be a constant. There exists an algorithm that performs O((k/ ) log log( n/k)) adaptive linear measurements on x in O(log * k · log log( n/k)) rounds, and finds a vectorx ∈ R n such that x −x 2 2 ≤ (1 + ) x −k 2 2 . The algorithm fails with probability at most exp(−k 1−γ ).
Theorem 34 ( ∞ / 2 in low sparsity regime). Let x ∈ R n and parameters k, such that k/ ≤ c poly(log n). There exists an algorithm that performs O((k/ ) log log n) adaptive linear measurements on x in O(log log n) rounds, and finds a vectorx ∈ R n such that x −x ∞ ≤ k x −k/ 2 . The algorithm fails with probability at most 1/ poly(log n).
We note that the low sparsity regime result not only improves failure probability but also gives a stronger guarantee ( ∞ / 2 instead of 2 / 2 ) in even fewer rounds.
Whole Regime of Parameters
We first remind the reader the following additive form of the Chernoff bound.
Lemma 35 (Chernoff bound, additive form). Suppose that X 1 , . . . , X N are i.i.d. random variables taking values in {0, 1}. Let p = E[X i ] and q > p. Then
Let γ 1 be an absolute constant and T be a constant depending only on γ. Let a sequence γ 0 , γ 1 , . . . , γ T be a decreasing arithmetic progression such that γ 0 = 0.9 and γ Tγ = γ. Let also C be an absolute constant.
The algorithm finds a constant fraction of heavy coordinates of x by hashing all coordinates to a number of buckets. Then it observes their values, subtracts them from x and iterates by changing (k, , B) parameters. The way these parameters change is crucial in obtaining the desired low failure probability. We split the algorithm in three different phases. Let φ ∈ {1, 2, 3} be the variable corresponding to the phase the algorithm is in. The overall algorithm is presented in Algorithm 2. In the r-th round of phase φ, we pick for each r ∈ [R We need the following lemma.
Lemma 36. In each phase and every round r, it holds with probability at least 1 − exp(−Ω(k 1−γ )) that H k (φ) r ,
Proof. Define the following events. (1) j,r,h r,j (i) or B
(2) j,r,h r,j (i) Algorithm 2 Adaptive sparse recovery algorithm J ← ∅ for r = 0 to log log k − 1 do k
We define indicator variables X i,r,j for the event B i,r,j . Observe that X i,r,j are negatively dependent.
We split the analysis in the three phases, depending on the round r. It is essentially an inductive argument on r. The base case in each phase is easy to verify and we shall show only the inductive step below.
• Phase 1 (0 ≤ r ≤ log log k − 1): Fix a hash function h r,j . A standard argument shows that EX i,r,j ≤ 1 C . The probability that event B i,j,r holds equals P {∃S ⊆ H kr, r (x), |S| ≥ k r+1 : X i,r,j = 0, ∀i ∈ S, j ∈ R r } ≤ k r k r+1 C Rrk r+1
≤ exp −c 1 k 2 r ≤ exp −c 1 k log k
• Phase 2 (0 ≤ r ≤ log * k γ ): For a coordiante i, p = P{X i,r,j = 0 ∀j ∈ [R r ]} = C
Rr
After applying a negative association argument, more than k r+1 heavy hitters are unrecovered with probability, by the additive form of Chernoff bound, at most (note that k r+1 /k r = 2 ↑↑ r/2 ↑↑ (r + 1) ≥ 1/k γ > 3p)
≤ exp −c 2 k r+1 log 1 p ≤ exp −c 2 k 1−γ log 1 .
• Phase 3 (0 ≤ r ≤ T ): In this phase k r = k γr . When r < T , similarly to Phase 2, we have that more than k r+1 heavy hitters are unrecovered with probability at most exp −c 3 k r+1 log 1 p ≤ exp −c 3 k 1− γ 0 −γ T log 1 .
In the last step, i.e. r = T , for a coordinate i,
This allows us to take a union bound over all i ∈ H k T , (x r−1 ), so in this step we will recover all of them with probability 1 − exp(−c 4 k 1−γ ).
The proof of the lemma is complete.
Low-Sparsity Regime
We will need the following lemma, which is standard in the sparse recovery and streaming algorithms literature. For every j ∈ U we computeẑ j = median 1≤r≤log k y hr(j),r and find the largest C 0 k indices with the biggestẑ values in magnitude, forming a set T . We then output T .
We are now ready to prove our main result in the low-sparsity regime, Theorem 34. 1 poly(log n) every h −1 (p) contains at most 1 element of H k, (x). Let F good = {h −1 (p) : |h −1 (p) ∩ H k, (x)| = 1}. Then we can invoke Lemma 37 and obtain a set S of size O(k) which with probability 1 − 1 poly(log n) is a superset of F good . The number of measurements we need is O( 1 k · log log n). We then run the 1-sparse recovery algorithm guaranteed by Theorem 32 in each F p ∈ F good , for a total of O( 1 k · log log n) measurements in O(log log n) rounds. Since every 1-sparse recovery routine succeeds independently with probability 1 − 1 poly(log n) we get that all of them succeed with the desired probability and hence we can obtain a set S containing all elements of H k, (x). By observing them directly in another round, we can obtain their values and thus achieve the ∞ / 2 guarantee.
Spiked-Covariance Model
In the spiked covariance model, the signal x is subject to the following distribution: we choose k coordinates uniformly at random, say, i 1 , . . . , i k . First construct a vector y ∈ R n , in which each y k i is a uniform Bernoulli variable on {− /k, + /k} and these k coordinate values are independent of each other. Then let z ∼ N (0, 1 n I n ) and set x = y + z. We now present a non-adaptive algorithm (although the runtime is slow) that uses O((k/ ) log( n/k) + (1/ ) log(1/δ)) measurements and a matching lower bound.
Theorem 38. Assume that (k/ ) log(1/δ) ≤ βn, where β ∈ (0, 1) is a constant. There exists an 2 / 2 algorithm for the spiked-covariance model that uses O k log n k + 1 log 1 δ measurements and succeeds with probability ≥ 1 − δ. Here the randomness is over both the signal and the algorithm.
Proof. First note that the maximum magnitude in z is O log(1/δ) n with probability ≥ 1 − δ, which is smaller than /k given the assumption on k. Condition on this event. Furthermore, with probability ≥ 1 − e −Ω(n) , it holds that (1 − η) n−k n ≤ x −k 2 2 ≤ (1 + η) n−k n . Further condition on this event.
We essentially repeat Lemma 25 with T = [n]. That is, we estimate each coordinate, discard the estimates outside the range [(1 − γ) k , (1 + γ) k ], where γ = α (1 + η)(1 − k n ), and retain only the top k coordinates. To accommodate the larger size of T , the number of repetitions needs to be R = c R (log n k + 1 k log 1 δ ), so the total number of measurements is O k log n k + 1 log 1 δ as claimed.
Next we show correctness. With probability ≥ 1 − δ, the top k items we retain contain at least (1−θ)k elements of H k (x), and the estimation error of each of them is at most β /k x −k 2 . Hence these elements survive the thresholding. In total these well-recovered heavy hitters contribute at most β 2 x −k 2 2 to the approximation error. For the remaining heavy hitters, they could be (i) unrecovered, (ii) replaced by spurious ones with magnitude bounded by (1 + γ) /k, or (iii) have estimation error at most γ /k. Hence they contribute to the residual energy (squared 2 norm) at most (1 + γ) 2 θ in total. Therefore we conclude that
x − x 2 2 ≤ 1 + (β 2 + (1 + γ) 2 θ) x −k 2 2 .
Remark 39. The algorithm above runs in timeÕ(n). Alternatively, when k = n Ω(1) , we can invoke Theorem 4 to identify a constant fraction of the heavy hitters and then estimate them as before. Overall it uses O k log n k + 1 log 1 δ measurements and succeeds with probability at least 1 − δ. The error guarantee follows similarly as in the proof above. This alternative algorithm uses the optimal number of measurements when is a constant (and only slightly more measurements in the general case) but runs significantly faster in time O(k 1+α poly(log n)).
We prove a matching lower bound to conclude this section.
Theorem 40. Suppose that δ < δ 0 for a sufficiently small absolute constant δ 0 ∈ (0, 1) and n ≥ 64 −1 log(6/δ) . Then any 2 / 2 -algorithm that solves with probability ≥ 1 − δ the 2 / 2 problem in the spiked-covariance model must use Ω( −1 log(1/δ)) measurements.
Proof. The lower bound proved in Theorem 23 corresponds to the case of k = 1 in the spiked covariance model. We can follow exactly the same notation and proof for the case of k = 1 for general k. Doing so, we arrive at the point that we need to bound the total variation distance between N (0, I r ), and N (0, I r ) + i∈supp(y) (3 n/k)S i σ i , where σ i are random signs. Note that i∈supp(y) S i σ i 2 ≤ 10(k/n) S 2 F = 10kr/n with constant probability, and thus one must distinguish N (0, I r ) and N (0, I r )+O( √ r)v for a unit vector v with probability 1−Θ(δ). Now we can rotate v to the first standard unit vector e 1 as before, to conclude that the same Ω((1/ ) log(1/δ)) lower bound continues to hold for k > 1.
