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With the rapid accumulation of high-throughput metagenomic sequencing data, it is possible to infer microbial species rela-
tions in a microbial community systematically. In recent years, some approaches have been proposed for identifying microbial 
interaction network. These methods often focus on one dataset without considering the advantage of data integration. In this 
study, we propose to use a similarity network fusion (SNF) method to infer microbial relations. The SNF efficiently integrates 
the similarities of species derived from different datasets by a cross-network diffusion process. We also introduce consensus 
k-nearest neighborhood (Ck-NN) method instead of k-NN in the original SNF (we call the approach CSNF). The final network 
represents the augmented species relationships with aggregated evidence from various datasets, taking advantage of comple-
mentarity in the data. We apply the method on genus profiles derived from three microbiome datasets and we find that CSNF 
can discover the modular structure of microbial interaction network which cannot be identified by analyzing a single dataset. 
species interaction, metagenome, diffusion process, biological network, modularity  
 





The interaction among species is important to understand 
ecological system function. In macroscopic ecology, the 
structure of food web has been shown to play a pivotal role 
in the evolution of the environment [1]. However, the 
structure of inter-species network in microscopic ecology is 
hard to decipher due to the complexity of microbial com-
munity [2]. Until the last decade, the development of 
high-throughput metagenomic sequencing [3] and 16S se-
quencing technologies [4] allows the inference of large- 
scale interactions among microbial species [5].  
Computational methods were based on the co-occurrence 
pattern or correlations of microbial classifications (taxa 
group in different taxonomic levels, such as species, genus 
and phylum). Similarity or regression based methods are the 
most commonly used because of their simplicity and feasi-
bility [5]. Chaffron et al. [6] used Fisher’s exact test with 
false discovery rate (FDR) correction of P-value to build a 
large-scale network in a scale of microbial community 
based on co-occurrence patterns of microorganism. Many 
kinds of microorganisms associated in network are also 
evolutionarily similar. They also found a large number of 
evolutionarily distant species which are connected in the 
network. Zupancic et al. [7] used Spearman correlation co-
efficient to construct a network of relationships among in-
testinal bacteria from Amish people and used regression 
analysis to investigate the relationships between three bac-
terial networks (corresponding to the three enterotypes) and 
metabolic phenotype, they found 22 bacterial species and 
four operational taxonomic units (OUTs) related to meta-
bolic syndrome. Faust et al. [8] analyzed the data from the 
first stage of Human Microbiome Project—16S rRNA se-
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quence data of 239 individuals with 18 body positions (to-
tally 4302 samples) to build a global interaction network of 
microorganisms. Friedman et al. [9] systematically investi-
gated the species (or functional) diversity effect on the 
compositional data and found that the composition effect 
can be ignored, and vice versa when the data has a very low 
diversity of species. They proposed a new computational 
framework (sparse correlation for compositional data, 
SparCC) to overcome the compositional bias in correlation 
analysis of microbial co-occurrence data. Tong et al. [10] 
investigated 179 endoscopic lavage samples from different 
intestinal regions in 64 subjects analysis of weighted 
co-occurrence network reveal microbial modules.  
These studies indicate that the inference of microbial in-
teraction network is important to understand the structure of 
a microbial community and hence, its functions and princi-
ples adapting its complex inhabit environments. Some other 
researchers started to infer species pairwise interactions 
such as competitive and cooperative interactions leveraging 
to a large-scale microbiome data including high-throughput 
metagenomes and microbial genomes data [11,12]. These 
computational efforts facilitated the discovery of previously 
unknown principles of species interaction network, and ver-
ified the consistency and resolved the contradiction of the 
application of macroscopically ecological theory in micro-
scopical ecology [13].  
However, different high-throughput measurements can 
only provide part of information of a microbial community 
[14], thus the microbial networks inferred from different 
microbiome datasets are far from complete [3]. Furthermore, 
the integration of microbiome datasets is difficult due to the 
noisy, heterogeneous, distributed and dynamic properties of 
microbiome data sources [15]. In this study, we focus on the 
co-occurrence data and we propose to use a similarity net-
work fusion (SNF) [16] approach to integrate the similari-
ties among microbes which are from different datasets. We 
modify the SNF approach with a consensus k-nearest 
neighborhoods (k-NNs) [17] method instead of using k-NN 
[16,18] directly and we find that the modification improves 
the performance of SNF. We validate the method on simu-
lation data and on the integration of three human gut micro-
biome datasets.  
1  Methods 
1.1  Dataset 
We use three datasets from the enterotype study by Arumu-
gam et al. [19,20]. The three datasets are from 33 Sanger 
sequenced gut samples, 16S pyrosequencing data from 154 
American individuals [21] and Illumina-based meta-
genomics data from 85 Danish individuals [22], respectively. 
The sequences from the three datasets are summarized at 
the genus level and we use 69 genera which are present 
across three datasets. Two microbial attributes are down-
loaded from NCBI database (http://www-ab2.informatik.  
uni-tuebingen.de/megan/taxonomy/microbialattributes.zip)  
and used for network analysis: one categorizes whether a 
bacteria likes oxygen or not (aerobism), and the other cate-
gorizes if the bacteria has motility or not (motility). Because 
a genus contains many species, we use the most representa-
tive microbial attributes for each genus. Actually the micro-
bial attributes data contains other microbial features, we 
tried some of other attributes in our experiments and we 
found that motility and aerobism are two features which 
have close connection to network modularity (see Results). 
1.2  Similarity network fusion (SNF) 
Firstly we construct networks of 69 genera for each of the 
three available data types and then we efficiently fuse these 
into one network that represents the full spectrum of under-
lying data [16,18]. 
Suppose we have n genera and m measurements (in this 
paper, they are Sanger sequencing and two high-throughput 
sequencing techniques—pyrosequencing and Illumina- 
based sequencing). A genera similarity network is repre-
sented by a graph G=(V, E). The vertices V correspond to 
the microbial genera, and the edges E are weighted by how 
similar the genera are. A weight matrix W is used to repre-
sent all edges, with Wij indicating the similarity between 
genus i and j. W is often derived by a Gaussian heat kernel 
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 (1) 
where  is a hyperparameter that can be empirically set, dij 
is the Euclidean distance between i and j, and ij is used to 
eliminate the scaling problem by the following definition: 
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where mean(d(i, Ni)) is the average value of the distances 
between i and its neighbors. 
After defining W, a normalized weight matrix P could be 
















   
  (3) 
The normalization is free of the scale of self-similarity in 
the diagonal entries and avoids numerical instabilities [16].  
To define a kernel matrix which could be used to meas-
ure local affinity, Wang et al. [16] used k nearest neighbors 
(k-NN) method: 
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  (4) 
The k-NN method filters out those low-similarity edges and 
only keeps those k-nearest neighbors for vertices.  
Let P() and S() be the input similarity matrices from the 
dataset  The SNF process is to iteratively update similarity 
matrix corresponding to each data type as follows: 
  
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 (5) 
This procedure updates the status matrices ( )vP  each time 
and generates m parallel interchanging diffusion processes 
on m networks. If two vertices i and j are similar in all data 
types, their similarity will be augmented through the diffu-
sion process and vice versa.  









   (6) 
Algorithm 1  Algorithms of Ck-NN to compute the consensus information
from k-NN 
SET C=0; 
FOR i from 1 to N do 
   SET Si=KNN(i) 
   FOR p from 1 to N do 
      FOR q from p+1 do 
         IF pSi and qSi THEN 
          Cpq=Cpq+1 
          Cqp=Cqp+1 
         ENDIF 
         ENDFOR 
      ENDFOR 
 ENDFOR 
 
However, k-NN method tends to include noisy edges for 
every vertex. Thus we propose to use consensus k-NN to 
solve the problem. The algorithm for finding Consensus 
k-NN (Ck-NN) is introduced by Premachandran and Ka-
karala [17]. Firstly, a consensus matrix C among nodes is 
constructed by Algorithm 1. The matrix C is also normal-
ized to have row sum 1 to satisfy the criterion of kernel ma-
trix alike the definition of eq. (4). 
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  (7) 
In the modified SNE, S(v) in eq. (5) will be substituted    
by matrix C(v) which is the consensus matrix from the da-
taset v. 
1.3  Modularity analysis 
We cluster the nodes in the microbial network by spectral 
clustering to see if they tend to organize in modular [24]. 
Let L be the normalized Laplacian matrix of a weight graph 
P and L=ID1/2PD1/2, the spectral clustering aims to min-
imize the objective function as follows, 
  min ,nkQ R Trace Z LZ   s.t. .Z Z I   
We compute the modularity Q which was defined by New-
man et al. [25] following the spectral clustering procedure. 











      (8) 
where ki is the sum of all edge weights of one vertex i and L 
is the overall sum of weights. 
i jc c
  is the indicator function 
and is equal to 0 when i and j belong to the same module. 
The modularity Q of a partition is high when the number of 
intra-module edges is much larger than that for a random 
partition. Q is strictly less than 1, and takes positive values 
if there are more edges between vertices of the same type 
than we would expect by chance, and negative if there are 
less [26].  
2  Results and discussion 
We firstly compare the consensus SNF (CSNF) with the 
original SNF on simulation data. The simulation data con-
tains two datasets. Each has 200 data points which could be 
grouped into two clusters. We find that SNF with consensus 
k-NN can obtain highest normalized mutual information 
(NMI) value of 1 when k is from 8 to 20. However, the best 
NMI score of the original SNF can only reach 0.96 (Figure 
1). When k>20, the NMI score of consensus k-NN decrease 
soon, this is possibly due to the small size of the network. It 
is interesting to investigate the effect of k for large-scale 
network in future.  
We then apply the modified SNF on three microbiome 
datasets (Methods). There are 69 genera in all the three  
datasets and three similarity matrices constructed using  
heat kernel. Using the SNF diffusion process described in 
the methods, we get a similarity network among these  
genera.  
Biological networks are modular which is the one of the 
main contributors to the robustness and evolvability [27]. 
To see if the genera network has modular structure, we use 
spectral clustering to cluster the network vertices and com-
pute the modularity measure Q. We use 1000 randomized 
networks as random controls [28]. Each randomized net-
work is generated by shuffling the edges randomly (1000 
times) in the microbial interaction network while keeping 
both the degree of every node and the degree distribution of 
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the network unchanged. The Q values of randomized net-
works are all around 0, but the value of an actual network is 
0.49 (Figure 2). We apply spectral clustering on the unfused 
weight network from three datasets respectively, we find 
that none network has the modular structure. This suggests 
that the data integration may provide a comprehensive map 
which cannot be identified by separate analysis.   
We then investigate if the network structure correlates 
with microbial attributes. We download two microbial at-
tributes from NCBI. The first one indicates if a bacterium 
exhibits motility. From Figure 3, we can see that there are 
two big modules. Only three genera (red color) in the left 
module have motility and most of the genera with motility 
are distributed in the right modules. We also notice that four 
of them play as the module-connector, suggesting that bac-
teria with motility may play a role in a signal communica- 
 
 
Figure 1  Method comparison on simulation data. 
 
Figure 2  Modularity of the network is significantly higher than that of 
random network. 
tion. 
The second microbial attribute is to see if the bacteria 
like oxygen. There are several classifications in this attrib-
ute: Aerobic: an aerobic organism is an organism that can 
survive and grow in an oxygenated environment. Anaerobic: 
an anaerobic organism does not require oxygen for growth; 
it may react negatively or even die if oxygen is present. 
Facultative: an organism can use oxygen but also has an-
aerobic methods of energy production. Thus it can survive 
in either environment. Microaerophilic: an organism re-
quires oxygen to survive but requires environments con-
taining lower levels of oxygen than are present in the at-
mosphere. We label these classifications using different 
colors in Figure 4 and we find that one module contains 
mainly anaerobic genera (green). Most of the organisms that 
like or slightly like oxygen (except two facultative genera) 
are not in the module. Almost half (6 of 14) of facultative 
genera tend to be present in another module and half of 
them tend to play as module-connectors (6 of 14).  
These results indicate that the modularity of inferred 
network correlates with microbial attributes. Thus it seems 
that microbial organisms with similar microbial attributes 
tend to have stronger grouping structure than those without. 
Actually the microbial attributes data contains other micro-
bial features, and we tried some of the other attributes in our 
experiments and found that motility and aerobism are two 
features which are closely linked to modularity. 
3  Conclusion 
A fundamental question in ecology is how different species 
coexist and interact in natural environments. Microbial spe-
cies interaction shapes the structure of a microbial commu-
nity and hence forms its functions and principles adapting to 
its complex inhabit environments. Deciphering inter-species 
interaction is hard by wet-lab due to the difficulties of 
co-culture experiments and the complicate types of species 
interaction [29]. Although high-throughput experimental 
approach (e.g., ichip [30]) has developed to detect microbial 
interactions, it has limited scalability. Development in se-
quencing technologies and metagenomics now allows re-
searchers to characterize the composition and variation of 
species across environmental samples, and to accumulate a 
huge amount of data which provides basis and opportunities 
to infer the complex principle of species interaction. The 
construction of microbial network at species level is hard 
due to the difficulties in obtaining enough data for repre-
senting species. This study provides a computational 
framework for constructing similarity network by integrat-
ing similarities among microbial genera from different da-
tasets. In future studies, more efficient similarity fusion 
methods will be developed for integrating large-scale meta-
genomic datasets to build a comprehensive microbial inter-
action network. 
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Figure 3  Inferred microbial interaction network: node colors labeled by the motility properties. Red, with motility; yellow, without motility; grey, unknown. 
 
Figure 4  Inferred microbial interaction network: node colors labeled by the oxygen-relate properties. Red, unknown (2); black, aerobic (5); green, anaero-
bic (47); blue, facultative (14); yellow, microaerophilic (1). 
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