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Abstract
The research on call centres has attracted many researchers from dierent disciplines re-
cently. In this thesis, we focus on call centre modelling, analysis and design. In terms of
modelling, traditionally call centres have been modelled as single-node queueing systems.
Based on the Semiopen Queueing Network (SOQN) model proposed by Srinivasan et al.
[42], we propose and study SOQN models with balking and abandonment (both expo-
nential and general patience time distributions). In addition, we study the corresponding
single-node queueing systems and obtain new results. For each model, we study the queue
length distribution, waiting time distribution and the related performance measures. To
facilitate the computation, we express the performance measures in terms of special func-
tions. In terms of call centre design, we develop a design algorithm to determine the
minimal number of CSRs (S) and trunk lines (N) to satisfy a given set of service level
constraints.
The explicit expressions for performance measures obtained allow for theoretical analysis
of the performance measures. For example we prove monotonicity and convexity proper-
ties of performance measures for the M=M=S=N and M=M=S=N +M models. We also
study the comparison of dierent patience time distributions for theM=M=S=N+G model.
We provide numerical examples for each model and discuss numerical results such as mono-
tonicity properties of performance measures. In particular, we illustrate the ecacy of our
design algorithm for various models including patient, balking and abandonment models.
The impact of model parameters on the design of call centres is also discussed based on
the numerical examples. The results are computed using Matlab, where special functions
are available.
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Chapter 1
Introduction
The research on call centres has attracted many researchers from dierent disciplines.
Mandelbaum [32] provides a comprehensive research bibliography with abstracts including
disciplines such as Operations Research, Statistics, Psychology, Information Technology,
Industrial Engineering etc. The research on call centres is reviewed and extended in the
tutorial and survey paper by Gans et al. [20]. We will focus on call centre modelling,
analysis and design in this thesis. In this chapter, we rst give a denition of call centres
and briey explain the operational process of an inbound call centre. This serves as a
background introduction to our study in this thesis. Then we describe two main types of
research problems in call centres that we will address. We conclude this chapter with an
outline and the main contributions of the thesis.
1.1 Introduction to call centres
1.1.1 What is a call centre?
A call centre is a department within a company or a third-party organization that answers
incoming telephone calls from customers (often for the purposes of product support), or
that makes outgoing telephone calls to customers (for example, tele-marketing). If such a
department also responds to letters, faxes, e-mails, and similar written correspondence, it
is called a contact centre.
A call centre may only handle incoming telephone calls initiated by customers (inbound
calls) or only make outgoing telephone calls to customers (outbound calls). There are also
call centres who deal with both types of calls. In most contact centres inbound calls still
form the majority of contacts with customers. Also inbound calls are more time demanding
than other types of contacting manners (like letters or e-mails) when it comes to waiting
times or response times. Therefore in this thesis we only focus on inbound call centres,
1
Figure 1.1: Operational process of an inbound call centre
which only involve dealing with incoming telephone calls from customers.
An inbound call centre contains a collection of CSRs (Customer Service Represen-
tatives) who provide service through talking to customers over telephones. CSRs are
supported by quite elaborate equipment, such as a Private Automatic Branch Exchange
(PABX or PBX) , an Interactive Voice Response Unit (IVRU or VRU), an Automatic
Call Distributor (ACD), and computers, etc. [42]. For details of components and the
operational process of an inbound call centre, see Figure 1.1.
1.1.2 Operational process of an inbound call centre
Almost everyone has the experience of calling a call centre. In the following we will briey
describe components and the operational process of an inbound call centre based on the
description in [20]. The basic process is described in Figure 1.1.
When customers want to receive service from a call centre, they dial a special number
provided by the call centre. The Public Service Telephone Network (PSTN) company
then uses the Automatic Number Identication (ANI) number (the phone number from
which the customer dials) and the customer's Dialed Number Identication Service (DNIS)
number (the special number being dialed) to connect the customer to the PABX privately-
owned by the call centre.
There are telephone lines (often called trunk lines) connecting the PABX to PSTN. If a
trunk line is free, the customer seizes it. Otherwise the customer will receive a busy signal
and will be rejected. We will say this customer is blocked. Once the call is accepted, the
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customer will be connected through the PABX to the IVRU. Usually the IVRU provides
several options for customers to choose and may also provide some automatic service for
customers. After interaction with the IVRU, those customers who complete their service
at the IVRU leave the system and release the trunk lines. For some call centres, most
customers only need service of the IVRU without requiring the service of CSRs. For
instance it is reported in [20] that about 80% of calls in banking call centres are fully
self-served using an IVRU.
If the customer requires the service of a CSR, the call will be handed from the IVRU
to the ACD. The ACD, a highly sophisticated specialized switch, is designed to route calls
to individual CSR based on the specic needs of calls. Skills-Based Routing (SBR) is one
example, in which dierent types of calls are routed to the best available CSR with the
appropriate skill according to preprogrammed rules. However, how to get the optimal
routing rules or policy of SBR is a complex control problem and we will not address this
problem in this thesis. If no appropriate CSRs are available, the customer is informed to
wait and join a queue at the ACD. This customer is called delayed. The ACD will decide
when the customer gets served according to a preprogrammed queueing discipline (usually
FCFS, i.e., First Come First Served). While waiting at the ACD, delayed customers may be
exposed to music and sometimes are informed of their expected delay. Delayed customers
may decide that the service is not worth the wait and may hang up before they are served.
In this case they are said to abandon or renege and they are called impatient customers.
Customers who do not abandon will eventually be connected to a CSR. While serving a
customer, the CSR works via a PC supported by Computer-Telephony Integration (CTI),
which is technology that allows interactions on a telephone and a computer to be integrated
or coordinated. CTI will help ACD to route the call, help the CSR to get the caller's
information from the database and hence facilitate the service process. After the customer
receives the service and leaves, the CSR still needs some wrap-up time to nish the whole
service process and then may be available for the next customer. The service time is the
sum of talk time and wrap-up time.
Abandoned and blocked customers may try to call again after some time and these
calls are referred to as retrials. Those who nish talking with a CSR may also need further
help and call back again hence they become return customers or feedback customers. Note
that these two types of customers are not shown in Figure 1.1.
3
1.2 Main research problems in call centres
1.2.1 Call centre modelling and performance analysis problems
In order to analyze a call centre, we need to rst give a mathematical model of the given
call centre. The more realistic is the model, the better, but it will be more dicult to
analyze and solve the model. How to model a call centre is a complex issue and usually
the rst step of call centre research.
Customers call the call centre independently and in a random way, each with a random
required service time. Thus, the call centre is driven by random arriving calls and random
service times. Since there is uncertainty in future call arrival times and required service
times of arriving calls, it is necessary to use stochastic models. Also from the operational
process of an inbound call centre described in Section 1.1.2, a queueing model is a natu-
ral choice. Traditionally queueing theory was established from telephone circuits design
problems pioneered by A.K. Erlang, a Danish scientist who worked at the Copenhagen
Telephone Company [17].
Next, we will give an illustrated example to show how to model a call centre using
queueing theory and we will explain some concepts in the context of queueing theory as
well.
A natural queueing model
A natural queueing model for a simplied call centre is depicted in Figure 1.2, which is
adapted from [30]. The number of waiting spaces (called buer) at the ACD is K and the
number of CSRs is S. Thus there are N= K + S trunk lines altogether at the PABX for
this call centre. If a call nds all N trunk lines occupied upon arrival, it will receive a busy
signal and is blocked from entering the system. Otherwise it is either connected to the
system and occupies one of the free trunk lines or just does not want to enter the system
and hangs up (this is called to balk). If it enters the system and there is at least one free
CSR, the call gets service immediately. Otherwise it is delayed and has to wait in a queue
at the ACD for a CSR to become available. While waiting, calls may become impatient
and hang up, or abandon (renege) the system before being served and thus release the
trunk line. The queueing discipline is usually FCFS. After served by a CSR, the call leaves
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Figure 1.2: A natural queueing model
the system and it releases both the trunk line and the CSR and these resources become
available to other arriving calls. Some served calls may choose to call back (feedback) and
become returns. Some of those calls who do not get served (blocked, abandon or balk)
may call again and they become retrials. The remaining calls become lost calls. The above
model is also similarly described in [20].
If we assume that the calls arrive according to a Poisson process with rate  and that the
required service times of the calls are i.i.d. exponential with mean 1=, then this model is
a simple M=M=S=N queueing system with features such as balking, abandonment, retrial,
and feedback, where we have used a notation similar to Kendall's notation [24]. In this
notation, a queueing system is represented by (:)=(:)=S=N , where the rst position describes
the arrival process; the second position describes the service process. Some symbols we
will use to represent arrival or service process include M for i.i.d. exponential service or
Poisson arrival, D for i.i.d. deterministic and G for i.i.d. general. In the third and fourth
position, S is the number of servers (CSRs in our case) and N is the maximum number
of calls in the system i.e., in the queue or in service (number of trunk lines in our case).
Note that Kendall's notation only includes the rst three positions.
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Performance analysis of the natural queueing model
Without features such as balking, abandonment, retrial, and feedback, the M=M=S=N
queueing system has a closed-form solution for the stationary (steady-state or long-run)
queue length (number of calls in the system) distribution and waiting time distribution,
from which we can obtain average queue length, average waiting time, probability of block-
ing etc. This analyzing process of the model is called performance analysis and the outputs
are called performance measures, which reect the performance of a call centre or a queue-
ing system. We will review the performance analysis of M=M=S=N queueing system and
give the denition of the above performance measures in Section 2.4, Chapter 2.
The performance measures are useful information in the design and management of
call centres. They can be used to determine the service levels (explained in Section 1.2.2)
of call centres. They are also the input of the call centre design problem, which will be
elaborated in Section 1.2.2.
However, not all queueing models can be analyzed exactly to obtain performance mea-
sures as M=M=S=N model. For example, if we include additional features, the model may
become impossible to solve and other techniques have to be used to analyze the model
such as numerical methods, approximations, and simulation.
Other queueing models for call centres
The natural queueing model described above only allows homogeneous calls and CSRs.
However in practice, call centres may have multi-type calls and multi-skilled CSRs which
requires SBR and this is dicult to analyze. The models of call centres can be categorized
as SBR and non-SBR types of models. Non-SBR models, as we have seen, can be thought
of as base models which do not consider multi-type calls and CSRs. There is an extensive
literature on SBR models; for example see Standford and Grassmann [43].
However, in the following we only consider non-SBR models and give a list of common
queueing models for call centres.
1. Markovian queueing models (M=M=S;M=M=S=S;M=M=S=N)
2. Balking models (state-dependent arrival rates M(n)=M=S=N).
3. Abandonment models (M=M=S +M;M=M=S=N +M and M=M=S=N +G).
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Figure 1.3: Semiopen queueing network model description and parameters
4. Retrial models.
5. Time-dependent queueing model (arriving and serving rate are time-dependentM(t)=M(t)=S).
6. Non-Markovian queueing models (general interarrival and service time G=G=S).
We will give a detailed review on the rst class of queueing models in Chapter 2. The
balking and abandonment models will be reviewed in the related chapters later in the
thesis. We will not consider class 4, 5 and 6 in this thesis.
The base model in the thesis: Semiopen Queueing Network Model (SOQN)
Queueing models introduced above do not consider the role of IVRU. However, from Figure
1.1, we know that IVRU plays an important role in call centres; the calls get service from
IVRU and a large proportion of calls only need self-service with IVRU and then leave the
system without requiring the service of CSRs for some call centres. For details about the
role of IVRU, see the thesis by Khudyakov [27].
In order to capture the role of the IVRU as well as the CSRs, Srinivasan et al. [42]
proposed and analyzed a ow controlled network model. Their model is described in Figure
1.3.
The model is a semiopen queueing network with two nodes in series. The rst node
(Node 1, representing IVRU) has N servers each with exponential service rate . The
second node (Node 2, representing CSRs) has S ( N) servers each with exponential
service rate  and are independent of the IVRU processing times. The maximum number
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of calls in the network is N (representing the total number of trunk lines) i.e., if an arriving
call nds N calls in the system, it will be blocked. Hence there is no queue at Node 1 and
there are at most N  S calls waiting at Node 2. In [42], it is assumed that the number of
IVRU servers and the total number of trunk lines are both N , which reects the fact that
IVRU servers are often cheaper so that call centres can assign an IVRU server for each
trunk line.
Arriving calls come to the system according to a Poisson process with rate . If the
call is not blocked, it is immediately processed by the IVRU. Once the call is nished with
the IVRU, it leaves the system with probability p = 1  p and releases the trunk line, or it
proceeds to Node 2 with probability p and holds the trunk line. If a CSR is free, the call
is served, otherwise it waits for a CSR, but in either case, it always holds the trunk line.
Once the call is processed by a CSR it releases both the CSR and the trunk line. Note that
the trunk line is held by a call from the moment it enters the system until it leaves the
system and this is not the case in the usual tandem queueing network. But the semiopen
network model with maximum N calls in the system nicely characterizes this property.
Let fQ1(t); Q2(t)g represent the number of calls at time t at Node 1 and 2 respectively.
Note that Q1(t) +Q2(t)  N for all t  0. It is well-known that ij ; the stationary distri-
bution of fQ1(t); Q2(t)g; has a product form solution [14] and in Chapter 3 we will derive
ij using two methods. From this, Srinivasan et al. obtained the stationary distribution
ij , P (blocking) and stationary waiting time distribution of a call conditioned that it joins
Node 2 after nishing the IVRU process. We will give a detailed review of this model in
Chapter 3.
In this thesis, this SOQN model will be our base model and we will extend this model by
incorporating two more features: balking (state-dependent arrival rates) and abandonment
(both exponential and general patience time distributions).
1.2.2 Call centre design problem
Queueing design problem has a long history and is one of the main applications of queueing
theory. For example, see [23]. In the context of call centres, the queueing design problem
becomes call centre design problem. Specically, the term call centre design problem de-
notes the problem of how to determine the minimal number of CSRs (S) and trunk lines
(N) to satisfy a given set of service level constraints (quality). Solving the call centre
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design problem is the ultimate goal of modelling and performance analysis of call centres.
There are two key concepts in call centre design problem: service level and operating
costs, which will be explained later. The service level reects the performance of call
centres and the operating costs are mainly incurred by the number of CSRs and trunk
lines. Typically, there is a trade-o between service level (quality) and operating costs
(eciency). Higher service level (high quality) requires higher costs (low eciency) and
lower costs (high eciency) cause lower service level (low quality). Quantitatively, this
problem is formalized as an optimization problem, which will be elaborated later in this
section. In practice, Workforce Management (WFM) software tools try to make this trade-
o as optimal as possible [20].
Service level (quality)
Service level (SL) is a complex concept in call centre industry and involves many aspects of
service process. Customer satisfaction, CSR eectiveness, etc. are qualitative service levels,
which depend on product-related skills of CSRs. We are only concerned with quantitative
service levels, which are usually related to performance measures on delay of a call centre.
These service levels give constraints to the operation of call centres. The call centre industry
uses several forms of service levels in their operation. In Table 1.1, we list some common
service level constraints.
Typically call centres allow calls to wait for service if all CSRs are busy. Let random
variable Wq denote the stationary waiting time of a call in the queue, assuming the sys-
tem is stable. The rst three service levels in Table 1.1 are all related to Wq. The other
three service levels are the probability of blocking (used in nite buer models), the prob-
ability of balking (used in balking models) and the probability of abandonment (used in
abandonment models).
Note that service levels are special performance measures of call centre queueing models
chosen by call centre manager to give constraints to the operation of call centres. If the
call centre queueing model can be analyzed exactly, then the exact expressions of these
service levels can be obtained. The expressions of these service levels will involve the model
parameters and they are the output of the call centre performance analysis problem.
9
Service Level Constraints Explanations
ASA=E(Wq)<b ASA (Average Speed of Answer) or the average waiting time of a call
before it gets served is less than b.
TSF=P (WqAWT)>b TSF (Telephone Service Factor) is the proportion of calls that has to wait
shorter than a specied amount of time (called the Acceptable Waiting
Time, or AWT). Typically the AWT is 20 seconds and b=80%,
hence the famous 80-20 TSF means P (Wq20 sec)>80%.
P (delay)=P (Wq>0)<b The proportion of calls that have to wait for service is less than b.
P (blocking)<b The proportion of blocked calls is less than b. It is an important performance
measure if we model a call centre as a nite buer system (insucient trunk lines).
P (balking)<b The proportion of balking calls is less than b, used in balking models.
P (Ab)=P (abandonment)<b The proportion of calls that abandon before being served is less than b.
Table 1.1: Common service level constraints
Costs (eciency)
The operating costs of call centres are mainly incurred by the costs of CSRs. Personnel-
related operating costs (CSRs salaries) account for about 60 to 70 percent of the total
operating costs [20]. Therefore it is a common strategy for call centre managers to assign
as small as possible number of CSRs to satisfy the given SL constraints, which makes high
eciency of CSRs.
Another cost is incurred by the cost of trunk lines which call centres may have to lease
from the telephone company. This cost is usually smaller than that of CSRs.
There are other costs associated with service levels. For example, waiting or delay cost;
a call centre which provides toll-free services has to pay for the time those calls waiting
in the queue. Also order-taking businesses can sometimes estimate the opportunity cost
of lost sales due to blocking or abandonment. We will not consider these kinds of costs in
this thesis.
Formulations of the design problem
There are dierent formulations of this design problem (the fundamental trade-o between
service level and operating costs) according to dierent economic structures and cost or
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revenue analysis.
Traditionally call centres are seen as cost centres. In this case the optimization problem
is formalized as 8<: min f(S;N)s:t: SL constraints;
where the objective function f(S;N) is the costs of CSRs and trunk lines and the SL
constraints are usually TSF and P (blocking). For example, see [13, 35, 42]. Cleveland
and Mayben [16] explained the traditional design method using Erlang B and Erlang C in
isolation to solve this problem.
Another economic model considers call centres to be prot centres. There is a revenue
for completing a customer service, and the objective is to maximize its prot, dened as
revenue minus costs. G.M. Koole and A. Pot [31] studied this problem in aM=M=S=N+M
system. By giving the cost of a trunk line, the cost of a CSR, and the prot per handled
call, they obtained a function gS;n, which is the average long-run expected revenue for S
CSRs and n additional trunk lines. They then gave an ecient optimization procedure to
nd (S; n) which maximizes gS;n: However, since this is a model for prot centre, they did
not consider the service level constraints.
Borst et al. [9] referred to this problem as "dimensioning" and solved it for the Erlang-C
model. They considered two models. One is the so-called optimization, where they tried to
minimize the sum of CSRs cost and delay cost. There are no service level constraints since
they have considered delay cost, which is a kind of cost associated with service levels. Then
they argued that in practice, design is rarely determined through optimization in terms of
cost, since there is no standard practice for quantifying delay cost. Hence they gave the
second model with constraints called constraint satisfaction, which can be formalized as,8<: min Ss:t: TSF constraints: (1.1)
This model does not require the specic costs of CSRs and delay.
In summary, the optimal trade-o problem will be formalized into an optimization
problem with or without constraints and output performance measures of the call centre
performance analysis problem will be involved in the construction of objective function
and constraints.
In chapter 7, we will give a design algorithm to nd the smallest pair of (S;N) in a
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given sense to satisfy a certain set of service level constraints. Since the emphasis of this
thesis is on call centre modelling and performance analysis, we will not give the specic
costs of S and N and therefore we will not solve the design problem through optimization
in terms of costs. Our formulation of the design problem is similar to (1.1) with additional
decision variable N and more constraints. See Chapter 7 for details of our method.
1.3 Outline and contributions of the thesis
In Chapter 2, we will give a detailed review of single-node Markovian queueing models of
call centres, specically M=M=S=S model and related Erlang B formula, M=M=S model
and related Erlang C formula and the more general M=M=S=N model. We will focus on
the computational aspects of the exact performance measures of these well-known models,
which is a little dierent from the standard textbook. Especially for M=M=S=N model,
based on the work of [35], we will express the performance measures in terms of Erlang B
formula, which facilitates the computation. We will also prove new monotonicity proper-
ties of performance measures with respect to N . These monotonicity properties are very
important to the call centre design algorithm we have developed in Chapter 7.
In Chapter 3, we will focus on the base model in the thesis: Semiopen Queueing Network
Model (SOQN) proposed in [42]. We use two methods to derive the product form solution
of the queue length process and the distribution of the total number of calls in the system.
We propose an algorithm to compute the blocking probability. In the derivation of the
waiting time distribution, we use a new method compared to the one used in the original
paper [42].
In Chapter 4, we will study the balking phenomenon of call centres using both single-
node Markovian models and the SOQN model. We rst give a review of single-node
state-dependent balking model M(n)=M=S=N: The main work is on the SOQN model
with balking, where we prove that the queue length process still has product form solution
in equilibrium and we also derive the waiting time distribution. The analysis on SOQN
model with balking is new.
Another important feature of call centres is abandonment. In Chapter 5, we will
study the exponential abandonment models of call centres and analyze three models,
M=M=S +M; M=M=S=N +M and SOQN+M which is SOQN model with exponential
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abandonment. For single-node models: M=M=S+M and M=M=S=N +M; we again focus
on the computational aspects by expressing the exact performance measures in terms of
special functions and Erlang B formula. For M=M=S=N +M model, we will prove mono-
tonicity and concavity properties of performance measures using a method that simplies
the work in [26]. For SOQN+M model, our work is a generalization and correction of [45].
Chapter 6 deals with the general abandonment models of call centres, which generalize
the exponential abandonment of models studied in Chapter 5. We will rst give a review of
single-node general abandonment models including innite buer M=M=S +G and nite
buer M=M=S=N +G model and then study the SOQN+G model, which is SOQN model
with general abandonment. For single-node models: M=M=S+G andM=M=S=N+G, our
work is based on several previous works and is a generalization of them. For example we will
express the performance measures ofM=M=S=N+Gmodel in terms of new building blocks.
We will also study the comparison of dierent patience time distributions and generalized
some previous results to M=M=S=N +G model. The work on SOQN+G model is new.
All the above chapters are about the call centre modelling and performance analysis
problems, where for each model we study the queue length distribution, waiting time distri-
bution and related performance measures. We try to express the performance measures in
terms of special functions to facilitate the computation. In Chapter 7, we will move to the
second problem of call centre research: the call centre design problem, where we develop
a design algorithm to determine the minimal number of CSRs (S) and trunk lines (N) to
satisfy a given set of service level constraints. The algorithm is based on the monotonicity
properties of some performance measures with respect to N:We also give numerical exam-
ples in the end. Finally in Chapter 8, summary and future work for further research are
given.
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Chapter 2
Review of Single-node Markovian Queueing Mod-
els of Call Centres
2.1 Introduction
In this chapter, we will give a detailed review of single-node Markovian queueing models
of call centres. These models are Markovian, which means that the interarrival and service
times are all assumed to have i.i.d. exponential distributions. In Table 2.1, we list some
main Markovian queueing models and their performance measures. Note that these models
are standard and can be found in most queueing textbooks such as [17]. However, we will
focus on the computational aspects of the exact performance measures of these well-known
models.
Model Notation Name of Models Performance Measures(SL)
M=M=S=S Erlang B blocking/loss model P (blocking)=pS (Erlang B formula)
M=M=S Erlang C delay model P (delay)=P (Wq>0) (Erlang C formula)
TSF ;ASA
M=M=S=N Blocking and delay model P (delay)=P (Wq>0);P (blocking)=pN
A trade-o between blocking and delay TSF ;ASA
Table 2.1: Some Markovian queueing models
Among these three models, M=M=S=N is the most general model and the other two
models are special cases. To use M=M=S=N to model call centres, we assume arriving
calls and CSRs are homogeneous so that we do not need to consider SBR. We also assume
calls are patient and there is no balking. These two features will be studied in the later
chapters. The common features of this class of models are in the following.
1. Arriving calls. There is only one class of arriving calls (homogeneous) who arrive
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at the call centre according to a homogeneous Poisson process with rate : Arriving
calls are patient and there is no balking.
2. CSRs. There is only one class of S homogeneous CSRs. The service times are i.i.d.
exponentially distributed with mean  1:
3. Routing. Arriving calls are served according to FCFS (rst come rst served) disci-
pline.
4. Number of waiting places. The number of waiting places isN S with 0 inM=M=S=S
model and 1 in M=M=S model.
One desirable property of this class of models is that we have closed-form solutions of
almost all stationary performance measures, though sometimes complicated and hard to
use in terms of computation.
One type of performance measure is related to the number of calls. The Markovian
property implies that these models are memoryless so that we can use a single variable
(number of calls) to represent the system state in order to get a Continuous Time Markov
Chain (CTMC). Let Q(t) be the number of calls in the system (queue length), Qq(t) be the
number of calls waiting in the queue at time t, then Q(t) and Qq(t) are both birth-death
processes. We are mainly concerned with stationary distributions of Q(t) and Qq(t) if they
exist, with corresponding variables denoted by Q and Qq respectively. If the system is
stable, one can obtain the distribution of Q, which is pi := P (Q = i); i = 0; 1; :::. From
this, we can obtain performance measures such as E(Q); E(Qq) (called Q1), E(QqjQq > 0)
(called Q2). By the PASTA (Poisson Arrivals See Time Averages) property [48], we have
P (delay) =
P1
i=S pi (M=M=S) and P (blocking) = pS (M=M=S=S) or P (blocking) = pN
(M=M=S=N):
Another type of performance measure is related to the stationary waiting time of a call
in the queue (denoted by Wq) and in the system (denoted by W ). The distributions of Wq
andW are harder to obtain than that of Q. From the distribution ofW orWq, performance
measures regarding the delay such as E(W ); E(Wq); E(WqjWq > 0) = E(Wq)=P (Wq > 0)
(called DLYDLY), TSF = P (Wq  AWT ) can be calculated.
Little's formula relates the expectation of the number in the system and the delay; for
example E(Q) = E(W ). This is a quite general result, applicable to any ergodic queueing
models, even non-Markovian queueing models.
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Figure 2.1: M=M=S=S model description and parameters
Figure 2.2: M=M=S=S model stationary state transition diagram
2.2 M=M=S=S model and Erlang B formula
In this section, we will give a review of M=M=S=S model, which is the classical model for
the analysis of telephone networks with S trunk lines and no buers. The model description
and parameters are shown in Figure 2.1. In this model, Q(t) is a nite birth-death process
with birth rate
i =
8<:  if 0  i < S0 otherwise
and state-dependent death rate i = i; i = 0; 1; :::S: The stationary state transition
diagram of Q(t) is shown in Figure 2.2.
Since this is a nite buer model, we can always obtain the stationary distribution of
Q(t) (no stability condition) by solving the global or cut balance equations derived from
Figure 2.2. The solution is
pi =
ai=i!PS
k=0 a
k=k!
; 0  i  S
where a := = is called the oered load, a measure of demand made on the system. a
is a dimensionless value but is given a unit called erlangs, after A.K. Erlang who laid the
foundations of queueing theory [17].
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Another important process is the number of calls an arriving call sees upon arrival,
dened as Qa(t): The distributions P (Qa(t) = i) and P (Q(t) = i) are called the arriving
customer's distribution and the outside observer's distribution respectively in [17]. The
following derivation comes from page 77 of [17]. Let C(t; t + h) be the event that a call
arrives in (t; t+ h). Note that this event does not imply the call will necessarily enter the
system and aect the state of Q(t): Then we have, for 0  i  S;
P (Qa(t) = i) = lim
h!0
P (Q(t) = ijC(t; t+ h))
= lim
h!0
P (Q(t) = i; C(t; t+ h))
P (C(t; t+ h))
= lim
h!0
P (C(t; t+ h)jQ(t) = i)P (Q(t) = i)
P (C(t; t+ h))
= lim
h!0
(h+ o(h))P (Q(t) = i)
h+ o(h)
= P (Q(t) = i);
where we have used the fact that for Poisson process, P (C(t; t+ h)jQ(t) = i) = P (C(t; t+
h)) = h+ o(h): If we dene faig as the stationary distribution of Qa(t), we have ai = pi;
0  i  S: The above property is called the PASTA property which is true for any queueing
systems with Poisson arrival.
P (blocking) is dened as the probability that an arriving call in equilibrium nds S calls
in the system (all CSRs are busy), i.e., P (blocking) = aS : By the above PASTA property
we have the Erlang B formula
P (blocking) = aS = pS = B(S; a) =
aS=S!PS
k=0 a
k=k!
: (2.1)
Note that this is a truncated Poisson distribution. Also these results are insensitive to the
service distribution; it is applicable to M=G=S=S model with mean service time 1=: See
page 83 of [17].
In practice, Erlang B formula (2.1) brings some computation problems; it involves
factorials, power functions and the denominator becomes larger and larger when S becomes
larger, resulting in overow errors unless a and S are relatively small. There is an iterative
formula used to nd B(S; a) eciently to solve this problem, i.e., for S  0;
B(S; a) =
aB(S   1; a)
S + aB(S   1; a) ; (2.2)
where B(0; a) = 1: The above formula can be used to calculate B(1; a); B(2; a):::until
B(S; a) for any S and a.
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Figure 2.3: M=M=S model description and parameters
Since the model is a loss model, a0 := E(Qb) = a[1   B(S; a)] is called the carried
load, where we obtain the last equality by Little's formula applying to the number of busy
servers and Qb is a random variable representing the number of busy servers in equilibrium.
The utilization
v :=
a0
S
=
a[1 B(S; a)]
S
= [1 B(S; a)] < 1
is the proportion of time that a server is busy, where  := aS is called the trac intensity.
Therefore we have an important lower bound for B(S; a); i.e.,
B(S; a) > 1  1

: (2.3)
Another important property of B(S; a) is the monotonicity property of B(S; a) with
respect to S. B(S; a) is a decreasing function of S; which is intuitively true and can be
proved using the following [35]
B(S; a) =
aB(S   1; a)
S + aB(S   1; a) >
aB(S   1; a)
a[1 B(S   1; a)] + aB(S   1; a) = B(S   1; a) (2.4)
since
a[1 B(S   1; a)] < S   1 < S:
Since this model does not allow calls to wait, there is no waiting time in the queue.
Waiting time in the system is just the service time. We do not need to consider the
performance measures related to waiting time.
2.3 M=M=S model and Erlang C formula
In this section, we will give a review of M=M=S model, which allows innite number of
buers. The model description and parameters are shown in Figure 2.3.
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Figure 2.4: M=M=S model stationary state transition diagram
2.3.1 Queue length process
In this model, Q(t) is an innite birth-death process with birth rate i =  and state-
dependent death rate
i =
8<: i if 0  i  SS if i > S :
The stationary state transition diagram of Q(t) is shown in Figure 2.4. The stability
condition is  = S =
a
S < 1. Since the model is not a loss model, the carried load is equal
to the oered load, i.e., a0 = a so that the utilization v = :
Under the stability condition: 0 <  < 1, the stationary distribution can be obtained
by solving the global or cut balance equations derived from Figure 2.4. The solution is
pi =
8<: a
i
i! p0 if 0  i  S
ai
S!Si S p0 if i  S
(2.5)
where
p0 =
 
S 1X
i=0
ai
i!
+
aS
S!
1
1  
! 1
: (2.6)
The PASTA property also holds in this model so that we have ai = pi for i  0. The
Erlang C formula (the probability of delay of an arriving call in equilibrium) is
P (delay) =
1X
i=S
ai =
1X
i=S
pi = C(S; a) =
aS
S!(1 )PS 1
i=0
ai
i! +
aS
S!(1 )
=
aS
S!(1  )p0: (2.7)
Hence
p0 =
C(S; a)S!(1  )
aS
; (2.8)
which is easier to calculate compared to (2.6) but involves C(S; a): The calculation of
C(S; a) is based on that of B(S; a) by the relationship
C(S; a) =
B(S; a)
B(S; a)+ 1  
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derived directly from (2.7) and (2.6) or
C(S; a) =

+ (1  )=B(S   1; a)
by additionally using (2.2). The above formula and (2.4) also show that C(S; a) is a
decreasing function of S; which is intuitively true. After calculating p0; pi can be calculated
using (2.5) for any i. This calculation method is better than using (2.5) and (2.6) directly.
Note that pS =
aS
S! p0, therefore pS = C(S; a)(1   ) by (2.8). Substituting p0 = S!aS pS
into (2.5), we have pi in terms of pS ; i.e.,
pi =
8<: S!aS ii!pS if 0  i  Si SpS if i  S : (2.9)
Using our new expression for pS and the above formula for pi is even better, especially for
calculating pi; i  S since this does not involve factorials.
2.3.2 Waiting time distribution
In order to nd TSF = P (Wq  AWT ), we need to nd P (Wq  t): the probability of
waiting time in the queue is less than or equal to t  0 for a typical call in equilibrium. It
is easy to nd P (W q> t) rst [24]
P (W q>t) =
1X
i=S
P (W q > t j i calls in the system upon arrival)P (i calls in the system upon arrival)
=
1X
i=S
P (completion time of i  S + 1 calls > t)ai
Because of the PASTA property, P (i calls in the system upon arrival) = ai = pi, the
stationary distribution of i call in the system in equilibrium. Since i  S; the time between
successive completions is exponential with rate S: Therefore the completion time of i  
S + 1 calls Yi has an Erlang distribution Er(i  S + 1; S) and the survival function of Yi
is
F Yi(t) = P (Yi > t)
= P (completion time of i  S + 1 calls > t)
=
i SX
j=0
(St)je St
j!
:
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It turns out that, after changing the order of two sums, we have
P (W q> t) =
1X
i=S
i SX
j=0
(St)je St
j!
pi =
aS
S!(1  )p0e
 (S )t = C(S; a)e (S )t: (2.10)
Also
E(Wq) =
Z 1
0
P (W q> t)dt =
C(S; a)
S   (2.11)
and P (W q= 0) =1   C(S; a): By Little's formula, we also have the mean number of calls
waiting in the queue
E(Qq) = E(Wq) =
C(S; a)
1   :
Hence, both TSF = P (Wq  AWT ); ASA = E(Wq) and E(Qq) can be expressed by
C(S; a), which is very useful in computation.
One simple stang method is to nd the minimum number of S under the SL constraint:
ASA  ASA, where ASA is a given time, i.e., S = minfS j ASA  ASAg: Since
C(S; a) is a decreasing function of S we have ASA is a decreasing function of S, so that
S is well-dened.
In practice, M=M=S is commonly used in call centres for modelling, performance anal-
ysis, and stang because of its closed-form solutions of almost all interested performance
measures. It is usually assumed that the arrival and service rate are piece-wise constant.
Then M=M=S is applied to each time interval using the parameters belonging to that
interval. Also the stationary performance measures are used since experience shows that
this type of stochastic processes converges fast to its stationary state [29].
There are some shortcomings using the M=M=S model. First, it assumes there are
innite number of buers, hence no blocked calls. If blocking is not a rare event in a call
centre, M=M=S is not a good model and we may choose M=M=S=N model. Second, it
does not consider abandonment, which is shown in [21] to be a very important issue. The
simplest abandon model is M=M=S +M:
2.4 M=M=S=N model
In this section, we will give a review of M=M=S=N model. Also based on the work of [35],
we will express the performance measures in terms of Erlang B formula, which facilitates
the computation. We will also prove new monotonicity properties of some performance
measures with respect to N .
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Figure 2.5: M=M=S=N model description and parameters
Figure 2.6: M=M=S=N model stationary state transition diagram
M=M=S=N is a more realistic model for call centres, which allows both delay and
blocking. Recall that S represents the number of CSRs and N represents the number of
trunk lines (the number of buers plus CSRs). If N =1; it reduces toM=M=S model and
if N = S; it reduces to M=M=S=S model. Recall that in Section 1.2.1, we use M=M=S=N
as the basis of the natural queueing model of call centres. The model description and
parameters are shown in Figure 2.5.
2.4.1 Queue length process
In this model, Q(t) is a nite birth-death process with birth rate
i =
8<:  if 0  i < N0 otherwise
and state-dependent death rate
i =
8<: i if 0  i  SS if S  i  N :
The stationary state transition diagram of Q(t) is shown in Figure 2.6. Since this is a nite
buer model, the stationary distribution of Q(t) can be obtained by solving the global or
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cut balance equations derived from Figure 2.6 (no stability condition). The solution is
pi =
8<: a
i
i! p0 if 0  i  S
ai
S!Si S p0 if S  i  N
= p0(i); (2.12)
where
p0 =
8<:
PS 1
i=0
ai
i! +
aS
S!
1 N S+1
1 
 1
; if  6= 1PS 1
i=0
ai
i! +
aS
S! (N   S + 1)
 1
; if  = 1
=
"
NX
i=0
(i)
# 1
and
(i) :=
8<: a
i
i! ; if 0  i  S
ai
S!Si S ; if S  i  N
:
In particular, we have the delay probability: P (delay) =
PN 1
i=S pi, the blocking prob-
ability: P (blocking) = pN and P (no-delay) = 1   P (blocking)  P (delay) by the PASTA
property.
Since pS =
aS
S! p0, substituting p0 =
S!
aS
pS into (2.12), we have pi in terms of pS ; i.e.,
pi =
8<: S!aS ii!pS if 0  i  Si SpS if S  i  N (2.13)
where for  6= 1;
pS =
"
SX
i=0
S!
aS ii!
+
NX
i=S+1
i S
# 1
=

1
B(S; a)
+
(1  N S)
1  
 1
=
(1  )B(S; a)
1  + B(S; a)(1  N S)
and for  = 1;
pS =
B(S; S)
1 + (N   S)B(S; S) : (2.14)
Then for  6= 1;
P (blocking)=pN = 
N SpS
=
(1  )B(S; a)N S
1  + B(S; a)(1  N S) : (2.15)
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Similarly
P (delay)=
N 1X
i=S
pi =
N 1X
i=S
i SpS =
1  N S
1   pS
=
1  N S
1  
(1  )B(S; a)
1  + B(S; a)(1  N S)
=
B(S; a)(1  N S)
1  + B(S; a)(1  N S) : (2.16)
Finally
P (no-delay) = 1  P (blocking)  P (delay)
=
(1  )[1 B(S; a)]
1  + B(S; a)(1  N S) : (2.17)
We have expressed the above performance measures in terms of B(S; a) and we can
also use (2.2) to get expressions in terms of B(S   1; a)
P (blocking)=
(1  )B(S   1; a)N S+1
1  + B(S   1; a)(1  N S+1) ;
P (delay) =
B(S   1; a)(1  N S)
1  + B(S   1; a)(1  N S+1) ;
and
P (no-delay) =
1  
1  + B(S   1; a)(1  N S+1) :
When  = 1, we can obtain the corresponding formulas similarly by (2.14). We can
also apply L'Hospital's rule in the above formulas (2.15,2.16,2.17). The results are listed
in the following.
1. P (blocking) = B(S;S)1+(N S)B(S;S) =
B(S 1;S)
1+(N S+1)B(S 1;S) :
2. P (delay) = (N S)B(S;S)1+(N S)B(S;S) =
(N S)B(S 1;S)
1+(N S+1)B(S 1;S) :
3. P (no-delay) = 1 B(S;S)1+(N S)B(S;S) =
1
1+(N S+1)B(S 1;S) :
Remark 2.4.1 Note that the above formulas (2.15) and (2.17) are also given in [35].
In the following we will study the special cases of the above performance measures.
The following new result is obvious.
Theorem 2.4.1 When N = S; the model reduces to M=M=S=S model and we have
P (blocking) =B(S; a), P (delay) = 0 and P (no-delay) = 1 B(S; a):
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We have the following results when N !1:
Theorem 2.4.2 When N !1; we have:
1. limN!1 P (blocking) =
8<: 1  1 ; if   10; if 0 <   1 :
2. limN!1 P (delay) =
8<: 1 ; if   1C(S; a); if 0 <  < 1 :
3. limN!1 P (no-delay) =
8<: 0; if   11  C(S; a); if 0 <  < 1 :
Proof. The rst result is also given in [35] and the other two are new. We only give the
proof of the second result and others can be proved similarly. For 0 <  < 1; we have
P (delay)=
B(S; a)(1  N S)
1  + B(S; a)(1  N S)
approaches to B(S;a)1 +B(S;a) = C(S; a) when N !1: For  = 1;
P (delay)=
(N   S)B(S; S)
1 + (N   S)B(S; S) =
B(S; S)
1
N S +B(S; S)
approaches to 1 when N !1: For  > 1;
P (delay)=
B(S; a)(1  N S)
1  + B(S; a)(1  N S)
=
B(S; a)1 
N S
N S
1 
N S +B(S; a)
1 N S
N S 1
approaches to 1 when N !1:
Remark 2.4.2 When 0 <  < 1; performance measures in this theorem reduce to the
corresponding performance measures of M=M=S model.
Since the model is a loss model, the carried load is, for  6= 1;
a0 = E(Qb)
= a [1  P (blocking)]
=
a  a+ aB(S; a)(1  N S 1)
1  + B(S; a)(1  N S)
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The utilization
v =
a0
S
=
  2 + 2B(S; a)(1  N S 1)
1  + B(S; a)(1  N S) < 1
is the proportion of time that a server is busy.
For  = 1;
a0 = S
1 + (N   S   1)B(S; S)
1 + (N   S)B(S; S)
and
v =
a0
S
=
1 + (N   S   1)B(S; S)
1 + (N   S)B(S; S) :
M=M=S=N can be thought of as a M=M=S model conditioning that no more N calls
are in the system. We can get (2.13) using (2.9) by conditional argument.
2.4.2 Waiting time distribution
We dene W q as the stationary waiting time in the queue for all calls (the blocked calls
have 1 waiting time). Therefore W q has a mass at 1 and P (W q = 1) = P (blocking).
Also W q has a mass at 0 and P (W q = 0) = P (no-delay). This denition also appeared in
Stolletz [44]. We have, for t > 0;
P (W q > t) = P (W q > t;non-blocking) + P (W q > t; blocking)
= P (W q > t;non-blocking) + P (blocking):
To nd P (W q > t;non-blocking); we use the same idea as in M=M=S model
P (W q > t;non-blocking)
=
N 1X
i=S
P (W q > t;non-blocking j i calls in system upon arrival)P (i calls in system upon arrival)
=
N 1X
i=S
P (completion time of i  S + 1 calls > t)ai
=
N 1X
i=S
i SX
j=0
(St)je St
j!
pi:
Typically we are more concerned with the conditional waiting time of a call given that this
call is not blocked. Let Wq be this waiting time, which has no mass at 1; and we have
P (W q>t) = P (W q > tjnon-blocking) =
P (W q > t;non-blocking)
P (non-blocking)
=
N 1X
i=S
i SX
j=0
(St)je St
j!
pi
1  pN =
N 1X
i=S
i SX
j=0
(St)je St
j!
qi: (2.18)
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Figure 2.7: From SOQN to CQN for M=M=S=N model
Here qi :=
pi
1 pN ; 0  i  N   1 is the probability of a call nding i calls in the system
given that it is not blocked, which is called the arrival-point probability in [24], page 77. qi
can be derived alternatively by applying the following idea, which was used to solve SOQN
model in [14]. We can think of M=M=S=N model as a SOQN model with one node and
at most N calls in the system. By introducing a ctitious node (Node 0) which has one
server with service rate
0(j) =
8<:  if j > 00 if j = 0 ;
we convert the model to an equivalent two-node CQN and they have the same stationary
distribution (2.12). See Figure 2.7 for details.
Now we can use the Arrival Theorem of CQN [7] to get an alternative derivation of qi.
The Arrival Theorem shows that for product form CQN, arrivals to Node 1 (in this case)
see the same distribution as the stationary distribution of Node 1 of the same CQN with
one less call. Therefore we have, by (2.12), for 0  i  N   1
qi = P (arrival nds i calls at Node 1)
=p
(N 1)
i = p
(N 1)
0 (i) =
(i)PN 1
i=0 (i)
=
p0(i)PN 1
i=0 p0(i)
=
pi
1  pN ;
where p
(N 1)
i is the stationary distribution of Node 1 having i calls of the same CQN with
N   1 calls.
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Therefore by (2.18) and (2.13) we obtain, for  6= 1
P (W q>t) =
N 1X
i=S
qi
i SX
j=0
(St)je St
j!
=
pS
1  pN
N 1X
i=S
i S
i SX
j=0
(St)je St
j!
=
pS
1  pN
N S 1X
j=0
(St)je St
j!
N S 1X
i=j
i
=
pSe
 St
1  pN
N S 1X
j=0
(St)j
j!
j   N S
1   (2.19)
and for  = 1,
P (W q>t) =
pSe
 t
1  pN
N S 1X
j=0
(t)j
j!
(N   S   j) (2.20)
=
pS
1  pN
24e t(N   S)N S 1X
j=0
(t)j
j!
  e t
N S 1X
j=1
(t)j
j!
j
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=
pS
1  pN [(N   S)(1  P (N   S; t))  t(1  P (N   S   1; t))]
where P (N   S; t) = (N S;t) (N S) is the regularized Gamma function [2] and we have used
the well-known identity,
e t
N S 1X
j=0
(t)j
j!
= 1  P (N   S; t): (2.21)
Note that
(x; y) :=
Z y
0
tx 1e tdt; x > 0; y  0
is the incomplete Gamma function and
 (x) :=
Z 1
0
tx 1e tdt; x > 0
is the Gamma function.
In addition, the following performance measures can be easily obtained in terms of qi.
1. P (no-delayjnon-blocking) = P (Wq = 0) =
PS 1
i=0 qi:
2. P (delayjnon-blocking) = P (Wq > 0) =
PN 1
i=S qi:
3. ASA = E(Wq) =
R1
0 P (Wq > t)dt =
R1
0
PN 1
i=S qiF Yi(t)dt =
PN 1
i=S qi
R1
0 F Yi(t)dt =
1
S
PN 1
i=S qi(i  S + 1):
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Note that the previous results (2.19) and (2.20) are standard and can be found in many
queueing textbooks.
Following the same idea as the last section, to facilitate the computation and analysis,
we will express the above performance measures in terms of B(S; a). For example, for
 6= 1;
P (delayjnon-blocking) = P (Wq > 0) =
N 1X
i=S
qi
=
N 1X
i=S
pi
1  pN =
P (delay)
1  P (blocking)
=
1  + B(S; a)(1  N S)
1  + B(S; a)(1  N S 1)
B(S; a)(1  N S)
1  + B(S; a)(1  N S)
=
B(S; a)(1  N S)
1  + B(S; a)(1  N S 1) :
Similarly
P (no-delayjnon-blocking) = P (Wq = 0)
= 1  P (delayjnon-blocking)
=
(1  )[1 B(S; a)]
1  + B(S; a)(1  N S 1)
and the above two formulas are also given in [35]. Finally
ASA = E(Wq)
=
1
S
N 1X
i=S
qi(i  S + 1)
=
pS
S(1  pN )
N S 1X
i=0
i(i+ 1)
=
pS
S(1  pN )
 
N S 1X
i=0
i+1
!0
=
pS
S(1  pN )
1  (N   S + 1)N S + (N   S)N S+1
(1  )2
=
1
S(1  pN ) 
B(S; a)(1  )
1  + B(S; a)(1  N S) 
1  (N   S + 1)N S + (N   S)N S+1
(1  )2
=
1
S(1  pN )
B(S; a)[1  (N   S + 1)N S + (N   S)N S+1]
[1  + B(S; a)(1  N S)] (1  )
=
B(S; a)[1  (N   S + 1)N S + (N   S)N S+1]
[1  + B(S; a)(1  N S 1)] (1  )S : (2.22)
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When  = 1, we can obtain the corresponding formulas similarly. We can also apply
L'Hospital's rule in the above formulas. The results are listed in the following.
1. P (W q>t) =
B(S;S)
1+(N S 1)B(S;S) [(N   S)(1  P (N   S; t))  t(1  P (N   S   1; t))] :
2. P (no-delayjnon-blocking) = 1 B(S;S)1+(N S 1)B(S;S) :
3. P (delayjnon-blocking) = (N S)B(S;S)1+(N S 1)B(S;S) :
4. ASA = E(Wq) =
(N S)(N S+1)B(S;S)
2[1+(N S 1)B(S;S)] :
The distribution of Wq can also be expressed in terms of B(S; a) with another deriva-
tion. Note that this method has been used in [17] page 95 for M=M=S model. We have
that P (W q>t) can be factorized as follows,
P (W q>t) =P (Wq>tjW q> 0)P (Wq> 0)
= P (Wq>tjW q> 0)P (delayjnon-blocking);
where for  6= 1,
P (Wq>tjW q> 0) = P (Wq>tjS  Q  N   1)
=
N S 1X
i=0
P (Wq>tjQ = S + i;S  Q  N   1)P (Q = S + ijS  Q  N   1)
=
N S 1X
i=0
0@ iX
j=0
(St)je St
j!
1A i
1 + + :::+ N S 1
=
N S 1X
j=0
(St)je St
j!
N S 1X
i=j
i
1 + + :::+ N S 1
=
N S 1X
j=0
(St)je St
j!
j   N S
1  N S
=
N S 1X
j=0
(t)je St
j!
1  N S j
1  N S :
So that we have for  6= 1
P (W q>t) =P (delayjnon-blocking)
N S 1X
j=0
(t)je St
j!
1  N S j
1  N S ; t  0: (2.23)
In the above derivation, we use the fact that
P (Q = S + ijS  Q  N   1) = 
i
1 + + :::+ N S 1
; for i = 0; 1; :::N   S   1; (2.24)
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which can be proved using the denition of conditional probability and (2.12). For  = 1;
P (W q>t) =P (delayjnon-blocking)
N S 1X
j=0
(t)je t
j!

1  j
N   S

: (2.25)
It can be shown that (2.23), (2.25) and (2.19), (2.20) are equivalent respectively. Note that
the above formulas (2.23) and (2.25) are also given in [35] using a similar method.
Also using (2.23),
ASA = E(Wq) =
Z 1
0
P (W q> t)dt
=P (delayjnon-blocking)
N S 1X
j=0
j   N S
1  N S
Z 1
0
(St)je St
j!
dt
=P (delayjnon-blocking)
N S 1X
j=0
j   N S
(1  N S)S
=P (delayjnon-blocking)1  
N S(1 + (1  )(N   S))
(1  )(1  N S)S
=
B(S; a)(1  N S)
1  + B(S; a)(1  N S 1)
1  N S(1 + (1  )(N   S))
(1  )(1  N S)S
=
B(S; a)[1  N S(1 + (1  )(N   S))]
[1  + B(S; a)(1  N S 1)](1  )S
which is the same as (2.22).
By Little's formula, we also have the mean number of calls waiting in the queue
E(Qq) = E(W q;non-blocking)
= E(W qjnon-blocking)P (non-blocking)
= E(Wq) [1  P (blocking)] :
Therefore we have
E(Qq) =
8<:
B(S;a)[1 (N S+1)N S+(N S)N S+1]
(1 )[1 +B(S;a)(1 N S)] ; if  6= 1
(N S)(N S+1)B(S;S)
2[1+(N S)B(S;S)] ; if  = 1:
In the following we will study the special cases of the above performance measures.
The following new results are obvious.
Theorem 2.4.3 When N = S; the model reduces to M=M=S=S model and we have
P (delayjnon-blocking)=0, P (no-delayjnon-blocking) = 1; P (W q>t) = 0; E(Qq) = 0 and
ASA = 0:
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Theorem 2.4.4 When N !1; we have:
1. limN!1 P (delayjnon-blocking) =
8<: 1; if   1C(S; a); if 0 <  < 1 :
2. limN!1 P (no-delayjnon-blocking) =
8<: 0; if   11  C(S; a); if 0 <  < 1 :
3. limN!1 P (Wq > t) =
8<: 1; if   1C(S; a)e (S )t; if 0 <  < 1 :
4. limN!1ASA =
8<: 1; if   1C(S;a)
S  ; if 0 <  < 1
:
5. limN!1E(Qq) =
8<: 1; if   1C(S;a)
1  ; if 0 <  < 1
:
Remark 2.4.3 When 0 <  < 1; performance measures in this theorem reduce to the
corresponding performance measures of M=M=S model.
2.4.3 Monotonicity properties
We have studied the special cases of the performance measures when N ! 1 or N = S
for M=M=S=N model. However it is also important to study the monotonicity properties
of some performance measures with respect to N . We will see in Chapter 7 that these
monotonicity properties are very important to the call centre design algorithm we will
develop. Some of the following results have been proved in [35] using dierent methods.
Theorem 2.4.5 When S and other parameters are xed, P (blocking) is a strictly decreas-
ing function of N .
Proof. When  = 1; P (blocking) = B(S;S)1+(N S)B(S;S) : The property is obviously true. For
 6= 1; we have
PN (blocking) =
(1  )B(S; a)N S
1  + B(S; a)(1  N S) :
We only need to prove that for N  S;
PN+1(blocking)
PN (blocking)
=


1  + B(S; a)(1  N S)
1  + B(S; a)(1  N S+1) < 1: (2.26)
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For  > 1; the above (2.26) is equivalent to


1  + B(S; a)(1  N S) > 1  + B(S; a)(1  N S+1)
or the well-known inequality (2.3)
B(S; a) > 1  1

:
For 0 <  < 1; the above (2.26) is equivalent to


1  + B(S; a)(1  N S) < 1  + B(S; a)(1  N S+1);
which is again
B(S; a) > 1  1

:
Remark 2.4.4 This result has been proved in [35] using a similar method.
Theorem 2.4.6 When S and other parameters are xed, P (nodelayjnon-blocking) is a
strictly decreasing function of N and P (nodelay) is a strictly decreasing function of N as
well.
Proof. We have
P (nodelayjnon-blocking)=
8<:
(1 )[1 B(S;a)]
1 +B(S;a)(1 N S 1) ; if  6= 1
1 B(S;S)
1+(N S 1)B(S;S) ; if  = 1
:
Therefore, the theorem holds for  = 1 and 0 <  < 1. For  > 1; we have
P (nodelayjnon-blocking)= (  1)[1 B(S; a)]
  1 + B(S; a)(N S 1   1) :
Hence the theorem also holds.
Since
P (nodelay)=
8<:
(1 )[1 B(S;a)]
1 +B(S;a)(1 N S) ; if  6= 1
1 B(S;S)
1+(N S)B(S;S) ; if  = 1
,
the proof is similar for P (nodelay):
Since P (delayjnon-blocking) = 1   P (nodelayjnon-blocking); we have the following
corollary, which is also proved in [35] directly.
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Corollary 2.4.1 When S and other parameters are xed, P (delayjnon-blocking) is a strictly
increasing function of N .
Since
P (delay) = [1  P (blocking)]P (delayjnon-blocking);
we have, by Theorem 2.4.5 and Corollary 2.4.1, the following new result.
Theorem 2.4.7 When S and other parameters are xed, P (delay) is a strictly increasing
function of N .
For the waiting time distribution, we have the following result.
Theorem 2.4.8 When S and other parameters are xed, P (W q>t) is a strictly increasing
function of N .
Proof. From (2.23) and (2.25), we have
P (W q>t) =
8<: P (delayjnon-blocking)
PN S 1
j=0
(t)je St
j!
1 N S j
1 N S ; if  6= 1
P (delayjnon-blocking)PN S 1j=0 (t)je tj! h1  jN S i ; if  = 1 :
For  = 1; since P (delayjnon-blocking) is a strictly increasing function of N we only need
to prove
f(N) :=
N S 1X
j=0
(t)je t
j!

1  j
N   S

is a strictly increasing function of N: We have
f(N + 1) =
N S 1X
j=0
(t)je t
j!

1  j
N + 1  S

+
(t)N Se t
(N   S)!

1  N   S
N + 1  S

>
N S 1X
j=0
(t)je t
j!

1  j
N   S

= f(N)
since each term in the above is positive and for 0  j  N   S   1,
1  j
N + 1  S  1 
j
N   S :
For  6= 1; since P (delayjnon-blocking) is a strictly increasing function of N we only need
to prove
g(N) :=
N S 1X
j=0
(t)je St
j!
1  N S j
1  N S
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is a strictly increasing function of N: We have
g(N + 1) =
N S 1X
j=0
(t)je St
j!
1  N+1 S j
1  N+1 S +
(t)N Se St
(N   S)!
1  
1  N+1 S
>
N S 1X
j=0
(t)je St
j!
1  N S j
1  N S = g(N)
since each term in the above is positive and for 0  j  N   S   1, we can prove that
1  N+1 S j
1  N+1 S 
1  N S j
1  N S : (2.27)
We will prove (2.27) in the following. (2.27) is equivalent to
1  N+1 S j
1  N+1 S  
1  N S j
1  N S
=
(1  N S)(1  N+1 S j)  (1  N+1 S)(1  N S j)
(1  N+1 S)(1  N S)  0:
We only need to prove
(1  N S)(1  N+1 S j)  (1  N+1 S)(1  N S j)  0
since the denominator is positive for  6= 1. The above is equivalent to
(j   1)(  1)  0;
which is true for  6= 1.
Remark 2.4.5 Note that this theorem agrees with Corollary 2.4.1, since
P (W q> 0) =P (delayjnon-blocking):
Remark 2.4.6 This result is also proved in [35] using a method involving stochastic or-
dering.
Corollary 2.4.2 When S and other parameters are xed, ASA =E(Wq) and E(Qq) are
both strictly increasing functions of N .
2.4.4 Numerical examples
To give some numerical illustrations of the above monotonicity properties for M=M=S=N
model, we will consider some numerical examples in the following. Let  = 8;  = 1 be the
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Figure 2.8: P (blocking); P (nodelay) and P (delay) of Example 2.1 for M=M=S=N model
common parameters. We consider three cases: Example 2.1 has S = 5 with  = S > 1;
Example 2.2 has S = 9 with 0 <  < 1 and Example 2.3 has S = 8 with  = 1. Let buer
size K = N   S change from 0 to 30. We compute the results using Matlab.
We rst consider three unconditional probabilities: P (blocking); P (nodelay) and P (delay):
The results are shown in Figure 2.8 for Example 2.1, in Figure 2.9 for Example 2.2 and in
Figure 2.10 for Example 2.3. We nd that in all three examples, these probabilities have
the monotonicity properties we have proved. For the limiting cases when N ! 1, Theo-
rem 2.4.2 can also be veried. In Example 2.1,  1 = 0:625 so that limN!1 P (blocking) =
1  1 = 0:375; limN!1 P (delay) =  1 = 0:625 and limN!1 P (no-delay) = 0: In Exam-
ple 2.2, 0 <  < 1 so that limN!1 P (blocking) = 0; limN!1 P (delay) = C(S; a) = 0:653
and limN!1 P (no-delay) = 1   C(S; a) = 0:347: In Example 2.3,  1 = 1 so that
limN!1 P (blocking) = 0; limN!1 P (delay) = 1 and limN!1 P (no-delay) = 0:
Next we will consider the conditional probabilities: P (nodelayjnon-blocking); P (W q>t)
and P (delayjnon-blocking); where t = 0:5. The results are shown in Figure 2.11 for Exam-
ple 2.1, in Figure 2.12 for Example 2.2 and in Figure 2.13 for Example 2.3. We nd that
in all three examples, these probabilities have the monotonicity properties we have proved.
For the limiting cases whenN !1, Theorem 2.4.4 can also be veried. In Example 2.1 and
2.3,   1 so that limN!1 P (delayjnon-blocking) = 1; limN!1 P (nodelayjnon-blocking) =
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Figure 2.9: P (blocking); P (nodelay) and P (delay) of Example 2.2 for M=M=S=N model
Figure 2.10: P (blocking); P (nodelay) and P (delay) of Example 2.3 for M=M=S=N model
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Figure 2.11: P (nodelayjnon-blocking); P (delayjnon-blocking) and P (W q> 0:5) of Example
2.1 for M=M=S=N model
0 and limN!1 P (W q> 0:5) = 1. In Example 2.2, 0 <  < 1 so that
lim
N!1
P (delayjnon-blocking) = C(S; a) = 0:653;
lim
N!1
P (nodelayjnon-blocking) = 1  C(S; a) = 0:347
and
lim
N!1
P (W q> 0:5) =C(S; a)e
 (S )0:5 = 0:396:
2.5 Summary
In this chapter, we gave a detailed review of single-node Markovian queueing models of call
centres including M=M=S=S model with Erlang B formula, M=M=S model with Erlang
C formula and the more general M=M=S=N model. We focused on the computational
aspects of the exact performance measures of these well-known models. Especially for
M=M=S=N model, we expressed performance measures in terms of Erlang B formula,
which facilitates the computation as well as analysis. Based on this analysis, we proved
monotonicity properties for performance measures with respect to N . These properties
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Figure 2.12: P (nodelayjnon-blocking); P (delayjnon-blocking) and P (W q> 0:5) of Example
2.2 for M=M=S=N model
have been veried using numerical examples and are important to the call centre design
algorithm we will develop in Chapter 7.
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Figure 2.13: P (nodelayjnon-blocking); P (delayjnon-blocking) and P (W q> 0:5) of Example
2.3 for M=M=S=N model
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Chapter 3
SOQN Model of Call Centres
As we have mentioned in Section 1.2.1, the SOQN model proposed by Srinivasan et al.
[42] will be our base model. In this chapter we will review the work of [42] in detail and
obtain new results. The model is a natural extension of M=M=S=N model.
3.1 Modelling motivation and model description
The following modelling motivation and model description is adapted from [42]. Recall
that an inbound call centre consists of an IVRU to provide some self-service to calls and
a large proportion of calls only need self-service with IVRU and leave the system without
requiring the service of CSRs for some call centres. For example a customer may call to
a bank call centre to check the account balance, transfer money only using IVRU without
requiring the service of CSRs. However most traditional call centre models ignore this part
and model the call centre as a single-node queue, as we have seen in Chapter 2. Srinivasan
et al. [42] rst proposed and analyzed a two-node network model to capture the role
of the IVRU as well as the CSRs. The thesis by Khudyakov [27] from Technion-Israel
Institute of Technology used this model. The Ph.D. research proposal by Yom-Tov [49]
also used a similar model. However their focus is on the QED (Quality and Eciency
Driven) approximation on the performance measures of the model.
We will repeat Figure 1.3 as Figure 3.1 here to show the model description. The arriving
calls come to the system according to a Poisson process with rate . If the arriving call
nds less than N calls in the system (the system is not full), it is admitted into the system
and it is processed by IVRU immediately. Otherwise it is blocked and leaves the system.
There are N IVRU servers and the processing times are assumed to be i.i.d. exponential
random variables with rate . After nishing the service with an IVRU server, the call
may leave the system with probability p = 1   p or it proceeds to request service from a
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Figure 3.1: Semiopen queueing network model description and parameters
CSR with probability p. If a CSR is free, the call is served, otherwise it waits for a CSR
and joins a queue. There are S( N) CSRs and the service times are assumed to be i.i.d.
exponential random variables with rate  and are independent of the arrival process and
the IVRU processing times. Once the call is processed by a CSR it releases both the CSR
and the trunk line and leaves the system.
Note that this model is a network model with two nodes in series and at most N calls
in the system. Node 1 models the IVRU with N servers and no queue since there are
at most N calls in the system. It also can be thought of as having innite servers i.e., a
M=M=1 queue since there are no calls waiting for service at this node. Node 2 models
the CSRs with S servers and the queue in front of them. This node can be thought of as
a M=M=S queue since there is no blocking at this node.
3.2 Product form solution of the queue length process
Let Q(t) = fQ1(t); Q2(t)g represent the number of calls at time t at Node 1 and 2 respec-
tively, i.e., the queue length process. Note that Q1(t) + Q2(t)  N for all t  0. From
the description of the model, we know that Q(t) is a nite CTMC and has a stationary
distribution with corresponding variables denoted by Q = fQ1; Q2g: The state space of Q
is 
 = f(i; j)ji+ j  N; (i; j) 2 Z2+g, where there are i calls at Node 1 and j calls at Node
2. In fact the system can be thought of as a ow controlled Jackson network or SOQN,
which has a product form solution for the stationary distribution ij := P (Q1 = i; Q2 = j)
as stated in [42]. We will show how to obtain the product form solution ij using two
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methods in the following.
3.2.1 Direct method
In this section, we will use the result for SOQN in [14] to obtain the product form solution.
The trac equations for our SOQN model are8<: 1 = 2 = 1p :
Hence, the unique solution is 1 =  and 2 = p; which give the eective arrival rates to
Node 1 and 2. The service rates are state-dependent, i.e. 1(m) = m; 0  m  N and
2(m) =
8<: m if 0  m  SS if S  m  N :
We dene
Mi(n) =
8><>:
nQ
m=1
i(m) if n > 0
1 if n = 0
; i = 1; 2:
Hence, M1(n) = n!
n; 0  n  N and
M2(n) =
8<: n!n if 0  n  SSn SS!n if S  n  N :
For i = 1; 2, we dene the mutually independent random variables Yi with probability mass
function as follows
P (Yi = n) = P (Yi = 0)
ni
Mi(n)
; n = 0; 1; 2; :::
Theorem 2.5 in [14] page 22 states that the stationary distribution of the queue length
process is:
For all (i; j) 2 
,
ij =
1
P (Y1 + Y2  N)P (Y1 = i)P (Y2 = j)
=
1
P (Y1 + Y2  N)P (Y1 = 0)
i1
M1(i)
P (Y2 = 0)
j2
M2(j)
=
P (Y1 = 0)P (Y2 = 0)
P (Y1 + Y2  N)
i
M1(i)
jpj
M2(j)
= 00
i
M1(i)
jpj
M2(j)
; (3.1)
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where the normalizing constant is
 100 =
P (Y1 + Y2  N)
P (Y1 = 0)P (Y2 = 0)
=
P
0i+jN
P (Y1 = i)P (Y2 = j)
P (Y1 = 0)P (Y2 = 0)
(3.2)
=
X
0i+jN
i
M1(i)
jpj
M2(j)
:
3.2.2 Method of CQN
The SOQN model can also be viewed as an open queueing network with two nodes and
state-dependent arrival rate. For example in our case, the state-dependent arrival rate is
(i; j) =
8<:  if i+ j < N0 otherwise :
To nd the stationary distribution of the queue length process for this open network with
state-dependent arrival rate, we introduce a ctitious node (Node 0) which has one server
with service rate
0(m) =
8<:  if m > 00 if m = 0 :
The state-dependent arrival rate is simply modeled by having only N calls circulating
in the network. In this way, our model is converted to an equivalent three-node closed
network with the same stationary distribution. See Figure 3.2 for details. Note that this
idea was used to solve SOQN model in [14] and we have converted the M=M=S=N model
to an equivalent two-node CQN model in Chapter 2 using the same idea. We just need
to nd the stationary distribution for the CQN in order to nd the ij . We will use the
procedure for CQN in [14] to obtain the product form solution.
The trac equations of the closed network are8>>><>>>:
v1 = v0
v2 = v1p
v0 = v1p+ v2
: (3.3)
By letting v1 = v0 = , we can easily get the solution: v1 = v0 =  and v2 = p: These
are the eective arrival rates for these three nodes if we see them in isolation. The service
rates are i(m); i = 0; 1; 2; as we dened before. Also M0(n) = 
n; n > 0: For i = 0; 1; 2,
we dene the mutually independent random variables Yi with probability mass function as
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Figure 3.2: The equivalent CQN for the SOQN model
follows
P (Yi = n) = P (Yi = 0)
vni
Mi(n)
; n = 0; 1; 2; :::
For Node 0 (M=M=1=N), the stationary distribution is
P (Y0 = k) = P (Y0 = 0)
k
M0(k)
= P (Y0 = 0)
k
k
= P (Y0 = 0); 0  k  N
i:e:; P (Y0 = k) = P (Y0 = 0) =
1
N + 1
; 0  k  N:
For Node 1 (M=M=N=N), the stationary distribution is
P (Y1 = i) = P (Y1 = 0)
i
M1(i)
; 0  i  N:
For Node 2 (M=M=S=N), the stationary distribution is
P (Y2 = j) = P (Y2 = 0)
(p)j
M2(j)
; 0  j  N:
Hence by Theorem 2.3 in [14] page 20, we have the stationary distribution of the CQN:
For all (k; i; j) 2 Z3+ such that i+ j + k = N;
kij =
1
P (Y0 + Y1 + Y2 = N)
P (Y0 = k)P (Y1 = i)P (Y2 = j)
=
P (Y0 = 0)P (Y1 = 0)P (Y2 = 0)
P (Y0 + Y1 + Y2 = N)
i
M1(i)
jpj
M2(j)
= 00
i
M1(i)
jpj
M2(j)
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where the normalizing constant is
 100 =
P (Y0 + Y1 + Y2 = N)
P (Y0 = 0)P (Y1 = 0)P (Y2 = 0)
=
P
k+i+j=N
P (Y0 = k)P (Y1 = i)P (Y2 = j)
P (Y0 = 0)P (Y1 = 0)P (Y2 = 0)
=
P (Y0 = 0)
P
k+i+j=N
P (Y1 = i)P (Y2 = j)
P (Y0 = 0)P (Y1 = 0)P (Y2 = 0)
=
P
0i+jN
P (Y1 = i)P (Y2 = j)
P (Y1 = 0)P (Y2 = 0)
=
X
0i+jN
i
M1(i)
jpj
M2(j)
;
which is the same as (3.2). Note that the above distribution kij is actually a two dimen-
sional distribution and it is the stationary distribution of the SOQN. If we let k = N i j,
the above can be written equivalently as
ij = 00
i
M1(i)
jpj
M2(j)
8(i; j) 2 
,
which is the same as (3.1).
Remark 3.2.1 kij is actually the solution of the following global balance equations
kij(0(k) + 1(i) + 2(j)) (3.4)
= (k+1)(i 1)j(i)0(k + 1) + (k 1)(i+1)j(k)1(i+ 1)p
+k(i+1)(j 1)(j)1(i+ 1)p+ (k 1)i(j+1)(k)2(j + 1)
8(k; i; j) 2 Z3+ such that k + i+ j = N
where (i) =
8<: 1 if i > 00 if i = 0 :
Remark 3.2.2 The solution of (3.3) is not unique. For example if we let v1 = v0 = 1, we
obtain the solution: v1 = v0 = 1 and v2 = p: However we will obtain the same kij :
In the following we will express the solution using the notation by Srinivasan et al. [42]
and obtain the marginal distribution, which are not given in [42]. Let
(j) :=
8<: j! for 0  j  SS!Sj S for S  j  N ;
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a1 =

 ; a2 =
p
 ; then M2(j) = (j)
j and
ij = 00
i
M1(i)
jpj
M2(j)
= 00
ai1
i!
aj2
(j)
; (i; j) 2 
;
where
 100 =
X
0i+jN
ai1
i!
aj2
(j)
=
NX
k=0
kX
j=0
ak j1
(k   j)!
aj2
(j)
=
SX
k=0
kX
j=0
ak j1 a
j
2
(k   j)!j! +
NX
k=S+1
0@ SX
j=0
ak j1 a
j
2
(k   j)!j! +
kX
j=S+1
ak j1 a
j
2
(k   j)!S!Sj S
1A :
Applying binomial formula, the following is obtained in [42],
 100 =
SX
k=0
(a1 + a2)
k
k!
+
NX
k=S+1
(a1 + a2)
k
k!
+
NX
k=S+1
kX
j=S+1
 
  a
k j
1 a
j
2
(k   j)!j! +
ak j1 a
j
2
(k   j)!S!Sj S
!
=
NX
k=0
(a1 + a2)
k
k!
+
NX
k=S+1
kX
j=S+1
ak j1 a
j
2
(k   j)!

1
S!Sj S
  1
j!

:
The marginal distribution for Node 1 is
i := P (Q1 = i) =
N iX
j=0
ij = 00
N iX
j=0
ai1
i!
aj2
(j)
; 0  i  N
where  100 has another expression 
 1
00 =
PN
i=0
PN i
j=0
ai1
i!
aj2
(j) : Hence the mean number of
calls at Node 1 is
E(Q1) =
NX
i=0
ii = 00
NX
i=0
i
N iX
j=0
ai1
i!
aj2
(j)
: (3.5)
The marginal distribution for Node 2 is
j := P (Q2 = j) =
N jX
i=0
ij = 00
N jX
i=0
ai1
i!
aj2
(j)
; 0  j  N
where  100 has the third expression 
 1
00 =
PN
j=0
PN j
i=0
ai1
i!
aj2
(j) : Hence the mean number of
calls at Node 2 is
E(Q2) =
NX
j=0
jj = 00
NX
j=0
j
N jX
i=0
ai1
i!
aj2
(j)
and the mean number of calls waiting in the queue at Node 2 is
E(Q2q) =
NX
j=S+1
(j   S)j = 00
NX
j=S+1
(j   S)
N jX
i=0
ai1
i!
aj2
(j)
:
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3.3 The stationary distribution of the total number of calls
in the system
3.3.1 Direct method
The following direct method is given by [42]. The stationary distribution of the total
number of calls in the system (denoted by Q = Q1 +Q2) can be derived by the stationary
distribution of the queue length process ij using the relationship
k := P (Q = k) =
kX
j=0
(k j)j :
There are two cases:
1. 0  k  S:
k = 00
kX
j=0
ak j1 a
j
2
(k   j)!j! = 00
(a1 + a2)
k
k!
:
2. S < k  N :
k = 00
0@ SX
j=0
ak j1 a
j
2
(k   j)!j! +
kX
j=S+1
ak j1 a
j
2
(k   j)!S!Sj S
1A
= 00
0@(a1 + a2)k
k!
+
kX
j=S+1
ak j1 a
j
2
(k   j)!

1
S!Sj S
  1
j!
1A :
Therefore, the probability k that there are exactly 0  k  N calls in the system is
equal to
k = 00
0@(a1 + a2)k
k!
+
kX
j=S+1
ak j1 a
j
2
(k   j)!

1
S!Sj S
  1
j!

I(S;1)(k)
1A (3.6)
where IA(k)=
8<: 1 if k 2 A0 otherwise is the indicator function and 0 = 00. The mean number
of total calls in the system, which is not available in [42], is
E(Q) =
NX
k=0
kk =
NX
k=0
k
kX
j=0
(k j)j = E(Q1) + E(Q2):
The blocking probability is given in [42] using the PASTA property,
P (blocking) = N =
NX
j=0
(N j)j :
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In the following, we will derive the utilization for Node 1 which is not available in [42].
We can write down Little's formula for Node 1
E(Q1) =  [1  P (blocking)] 1

= a1 [1  P (blocking)] ;
which is easy to verify since, by (3.5),
E(Q1)
a1
= 00
NX
i=0
i
N iX
j=0
ai 11
i!
aj2
(j)
= 00
NX
i=1
N iX
j=0
ai 11
(i  1)!
aj2
(j)
= 00
N 1X
i=0
N 1 iX
j=0
ai1
i!
aj2
(j)
=
N 1X
i=0
N 1 iX
j=0
ij = 1  P (blocking):
Hence the carried load for Node 1 is E(Q1) = a1 [1  P (blocking)]. The utilization
v1 =
E(Q1)
N
=
a1 [1  P (blocking)]
N
< 1
is the proportion of time that an IVRU server is busy.
3.3.2 Throughput method
In the following, we will use the throughput method in [14] to derive this distribution. By
Proposition 2.7 in [14] page 25, the stationary distribution of the total number of calls in
SOQN follows the same distribution as the number of calls in a birth-death queue with
the following specication: constant arrival rate  and state-dependent service rates that
are equal to the throughput function, TH(k), of the same network operating in a closed
fashion with 1  k  N calls.
According to [14], the corresponding CQN of our SOQN still has two nodes and the
eective arrival rates are wi = i=; i.e. w1 = 1; w2 = p: Dene
g1(k) =
wk1
M1(k)
=
1
k!k
; 0  k  N;
and
g2(k) =
wk2
M2(k)
=
8<:
pk
k!k
if 0  k  S
pk
Sk SS!k if S  k  N
:
In [14], the throughput of this CQN with k calls in the system is dened as TH(k) =
G(2;k 1)
G(2;k) ; 1  k  N; where
G(2; k) =
X
i+j=k
g1(i)g2(j) =
kX
j=0
g1(k   j)g2(j)
=
kX
j=0
1
(k   j)!k j
pk
M2(j)
: (3.7)
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Let k; 0  k  N be the stationary distribution of the total number of calls in the
SOQN. By Proposition 2.7 in [14] page 25, k is the stationary distribution of a birth-death
process with birth rate  and death rate TH(k) = G(2;k 1)G(2;k) :
Hence, the total number of calls in the SOQN has the following distribution,
k = 0
k
kQ
j=1
TH(j)
= 0
k
kQ
j=1
G(2;j 1)
G(2;j)
= 0
k
G(2;0)
G(2;k)
= 0
k
1
G(2;k)
= 0
kG(2; k); 0  k  N; (3.8)
where the normalizing constant 0 is

NP
k=0
kG(2; k)
 1
. Since M2(j) has dierent expres-
sion for dierent interval of j, we have from (3.7) for 0  k  S,
G(2; k) =
kX
j=0
1
(k   j)!k j
pj
M2(j)
=
kX
j=0
1
(k   j)!k j
pj
j!j
=
1
k!
(
1

+
p

)k =
(a1 + a2)
k
kk!
(3.9)
and for S < k  N;
G(2; k) =
kX
j=0
1
(k   j)!k j
pj
M2(j)
=
SX
j=0
1
(k   j)!k j
pj
j!j
+
kX
j=S+1
1
(k   j)!k j
pj
Sj SS!j
=
kX
j=0
1
(k   j)!k j
pj
j!j
 
kX
j=S+1
1
(k   j)!k j
pj
j!j
+
kX
j=S+1
1
(k   j)!k j
pj
Sj SS!j
=
1
k!

1

+
p

k
+
kX
j=S+1
1
(k   j)!

1

k j 
p

j  1
Sj SS!
  1
j!

=
(a1 + a2)
k
kk!
+
kX
j=S+1
ak j1 a
j
2
k(k   j)!

1
Sj SS!
  1
j!

(3.10)
Substituting G(2; k) back to (3.8), we get the same expression as (3.6).
3.3.3 Calculation of the blocking probability
Assuming that the number of CSRs S is xed, we are interested in the blocking probability
while the number of trunk lines N is increased by one starting from S. Let K = N   S =
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0; 1; 2:::The blocking probability is denoted by K := S+K = N : From (3.8), we have
K = 
(K)
0 
S+KG(2; S +K);
where 
(K)
0 =

S+KP
i=0
iG(2; i)
 1
is the normalizing constant when the buer size is K:
When K = 0,

(0)
0 =
"
SX
i=0
iG(2; i)
# 1
=
"
SX
i=0
(a1 + a2)
i
i!
# 1
and
0 =
"
SX
i=0
(a1 + a2)
i
i!
# 1
SG(2; S) =
(a1+a2)S
S!
SP
i=0
(a1+a2)i
i!
= B(S; a1 + a2)
is the Erlang B formula. Note that

(K+1)
0 =
"
S+K+1X
i=0
iG(2; i)
# 1
=
"
S+KX
i=0
iG(2; i) + S+K+1G(2; S +K + 1)
# 1
=


(K)
0
 1
+ S+K+1G(2; S +K + 1)
 1
;K  0:
We have the following algorithm to calculate 1; 2; 3:::until K ; where K > 0.
Algorithm 3.3.1 Algorithm to get blocking probabilities 1; 2; 3:::until K for K > 0
1 Initialize: 0 = B(S; a1 + a2);
(0)
0 =
0
(a1+a2)
S
S!
;
2 FOR n = 0 to K   1
2.1 Compute increment = S+n+1G(2; S + n+ 1)
2.2 Compute 
(n+1)
0 =


(n)
0
 1
+ increment
 1
2.3 Compute n+1 = 
(n+1)
0  increment
ENDFOR
3.3.4 Other performance measures
In this section, we will derive new results not available in [42]. We can obtain other
performance measures from the stationary marginal distribution of Node 2. When we look
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at Node 2 only, we have
1 = N + (1  p)
N 1X
j=0
j + p
N 1X
j=0
j
= 0N + (1  p)
N 1X
j=0
"
N 1 jX
i=0
ij + (N j)j
#
+ p
N 1X
j=0
"
N 1 jX
i=0
ij + (N j)j
#
= 0N +
N 1X
j=0
(N j)j + (1  p)
N 1X
j=0
N 1 jX
i=0
ij + p
S 1X
j=0
N 1 jX
i=0
ij + p
N 1X
j=S
N 1 jX
i=0
ij
= P (blocking) + (1  p)
N 1X
j=0
N 1 jX
i=0
ij + p
S 1X
j=0
N 1 jX
i=0
ij + p
N 1X
j=S
N 1 jX
i=0
ij ; (3.11)
where j is the stationary marginal distribution of Node 2. Hence, we have:
1. P (only self-served by Node 1) = (1  p)PN 1j=0 PN 1 ji=0 ij :
2. P (no-delay; entry) = p
PS 1
j=0
PN 1 j
i=0 ij ; where the event entry means non-blocking
and joining Node 2.
3. P (delay; entry) = p
PN 1
j=S
PN 1 j
i=0 ij :
4. P (entry) = p
PN 1
j=0
PN 1 j
i=0 ij :
Now Little's formula for busy CSRs at Node 2 is
E(Q2b) = P (entry)
1

= ap
N 1X
j=0
N 1 jX
i=0
ij ;
which is easy to verify since
ap
N 1X
j=0
N 1 jX
i=0
ij = a2
S 1X
j=0
N 1 jX
i=0
ij + a2
N 1X
j=S
N 1 jX
i=0
ij
=
S 1X
j=0
(j + 1)
N 1 jX
i=0
i(j+1) + S
N 1X
j=S
N 1 jX
i=0
i(j+1)
=
SX
j=1
j
N jX
i=0
ij + S
NX
j=S+1
N jX
i=0
ij
= E(Q2b);
where we have used the fact that p(j+1)ij = i(j+1) for j < S and
p
Sij = i(j+1) for
j  S. These equations can be veried by the product form solution ij (3.1). Hence the
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carried load for Node 2 is a0 = E(Q2b) = aP (entry). The utilization
v =
a0
S
= P (entry) < 1
is the proportion of time that a CSR is busy.
3.4 Waiting time distribution and mean waiting time
Another important performance measure is TSF = P (Wq < AWT ); which is related to
the waiting time distribution. AsM=M=S=N model in Chapter 2, we only need to consider
those calls given that they are not blocked and join Node 2 (or given entry), since there is
no queue at Node 1. Let Wq denote the conditional stationary waiting time of calls given
entry, which is the time spent by an entry call in the queue of Node 2 until starting to
get service. This denition comes form [42] and they derived the result using (k; j) (refer
to Section 3.4.2). We will derive the waiting time distribution using qj and the Arrival
Theorem. In the end we will show that the results obtained using these two methods are
equivalent.
3.4.1 Using qj
In order to nd the distribution of Wq, we need to nd the probability of nding j calls at
Node 2 by an arriving call from Node 1 at arrival instant. As in M=M=S=N model, we use
qj to denote this probability. According to the Arrival Theorem of CQN [7] mentioned in
Chapter 2, for 0  j  N   1; we have
qj = P (the call nds j calls at Node 2 j Non-blocked and join Node 2)
= P (j calls at Node 2 for the same network with one less call in equilibrium)
=
N 1 jX
i=0

(N 1)
ij ; (3.12)
where 
(N 1)
ij is the stationary distribution of the queue length process of the same network
with one less call and has been obtained before.
Once we have the expression of qj ; the following performance measures can be easily
obtained similar to the M=M=S=N model.
1. P (no-delayjentry) = P (Wq = 0) =
PS 1
j=0 qj =
PS 1
j=0
PN 1 j
i=0 
(N 1)
ij :
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2. P (delayjentry) = P (Wq > 0) =
PN 1
j=S qj =
PN 1
j=S
PN 1 j
i=0 
(N 1)
ij :
3. TSF = P (Wq  t) = 1  
PN 1
j=S qj
Pj S
k=0
(St)ke St
k! = 1  
PN 1
j=S qjF Yj (t); t  0;
where Yj  Er(j   S + 1; S):
4. ASA = E(Wq) =
R1
0 P (Wq > t)dt =
R1
0
PN 1
j=S qjF Yj (t)dt =
PN 1
j=S qj
R1
0 F Yj (t)dt =
1
S
PN 1
j=S qj(j   S + 1):
qj is actually the probability of a call nding j calls at Node 2 given entry. Using (3.11)
and conditional argument, it is easy to see that
qj =
p
PN 1 j
i=0 ij
1  P (blocking)  (1  p)PN 1j=0 j =
PN 1 j
i=0 ijPN 1
j=0
PN 1 j
i=0 ij
; 0  j < N: (3.13)
Comparing (3.12) and (3.13), we have the relationship: 
(N 1)
ij =
ijPN 1
j=0
PN 1 j
i=0 ij
; which
is clearly true since 
(N 1)
ij is ij under the condition that 0  i+ j  N   1.
Now Little's formula for calls waiting in the queue at Node 2 is
E(Q2q) = P (entry)E(Wq)
= p
N 1X
j=0
N 1 jX
i=0
ijE(Wq);
which is easy to verify since
p
N 1X
j=0
N 1 jX
i=0
ijE(Wq) = p
N 1X
j=0
N 1 jX
i=0
ij
1
S
N 1X
k=S
qk(k   S + 1)
=
p
S
N 1X
k=S
N 1 kX
i=0
ik(k   S + 1)
=
N 1X
k=S
N 1 kX
i=0
i(k+1)(k   S + 1)
=
NX
k=S+1
(k   S)
N kX
i=0
ik = E(Q2q);
where we have used the fact that pSik = i(k+1) for k  S and (3.13).
3.4.2 Using (k; j)
In Srinivasan et al. [42], the same results have been obtained in terms of (k; j); which
is dened as: For 0  j < k  N;(k; j) is the probability that the system is in state
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(k   j; j), when a call (among the k   j calls) is about to leave Node 1 and join Node 2.
Using Bayes' theorem,
(k; j) := P (system in state (k   j; j) j call is about to leave Node 1 and join Node 2)
=
P (call is about to leave Node 1 and join 2 j system in state (k   j; j))(k j)jPN
l=0
Pl
m=0 P (call is about to leave Node 1 and join 2 j system in state (l  m;m))(l m)m
=
(k   j)(k j)jPN
l=0
Pl
m=0(l  m)(l m)m
=
(k   j)(k j)jPN
l=1
Pl 1
m=0(l  m)(l m)m
:
Then we have:
1. P (no-delayjentry) = P (Wq = 0) =
PN
k=1
Pk^S 1
j=0 (k; j) =
PS 1
j=0
PN
k=j+1 (k; j):
2. P (delayjentry) = P (Wq > 0) =
PN
k=S+1
Pk 1
j=S (k; j):
3. TSF = P (Wq  t) = 1 
PN
k=S+1
Pk 1
j=S (k; j)
Pj S
l=0
(St)le St
l! = 1 
PN
k=S+1
Pk 1
j=S (k; j)F Yj (t);
t  0; where Yj  Er(j   S + 1; S):
4. ASA = E(Wq) =
R1
0 P (Wq > t)dt =
PN
k=S+1
Pk 1
j=S (k; j)
Pj S
l=0
R1
0
(St)le St
l! dt =
1
S
PN
k=S+1
Pk 1
j=S (k; j)(j   S + 1):
We have the following new result to relate qj with (k; j).
Theorem 3.4.1 For 0  j < N; we have qj =
PN 1 j
i=0 
(N 1)
ij =
PN
k=j+1 (k; j):
Proof. For 0  j < N , let i := k   j > 0; then k = i+ j: We have
(k; j) = (i+ j; j) =
iijP
0l+mN
llm
=
iijP
1l+mN
llm
:
Hence
NX
k=j+1
(k; j) =
N jX
i=1
iijP
1l+mN
llm
=
N jX
i=1
i00
ai1
i!
aj2
(j)P
1l+mN
l00
al1
l!
am2
(m)
=
N jX
i=1
i
ai1
i!
aj2
(j)P
1l+mN
l
al1
l!
am2
(m)
=
N jX
i=1
a1
ai 11
(i 1)!
aj2
(j)
a1
P
1l+mN
al 11
(l 1)!
am2
(m)
=
N 1 jX
i 1=0
ai 11
(i 1)!
aj2
(j)P
0l 1+mN 1
al 11
(l 1)!
am2
(m)
:
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Now let n := i  1 and p := l   1; we have
NX
k=j+1
(k; j) =
N 1 jX
n=0
an1
n!
aj2
(j)P
0p+mN 1
ap1
p!
am2
(m)
=
N 1 jX
n=0
an1
n!
aj2
(j)

(N 1)
00
=
N 1 jX
n=0
(n; j)
(N 1)
= qj
where 
(N 1)
00 is the normalizing constant for the same network with one less call.
Using this result, we can prove the equivalence of the two sets of the performance
measures in terms of qj and (k; j) respectively. For example
P (delayjentry) = P (Wq > 0) =
N 1X
j=S
qj
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij =
N 1X
j=S
NX
k=j+1
(k; j)
=
NX
k=S+1
k 1X
j=S
(k; j):
Other performance measures can be veried similarly.
3.5 Numerical examples
To give some numerical illustrations for the SOQN model, we will consider the following
example for P (blocking) and P (Wq > t). This example is given in Srinivasan et al. [42],
which deals with a call load of 250 calls per half an hour period. The average talk time is
estimated to be 180 seconds and the average IVRU processing time is 0.01 seconds or 100
seconds representing fast and slow IVRU servers respectively. Therefore, our parameters
are  = 250=1800;  = 1=180;  = 100 or 0:01. We let t = 20 seconds. To illustrate the
eect of buer size, we x S = 5 and let buer size K = N   S change from 0 to 30. We
also consider two cases: p = 1 and p = 0:1:
For p = 1; the results are shown in Figure 3.3 for Example 3.1 ( = 100) and in Figure
3.4 for Example 3.2 ( = 0:01) respectively. Since p = 1; all calls need the service of CSRs,
which makes P (blocking) and P (Wq > 20) pretty high in both examples. In Example 3.1,
 = 100; which means we have fast IVRU servers (processing time is 0.01 seconds). In
this case, the model is close to M=M=S=N model as mentioned in [42]. In Example 3.2,
 = 0:01; which means we have slow IVRU servers (processing time is 100 seconds). In
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Figure 3.3: P (blocking) and P (Wq > 20) for Example 3.1
Figure 3.4: P (blocking) and P (Wq > 20) for Example 3.2
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Figure 3.5: P (blocking) and P (Wq > 20) for Example 3.3
this case, for P (blocking); the model can still be approximated by M=M=S=N model as in
[42] using new service rate b; where 1b = 1 + 1 : Now since the service time is longer than
that in Example 3.1, we have P (blocking) is higher compared to Example 3.1. The above
discussion can be veried numerically using the result of M=M=S=N model in Chapter 2
and the approximation is also shown in Figure 3.3 and Figure 3.4. However we nd that the
approximation in Example 3.2 is not as good as in Example 3.1. The limiting case when
K is large can be veried as well. For instance, in Example 3.1, we have  = S = 5 > 1:
Therefore we have limN!1 P (blocking) = 1   1 = 0:8 and limN!1 P (Wq > t) = 1
according to Theorem 2.4.2 and 2.4.4.
For p = 0:1; the results are shown in Figure 3.5 for Example 3.3 ( = 100) and in Figure
3.6 for Example 3.4 ( = 0:01) respectively. Now since p = 0:1; only 10% of calls need the
service of CSRs, which makes P (blocking) and P (Wq > 20) pretty low when compared to
the case p = 1: Similarly as discussed in the case p = 1; both examples can be approximated
by M=M=S=N model using new arrival rate p: Again we nd that the approximation in
Example 3.4 is not as good as in Example 3.3 as shown in Figure 3.5 and Figure 3.6. In
Example 3.3, we have  = pS = 0:5 < 1: Therefore we have limN!1 P (blocking) = 0 and
limN!1 P (Wq > t) = C(S; a)e (S )t = 0:0988 according to Theorem 2.4.2 and 2.4.4.
We have observed the similar monotonicity properties of P (blocking) and P (Wq > t)
as in M=M=S=N model in all the above examples although we are not able to prove them.
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Figure 3.6: P (blocking) and P (Wq > 20) for Example 3.4
Therefore we have the following conjecture. When S and other parameters are xed,
P (blocking) is a strictly decreasing function of K and P (W q>t) is a strictly increasing
function of K: This conjecture is intuitively correct and we will use it in Chapter 7 for the
call centre design problem.
3.6 Summary
In this chapter, we studied the SOQN model proposed in [42]. We derived the product
form solution of the queue length process and the distribution of the total number of calls
in the system using two methods. We also proposed an algorithm to compute the blocking
probability. In the derivation of the waiting time distribution, we used a new method
compared to the one used in the original paper. Finally we provided numerical examples
to illustrate the eect of buer size to performance measures such as P (blocking) and
P (Wq > t).
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Chapter 4
Balking Models of Call Centres
In Figure 1.2, we nd that if an arriving call nds all CSRs are busy and even there are
free waiting spaces the call may choose not to enter the system and leave the system upon
arrival. This is referred to as balking. Typically a monotonically decreasing function bi of
system size i (called balking function) is employed to include balking to queueing models
[24], page 123-124. bi can be explained as the probability of entering the system if there
are i calls in the system upon arrival of a call and the balking probability is 1  bi. Hence,
we assume that for a queueing model with S servers,
bi = 1; 0  i < S and 0 < bi+1  bi < 1; i  S:
Now our arriving rate becomes i = bi: Obviously, balking model is equivalent to the
state-dependent arrival model with arrival rates i.
Gross and Harris [24], page 94 provided possible balking functions for single server
queueing models: 1i+1 ,
1
i2+1
; e i;  > 0, and e i=;  > 0. Note that the function
e i=;  > 0; depending not only on i but also on the service rate , is a more realis-
tic balking function.
In this chapter we will study the balking phenomenon of call centres using both single-
node Markovian models and the SOQN model. We rst give a review of single-node
state-dependent balking model M(n)=M=S=N , which is standard and appeared in many
textbook. The main work is on the SOQN model with balking, where we prove that the
product form solution of the queue length process still holds and we also derive the waiting
time distribution.
4.1 Single-node state-dependent balking modelM(n)=M=S=N
In this section, we will give a review of M(n)=M=S=N model, i.e., the M=M=S=N model
with state-dependent balking. Now since the model has nite buers, the non-balking
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Figure 4.1: M(n)=M=S=N model description and parameters
Figure 4.2: M(n)=M=S=N model stationary state transition diagram
probability bi given i in the system satises
bi = 1; 0  i < S and 0 < bi+1  bi < 1; S  i < N   1: (4.1)
All other model description and assumptions are the same as M=M=S=N model. The
model description and parameters are shown in Figure 4.1.
4.1.1 Queue length process
In this model, Q(t) is a nite birth-death process with birth rate i = bi and state-
dependent death rate
i =
8<: i if 0  i  SS if S  i  N :
The stationary state transition diagram of Q(t) is shown in Figure 4.2. Since this is a nite
buer model, the stationary distribution of Q(t) can be obtained by solving the global or
cut balance equations derived from Figure 4.2 (no stability condition). The solution is
pi = p0(i)
i 1Y
j=0
bj =
8<: a
i
i! p0 if 0  i  S
ai
S!Si S
Qi 1
j=S bjp0 if S  i  N
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where p0 is
p0 =
24 SX
i=0
ai
i!
+
aS
S!
NX
i=S+1
i S
i 1Y
j=S
bj
35 1 =
24 NX
i=0
(i)
i 1Y
j=0
bj
35 1
and
(i) =
8<: a
i
i! if 0  i  S
ai
S!Si S if S  i  N
as dened in Chapter 2.
The previous results are standard and can be found in many queueing textbooks. How-
ever the following idea is new. We can obtain this distribution by using the method of
CQN as we have done for M=M=S=N model in Chapter 2 by introducing a ctitious node
(Node 0) which has one server with service rate
0(j) = bN j for 0  j  N:
It can be proved that the solution of this CQN has product form (see the proof of the
similar SOQN case in Section 4.3). Using the same method as used in Chapter 3, we have
the stationary distribution of having i calls at Node 1 and j calls at Node 0 is:
For all (i; j) 2 Z2+ such that i+ j = N;
ij = 00
(i)
i
1
j
Qj
m=1 bN m
:
Therefore the stationary distribution of having i calls at Node 1 is
i =
00
N
(i)
1QN i
m=1 bN m
since i+ j = N: The above has the same distribution as pi since
pi
i
=
p0(i)
i 1Q
j=0
bj
00
N
(i) 1QN i
m=1 bN m
=
Np0
00
i 1Y
j=0
bj
N iY
m=1
bN m
=
Np0
00
N 1Y
j=0
bj
is a constant, not involving i.
Note that the arrival process is still Poisson process, although the arriving calls enter
the system and aect the system state with probability bi: Therefore from the PASTA
property, we have for 0  i  N; ai = pi and the following results.
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1. P (blocking) = pN :
2. P (no-delay) =
PS 1
i=0 ai =
PS 1
i=0 pi:
3. P (delay; entry) =
PN 1
i=S biai =
PN 1
i=S bipi:
4. P (entry) =
PS 1
i=0 ai +
PN 1
i=S biai =
PN 1
i=0 bipi:
5. P (balking) =
PN 1
i=S biai =
PN 1
i=S bipi:
4.1.2 Waiting time distribution
Similar as in M=M=S=N model, if we dene W q as the stationary waiting time in the
queue for all calls (the blocked and balking calls have 1 waiting time), then W q has a
mass at 1 and P (W q =1) = P (blocking and balking) = 1  P (entry). We have
P (W q > t) = P (W q > t; entry) + P (W q > t; blocking and balking)
= P (W q > t; entry) + P (blocking and balking):
To nd P (W q > t; entry); we use the same idea as M=M=S model
P (W q > t; entry)
=
NX
i=S
P (W q > t; entry j i calls in the system upon entry)P (i calls in the system upon entry)
=
N 1X
i=S
P (completion time of i  S + 1 calls > t)aibi
=
N 1X
i=S
i SX
j=0
(St)je St
j!
pibi:
Usually we are more concerned with the conditional waiting time of a call given entry.
Let Wq be this waiting time and we have
P (W q>t) = P (W q > tjentry) =
P (W q > t; entry)
P (entry)
=
N 1X
i=S
i SX
j=0
(St)je St
j!
pibiPN 1
i=0 bipi
=
N 1X
i=S
i SX
j=0
(St)je St
j!
qi:
Here qi :=
pibiPN 1
i=0 bipi
; 0  i  N   1 is the probability of a call nding i calls in the system
given entry, which can be derived alternatively in the following way [17].
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Let E(t; t+h) be the event that a call arrives in (t; t+h) and enters the system. Using
Bayes' theorem it follows that for 0  i  N   1;
qi = lim
t!1 limh!0
P (Q(t) = ijE(t; t+ h))
= lim
t!1 limh!0
P (Q(t) = i; E(t; t+ h))
P (E(t; t+ h))
= lim
t!1 limh!0
P (E(t; t+ h)jQ(t) = i)P (Q(t) = i)PN 1
i=0 P (E(t; t+ h)jQ(t) = i)P (Q(t) = i)
= lim
h!0
(bih+ o(h))piPN 1
i=0 (bih+ o(h))pi
=
bipiPN 1
i=0 bipi
=
bipiPN 1
i=0 bipi
:
Once we have the expression of qi; the following performance measures can be easily
obtained.
1. P (no-delayjentry) = P (Wq = 0) =
PS 1
i=0 qi:
2. P (delayjentry) = P (Wq > 0) =
PN 1
i=S qi:
3. ASA = E(Wq) =
R1
0 P (Wq > t)dt =
R1
0
PN 1
i=S qiF Yi(t)dt =
1
S
PN 1
i=S qi(i   S +
1); where Yi  Er(i  S + 1; S):
Note that the results in this section are also standard and appeared in many textbooks
such as Riordan [39] page 113.
4.1.3 Special cases of bi
In the literature, there are some studies of this model with special forms of balking function
bi: In an earlier paper [3], the authors studied a M=M=1 model with balking and obtained
a series of stationary performance measures. The balking function is
bi =
8<: 1  i=N if 0  i  N0 otherwise :
Here N is a measure of call's willingness to enter the system and it is obvious that there are
at most N calls in the system. Essentially the authors used the same method as above and
the dierence is they have an explicit expression for bi. After some algebraic manipulation
they managed to express the performance measures by special functions such as Gamma
and Beta functions, which facilitate the computation. This model can also be seen as a
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machine interference problem with N machines and the individual failure rate  = =N;
since bi = 1  i=N = (N   i)=N and bi = (N   i) is the failure rate when i is in repair.
In a later paper [4], the authors studied a similar model with a dierent balking function,
for 0    1,
bi =
8<: =i if i  11 if i = 0
where  is a measure of call's willingness to enter the system. Now there is no limit on
system capacity (N !1). They obtained similar results as [3].
For multiserver case, Reynolds [38] used the balking function
bi =
8<: 1i S+2 if i  S1 if i < S
to analyze an innite capacity queue. When S = 1; the stationary queue length Q has
a Poisson distribution with parameter a, just as a M=M=1 queue [28], page 100. For
multiserver and nite capacity case, Abou-El-Ata et al. [1] analyze a M=M=S=N queue
with a general balking function
bi =
8<:
(1 (i S+1)=N)
(i S+2)m if S  i < N
1 if 0  i < S
where  is a measure of a call's willingness to join the queue and m is a non-negative
integer.
4.2 Two-node network model with state-dependent balking
and state-dependent service
In this section, we will look into two-node network model with state-dependent balking
coecient bj and state-dependent service rate. Here bj satises conditions (4.1). We will
show that this model has a product form solution for the queue length process.
4.2.1 Model description
The model is a tandem queueing network with two nodes in series. Node i has one server
with state-dependent exponential service rate i(n); i = 1; 2; where n is the number of
calls at Node i. Arriving calls to Node 1 are Poisson with arrival rate : After the service
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Figure 4.3: Model description and parameters for the two-node network model
with Node 1 is completed, the call leaves the network with probability bj and it joins Node
2 with probability bj = 1 bj , where j is the number of calls at Node 2 when the call leaves
Node 1. After the service with Node 2, it leaves the network. Figure 4.3 gives a picture of
the model.
4.2.2 Product form solution of the queue length process
Let Q(t) = (Q1(t); Q2(t)) be the queue length process of our tandem queueing network,
where Qi(t) is the queue length of Node i; i = 1; 2 at time t. From the description of the
model, we know that Q(t) is a two dimensional CTMC. We assume that the stationary
distribution of Q(t) exists and let ij = P (Q1 = i; Q2 = j) be the stationary probability
of having i calls at Node 1 and j calls at Node 2. In order to nd ij , we rst draw the
stationary state transition diagram in Figure 4.4.
From the stationary state transition diagram, we can get the global balance equations
ij(+ 2(j) + 1(i))
= (i 1)j+ i(j+1)2(j + 1) + (i+1)(j 1)1(i+ 1)bj 1 + (i+1)j1(i+ 1)bj ; i  1; j  1
0j(+ 2(j)) = 0(j+1)2(j + 1) + 1(j 1)1(1)bj 1 + 1j1(1)bj ; i = 0; j  1
i0(+ 1(i)) = (i 1)0+ i12(1) + (i+1)01(i+ 1)b0; i  1; j = 0
00 = 012(1) + 101(1)b0; i = 0; j = 0
(4.2)
where the last three equations are boundary cases.
It is typically hard to solve these global balance equations directly. Instead we will solve
a set of more strict balance equations: local balance equations. They are also referred to
as partial or station balance equations, which are described in [10] as
\At each state the ow out of a station due to the departure of customers is
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Figure 4.4: Stationary state transition diagram for the two-node network model
balanced by the ow into that same station due to the arrival of customers."
For Node 1 the station balance equations are
ij1(i) = (i 1)j; i  1; j  0: (4.3)
For Node 2 the station balance equations are
ij2(j) = (i+1)(j 1)1(i+ 1)bj 1; i  0; j  1: (4.4)
For the whole network, the station balance equations are
ij = i(j+1)2(j + 1) + (i+1)j1(i+ 1)bj ; i  0; j  0: (4.5)
It is easy to see that if ij satises these station balance equations, it also satises
the global balance equations (4.2) since the sum of three station balance equations will
be the global balance equations. In other words the global balance equations have been
decomposed into the sum of three station balance equations, which are easier to deal with.
We can think of the station balance equations as the generalization of cut equations of
birth-death process to two dimensions.
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Theorem 4.2.1 For the above tandem queueing network model, the stationary queue
length distribution ij has a product form
ij =
iQ
n=1
a1(n)
jQ
n=1
a2(n)
jQ
n=1
bn 100; i  0; j  0
where a1(n) = =1(n); a2(n) = =2(n);
00 =
24 1X
i=0
iY
n=1
a1(n)
1X
j=0
jY
n=1
a2(n)
jY
n=1
bn 1
35 1
and the empty product is 1 by convention. The stability conditions are
1X
i=0
iY
n=1
a1(n) <1 and
1X
j=0
jY
n=1
a2(n)
jY
n=1
bn 1 <1:
Proof. We need to solve station balance equations (4.3) (4.4) (4.5). From (4.4) we have
(i+1)j =
2(j + 1)
1(i+ 1)bj
i(j+1); i  0; j  0:
Substituting the above to (4.5), we get
ij = i(j+1)2(j + 1) + (i+1)j1(i+ 1)bj
= i(j+1)2(j + 1) +
2(j + 1)
1(i+ 1)bj
i(j+1)1(i+ 1)bj
= (2(j + 1) +
2(j + 1)bj
bj
)i(j+1)
=
2(j + 1)
bj
i(j+1); i  0; j  0:
Then we have
i(j+1) = a2(j+1)bjij = a2(j+1)a2(j)bjbj 1i(j 1) = ::: =
j+1Y
n=1
a2(n)
j+1Y
n=1
bn 1i0; i  0; j  0;
i.e.,
ij =
jY
n=1
a2(n)
jY
n=1
bn 1i0; i  0; j  0;
where the empty product is 1 by convention. From this we have
0j =
jY
n=1
a2(n)
jY
n=1
bn 100; j  0: (4.6)
On the other hand, from (4.3) we have
ij = a1(i)(i 1)j = ::: =
iY
n=1
a1(n)0j ; i  0; j  0: (4.7)
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Combining the above two formulas (4.6) and (4.7), we have
ij =
iY
n=1
a1(n)
jY
n=1
a2(n)
jY
n=1
bn 100; i  0; j  0:
Since
P1
i=0
P1
j=0 ij = 1; we have
1 =
1X
i=0
1X
j=0
iY
n=1
a1(n)
jY
n=1
a2(n)
jY
n=1
bn 100
=
1X
i=0
iY
n=1
a1(n)
1X
j=0
jY
n=1
a2(n)
jY
n=1
bn 100:
Therefore
00 =
24 1X
i=0
iY
n=1
a1(n)
1X
j=0
jY
n=1
a2(n)
jY
n=1
bn 1
35 1
and the stability conditions are:
1X
i=0
iY
n=1
a1(n) <1 and
1X
j=0
jY
n=1
a2(n)
jY
n=1
bn 1 <1:
It can be veried that this solution satises the boundary cases in (4.2) as well.
Remark 4.2.1 The solution has a product form: Node 1 is a M=M(n)=1 queue with
arrival rate  and state-dependent service rate 1(n): Node 2 is a M(n)=M(n)=1 queue
with state-dependent arrival rate bj and service rate 2(n): This is intuitively true since
Node 1 has the Poisson in and Poisson out property in equilibrium.
Remark 4.2.2 If the service rates at two nodes are constant, then we have the special
case: ij = (1   a1)ai1aj2
jQ
n=1
bn 10; i  0; j  0 where a1 = =1; a2 = =2; 0 =
(1 +
P1
j=1 a
j
2
jQ
n=1
bn 1) 1 is the probability of 0 customers at Node 2, when Node 2 is
thought of as an isolated queue with state-dependent arrival rate bj and service rate 2.
The stability conditions are: a1 < 1 and
P1
j=1 a
j
2
jQ
n=1
bn 1 < 1. In this case Node 1 is a
M=M=1 queue and Node 2 is a M(n)=M=1 queue.
Remark 4.2.3 If 1(n) = n1 and 2(n) = (S^n)2; then we have Node 1 is a M=M=1
queue with arrival rate  and service rate 1: Node 2 is a M(n)=M=S queue with state-
dependent arrival rate bj and service rate 2. The product form solution is
ij = e a1
ai1
i!
aj2
(j)
jQ
n=1
bn 10; i  0; j  0
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where a1 = =1; a2 = =2;
(j) =
8<: j! for 0  j  SS!Sj S for S  j  N
and
0 =
24 1X
j=0
aj2
(j)
jY
n=1
bn 1
35 1
is the probability of 0 customers at Node 2 when Node 2 is thought of as an isolated queue
with state-dependent arrival rate bj and service rate 2: The stability condition is
1X
j=0
aj2
(j)
jY
n=1
bn 1 <1:
This solution still holds if we allow Node 1 has general service time with mean 1=1; i.e.,
a M=G=1 queue since M=G=1 has the same stationary distribution as M=M=1 queue
and it has the Poisson in and Poisson out property in equilibrium as well.
Remark 4.2.4 For dierent form of bj, we can obtain some special models. For example,
in case of constant service rates, if
bj =
8<: 1 if 0  j < N0 if j  N ;
Node 2 becomes M=M=1=N , where N   1 is the number of buers. Our result becomes
ij = (1  a1)ai1aj20; i  0; 0  j  N;
where a1 = =1; a2 = =2; 0 = (
PN
j=0 a
j
2)
 1 = 1 a2
1 aN+12
: Hence
ij = (1  a1)ai1aj2
1  a2
1  aN+12
; i  0; 0  j  N:
4.2.3 Semiopen case
In this case, we have a state-dependent arrival rate to Node 1, which is
(i; j) =
8<:  if i+ j < N0 otherwise
where i and j are the number of calls at Node 1 and 2 respectively upon arrival. In other
words the model is a semiopen network model with state-dependent balking and state-
dependent service. The maximum number of calls in the system is N: Now the model is a
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nite state model and there always exists ij ; the stationary distribution of Q(t): Similarly
we can show that ij has a product form solution.
Theorem 4.2.2 For the above semiopen network model, the stationary queue length dis-
tribution ij has a product form
ij =
iQ
n=1
a1(n)
jQ
n=1
a2(n)
jQ
n=1
bn 100; i  0; j  0; i+ j  N
where a1(n) = =1(n); a2(n) = =2(n);
00 =
24 X
0i+jN
iY
n=1
a1(n)
jY
n=1
a2(n)
jY
n=1
bn 1
35 1
and the empty product is 1 by convention.
Proof. Now the global balance equations become
ij(+ 2(j) + 1(i)) = (i 1)j+
i(j+1)2(j + 1) + (i+1)(j 1)1(i+ 1)bj 1 + (i+1)j1(i+ 1)bj ; i  1; j  1; i+ j  N   1;
ij(2(j) + 1(i)) = (i 1)j+ (i+1)(j 1)1(i+ 1)bj 1; i  1; j  1; i+ j = N ;
0j(+ 2(j)) = 0(j+1)2(j + 1) + 1(j 1)1(1)bj 1 + 1j1(1)bj ; i = 0; 1  j  N   1;
0N2(N) = 1(N 1)1(1)bN 1; i = 0; j = N ;
i0(+ 1(i)) = (i 1)0+ i12(1) + (i+1)01(i+ 1)b0; 1  i  N   1; j = 0;
N01(N) = (N 1)0; i = N; j = 0;
00 = 012(1) + 101(1)b0; i = 0; j = 0:
(4.8)
where the last six equations are boundary cases. Basically the equations are the same as
(4.2) except that we have more boundary conditions. Again we will try to solve the station
balance equations rst. For Node 1 the station balance equations are
ij1(i) = (i 1)j; i  1; j  0; i+ j  N: (4.9)
For Node 2 the station balance equations are
ij2(j) = (i+1)(j 1)1(i+ 1)bj 1; i  0; j  1; i+ j  N: (4.10)
For the whole network, the station balance equations are
ij = i(j+1)2(j + 1) + (i+1)j1(i+ 1)bj ; i  0; j  0; i+ j  N   1: (4.11)
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Now the global balance equations have been decomposed into the sum of three station
balance equations, which are easier to deal with. Similarly as in the proof of Theorem
4.2.1, we can solve station equations (4.9) (4.10) (4.11) and obtain the solution
ij =
iY
n=1
a1(n)
jY
n=1
a2(n)
jY
n=1
bn 100; i  0; j  0; i+ j  N:
Since
P
0i+jN
ij = 1; we have
1 =
X
0i+jN
iY
n=1
a1(n)
jY
n=1
a2(n)
jY
n=1
bn 100:
Therefore
00 =
24 X
0i+jN
iY
n=1
a1(n)
jY
n=1
a2(n)
jY
n=1
bn 1
35 1
and we do not need any stability conditions.
It can be veried that this solution satises the boundary cases in (4.8) as well.
Remark 4.2.5 Comparing to the open network case, the semiopen network has the same
distribution except the normalizing constant due to the nite state space. We can think of
the semiopen network as the open network conditioned that it has no larger than N calls
in the system.
Remark 4.2.6 The semiopen network model is more useful in modelling since in reality
we never have innite buers or trunk lines in case of call centres. In fact the semiopen
network model with state-dependent balking of call centres studied in the next section is a
special case of this model with specic service rates at two nodes.
4.3 SOQN model with state-dependent balking of call cen-
tres
In this section, we will introduce balking to our SOQN model. For the queue length process,
the SOQN model with state-dependent balking is just a special case of the model in the
last section and also has product form solution for the stationary distribution. We will
give an alternative proof as well. Waiting time distribution and mean waiting time will
also be studied.
72
Figure 4.5: SOQN model with state-dependent balking
4.3.1 Model description
The model is a semiopen network with two nodes in series. Node 1 models the IVRU with
N servers each with exponential service rate  and Node 2 models the CSRs with S (  N)
servers each with exponential service rate . The maximum number of calls in the network
is N , i.e., if an arriving call nds N calls in the system, it will be blocked and rejected
entering the system. Hence there is no queue at Node 1 and there are at most N  S calls
waiting at Node 2. Arriving calls can enter the network only through Node 1 according
to a Poisson process with arrival rate . After the service with Node 1 is completed, the
call leaves the network with probability bj and it joins Node 2 with probability bj = 1  bj
where j is the number of calls at Node 2 when the call leaves Node 1. Here bj satises
conditions (4.1). If there are free CSRs at Node 2, the call is served by one of S CSRs,
otherwise it waits in the queue and leaves the network after the service with Node 2. The
original SOQN model in Chapter 3 can be thought of as a constant balking model. Figure
4.5 gives a picture of the model.
4.3.2 Product form solution of the queue length process
From the above model description, we know that it is a special case of the semiopen network
model studied in Section 4.2 with service rates 1(n) = n and 2(n) = (S ^ n): Now
we have that Node 1 is similar to a M=M=1 queue with arrival rate  and service rate :
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Node 2 is similar to a M(n)=M=S queue with state-dependent arrival rate bj and service
rate : According to Theorem 4.2.2, the product form solution is
ij = 00
ai1
i!
aj2
(j)
jQ
n=1
bn 1; 0  i+ j  N; (4.12)
where a1 = =; a2 = = = a;
(j) =
8<: j! for 0  j  SS!Sj S for S  j  N
and
00 =
24 X
0i+jN
ai1
i!
aj2
(j)
jY
n=1
bn 1
35 1 :
4.3.3 An alternative proof
In the following we will use the similar method in Chapter 3 to prove that for this model, the
stationary distribution of queue length process has product form solution. As in Chapter
3, to solve the stationary distribution of queue length process for SOQN, we introduce a
ctitious node (Node 0) with service rate
0(m) =
8<:  if m > 00 if m = 0
to convert our model to three-node closed network. We then prove that the converted
closed network still has product form solution. Our method is rst to write down the
global balance equations and then guess the solution. Finally we will verify that the
solution satises the global balance equations. This solution for converted closed network
is actually the solution for the original semiopen network.
Let kij be the stationary probability of having k calls at Node 0, i calls at Node 1,
and j calls at Node 2 respectively. The global balance equations for this CQN model is
kij(0(k) + 1(i) + 2(j)) (4.13)
= (k+1)(i 1)j(i)0(k + 1) + (k 1)(i+1)j(k)1(i+ 1)bj
+k(i+1)(j 1)(j)1(i+ 1)bj 1 + (k 1)i(j+1)(k)2(j + 1)
8(k; i; j) 2 Z3+ such that k + i+ j = N;
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where (i) =
8<: 1 if i > 00 if i = 0 accounts for the boundary cases. Actually the above global
balance equations are equivalent to the global balance equations (4.8) for SOQN model.
Now we need to solve the above equations. According to our method, we rst assume
the solution has product form and then follow the usual way to get the solution. In the
end we will verify that the solution satises the above global balance equations (4.13).
We can write down the trac equations of our closed network8>>><>>>:
v1 = v0
v2 = v1bj
v0 = v1bj + v2
:
By letting v1 = v0 = , we can easily get the solution: v1 = v0 =  and v2 = bj .
These are the arriving rates for these three nodes if we see them in isolation. For service
rates, as in Chapter 3, we have
Mi(n) =
8><>:
nQ
m=1
i(m) if n > 0
1 if n = 0
i = 0; 1; 2: (4.14)
If we look at these three nodes in isolation, they are all truncated birth-death process.
From the well-known stationary distribution of birth-death process:
pj =
8>><>>:
jQ
i=1
i 1
i
p0 if j > 0
(1 +
P1
j=1
jQ
i=1
i 1
i
) 1 if j = 0
where i i  0 and i i  1 are state-dependent Birth and Death rate respectively, we
have: For Node 0, the stationary distribution is
P (Y0 = k) = P (Y0 = 0)
k
M0(k)
= P (Y0 = 0)
k
k
= P (Y0 = 0); 0  k  N ;
For Node 1, the stationary distribution is
P (Y1 = i) = P (Y1 = 0)
i
M1(i)
; 0  i  N ;
For Node 2, the stationary distribution is
P (Y2 = j) = P (Y2 = 0)
j
M2(j)
jY
n=1
bn 1; 0  j  N:
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Therefore, if our model has product form solution, the solution should be
kij = 
i
M1(i)
j
M2(j)
jQ
n=1
bn 1
8(k; i; j) 2 Z3+ such that k + i+ j = N and  is the normalizing constant.
(4.15)
Lemma 4.3.1 Our closed network has the product form solution (4.15).
Proof. We need to verify that the above solution (4.15) satises the global balance
equations (4.13). Without loss of generality, we only check for k  1; i  1 and j  1: The
boundary cases can be checked similarly. If we substitute the solution (4.15) to (4.13), the
left hand side of (4.13) becomes
kij [0(k) + 1(i) + 2(j)] (4.16)
= [+ 1(i) + 2(j)]
i
M1(i)
j
M2(j)
jY
n=1
bn 1
= 

i+j+1
M1(i)M2(j)
+
i+j
M1(i  1)M2(j) +
i+j
M1(i)M2(j   1)
 jY
n=1
bn 1:
The rst term of the right hand side of (4.13) becomes
(k+1)(i 1)j(i)0(k + 1)
= 
i 1
M1(i  1)
j
M2(j)
jY
n=1
bn 1
= 
i+j
M1(i  1)M2(j)
jY
n=1
bn 1:
The second term of the right hand side of (4.13) becomes
(k 1)(i+1)j(k)1(i+ 1)bj
= 
i+1
M1(i+ 1)
j
M2(j)
jY
n=1
bn 11(i+ 1)bj
= 
i+j+1
M1(i)M2(j)
jY
n=1
bn 1(1  bj)
= 
i+j+1
M1(i)M2(j)
jY
n=1
bn 1    
i+j+1
M1(i)M2(j)
jY
n=0
bn:
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The third term of the right hand side of (4.13) becomes
k(i+1)(j 1)(j)1(i+ 1)bj 1
= 
i+1
M1(i+ 1)
j 1
M2(j   1)
j 1Y
n=1
bn 11(i+ 1)bj 1
= 
i+j
M1(i)M2(j   1)
jY
n=1
bn 1:
The forth term of the right hand side of (4.13) becomes
(k 1)i(j+1)(k)2(j + 1)
= 
i
M1(i)
j+1
M2(j + 1)
j+1Y
n=1
bn 12(j + 1)
= 
i+j+1
M1(i)M2(j)
jY
n=0
bn:
Adding the right hand side of the last four formulas, we have


i+j
M1(i  1)M2(j) +
i+j+1
M1(i)M2(j)
+
i+j
M1(i)M2(j   1)
 jY
n=1
bn 1
which equals to the right hand side of (4.16).
Let ij be the stationary probabilities of having i calls at Node 1 and j calls at Node
2. Since
M1(i) = i!
i; 0  i  N
and M2(j) = (j)
j . We can easily get the following result, which agrees with (4.12).
Theorem 4.3.1 Our semiopen network model with state-dependent balking has product
form solution
ij = 00
ai1
i!
aj2
(j)
jQ
n=1
bn 1; 0  i+ j  N;
where a1 = =; a2 = =;
(j) =
8<: j! for 0  j  SS!Sj S for S  j  N
and
00 =
24 X
0i+jN
ai1
i!
aj2
(j)
jY
n=1
bn 1
35 1 :
Remark 4.3.1 This model is a generalization of the model studied in [42] where bj = p;
0  j < N:
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4.3.4 Blocking probability
As in [42], we can similarly get the stationary probabilities k for 0  k  N that there
are exactly k calls in the system
k =
kX
j=0
(k j)j :
We will distinguish two cases:
1. 0  k  S:
k = 00
kX
j=0
ak j1 a
j
2
(k   j)!j! = 00
(a1 + a2)
k
k!
:
2. S < k  N :
k = 00
24 SX
j=0
ak j1 a
j
2
(k   j)!j! +
kX
j=S+1
ak j1 a
j
2
(k   j)!S!Sj S
jY
n=1
bn 1
35
= 00
24 kX
j=0
ak j1 a
j
2
(k   j)!j!
jY
n=1
bn 1 +
kX
j=S+1
ak j1 a
j
2
(k   j)!
jY
n=1
bn 1

1
S!Sj S
  1
j!
35 :
Therefore, the probability k that there are exactly 0  k  N calls in the system is
equal to
k = 00
24 kX
j=0
ak j1 a
j
2
(k   j)!j!
jY
n=1
bn 1 +
kX
j=S+1
ak j1 a
j
2
(k   j)!
jY
n=1
bn 1

1
S!Sj S
  1
j!

I(S;1)(k)
35
where
00 = 0
=
24 SX
k=0
(a1 + a2)
k
k!
+
NX
k=S+1
0@ SX
j=0
ak j1 a
j
2
(k   j)!j! +
kX
j=S+1
ak j1 a
j
2
(k   j)!S!Sj S
jY
n=1
bn 1
1A35 1
=
24 NX
k=0
kX
j=0
ak j1 a
j
2
(k   j)!j!
jY
n=1
bn 1 +
NX
k=S+1
kX
j=S+1
ak j1 a
j
2
(k   j)!
jY
n=1
bn 1

1
S!Sj S
  1
j!
35 1
and the blocking probability is P (blocking) = N :
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4.3.5 Other performance measures
We can get other performance measures from the stationary marginal distribution of Node
2. When we look at Node 2 only, we have
1 = N +
S 1X
j=0
j +
N 1X
j=S
bjj +
N 1X
j=S
bjj
= 0N +
S 1X
j=0
"
N 1 jX
i=0
ij + (N j)j
#
+
N 1X
j=S
bj
"
N 1 jX
i=0
ij + (N j)j
#
+
N 1X
j=S
bj
"
N 1 jX
i=0
ij + (N j)j
#
= 0N +
N 1X
j=0
(N j)j +
S 1X
j=0
N 1 jX
i=0
ij +
N 1X
j=S
bj
N 1 jX
i=0
ij +
N 1X
j=S
bj
N 1 jX
i=0
ij
= P (blocking) +
S 1X
j=0
N 1 jX
i=0
ij +
N 1X
j=S
bj
N 1 jX
i=0
ij +
N 1X
j=S
bj
N 1 jX
i=0
ij ; (4.17)
where j is the stationary marginal distribution of Node 2. Hence, we have:
1. P (no-delay; entry) =
PS 1
j=0
PN 1 j
i=0 ij :
2. P (delay; entry) =
PN 1
j=S bj
PN 1 j
i=0 ij :
3. P (balking) =
PN 1
j=S bj
PN 1 j
i=0 ij :
4.3.6 Waiting time distribution and mean waiting time
In order to nd the important performance measure: TSF = P (Wq < AWT ); we need to
have the waiting time distribution. As in SOQN model, we only need to consider those
calls given they are not blocked and join Node 2 without balking (or given entry), since
there is no queue at Node 1. LetWq denote the conditional stationary waiting time of calls
given entry, which is the time spent by an entry call in the queue of Node 2 until starting
to get service.
Using qj
To nd the distribution of Wq, we need rst to nd qj ; the probability of nding j calls at
Node 2 by a joining call from Node 1 at arrival instant. qj is actually the probability of
a call nding j calls at Node 2 given entry. Using (4.17) and conditional argument, it is
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easy to see that
qj =
bj
PN 1 j
i=0 ij
1  P (blocking) PN 1j=S bjPN 1 ji=0 ij (4.18)
=
bj
PN 1 j
i=0 ijPS 1
j=0
PN 1 j
i=0 ij +
PN 1
j=S bj
PN 1 j
i=0 ij
; 0  j < N:
Once we have the expression of qj ; the following performance measures can be easily
obtained similar to the SOQN model.
1. P (no-delayjentry) = P (Wq = 0) =
PS 1
j=0 qj :
2. P (delayjentry) = P (Wq > 0) =
PN 1
j=S qj :
3. TSF = P (Wq  t) = 1  
PN 1
j=S qj
Pj S
k=0
(St)ke St
k! = 1  
PN 1
j=S qjF Yj (t); t  0;
where Yj  Er(j   S + 1; S):
4. ASA = E(Wq) =
R1
0 P (Wq > t)dt =
R1
0
PN 1
j=S qjF Yj (t)dt =
PN 1
j=S qj
R1
0 F Yj (t)dt =
1
S
PN 1
j=S qj(j   S + 1):
Using (k; j)
An alternative method is to use the method of Srinivasan et al. [42], where they used
(k; j); which can be dened here as: For 0  j < k  N;(k; j) is the probability that
the system is in state (k  j; j), when a call (among the k  j calls) is about to leave Node
1 and join Node 2 without balking. Using Bayes' theorem, we derive
(k; j) := P (system in state (k   j; j) j call is about to leave Node 1 and join Node 2)
=
P (call is about to leave Node 1 and join 2 j system in state (k   j; j))(k j)jPN
l=0
Pl
m=0 P (call is about to leave Node 1 and join 2 j system in state (l  m;m))(l m)m
=
(k   j)bj(k j)jPN
l=0
Pl
m=0(l  m)bm(l m)m
=
(k   j)bj(k j)jPN
l=1
Pl 1
m=0(l  m)bm(l m)m
:
Then we have:
1. P (no-delayjentry) = P (Wq = 0) =
PN
k=1
Pk^S 1
j=0 (k; j) =
PS 1
j=0
PN
k=j+1 (k; j):
2. P (delayjentry) = P (Wq > 0) =
PN
k=S+1
Pk 1
j=S (k; j):
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3. TSF = P (Wq  t) = 1 
PN
k=S+1
Pk 1
j=S (k; j)
Pj S
l=0
(St)le St
l! = 1 
PN
k=S+1
Pk 1
j=S (k; j)F Yj (t);
t  0; where Yj  Er(j   S + 1; S):
4. ASA = E(Wq) =
R1
0 P (Wq > t)dt =
PN
k=S+1
Pk 1
j=S (k; j)
Pj S
l=0
R1
0
(St)le St
l! dt =
1
S
PN
k=S+1
Pk 1
j=S (k; j)(j   S + 1):
Again we have the following result to relate qj with (k; j).
Theorem 4.3.2 For 0  j < N; we have qj =
PN
k=j+1 (k; j):
Proof. For 0  j < N , let i := k   j > 0; then k = i+ j: We have
(k; j) = (i+ j; j) =
ibjijP
0l+mN
lbmlm
=
ibjijP
1l+mN
lbmlm
:
Hence
NX
k=j+1
(k; j) =
N jX
i=1
ibjijP
1l+mN
lbmlm
=
N jX
i=1
ibj00
ai1
i!
aj2
(j)
jQ
n=1
bn 1P
1l+mN
lbm00
al1
l!
am2
(m)
mQ
n=1
bn 1
=
N jX
i=1
a1bj00
ai 11
(i 1)!
aj2
(j)
jQ
n=1
bn 1
a1
P
1l+mN
bm00
al 11
(l 1)!
am2
(m)
mQ
n=1
bn 1
=
N 1 jX
i 1=0
bj00
ai 11
(i 1)!
aj2
(j)
jQ
n=1
bn 1P
0l 1+mN 1
bm00
al 11
(l 1)!
am2
(m)
mQ
n=1
bn 1
:
Now let q := i  1 and p := l   1; we have
NX
k=j+1
(k; j) =
N 1 jX
q=0
bj00
aq1
q!
aj2
(j)
jQ
n=1
bn 1P
0p+mN 1
bm00
ap1
p!
am2
(m)
mQ
n=1
bn 1
=
bj
PN 1 j
q=0 00
aq1
q!
aj2
(j)
jQ
n=1
bn 1P
0p+mN 1
bm00
ap1
p!
am2
(m)
mQ
n=1
bn 1
=
bj
PN 1 j
q=0 qjPS 1
m=0
PN 1 m
p=0 pm +
PN 1
m=S bm
PN 1 m
p=0 pm
= qj :
Using the relationship qj =
PN
k=j+1 (k; j), we can prove the equivalence of the two
sets of the performance measures in terms of qj and (k; j) respectively. For example
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Figure 4.6: P (blocking) and P (Wq > 20) for Example 4.1
P (delayjentry) =
N 1X
j=S
qj =
N 1X
j=S
NX
k=j+1
(k; j) =
NX
k=S+1
k 1X
j=S
(k; j):
Other performance measures can be veried similarly.
4.3.7 Numerical examples
To give some numerical illustrations for the SOQN model with state-dependent balking,
we will consider the following example for P (blocking) and P (Wq > t). This example is
similar to the example discussed in Chapter 3 where the parameters are  = 250=1800;  =
1=180; t = 20 seconds,  = 0:01: To illustrate the eect of buer size, we x S = 5 and let
buer size K = N   S change from 0 to 30. In addition we assume the balking function
bj has the form
bj =
8<: 1(j S+1)m+1 if S  j < N1 if 0  j < S ;
where non-negativem is a measure of a call's willingness to join the queue. We will consider
two cases: m = 10 representing higher balking probability and m = 0:5 representing lower
balking probability. The results are shown in Figure 4.6 for Example 4.1 (m = 10) and in
Figure 4.7 for Example 4.2 (m = 0:5) respectively.
Since we have lower balking probability in Example 4.2 compared to that in Example
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Figure 4.7: P (blocking) and P (Wq > 20) for Example 4.2
4.1, both P (blocking) and P (Wq > t) in Example 4.2 are higher than those in Example
4.1. Also from these two examples, we observed the similar monotonicity properties of
P (blocking) and P (Wq > t) as in SOQN model. Again we have the following conjecture.
When S and other parameters are xed, P (blocking) is a strictly decreasing function of K
and P (W q>t) is a strictly increasing function of K: This conjecture is intuitively correct
and we will use it in Chapter 7 for the call centre design problem.
4.4 Summary
In this chapter, we studied the balking phenomenon of call centres using single-node Marko-
vian models and the SOQN model. We rst gave a short review of the single-node state-
dependent balking model M(n)=M=S=N , which is standard. The main work is on the
SOQN model with balking, where we proved that the product form solution of the queue
length process still holds. We also derived the waiting time distribution and other per-
formance measures. In the end numerical examples were given to illustrate the eect of
balking.
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Chapter 5
Exponential Abandonment Models of Call Cen-
tres
Another important feature of call centres is abandonment. State-dependent balking
can be thought of as the abandonment of aware calls who know or are informed of the
state of the system upon arrival and hence abandon before entering the system. Unlike
balking, abandonment (reneging) describes the phenomenon that unaware calls leave the
system after entering the system.
The following is a common approach to include the abandonment into the queueing
system. Consider a queueing system which allows for waiting in the buer if an arriving
call nds all servers busy. To incorporate the abandonment, it is assumed that there is a
random variable X for each call that quanties the call's patience. There are two types
of abandonment [5]. One is patience time on waiting, which means an unaware call will
leave the system if its waiting time is longer than its patience time X while waiting for the
service in the queue. Hence once the call begins its service, it never abandon. The other is
patience time on sojourn, which means an unaware call will leave the system if its sojourn
time is longer than its patience time X irrespective of whether or not it is being served.
Since in call centres, the rst type of abandonment is more realistic, we will only focus on
this one.
For dierent calls, patience times are assumed to be i.i.d. with mean 1=, which is
natural for the invisible queues occurring in call centres [47], and they are independent of
all other model elements as well. If X is innite, the model reduces to a model without
abandonment discussed earlier. We are interested in a call who arrives at the system
at stationary state. Let V be this call's oered waiting time in the queue (i.e., stationary
waiting time of a call with innite patience [33]). If V  X, the call will abandon; otherwise
the call will get served. Now Wq := V ^X is the stationary waiting time in the queue of
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this call until it gets served or abandons.
One important concept in abandonment models is (stationary) abandonment rate func-
tion. For example, see [3], [6], [24], page 95, and [36]. We introduce the denition of [36],
Denition 5.0.1 For t; " 2 R+ and i 2 N , let
	i(t; ") := the probability that a call misses its deadline(abandon) during [t; t+ ");
given there are i calls in the system at time t.
Dene ri(t) = lim
"!0
	i(t;)
" ; and assuming at stationary state, ri = limt!1 ri(t) is called the
stationary abandonment rate function.
Movaghar [36] gave an explicit expression of ri forM=M=S+Gmodel. ForM=M=S+M
model it reduces to
ri =
8<: 0 if 0  i  S(i  S) if i > S : (5.1)
In this chapter, we will focus on the exponential abandonment model of call centres,
i.e., X  exp(). We will analyze three models, M=M=S + M; M=M=S=N + M and
SOQN+M which is SOQN model with exponential abandonment.
5.1 M=M=S +M(Erlang-A model)
M=M=S +M generalizes the M=M=S model by including exponential abandonment, i.e.,
patience time X is assumed to have exponential distribution with mean 1=. Palm rst
introduced this model and Garnett et al. [21] referred to it as Erlang-A model (A for
Abandonment, and for the fact that it interpolates between Erlang-C and Erlang-B [33]).
The model description and parameters are shown in Figure 5.1. Note that if  = ;
M=M=S +M model becomes M=M=1 model; if  = 0 (no abandonment) it becomes
M=M=S model and if  =1 it becomes M=M=S=S model.
5.1.1 Queue length process
The following discussion is mainly based on the work of [33]. Since the patience times are
assumed to be i.i.d. exponentially distributed, the queue length process Q(t) is an innite
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Figure 5.1: M=M=S +M model description and parameters
birth-death process with birth rate i =  and state-dependent death rate
i =
8<: i if 0  i  SS+ (i  S) if i > S ;
where we used the fact that for M=M=S +M model, the abandonment rate is given in
(5.1). We can also derive this result directly in the following by Denition 5.0.1.
Theorem 5.1.1 For M=M=S+M model, we have the stationary abandonment rate func-
tion
ri =
8<: 0 if 0  i  S(i  S) if i > S :
Proof. By the denition of ri (Denition 5.0.1), we have ri = lim
t!1 lim"!0
	i(t;)
" ; where
	i(t; ") = P (a call abandon during [t; t+")j i calls in the system at time t). For 0  i  S;
	i(t; ") = 0; Hence ri = 0: For i > S; there are i   s calls in the queue, each with an
exponentially distributed patience time X with mean 1=: Then 	i(t; ") = (i s)"+o(");
which is independent of t because of the memoryless property of exponential distribution.
Hence ri = (i  S):
Remark 5.1.1 It is easy to see that for i > S; ri = (i S) is the hazard rate of an expo-
nential distribution with mean 1(i S) ; which is the distribution of Y = min(X1; :::Xi S),
where Xn; n = 1; 2; :::i   S have exponential distribution with mean 1=; representing
patience time of calls in the queue.
The stationary state transition diagram of Q(t) is shown in Figure 5.2. The stationary
distribution can be obtained by solving the global or cut balance equations derived from
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Figure 5.2: M=M=S +M model stationary state transition diagram
Figure 5.2 as in [33]. The solution is
pi =
8><>:
ai
i! p0 if 0  i  S
i SQi
j=S+1[S+(j S)]
aS
S! p0 if S < i
where p0 is
p0 =
 
SX
i=0
ai
i!
+
aS
S!
1X
i=S+1
i SQi
j=S+1[S+ (j   S)]
! 1
:
This distribution exists if the innite sum in p0 converges. In [33], it is proved that
since for 0 <   1;
SX
i=0
ai
i!
+
aS
S!
1X
i=S+1
i SQi
j=S+1[S+ (j   S)]
(5.2)

1X
i=0
(= ( ^ ))i
i!
= e=(^) <1;
p0 always converges, i.e., there always exists the stationary distribution pi.
In [33], it is also shown that pi can be expressed in terms of pS
pi =
8><>:
S!
i!aS i pS if 0  i  S
i SQi
j=S+1[S+(j S)]
pS if S < i
(5.3)
where pS is
pS =
aS
S!
p0 =
aS
S!PS
i=0
ai
i! +
aS
S!
P1
i=S+1
i SQi
j=S+1[S+(j S)]
=
B(S; a)
1 +B(S; a)
P1
i=S+1
i SQi
j=S+1[S+(j S)]
:
The expressions of pi have innite sums that can cause computational problems. In
[33], special functions have been used to overcome this problem. They provided expressions
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in terms of special functions for some performance measures. In this section we will follow
their idea and provide more results.
As in Chapter 2, let
(x; y) :=
Z y
0
tx 1e tdt; x > 0; y  0
be the incomplete Gamma function and let
 (x) :=
Z 1
0
tx 1e tdt; x > 0
be the Gamma function. Dene
A(x; y) :=M(1; x+ 1; y) =
1X
i=0
yiQi
j=1(x+ j)
=
1X
i=0
 (x+ 1)yi
 (x+ i+ 1)
; x > 0; y  0
where
M(a; b; z) =
1X
i=0
a(a+ 1):::(a+ i  1)zi
b(b+ 1):::(b+ i  1)i!
is the Kummer's hypergeometric function. It is well-known that [2]
A(x; y) =
xey
yx
(x; y) (5.4)
since
(x; y) = e yyx
1X
i=0
yiQi
j=0(x+ j)
; x > 0; y  0:
Now we will introduce the following notations: C := S=;  := =;  := C =
=S; i :=
iQi
j=1(C+j)
=  (C+1) (C+i+1)
i: Therefore
A(C; ) =
1X
i=0
i:
Also for simplicity we will replace B(S; a) with B and A(C; ) with A. Therefore from
(5.3) we have
pi =
8<: S!i!aS i pS if 0  i  Si SpS if S < i
where
pS =
B
1 + (A  1)B (5.5)
as given in [33].
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From the above, performance measures related to pi can be obtained. For example,
by the PASTA property, the probability of delay among all calls (abandon or served) is
obtained in [33],
P (delay) = P (Wq > 0) =
1X
i=S
pi = pS
1X
i=S
i S =
AB
1 + (A  1)B (5.6)
whereWq = V ^X is the stationary waiting time in the queue of a call until it gets served or
abandons. The above formula corresponds to Erlang C formula in M=M=S model. When
 = 0; i = 
i and A = 11  under the condition 0 <  < 1: In this case the above formula
reduces to Erlang C formula.
We can also derive three kinds of mean number of calls which are not available in [33].
1. Mean number of busy servers E(Qb)
E(Qb) =
SX
i=1
ipi + S
1X
i=S+1
pi
= pS
"
SX
i=1
i
S!
i!aS i
+ S
1X
i=S+1
i S
#
= pS

a(
1
B
  1) + S(A  1)

=
B
1 + (A  1)B
a(1 B) + (A  1)BS
B
=
a(1 B) + (A  1)BS
1 + (A  1)B : (5.7)
2. Mean number of calls waiting in the queue E(Qq)
E(Qq) =
1X
i=S+1
(i  S)pi = pS
1X
i=1
ii
= pS
1X
i=1
i
 (C + 1)i
 (C + i+ 1)
= pS
"
d
d
1X
i=1
 (C + 1)i+1
 (C + i+ 1)
 
1X
i=1
 (C + 1)i
 (C + i+ 1)
#
= pS

d
d
[(A  1)]  (A  1)

= pS
d
d
A = pS
1 +A(  1)

=
BC[1 +A(  1)]
1 + (A  1)B ; (5.8)
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where we have used (5.5) and the fact that
d
d
A(C; ) =
1 +A(C; )(  1)

: (5.9)
3. Mean number of calls in the system E(Q)
E(Q) = E(Qb) + E(Qq):
5.1.2 Waiting time distribution
Performance measures on waiting time are not available in [33]. In this section, we will
study waiting time distribution in detail and express the results in terms of special functions
and Erlang B formula. As discussed earlier, Wq = V ^X is dened to be the stationary
waiting time in the queue of a call until it gets served or abandons, where V is the oered
waiting time and X is the patience time. To nd P (Wq > t); as in Movaghar [36], we will
dene an important random variable: conditional oered waiting time Vi := The waiting
time of a call with innite patience in the queue, given it nds i calls in the system upon
arrival, for i  0. By the total probability law and the PASTA property, we have,
P (V > t) =
1X
i=S
piP (Vi > t); t  0: (5.10)
Hence as long as we have the distribution of Vi, we will get the distribution of V . Further-
more we will have the distribution of Wq
P (Wq > t) = P (V ^X > t) = P (V > t)P (X > t) = e tP (V > t); (5.11)
since V and X are independent. The following theorem for the distribution of Vi is adapted
from a similar result in Wang [45].
Theorem 5.1.2 For 0  i < S; Vi = 0. For i  S; Vi =
Pi S
n=0 n; where n  exp(S+
n) so that for t  0 the density function of Vi is
fVi(t) =
i SX
n=0
An;i S(S+ n)e (S+n)t (5.12)
and the survival function of Vi is
P (Vi > t) =
i SX
n=0
An;i Se (S+n)t; (5.13)
where An;i S :=
i SQ
k=0
k 6=n
C+k
k n :
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Proof. For 0  i < S; the call gets served immediately so that Vi = 0: For i  S; the call
will be in the i S+1 position of the queue upon arrival. There are i S calls ahead of him
and each has an abandonment rate . Also there are S calls being served and each has a
service rate : Therefore the time for the call to go from position i S+1 to position i S
is exp(S+(i S)): Generally, the time for the call to go from position n+1 to position
n is exp(S+n); for 0  n  i S, where position 0 means the time point when the call
leaves the queue and starts to get served. Hence the total time of an innite patience call
will wait in the queue given it nds i calls in the system is the sum of i S+1 independent
exponential variables with rates S + n, i.e., Vi =
Pi S
n=0 n; where n  exp(S + n):
The Laplace transform of Vi is f

Vi
(s) =
Qi S
n=0
S+n
S+n+s ; which can be expressed in partial
fraction form as fVi(s) =
Pi S
n=0
An;i S(S+n)
S+n+s where An;i S :=
i SQ
k=0
k 6=n
S+k
(k n) : See Cox [18]
page 17. Therefore we have the density function of Vi as (5.12) and the survival function of
Vi as (5.13). Since P (Vi > 0) = 1 we have the identity:
Pi S
n=0An;i S = 1: The distribution
of Vi is called hypoexponential. See Ross [40] for the proof of (5.12) using the mathematical
induction method.
Remark 5.1.2 By using the identity:
i SQ
k=0
k 6=n
1
(k n) =
( 1)n
n!(i S n)! ; we have
An;i S =
( 1)n
n!(i  S   n)!
Qi S
k=0(C + k)
C + n
: (5.14)
Hence we obtain other expressions of (5.12) and (5.13), i.e.,
fVi(t) =

Qi S
k=0(C + k)
(i  S)! (1  e
 t)i Se St i  S; t  0; (5.15)
and
P (Vi > t) =
Qi S
k=0(C + k)
(i  S)!
i SX
n=0

i  S
n

( 1)n
C + n
e (S+n)t i  S; t  0; (5.16)
which also appeared in Riordan [39].
The following result is a special case of the result by Baccelli and Hebuterne [5].
Theorem 5.1.3 The density function of V is
fV (t) =
8<: pSSee (St+e
 t) if t > 0PS 1
i=0 pi if t = 0
; (5.17)
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and the survival function of V is
P (V > t) = pSCe
 C(C; e t); t  0:
Proof. It is obvious that V has a mass of
PS 1
i=0 pi at 0 and for t > 0 by using (5.3) and
(5.15), we have
fV (t) =
1X
i=S
pifVi(t) = pS
1X
i=S
i SQi S
k=1(C + k)

Qi S
k=0(C + k)
(i  S)! (1  e
 t)i Se St
= pS
1X
i=S
i SS
(i  S)! (1  e
 t)i Se St
= pSSe
 St
1X
i=S

(1  e t)i S
(i  S)!
= pSSe
 Ste(1 e
 t) = pSSe
e (St+e
 t):
So that
P (V > t) =
Z 1
t
fV (u)du = pSSe

Z 1
t
e (Su+e
 u)du
= pSSe

Z e t
0
e
 
h
S(  1

ln z

)+z
i
1
z
dz
= pSCe
 C
Z e t
0
zC 1e zdz
= pSCe
 C(C; e t);
where we have used the substitution e u = z:
Remark 5.1.3 By (5.5) and the relationship between A and (C; ) (5.4), we have
P (V > t) = pSCe
 C(C; e t) =
AB
1 + (A  1)B
(C; e t)
(C; )
:
Remark 5.1.4 According to (5.11),
P (Wq > t) = pSCe
 C(C; e t)e t
=
AB
1 + (A  1)B
(C; e t)
(C; )
e t = P (Wq > 0)
(C; e t)
(C; )
e t; (5.18)
where P (Wq > 0) = P (V > 0) =
AB
1+(A 1)B is consistent with (5.6).
Remark 5.1.5 We have P (V > tjdelay) = P (V >t;delay)P (delay) = P (V >t)P (V >0) = (C;e
 t)
(C;) ; which is
consistent with Riordan [39] page 111 but they used a dierent method. Also they have
P (Wq > tjdelay) = e
 t(C; e t)
(C; )
: (5.19)
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Since the model is an abandonment model, call centre managers may only consider
the waiting time of those calls given they are served. We dene \Sr" as the event that
a call is served and P (Sr) = 1   P (Ab) denotes the probability of served calls. In [33] a
four-dimensional waiting time performance measure for the abandonment model has been
proposed, which is listed in Table 5.1.
P (Wq  AWT; Sr) Fraction of well-served
P (Wq > AWT;Sr) Fraction of served, with a potential for improvement
P (Wq > ";Ab) Fraction of poorly-served abandoned calls (" is a very short time)
P (Wq  ";Ab) Fraction of those whose service-level is undetermined
Table 5.1: Four-dimensional waiting time performance measure
To nd the four-dimensional performance measure listed in Table 5.1, we rst consider
P (Wq > t; Sr): Using the density of V (5.17), we have
P (Wq > t; Sr) = P (V ^X > t; V < X)
= P (V > t; V < X)
=
Z 1
t
P (v < X)fV (v)dv
= pSSe

Z 1
t
e ve (Sv+e
 v)dv
= pSSe

Z 1
t
e [(S+)v+e
 v]dv
= pSSe

Z e t
0
e
 
h
(S+)(  1

ln z

)+z
i
1
z
dz
= pSCe
 C 1
Z e t
0
zCe zdz
= pSCe
 C 1(C + 1; e t): (5.20)
Using the fact that
(C + 1; e t) = C(C; e t)  (e t)Ce e t ;
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we have that P (Wq > t; Sr) can be factorized as
P (Wq > t; Sr) = pSCe
 C 1
h
C(C; e t)  (e t)Ce e t
i
= pSCe
 C(C; e t)e t
"
 1etC    1et (e
 t)Ce e t
(C; e t)
#
= P (Wq > t)
et


1  1
A(C; e t)

(5.21)
and P (Wq > t;Ab) can be factorized as
P (Wq > t;Ab) = P (Wq > t)  P (Wq > t; Sr)
= P (Wq > t)

1  e
t


1  1
A(C; e t)

:
From the above, we have
P (Ab) = P (Wq > 0; Ab)
= P (Wq > 0)[1  1


1  1
A

]
=
[1 +A(  1)]B
[1 + (A  1)B] ; (5.22)
which is consistent with the result in [33]. Also
P (Wq > 0; Sr) = P (Wq > 0)  P (Ab)
=
AB
1 + (A  1)B  
[1 +A(  1)]B
[1 + (A  1)B]
=
(A  1)B
[1 + (A  1)B] ; (5.23)
which is the same as (5.21) when t = 0: Therefore from (5.22) and (5.23) we have
P (Sr) = 1  P (Ab) = (1 B) + (A  1)B
[1 + (A  1)B] (5.24)
and
P (Wq = 0; Sr) = P (Sr)  P (Wq > 0; Sr)
=
(1 B) + (A  1)B
[1 + (A  1)B]  
(A  1)B
[1 + (A  1)B]
=
1 B
1 + (A  1)B ;
which can also be derived directly from (5.3) using P (Wq = 0; Sr) =
PS 1
i=0 pi. Finally the
other two performance measures in Table 5.1 can be easily derived since
P (Wq  t; Ab) = P (Ab)  P (Wq > t;Ab)
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and
P (Wq  t; Sr) = P (Sr)  P (Wq > t; Sr):
We can also derive some conditional performance measures using the above results.
1. P (Wq > tjAb) = P (Wq>t;Ab)P (Ab) = P (Wq>t;Ab)P (Wq>0;Ab) =
e t(C;e t) (C+1;e t)
(C;) (C+1;) :
2. P (Wq > tjSr) = P (Wq>t;Sr)P (Sr) :
3. P (Wq > tjdelay; Sr) = P (Wq>t;Sr)P (delay;Sr) = P (Wq>t;Sr)P (Wq>0;Sr) =
(C+1;e t)
(C+1;) :
4. P (AbjWq > t) = P (Wq>t;Ab)P (Wq>t) = 1  e
t

h
1  1
A(C;e t)
i
:
5. P (SrjWq > t) = P (Wq>t;Sr)P (Wq>t) =
(C+1;e t)
e t(C;e t) =
et

h
1  1
A(C;e t)
i
:
Note that in the above, P (Wq > tjAb) and P (Wq > tjdelay; Sr) also appeared in [39].
5.1.3 Mean waiting time
To nd the various mean waiting times, we start from the mean delay of the delayed calls
(DLYDLY). By (5.19), we have
E(Wqjdelay) =
Z 1
0
P (Wq > tjdelay)dt
=
1
(C; )
Z 1
0
e t(C; e t)dt
=
1
(C; )
Z 1
0
e t
 Z e t
0
zC 1e zdz
!
dt
=
1
(C; )
Z 1
0
e u
 Z e u
0
zC 1e zdz
!
du
=
1
(C; )
Z 
0
 Z   ln z=
0
e udu
!
zC 1e zdz
=
1
(C; )

(C; )  1

(C + 1; )

=
1


1  (C + 1; )
(C; )

(5.25)
=
1


1  1


1  1
A

; (5.26)
95
where (5.25) also appeared in [39]. Hence we have the mean delay for all calls
E(Wq) = E(Wqjdelay)P (Wq > 0)
=
1

[1  1


1  1
A

]
AB
1 + (A  1)B
=
[1 +A(  1)]B
[1 + (A  1)B] ; (5.27)
which can also be derived directly from (5.18). By comparing with (5.8), we have Little's
formula for calls waiting in the queue: E(Qq) = E(Wq). Note that (5.26) also appeared
in [33], where it was derived directly using Little's formula.
From (5.20), we have
E(Wq; Sr) =
Z 1
0
P (Wq > t; Sr)dt
=
Z 1
0
pSCe
 C 1(C + 1; e t)dt
= pSCe
 C 1
Z 1
0
(C + 1; e t)dt
= pSCe
 C 1
Z 1
0
 Z e t
0
zCe zdz
!
dt
= pSCe
 C 1
1


ln()(C + 1; )  d
dC
(C + 1; )

=
pS

Ce C 1(C + 1; )
"
ln() 
d
dC (C + 1; )
(C + 1; )
#
=
pS(A  1)


ln()  d
dC
ln (C + 1; )

;
where we have changed the order of integration to get the above result. Then
E(Wq; Ab) = E(Wq)  E(Wq; Sr):
Hence we have E(WqjSr) = E(Wq ;Sr)P (Sr) and E(WqjAb) = E(Wq ;Ab)P (Ab) :
Since
P (Wq > tjdelay; Sr) = (C + 1; e
 t)
(C + 1; )
;
we have
E(Wqjdelay; Sr) =
Z 1
0
P (Wq > tjdelay; Sr)dt
=
1
(C + 1; )
Z 1
0
(C + 1; e t)dt
=
1


ln()  d
dC
ln (C + 1; )

;
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which also appeared in [39]. Therefore
E(Wq; delay; Sr) = P (Wq > 0; Sr)E(Wqjdelay; Sr)
=
(A  1)B
[1 + (A  1)B]
1


ln()  d
dC
ln (C + 1; )

=
pS(A  1)


ln()  d
dC
ln (C + 1; )

= E(Wq; Sr);
where we have used (5.23) and (5.5).
5.1.4 Probability of abandonment
This section is mainly based on the work of [33]. Since M=M=S +M is an abandonment
model, the probability of abandonment is an important performance measure. We already
got P (Ab) in (5.22) when considering the four-dimensional performance measure of waiting
time. Usually for abandonment model, P (Ab) can be derived in the following way as in
[33]. We rst condition on the state seen by a call and then sum up all the possibilities. To
that end we dene Pi(Ab) = P (the call will abandon j i calls in the system upon arrival).
The following result has been given in [33].
Pi(Ab) = P (Vi > X) =
8<: 0 0  i < S(i S+1)
S+(i S+1) i  S
=
ri+1
S+ ri+1
: (5.28)
Remark 5.1.6 The result Pi(Ab) =
ri+1
S+ri+1
also holds for general abandonment model
M=M=S=N +G as proved in Movaghar [36].
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In the same way as we get the distribution of V from Vi, we have, by (5.9),
P (Ab) = P (V > X) =
1X
i=S
piPi(Ab)
=
1X
i=S
pi
(i  S + 1)
S+ (i  S + 1) (5.29)
= pS
1X
i=S
i SQi S
k=1(C + k)
(i  S + 1)
S+ (i  S + 1)
= pS
1X
j=0
jQj
k=1(C + k)
j + 1
C + j + 1
= pS
d
d
(A  1) = pS 1 +A(  1)

=
[1 +A(  1)]B
[1 + (A  1)B] ;
which is the same as (5.22).
From (5.29) and by using the cut balance equation between state i and i+ 1
pi = [S+ (i  S + 1)]pi+1; for i  S;
we have
P (Ab) =
1X
i=S
pi
(i  S + 1)
S+ (i  S + 1) =
1X
i=S
(i  S + 1)pi+1

=
  E(Qq)

:
Hence we obtain the following rate balance equation
P (Ab) =   E(Qq); (5.30)
which shows the stationary balance between the rate that calls abandon the queue and
the rate that abandoned calls (i.e., calls who eventually abandon) enter the system. The
above can also be proved by referring to (5.8) and (5.22).
Applying Little's formula to Qb; we get E(Qb) = P (Sr)
1
 : Hence
P (Sr) =
E(Qb)
a
(5.31)
and by (5.7), we have the same expression of P (Sr) as (5.24). In general, since 1 =
P (Ab) + P (Sr); and from (5.30) and (5.31), we have the rate conservative equation in
equilibrium
 =   E(Qq) + E(Qb);
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Figure 5.3: M=M=S=N +M model description and parameters
which shows the rate of incoming calls equals to the sum of abandon and service rates in
equilibrium.
Comparing (5.22) with (5.27), we have found a remarkable property of Erlang-A model:
P (Ab) =   E(Wq);
which can be easily proved by using (5.30) and Little's formula to Qq, E(Qq) = E(Wq).
This property is also proved in [33]. In addition they demonstrated this property using
real data from a call centre.
As before, a = = is called the oered load and here since the model is a loss model,
a0 = E(Qb) = aP (Sr) is called the carried load. The utilization
v =
a0
S
=
aP (Sr)
S
= P (Sr) < 1
is the proportion of time that a CSR is busy.
5.2 M=M=S=N +M model
M=M=S=N +M , a nite version of M=M=S +M model, is more general and allows delay,
blocking and abandonment. The model is the same as M=M=S +M except that it has a
nite number of buers K = N S. An arriving call nding all servers busy and all buers
occupied will be blocked. The model description and parameters are shown in Figure 5.3.
5.2.1 Queue length process
As in M=M=S + M model, the patience times are assumed to be i.i.d. exponentially
distributed and we have the similar abandonment rate
ri =
8<: 0 if 0  i  S(i  S) if S < i  N : (5.32)
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Figure 5.4: M=M=S=N +M model stationary state transition diagram
The queue length process Q(t) is a nite birth-death process with birth rate i =  and
state-dependent death rate
i =
8<: i if 0  i  SS+ (i  S) if S < i  N :
The stationary state transition diagram of Q(t) is shown in Figure 5.4. We can conclude
from the diagram that if N =1; it becomes M=M=S +M ; if  = 0 (no abandonment) it
becomesM=M=S=N ; if  =1 it becomesM=M=S=S and if  =  it becomesM=M=N=N .
Since this is a nite state model, we can always obtain the stationary distribution of Q(t)
(no stability condition) by solving the global or cut balance equations derived from Figure
5.4. The solution is
pi =
8>><>>:
ai
i! p0 if 0  i  S
i S
iQ
j=S+1
[S+(j S)]
aS
S! p0 if S < i  N
where p0 is
p0 =
0BBB@
SX
i=0
ai
i!
+
aS
S!
NX
i=S+1
i S
iQ
j=S+1
[S+ (j   S)]
1CCCA
 1
:
Performance measures in terms of special functions
The previous results are standard. For example refer to Stolletz [44]. In the following we
will dene a new function D(C; ;N) to express the performance measures. First pi can
also be expressed in terms of pS
pi =
8<: S!i!aS i pS if 0  i  Si SpS if S < i  N (5.33)
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where pS is
pS =
aS
S!
p0 =
B
1 +B
PN
i=S+1 i S
and i =
iQi
j=1(C+j)
=  (C+1) (C+i+1)
i as dened before. Since the sum in pS is nite, we cannot
use the special function A(x; y) to express it, as in M=M=S +M model. However we will
dene
D(N) := D(C; ;N) =
N 1X
i=0
i =
N 1X
i=0
 (C + 1)
 (C + i+ 1)
i
=  (C + 1)e C [P (C; )  P (C +N; )]
= A   (C + 1)e CP (C +N; );
where P (C; ) = (C;) (C) is the regularized Gamma function and the above equality can be
proved by a property of P (C; );
P (C + 1; ) = P (C; )  e
 C
 (C + 1)
:
Now pS can be written in terms of B and D(N)
pS =
B
1 +B[D(N   S + 1)  1] :
In particular, by the PASTA property, we have the blocking probability
P (blocking)=pN = pSN S (5.34)
=
BN S
1 +B[D(N   S + 1)  1]
=
B[D(N   S + 1) D(N   S)]
1 +B[D(N   S + 1)  1] ;
and the probability of delay among all calls (abandoned, served or blocked)
P (delay)=
N 1X
i=S
pi = pS
N 1X
i=S
i S = pS
N S 1X
i=0
i
=
BD(N   S)
1 +B[D(N   S + 1)  1] : (5.35)
We can also derive three kinds of mean number of calls.
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1. Mean number of busy servers E(Qb)
E(Qb) =
SX
i=1
ipi + S
NX
i=S+1
pi
= pS
SX
i=1
i
S!
i!aS i
+ S
 
1 
SX
i=0
S!
i!aS i
pS
!
= pSa

1
B
  1

+ S

1  1
B
pS

= S + pSa

1
B
  1

  S
B
pS
= S +
B
1 +B
PN S
i=1 i
a(1 B)  S
B
= S +
a(1 B)  S
1 +B
PN S
i=1 i
(5.36)
= S +
a(1 B)  S
1 +B[D(N   S + 1)  1]
=
a(1 B) + SB[D(N   S + 1)  1]
1 +B[D(N   S + 1)  1] :
2. Mean number of calls waiting in the queue E(Qq)
E(Qq) =
NX
i=S+1
(i  S)pi = pS
N SX
i=1
ii
= pS
N SX
i=1
i
iQi
j=1(C + j)
= pS
N SX
i=1
"
1Qi 1
j=1(C + j)
  CQi
j=1(C + j)
#
i
= pS
"
N SX
i=1
iQi 1
j=1(C + j)
 
N SX
i=1
CiQi
j=1(C + j)
#
= pS
"
N S 1X
i=0
i   1

N SX
i=1
i
#
(5.37)
=
B
n
D(N   S)  1 [D(N   S + 1)  1]
o
1 +B[D(N   S + 1)  1]
=
BD(N   S)  CB[D(N   S + 1)  1]
1 +B[D(N   S + 1)  1] ;
which can also be derived using the similar method as in M=M=S +M model by the
fact that
d
d
D(N + 1) = D(N)  D(N + 1)  1

:
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3. Mean number of calls in the system E(Q)
E(Q) = E(Qb) + E(Qq):
5.2.2 Probability of abandonment
Since there are some blocking calls and only non-blocking calls can abandon, we have
P (Ab) = P (Ab;non-blocking):As inM=M=S +M model we dene Pi(Ab) = Pi(Ab;non-blocking) =
P (the non-blocking call will abandon j i calls in the system upon arrival). Then for
0  i < N; similar as (5.28), we still have
Pi(Ab) =
ri+1
S+ ri+1
=
8<: 0 0  i < S(i S+1)
S+(i S+1) S  i < N
(5.38)
and
Pi(Sr) = Pi(Sr;non-blocking) =
8<: 1 0  i < SS
S+(i S+1) S  i < N
:
Now
P (Ab) = P (Ab;non-blocking) =
N 1X
i=S
Pi(Ab)P (i calls in the system upon arrival)
=
N 1X
i=S
(i  S + 1)
S+ (i  S + 1)ai =
N 1X
i=S
(i  S + 1)
S+ (i  S + 1)pi (5.39)
where we have used the PASTA property, i.e., ai = pi: Similarly,
P (Sr) = P (Sr;non-blocking)
=
S 1X
i=0
pi +
N 1X
i=S
S
S+ (i  S + 1)pi: (5.40)
In the following we will derive expressions in terms of functions B and D(N). By using
the cut balance equation between state i and i+ 1
pi = [S+ (i  S + 1)]pi+1; for S  i < N;
we have, from (5.39),
P (Ab) =
N 1X
i=S
(i  S + 1)
S+ (i  S + 1)pi =
N 1X
i=S
(i  S + 1)pi+1

=
  E(Qq)

:
Hence we obtain the same rate balance equation as (5.30)
P (Ab) =   E(Qq): (5.41)
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Now by (5.37) and the above, we have
P (Ab) =
E(Qq)

= pS
"
N S 1X
i=0
i   1

N SX
i=1
i
#
(5.42)
or the expression in terms of D(N   S + 1);
P (Ab) =
BD(N   S)  1B[D(N   S + 1)  1]
1 +B[D(N   S + 1)  1] :
Applying Little's formula to Qb; we get E(Qb) = P (Sr)
1
 ; which, combining (5.36), gives
us
P (Sr) =
E(Qb)
a
=
1

+
(1 B)  1
1 +B
PN S
i=1 i
(5.43)
=
1 B + 1B[D(N   S + 1)  1]
1 +B[D(N   S + 1)  1] :
In general, since 1   pN = P (Ab) + P (Sr); and from (5.42) and (5.43), we have the rate
conservative equation in equilibrium
(1  pN ) =   E(Qq) + E(Qb);
which shows the rate of non-blocking calls equals to the sum of abandon and service rates
in equilibrium. Again we have the carried load a0 = E(Qb) = aP (Sr) and the utilization
v =
a0
S
=
aP (Sr)
S
= P (Sr) < 1;
which is the proportion of time that a CSR is busy.
5.2.3 Waiting time distribution
As in M=M=S=N model, we dene W q as the stationary waiting time in the queue until
abandonment or starting to get service for all calls (the blocked calls have1 waiting time),
then W q has a mass at 1 and P (W q =1) = P (blocking). Also W q has a mass at 0 and
P (W q = 0) = P (no-delay). We have
P (W q > t) = P (W q > t;non-blocking) + P (W q > t; blocking)
= P (W q > t;non-blocking) + P (blocking):
To nd P (W q > t;non-blocking); for 0  i < N; we dene Wqi as the waiting time of
a non-blocking call given that it nds i in the system, i.e.,
P (Wqi > t) = P (W q > t;non-blocking j i calls in the system upon arrival):
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Then by (5.12), we have for S  i < N ,
P (Wqi > t) = P (Vi ^X > t) (5.44)
= P (Vi > t)P (X > t) = e
 tP (Vi > t) =
i SX
n=0
An;i Se [S+(n+1)]t
and P (Wqi > t) = 0 for 0  i < S: Therefore,
P (W q > t;non-blocking) =
N 1X
i=S
P (Wqi > t)P (i calls in the system upon arrival)
=
N 1X
i=S
i SX
n=0
An;i Se [S+(n+1)]tai =
N 1X
i=S
i SX
n=0
An;i Se [S+(n+1)]tpi;
where we have used the PASTA property, i.e., ai = pi:
Usually we are more concerned with the conditional waiting time of a call until aban-
donment or starting to get service given that this call is not blocked. Let Wq be this
waiting time, which has no mass at 1: We have
P (W q>t) = P (W q > tjnon-blocking) =
P (W q > t;non-blocking)
P (non-blocking)
=
N 1X
i=S
i SX
n=0
An;i Se [S+(n+1)]t
pi
1  pN =
N 1X
i=S
qi
i SX
n=0
An;i Se [S+(n+1)]t; (5.45)
where qi :=
pi
1 pN ; 0  i  N   1 is the probability of a call nding i calls in the system
given that it is not blocked, which is the arrival-point probability in Chapter 2.
In addition, the following performance measures can be easily obtained in terms of qi:
1. P (no-delayjnon-blocking) = P (Wq = 0) =
PS 1
i=0 qi:
2. P (delayjnon-blocking) = P (Wq > 0) =
PN 1
i=S qi:
Following the same idea as the last section, to facilitate the computation and analysis,
we will express the above performance measures in terms of functions B(S; a) and D(N).
We have, by (5.35) and (5.34),
P (delayjnon-blocking) = P (Wq > 0) =
N 1X
i=S
qi
=
N 1X
i=S
pi
1  pN =
P (delay)
1  P (blocking)
=
BD(N   S)
1 +B[D(N   S)  1] : (5.46)
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and
P (no-delayjnon-blocking) = 1  P (delayjnon-blocking)
=
1 B
1 +B[D(N   S)  1] :
To nd the waiting time distribution for served calls given non-blocking, i.e., P (W q>t; Sr);
we rst need to nd P (W qi>t; Sr): We have for S  i < N; by (5.12),
P (Wqi > t; Sr) = P (Vi ^X > t; Vi < X)
= P (Vi > t; Vi < X)
=
Z 1
t
P (v < X)fVi(v)dv
=
Z 1
t
e vfVi(v)dv
=
i SX
n=0
An;i S(S+ n)
Z 1
t
e ve (S+n)vdv
=
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
e [S+(n+1)]t: (5.47)
and P (Wqi > t; Sr) = 0 for 0  i < S: Then
P (W q>t; Sr) =
N 1X
i=S
qi
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
e [S+(n+1)]t (5.48)
and using (5.45),
P (W q>t;Ab) = P (W q>t)  P (W q>t; Sr)
=
N 1X
i=S
qi
i SX
n=0
An;i S

S+ (n+ 1)
e [S+(n+1)]t: (5.49)
When t = 0 in (5.47), we obtain
P (Wqi > 0; Sr) =
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
so that
Pi(Ab) = P (Wqi > 0; Ab) = 1  P (Wqi > 0; Sr) =
i SX
n=0
An;i S

S+ (n+ 1)
; (5.50)
where we have used
Pi S
n=0An;i S = 1: Comparing (5.50) and (5.38), we have an identity
involving An;i S :
i SX
n=0
An;i S
S+ (n+ 1)
=
i  S + 1
S+ (i  S + 1): (5.51)
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From (5.50), we also have
P (W q> 0; Ab) = P (Abjnon-blocking) =
N 1X
i=S
qi
i SX
n=0
An;i S

S+ (n+ 1)
(5.52)
and
P (Ab) = P (Abjnon-blocking)P (non-blocking) =
N 1X
i=S
pi
i SX
n=0
An;i S

S+ (n+ 1)
; (5.53)
which is the same as (5.39) by referring to (5.51), but involving An;i S .
Similarly when t = 0 in (5.48), using (5.51), we obtain,
P (W q>0; Sr) = P (W q > 0; Srjnon-blocking) =
N 1X
i=S
qi
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
=
N 1X
i=S
qi
i SX
n=0
An;i S

1  
S+ (n+ 1)

=
N 1X
i=S
qi
"
1 
i SX
n=0
An;i S

S+ (n+ 1)
#
=
N 1X
i=S
qi

1  (i  S + 1)
S+ (i  S + 1)

=
N 1X
i=S
qi
S
S+ (i  S + 1);
where we have used
Pi S
n=0An;i S = 1: Therefore
P (Srjnon-blocking) = P (W q > 0; Srjnon-blocking) + P (W q = 0; Srjnon-blocking)
=
N 1X
i=S
qi
S
S+ (i  S + 1) +
S 1X
i=0
qi;
which can also be obtained from (5.40).
Now we can derive the conditional waiting, which are more useful in practice, using
the above results.
1.
P (Wq > tjAb) = P (Wq > t;Ab)
P (Abjnon-blocking)
=
PN 1
i=S qi
Pi S
n=0An;i S
1
S+(n+1)e
 [S+(n+1)]tPN 1
i=S qi
i S+1
S+(i S+1)
:
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2.
P (Wq > tjSr) = P (Wq > t; Sr)
P (Srjnon-blocking)
=
PN 1
i=S qi
Pi S
n=0An;i S
S+n
S+(n+1)e
 [S+(n+1)]tPN 1
i=S qi
S
S+(i S+1) +
PS 1
i=0 qi
:
3.
P (Wq > tjSr; delay) = P (Wq > t; Sr)
P (Sr; delayjnon-blocking)
=
PN 1
i=S qi
Pi S
n=0An;i S
S+n
S+(n+1)e
 [S+(n+1)]tPN 1
i=S qi
S
S+(i S+1)
:
5.2.4 Mean waiting time
By (5.45), we have the mean waiting time for all calls given entry
E(Wq) =
Z 1
0
N 1X
i=S
qi
i SX
n=0
An;i Se [S+(n+1)]tdt
=
N 1X
i=S
qi
i SX
n=0
An;i S
S+ (n+ 1)
; (5.54)
which involves An;i S and makes the computation harder. We can obtain an alternative
expression by considering the mean waiting time of the non-blocking call given the call
nds i calls upon arrival E(Wqi); which is 0 for 0  i < S and for S  i < N;
E(Wqi) =
Z 1
0
P (Wqi > t)dt
=
Z 1
0
P (Vi > t)e
 tdt
=
1

P (Vi > X) =
1

Pi(Ab)
=
i  S + 1
S+ (i  S + 1):
Hence we have a new expression not involving An;i S for E(Wq);
E(Wq) =
N 1X
i=S
qi
i  S + 1
S+ (i  S + 1); (5.55)
which can also be derived from (5.54) by using (5.51). Comparing (5.52) with (5.54), we
have found a similar property as Erlang-A model:
P (Abjnon-blocking) =   E(Wq)
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or
P (Ab) =   E(W q;non-blocking)
which again can be easily proved by using (5.41) and Little's formula:
E(Qq) = E(W q;non-blocking):
By (5.48), we have the mean waiting time for served calls given entry
E(Wq; Sr) =
Z 1
0
N 1X
i=S
qi
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
e [S+(n+1)]tdt
=
N 1X
i=S
qi
i SX
n=0
An;i S(S+ n)
[S+ (n+ 1)]2
; (5.56)
which involves An;i S . In the following we will obtain an alternative expression not involv-
ing An;i S for E(Wq; Sr) using a similar method in [45]. Consider the mean waiting time
for served calls given the non-blocking call nds i calls upon arrival E(Wqi; Sr); which is
0 for 0  i < S and for S  i < N;
E(Wqi; Sr)
= E(Vi; Vi < X) = E
 
i SX
n=0
n; Vi < X
!
=
i SX
n=0
E(n; Vi < X) =
i SX
n=0
E(nI(Vi;1)(X))
=
i SX
n=0
Z 1
0
  
Z 1
0
tn
Z 1
0
I(t0+t1++ti S ;1)(x)fX(x)dx

f0(t0)f1(t1)    fi S (ti S)dt0    dti S
=
i SX
n=0
Z 1
0
  
Z 1
0
tne
 (t0+t1++ti S)f0(t0)f1(t1)    fi S (ti S)dt0    dti S
=
i SX
n=0
Z 1
0
tne
 tnfn(tn)dtn
i SY
m6=n;m=0
fm()
=
i SX
n=0
Z 1
0
tne
 tn(S+ n)e (S+n)tndtn
i SY
m6=n;m=0
S+m
S+ (m+ 1)
=
i SX
n=0
S+ n
[S+ (n+ 1)]2

S
S+ n
S+ (n+ 1)
S+ (i  S + 1)

=
S
S+ (i  S + 1)
i SX
n=0
1
S+ (n+ 1)
; (5.57)
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where n  exp(S + n) with the Laplace transform denoted by fn and IA(x) =8<: 1 if x 2 A0 otherwise is the indicator function. Hence we have
E(WqijSr) = E(Wqi; Sr)
Pi(Sr)
=
i SX
n=0
1
S+ (n+ 1)
: (5.58)
Now by the total probability law, we have
E(Wq; Sr) =
N 1X
i=S
qi
S
S+ (i  S + 1)
i SX
n=0
1
S+ (n+ 1)
; (5.59)
which is not involved An;i S any more.
By (5.47), we have an alternative expression for E(Wqi; Sr);
E(Wqi; Sr) =
i SX
n=0
An;i S
S+ n
[S+ (n+ 1)]2
: (5.60)
Comparing (5.57) and (5.60), we have another identity involving An;i S :
i SX
n=0
An;i S(S+ n)
[S+ (n+ 1)]2
=
S
S+ (i  S + 1)
i SX
n=0
1
S+ (n+ 1)
: (5.61)
Whitt [46] used a dierent method to derive E(WqijSr) (5.58) for S  i < N: After the
call joins the queue, he will be in the i   S + 1 position and will be in the i   S position
after a random time of i S+1  exp(S+ (i  S +1)); since we are under the condition
that this call will not abandon. Generally, the time for the call to go from position n+ 1
to position n is exp(S + (n + 1)); for 0  n  i   S, where position 0 means the time
point when the call leaves the queue and starts to get served. Hence,
E(WqijSr) =
i SX
n=0
E(n+1) =
i SX
n=0
1
S+ (n+ 1)
;
which is the same as (5.58). This method can also be used to derive the survival function
P (Wqi > t; Sr) for S  i < N;
P (Wqi > tjSr) = P (
i SX
n=0
n+1 > t)
=
i SX
n=0
Bn;i Se [S+(n+1)]t
=
S+ (i  S + 1)
S
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
e [S+(n+1)]t;
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where
Bn;i S :=
i SY
k=0
k 6=n
S+ (k + 1)
(k   n) =
Qi S
k=0[S+ (k + 1)]
i SQ
k=0
k 6=n
[(k   n)] [S+ (n+ 1)]
=
S+ (i  S + 1)
S
An;i S
S+ n
S+ (n+ 1)
(5.62)
and we have used the argument in Cox [18] page 17 (described in the proof of Theorem
5.1.2) to derive the distribution of the sum of exponential variables with dierent means.
Then
P (Wqi > t; Sr) = P (Wqi > tjSr)Pi(Sr) =
i SX
n=0
An;i S
S+ n
S+ (n+ 1)
e [S+(n+1)]t;
which is the same as (5.47). However Whitt [46] did not provide the above formula. He
only gave the Laplace transform and then used numerical inversion to calculate the survival
function for any t:
By (5.49), we have the mean waiting time for abandoned calls given entry,
E(Wq; Ab) =
Z 1
0
N 1X
i=S
qi
i SX
n=0
An;i S

S+ (n+ 1)
e [S+(n+1)]tdt
=
N 1X
i=S
qi
i SX
n=0
An;i S
[S+ (n+ 1)]2
; (5.63)
which also involves An;i S . However we can have an expression without An;i S in the
following,
E(Wq; Ab) = E(Wq)  E(Wq; Sr)
=
N 1X
i=S
qi
i  S + 1
S+ (i  S + 1)  
N 1X
i=S
qi
S
S+ (i  S + 1)
i SX
n=0
1
S+ (n+ 1)
=
N 1X
i=S
qi
1
S+ (i  S + 1)
i SX
n=0

1  S
S+ (n+ 1)

=
N 1X
i=S
qi

S+ (i  S + 1)
i SX
n=0
n+ 1
S+ (n+ 1)
; (5.64)
where we have used (5.55) and (5.59).
Now we can derive the conditional mean waiting time, which are more useful in practice,
using the above results.
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1.
E(WqjAb) = E(Wq; Ab)
P (Abjnon-blocking)
=
PN 1
i=S qi
1
S+(i S+1)
Pi S
n=0
n+1
S+(n+1)PN 1
i=S qi
i S+1
S+(i S+1)
:
2.
E(WqjSr) = E(Wq; Sr)
P (Srjnon-blocking)
=
PN 1
i=S qi
S
S+(i S+1)
Pi S
n=0
1
S+(n+1)PN 1
i=S qi
S
S+(i S+1) +
PS 1
i=0 qi
:
3.
E(WqjSr; delay) = E(Wq; Sr)
P (Sr; delayjnon-blocking)
=
PN 1
i=S qi
1
S+(i S+1)
Pi S
n=0
1
S+(n+1)PN 1
i=S qi
1
S+(i S+1)
:
5.2.5 Response time
Whitt [46] considered mean response time for all calls, where the response time W is
dened as 0 for abandonment and blocked calls. For other calls, the response time W is
dened as the sojourn time (waiting time plus service time). Then the mean response time
E(W ) = E(W;Sr) is derived rst by considering the mean response time of the served
call given the call nds i calls upon arrival E(W i; Sr); which is
1
 for 0  i < S and for
S  i < N; by (5.58)
E(W i; Sr) = E(W ijSr)Pi(Sr)
= [E(Y jSr) + E(WqijSr)]Pi(Sr)
=
"
1

+
i SX
n=0
1
S+ (n+ 1)
#
S
S+ (i  S + 1);
where Y  exp() is the service time. Therefore, by (5.40) and (5.59)
E(W ) =
1

S 1X
i=0
pi +
N 1X
i=S
pi
"
1

+
i SX
n=0
1
S+ (n+ 1)
#
S
S+ (i  S + 1)
=
1

P (Sr) + E(Wq; Sr)[1  P (blocking)]
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and
E(W jSr) = E(W )
P (Sr)
=
1

+ E(WqjSr): (5.65)
For P (W > t); Whitt [46] rst gave the Laplace transform of W : f
W
(s) then P (W > t)
for any t can be calculated by numerically inverting its Laplace transform (1  f
W
(s))=s:
In the following, we will use this method to nd the analytic expression of P (W > t)
as we have done for P (Wqi > tjSr) before. For 0  i < S; P (W i > t; Sr) = e t and for
S  i < N ,
P (W i > tjSr) = P (Y +
i S+1X
n=1
n > t)
=
i S+1X
n=0
Cn;i S+1e (S+n)t
where Cn;i S+1 :=
i S+1Q
k=0
k 6=n
S+k
k n ; n =
8<: (1  S) for n = 0n; for 0 < n  i  S + 1 and we have
used the argument in Cox [18] page 17 to derive the distribution of the sum of exponen-
tial variables with dierent means. The above can be expressed in terms of Bn;i S =
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i SQ
k=0
k 6=n
S+(k+1)
(k n) as shown in the following,
P (W i > tjSr) = C0;i S+1e (S+0)t +
i S+1X
n=1
Cn;i S+1e (S+n)t
= C0;i S+1e t +
i S+1X
n=1
S+ 0
0   n
i S+1Y
k=1
k 6=n
S+ k
k   n e
 (S+n)t
= C0;i S+1e t +
i S+1X
n=1

(1  S)  n
i S+1Y
k=1
k 6=n
S+ k
(k   n)e
 (S+n)t
= C0;i S+1e t +
i S+1X
n=1

(1  S)  n
Qi S+1
k=1 (S+ k)
i S(S+ n)
i S+1Y
k=1
k 6=n
1
(k   n)e
 (S+n)t
= C0;i S+1e t +
i S+1X
n=1

(1  S)  n
Qi S+1
k=1 (S+ k)
i S(S+ n)
( 1)n 1
(n  1)!(i  S + 1  n)!e
 (S+n)t
= C0;i S+1e t +
i SX
n=0

(1  S)  (n+ 1)
Qi S
k=0 [S+ (k + 1)]
i S [S+ (n+ 1)]
( 1)n
n!(i  S   n)!e
 [S+(n+1)]t
= C0;i S+1e t + 
i SX
n=0
1
(1  S)  (n+ 1)
i SY
k=0
k 6=n
S+ (k + 1)
(k   n) e
 [S+(n+1)]t
=
i S+1Y
k=1
S+ k
k  (1  S)e
 t + 
i SX
n=0
1
(1  S)  (n+ 1)Bn;i Se
 [S+(n+1)]t:
Now by using the relationship between Bn;i S and An;i S (5.62), we have for S  i < N ,
P (W i > tjSr)
=
i S+1Y
k=1
S+ k
k  (1  S)e
 t
+
S+ (i  S + 1)
S
i SX
n=0
S+ n
[(1  S)  (n+ 1)][S+ (n+ 1)]An;i Se
 [S+(n+1)]t:
Hence
P (W i > t; Sr) = P (W i > tjSr)Pi(Sr)
=
S
S+ (i  S + 1)
i S+1Y
k=1
S+ k
k  (1  S)e
 t
+ 
i SX
n=0
S+ n
[(1  S)  (n+ 1)][S+ (n+ 1)]An;i Se
 [S+(n+1)]t:
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Now we have
P (W > t) = P (W > t; Sr) =
S 1X
i=0
pie
 t +
N 1X
i=S
piP (W i > t; Sr)
=
S 1X
i=0
pie
 t +
N 1X
i=S
pi
0B@ SS+(i S+1)
i S+1Q
k=1
S+k
k (1 S)e
 t
+
Pi S
n=0
S+n
[(1 S) (n+1)][S+(n+1)]An;i Se
 [S+(n+1)]t
1CA :
5.2.6 A numerical approximation method
Garnett et al. [21] gave a general way to compute the performance measures ofM=M=S=N+
M model numerically. They found many performance measures that are of interest can
be expressed as expectations of simple functions of V and X; where V is the conditional
oered waiting time of an innite patient call given the call is not blocked so that V has
no mass at 1. A representative list is shown in the following table [21].
f(V;X) E[f(V;X)]
I(X;1)(V ) P (Abjnon-blocking)
I(t;1)(V ^X) P (Wq > t)
I(t;1)(V ^X)I(X;1)(V ) P (Wq > t;Ab)
(V ^X)I(X;1)(V ) E(Wq; Ab)
(V ^X)I(t;1)(V ^X)I(X;1)(V ) E(Wq;Wq > t;Ab)
g(V ^X) E(g(Wq))
Some other important performance measures may be expressed in terms of these perfor-
mance measures. For example
P (AbjWq > t) = P (V ^X > t; V > X)
P (V ^X > t) =
E[I(t;1)(V ^X)I(X;1)(V )]
E[I(t;1)(V ^X)]
:
To calculate E[f(V;X)], Garnett et al. [21] considered the following decomposition
E[f(V;X)] = E[f(V;X)I(0;1)(V )] + E[f(V;X)If0g(V )]
= E[f(V;X)I(0;1)(V )] + E[f(0; X)]
S 1X
i=0
qi
and argue that for all functions f which seem of interest, E[f(0; X)] evaluates to 0 or 1.
Therefore only the rst expression needs to be calculated so that the key is to nd the
density fV (t) for t > 0: We know from Theorem 5.1.3 that for M=M=S +M ,
fV (t) =
8<: pSSee (St+e
 t) if t > 0PS 1
i=0 pi if t = 0
: (5.66)
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For M=M=S=N +M model, the density function of V is given in [21] and we summarize
the result in the following,
Theorem 5.2.1 For M=M=S=N +M model, the density function of V is,
fV (t) =
8<:
pSS
1 pN e
e (St+e t)

1  P (N   S;    e t) if t > 0PS 1
i=0 qi if t = 0
:
Proof. It is obvious that V has a mass of
PS 1
i=0 qi at 0 and for t > 0 by using (5.33) and
(5.15), we have
fV (t) =
1
1  pN
N 1X
i=S
pifVi(t) =
pS
1  pN
N 1X
i=S
i SQi S
k=1(C + k)

Qi S
k=0(C + k)
(i  S)! (1  e
 t)i Se St
=
pS
1  pN
N 1X
i=S
i SS
(i  S)! (1  e
 t)i Se St
=
pSSe
 St
1  pN
N S 1X
j=0
[(1  e t)]j
j!
(5.67)
=
pSS
1  pN e
e (St+e
 t) 1  P (N   S;    e t) ; (5.68)
where we have used (2.21).
Remark 5.2.1 Another expression of fV (t) for t > 0 can be obtained by expanding (5.67)
fV (t) =
pSSe
 St
1  pN
N S 1X
j=0
1
j!

(1  e t)j
=
pSSe
 St
1  pN
N S 1X
j=0
j
j!
jX
k=0

j
k

( 1)ke kt: (5.69)
Now by using (5.69), (5.67) and (5.68), Garnett et al. [21] listed three methods to
evaluate E[f(V;X)]:
1. E[f(V;X)] = pSS1 pN
PN S 1
j=0
j
j!
Pj
k=0
 
j
k

( 1)k R10 R10 f(v; x)e xdx e Sve kvdv:
The advantage is the integral is easy and the disadvantage is the alternating signs
in the sum. This is actually the method we have used before in this chapter; if we
expand An;i S in the expressions of performance measures obtained before, we will
get the same expressions here. However we do obtain some performance measures
which do not involve An;i S and hence easy to compute such as P (Ab) and E(Wq; Sr)
etc.
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2. E[f(V;X)] = pSS1 pN
PN S 1
j=0
j
j!
R1
0
R1
0 f(v; x)e
 xdx

e Sv(1   e v)jdv: This
method removes the alternating signs in the sum and has only one sum. However
the outer integral usually has to be solved numerically even though the inner integral
can be solved analytically.
3. E[f(V;X)] = pSS1 pN e

R1
0
R1
0 f(v; x)e
 xdx

e (Sv+e v) [1  P (N   S; (1  e v))] dv:
This method has no sum at all and usually the inner integral can be solved analyti-
cally and the outer integral has to be solved numerically. For example
P (Abjnon-blocking)
=
pSS
1  pN e

Z 1
0
Z 1
0
I(x;1)(v)e xdx

e (Sv+e
 v) 1  P (N   S; (1  e v)) dv
=
pSS
1  pN e

Z 1
0
(1  e v)e (Sv+e v) 1  P (N   S; (1  e v)) dv
=
N 1X
i=S
qi   pSS
1  pN e

Z 1
0
e ve (Sv+e
 v) 1  P (N   S; (1  e v)) dv;
where we have used the fact that
pSS
1  pN e

Z 1
0
e (Sv+e
 v) 1  P (N   S; (1  e v)) dv = N 1X
i=S
qi
since fV (t) in Theorem 5.2.1 is a density function.
For M=M=S +M (5.68) reduces to (5.66) and we have
E[f(V;X)] = pSSe

Z 1
0
Z 1
0
f(v; x)e xdx

e (Sv+e
 v)dv;
which is usually integrable and the various performance measures of M=M=S +M model
have been derived using this method before in Section 5.1.
5.3 Monotonicity and concavity properties of performance
measures for M=M=S=N +M model
In this section, we will study the monotonicity and concavity properties of some perfor-
mance measures for M=M=S=N +M model. This type of study has a long history for
many types of queueing models, for example [25]. Recently Jouini et al. [26] studied the
monotonicity and concavity properties of M=M=S=N +M model. Our method here is eas-
ier than the one used in [26] and we also have more results. The monotonicity properties
are very important to the call centre design algorithm we will develop in Chapter 7.
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5.3.1 Monotonicity properties with respect to buer size K
We will rst study the monotonicity properties of some performance measures with respect
to the buer size K; which is N   S as dened in Chapter 1, when other parameters are
xed. Before giving the main results, we will prove a useful lower bound for B(S; a) in the
following, which is established by Sobel [41] and also appears in [25]. This result is also
obtained in Chapter 2 and here we will use a direct method to prove it.
Lemma 5.3.1 For Erlang B formula, we have B(S; a) > 1  1=; where  = aS :
Proof. When 0 <   1; it is obviously true. When  > 1; we want to prove
aS=S!PS
i=0 a
i=i!
> 1  S
a
:
We have 
1  S
a
 SX
i=0
ai=i!
=

1 + a+
a2
2!
+ :::+
aS
S!

  S
a

1 + a+
a2
2!
+ :::+
aS
S!

=
aS
S!
  S
a
+

1 + a+
a2
2!
+ :::+
aS 1
(S   1)!

  S
a

a+
a2
2!
+ :::+
aS
S!

 a
S
S!
  S
a
+

1 + a+
a2
2!
+ :::+
aS 1
(S   1)!

 

1
a
a+
2
a
a2
2!
+ :::+
S
a
aS
S!

=
aS
S!
  S
a
<
aS
S!
:
Probability of served calls
We rst consider the probability of served calls (5.43)
P (K)(Sr) =
1

+
1 B   1=
1 +B
PK
i=1 i
;
where as in the following, we use upper index K to denote that the performance measure
is a function of K: We have the following result.
Theorem 5.3.1 For M=M=S=N +M model, P (K)(Sr) is strictly increasing in the buer
size K: P (K)(Sr) approaches to P (Sr) ofM=M=S+M model while K approaches to innity
and it approaches to P (Sr) = 1 B of M=M=S=S model while K approaches to 0:
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Proof. To show that P (K)(Sr) is strictly increasing in the buer size K; it suces to
show that for K  0; P (K+1)(Sr)  P (K)(Sr) > 0: We have
P (K+1)(Sr)  P (K)(Sr) = [(1 B)  1=]
"
1
1 +B
PK+1
i=1 i
  1
1 +B
PK
i=1 i
#
> 0;
since (1 B)  1= < 0 by Lemma 5.3.1 and 1 +BPK+1i=1 i > 1 +BPKi=1 i:
While K approaches to innity,
P1
i=1 i = A  1: So we have
P (1)(Sr) =
1

+
(1 B)  1=
1 +B
P1
i=1 i
=
1

+
(1 B)  1=
1 + [A  1]B
=
(1 B) + (A  1)B=
1 + [A  1]B ;
which is P (Sr) ofM=M=S+M model. While K approaches to 0,
P0
i=1 i = 0: So we have
P (0)(Sr) = 1 B:
Remark 5.3.1 Since we have E(Qb) = aP (Sr) (5.43), the above monotonicity result also
applies to E(Qb); the expected number of busy servers in equilibrium, or the carried load.
Remark 5.3.2 In [26], the authors gave the same result but their proof is much more
complex than ours. The reason is that they express P (K)(Sr) in terms of pi for i > S
(refer to formula (3.2) in [26]). However P (K)(Sr) can be written in terms of pi for i  S
only since E(Qb) = aP
(K)(Sr) and E(Qb) =
PS
i=1 ipi + S(1 
PS
i=0 pi):
Probability of blocking
We next consider the probability of blocking (5.34),
P (K)(blocking) =
BK
1 +B
PK
i=1 i
:
We have the following result.
Theorem 5.3.2 For M=M=S=N +M model, P (K)(blocking) is strictly decreasing in the
buer size K: P (K)(blocking) approaches to 0 while K approaches to innity and it ap-
proaches to P (blocking) = B of M=M=S=S model while K approaches to 0:
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Proof. Since P (K)(blocking) > 0; to show that P (K)(blocking) is strictly decreasing in
the buer size K; it suces to show that for K  0; P (K+1)(blocking)
P (K)(blocking)
< 1: We have
P (K+1)(blocking)
P (K)(blocking)
=
K+1
K
1 +B
PK
i=1 i
1 +B
PK+1
i=1 i
(5.70)
=

C +K + 1
1 +B
PK
i=1 i
1 +B
PK
i=1 i +BK+1
=

C +K + 1
1 +B
PK
i=1 i
1 +B
PK
i=1 i +B
K
C+K+1
< 1
is equivalent to the inequality
BK > [   (C +K + 1)]
 
1 +B
KX
i=1
i
!
: (5.71)
We will prove (5.71) in the following for K  0 by induction. When K = 0; we need to
prove B >    (C + 1); which is true since B >    C by Lemma 5.3.1. Assuming that
(5.71) is true for K  0, we will prove
BK+1 =
2BK
C +K + 1
> [   (C +K + 2)]
 
1 +B
KX
i=1
i +BK+1
!
:
To simplify the expressions, we introduce the following notations: 1 := C+K+1 > 0;
2 :=    (C +K + 2) with 1 +2 + 1 = : Now noting that K+1 = 1 K ; the above
inequality becomes
2BK > 12 +12B
KX
i=1
i +2BK ;
which is equivalent to
2BK  2BK = (1 + 1)BK > 12 +12B
KX
i=1
i:
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Using the assumption, we have
(1 + 1)BK > (1 + 1)(2 + 1)
 
1 +B
KX
i=1
i
!
= (12 +1 +2 + 1)
 
1 +B
KX
i=1
i
!
= (12 + )
 
1 +B
KX
i=1
i
!
= 12 +12B
KX
i=1
i + 
 
1 +B
KX
i=1
i
!
> 12 +12B
KX
i=1
i;
which is what we want to prove.
Since
P1
i=1 i = A   1 < 1, we have lim
K!1
K = 0: Hence while K approaches to
innity, P (K)(blocking)! 0: On the other hand, while K approaches to 0, we have 0 = 1;P0
i=1 i = 0: Therefore P
(0)(blocking) = B:
Probability of abandonment
Now we consider the probability of abandonment (5.42),
P (K)(Ab) =
B
PK 1
i=0 i   1
PK
i=1 i

1 +B
PK
i=1 i
:
Theorem 5.3.3 For M=M=S=N +M model, P (K)(Ab) is strictly increasing in the buer
size K: P (K)(Ab) approaches to 0 while K approaches to 0 and it approaches to P (Ab) of
M=M=S +M model while K approaches to innity.
Proof. To show that P (K)(Ab) is strictly increasing in the buer size K; it suces to
show that for K  0; P (K+1)(Ab)  P (K)(Ab) > 0: We have
P (K+1)(Ab)  P (K)(Ab)
=
B
PK
i=0 i   1
PK+1
i=1 i

1 +B
PK+1
i=1 i
 
B
PK 1
i=0 i   1
PK
i=1 i

1 +B
PK
i=1 i
=
B
h
1 +B
PK
i=1 i
PK
i=0 i   1
PK+1
i=1 i

 

1 +B
PK+1
i=1 i
PK 1
i=0 i   1
PK
i=1 i
i

1 +B
PK+1
i=1 i

1 +B
PK
i=1 i
 :
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Hence we need to prove that for K  0,
 
1 +B
KX
i=1
i
! 
KX
i=0
i   1

K+1X
i=1
i
!
 
 
1 +B
KX
i=1
i +BK+1
! 
K 1X
i=0
i   1

KX
i=1
i
!
=
 
1 +B
KX
i=1
i
!
K   1

K+1

 BK+1
 
K 1X
i=0
i   1

KX
i=1
i
!
=
 
1 +B
KX
i=1
i
!
K   1

K+1  BK+1
K 1X
i=0
i
=
 
1 +B
KX
i=1
i
!
K   K+1
 
1

+B
KX
i=0
i  BK
!
> 0: (5.72)
Now dividing both sides of (5.72) by K > 0 and using K+1 =

C+K+1K ; it can be shown
that (5.72) is equivalent to the inequality
BK > (   C  K   1)
 
1 +B
KX
i=1
i
!
+ 

1

+B   1

: (5.73)
Since 

1
 +B   1

> 0 by Lemma 5.3.1, the above is a stronger result than (5.71). We
will prove this inequality for K  0 by induction in the following. When K = 0; the
inequality is
B > (   C   1) + 

1

+B   1

= B   1;
which is clearly true.
Assuming that (5.73) is true for K  0, we will prove
BK+1 =
2BK
1
> (   C  K   2)
 
1 +B
KX
i=1
i +
BK
1
!
+ 

1

+B   1

= 2
 
1 +B
KX
i=1
i +
BK
1
!
+ 

1

+B   1

or equivalently,
2BK  2BK = (1 + 1)BK > 12 +12B
KX
i=1
i +1

1

+B   1

:
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Using the assumption (5.73), we have
(1 + 1)BK > (1 + 1)
"
(2 + 1)
 
1 +B
KX
i=1
i
!
+ 

1

+B   1
#
= (12 +1 +2 + 1)
 
1 +B
KX
i=1
i
!
+ (1 + 1)

1

+B   1

= (12 + )
 
1 +B
KX
i=1
i
!
+ 

1

+B   1

+1

1

+B   1

= 12 +12B
KX
i=1
i + 
 
1 +B
KX
i=1
i
!
+ 

1

+B   1

+1

1

+B   1

= 12 +12B
KX
i=1
i + 
 
B
KX
i=0
i +
1

!
+1

1

+B   1

> 12 +12B
KX
i=1
i +1

1

+B   1

;
which is what we want to prove.
While K approaches to 0, 0 = 1;
P0
i=1 i = 0 and since
P (K)(Ab) =
B[1 +
PK 1
i=1 i   1
PK
i=1 i]
1 +B
PK
i=1 i
=
B[1 +
PK
i=1 i   K   1
PK
i=1 i]
1 +B
PK
i=1 i
we have P (0)(Ab) = 0: Since
P1
i=1 i = A  1; we have that while K approaches to innity
P (1)(Ab)=
B[1 +A  1  1(A  1)]
1 +B(A  1)
=
B[1 +A(  1)]
[1 + (A  1)B] ;
which is P (Ab) of M=M=S +M model.
Remark 5.3.3 Since we have E(Qq) = P (Ab) (5.42), the above monotonicity result also
applies to E(Qq); the expected number of calls waiting in the queue in equilibrium. Also by
Little's formula, E(Qq) = E(W q;non-blocking); the above monotonicity result applies to
E(W q;non-blocking) as well. In addition by Remark 5.3.1, the above monotonicity result
also applies to E(Q) = E(Qb) + E(Qq); the expected number of calls in the system in
equilibrium.
The relationship between P (Ab) and P (Sr)
In the following, we will study the relationship between P (K)(Ab) and P (K)(Sr):We know
that both performance measures increase with buer size K. For K = 0; P (0)(Ab) = 0
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and P (0)(Sr) = B so that P (0)(Sr) >P (0)(Ab):What is the relationship between these two
probabilities for general K? We have the following result.
Theorem 5.3.4 For M=M=S=N +M model, P (K)(Sr) >P (K)(Ab) when 1  K  C or
when 1  K  bCc since K is an integer, where bCc =
j
S

k
is the oor function i.e., the
largest integer not greater than C:
Proof. We have
P (K)(Sr) P (K)(Ab)
=
1

+
1 B   1=
1 +B
PK
i=1 i
 
B
PK 1
i=0 i   1
PK
i=1 i

1 +B
PK
i=1 i
=
1 +B
PK
i=1 i + (1 B   1=)  B
PK 1
i=0 i   1
PK
i=1 i



1 +B
PK
i=1 i

=
B

2
PK
i=1 i   
PK 1
i=1 i

+ (1  2B)


1 +B
PK
i=1 i

=
B(2  )PKi=1 i + BK + (1  2B)


1 +B
PK
i=1 i
 :
Hence P (K)(Sr) >P (K)(Ab) if and only if
B(2  )
KX
i=1
i + BK + (1  2B) > 0
or equivalently
B
"
2+ (  2)
K 1X
i=1
i   2K
#
< : (5.74)
We will prove (5.74) for 1  K  C by induction. When K = 1  C; (5.74) becomes
B
"
2+ (  2)
0X
i=1
i   21
#
= 2B(  1) = 2B
C + 1
< 
since C  1 and B < 1.
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Assuming that (5.74) holds for 1  K  C   1, we have
B
"
2+ (  2)
KX
i=1
i   2K+1
#
= B
"
2+ (  2)
K 1X
i=1
i   2K
#
+B(K   2K+1)
< +B(K   2K+1)
by assumption. Now we need to show that
K   2K+1  0; when 1  K  C   1: (5.75)
We have
K   2K+1 = K   2 
C +K + 1
K
= K

  2
C +K + 1

= K

2
2C
  2
C +K + 1

 0
since K > 0 and C +K + 1  2C:
This theorem shows that for all 0  K  bCc ; P (K)(Sr) >P (K)(Ab) or equivalently
B
"
2+ (  2)
K 1X
i=1
i   2K
#
< :
What is the behavior of P (K)(Sr) andP (K)(Ab) for K > bCc? We rst consider the case
when K = bCc+ 1: In this case, we have P (bCc+1)(Sr)  P (bCc+1)(Ab) if and only if
B
242+ (  2) bCcX
i=1
i   2bCc+1
35  : (5.76)
To consider the general case K > bCc+ 1; we need the following Lemma.
Lemma 5.3.2 Let g(K) = 2 + (   2)PKi=1 i   2K+1 then g(K) strictly increases in
K when K > C   2:
Proof. For any integer K > C   2; we only need to prove g(K +1)  g(K) > 0: We have
g(K + 1)  g(K)
= (  2)
K+1X
i=1
i   2K+2   (  2)
KX
i=1
i + 2K+1
= K+1   2K+2 > 0
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if and only if K > C   2 by referring to (5.75).
Now for general K > bCc+ 1; we have the following result.
Theorem 5.3.5 Under the condition (5.76), we have that for K > bCc+ 1; P (K)(Sr) <
P (K)(Ab).
Proof. From the proof of Theorem 5.3.4, we know that P (K)(Sr) < P (K)(Ab) if and only
if
B
"
2+ (  2)
K 1X
i=1
i   2K
#
= Bg(K   1) > :
Hence if condition (5.76) holds, i.e., Bg(bCc)  , we have for K > bCc + 1; by Lemma
5.3.2 and since K   1 > bCc > C   2,
Bg(K   1) > Bg(bCc)  ;
which means P (K)(Sr) < P (K)(Ab) for K > bCc+ 1:
Waiting time distribution P (W q> t)
For the waiting time distribution, we will rst consider the monotonicity property with
respect to buer size K for P (W q> 0) = P (delayjnon-blocking) which is, by (5.46),
P (K)(delayjnon-blocking) = BD(K)
1 +B[D(K)  1] :
Theorem 5.3.6 For M=M=S=N +M model, P (K)(delayjnon-blocking) is strictly increas-
ing in the buer size K: P (K)(delayjnon-blocking) approaches to P (delay) of M=M=S+M
model while K approaches to innity and it approaches to 0 while K approaches to 0.
Proof. Since P (K)(delayjnon-blocking) > 0; to show that P (K)(blocking) is strictly
increasing in the buer size K; it suces to show that for K > 0;
P (K+1)(delayjnon-blocking)
P (K)(delayjnon-blocking) > 1:
We have that
P (K+1)(delayjnon-blocking)
P (K)(delayjnon-blocking) =
BD(K + 1)
1 +B[D(K + 1)  1] :
1 +B[D(K)  1]
BD(K)
=
D(K + 1) +BD(K)D(K + 1) BD(K + 1)
D(K) +BD(K)D(K + 1) BD(K)
> 1
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is equivalent to
D(K + 1) BD(K + 1) > D(K) BD(K)
or
(1 B)D(K + 1) > (1 B)D(K)
which is clearly true since B < 1 and D(K) is an increasing function by its denition.
For the limiting cases, the results are obvious since D(1) = A, D(0) = 0 and from
(5.6), we have for M=M=S +M model,
P (delay) =
AB
1 + (A  1)B :
In order to prove the monotonicity property with respect to buer size K for general
P (W q> t); we need the following lemmas. The rst lemma gives an alternative expression
for P (Wqi > t); the waiting time of a non-blocking call given that it nds i in the system.
Substituting An;i S by (5.14) in (5.44), we have
P (Wqi > t) =
Qi S
k=0(C + k)
(i  S)!
i SX
n=0

i  S
n

( 1)n
C + n
e [S+(n+1)]t: (5.77)
However the above is the sum of terms with alternating signs and to overcome this problem,
we prove the following result.
Lemma 5.3.3 For M=M=S=N +M model,
P (Wqi > t) =
e (S+)t

i SX
q=0

(1  e t)q
q!q 1
and when ! 0; the above approaches to P (Wqi > t) of M=M=S=N model.
Proof. We will rst prove the equality
mX
q=j
Qq 1
k=0(C + k)
j!(q   j)! =

m
j
Qm
k=0(C + k)
m!(C + j)
(5.78)
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for integers m  j  0 by induction. When m = j; the equality is clearly true. Assuming
it holds for m = p > j; we will prove it still holds for m = p+ 1: We have
p+1X
q=j
Qq 1
k=0(C + k)
j!(q   j)! =
pX
q=j
Qq 1
k=0(C + k)
j!(q   j)! +
Qp
k=0(C + k)
j!(p+ 1  j)!
=
Qp
k=0(C + k)
j!(p  j)!(C + j) +
Qp
k=0(C + k)
j!(p+ 1  j)!
=
(p+ 1  j)Qpk=0(C + k)
j!(p+ 1  j)!(C + j) +
(C + j)
Qp
k=0(C + k)
j!(p+ 1  j)!(C + j)
=
Qp+1
k=0(C + k)
j!(p+ 1  j)!(C + j) =

p+ 1
j
 Qp+1
k=0(C + k)
(p+ 1)!(C + j)
;
which completes the proof of (5.78). Now by (5.77) and (5.78), we will get another expres-
sion for P (Wqi > t) which is better in terms of computation,
P (Wqi > t) =
Qi S
k=0(C + k)
(i  S)!
i SX
n=0

i  S
n

( 1)n
C + n
e [S+(n+1)]t
= e (S+)t
i SX
n=0
Qi S
k=0(C + k)
(i  S)!

i  S
n

( 1)n
C + n
e nt
= e (S+)t
i SX
n=0
i SX
q=n
Qq 1
k=0(C + k)
n!(q   n)! ( 1)
ne nt
= e (S+)t
i SX
q=0
qX
n=0
Qq 1
k=0(C + k)
n!(q   n)! ( 1)
ne nt
= e (S+)t
i SX
q=0
Qq 1
k=0(C + k)(1  e t)q
q!
:
Since by denition, q =
qQq
k=1(C+k)
; we have
q 1Y
k=0
(C + k) =
Cq 1
q 1
=
Cq
q 1
=
q
q 1
;
where  1 :=  1: Therefore
P (Wqi > t) =
e (S+)t

i SX
q=0

(1  e t)q
q!q 1
:
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When ! 0; we have q 1 ! q 1 so that
lim
!0
P (Wqi > t) = e
 St lim
!0
i SX
q=0

(1  e t)q
q!q
= e St
i SX
q=0
lim!0
h
S(1 e t)

iq
q!
= e St
i SX
q=0
(St)q
q!
;
which is P (Wqi > t) of M=M=S=N model studied in Chapter 2.
Remark 5.3.4 This alternative expression is given in [19] without a proof. Note that in
this expression, each term in the sum is positive, which is better in terms of computation
and is a fact that we will apply in the proof of the monotonicity property for P (W q> t):
The second lemma is an alternative derivation of P (W q>t) using a dierent method
and this method has been used in Chapter 2 for M=M=S=N model as well.
Lemma 5.3.4 For M=M=S=N +M model,
P (W q>t) =P (delayjnon-blocking)
e (S+)t

N S 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(N   S)

:
(5.79)
Proof. We have that P (W q>t) can be factorized as follows,
P (W q>t) =P (Wq>tjW q> 0)P (Wq> 0)
= P (Wq>tjW q> 0)P (delayjnon-blocking):
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Now
P (Wq>tjW q> 0) = P (Wq>tjS  Q  N   1)
=
N S 1X
i=0
P (Wq>tjQ = S + i;S  Q  N   1)P (Q = S + ijS  Q  N   1)
=
N S 1X
i=0
P (Wq(S+i) > t)
i
1 + 1 + :::+ N S 1
=
e (S+)t

N S 1X
i=0
0@ iX
j=0

(1  e t)j
j!j 1
1A i
1 + 1 + :::+ N S 1
=
e (S+)t

N S 1X
j=0

(1  e t)j
j!j 1
N S 1X
i=j
i
1 + 1 + :::+ N S 1
=
e (S+)t

N S 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(N   S)

;
where we have used Lemma 5.3.3 for P (Wq(S+i) > t): Also we have used the fact that
P (Q = S + ijS  Q  N   1) = i
1 + 1 + :::+ N S 1
; for i = 0; 1; :::N   S   1;
which can be proved similarly as (2.24) in Chapter 2. Therefore,
P (W q>t) =P (delayjnon-blocking)
e (S+)t

N S 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(N   S)

:
Now we can prove the following result on the monotonicity property with respect to K
for P (W q> t):
Theorem 5.3.7 For M=M=S=N + M model, P (K)(W q>t) is strictly increasing in the
buer size K: P (K)(W q>t) approaches to P (W q>t) of M=M=S +M model while K ap-
proaches to innity and it approaches to 0 while K approaches to 0:
Proof. By (5.79), we have
P (K)(W q>t) = P (delayjnon-blocking)
e (S+)t

K 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(K)

:
Since P (delayjnon-blocking) is strictly increasing in the buer sizeK by Theorem 5.3.6,
we only need to prove
h(K) :=
K 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(K)

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is a strictly increasing function of K: We have
h(K + 1) =
K 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(K + 1)

+

(1  e t)K
K!K 1

1  D(K)
D(K + 1)

>
K 1X
j=0

(1  e t)j
j!j 1

1  D(j)
D(K)

= h(K)
since each term in the above is positive and for 0  j  K   1, we can prove that
1  D(j)
D(K + 1)
 1  D(j)
D(K)
:
The above is true since D(K + 1) > D(K):
For the limiting cases, the results are obvious since
P (K)(W q>t) =
1
1  pK+S
K+S 1X
i=S
piP (Wqi > t):
5.3.2 Concavity property with respect to buer size K
We will consider the concavity property of the probability of served calls with respect to
buer size K. We have the following result.
Theorem 5.3.8 For M=M=S=N +M model, P (K)(Sr) is a strictly concave function in
the buer size K:
Proof. Since
P (K)(Sr) =
1

+
1 B   1=
1 +B
PK
i=1 i
;
we have
UK := P
(K+1)(Sr)  P (K)(Sr)
= (1 B   1=)
 
1
1 +B
PK+1
i=1 i
  1
1 +B
PK
i=1 i
!
:
To prove concavity, we will prove that UK is strictly decreasing, i.e.,
UK+1
UK
< 1 for K  0
since UK > 0 by Theorem 5.3.1. Let f(K) := 1 +B
PK
i=1 i; then we need to prove
UK+1
UK
=
1
f(K+2)   1f(K+1)
1
f(K+1)   1f(K)
=
K+2
f(K+2)f(K+1)
K+1
f(K+1)f(K)
< 1;
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which is equivalent to K+2f(K) < K+1f(K + 2): However from (5.70) in the proof of
Theorem 5.3.2, we have K+1f(K) < Kf(K + 1) for K  0. Hence
K+1f(K + 2) > K+2f(K + 1) > K+2f(K);
since f(K + 1) > f(K) for K  0.
Remark 5.3.5 Since we have E(Qb) = aP (Sr) (5.43), the above concavity result also
applies to E(Qb); the expected number of busy servers in equilibrium, or the carried load.
Remark 5.3.6 In [26], the authors gave the same result but their proof is much more
complex than ours.
5.3.3 Monotonicity properties with respect to S
Now we will study the monotonicity properties of performance measures with respect to
the number of CSRs S while the number of trunk lines N = S + K is xed. Since the
Erlang B formula B(S; a) is involved with S; we will replace it with B(S) here. Also since
K = N   S; we have the probability of served calls,
P (S)(Sr) =
1

+
1 B(S)  1=
1 +B(S)
PN S
i=1 i
;
Since B(S) is a decreasing function of S; it is easy to see that P (S)(Sr) is increasing
with respect to the number of CSRs S while the number of trunk lines N is xed. However
similar results for other performance measures are harder to obtain and we will leave this
as a future research.
5.3.4 Numerical examples
To give some numerical illustrations of the above results, we will consider the following
two examples. Let  = 1;  = 2 be the common parameters. Example 5.1 has parameters
 = 8 and S = 5 while Example 5.2 has parameters  = 40 and S = 10. Let buer size K
change from 0 to 30. We compute the results using Matlab, where special functions such
as A(x; y) etc. are available.
We rst consider three probabilities: P (Sr); P (Ab) and P (blocking). The results are
shown in Figure 5.5 for Example 5.1 and in Figure 5.6 for Example 5.2.
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Figure 5.5: P (Sr); P (Ab) and P (blocking) of Example 5.1 for M=M=S=N +M model
Figure 5.6: P (Sr); P (Ab) and P (blocking) of Example 5.2 for M=M=S=N +M model
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Figure 5.7: P (Wq > 0) and P (Wq > t) of Example 5.1 for M=M=S=N +M model
For both examples, we nd that the three probabilities have the monotonicity properties
we have proved in the corresponding theorems. For Example 5.2 the condition (5.76)
is satised. Therefore we have when K  bCc = 5; P (K)(Sr) > P (K)(Ab) and when
K > bCc = 5; P (K)(Sr) < P (K)(Ab); as proved in Theorem 5.3.4 and Theorem 5.3.5.
However for Example 5.1 the condition (5.76) is not satised. We only have the result
that when K  bCc = 2; P (K)(Sr) > P (K)(Ab) according to Theorem 5.3.4. Note that
Example 5.1 also appears in [26] for P (Sr) and our numerical results agree with that in
[26].
We then consider two probabilities: P (W q> 0) = P (delayjnon-blocking) and P (W q> t):
The results are shown in Figure 5.7 for Example 5.1, where we let t = 0:1: Both P (W q> 0)
and P (W q> t) are increasing in the buer size K as we have proved. When K = 0 both
P (W q> 0) and P (W q> t) are 0 and when K approaches to innity, it can be veried that
both P (W q> 0) and P (W q> t) approach to the corresponding performance measures of
M=M=S +M model.
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5.4 SOQN model with exponential abandonment of call cen-
tres (SOQN+M)
In this section we will study the SOQN model with exponential abandonment of call centres
denoted by SOQN+M, which is a generalization ofM=M=S=N+M model to the two-node
SOQN case. Our work here is a generalization and correction of [45]; we have more results
and some derivations are new. We will rst give a model description and then derive the
main performance measures of this model.
5.4.1 Model description
The model is a semiopen network with two nodes in series. Node 1 models the IVRU with
N servers each with exponential service rate  and Node 2 models the CSRs with S (  N)
servers each with exponential service rate . The maximum number of calls in the network
is N , i.e., if an arriving call nds N calls in the system, it will be blocked and rejected
entering the system. Hence there is no queue at Node 1 and there are at most N  S calls
waiting at Node 2. Arriving calls can enter the network only through Node 1 according to
a Poisson process with arrival rate . After the service with Node 1 is completed, the call
leaves the network with probability p = 1   p and it joins Node 2 with probability p. If
there are free CSRs at Node 2, the call is served by one of S CSRs. Otherwise it waits in
the queue to get service.
We model abandonment at Node 2 and assume that upon joining the queue, calls start
the patience times which are i.i.d. exponential with rate . If the virtual waiting time V
for the call is longer than its patience time (denoted by X), the call will abandon, leave the
system and release the trunk line. Otherwise it gets service with a CSR and releases both
the CSR and the trunk line and leaves the system after the service. The arrival, service
and abandonment processes are all assumed to be independent. The original SOQN model
in Chapter 3 can be thought of as this model with  = 0: Figure 5.8 gives a picture of the
model. Note that this model has been similarly described in [45].
5.4.2 Product form solution of the queue length process
Let Q(t) = (Q1(t); Q2(t)) be the queue length process, where Qi(t) is the queue length
(number of calls) of Node i; i = 1; 2 at time t. From the description of the model, we nd
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Figure 5.8: SOQN model with exponential abandonment
that Q(t) is a nite two dimensional CTMC with restriction Q1(t) + Q2(t)  N for all
t  0. Hence the stationary distribution of Q(t) exists and let ij = P (Q1 = i; Q2 = j) be
the stationary probability of having i calls at Node 1 and j calls at Node 2 with the state
space 
 = f(i; j)ji+ j  N; (i; j) 2 Z2+g.
For Node 2, as in M=M=S=N +M model, we have the abandonment rate
rj =
8<: 0 if 0  j  S(j   S) if S < j  N
since the exponential abandonment. Following the same way as M=M=S=N +M model,
we can incorporate the abandonment rate rj into the service rate for Node 2. Then it is
easy to know that this model is a special case of the semiopen network model studied in
Section 4.2, Chapter 4 with state dependent service rates 1(j) = j,
2(j) =
8<: j for 0  j  SS+ (j   S) for S < j  N
and constant balking. Now we have that Node 1 is similar to aM=M=1 queue with arrival
rate  and service rate : Node 2 is similar to a M=M=S=N +M queue with arrival rate
p; service rate  and abandonment rate : Hence we have the following result.
Theorem 5.4.1 For SOQN+M model, the stationary distribution of the queue length pro-
cess Q = fQ1; Q2g has product form solution,
ij = 00
ai1
i!
aj2
(j) ; 0  i+ j  N ; (5.80)
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where a1 = =; a2 = p= = pa;
(j) :=
8<: j! for 0  j  SS!aj S
j S for S < j  N
;
j S =
j SQj S
k=1(C + k)
;
 = =; C = S and 00 =
" P
0i+jN
ai1
i!
aj2
(j)
# 1
is the normalizing constant.
Remark 5.4.1 ij is actually the solution of the following global balance equations
ij(+ 2(j) + 1(i)) = (i 1)j+
i(j+1)2(j + 1) + (i+1)(j 1)1(i+ 1)p+ (i+1)j1(i+ 1)p; i  1; j  1; i+ j  N   1;
ij(2(j) + 1(i)) = (i 1)j+ (i+1)(j 1)1(i+ 1)p; i  1; j  1; i+ j = N ;
0j(+ 2(j)) = 0(j+1)2(j + 1) + 1(j 1)1(1)p+ 1j1(1)p; i = 0; 1  j  N   1;
0N2(N) = 1(N 1)1(1)p; i = 0; j = N ;
i0(+ 1(i)) = (i 1)0+ i12(1) + (i+1)01(i+ 1)p; 1  i  N   1; j = 0;
N01(N) = (N 1)0; i = N; j = 0;
00 = 012(1) + 101(1)p; i = 0; j = 0:
(5.81)
Remark 5.4.2 This result has been given in [45] using dierent notations.
The explicit expression for  100 was also derived in [45],
 100 =
X
0i+jN
ai1
i!
aj2
(j)
=
NX
k=0
kX
j=0
ak j1
(k   j)!
aj2
(j)
=
SX
k=0
kX
j=0
ak j1 a
j
2
(k   j)!j! +
NX
k=S+1
0@ SX
j=0
ak j1 a
j
2
(k   j)!j! +
kX
j=S+1
ak j1 a
j
2j S
(k   j)!S!aj S
1A :
Then applying binomial formula yields
 100 =
SX
k=0
(a1 + a2)
k
k!
+
NX
k=S+1
(a1 + a2)
k
k!
+
NX
k=S+1
kX
j=S+1
 
  a
k j
1 a
j
2
(k   j)!j! +
ak j1 a
j
2j S
(k   j)!S!aj S
!
=
NX
k=0
(a1 + a2)
k
k!
+
NX
k=S+1
kX
j=S+1
ak j1 a
j
2
(k   j)!

j S
S!aj S
  1
j!

;
which will reduce to p 10 of M=M=S=N +M model if we let  =1 and p = 1: In addition
when  = 0; the above will reduce to  100 of SOQN model.
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The marginal distribution for Node 1 is
i := P (Q1 = i) =
N iX
j=0
ij = 00
N iX
j=0
ai1
i!
aj2
(j)
; 0  i  N
where  100 has another expression 
 1
00 =
PN
i=0
PN i
j=0
ai1
i!
aj2
(j) : Hence the mean number of
calls at Node 1 is
E(Q1) =
NX
i=0
ii = 00
NX
i=0
i
N iX
j=0
ai1
i!
aj2
(j)
: (5.82)
The marginal distribution for Node 2 is
j := P (Q2 = j) =
N jX
i=0
ij = 00
N jX
i=0
ai1
i!
aj2
(j)
; 0  j  N
where  100 has the third expression 
 1
00 =
PN
j=0
PN j
i=0
ai1
i!
aj2
(j) : Hence the mean number of
calls at Node 2 is
E(Q2) =
NX
j=0
jj = 00
NX
j=0
j
N jX
i=0
ai1
i!
aj2
(j)
and the mean number of calls waiting in the queue at Node 2 is
E(Q2q) =
NX
j=S+1
(j   S)j = 00
NX
j=S+1
(j   S)
N jX
i=0
ai1
i!
aj2
(j)
:
5.4.3 Blocking probability
In [45], the stationary probabilities k for 0  k  N that there are exactly k calls in the
system has been derived similarly as in [42],
k := P (Q = k) =
kX
j=0
(k j)j ;
where Q = Q1 +Q2: There are two cases:
1. 0  k  S:
k = 00
kX
j=0
ak j1 a
j
2
(k   j)!j! = 00
(a1 + a2)
k
k!
:
2. S < k  N :
k = 00
0@ SX
j=0
ak j1 a
j
2
(k   j)!j! +
kX
j=S+1
ak j1 a
j
2j S
(k   j)!S!aj S
1A
= 00
0@(a1 + a2)k
k!
+
kX
j=S+1
ak j1 a
j
2
(k   j)!

j S
S!aj S
  1
j!
1A :
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Therefore, the probability k that there are exactly 0  k  N calls in the system is
equal to
k = 00
0@(a1 + a2)k
k!
+
kX
j=S+1
ak j1 a
j
2
(k   j)!

j S
S!aj S
  1
j!

I(S;1)(k)
1A
and the blocking probability is P (blocking) = N : It is obvious that 0 = 00:
The mean number of total calls in the system is
E(Q) =
NX
k=0
kk =
NX
k=0
k
kX
j=0
(k j)j = E(Q1) + E(Q2):
For Node 1, we apply the same Little's formula as in Chapter 3
E(Q1) = a1 [1  P (blocking)]
which is also the carried load for Node 1. The utilization
v1 =
E(Q1)
N
=
a1 [1  P (blocking)]
N
< 1
is the proportion of time that an IVRU server is busy.
5.4.4 Probability of abandonment and other performance measures
Since abandonment occurs only at Node 2 while calls are waiting, we need to consider
the probability of abandonment among those calls who are not blocked and join Node 2
denoted as P (Abjentry) where the event entry means non-blocking and joining Node 2.
We use the same idea as before to derive P (Abjentry); we rst condition on the state seen
by an entry call and then sum up all the possibilities.
P (Abjentry) =
N 1X
j=S
Pj(Ab)P (the call nds j calls at Node 2jentry)
=
N 1X
j=S
qj
(j   S + 1)
S+ (j   S + 1); (5.83)
where we have used (5.38) for Pj(Ab). qj has been dened in Chapter 3 and determined
by the Arrival Theorem of CQN [7]: qj =
PN 1 j
i=0 
(N 1)
ij : Hence we have
P (Abjentry) =
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
(j   S + 1)
S+ (j   S + 1):
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Furthermore, Theorem 3.4.1 in Chapter 3 shows that
qj =
N 1 jX
i=0

(N 1)
ij =
NX
k=j+1
(k; j); (5.84)
which also holds here since the proof of that theorem does not involve the specic form of
(j). Therefore we have an expression in terms of (k; j)
P (Abjentry) =
N 1X
j=S
NX
k=j+1
(k; j)
(j   S + 1)
S+ (j   S + 1)
=
NX
k=S+1
k 1X
j=S
(k; j)
(j   S + 1)
S+ (j   S + 1);
which is the same result as obtained in Wang [45].
Now we have
P (Srjentry) = 1  P (Abjentry) =
S 1X
j=0
qj +
N 1X
j=S
qj
S
S+ (j   S + 1)
=
S 1X
j=0
N 1 jX
i=0

(N 1)
ij +
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
S
S+ (j   S + 1)
=
S 1X
j=0
NX
k=j+1
(k; j) +
N 1X
j=S
NX
k=j+1
(k; j)
S
S+ (j   S + 1)
=
NX
k=1
k^S 1X
j=0
(k; j) +
NX
k=S+1
k 1X
j=S
(k; j)
S
S+ (j   S + 1):
According to Chapter 3, the probability of entry is
P (entry) = p
N 1X
j=0
N 1 jX
i=0
ij
so that we have
P (Ab) = P (Ab; entry) = P (Abjentry)P (entry)
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
(j   S + 1)
S+ (j   S + 1)
0@pN 1X
j=0
N 1 jX
i=0
ij
1A
= p
N 1X
j=S
N 1 jX
i=0
ij(j   S + 1)
S+ (j   S + 1)
by the relationship

(N 1)
ij =
ijPN 1
j=0
PN 1 j
i=0 ij
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as proved in Chapter 3. Also
P (Sr) = P (Sr; entry) = P (Srjentry)P (entry)
=
0@S 1X
j=0
N 1 jX
i=0

(N 1)
ij +
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
S
S+ (j   S + 1)
1A0@pN 1X
j=0
N 1 jX
i=0
ij
1A
= p
S 1X
j=0
N 1 jX
i=0
ij + p
N 1X
j=S
N 1 jX
i=0
ijS
S+ (j   S + 1):
Now Little's formula for busy CSRs at Node 2 is
E(Q2b) = P (Sr)
1

= ap
S 1X
j=0
N 1 jX
i=0
ij + ap
N 1X
j=S
N 1 jX
i=0
ijS
S+ (j   S + 1)
which is easy to verify since
ap
S 1X
j=0
N 1 jX
i=0
ij + ap
N 1X
j=S
N 1 jX
i=0
ijS
S+ (j   S + 1)
= a2
S 1X
j=0
N 1 jX
i=0
ij + a2
N 1X
j=S
N 1 jX
i=0
ijS
S+ (j   S + 1)
=
S 1X
j=0
(j + 1)
N 1 jX
i=0
i(j+1) + S
N 1X
j=S
N 1 jX
i=0
i(j+1)
=
SX
j=1
j
N jX
i=0
ij + S
NX
j=S+1
N jX
i=0
ij
= E(Q2b);
where we have used the fact that
a2ij = (j + 1)i(j+1) for 0  j < S
and
a2ij = [S+ (j   S + 1)]i(j+1) for j  S (5.85)
which can be veried by the product form solution (5.80). Hence the carried load for Node
2 is
a0 = E(Q2b) = aP (Sr):
The utilization
v =
a0
S
= P (Sr) < 1
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is the proportion of time that a CSR is busy.
Similarly as in Section 3.3.4, Chapter 3, we have the following performance measures.
1. P (only self-served by Node 1) = (1  p)PN 1j=0 PN 1 ji=0 ij :
2. P (no-delay; entry) = p
PS 1
j=0
PN 1 j
i=0 ij :
3. P (delay; entry) = p
PN 1
j=S
PN 1 j
i=0 ij :
4. P (no-delayjentry) = PS 1j=0 qj = PS 1j=0 PN 1 ji=0 (N 1)ij = PS 1j=0 PNk=j+1 (k; j) =PN
k=1
Pk^S 1
j=0 (k; j):
5. P (delayjentry) = PN 1j=S qj = PN 1j=S PN 1 ji=0 (N 1)ij = PN 1j=S PNk=j+1 (k; j) =PN
k=S+1
Pk 1
j=S (k; j):
5.4.5 Waiting time distribution
To obtain performance measures related to waiting time, such as the four-dimensional
performance measure mentioned in M=M=S + M model, we will study the stationary
waiting time distribution in the following. As SOQN model in Chapter 3, we only need
to consider those calls given they are not blocked and join Node 2 (or given entry), since
there is no queue at Node 1. Let Wq denote the conditional stationary waiting time of
calls given entry, which is the time spent by an entry call in the queue of Node 2 until
abandonment or starting to get service.
We follow the same conditional argument as before and by (5.44) and (5.84), we have
P (Wq > t) =
N 1X
j=S
P (Wqj > t)P (the call nds j calls at Node 2jentry)
=
N 1X
j=S
j SX
n=0
An;j Se [S+(n+1)]tqj
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
j SX
n=0
An;j Se [S+(n+1)]t
=
N 1X
j=S
NX
k=j+1
(k; j)
j SX
n=0
An;j Se [S+(n+1)]t
=
NX
k=S+1
k 1X
j=S
(k; j)
j SX
n=0
An;j Se [S+(n+1)]t;
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which is the same result as obtained in Wang [45].
Similarly by (5.47) and (5.84), we have
P (W q>t; Sr) =
N 1X
j=S
qj
j SX
n=0
An;j S
S+ n
S+ (n+ 1)
e [S+(n+1)]t
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
j SX
n=0
An;j S
S+ n
S+ (n+ 1)
e [S+(n+1)]t
=
N 1X
j=S
NX
k=j+1
(k; j)
j SX
n=0
An;j S
S+ n
S+ (n+ 1)
e [S+(n+1)]t
=
NX
k=S+1
k 1X
j=S
(k; j)
j SX
n=0
An;j S
S+ n
S+ (n+ 1)
e [S+(n+1)]t
and
P (W q>t;Ab) = P (W q>t)  P (W q>t; Sr)
=
N 1X
j=S
qj
j SX
n=0
An;j S

S+ (n+ 1)
e [S+(n+1)]t
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
j SX
n=0
An;j S

S+ (n+ 1)
e [S+(n+1)]t
=
N 1X
j=S
NX
k=j+1
(k; j)
j SX
n=0
An;j S

S+ (n+ 1)
e [S+(n+1)]t
=
NX
k=S+1
k 1X
j=S
(k; j)
j SX
n=0
An;j S

S+ (n+ 1)
e [S+(n+1)]t:
Now we can derive the conditional waiting, which are more useful in practice, using
the above results.
1.
P (Wq > tjAb) = P (Wq > t;Ab)
P (Abjentry)
=
PN 1
j=S qj
Pj S
n=0An;j S
1
S+(n+1)e
 [S+(n+1)]tPN 1
j=S qj
j S+1
S+(j S+1)
:
2.
P (Wq > tjSr) = P (Wq > t; Sr)
P (Srjentry)
=
PN 1
j=S qj
Pj S
n=0An;j S
S+n
S+(n+1)e
 [S+(n+1)]tPS 1
j=0 qj +
PN 1
j=S qj
S
S+(j S+1)
:
143
3.
P (Wq > tjSr; delay) = P (Wq > t; Sr)
P (Sr; delayjentry)
=
PN 1
j=S qj
Pj S
n=0An;j S
S+n
S+(n+1)e
 [S+(n+1)]tPN 1
j=S qj
S
S+(j S+1)
:
5.4.6 Mean waiting time
Following the same methods as inM=M=S=N+M model, we can obtain some mean waiting
times. The only dierence is that here we have
qj =
N 1 jX
i=0

(N 1)
ij =
NX
k=j+1
(k; j):
Also since 
(N 1)
ik =
ikPN 1
j=0
PN 1 j
i=0 ij
, we have
qk =
PN 1 k
i=0 ikPN 1
j=0
PN 1 j
i=0 ij
: (5.86)
First by (5.54) and (5.55) the mean waiting time for all calls given entry is
E(Wq) =
N 1X
j=S
qj
j SX
n=0
An;j S
S+ (n+ 1)
=
N 1X
j=S
qj
j   S + 1
S+ (j   S + 1): (5.87)
Comparing (5.83) with (5.87), we have found a similar property as Erlang-A model:
P (Abjentry) =   E(Wq): (5.88)
Now Little's formula for all calls waiting in the queue at Node 2 is
E(Q2q) = P (entry)E(Wq) (5.89)
= p
N 1X
j=0
N 1 jX
i=0
ijE(Wq);
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which is easy to verify since
p
N 1X
j=0
N 1 jX
i=0
ijE(Wq) = p
N 1X
j=0
N 1 jX
i=0
ij
N 1X
k=S
qk
k   S + 1
S+ (k   S + 1)
=
N 1X
k=S
N 1 kX
i=0
pik
k   S + 1
S+ (k   S + 1)
=
N 1X
k=S
N 1 kX
i=0
i(k+1)(k   S + 1)
=
NX
k=S+1
(k   S)
N kX
i=0
ik = E(Q2q);
where we have used (5.85) and (5.86). From (5.88) and (5.89), we obtain the similar rate
balance equation as (5.41):
P (Ab) =   E(Q2q):
Next by (5.56) and (5.59) the mean waiting time for served calls given entry
E(Wq; Sr) =
N 1X
j=S
qj
j SX
n=0
An;j S(S+ n)
[S+ (n+ 1)]2
=
N 1X
j=S
qj
S
S+ (j   S + 1)
j SX
n=0
1
S+ (n+ 1)
:
At last by (5.63) and (5.64) the mean waiting time for abandoned calls given entry
E(Wq; Ab) =
N 1X
j=S
qj
j SX
n=0
An;j S
[S+ (n+ 1)]2
=
N 1X
j=S
qj

S+ (j   S + 1)
j SX
n=0
n+ 1
S+ (n+ 1)
:
Now we can derive the conditional mean waiting time, which are more useful in practice,
using the above results.
1.
E(WqjAb) = E(Wq; Ab)
P (Abjentry)
=
PN 1
j=S qj
1
S+(j S+1)
Pj S
n=0
n+1
S+(n+1)PN 1
j=S qj
j S+1
S+(j S+1)
:
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2.
E(WqjSr) = E(Wq; Sr)
P (Srjentry)
=
PN 1
j=S qj
S
S+(j S+1)
Pj S
n=0
1
S+(n+1)PS 1
j=0 qj +
PN 1
j=S qj
S
S+(j S+1)
:
3.
E(WqjSr; delay) = E(Wq; Sr)
P (Sr; delayjentry)
=
PN 1
j=S
qj
S+(j S+1)
Pj S
n=0
1
S+(n+1)PN 1
j=S
qj
S+(j S+1)
:
5.4.7 Numerical examples
To give some numerical illustrations for the SOQN model with exponential abandonment,
we will consider the following example for P (blocking); P (Wq > t); P (Ab) and P (Sr).
This example is similar to the example discussed in Chapter 3 where the parameters are
 = 250=1800;  = 1=180; t = 20 seconds and  = 0:01. We also let p = 0:5 here. To
illustrate the eect of buer size, we x S = 5 and let buer size K = N   S change from
0 to 30. In addition we will compare two cases for  :  = 0:001 and  = 0:1 representing
lower and higher abandonment rate respectively.
In Figure 5.9, we compare P (blocking) for dierent abandonment rate . It is obvious
that P (blocking) is a strictly decreasing function of K and higher abandonment rate makes
lower P (blocking): In Figure 5.10, we compare P (Wq > 20) for dierent abandonment
rate . It is obvious that P (Wq > 20) is a strictly increasing function of K and higher
abandonment rate makes much lower P (Wq > 20): Note that we have observed similar
monotonicity properties with respect to buer size K for P (blocking) and P (Wq > 20) as
M=M=S=N +M model and we will use this observation in Chapter 7 for the call centre
design problem. Also when we compute P (Wq > 20); we have used the expression of
P (Wqi > t) in Lemma 5.3.3, which makes the computation more stable than using (5.77),
especially for very small :
Next we will consider the unconditional probabilities P (Ab) and P (Sr); shown in Figure
5.11 and Figure 5.12 respectively. It is clear that both P (Ab) and P (Sr) increase when the
buer size K increases as proved in M=M=S=N +M model. Also the higher abandonment
rate makes lower P (Sr) and higher P (Ab) consistent with our intuitiveness.
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Figure 5.9: P (blocking) for dierent abandonment rate 
Figure 5.10: P (Wq > 20) for dierent abandonment rate 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Figure 5.11: P (Ab) for dierent abandonment rate 
Figure 5.12: P (Sr) for dierent abandonment rate 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5.5 Summary
Abandonment phenomenon in call centres is very important as shown in the literature. In
this chapter, we studied the exponential abandonment model of call centres and analyzed
three models, M=M=S +M; M=M=S=N +M and SOQN+M. For single-node models, we
again focused on the computational aspects by expressing the exact performance measures
in terms of special functions and Erlang B formula. The analysis is new and we have pro-
vided a unied and comprehensive list of expressions for performance measures. Based on
the performance analysis ofM=M=S=N+M model, we proved monotonicity and concavity
properties with respect to buer size K for P (Sr) using a method that simplies the work
in [26]. Monotonicity properties for P (blocking) and P (Wq > t) were also proved and these
properties are important to the call centre design algorithm in Chapter 7. For SOQN+M
model, our work is a generalization and correction of [45]; we used a new approach not only
to rederive the formulas for the performance measures correctly, but also introduce new
results. In the end we provided numerical examples to illustrate the eect of abandonment
rate for SOQN+M model.
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Chapter 6
General Abandonment Models of Call Centres
In this chapter we will study the general abandonment models of call centres, which
generalize the exponential abandonment models studied in Chapter 5 to the general aban-
donment. We will only consider the multiserver case in the following. Among the dierent
patience time distributions, deterministic distribution has been given much attention in
the earlier literature since it is relatively easier to study and has some real applications;
some physical systems will not allow calls to wait more than a xed time and equivalently
this means that calls have a deterministic patience time on waiting if we assume that
calls will not abandon by themselves. Barrer[6] studied M=M=S +D model. He obtained
the stationary distribution of number of calls in the system pi by dening and nding
the abandonment rate function mentioned in Chapter 5 (Denition 5.0.1). Gnedenko and
Kovalenko[22] solved the same model using supplementary variable method and provided
a rigorous analysis of the model. Choi and Kim [15] analyzed the M=M=S + D model
by nding another simple Markov process using supplementary variable method. Their
method can handle priority queues with two classes of customers and impatience in the
class of higher priority. Boots and Tijms[8] gave a simple and insightful solution for P (Ab),
which is exact forM=M=S+D andM=G=1+D queues and provided an excellent heuristic
for the M=G=S +D queue.
Baccelli and Hebuterne [5] studied the more general M=M=S + G queue with general
patience time distribution. They obtained the stationary distribution for the actual and
virtual oered waiting time process by constructing a Markov process and solving the
Kolmogorov equations. They then gave the relevant performance measures. However the
stationary distribution of number of calls in the system pi for i  S were not given.
Independently Movaghar [36] studied M(n)=M=S +G model and Brandt and Brandt [11]
analyzedM(n)=M(n)=S+G model in which arrival and service rates are allowed to depend
on the system size n: Hence these are more general model which can include balking as
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Figure 6.1: M=M=S +G model description and parameters
well as nite buers.
Basically when the patience time distribution is not exponential, the number of calls
in the system by itself is no longer a Markov process. We have to construct an appropriate
Markov process by adding other variables. The above method is called supplementary
variable method and includes the work of [22], [15], [5] and [11]. These works dier from
each other with the choice of supplementary variables. There is another method which is
heavily dependent on the concept of the stationary abandonment rate function ri (Denition
5.0.1). They argued that once ri is found, then the system can be seen as a Markov process
and pi can be obtained using birth-death process. Hence this method is less rigorous than
supplementary variable method although they produce the same pi: The work of [6] and
[36] belong to this method.
In this chapter, we will rst give a review and new generalization of single-node general
abandonment models including innite buerM=M=S+G and nite buerM=M=S=N+G
model and then study the SOQN+G model, which is SOQN model with general abandon-
ment.
6.1 M=M=S +G model
This model is a generalization of M=M=S +M model with a general abandonment dis-
tribution. The patience times X are assumed to be i.i.d. and generally distributed
with mean  1 and distribution function G(t); hence the corresponding survival func-
tion G(t) = P (X > t): We assume X is positive, i.e., G(0) = 0. The model description
and parameters are shown in Figure 6.1.
This section is mainly based on the work of Baccelli and Hebuterne [5]. They assumed
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that arriving calls are aware of their oered waiting time V (dened in Chapter 5) upon
arrival. Thus, if V > X, calls abandon immediately and do not join the queue. However,
this model coincides with regularM=M=S+G model in terms of abandonment probability
and oered waiting time V since the nally abandoned calls in M=M=S + G model will
not inuence V and hence P (Ab); they can be discarded upon arrival as the model studied
here [5].
For single server queue, let wn be the unnished work of the system at the n-th cus-
tomer arriving time and wn is called the actual oered waiting time of the n-th customer.
Let V (t) be the virtual oered waiting time at time t (i.e., the oered waiting time of a
hypothetical innitely-patient call arriving at time t). Baccelli and Hebuterne gave the
stability conditions of these two processes and showed that their stationary distributions
coincide, which are actually the distribution of V for M=G=1 +G model. This result also
holds for multiserver queue M=M=S +G.
Baccelli and Hebuterne [5] chose V (t) as the supplementary variable to construct the
following Markov process f(N(t); V (t)); t  0g, where N(t) is the number of busy CSRs
and V (t) is the virtual oered waiting time at time t, which is strictly positive when
N(t) = S and equals zero otherwise. The state space is f0; 1; 2; :::S   1; Sg  R+. Then
they considered the following functions8><>:
v(x) = lim
t!1 limdx!0
P (N(t)=S;x<V (t)x+dx)
dx ; x  0
pi = lim
t!1P (N(t) = i; V (t) = 0); 0  i  S   1
where v(x) is the density of V for x  0:
The Kolmogorov equations for (N(t); V (t)) in equilibrium are
8>>>>>><>>>>>>:
p0 = p1
(+ i)pi = pi 1 + (i+ 1)pi+1 0 < i < S   1
(+ (S   1))pS 1 = pS 2 + v(0)
v(x) = pS 1 exp( Sx) + 
R x
0 G(u)v(u) exp[ S(x  u)]du; x > 0:
The solution is8<: pi = a
i
i! p0; 0  i  S   1
v(x) = pS 1 expf
R x
0 G(u)du  Sxg; x  0
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and by the normalizing condition
PS 1
i=0 pi +
R1
0 v(x)dx = 1;
p0 =
"
S 2X
i=0
ai
i!
+
aS 1
(S   1)!(1 + J)
# 1
; (6.1)
where
J =
Z 1
0
expf
Z x
0
G(u)du  Sxgdx:
The stability condition is G(1) < S which can be explained as the CSRs must be able
to overcome the trac consisting of customers with innite patience to make the system
steady.
Since Baccelli and Hebuterne did not provide pi for i  S; the mean number of calls
waiting in the queue E(Qq) cannot be obtained directly using pi although it can be derived
using Little's formula and the results for mean waiting time as in Zeltyn [50]. However the
mean number of busy servers E(Qb) can be expressed only in terms of pi for 0  i  S 1;
E(Qb) =
S 1X
i=0
ipi + S
1X
i=S
pi
= ap0
S 2X
i=0
ai
i!
+ S(1 
S 2X
i=0
ai
i!
p0   pS 1)
= (a  S)
S 2X
i=0
pi + S(1  pS 1):
Hence the utilization
v =
a0
S
=
E(Qb)
S
= (  1)
S 2X
i=0
pi + 1  pS 1
which is the proportion of time that a CSR is busy. By Little's formula for Qb; we have
E(Qb) = P (Sr)
1
 : Therefore,
P (Sr) =
E(Qb)
a
= (1  1

)
S 2X
i=0
pi +
1  pS 1

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and
P (Ab) = 1  P (Sr)
= (1  1

)(1 
S 2X
i=0
pi) +
pS 1

= (1  1

)(1 
S 1X
i=0
pi) + pS 1
which is formula (5.9) in [5] and the previous derivation also appeared in [50].
Since the distribution of V is known, the distribution ofWq and its expectation, as well
as various conditional versions as studied in Chapter 5, can be obtained. Zeltyn [50] gave a
comprehensive list of exact formulas for M=M=S +G performance measures based on the
work of Baccelli and Hebuterne [5]. Dene H(x) :=
R x
0 G(u)du: They gave the following
building blocks,
J =
Z 1
0
eH(x) Sxdx;
J1 =
Z 1
0
xeH(x) Sxdx;
JH =
Z 1
0
H(x)eH(x) Sxdx;
J(t) =
Z 1
t
eH(x) Sxdx;
J1(t) =
Z 1
t
xeH(x) Sxdx;
JH(t) =
Z 1
t
H(x)eH(x) Sxdx;
 = B(S   1; a) 1 = 1 B
B
:
Then it can be shown that almost all the performance measures can be expressed in terms
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of these building blocks. For example
S 2X
i=0
pi =
  1
+ J
;
pS 1 =
1
+ J
;
P (delay) = P (Wq > 0) = P (V > 0) =
J
+ J
;
P (Ab) =
1 + (  S)J
+ J
;
P (Sr) =
  1 + SJ
+ J
;
E(Qb) =
a(  1) + SJ
+ J
;
v =
(  1) + J
+ J
:
See [50] for the complete list.
For the special case M=M=S +M model, G(u) = e au and pS 1 = SpS so that
v(x) = pS 1 expf
Z x
0
G(u)du  Sxg
= SpS expf(1  e x)  Sxg
= pSSe
e (Sx+e
 x);
which agrees with the result (5.17) in Chapter 5. Also it can be shown that forM=M=S+M
model, using the notation in Chapter 5, we have
J =
e

 C(C; ) =
A
S
;
J(t) =
A
S
(C; e t)
(C; )
= J
(C; e t)
(C; )
; (6.2)
JH =
1


A
S
  A
C
(C + 1; )
(C; )

=
1


A
S
  A  1


=
1 + (  1)A

=
1 + (  S)J

;
JH(t) =
1


A
S
(C; e t)
(C; )
  A
C
(C + 1; e t)
(C; )

(6.3)
=
1

"
J(t)  A

(C; e t)  C 1(e t)Ce e t
(C; )
#
:
The above special building blocks for M=M=S+M model are also included in Zeltyn [50].
However they did not provide the expressions of J1 and J1(t) for M=M=S+M model. We
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have that for M=M=S +G model,Z 1
t
J(x)dx =
Z 1
t
Z 1
x
eH(u) Sudu

dx
=
Z 1
t
(u  t)eH(u) Sudu
= J1(t)  tJ(t)
so that
J1(t) =
Z 1
t
J(x)dx+ tJ(t)
and
J1 =
Z 1
0
J(x)dx:
Hence, for M=M=S +M model, we have
J1 =
A
S(C; )
Z 1
0
(C; e x)dx
=
e
C
Z 1
0
(C; e x)dx
and
J1(t) =
e
C
Z 1
t
(C; e x)dx+ t(C; e t)

:
The above special building blocks for M=M=S + M model, together with the formulas
of performance measures for M=M=S + G model provided by Zeltyn [50], can be used to
derive various performance measures for M=M=S +M model, which will agree with our
results obtained in Chapter 5.
6.2 M=M=S=N +G model
The model is a generalization of nite buer M=M=S=N +M model with a general aban-
donment distribution. Again the patience times X are assumed to be i.i.d. and generally
distributed with mean  1 and distribution function G(t); hence the corresponding sur-
vival function G(t) = P (X > t): We assume X is positive, i.e., G(0) = 0. The model
description and parameters are shown in Figure 6.2.
As we have mentioned, Movaghar [36] studied M(n)=M=S + G model using abandon-
ment rate function ri and Brandt and Brandt [11] analyzed M(n)=M(n)=S + G model
using supplementary variable method. Note that the input symbol M(n) means the input
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Figure 6.2: M=M=S=N +G model description and parameters
is a general state-dependent Poisson process, i.e., the arrival rate is dependent on the num-
ber of calls n in the system. Hence this model can include both nite and innite buer
models. When n   > 0 for 0  n < N and n  0 for n  N , we have M=M=S=N +G
model. The study in this section on M=M=S=N + G model is mainly based on the work
of [36]. However some results are new. For example, following the idea of building blocks
of performance measures for M=M=S+G model in Zeltyn [50], we introduce new building
blocks for M=M=S=N +G model.
6.2.1 Queue length process
In [36], Movaghar rst gave the denition of the oered waiting time U; which is dened
to be 1 for blocked calls. However in the nite buer model, he actually studied V; the
conditional oered waiting time of an innite patient call given the call is not blocked
so that V has no mass at 1. Movaghar obtained the distribution of V using a dierent
method than Baccelli and Hebuterne [5]. He also obtained the stationary distribution of
queue length pi for all i and other stationary performance measures such as P (AB), and
P (blocking) etc.
As we mentioned in Chapter 5 (Denition 5.0.1), the author gave a denition of aban-
donment rate function ri; which is rst introduced by Barrer [6] for M=M=S +D model.
Another important concept is the conditional oered waiting time given the non-blocked
typical call in equilibrium nds i calls in the system, denoted by Vi for 0  i < N; which is
also dened in Chapter 5 (Section 5.1.2). The rst result he obtained is similar to formula
(5.38) for M=M=S=N +M model in Chapter 5 and is given below
Pi(Ab) = Pi(Ab;non-blocking) = P (Vi > X) =
ri+1
S+ ri+1
; S  i < N: (6.4)
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By using probabilistic arguments, the author derived the density of Vi
fVi(t) =
8<: 0; 0  i < Sgi S(t)
gi S(S)
e St; S  i < N
(6.5)
where
gi(t) =
Z t
0
G(u)du
i
= H(t)i
and gi (s) =
R1
0 e
 stgi(t)dt is the Laplace transform of gi(t): Then the explicit form for
abandonment rate function can be obtained using (6.4)
ri =
8<: 0; 0  i  S(i  S)gi S 1(S)gi S(S)   S; S < i  N : (6.6)
In case of M=M=S=N +M model, we have
gi(t) =

1  e t

i
;
and
gi (S) =
Z 1
0
e Stgi(t)dt =
Z 1
0
e St

1  e t

i
dt
=
1
i
Z 1
0
e St[(1  e t]idt
=
1
i
iX
k=0

i
k

( 1)k
Z 1
0
e (S+k)tdt
=
1
i
iX
k=0

i
k

( 1)k 1
S+ k
=
i!Qi
k=0(S+ k)
where we have used the identity:
iX
k=0
1
k!(i  k)! ( 1)
k 1
S+ k
=
iQi
k=0(S+ k)
which is equivalent to
Pi
k=0Ak;i = 1 as shown in Chapter 5. Using the above, (6.5) and
(6.6) reduce to the corresponding formulas (5.15) and (5.32) respectively in Chapter 5 for
M=M=S +M and M=M=S=N +M models.
To obtain the stationary distribution of queue length pi for all i; Movaghar argued that
once ri is found, pi will satisfy a set of dierence equations similar as the global balance
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equations of a birth-death process with abandonment rate ri as additional death rate.
Therefore for M=M=S +G model pi satisfy the following equations.8<: 0 =  p0 + p10 = pi 1   (+min(S; i)+ ri)pi + (min(S; n+ 1)+ ri+1)pi+1; i > 0 :
The solution, in view of (6.6), is
pi =
8<: p0 a
i
i! if 0  i  S
p0
aS 1
(S 1)!
i S+1gi S(S)
(i S)! if i  S
; (6.7)
where
p 10 =
S 1X
i=0
ai
i!
+
aS 1
(S   1)!
1X
i=S
i S+1gi S(S)
(i  S)!
=
S 1X
i=0
ai
i!
+
aS 1
(S   1)!
1X
i=S
gi S(S)
i S
(i  S)!
=
S 1X
i=0
ai
i!
+
aS 1
(S   1)!
1X
i=S
Z 1
0
e StH(t)i Sdt
i S
(i  S)!
=
S 1X
i=0
ai
i!
+
aS 1
(S   1)!
Z 1
0
eH(t) Stdt
=
S 1X
i=0
ai
i!
+
aS 1J
(S   1)!
which is the same as (6.1). Therefore
pS = p0
aS
S!
=
aS
S!
S 1P
i=0
ai
i! +
aS 1J
(S 1)!
=

+ J
:
Note that the stationary distribution of number of calls in the system pi for i  S are
unavailable in Baccelli and Hebuterne [5]. The mean number of calls waiting in the queue
E(Qq) (not given in [36]) is
E(Qq) =
1X
i=S+1
(i  S)pi = p0 a
S 1
(S   1)!
1X
i=S+1
(i  S)
i S+1gi S(S)
(i  S)!
= pS 1
1X
i=0
i+2gi+1(S)
i!
= pS 1
Z 1
0
H(t)e St
1X
i=0
[H(t)]i
i!
dt
=
2JH
+ J
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which is the same as the result obtained in [50] using Little's formula.
Similarly for the nite buerM=M=S=N+Gmodel, Movaghar [36] obtained the solution
pi =
8<: p0 a
i
i! if 0  i  S
p0
aS 1
(S 1)!
i S+1gi S(S)
(i S)! if S  i  N
; (6.8)
where
p 10 =
S 1X
i=0
ai
i!
+
aS 1
(S   1)!
NX
i=S
i Sgi S(S)
(i  S)! :
Performance measures in terms of building blocks
In this section, following the idea of building blocks of performance measures forM=M=S+
G model in Zeltyn [50], here for M=M=S=N +G model, we will introduce, for N  S;
J (N) :=
NX
i=S
i Sgi S(S)
(i  S)! (6.9)
=
Z 1
0
e St
N SX
i=0
[H(t)]i
i!
dt
=
Z 1
0
e SteH(t)[1  P (N   S + 1; H(t))]dt
=
Z 1
0
eH(t) Stdt 
Z 1
0
eH(t) StP (N   S + 1; H(t))dt
= J  
R1
0 e
H(t) St(N   S + 1; H(t))dt
(N   S)!
= J  
R1
0 e
H(t) St
hR H(t)
0 x
N Se xdx
i
dt
(N   S)!
= J  
R 
0 x
N Se xJ(H 1(x=))dx
(N   S)! ; (6.10)
where H 1(x) is the inverse function of H(x) and H 1(x) exists since H(x) is an increasing
function. Then we have the following new expressions in terms of J (N);
p 10 =
S 1X
i=0
ai
i!
+
aS 1J (N)
(S   1)! ; (6.11)
pS 1 = p0
aS 1
(S   1)! =
aS 1
(S 1)!
S 1P
i=0
ai
i! +
aS 1J(N)
(S 1)!
=
1
+ J (N)
(6.12)
and
pS = p0
aS
S!
=
aS
S!
S 1P
i=0
ai
i! +
aS 1J(N)
(S 1)!
=

+ J (N)
: (6.13)
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Also, by the PASTA property, we have the probability of delay among all calls (abandoned,
served or blocked)
P (delay)=
N 1X
i=S
pi = p0
aS 1
(S   1)!
N 1X
i=S
i S+1gi S(S)
(i  S)!
= pS 1J (N 1) =
J (N 1)
+ J (N)
; (6.14)
the probability that the call get service without delay
P (no-delay) =
S 1X
i=0
pi =
S 1X
i=0
p0
ai
i!
=
S 1P
i=0
ai
i!
S 1P
i=0
ai
i! +
aS 1J(N)
(S 1)!
=

+ J (N)
(6.15)
and the blocking probability
P (blocking)=pN = 1  
+ J (N)
  J
(N 1)
+ J (N)
=
(J (N)   J (N 1))
+ J (N)
; (6.16)
since P (blocking) = 1  P (no  delay)  P (delay).
We can also express three kinds of mean number of calls in terms of J (N):
1. Mean number of busy servers E(Qb)
E(Qb) =
S 1X
i=0
ipi + S
NX
i=S
pi
= ap0
S 2X
i=0
ai
i!
+ S(1 
S 2X
i=0
p0
ai
i!
  pS 1)
= (a  S)
S 2X
i=0
p0
ai
i!
+ S(1  pS 1)
= (a  S)(
S 1X
i=0
pi   pS 1) + S(1  pS 1)
=
a(  1) + SJ (N)
+ J (N)
; (6.17)
where we have used (6.12) and (6.15).
2. Mean number of calls waiting in the queue E(Qq)
E(Qq) =
NX
i=S+1
(i  S)pi = p0 a
S 1
(S   1)!
NX
i=S+1
(i  S)
i S+1gi S(S)
(i  S)!
= pS 1
N S 1X
i=0
i+2gi+1(S)
i!
=
2J
(N 1)
H
+ J (N)
; (6.18)
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where J
(N)
H for N  S is dened to be
J
(N)
H :=
N SX
i=0
igi+1(S)
i!
=
Z 1
0
H(t)e St
N SX
i=0
[H(t)]i
i!
dt
=
Z 1
0
H(t)e SteH(t)[1  P (N   S + 1; H(t))]dt
=
Z 1
0
H(t)eH(t) Stdt 
Z 1
0
H(t)eH(t) StP (N   S + 1; H(t))dt
= JH  
R1
0 H(t)e
H(t) St(N   S + 1; H(t))dt
(N   S)!
= JH  
R1
0 H(t)e
H(t) St
hR H(t)
0 x
N Se xdx
i
dt
(N   S)!
= JH  
R 
0 x
N Se xJH(H 1(x=))dx
(N   S)! : (6.19)
3. Mean number of calls in the system E(Q)
E(Q) = E(Qb) + E(Qq):
6.2.2 Probability of abandonment
As in M=M=S=N +M model, since there are some blocking calls and only non-blocking
calls can abandon, we have P (Ab) = P (Ab;non-blocking): To derive P (Ab;non-blocking)
we rst condition on the state seen by a non-blocking call and then sum up all the possi-
bilities. Dene Pi(Ab) = Pi(Ab;non-blocking) = P (the non-blocking call will abandon j i
calls in the system upon arrival). Movaghar [36] showed that
Pi(Ab) = P (Vi > X) =
ri+1
S+ ri+1
=
8<: 0 0  i < S1  Si S+1 gi S+1(S)gi S(S) S  i < N (6.20)
and
Pi(Sr) = Pi(Sr;non-blocking) =
8<: 1 0  i < SS
i S+1
gi S+1(S)
gi S(S)
S  i < N
:
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Now
P (Ab) = P (Ab;non-blocking) =
N 1X
i=S
Pi(Ab)P (i calls in the system upon arrival)
=
N 1X
i=S

1  S
i  S + 1
gi S+1(S)
gi S(S)

ai
=
N 1X
i=S

1  S
i  S + 1
gi S+1(S)
gi S(S)

pi (6.21)
=
N 1X
i=S
ri+1
S+ ri+1
pi (6.22)
where we have used the PASTA property, i.e., ai = pi: Similarly,
P (Sr) = P (Sr;non-blocking)
=
S 1X
i=0
pi +
N 1X
i=S
S
i  S + 1
gi S+1(S)
gi S(S)
pi: (6.23)
Performance measures in terms of building blocks
In the following we will derive expressions of the above performance measures in terms of
J (N) using another method. By Little's formula for Qb; we have E(Qb) = P (Sr)
1
 ; which,
combining (6.17), gives us
P (Sr) =
E(Qb)
a
=
  1 + SJ (N)
+ J (N)
: (6.24)
This formula can also be obtained directly from (6.23). Therefore we have
P (Ab) = P (Ab;non-blocking) = 1  P (blocking) P (Sr)
= 1  (J
(N)   J (N 1))
+ J (N)
    1 + SJ
(N)
+ J (N)
=
1 + J (N 1)   SJ (N)
+ J (N)
: (6.25)
Comparing the above with E(Qq) (6.18), we nd that the rate balance equation
P (Ab) =   E(Qq)
is usually not true unless the patience time has exponential distribution (i.e.,M=M=S=N +M
model). In this case, later we will show that (refer to (6.45))
J
(N 1)
H =
1 + J (N 1)   SJ (N)
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so that we have P (Ab) =   E(Qq) holds for M=M=S=N +M model.
In general, for M=M=S=N +G model since 1 P (blocking) = P (Ab)+P (Sr); we have
the rate conservative equation in equilibrium
 [1  P (blocking)] = P (Ab) + P (Sr)
= P (Ab) + E(Qb);
which shows the rate of non-blocking calls equals to the sum of total abandonment and
service rates in equilibrium. Again we have the carried load
a0 = E(Qb) = aP (Sr)
and the utilization
v =
a0
S
=
aP (Sr)
S
= P (Sr)
=
(  1) + J (N)
+ J (N)
< 1;
which is the proportion of time that a CSR is busy.
6.2.3 Waiting time distribution
As in M=M=S=N +M model, for performance measures related to waiting time, we are
mainly interested in Wq: the conditional waiting time of a call until abandonment or
starting to get service given that this call is not blocked. It is obvious that
P (Wq > t) = P (V ^X > t) = P (V > t)G(t)
where V is the conditional oered waiting time of an innite patient call given the call is
not blocked, which is independent of the patience time X. Movaghar [36] used the same
method as we have done in M=M=S=N +M model to obtain the distribution of V
P (V > t) =
N 1X
i=S
qiP (Vi > t) =
PN 1
i=S piP (Vi > t)
1  pN (6.26)
where qi =
pi
1 pN is the arrival-point probability mentioned in Chapter 2. Movaghar [36]
proved the density of Vi (6.5) so that for S  i < N;
P (Vi > t) =
Z 1
t
gi S(u)
gi S(S)
e Sudu
=
1
gi S(S)
Z 1
t
H(u)i Se Sudu: (6.27)
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Performance measures in terms of building blocks
In the following we will express performance measures in terms of new building blocks. We
have, by (6.8), (6.12), (6.16), (6.26) and (6.27),
P (V > t) =
PN 1
i=S piP (Vi > t)
1  pN
=
1
1  pN
N 1X
i=S
pi
gi S(S)
Z 1
t
H(u)i Se Sudu
=
pS 1
1  pN
Z 1
t
e Su
N 1X
i=S
[H(u)]i S
(i  S)! du
=
J (N 1)(t)
+ J (N 1)
; (6.28)
where we have dened, for N  S;
J (N)(t) :=
Z 1
t
e Su
NX
i=S
[H(u)]i S
(i  S)! du
=
Z 1
t
e SueH(u)(1  P (N   S + 1; H(u))du
=
Z 1
t
eH(u) Sudu 
Z 1
t
eH(u) SuP (N   S + 1; H(u))du
= J(t) 
Z 1
t
eH(u) SuP (N   S + 1; H(u))du (6.29)
= J(t) 
J(t)
R H(t)
0 x
N Se xdx+
R 
H(t) x
N Se xJ(H 1(x=))dx
(N   S)!
= J(t) [1  P (N   S + 1; H(t))] 
R 
H(t) x
N Se xJ(H 1(x=))dx
(N   S)! (6.30)
= J(t) [1  P (N   S + 1; H(t))] 
R1
t [H(x)]
N S e H(x)J(x)G(x)dx
(N   S)! :
Hence
P (Wq > t) = P (V > t)G(t) =
G(t)J (N 1)(t)
+ J (N 1)
(6.31)
and the density of V for t > 0 is, by (6.29),
fV (t) =   
+ J (N 1)
dJ (N 1)(t)
dt
=   
+ J (N 1)
d

J(t)  R1t eH(u) SuP (N   S; H(u))du
dt
=

+ J (N 1)
h
eH(t) St   eH(t) StP (N   S; H(t))
i
=
eH(t) St
+ J (N 1)
[1  P (N   S; H(t))] : (6.32)
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We now consider the waiting time distribution for abandonment calls given non-blocking,
by (6.32) and (6.28),
P (W q>t;Ab) = P (V ^X > t; V > X)
= P (X > t; V > X)
=
Z 1
t
P (V > x)dG(x)
= P (V > x)G(x)j1t  
Z 1
t
G(x)dP (V > x)
=

+ J (N 1)
Z 1
t
G(x)eH(x) Sx [1  P (N   S; H(x))] dx  P (V > t)G(t)
=

+ J (N 1)
Z 1
t
G(x)eH(x) Sx [1  P (N   S; H(x))] dx  J
(N 1)(t)
+ J (N 1)
G(t)
=

+ J (N 1)
Z 1
t
G(x)eH(x) Sx [1  P (N   S; H(x))] dx  J (N 1)(t)G(t)

=

h
J
(N 1)
G (t)  J (N 1)(t)G(t)
i
+ J (N 1)
; (6.33)
where similarly as (6.30) we have dened, for N  S;
J
(N)
G (t) :=
Z 1
t
G(x)e Sx
NX
i=S
[H(x)]i S
(i  S)! dx
=
Z 1
t
G(x)eH(x) Sx [1  P (N   S + 1; H(x))] dx
=
Z 1
t
G(x)eH(x) Sxdx 
Z 1
t
G(x)eH(x) SxP (N   S + 1; H(x))dx
= JG(t) [1  P (N   S + 1; H(t))] 
R 
H(t) x
N Se xJG(H 1(x=))dx
(N   S)!
and
JG(t) :=
Z 1
t
G(x)eH(x) Sxdx
=
(  S)J(t) + eH(t) St

:
The last equality comes from
Z 1
t

G(x)  S eH(x) Sxdx = Z 1
t
deH(x) Sx =  eH(t) St:
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Therefore by (6.30), we have
J
(N)
G (t)
= JG(t) [1  P (N   S + 1; H(t))] 
R 
H(t) x
N Se xJG(H 1(x=))dx
(N   S)!
=
(  S)J(t) + eH(t) St

[1  P (N   S + 1; H(t))] R 
H(t) x
N Se x
h
(  S)J(H 1(x=)) + ex SH 1(x=)
i
dx
(N   S)!
=
(  S)J(t) + eH(t) St

[1  P (N   S + 1; H(t))] 
(  S) R H(t) xN Se xJ(H 1(x=))dx+ R H(t) xN Se SH 1(x=)dx
(N   S)!
=
(  S)J (N)(t) + eH(t) St [1  P (N   S + 1; H(t))]

 
R 
H(t) x
N Se SH 1(x=)dx
(N   S)!
=
(  S)J (N)(t) + eH(t) St [1  P (N   S + 1; H(t))]

 
R1
t [H(x)]
N S e SxG(x)dx
(N   S)!
=
(  S)J (N)(t) + eH(t) St [1  P (N   S + 1; H(t))]

  J (N)(t) + J (N 1)(t) + J (N)G (t)  J (N 1)G (t)
so that J
(N 1)
G (t) can be expressed in terms of J
(N 1)(t) and J (N)(t) :
J
(N 1)
G (t) =
J (N 1)(t)  SJ (N)(t) + eH(t) St [1  P (N   S + 1; H(t))]

(6.34)
and
J
(N 1)
G := J
(N 1)
G (0) =
J (N 1)   SJ (N) + 1

:
We now have, from (6.33),
P (W q> 0; Ab) =
J
(N 1)
G
+ J (N 1)
:
However by denition P (W q> 0; Ab) =P (Abjnon-blocking). Therefore we have
P (Ab)= P (Abjnon-blocking)[1  P (blocking)]
= P (W q> 0; Ab) [1  P (blocking)]
=
J
(N 1)
G
+ J (N 1)
+ J (N 1)
+ J (N)
=
J (N 1)   SJ (N) + 1
+ J (N)
;
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which is the same as (6.25).
The waiting time distribution for served calls given non-blocking is
P (W q>t; Sr) = P (W q>t)  P (W q>t;Ab)
=
G(t)J (N 1)(t)
+ J (N 1)
 

h
J
(N 1)
G (t)  J (N 1)(t)G(t)
i
+ J (N 1)
=

h
J (N 1)(t)  J (N 1)G (t)
i
+ J (N 1)
: (6.35)
Therefore
P (W q>0; Sr) =P (Sr; delayjnon-blocking)
=

h
J (N 1)   J (N 1)G
i
+ J (N 1)
:
Now we can derive the conditional waiting, which are more useful in practice, using
the above results.
1.
P (Wq > tjAb) = P (Wq > t;Ab)
P (Abjnon-blocking)
=

h
J
(N 1)
G (t) J(N 1)(t)G(t)
i
+J(N 1)
J
(N 1)
G
+J(N 1)
=
J
(N 1)
G (t)  J (N 1)(t)G(t)
J
(N 1)
G
=

h
J
(N 1)
G (t)  J (N 1)(t)G(t)
i
1 + J (N 1)   SJ (N) :
2.
P (Wq > tjSr) = P (Wq > t; Sr)
P (Srjnon-blocking)
=

h
J(N 1)(t) J(N 1)G (t)
i
+J(N 1)
 1+SJ(N)
+J(N 1)
=

h
J (N 1)(t)  J (N 1)G (t)
i
  1 + SJ (N) : (6.36)
3.
P (Wq > tjSr; delay) = P (Wq > t; Sr)
P (Sr; delayjnon-blocking)
=

h
J(N 1)(t) J(N 1)G (t)
i
+J(N 1)

h
J(N 1) J(N 1)G
i
+J(N 1)
=
J (N 1)(t)  J (N 1)G (t)
J (N 1)   J (N 1)G
:
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6.2.4 Mean waiting time
In this section, we will express various mean waiting time in terms of building blocks. By
(6.31), we have the mean waiting time for all calls given entry
E(Wq) =
Z 1
0
G(t)J (N 1)(t)
+ J (N 1)
dt
=

+ J (N 1)
Z 1
0
G(t)J (N 1)(t)dt
=

+ J (N 1)
Z 1
0
J (N 1)(t)dH(t)
=

+ J (N 1)

J (N 1)(t)H(t)j10  
Z 1
0
H(t)dJ (N 1)(t)

=

+ J (N 1)
Z 1
0
H(t)eH(t) St [1  P (N   S; H(t))] dt
=
J
(N 1)
H
+ J (N 1)
; (6.37)
which can also be derived using Little's formula,
E(Qq) =  [1  P (blocking)]E(Wq)
and then use (6.18) and (6.16).
By (6.35) and (6.34), we have the mean waiting time for served calls given entry
E(Wq; Sr) =
Z 1
0

h
J (N 1)(t)  J (N 1)G (t)
i
+ J (N 1)
dt
=

+ J (N 1)
Z 1
0
h
J (N 1)(t)  J (N 1)G (t)
i
dt
=
1
+ J (N 1)
Z 1
0
h
SJ (N)(t)  eH(t) St [1  P (N   S + 1; H(t))]
i
dt
=
1
+ J (N 1)

S
Z 1
0
J (N)(t)dt 
Z 1
0
eH(t) St [1  P (N   S + 1; H(t))] dt

=
SJ
(N)
1   J (N)
+ J (N 1)
;
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where we have dened, for N  S;
J
(N)
1 :=
Z 1
0
J (N)(t)dt (6.38)
=
Z 1
0
Z 1
t
eH(u) Su(1  P (N   S + 1; H(u))du

dt
=
Z 1
0
ueH(u) Su [1  P (N   S + 1; H(u))] du
=
Z 1
0
ueH(u) Sudu 
Z 1
0
ueH(u) SuP (N   S + 1; H(u))du
= J1  
R 
0 x
N Se xJ1(H 1(x=))dx
(N   S)! : (6.39)
The mean waiting time for abandoned calls given entry is
E(Wq; Ab) = E(Wq)  E(Wq; Sr)
=
J
(N 1)
H
+ J (N 1)
  SJ
(N)
1   J (N)
+ J (N 1)
=
J
(N 1)
H   SJ (N)1 + J (N)
+ J (N 1)
:
Now we can derive the conditional mean waiting time, which are more useful in practice,
using the above results.
1.
E(WqjAb) = E(Wq; Ab)
P (Abjnon-blocking)
=
J
(N 1)
H  SJ
(N)
1 +J
(N)
+J(N 1)
J
(N 1)
G
+J(N 1)
=
J
(N 1)
H   SJ (N)1 + J (N)
J
(N 1)
G
:
2.
E(WqjSr) = E(Wq; Sr)
P (Srjnon-blocking)
=
SJ
(N)
1  J(N)
+J(N 1)
 1+SJ(N)
+J(N 1)
=
SJ
(N)
1   J (N)
  1 + SJ (N) :
3.
E(WqjSr; delay) = E(Wq; Sr)
P (Sr; delayjnon-blocking)
=
SJ
(N)
1  J(N)
+J(N 1)

h
J(N 1) J(N 1)G
i
+J(N 1)
=
SJ
(N)
1   J (N)

h
J (N 1)   J (N 1)G
i :
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Comparing the results obtained in this section with Section 6.1, it can be shown that
when N !1; building blocks of M=M=S=N +G model will approach to building blocks
of M=M=S + G model. For example, J (N) will approach to J and J (N)(t) will approach
to J(t): Therefore performance measures of M=M=S=N + G model will approach to the
corresponding performance measures of M=M=S +G model.
6.2.5 M=M=S=N +M model
We have studiedM=M=S=N+M model in Chapter 5. In this section we will show that the
formulas for general abandonment will reduce to the results obtained before in Chapter 5
for exponential abandonment i.e., G(x) = e x and hence H(x) =  1(1  e x): We will
rst derive some building blocks for M=M=S=N +M model in the following.
J (N) will reduce to an expression involved with D(N   S + 1) which is, as dened in
Chapter 5,
D(N   S + 1) =
N SX
i=0
i = A   (C + 1)e CP (C +N   S + 1; ): (6.40)
We will prove this result by rst providing the following lemma.
Lemma 6.2.1 For any N  S; we haveZ 
0
xN Se x(C;    x)dx =  (C) (N   S + 1)P (C +N   S + 1; ):
Proof. By changing the order of integration we have for any N  S;Z 
0
xN Se x(C;    x)dx =
Z 
0
xC 1e x(N   S + 1;    x)dx: (6.41)
We will prove the lemma by mathematical induction. For N = S; we have, by (6.41),Z 
0
e x(C;    x)dx =
Z 
0
xC 1e x(1;    x)dx
=
Z 
0
xC 1e x

1  ex  dx
=
Z 
0
xC 1e xdx  e CC 1
= (C; )  e CC 1
=
(C + 1; )
C
=  (C)P (C + 1; ):
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Therefore the lemma is proved for N = S. Assuming that it is true for N = K; we will
check for N = K + 1: Again by (6.41), we haveZ 
0
xK+1 Se x(C;    x)dx
=
Z 
0
xC 1e x(K   S + 2;    x)dx
=
Z 
0
xC 1e x

(K   S + 1)(K   S + 1;    x)  (   x)K S+1ex  dx
= (K   S + 1)
Z 
0
xC 1e x(K   S + 1;    x)dx 
Z 
0
xC 1e x(   x)K S+1ex dx
= (K   S + 1)
Z 
0
xK Se x(C;    x)dx  e 
Z 
0
xC 1(   x)K S+1dx:
Now using integration by parts continuously, we haveZ 
0
xC 1(   x)K S+1dx = K   S + 1
C
Z 
0
xC(   x)K Sdx
=
K   S + 1
C
K   S
C + 1
Z 
0
xC+1(   x)K S 1dx
=
K   S + 1
C
K   S
C + 1
:::
1
C +K   S
Z 
0
xC+K Sdx
=
 (C) (K   S + 2)
 (C +K   S + 2) 
C+K S+1: (6.42)
Hence using the above and the assumption, we obtainZ 
0
xK+1 Se x(C;    x)dx
= (K   S + 1) (C) (K   S + 1)(C +K   S + 1; )
 (C +K   S + 1)  
e  (C) (K   S + 2)
 (C +K   S + 2) 
C+K S+1
=
 (K   S + 2) (C)(C +K   S + 1; )(C +K   S + 1)  e  (C) (K   S + 2)C+K S+1
 (C +K   S + 2)
=
 (K   S + 2) (C) (C +K   S + 1; )(C +K   S + 1)  e C+K S+1
 (C +K   S + 2)
=
 (C) (K   S + 2)(C +K   S + 2; )
 (C +K   S + 2)
=  (C) (K   S + 2)P (C +K   S + 2; );
which completes the proof.
Now we have the following result about J (N) for M=M=S=N +M model.
Theorem 6.2.1 For M=M=S=N +M model,
J (N) =
D(N   S + 1)
S
: (6.43)
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Proof. By denition (6.9), the above lemma, the expression of J(t) (6.2) and the fact
that for exponential abandonment H 1(x=) =   1 ln(1  x ); we have
J (N) = J  
R 
0 x
N Se xJ(H 1(x=))dx
(N   S)!
= J   J
R 
0 x
N Se x(C;    x)dx
(N   S)!(C; )
=
A
S
  A
S
P (C +N   S + 1; ) (C)
(C; )
=
A A (C)(C; ) 1P (C +N   S + 1; )
S
(6.44)
=
A  Ce C (C)P (C +N   S + 1; )
S
=
D(N   S + 1)
S
;
where we used (6.40).
Next we will consider J
(N)
H : We have the following result for M=M=S=N +M model.
Theorem 6.2.2 For M=M=S=N +M model,
J
(N)
H =
1 + J (N)   SJ (N+1)

=
1 + D(N   S + 1) D(N   S + 2)

: (6.45)
Proof. From the denition (6.19),
J
(N)
H = JH  
R 
0 x
N Se xJH(H 1(x=))dx
(N   S)! :
For exponential abandonment we have
JH =
1 + (  S)J

and by (6.3),
JH(H
 1(x=)) =
1


J
(C;    x)
(C; )
  A
C
(C + 1;    x)
(C; )

=
1


J
(C;    x)
(C; )
  A
C
C(C;    x)  (   x)Cex 
(C; )

=
1


(J   A

)
(C;    x)
(C; )
+
A
C
(   x)Cex 
(C; )

:
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Then by Lemma 6.2.1 and (6.42)R 
0 x
N Se xJH(H 1(x=))dx
(N   S)!
=
R 
0 x
N Se x
h
(J   A )(C; x)(C;) + AC ( x)
Cex 
(C;)
i
dx
(N   S)!
=
(J  A) R 0 xN Se x(C;    x)dx
(N   S)!(C; ) +
Ae 
R 
0 x
N S(   x)Cdx
C(N   S)!(C; )
=
(J  A) (C)P (C +N   S + 1; )
(C; )
+
A (C + 1)C+N S+1
Ce(C; ) (C +N   S + 2)
=
J(  S) (C)P (C +N   S + 1; )
(C; )
+
 (C + 1)N S+1
 (C +N   S + 2)
=
J(  S) [SJ  D(N   S + 1)]
SJ
+
N S+1

=
J(  S)  (  1)D(N   S + 1) + N S+1

;
where we have used the result derived from (6.44)
 (C)P (C +N   S + 1; )
(C; )
=
SJ  D(N   S + 1)
SJ
:
Therefore
J
(N)
H =
1 + (  S)J

  J(  S)  (  1)D(N   S + 1) + N S+1

=
1 + (  1)D(N   S + 1)  N S+1

=
1 + (  1)D(N   S + 1) D(N   S + 2) +D(N   S + 1)

=
1 + D(N   S + 1) D(N   S + 2)

=
1 + J (N)   SJ (N+1)

:
Using the above results for J (N) (6.43) and J
(N)
H (6.45), we can derive performance
measures related to queue length process and the probability of abandonment as shown
above in Section 6.2.1 and Section 6.2.2 for M=M=S=N + M model. It can be shown
that these formulas (in terms of ; J (N) and J
(N)
H ) are the same as formulas (in terms of
functions B and D) we have obtained in chapter 5.
For performance measures related to waiting time, we nd that the key building block
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is J (N)(t) and for M=M=S=N +M model by (6.30)
J (N)(t) = J(t)

1  P (N   S + 1; (1  e t))  R (1 e t) xN Se xJ(H 1(x=))dx
(N   S)!
= J(t)

1  P (N   S + 1; (1  e t))  J R (1 e t) xN Se x(C;    x)dx
(N   S)!(C; )
and by Lemma 6.2.1Z 
(1 e t)
xN Se x(C;    x)dx
=
Z e t
0

y + (1  e t)N S e [y+(1 e t)](C;    y + (1  e t))dy
= e (1 e
 t)
Z e t
0

y + (1  e t)N S e y(C; e t   y)dy
= e (1 e
 t)
Z e t
0
N SX
i=0
(N   S)!
i!(N   S   i)!y
N S i (1  e t)i e y(C; e t   y)dy
= e (1 e
 t)
N SX
i=0
(N   S)! (1  e t)i
i!(N   S   i)!
Z e t
0
yN S ie y(C; e t   y)dy
= e (1 e
 t)(N   S)! (C)
N SX
i=0

(1  e t)i P (C +N   S   i+ 1; e t)
i!
So that
J (N)(t) = J(t)

1  P (N   S + 1; (1  e t))
  Je
 (1 e t)(N   S)! (C)PN Si=0 [(1 e t)]iP (C+N S i+1;e t)i!
(N   S)!(C; )
= J(t)

1  P (N   S + 1; (1  e t))
   1 C (C)ee t
N SX
i=0

(1  e t)i P (C +N   S   i+ 1; e t)
i!
:
Other building blocks such as J
(N)
1 and J
(N 1)
G (t) are all based on J
(N)(t) and their ex-
pressions are too complex and we will not show them here. Plugging these building blocks
to the formulas in Section 6.2.3 and Section 6.2.4, we have performance measures related
to the waiting time, which are not given explicitly in Chapter 5 since there we have used
the arrival-point probability qi and An;i S to express performance measures.
6.2.6 M=M=S=N +D model
M=M=S=N +D model (deterministic patience time) is another important special case of
M=M=S=N +G model. In this case we have that the patience time X =  1 is a constant
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and
G(t) =
8<: 0; t <  11; t   1 :
Hence for t  0;
H(t) =
Z t
0
G(u)du =
8<: t; 0  t <  1 1; t   1
and
gi(t) = H(t)
i =
8<: ti; 0  t <  1 i; t   1 ;
so that
gi (S) =
Z 1
0
e Stgi(t)dt =
Z  1
0
e Stgi(t)dt+
Z 1
 1
e Stgi(t)dt
=
Z  1
0
e Sttidt+  i
Z 1
 1
e Stdt
=
1
(S)i+1
(i+ 1; C) +
 i
S
e C
=
1
(S)i+1

i(i; C)  Cie C+  i
S
e C
=
i(i; C)
(S)i+1
=
i!P (i; C)
(S)i+1
for i  0; where we dene P (0; C) = 1: The distribution of queue length Q is, according
to (6.8),
pi =
8<: p0 a
i
i! if 0  i  S
pS 1i S+1P (i  S;C) if S < i  N
;
where
p 10 =
SX
i=0
ai
i!
+
aS 1
(S   1)!
NX
i=S+1
i S+1P (i  S;C):
Comparing with the general formula
p 10 =
S 1X
i=0
ai
i!
+
aS 1J (N)
(S   1)! ;
we have for M=M=S=N +D model
J (N) =
1 +
N SP
i=1
iP (i; C)
S
=
N SP
i=0
iP (i; C)
S
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which is an alternative expression of J (N) obtained in the following. To obtain all the
performance measures, we only need to give the expressions of all building blocks. Zeltyn
[50] give the expressions of building blocks for M=M=S +D model as follows.
If  6= 1 i.e.,  6= S
J =
e C   1
  S ;
JH =
1
(  S)2 +
[(  1)  1] e C
(  S)2 ;
J1 =
1
(  S)2 +

(  1)  1
(  S)2 +
1
(S)2

e C = JH +
e C
(S)2
;
J(t) =
8<:
e C e( S)t
 S ; 0  t <  1
e St
S ; t   1
;
JH(t) =
8<: e
( S)t e C
( S)2   te
( S)t
 S +
e C
( S) ; 0  t <  1
e St
S ; t   1
;
J1(t) =
8<:
e( S)t e C
( S)2   te
( S)t
 S +
h

( S) +
1
(S)2
i
e C ; 0  t <  1h
t
S +
1
(S)2
i
e St; t   1
:
If  = 1 i.e.,  = S
J =
1

+
1

;
JH =
1
22
+
1

;
J1 =
1
22
+
1

+
1
2
;
J(t) =
8<: 1 + 1   t; 0  t <  1e t
 ; t   1
;
JH(t) =
8<: 1 
2t2
22
+ 1 ; 0  t <  1
e t
 ; t   1
;
J1(t) =
8<: 1 
2t2
22
+ 1 +
1
2
; 0  t <  1
t
 +
1
2

e t; t   1
:
To obtain the performance measures for M=M=S=N + D model, we need further to
give other building blocks based on the above. Now we have H 1(t) = t for 0  t <  1:
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Hence for 0  x < ;
J(H 1(x=)) = J(x=) =
8<:
e C e(1  1)x
 S ;  6= 1
1
 +
1 x
 ;  = 1
;
JH(H
 1(x=)) = JH(x=) =
8<: e
(1  1)x e C
( S)2   xe
(1  1)x
2 S +
e C
( S) ;  6= 1
1  2x2
22
+ 1 ;  = 1
;
J1(H
 1(x=)) = J1(x=) =
8<:
e(1 
 1)x e C
( S)2   xe
(1  1)x
2 S +
h

( S) +
1
(S)2
i
e C ;  6= 1
1  2x2
22
+ 1 +
1
2
;  = 1
:
By the general formulas of building blocks (6.10), (6.19), (6.39) and (6.30), it can be shown
that:
If  6= 1 i.e.,  6= S;
J (N) =
e C [1  P (N   S; )] + N S+1P (N   S;C)  1
  S ;
J
(N)
H =
1
(  S)2  
N S+1e C
S(  S)(N   S)! +
[(  1)  1] e C [1  P (N   S + 1; )]
(  S)2
+
[(N   S + 1)(  1)  1] N S+1P (N   S + 1; C)
(  S)2 ;
J
(N)
1 = J
(N)
H +
e C [1  P (N   S + 1; )]
(S)2
;
J (N)(t) =
8>>><>>>:
e C [1 P (N S+1;)]
 S +
e( S)t[P (N S+1;t) 1]
 S
+
N S+1[P (N S+1;C) P (N S+1;St)]
 S ;
0  t <  1
[1 P (N S+1;)]e St
S ; t   1
:
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If  = 1 i.e.,  = S;
J (N) =
"
1

+
1

  
(N S+1)e 
(N   S)!
#
+

N   S

  1


P (N   S + 1; )
=
1 +    P (N   S; ) + (N   S)P (N   S + 1; )

;
J
(N)
H =

1
22
+
1


[1  P (N   S + 1; )] + (N   S + 3)(N   S + 2)P (N   S + 1; )
22
  (N   S + 3)
N S+1e  + N S+2e 
22(N   S)!
=

1
22
+
1


[1  P (N   S + 1; )] + (N   S + 3; )
22(N   S)! ;
J
(N)
1 = J
(N)
H +
1  P (N   S + 1; )
2
;
J (N)(t) =
8>>><>>>:

1
 +
1
   t

+ [t N+S 1]P (N S+1;t)
+

N S
   1

P (N   S + 1; ) + (t)N S+1e t N S+1e (N S)! ;
0  t <  1
[1 P (N S+1;)]e t
 ; t   1
:
There are some common performance measures of M=M=S +D and M=M=S=N +D
models. Referring to the corresponding general formulas of M=M=S +G model and using
the results we obtained in this section, we have for M=M=S + D and M=M=S=N + D
models:
1. Abandonment rate (use (6.6))
ri =
8<: 0; 0  i  SSP (i S 1;C) P (i S;C)P (i S;C) ; i > S :
2. The density of Vi (use (6.5))
fVi(t) =
8>>><>>>:
0; 0  i < S
(S)i S+1
P (i S;C)(i S)! t
i Se St; i  S; t <  1
(S)i S+1
P (i S;C)(i S)!
S ie St; i  S; t   1
:
Hence P (Vi > t) = 0, for 0  i < S. For i  S; we have when t   1
P (Vi > t) =
(S)i S+1
P (i  S;C)(i  S)!
Z 1
t
 (i S)e Sudu
=
(S)i S+1 (i S)
P (i  S;C)(i  S)!
1
S
e St
=
Ci S
P (i  S;C)(i  S)!e
 St
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and when t <  1
P (Vi > t) =
(S)i S+1
P (i  S;C)(i  S)!
 Z  1
t
ui Se Sudu+
Z 1
 1
 (i S)e Sudu
!
=
(S)i S+1
P (i  S;C)(i  S)!
(i  S + 1; C)  (i  S + 1; St)
(S)i S+1
+
Ci S
P (i  S;C)(i  S)!e
 C
=
(i  S + 1; C)  (i  S + 1; St)
P (i  S;C)(i  S)! +
Ci S
P (i  S;C)(i  S)!e
 C
=
(i  S + 1; C)  (i  S + 1; St) + Ci Se C
P (i  S;C)(i  S)!
=
(i  S)(i  S;C)  (i  S + 1; St)
P (i  S;C)(i  S)!
= 1  P (i  S + 1; St)
P (i  S;C) :
In [36], Movaghar gave the above results forM=M=S+D model in terms of distribution
function of Erlang distribution with parameters (i; S) i.e.,
FYi(x) =
(S)i
(i  1)!
Z x
0
e Stti 1dt;
where Yi  Er(i; S): Actually
FYi(
 1) =
(S)i
(i  1)!
Z  1
0
e Stti 1dt =
(i; S 1)
(i  1)! = P (i; C)
so that the above results agree with those obtained in [36].
6.2.7 An alternative method
Independently, in [11, 12], Brandt and Brandt considered M(n)=M(n)=S + G queueing
system. The rst M(n) means the input is a general state-dependent Poisson process, i.e.,
the arrival rate is dependent on the number of calls n in the system. The second M(n)
means the cumulative service rate is generally dependent on the number of calls n in the
system. This is a quite general model and some special cases are in the following. If n
> 0 for 0  n < N and n  0 for n  N , then we have M(n)=M(n)=S=N + G model.
If n = min(n; S) for n  0, then we have M(n)=M=S + G model and if additionally
n   > 0 then we have M=M=S +G model. In this section we will focus on the results
of M=M=S=N +G model and show that this alternative method produces the same result
as we obtained before.
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As we have mentioned before, using the supplementary variable method, the authors
construct a complex Markov process by including the residual and original patience times
of waiting calls. Specically the Markov process is
(Q(t); X1(t); :::; XL(t)(t);U1(t); :::; UL(t)(t)) (6.46)
where Q(t) is the queue length at time t; L(t) = (Q(t) S)+ is the number of calls waiting in
the queue at time t; Xi(t) and Ui(t) are the residual and original patience times of waiting
calls for the queueing position i = 1:::L(t) and i = 1 is the rst call in the queue, which
will be potentially the next call for service. The stationary distribution of this process is
Pi(x1; :::xl;u1; :::ul)
= lim
t!1P (Q(t) = i;X1(t)  x1; :::; Xl(t)  xl;U1(t)  u1; :::; Ul(t)  ul)
where l = (i  S)+ and the density is
pi(x1; :::xl;u1; :::ul) =
@2l
@x1:::@xl@u1:::@ul
Pi(x1; :::xl;u1; :::ul):
The authors then derived a system of integral equations for the density pi(x1; :::xl;u1; :::ul)
of the Markov process (6.46). By solving these equations explicitly they obtained pi(x1; :::xl;u1; :::ul);
the stationary queue length distribution Q, various conditional waiting time distributions
and mean waiting times. The results are summarized in the following.
Let
F () :=
Z =(S)
0
G(u)du;  > 0
and the constants
Fj :=
1
j!
Z 1
0
F ()je d:
Then the stationary distribution of number of calls in the system is
pi =
8<: gS!S a
i
i! if 0  i  S
giFi S if S  i  N
(6.47)
where
g 1 = S!S
S 1X
i=0
ai
i!
+ S
N SX
i=0
iFi
and hence p0 = gS!
S :
The above results are actually the same as results obtained before (6.8) since we have
F () =
Z =(S)
0
G(u)du = H(=S);  > 0
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and
Fi =
1
i!
Z 1
0
F ()ie d =
1
i!
Z 1
0
H(=S)ie d =
S
i!
Z 1
0
H(t)ie Stdt =
S
i!
gi (S):
(6.48)
After replacing Fi S in (6.47) with (6.48), we will obtain the same stationary distribution
(6.8). This fact conrms the argument of Movaghar [36] that once ri is found, pi will
satisfy a set of dierence equations similar as the global balance equations of a birth-death
process with abandonment rate ri as additional death rate even though the queue length
process Q(t) itself is not a birth-death process.
For the waiting time distribution and the mean waiting time of M=M=S=N +G model,
the following formulas are obtained in [11, 12], where we also use their notation.
1.
P (Wq > tjSr) = 1 WS(t)
=
SpS
P (Sr;non-blocking)
N S 1X
j=0
j+1
j!
Z 1
St
F ()jF
0
()e d:
2.
P (Wq > tjAb) = 1 WI(t)
=
SpS
P (Ab;non-blocking)
N S 1X
j=0
j+1
j!
Z 1
St
F ()j
h
F
0
(St)  F 0()
i
e d:
3.
P (Wq > t) = P (Srjnon-blocking)P (Wq > tjSr) + P (Abjnon-blocking)P (Wq > tjAb)
=
SpS
P (non-blocking)
F
0
(St)
N S 1X
j=0
j+1
j!
Z 1
St
F ()je d:
4.
E(WqjSr) = EWS = pS
P (Sr;non-blocking)
N SX
j=1
j
j!
Z 1
0
F ()j(   1)e d:
5.
E(WqjAb) = EWI = pS
P (Ab;non-blocking)
N SX
j=1
j
j!
Z 1
0
F ()j(j + 1  )e d:
182
6.
E(Wq) = P (Srjnon-blocking)EWS + P (Abjnon-blocking)EWI
=
pS
P (non-blocking)
N SX
j=1
j
(j   1)!
Z 1
0
F ()je d:
It can also be shown that the above formulas are the same as we have obtained before.
For example since
F
0
() =
1
S
H
0
(=S) =
1
S
G(=S);
we have
P (Wq > tjSr) = SpS
P (Sr;non-blocking)
N S 1X
j=0
j+1
j!
Z 1
St
F ()jF
0
()e d
=
pS
P (Sr;non-blocking)
N S 1X
j=0
j
j!
Z 1
St
[H(=S)]j G(=S)e d;
where, by (6.13) and (6.24),
pS
P (Sr;non-blocking)
=
pS
P (Sr)
=

+J(N)
 1+SJ(N)
+J(N)
=

  1 + SJ (N)
and
N S 1X
j=0
j
j!
Z 1
St
[H(=S)]j G(=S)e d
= S
N S 1X
j=0
j
j!
Z 1
t
[H(u)]j G(u)e Sudu
= S
Z 1
t
G(u)eH(u) Su[1  P (N   S; H(u))]du
= S
Z 1
t
eH(u) Su[1  P (N   S; H(u))]du 
Z 1
t
G(u)eH(u) Su[1  P (N   S; H(u))]du

= S
h
J (N 1)(t)  J (N 1)G (t)
i
:
Hence we have
P (Wq > tjSr)
=

  1 + SJ (N)S
h
J (N 1)(t)  J (N 1)G (t)
i
=

h
J (N 1)(t)  J (N 1)G (t)
i
  1 + SJ (N)
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which is (6.36).
In [12] the authors also gave the expression of the abandonment rate function based on
results from [11]
ri =
Fi S 1
Fi S
  S, S < i  N: (6.49)
Since Fi =
S
i! g

i (S); the above is the same as (6.6). For conditional oered waiting
time Vi considered in [36], the authors [12] presented a new proof for the density of Vi for
M(n)=M(n)=S +G model by using results from [11].
A Markov approximation of M=M=S=N +G model
In [12], a Markov approximation ofM=M=S=N+G model is proposed. The approximation
model is denoted by M=M=S=N + M(i)
N S
i=1 where M(i)
N S
i=1 means that with each
waiting place, numbered by i = 1; 2; :::; N   S where i = 1 is the rst call to be served
potentially (i.e., if not abandon), there is a position-related exponential abandonment rate
i: Hence a call waiting on the ith position has an exponential rate i to abandon the
queue. The calls behind him move up according to FCFS discipline and change their
abandonment rate according to their new positions. The total abandonment rate with j
calls in the system is
rj; =
j SX
i=1
i; S < j  N:
If all i =  is a constant, then the model becomes M=M=S=N +M model.
It is obvious that the process Q(t) of this model is a birth-death process with the
stationary distribution
pi =
8>><>>:
gS!S a
i
i! if 0  i  S
gi
iQ
j=S+1
(S+rj;)
if S  i  N (6.50)
where
g 1 = S!S
S 1X
i=0
ai
i!
+ S
N SX
i=0
i
iQ
j=1
(S+ rj+S;)
:
The key idea of the approximation is to nd i such that two distributions (6.47) and
(6.50) are the same. Comparing the above two distributions, the authors obtained for
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S  i  N;
Fi S =
1
iQ
j=S+1
(S+ rj;)
:
Solving the above gives
ri; =
Fi S 1
Fi S
  S, S < i  N;
which is actually the same as (6.49). Hence we nd that when the stationary distributions
are tted, the abandonment rate function ri and ri; are also tted. This fact again
conrms the argument of Movaghar [36] that once ri is found, pi will satisfy a set of
dierence equations similar as the global balance equations of a birth-death process with
abandonment rate ri as additional death rate even though the queue length process Q(t)
itself is not a birth-death process.
Now since it has been proved in [12] that ri is a strictly increasing positive function,
the method to nd i in [12] is,
1 = rS+1
i = rS+i   rS+i 1; 1 < i  N   S:
The fact that pi and abandonment rate function ri are tted for two models if we choose
i as above also implies the tting of those performance measures which only involved pi
and ri; such as P (Ab); P (blocking); E(Qq) and E(Wq) etc. However this is not true for the
various waiting time distributions for two models.
6.2.8 Types of patience time distributions
InM=M=S=N+G model, patience times are assumed to be i.i.d. and generally distributed
with distribution function G(t): We have mainly studied exponential and deterministic
patience time distributions before for the performance analysis of models. In this section
we will consider more types of distributions such as Erlang and uniform distributions.
However our focus is not in the performance analysis of each model. Instead we will try to
give an order relationship for some performance measures of those models with dierent
patience time distributions assuming that all other model parameters are the same.
In [34], the authors studied the impact of customer's patience on delay and abandon-
ment for M=M=S + G model. They gave an order of delay and abandonment assuming
an order relationship between two dierent patience time distributions. Also they got
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the result that the deterministic patience time distribution minimizes P (AB), maximizes
P (Wq > 0) and E(Wq). In [37], similar results have been obtained for M=M=1=N + G
model with patience time on sojourn, i.e., calls could abandon the system even they are in
service. We will generalize these results to M=M=S=N +G model in this section.
For M=M=S=N + GA and M=M=S=N + GB models, where we have used the lower
index A and B to distinguish two models with dierent patience time distributions as in
the rest of this section, we will assume that all model parameters are the same except that
the distributions of the patience time X are dierent with the same mean  1: We will
assume the following order condition for distribution functions GA(t) and GB(t)
HA(x) =
Z x
0
GA(u)du  HB(x) =
Z x
0
GB(u)du; for x  0: (6.51)
Note that both [34] and [37] used this order condition. We will rst prove the following
lemma and then give some order relationship for some performance measures under some
conditions.
Lemma 6.2.2 Under the condition (6.51), for M=M=S=N +G model, we have:
1. gA;j(S)  gB;j(S) for 0  j  N   S:
2. J
(N)
A  J (N)B :
Proof. These are obvious from the denition of gj (S) and J
(N); i.e.,
gj (S) =
Z 1
0
e StH(t)jdt
and
J (N) =
NX
i=S
i Sgi S(S)
(i  S)! :
Theorem 6.2.3 Under the condition (6.51), for M=M=S=N +G model, we have:
1. For the stationary distribution of number of calls in the system,
pA;i  pB;i; for 0  i  S:
2. For the probability that the call get service without delay,
PA(no-delay)  PB(no-delay):
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3. For the mean number of busy servers in the queue,
EA(Qb)  EB(Qb):
4. For the probability of served calls,
PA(Sr)  PB(Sr):
5. For the conditional delay,
PA(delayjnon-blocking)  PB(delayjnon-blocking):
Proof. 1. By (6.11),
p 10 =
S 1X
i=0
ai
i!
+
aS 1J (N)
(S   1)! :
Therefore from Lemma 6.2.2, we have
pA;0  pB;0:
Also by (6.8),
pi = p0
ai
i!
, 0  i  S:
Hence
pA;i  pB;i, 0  i  S: (6.52)
2. P (no-delay) is the probability that the call get service without delay. This can be
proved by (6.52) and the fact that
P (no-delay) =
S 1X
i=0
pi =

+ J (N)
:
3. The mean number of busy servers E(Qb) can be written in terms of pi; 0  i  S as
E(Qb) =
S 1X
i=0
ipi + S
NX
i=S
pi
=
S 1X
i=0
ipi + S(1 
S 1X
i=0
pi)
= S  
S 1X
i=0
(S   i)pi:
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Therefore by (6.52), we have
EA(Qb)  EB(Qb):
4. This is obvious since
P (Sr) =
E(Qb)
a
:
5. By (6.31),
P (delayjnon-blocking) =P (Wq > 0) = J
(N 1)
+ J (N 1)
:
Hence
PA(delayjnon-blocking)  PB(delayjnon-blocking)
=
J
(N 1)
A
+ J
(N 1)
A
  J
(N 1)
B
+ J
(N 1)
B
=
J
(N 1)
A
h
+ J
(N 1)
B
i
  J (N 1)B
h
+ J
(N 1)
A
i
h
+ J
(N 1)
A
i h
+ J
(N 1)
B
i
=

h
J
(N 1)
A   J (N 1)B
i
h
+ J
(N 1)
A
i h
+ J
(N 1)
B
i  0
by Lemma 6.2.2.
Theorem 6.2.4 Under the condition (6.51) and the condition
J
(N)
A
J
(N 1)
A
 J
(N)
B
J
(N 1)
B
; (6.53)
for M=M=S=N +G model, we have:
1. PA(blocking)  PB(blocking):
2. PA(Ab)  PB(Ab):
3. PA(Srjnon-blocking)  PB(Srjnon-blocking):
Proof. 1. Condition (6.53) is equivalent to
J
(N)
A J
(N 1)
B  J (N)B J (N 1)A : (6.54)
By taking away J
(N 1)
A J
(N 1)
B from both sides we have
J
(N)
A J
(N 1)
B   J (N 1)A J (N 1)B  J (N)B J (N 1)A   J (N 1)A J (N 1)B
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or h
J
(N)
A   J (N 1)A
i
J
(N 1)
B 
h
J
(N)
B   J (N 1)B
i
J
(N 1)
A :
By Lemma 6.2.2, 0  J (N 1)B  J (N 1)A . Therefore from the above
J
(N)
A   J (N 1)A  J (N)B   J (N 1)B : (6.55)
On the other hand, by (6.16) we have
P (blocking)=
(J (N)   J (N 1))
+ J (N)
:
Hence
PA(blocking)  PB(blocking)
=
(J
(N)
A   J (N 1)A )
+ J
(N)
A
  (J
(N)
B   J (N 1)B )
+ J
(N)
B
= 
(J
(N)
A   J (N 1)A )(+ J (N)B )  (J (N)B   J (N 1)B )(+ J (N)A )
(+ J
(N)
A )(+ J
(N)
B )
= 

h
J
(N)
A   J (N 1)A   (J (N)B   J (N 1)B )
i
+ 
h
J
(N)
A J
(N 1)
B   J (N)B J (N 1)A
i
(+ J
(N)
A )(+ J
(N)
B )
 0
by (6.54) and (6.55).
2. We have
P (Ab) = 1  P (blocking)  P (Sr):
Now since
PA(blocking)  PB(blocking);
and by Theorem 6.2.3 PA(Sr)  PB(Sr); we have,
PA(Ab)  PB(Ab)
3. Since
P (Srjnon-blocking) = P (Sr)
1  P (blocking) ;
the result is obvious by the two previous results.
Theorem 6.2.5 Under the condition (6.51) and the condition
J
(N)
A
J
(N 1)
A
 J
(N)
B
J
(N 1)
B
;
for M=M=S=N +G model, we have
PA(delay)  PB(delay):
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Proof. By (6.14) we have
P (delay)=
J (N 1)
+ J (N)
:
Hence
PA(delay)  PB(delay)
=
J
(N 1)
A
+ J
(N)
A
  J
(N 1)
B
+ J
(N)
B
=
J
(N 1)
A
h
+ J
(N)
B
i
  J (N 1)B
h
+ J
(N)
A
i
h
+ J
(N)
A
i h
+ J
(N)
B
i
=

h
J
(N 1)
A   J (N 1)B
i
+ 2
h
J
(N)
B J
(N 1)
A   J (N)A J (N 1)B
i
h
+ J
(N)
A
i h
+ J
(N)
B
i  0:
After providing the order relationship of some performance measures ofM=M=S=N+G
model under some order conditions of patience time distribution in the above, next we will
consider the special properties of the deterministic patience time distribution. We have
the following Lemma from [34] and [37]. Both papers have this result although their proofs
are dierent. The proof given here is adapted from [37].
Lemma 6.2.3 For x  0;
HD(x) =
Z x
0
GD(u)du  H(x) =
Z x
0
G(u)du;
where
GD(u) =
8<: 1; u <  10; u   1
is the survival function of the deterministic distribution X =  1 and G(u) is the survival
function of any patience time distribution with mean  1.
Proof. For 0  u <  1; GD(u) = 1  G(u): Hence for 0  x <  1; HD(x)  H(x):
For x   1
HD(x) =
Z  1
0
GD(u)du+
Z x
 1
GD(u)du
=
Z  1
0
GD(u)du = 
 1  H(x)
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since H(x) is a non-decreasing function and H(1) =  1:
Therefore by the above Lemma, Lemma 6.2.2 and Theorem 6.2.3 we have the following
extremal property of the deterministic patience time among all patience time distributions
with mean  1 for M=M=S=N +G model.
Theorem 6.2.6 For M=M=S=N +G model, we have:
1. gD;j(S)  gj (S) for 0  j  N   S:
2. J
(N)
D  J (N):
3. pD;i  pi; for 0  i  S:
4. PD(no-delay)  P (no-delay):
5. ED(Qb)  E(Qb):
6. PD(Sr)  P (Sr):
7. PD(delayjnon-blocking)  P (delayjnon-blocking):
We will consider Erlang patience time distribution with mean  1 in the following, i.e.,
GE(k)(u) = e
 ku
k 1X
i=0
(ku)i
i!
=
(k)k
(k   1)!
Z 1
u
e kttk 1dt; u  0
where GE(k)(u) is the survival function of Erlang distribution with parameters k and k:
In [37], the following result has been proved.
Lemma 6.2.4 For all k  1 and x  0;
HE(k+1)(x) =
Z x
0
GE(k+1)(u)du  HE(k)(x) =
Z x
0
GE(k)(u)du:
Therefore, as in the case of deterministic patience time, we have the following theorem.
Theorem 6.2.7 For M=M=S=N + E(k) model, where E(k) means the patience time has
Erlang distribution with parameters k and k; we have for all k  1 :
1. gE(k+1);j(S)  gE(k);j(S) for 0  j  N   S:
2. J
(N)
E(k+1)  J
(N)
E(k):
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3. pE(k+1);i  pE(k);i; for 0  i  S:
4. PE(k+1)(no-delay)  PE(k)(no-delay):
5. EE(k+1)(Qb)  EE(k)(Qb):
6. PE(k+1)(Sr)  PE(k)(Sr):
7. PE(k+1)(delayjnon-blocking)  PE(k)(delayjnon-blocking):
Remark 6.2.1 When k = 1; we haveM=M=S=N+M model. The above theorem shows the
extremal property of the exponential patience time distribution among all Erlang patience
time distributions with mean  1.
Remark 6.2.2 When k !1; we have M=M=S=N +D model. The above theorem shows
the extremal property of the deterministic patience time distribution among all Erlang pa-
tience time distributions with mean  1, which is consistent with Theorem 6.2.6.
At last we will consider the uniform patience time distribution with mean  1 and the
support (0; 2 1): In this case
GU (u) =
8<: 1  u2 1 ; 0  u < 2 10; u  2 1 :
In [37], the following result about the uniform patience time distribution has been proved.
Lemma 6.2.5 For all x  0;
HU (x) =
Z x
0
GU (u)du  HE(1)(x) =
Z x
0
GE(1)(u)du:
Therefore, we have the following theorem.
Theorem 6.2.8 For M=M=S=N +M and M=M=S=N + U models, where U means the
patience time has uniform distribution with mean  1 and the support (0; 2 1); we have:
1. gU;j(S)  gM;j(S) for 0  j  N   S:
2. J
(N)
U  J (N)M :
3. pU;i  pM;i; for 0  i  S:
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4. PU (no-delay)  PM (no-delay):
5. EU (Qb)  EM (Qb):
6. PU (Sr)  PM (Sr):
7. PU (delayjnon-blocking)  PM (delayjnon-blocking):
6.3 SOQN model with general abandonment of call centres
(SOQN+G)
In this section we will study the SOQN model with general abandonment of call centres
denoted by SOQN+G, which is a generalization of M=M=S=N +G model to the two-node
SOQN case. We will rst give a model description and then derive the main performance
measures of this model.
6.3.1 Model description
The model is a semiopen network with two nodes in series. Node 1 models the IVRU with
N servers each with exponential service rate  and Node 2 models the CSRs with S (  N)
servers each with exponential service rate . The maximum number of calls in the network
is N , i.e., if an arriving call nds N calls in the system, it will be blocked and rejected
entering the system. Hence there is no queue at Node 1 and there are at most N  S calls
waiting at Node 2. Arriving calls can enter the network only through Node 1 according to
a Poisson process with arrival rate . After the service with Node 1 is completed, the call
leaves the network with probability p = 1   p and it joins Node 2 with probability p. If
there are free CSRs at Node 2, the call is served by one of S CSRs. Otherwise it waits in
the queue to get service.
We model abandonment at Node 2 and assume that upon joining the queue, calls start
the patience times X which have i.i.d. general distribution with mean  1 (the distribution
function is denoted by G(t)). If the waiting time for the call is longer than its patience time
X, the call will abandon, leave the system and release the trunk line. Otherwise it gets
service with a CSR and releases both the CSR and the trunk line and leaves the system
after the service. The arrival, service and abandonment processes are all assumed to be
independent. The original SOQN model in Chapter 3 can be thought of as this model with
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Figure 6.3: SOQN model with general abandonment
 = 0 and the SOQN+M model studied in Chapter 5 is a special case of this model with
exponential patience time distribution. Figure 6.3 gives a picture of the model.
6.3.2 Product form solution of the queue length process
Let Q(t) = (Q1(t); Q2(t)) be the queue length process, where Qi(t) is the queue length
(number of calls) of Node i; i = 1; 2 at time t. We assume that the stationary distribution
of Q(t) exists and let ij = P (Q1 = i; Q2 = j) be the stationary probability of having i
calls at Node 1 and j calls at Node 2 with the state space 
 = f(i; j)ji+j  N; (i; j) 2 Z2+g.
For Node 2, as in M=M=S=N +G model, we have the abandonment rate
rj =
8<: 0 if 0  j  SFj S 1
Fj S   S, if S < j  N
(6.56)
where Fj =
S
j! g

j (S) as in (6.48). Following the same way as M=M=S=N + G model
in Movaghar [36], we can incorporate the abandonment rate rj into the service rate for
Node 2. We have the argument that ij will still satisfy the global balance equations (4.8)
in Chapter 4 with new service rates even though the queue length process Q(t) itself is
not a Markov process. Now it is easy to know that this model is a special case of the
semiopen network model studied in Section 4.2, Chapter 4 with state dependent service
rates 1(i) = i,
2(j) =
8<: j for 0  j  SS+ rj for S < j  N
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and constant balking. We have that Node 1 is similar to a M=M=1 queue with arrival
rate  and service rate : Node 2 is similar to a M=M=S=N + G queue with arrival rate
p; service rate  and general abandonment. Therefore we have the following result.
Theorem 6.3.1 For SOQN+G model, the stationary distribution of the queue length pro-
cess Q = fQ1; Q2g has product form solution,
ij = 00
ai1
i!
aj2
(j) ; 0  i+ j  N ; (6.57)
where a1 = =; a2 = p= = pa;
(j) :=
8<: j! for 0  j  SS!aj S
j S for S < j  N
;
j S :=
j SQj
n=S+1(S+ rn)
and 00 =
" P
0i+jN
ai1
i!
aj2
(j)
# 1
is the normalizing constant.
Remark 6.3.1 Using the expression of the abandonment rate rn (6.56), we have
j S = Fj Sj S (6.58)
or
j S =
Sgj S(S)
j S
(j   S)! :
In Section 5.3.2, Chapter 5, we already obtained some performance measures related
to ij for SOQN+M model. Those expressions are still valid here and the only dierence
is that now we have a general expression of j S valid for any patience time distributions.
We repeat those results here.
1. The explicit expression for  100 ;
 100 =
NX
k=0
(a1 + a2)
k
k!
+
NX
k=S+1
kX
j=S+1
ak j1 a
j
2
(k   j)!

j S
S!aj S
  1
j!

;
which will reduce to p 10 of M=M=S=N +G model if we let  =1 and p = 1:
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2. The marginal distribution for Node 1 and its mean,
i := P (Q1 = i) = 00
N iX
j=0
ai1
i!
aj2
(j)
; 0  i  N;
E(Q1) =
NX
i=0
ii = 00
NX
i=0
i
N iX
j=0
ai1
i!
aj2
(j)
:
3. The marginal distribution for Node 2 and its mean,
j := P (Q2 = j) = 00
N jX
i=0
ai1
i!
aj2
(j)
; 0  j  N;
E(Q2) =
NX
j=0
jj = 00
NX
j=0
j
N jX
i=0
ai1
i!
aj2
(j)
:
4. The mean number of calls waiting in the queue at Node 2,
E(Q2q) =
NX
j=S+1
(j   S)j = 00
NX
j=S+1
(j   S)
N jX
i=0
ai1
i!
aj2
(j)
:
6.3.3 Blocking probability
In Section 5.3.3, Chapter 5, we already obtained the stationary probabilities k for 0  k 
N that there are exactly k calls in the system and the blocking probability for SOQN+M
model. Those expressions are still valid here and we summarize in the following, where
random variable Q = Q1 +Q2 is the number of calls in the system.
1. The probability k for 0  k  N and the blocking probability,
k = 00

(a1+a2)k
k! +
Pk
j=S+1
ak j1 a
j
2
(k j)!

j S
S!aj S   1j!

I(S;1)(k)

;
P (blocking) = N :
2. The mean number of total calls in the system,
E(Q) =
NX
k=0
kk =
NX
k=0
k
kX
j=0
(k j)j = E(Q1) + E(Q2):
For Node 1, we apply the same Little's formula as in Chapter 3
E(Q1) = a1 [1  P (blocking)]
which is also the carried load for Node 1. The utilization
v1 =
E(Q1)
N
=
a1 [1  P (blocking)]
N
< 1
is the proportion of time that an IVRU server is busy.
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6.3.4 Probability of abandonment and other performance measures
As in Section 5.3.4, we only need to consider the probability of abandonment among those
calls who are not blocked and join Node 2 denoted as P (Abjentry) where the event entry
means non-blocking and joining Node 2. We have
P (Abjentry) =
N 1X
j=S
Pj(Ab)P (the call nds j calls at Node 2jentry)
=
N 1X
j=S
qj
rj+1
S+ rj+1
;
where we have used (6.4) for Pj(Ab) and as in Section 5.3.4, qj =
PN 1 j
i=0 
(N 1)
ij : Hence
by (6.56) and (6.58), we have
P (Abjentry) =
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
Fj S   SFj S+1
Fj S
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
j S   j S+1
j S
:
We can also utilize the result in Chapter 3, as in Section 5.3.4,
qj =
N 1 jX
i=0

(N 1)
ij =
NX
k=j+1
(k; j) (6.59)
to obtain an expression in terms of (k; j)
P (Abjentry) =
N 1X
j=S
NX
k=j+1
(k; j)
Fj S   SFj S+1
Fj S
=
NX
k=S+1
k 1X
j=S
(k; j)
Fj S   SFj S+1
Fj S
:
Therefore we have
P (Srjentry) = 1  P (Abjentry) =
S 1X
j=0
qj +
N 1X
j=S
qj
SFj S+1
Fj S
=
S 1X
j=0
N 1 jX
i=0

(N 1)
ij +
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
SFj S+1
Fj S
=
S 1X
j=0
NX
k=j+1
(k; j) +
N 1X
j=S
NX
k=j+1
(k; j)
SFj S+1
Fj S
=
NX
k=1
k^S 1X
j=0
(k; j) +
NX
k=S+1
k 1X
j=S
(k; j)
SFj S+1
Fj S
:
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According to Chapter 3, the probability of entry is P (entry) = p
PN 1
j=0
PN 1 j
i=0 ij so
that we have
P (Ab) = P (Abjentry)P (entry)
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
Fj S   SFj S+1
Fj S
0@pN 1X
j=0
N 1 jX
i=0
ij
1A
= p
N 1X
j=S
N 1 jX
i=0
ij
Fj S   SFj S+1
Fj S
by the relationship

(N 1)
ij =
ijPN 1
j=0
PN 1 j
i=0 ij
as proved in Chapter 3. Also
P (Sr) = P (Srjentry)P (entry)
=
0@S 1X
j=0
N 1 jX
i=0

(N 1)
ij +
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
SFj S+1
Fj S
1A0@pN 1X
j=0
N 1 jX
i=0
ij
1A
= p
S 1X
j=0
N 1 jX
i=0
ij + p
N 1X
j=S
N 1 jX
i=0
ijSFj S+1
Fj S
:
Now Little's formula for busy CSRs at Node 2 is
E(Q2b) = P (Sr)
1

= ap
S 1X
j=0
N 1 jX
i=0
ij + ap
N 1X
j=S
N 1 jX
i=0
ijSFj S+1
Fj S
which is easy to verify since
ap
S 1X
j=0
N 1 jX
i=0
ij + ap
N 1X
j=S
N 1 jX
i=0
ijSFj S+1
Fj S
= a2
S 1X
j=0
N 1 jX
i=0
ij + a2
N 1X
j=S
N 1 jX
i=0
ijSFj S+1
Fj S
=
S 1X
j=0
(j + 1)
N 1 jX
i=0
i(j+1) + S
N 1X
j=S
N 1 jX
i=0
i(j+1)
=
SX
j=1
j
N jX
i=0
ij + S
NX
j=S+1
N jX
i=0
ij
= E(Q2b);
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where we have used the fact that
a2ij = (j + 1)i(j+1) for 0  j < S
and
pij = a2ij = [S+ rj+1]i(j+1) =
Fj S
Fj S+1
i(j+1) for j  S (6.60)
which can be veried by the product form solution ij (6.57). Hence the carried load for
Node 2 is a0 = E(Q2b) = aP (Sr). The utilization
v =
a0
S
= P (Sr) < 1
is the proportion of time that a CSR is busy.
Similarly as in Section 3.3.4, Chapter 3, we have the following performance measures.
1. P (only self-served by Node 1) = (1  p)PN 1j=0 PN 1 ji=0 ij :
2. P (no-delay; entry) = p
PS 1
j=0
PN 1 j
i=0 ij :
3. P (delay; entry) = p
PN 1
j=S
PN 1 j
i=0 ij :
4. P (no-delayjentry) = PS 1j=0 qj = PS 1j=0 PN 1 ji=0 (N 1)ij = PS 1j=0 PNk=j+1 (k; j) =PN
k=1
Pk^S 1
j=0 (k; j):
5. P (delayjentry) = PN 1j=S qj = PN 1j=S PN 1 ji=0 (N 1)ij = PN 1j=S PNk=j+1 (k; j) =PN
k=S+1
Pk 1
j=S (k; j):
6.3.5 Waiting time distribution
For waiting time distribution, as SOQN+M model in Chapter 5, we only need to consider
those calls given they are not blocked and join Node 2 (or given entry), since there is no
queue at Node 1. Let Wq denote the conditional stationary waiting time of calls given
entry, which is the time spent by an entry call in the queue of Node 2 until abandonment
or starting to get service. We have
P (Wq > t) = P (V ^X > t) = P (V > t)G(t)
where V is the conditional oered waiting time of an innite patient call given entry, which
is independent of the patience time X.
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To obtain the distribution of V; we follow the same conditional argument as before.
First we have, by (6.27),
P (Vj > t) =
R1
t H(u)
j Se Sudu
gj S(S)
=
Lj S(t)
gj S(S)
;
where we have dened Lj S(t) :=
R1
t H(u)
j Se Sudu and Lj S(0) = gj S(S): Then by
(6.59), we have
P (V > t) =
N 1X
j=S
P (Vj > t)P (the call nds j calls at Node 2jentry)
=
N 1X
j=S
Lj S(t)
gj S(S)
qj (6.61)
=
N 1X
j=S
N 1 jX
i=0

(N 1)
ij
Lj S(t)
gj S(S)
=
N 1X
j=S
NX
k=j+1
(k; j)
Lj S(t)
gj S(S)
=
NX
k=S+1
k 1X
j=S
(k; j)
Lj S(t)
gj S(S)
and
dP (V > t) =  
N 1X
j=S
qj
H(t)j Se St
gj S(S)
dt: (6.62)
Hence
P (Wq > t) =
N 1X
j=S
qj
Lj S(t)G(t)
gj S(S)
: (6.63)
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The waiting time distribution for abandonment calls given entry is
P (W q>t;Ab) = P (V ^X > t; V > X)
= P (X > t; V > X)
=
Z 1
t
P (V > x)dG(x)
= P (V > x)G(x)j1t  
Z 1
t
G(x)dP (V > x)
=
Z 1
t
G(x)
N 1X
j=S
qj
H(x)j Se Sx
gj S(S)
dx  P (V > t)G(t)
=
N 1X
j=S
qj
R1
t G(x)H(x)
j Se Sxdx
gj S(S)
 
N 1X
j=S
qj
Lj S(t)
gj S(S)
G(t)
=
N 1X
j=S
qj
R1
t G(x)H(x)
j Se Sxdx G(t)Lj S(t)
gj S(S)
=
N 1X
j=S
qj
G(t)Lj S(t) 
R1
t G(x)H(x)
j Se Sxdx
gj S(S)
;
where we have used (6.62) and (6.61). Then
P (W q>t; Sr) = P (W q>t) P (W q>t;Ab)
=
N 1X
j=S
qj
G(t)Lj S(t)
gj S(S)
 
N 1X
j=S
qj
G(t)Lj S(t) 
R1
t G(x)H(x)
j Se Sxdx
gj S(S)
=
N 1X
j=S
qj
R1
t G(x)H(x)
j Se Sxdx
gj S(S)
:
To facilitate the computation, using integration by parts, it can be shown thatZ 1
t
G(x)H(x)j Se Sxdx =
SLj S+1(t)  e StH(t)j S+1
j   S + 1
so that
P (W q>t; Sr) =
N 1X
j=S
qj
SLj S+1(t)  e StH(t)j S+1
(j   S + 1)gj S(S)
(6.64)
and
P (W q>t;Ab) =
N 1X
j=S
qj
(j   S + 1)G(t)Lj S(t)  SLj S+1(t) + e StH(t)j S+1
(j   S + 1)gj S(S)
:
Now we can derive the conditional waiting, which are more useful in practice, using
the above results.
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1.
P (Wq > tjAb) = P (Wq > t;Ab)
P (Abjentry)
=
PN 1
j=S qj
(j S+1)G(t)Lj S(t) SLj S+1(t)+e StH(t)j S+1
(j S+1)gj S(S)PN 1
j=S qj
h
1  Sg

j S+1(S)
(j S+1)gj S(S)
i :
2.
P (Wq > tjSr) = P (Wq > t; Sr)
P (Srjentry)
=
PN 1
j=S qj
SLj S+1(t) e StH(t)j S+1
(j S+1)gj S(S)PS 1
j=0 qj +
PN 1
j=S qj
Sgj S+1(S)
(j S+1)gj S(S)
:
3.
P (Wq > tjSr; delay) = P (Wq > t; Sr)
P (Sr; delayjentry)
=
PN 1
j=S qj
SLj S+1(t) e StH(t)j S+1
(j S+1)gj S(S)PN 1
j=S qj
Sgj S+1(S)
(j S+1)gj S(S)
:
6.3.6 Mean waiting time
By (6.63), we have the mean waiting time for all calls given entry
E(Wq) =
N 1X
j=S
qj
Z 1
0
Lj S(t)G(t)
gj S(S)
dt
=
N 1X
j=S
qj
gj S(S)
Z 1
0
Lj S(t)dH(t)
=
N 1X
j=S
qjg

j S+1(S)
gj S(S)
:
Now Little's formula for all calls waiting in the queue at Node 2 is
E(Q2q) = P (entry)E(Wq) (6.65)
= p
N 1X
j=0
N 1 jX
i=0
ijE(Wq);
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which is easy to verify since
p
N 1X
j=0
N 1 jX
i=0
ijE(Wq) = p
N 1X
j=0
N 1 jX
i=0
ij
N 1X
k=S
qk
gk S+1(S)
gk S(S)
=
N 1X
k=S
N 1 kX
i=0
pik
gk S+1(S)
gk S(S)
=
N 1X
k=S
N 1 kX
i=0
i(k+1)(k   S + 1)
=
NX
k=S+1
(k   S)
N kX
i=0
ik = E(Q2q);
where we have used a similar result as (6.60),
pik = a2ik = [S+ rk+1]i(k+1) =
(k   S + 1)gk S(S)
gk S+1(S)
i(k+1) for k  S
and a result in Chapter 5 (5.86),
qk =
PN 1 k
i=0 ikPN 1
j=0
PN 1 j
i=0 ij
:
Next by (6.64) the mean waiting time for served calls given entry is
E(Wq; Sr) =
N 1X
j=S
qj
S
R1
0 Lj S+1(t)dt 
R1
0 e
 StH(t)j S+1dt
(j   S + 1)gj S(S)
=
N 1X
j=S
qj
S
R1
0 Lj S+1(t)dt  gj S+1(S)
(j   S + 1)gj S(S)
=
N 1X
j=S
qj
S
R1
0 ue
 SuH(u)j S+1du  gj S+1(S)
(j   S + 1)gj S(S)
:
At last the mean waiting time for abandoned calls given entry is
E(Wq; Ab) = E(Wq)  E(Wq; Sr)
=
N 1X
j=S
qj
gj S+1(S)
gj S(S)
 
N 1X
j=S
qj
S
R1
0 ue
 SuH(u)j S+1du  gj S+1(S)
(j   S + 1)gj S(S)
=
N 1X
j=S
qj
(j   S + 2)gj S+1(S)  S
R1
0 ue
 SuH(u)j S+1du
(j   S + 1)gj S(S)
:
Now we can derive the conditional mean waiting time, which are more useful in practice,
using the above results.
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1.
E(WqjAb) = E(Wq; Ab)
P (Abjentry)
=
PN 1
j=S qj
(j S+2)gj S+1(S) S
R1
0 ue
 SuH(u)j S+1du
(j S+1)gj S(S)PN 1
j=S qj
h
1  Sg

j S+1(S)
(j S+1)gj S(S)
i :
2.
E(WqjSr) = E(Wq; Sr)
P (Srjentry)
=
PN 1
j=S qj
S
R1
0 ue
 SuH(u)j S+1du gj S+1(S)
(j S+1)gj S(S)PS 1
j=0 qj +
PN 1
j=S qj
Sgj S+1(S)
(j S+1)gj S(S)
:
3.
E(WqjSr; delay) = E(Wq; Sr)
P (Sr; delayjentry)
=
PN 1
j=S qj
S
R1
0 ue
 SuH(u)j S+1du gj S+1(S)
(j S+1)gj S(S)PN 1
j=S qj
Sgj S+1(S)
(j S+1)gj S(S)
:
6.3.7 Numerical examples
To give some numerical illustrations for the SOQN model with general abandonment,
we will consider the following example for P (blocking); P (Wq > t); P (Ab) and P (Sr).
This example is similar to the example discussed in Chapter 3 where the parameters are
 = 250=1800;  = 1=180; t = 20 seconds,  = 0:01. We also let p = 0:5 here. To illustrate
the eect of buer size, we x S = 10 and let buer size K = N   S change from 0 to
20. In addition we will compare three dierent patience time distributions (exponential,
deterministic and uniform) with the same mean  1 where  = 0:02. For the uniform
patience time distribution, we assume the support is (0; 2 1) with mean  1:
In Figure 6.4, we compare P (blocking) for dierent patience time distributions with the
same mean. Among three patience time distributions, exponential patience has the best
performance and deterministic patience has the worst. However, we nd that P (blocking)
is not sensitive to the patience time distribution, especially for smaller K: Also P (blocking)
is a strictly decreasing function ofK in all cases. In Figure 6.5, we compare P (Wq > 20) for
dierent patience time distributions with the same mean. Again, among three patience time
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Figure 6.4: P (blocking) for dierent patience time distributions with the same mean
Figure 6.5: P (Wq > 20) for dierent patience time distributions with the same mean
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Figure 6.6: P (Ab) for dierent patience time distributions with the same mean
distributions, exponential patience has the best performance and deterministic patience has
the worst. And we nd that P (Wq > 20) is sensitive to the patience time distribution,
especially for lager K: Also P (Wq > 20) is a strictly increasing function of K in all cases.
Note that we have observed similar monotonicity properties with respect to buer size K
for P (blocking) and P (Wq > 20) inM=M=S=N+M model and we will use this observation
in Chapter 7 for the call centre design problem.
Next we will consider the unconditional probabilities P (Ab) and P (Sr); shown in Figure
6.6 and Figure 6.7 respectively. It is clear that both P (Ab) and P (Sr) increase when the
buer size K increases as proved in M=M=S=N +M model. For both P (Ab) and P (Sr);
among three patience time distributions, deterministic patience has the best performance
and exponential patience has the worst. The fact that in terms of P (Sr), deterministic
patience has the best performance agrees with Theorem 6.2.6 for M=M=S=N +G model.
Also we nd that in terms of P (Sr), uniform patience has better performance than expo-
nential patience, which agrees with Theorem 6.2.8 for M=M=S=N + G model. Note that
P (Ab) is sensitive to the patience time distribution, especially for lager K while P (Sr) is
not sensitive to the patience time distribution, especially for smaller K.
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Figure 6.7: P (Sr) for dierent patience time distributions with the same mean
6.4 Summary
In this chapter, exponential abandonment models were generalized to the general aban-
donment case. For single-node models, our work is based on several previous works and
is a generalization of them. For example we derived a comprehensive list of formulas for
performance measures in terms of new building blocks for M=M=S=N + G: Two special
cases were studied for the building blocks: exponential and deterministic abandonment.
Based on the performance analysis of M=M=S=N + G model, we studied the comparison
of dierent patience time distributions including Deterministic, Erlang and Uniform. For
network model, we proposed and studied SOQN+G model in detail. In the end, numeri-
cal examples were given to illustrate the eect of dierent patience time distributions for
SOQN+G model.
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Chapter 7
An Algorithm for Call Centre Design Problem
7.1 Introduction
As discussed in Chapter 1, there are two main research problems in call centres. In previ-
ous chapters, we have been focusing on the call centre modelling and performance analysis
problem. We proposed several SOQN models of call centres and gave a detailed perfor-
mance analysis for each model. We also reviewed the corresponding single-node queueing
models and obtained new results. Explicit expressions for performance measures can be
obtained after performance analysis. Given the parameters of a call centre, these perfor-
mance measures provide the call centre manager a sense of how the call centre is performing.
We can also make some \what-if" experiment using expressions of performance measures,
which is often desirable to the call centre manager. Another use of the expressions of per-
formance measures involves theoretical analysis of the performance measures with respect
to some model parameters as we have shown in Chapter 5 for monotonicity and convexity
properties of some performance measures.
In this chapter we will focus on the call centre design problem. We will develop a design
algorithm to determine the minimal number of CSRs (S) and trunk lines (N) to satisfy a
given set of service level constraints. The algorithm is based on the monotonicity properties
of some performance measures with respect toN:We also provide some numerical examples
to illustrate the ecacy of our algorithm.
7.2 Design algorithm
In our design algorithm, for simplicity we will not attach specic costs for S and N .
Therefore we will not solve the design problem through optimization in terms of costs.
However, we will use the denition of cost ordering among (S;N) pairs dened in [35] and
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nding the smallest pair of (S;N) in terms of this cost ordering will be our objective. This
denition follows the fact that usually the cost of a trunk line is insignicant compared to
the cost of a CSR. The following denition is given in [35].
Denition 7.2.1 (S1; N1) is less than or equal to (S2; N2) in terms of cost ordering, de-
noted as (S1; N1) C (S2; N2) if and only if S1 < S2 or we have S1 = S2 and N1  N2:
Then our design problem can be formalized as8<: min (S;N) in terms of cost orderings:t: SL constraints:
The SL constraints can be any combination of two performance measures (SL1 and SL2)
satisfying the following monotonicity properties with respect to S and N .
1. When S and other parameters are xed, SL1 is a decreasing function of N .
2. When N and other parameters are xed, SL1 is a decreasing function of S.
3. When S and other parameters are xed, SL2 is an increasing function of N .
4. When N and other parameters are xed, SL2 is a decreasing function of S.
A common combination is SL1 = P (blocking) and SL2 = 1  TSF = P (Wq > t) as in
[13, 35, 42] and we will use this combination as well. In this case, the design problem can
be formalized as 8>>><>>>:
min (S;N) in terms of cost ordering
s:t:
8<: SL1 = P (blocking) < bSL2 = P (Wq > t) < c :
(7.1)
Our algorithm works for any model as long as the above monotonicity properties are
met for SL1 and SL2: For example in [35], it has been proved that these monotonicity
properties hold for SL1 = P (blocking) and SL2 = P (Wq > t) in M=M=S=N model.
Furthermore in Chapter 2 we have proved other monotonicity properties with respect to
N in M=M=S=N model. However for other models, it may be dicult to prove them in
theory although they are intuitively correct.
For the design problem (7.1), in view of the monotonicity properties of SL1 and SL2
mentioned above, we have the feasible region and the optimal solution as shown in Figure
7.1.
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Figure 7.1: The feasible region and the optimal solution of the design problem (7.1)
In Figure 7.1, Region I is where (S;N) satises P (blocking) < b and it has this shape
because we assume the following monotonicity properties for P (blocking) : P (blocking)
is a decreasing function of N when S is xed and a decreasing function of S when N is
xed. Region II is where (S;N) satises P (Wq > t) < c and it has this shape because we
assume the following monotonicity properties for P (Wq > t) : P (Wq > t) is an increasing
function of N when S is xed and a decreasing function of S when N is xed. Region III
is where (S;N) satises both P (blocking) < b and P (Wq > t) < c and it is the intersection
of Region I and II. According to the denition of cost ordering, the optimal solution is the
bottom of the most left column of Region III.
Basically our design algorithm is a searching algorithm, which can be described fol-
lowing the line in Figure 7.1. We start with N = S = 1; where P (Wq > t) = 0 since no
calls can wait. Then we increase N until we reach the smallest N where P (Wq > t) < c is
satised. This is guaranteed by the monotonicity property of P (Wq > t) with respect to
N when S is xed. At this point we check the constraint P (blocking): If P (blocking)  b;
there is no intersection of Region I and II at the current S and we will increase S by 1
and keep N unchanged. The new (S;N) will satisfy P (Wq > t) < c by the monotonicity
property of P (Wq > t) with respect to S when N is xed. We then repeat the previous
procedures until P (blocking) < b for some S: Now we already obtain the right S and we
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just need to reduce N until we reach the smallest N where P (blocking) < b is satised.
This is guaranteed by the monotonicity property of P (blocking) with respect to N when
S is xed. The searching algorithm stops until we obtain the optimal solution or there is
no solution when (S;N) reaches the given maximum (S;N): From the above description,
we nd that the monotonicity property of P (blocking) with respect to S is not important
except that it will guarantee that we will obtain an optimal solution faster i.e., the op-
timal S is smaller as shown in Figure 7.1. The algorithm can be written in the form of
pseudocode as follows.
Algorithm 7.2.1 Searching algorithm to get the optimal (S;N)
1 Initialize parameters (S = 1; N = 1;maxS;maxN)
2 WHILE true
2.1 Compute delay = P (Wq > t)
2.2 WHILE delay < c AND N  maxN
N = N + 1
Compute delay = P (Wq > t)
ENDWHILE
2.3 N = N   1
2.4 Compute block = P (blocking)
2.5 IF block  b THEN
S = S + 1
IF S > maxS THEN OUTPUT no solution; BREAK; ENDIF
N = N + 1
ELSE
OUTPUT S
N = N   1
Compute block = P (blocking)
WHILE block < b
N = N   1
Compute block = P (blocking)
ENDWHILE
OUTPUT N + 1
BREAK
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ENDIF
ENDWHILE
The above algorithm is similar to the algorithm given in [27]. However we can generalize
this algorithm to cope with the case where only the following two monotonicity properties
with respect toN are required. Note that we have proved these two monotonicity properties
with respect to N for M=M=S=N +M model in Chapter 5.
1. When S and other parameters are xed, P (blocking) is a decreasing function of N .
2. When S and other parameters are xed, P (Wq > t) is an increasing function of N .
In this case, when we increase S by 1 and keep N unchanged, we cannot guarantee
that the new (S;N) will still satisfy P (Wq > t) < c since we do not have the monotonicity
property of P (Wq > t) with respect to S when N is xed. We can make some adjustment
to the algorithm to make sure that after increasing S by 1; the new (S;N) will still be
within the region P (Wq > t) < c by reducing N: The generalized algorithm is in the
following.
Algorithm 7.2.2 The generalized searching algorithm to get the optimal (S;N)
1 Initialize parameters (S = 1; N = 1;maxS;maxN)
2 WHILE true
2.1 Compute delay = P (Wq > t)
2.2 IF delay < c THEN
WHILE delay < c AND N  maxN
N = N + 1
Compute delay = P (Wq > t)
ENDWHILE
N = N   1
ELSE
WHILE delay  c
N = N   1
Compute delay = P (Wq > t)
ENDWHILE
ENDIF
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2.3 Compute block = P (blocking)
2.4 IF block  b THEN
S = S + 1
IF S > maxS THEN OUTPUT no solution; BREAK; ENDIF
N = N + 1
ELSE
OUTPUT S
N = N   1
Compute block = P (blocking)
WHILE block < b
N = N   1
Compute block = P (blocking)
ENDWHILE
OUTPUT N + 1
BREAK
ENDIF
ENDWHILE
7.3 Numerical examples
In this section, we will provide some numerical examples to illustrate the ecacy of our
design algorithm for dierent models analyzed in this thesis. We will start with models
with patient calls, i.e.,M=M=S=N and SOQN models. Then we will consider SOQN model
with dierent balking functions. In the end we will focus on abandonment models, i.e.,
M=M=S=N +M model, SOQN+M model and SOQN+G model.
7.3.1 M=M=S=N and SOQN models
M=M=S=N and SOQN models are models with patient calls and we have obtained per-
formance measures for these two models such as P (blocking) and P (W q> t) in Chapter
2 and Chapter 3 before. Now we will apply our algorithm developed in this chapter to
solve the design problem, i.e., to determine the minimal number of CSRs (S) and trunk
lines (N) in terms of cost ordering given service level constraints on P (blocking) and
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P (W q> t): For SOQN model, we will focus on a call centre example given in Srinivasan
et al. [42], which deals with a call load of 250 calls per half an hour period. The average
talk time is estimated to be 180 seconds and the average IVRU processing time is 0.01
seconds or 100 seconds representing fast and slow IVRU servers respectively. Therefore,
our parameters are  = 250=1800;  = 1=180;  = 100 or 0:01. The service level con-
straints are P (blocking) < b = 0:01 and P (W q> t seconds ) < c = 0:2; where t = 20: We
also consider four cases: p = 0:1; 0:5; 0:9 and 1 as in [42]. For M=M=S=N model, in order
to get reasonable comparison results with SOQN model, we will add the IVRU processing
time to the average talk time to obtain the new average talk time. Therefore we have
 = 250=1800;  = 1=(180+ 0:01) or 1=(180+ 100) with the same service level constraints.
We will also consider the traditional approach to determine the minimal number of
CSRs (S) and trunk lines (N) given service level constraints on P (blocking) and P (W q> t),
which is called EBC method in [42]. This method uses the M=M=S model and the
M=M=N=N model in isolation and is also described similarly in [35]. We will describe the
EBC method in [35] using the following algorithm. Similarly as in M=M=S=N model, we
consider two cases:  = 1=(180 + 0:01) or 1=(180 + 100):
Algorithm 7.3.1 The traditional EBC method to get the optimal (S;N)
1 Obtain the adjusted arrival rate:  = (1  b)
2 Minimize S such that P (W q> t) =C(S; a
)e (S )t < c; where a = =: The
solution is S: (Note that we use M=M=S model here and P (W q> t) in M=M=S model is
a decreasing function of S).
3 Obtain the adjusted mean service time: 1 =
1
 + E(Wq):
(Note that E(Wq)=
C(S;a)
S  is the mean waiting time in M=M=S model)
4 Minimize N such that B(N;=) < b:The solution is N:
We apply the design algorithm to M=M=S=N model and SOQN model with dierent
p using the above example. We also implement the EBC method. For each model,
we consider two cases:  = 0:01 or 100 for SOQN model, which corresponds to  =
1=(180+100) or 1=(180+0:01) for M=M=S=N model and the EBC method. The optimal
design parameters (S;N) after running the algorithm are shown in Figure 7.2 and Figure
7.3 for  = 0:01 and  = 100 respectively.
For both  = 0:01 and  = 100; we nd that the results in EBC method andM=M=S=N
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Figure 7.2: The optimal design parameters (S;N) for models with patient calls when
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model are pretty close, although the EBC method underestimates the number of trunk
lines a little bit compared toM=M=S=N model as observed in [35]. However when  = 0:01;
i.e., the IVRU servers are slow, the SOQN model with p = 1 requires only 29 CSRs, much
smaller than 44, which is produced both by EBC method and M=M=S=N model. When
 = 100; i.e., the IVRU servers are fast, we have the same number of CSRs S = 29 for
all three models. In this case, we can actually ignore the role of IVRU since the IVRU
servers are so fast. For SOQN model, when p is decreased from 1 to 0.1 we nd the
required (S;N) are decreased as well since less calls require the service of CSRs. Another
interesting observation for SOQN model is that we have the same optimal S for all p in
Figure 7.2 and Figure 7.3, which shows that the required number of CSRs S is not sensitive
to the IVRU processing rate : However the IVRU processing rate  will mainly aect the
required number of trunk lines N as shown in these two gures; the optimal N for  = 0:01
is consistently larger than that for  = 100 for all p:
In Table 7.1, we list P (blocking) and P (W q> 20) corresponding to the optimal design
parameters (S;N) for all models. We nd that the performance of the optimal design
 = 0:01  = 100
Models P (blocking) P (W q> 20) P (blocking) P (W q> 20)
EBC 0:0120 0:1453 0:0134 0:1418
M=M=S=N 0:0092 0:1644 0:0098 0:1630
SOQN(p = 1) 0:0097 0:1644 0:0098 0:1629
SOQN(p = 0:9) 0:0096 0:1197 0:0092 0:1187
SOQN(p = 0:5) 0:0098 0:1452 0:0083 0:1478
SOQN(p = 0:1) 0:0084 0:0911 0:0082 0:0838
Table 7.1: P (blocking) and P(Wq > 20) corresponding to the optimal design parameters
(S;N) for all models
parameters produced by EBC method misses the blocking target (P (blocking) < 0:01) for
both  = 0:01 and  = 100. For example, when  = 0:01; the optimal design parameters
produced by EBC method are S = 44 andN = 54 which make P (blocking) = 0:012 > 0:01:
However the optimal design parameters produced by M=M=S=N model are S = 44 and
N = 56 which make P (blocking) = 0:0092 < 0:01: Therefore an additional 2 trunk lines
will make the performance meet the blocking target without increasing P (W q> 20) too
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much (from 0:1453 to 0:1644, still less than 0:2). The same can be said for  = 100: For
SOQN models, we nd that the performance is under both targets.
7.3.2 SOQN model with balking
In this section, we will focus on the design problem for SOQN model with balking. We
have obtained performance measures for this model such as P (blocking) and P (W q> t) in
Chapter 4. Now we will apply the design algorithm to the call centre example discussed
before, i.e., we have  = 250=1800;  = 1=180;  = 100 or 0:01. The service level constraints
are P (blocking) < b = 0:01 and P (W q> t seconds ) < c = 0:2; where t = 20: In addition
we assume the balking function bj has the form,
bj =
8<: 1(j S+1)m+1 if S  j < N1 if 0  j < S ;
where non-negative m is a measure of a call's willingness to join the queue. To show the
impact of dierent balking functions to the optimal design parameters, we will let m be
0; 13 ; 1; 2; 3; 4 representing from lower balking probability to higher balking probability. The
optimal design parameters (S;N) after running the algorithm are shown in Figure 7.4 and
Figure 7.5 for  = 0:01 and  = 100 respectively.
For both  = 0:01 and  = 100; we nd that the optimal design parameters (S;N)
become smaller when bi decreases more quickly i.e., whenm is bigger. A similar observation
as in SOQN model is that we have the same optimal S for allm in Figure 7.4 and Figure 7.5,
which shows that the required number of CSRs S is not sensitive to the IVRU processing
rate : However the IVRU processing rate  will mainly aect the required number of trunk
lines N as shown in these two gures; the optimal N for  = 0:01 is consistently larger
than that for  = 100 for all m:
7.3.3 Exponential abandonment models
This section deals with the design problem for exponential abandonment models studied
in Chapter 5 and we will focus on M=M=S=N + M model and SOQN+M model. For
SOQN+M model, we will apply the design algorithm to the call centre example discussed
before, i.e., we have  = 250=1800;  = 1=180;  = 100 or 0:01. We also x p = 1 here.
The service level constraints are P (blocking) < b = 0:01 and P (W q> t seconds) < c = 0:2;
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where t = 20: In addition, to show the impact of dierent abandonment rate to the opti-
mal design parameters we will assume  be 0; 0:01; 0:02; 0:03; 0:04 representing from lower
abandonment rate to higher abandonment rate, where  = 0 corresponds to the patient
models. Similar as in the patient models, forM=M=S=N+M model, we will add the IVRU
processing time to the average talk time to obtain the new average talk time. Therefore
we have  = 250=1800;  = 1=(180 + 0:01) or 1=(180 + 100) with the same service level
constraints. The optimal design parameters (S;N) after running the algorithm are shown
in Table 7.2 and Table 7.3 for  = 0:01 and  = 100 respectively.
M=M=S=N +M SOQN+M
Abandonment rate # of CSRs S # of trunk lines N # of CSRs S # of trunk lines N
 = 0 44 56 29 55
 = 0:01 38 47 25 50
 = 0:02 33 41 21 46
 = 0:03 27 34 18 43
 = 0:04 22 29 14 39
 = 0:05 17 24 11 36
Table 7.2: The optimal design parameters (S;N) for models with exponential abandonment
when  = 0:01
M=M=S=N +M SOQN+M
Abandonment rate # of CSRs S # of trunk lines N # of CSRs S # of trunk lines N
 = 0 29 40 29 40
 = 0:01 25 34 25 34
 = 0:02 21 29 21 29
 = 0:03 18 25 18 25
 = 0:04 14 21 14 21
 = 0:05 11 18 11 18
Table 7.3: The optimal design parameters (S;N) for models with exponential abandonment
when  = 100
For both  = 0:01 and  = 100; it is clear that the optimal design parameters (S;N)
become smaller when  gets bigger since more calls abandon the system. Also when
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 = 0; we have the same (S;N) as patient models since there are no abandonment. When
 = 0:01; i.e., the IVRU servers are slow, the SOQN+M model requires less CSRs than
those required by M=M=S=N model for all . However when  = 100; i.e., the IVRU
servers are fast, we have the same optimal design parameters (S;N) for both M=M=S=N
model and SOQN+M model. In this case, we can actually ignore the role of IVRU since
the IVRU servers are so fast. Again for SOQN+M model we observe the same optimal
S for all  in these two tables, which shows that the required number of CSRs S is not
sensitive to the IVRU processing rate : However the IVRU processing rate  will mainly
aect the required number of trunk lines N ; the optimal N for  = 0:01 is consistently
larger than that for  = 100 for all :
7.3.4 SOQN model with general abandonment
In this section, we will study the design problem for SOQN model with general aban-
donment, i.e., SOQN+G model discussed in Chapter 6. We will compare three dierent
patience time distributions (exponential SOQN+M, deterministic SOQN+D and uniform
SOQN+U) with the same mean  1 where  = 0:01. For SOQN+U model, we assume
the support is (0; 2 1) with mean  1: The other call centre parameters are similar as
before, i.e., we have  = 250=1800;  = 1=180;  = 100 or 0:01. We also x p = 1 here.
The service level constraints are P (blocking) < b = 0:01 and P (W q> t seconds) < c = 0:2;
where t = 20: The optimal design parameters (S;N) after running the algorithm are shown
in Table 7.4.
 = 0:01  = 100
Models # of CSRs S # of trunk lines N # of CSRs S # of trunk lines N
SOQN+M 25 50 25 34
SOQN+U 27 52 27 36
SOQN+D 29 55 29 40
Table 7.4: Comparison of the optimal design parameters (S;N) for SOQN models with
general abandonment when  = 0:01
From Table 7.4, one nds that there is an order relationship among three patience
time distributions in terms of the values of the optimal design parameters (S;N) for both
 = 0:01 and  = 100: The optimal (S;N) required by deterministic patience is bigger than
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that required by uniform patience and the optimal (S;N) required by uniform patience is
bigger than that required by exponential patience. This fact is consistent with the same
order relationship in terms of P (blocking) and P (W q> t) observed in Chapter 6 (Refer
to Figure 6.4 and Figure 6.5). In other words, among three patience time distributions,
exponential patience has the best performance and deterministic patience has the worst in
terms of P (blocking) and P (W q> t). Also we have observed in Chapter 6 that in terms
of P (Ab), deterministic patience has the best performance and exponential patience has
the worst (Refer to Figure 6.6), which implies there are more abandonment in SOQN+M
model than other two models. This fact also explains why SOQN+M requires the least
(S;N): Again for all three models we observe the same optimal S for both cases,  = 100
or 0:01, which shows that the required number of CSRs S is not sensitive to the IVRU
processing rate : However the IVRU processing rate  will mainly aect the required
number of trunk lines N ; the optimal N for  = 0:01 is consistently larger than that for
 = 100 for all three models.
7.4 Summary
Call centre design problem was studied in this chapter. We rst formalized the problem into
an optimization problem and then described the searching algorithm. Numerical examples
were given to illustrate the ecacy of our algorithm for various models including patient,
balking and abandonment models.
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Chapter 8
Summary and Future Work
In this last chapter, we will provide a summary of the work in this thesis and point out
some possible future work.
8.1 Summary
Our work is about call centre modelling, analysis and design. In terms of modelling,
traditionally call centres have been modelled as single-node queueing systems. Based on
the SOQN model proposed by Srinivasan et al. [42], we have studied the SOQN model with
balking and abandonment (both exponential and general patience time distributions). We
also studied the corresponding single-node queueing systems and obtained new results. In
terms of call centre design, we have developed a design algorithm to determine the minimal
number of CSRs (S) and trunk lines (N) to satisfy a given set of service level constraints.
Our main contributions are listed in the following.
1. For the single-node Markovian queueing models of call centres, especially forM=M=S=N
model, based on the work of [35], we expressed the performance measures in terms of Erlang
B formula, which facilitates the computation. We also proved new monotonicity properties
of several performance measures with respect to N based on the expressions in terms of
Erlang B formula.
2. For SOQN model, we used two methods to derive the product form solution of
the queue length process and the distribution of the total number of calls in the system.
We proposed an algorithm to compute the blocking probability. In the derivation of the
waiting time distribution, we used a new method than the one used in the original paper
[42].
3. For SOQN model with balking, we proved that the queue length process still has
product form solution in equilibrium and we also derived the waiting time distribution.
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4. For single-node exponential abandonment models: M=M=S +M and M=M=S=N +
M; we focused on the computational aspects by expressing the exact performance mea-
sures in terms of special functions and Erlang B formula. The analysis is new and we
have provided a unied and comprehensive list of expressions for performance measures.
Especially for M=M=S=N +M model, we proved monotonicity and concavity properties
for P (Sr) using a method that simplies the work in [26]. Monotonicity properties for
P (blocking) and P (Wq > t) were also proved and these properties are important to the
call centre design algorithm in Chapter 7.
5. For SOQN+M model, our work is a generalization and correction of [45]; we used
a new approach not only to rederive the formulas for the performance measures correctly,
but also introduce new results.
6. For single-node general abandonment models: M=M=S+G andM=M=S=N+G; our
work is based on several previous works and is a generalization of them. Again we focused
on the computational aspects of the performance measures. For example we expressed
the performance measures of M=M=S=N +G model in terms of new building blocks. We
also studied the comparison of dierent patience time distributions and generalized some
previous results to M=M=S=N +G model.
7. We proposed and studied SOQN+G model in detail.
8. We have developed a design algorithm to determine the minimal number of CSRs (S)
and trunk lines (N) to satisfy P (blocking) and P (W q> t) constraints. We have provided
some numerical examples to illustrate the ecacy of our algorithm for some models we
have studied. There are some interesting observations based on the numerical examples.
For example the required number of CSRs S is not sensitive to the IVRU processing rate
 in all SOQN models (patient, balking and abandonment). And  will mainly aect the
required number of trunk lines N: Another example is for SOQN+G model, there is an
order relationship among three patience time distributions (Deterministic, Uniform and
Exponential) in terms of the values of the optimal design parameters (S;N): Exponential
patience requires the least (S;N) and therefore has the best performance while determin-
istic patience requires the biggest (S;N) and therefore has the worst performance. This
observation is consistent with the theoretical results proved for M=M=S=N +G model.
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8.2 Future work
In this section, we will discuss the possible future work.
1. We have used the direct algebraic method to prove monotonicity and convexity
properties of several performance measures for M=M=S=N and M=M=S=N +M model.
However it seems hard to prove the monotonicity and convexity properties for other models.
Other methods could be explored for this purpose.
2. For M=M=S=N +G model, the comparison of dierent patience time distributions
can be studied further and it would be nice if the results can be generalized to SOQN+G
model.
3. Retrial queues are characterized by the feature that any arriving call who nds all
servers or all waiting positions occupied may repeat its demand after a random amount
of time. Retrial is another important feature for call centres. There is a large literature
devoted to retrial queues. However only a few papers studied retrial in the context of
call centres. A possible reason is that call centres are characterized by a large number of
servers, while only retrial queues with several servers have closed-form solution. How to
incorporate retrial to the semiopen network model and how to analyze it will be a direction
of future work.
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