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Abstract
Continuous value discretisation (CVD) is the process of partitioning a set of continuous
values into a ﬁnite number of intervals (categories). This paper introduces a number of
stability measures associated with the resultant CVD. The stability measures are con-
structed from a series of estimated probability distributions for the individual partitioning
intervals found using the method of Parzen windows. These measures enable comparisons
between the results of alternative methods of CVDon their ability to eﬀectively partition the
continuous values. A further utilisation of these measures is exposited within rough set
theory (RST). RST is a modern approach to the generation of sets of rules enabling the
classiﬁcation of objects to categories based on sets (reducts) of related characteristics. To
avoid rules of poor quality (from RST analysis) induced directly from continuous valued
characteristics, CVD methods can be used to reduce the associated granularity and allow
higher rule quality. The notion of stability introduced enables the further introduction of
novel measures particular to reduct and rule set stability within RST.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Continuous value discretisation (CVD) is the process of partitioning a set of
continuous values (data) into a ﬁnite number of intervals (categories). A simple
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example of CVD is the categorisation of continuous values into a given number
of intervals based on equidistant cut-points (equal width discretisation). The
study of CVD is an ongoing research topic, including speciﬁc CVD technique
development and comparison between techniques [20,29]. A necessity for data
to be discretised may be to improve the utilisation of certain symbolic machine
learning methods, including rough set theory (RST), which is a rule based
technique for object classiﬁcation. In the case of RST, to avoid rules of poor
quality induced directly from continuous valued characteristics, CVD tech-
niques can be used to reduce the associated granularity and allow higher rule
quality (see [3,29]).
Recently, Kane et al. [22] relating to more traditional statistical methods
advocated that continuous variables (e.g. ﬁnancial ratios) should be rank-
transformed (discretised) to improve their distributional properties in a com-
pany failure prediction setting. Within RST based studies on company failure
prediction, the CVD process has often been based on expert opinion and also
tradition, habits or convention (see [8,12]). How appropriate and consistent the
eﬀects of the CVD process from the views of an expert opinion are generally
not considered. Articles including [9,39] have identiﬁed the need to develop
new methods of statistical reasoning (with sparse data). Here, the development
is not on the actual CVD techniques employed but a series of measures to
describe the eﬀectiveness of any CVD undertaken.
Koczkodaj et al. [24], in a philosophical discussion of RST, considered an
information system (set of objects described by characteristics) and propound
at what stage does the CVD process eﬀect the objectivity of the information
system. Hence, discretisation of data may bring with it subjective uncertainty,
with consideration given to the subjective judgements in establishing the
boundary points (cut-points) of the deﬁned intervals. This notion is com-
pounded by a motto given in Duntsch and Gediga [15, p. 594], who believes
underlying the RST philosophy is ‘‘Let the data speak for themselves.’’ It is
suggested here that the voice of the data may be muted on the occasion CVD
has been applied, with the actual data (continuous values) now described by
the intervals within which they exist. This highlights the accuracy versus sim-
plicity problem often described by the Occam (razor) Dilemma (see [9] and
references and comments contained therein), whereby here there may be more
(accurate) rules on the real data or fewer (simpler) rules using the intervals
constructed from CVD. In this paper, while the discretised data may be used
knowledge on the positions of the original data in each of the constructed
intervals is available and should also be used.
In general, after the utilisation of CVD, the original continuous values may
be spread non-uniformly within the diﬀerent intervals constructed. This spread
may involve values near the boundary points of the intervals. Since the con-
tinuous values may themselves be estimates (inherently imprecise) then inter-
vals created with a relatively large number of included values near their
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boundary points would be undesirable. This paper uses the method of Parzen
windows [30] to help construct a measure of stability for an interval, which
takes into account the overall spread of the values in the interval. 1 Impor-
tantly this measure is independent of the a priori CVD process employed. That
is, the stability measure is calculated from the boundary points deﬁning an
interval and the original continuous values in the interval, irrespective of the
means of how the boundary points were calculated. Further stability measures
are constructed based on the aggregation of certain interval stability measures.
It follows these measures enable the comparison of the results from alternative
CVD methods.
CVD methods can be partitioned into certain groups. The ﬁrst partition of
methods is between; supervised––utilise a decision class during discretisation,
e.g. minimum-entropy [16] and unsupervised––does not utilise a decision class,
e.g. equal width discretisation. A second partition of methods is between lo-
cal––acts on one sets of continuous values only, e.g. equal width discretisation,
and global––acts on one or more set of continuous values, e.g. global discret-
isation [11]. For a general discussion on aspects relating to CVD, see [4,11,13,
20,29]. The global discretisation method [11] uses the quality of approximation
measure from RST within its stopping criteria. Further CVD methods closely
related to RST include; Nguyen [28] who considered the relationship between
CVD and identifying speciﬁc reducts of certain size, Stefanowski [36] who
discretised continuous attributes, speciﬁcally with a view to the discovery of
strong decision rules. Also Sun and Gao [37], incorporated compatibility rough
sets within a CVD method. In this paper the stability measure is elucidated
through its application on the well known Iris data set which is intervalised by
four diﬀerent CVD methods.
Without loss of generality to the ﬁndings in this paper the notation and
vocabulary used throughout is based around that found in the extant RST
literature. Since the nascence of RST by Pawlak [31,32] it has continued to
establish itself as a versatile method of data mining and knowledge discovery
[43]. The domain of RST is the information system (decision table) made up of
objects each categorised and described by decision and condition attributes
respectively. RST then attempts to ﬁnd subsets of condition attributes (reducts)
which describe the information system to the same quality as the whole set of
condition attributes. The outcome from RST analysis is a collection of rules
(rule set), i.e. ‘‘if . . . then . . .’’ statements, used to classify objects within the
information system.
Since the stability measures introduced are utilised on individual intervals
and the real values contained therein, they can be used to construct measures
speciﬁcally related to RST. That is, the rules constructed (in RST) are based on
1 Parzen windows has itself been used within a method of discretisation [21].
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sets of criteria, which are attribute-value pairs each relating to a single interval
from a speciﬁc condition attribute. The RST related stability measures are
based speciﬁcally on attributes and criteria, at the reduct and rule set levels
respectively. Here the proposed RST related stability measures are utilised on a
small example data set, and are shown to aid in reduct selection and rule
stability within an analysis based on the variable precision rough sets (VPRS)
model [41,42]. These measures could subsequently be used in conjunction with
already existing measures describing the reliability of rules within RST analysis
(see [20,26]).
The structure of the rest of the paper is as follows: In Section 2, the
stability of the results of CVD is deﬁned including a description of Parzen
windows. In Section 3, an illustration of these stability measures is given
using the well known Iris data set. In Section 4, the utilisation of these
stability measures within RST is considered. In Section 5, an application of
RST is undertaken, further illustrating the use of the stability measures in-
troduced.
2. An exposition of the stability of the results from CVD
In this section, the stability of the resultant intervals constructed from CVD
is considered. That is, irrespective of the actual CVD process employed (expert
opinion, or other technique), a series of measures are deﬁned relating to the
spread of the values within each of the identiﬁed (constructed) intervals.
Central to this approach are a series of a probability density functions (esti-
mated distributions) composed from the intervals constructed.
2.1. Construction of stability measure
To construct a probability density function (pdf) for each of the intervals
constructed (found from an a priori process of CVD technique), the method
of Parzen windows [30] is incorporated. This method constructs a pdf for
each interval based on the continuous values (from a single condition at-
tribute) in this interval. That is, the position of each continuous value in an
interval may have a level of imprecision associated with it and subsequently
described by individual pdfs. In its general form assuming each continuous
value xi is represented by a zero mean, unit variance, univariate density
function (see [33,38]) the estimated pdf over the values in a single intervals is
given by:
pdfðxÞ ¼ 1
m
Xm
i¼1
1
hm
1ﬃﬃﬃﬃﬃ
2p
p exp
"
 1
2
x xi
hm
 2#
; ð1Þ
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where m would be the number of continuous values in the interval in question
and hm is the window width. Duda and Hart [14, p. 89] consider the problem of
constructing hm, stating:
‘‘If hm is too large, the estimate will suﬀer from too little resolution. If hm, is
too small, the estimate will suﬀer from too much statistical variability. With
a limited number of samples, the best one can do is to seek some acceptable
compromise.’’
They give hm ¼ h1=
ﬃﬃﬃﬃ
m
p
, where h1 is a parameter at our disposal. Here, h1 is
deﬁned to be the width of the constructed interval under consideration. 2
In this section we consider the case of where there are q condition attributes
c1; c2; . . . ; cq (sets of continuous values) describing a set of objects, which have
been intervalised by some CVD process. Hence, deﬁning Inj to be the jth in-
terval of the nth condition attribute cn (16 n6 q), then h1 ¼ rgtðInj Þ  lftðInj Þ,
where rgtðInj Þ and lftðInj Þ denote the right and left boundary points of the Inj
interval respectively. It follows, the associated pdf, deﬁned pdfn;jðxÞ, is given
by:
pdfn;jðxÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2mn;jp
p Xmn;j
i¼1
1
rgtðInj Þ  lftðInj Þ
 exp
2
4 1
2
x xi
rgtðInj Þ  lftðInj Þ
 !235; ð2Þ
where mn;j is the number of objects (continuous values) in the Inj interval. The
pdfn;jðxÞ function is the mean of the univariate density functions centred at
each of the continuous values within the domain of the jth interval of the nth
condition attribute. While the pdfn;jðxÞ is based on the continuous values from
a single interval, the domain of pdfn;jðxÞ extends outside the bounds of the
interval in question. The distribution of pdfn;jðxÞ enables an understanding of
the proportion of its distribution inside a particular interval. For the condition
attribute cn this proportion will signify the probability of data values from the
interval (which the pdf was constructed from) actually belonging in another
neighbouring interval. Hence, if we consider Inr the rth interval of the nth at-
tribute (given cn has been discretised into kn intervals), then the proportion of
the distribution constructed from the jth interval data in the rth interval, is
given by:
2 Methods for ﬁnding an optimum window width within Parzen windows have been discussed,
see [25].
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Sn;j;r ¼
Z rgtðInr Þ
lftðInr Þ
pdfn;jðxÞdx: ð3Þ
To summarise, Sn;j;r is the probability of a value from the nth condition at-
tribute categorised as in the jth interval should actually be categorised to the
rth interval. It follows 0 < Sn;j;r < 1 for each of the intervals Inr (r ¼ 1; . . . ; kn)
based on the original data values within the Inj interval. Furthermore
Pkn
r¼1 Sn;j;r
should equal one, but since each estimated distribution (pdfn;jðxÞ) exists over
the domain ð1;1Þ not all of this domain may be attainable by the condition
attribute in question. Hence the outside points of the (left and right) end in-
tervals may have to be changed. For example, if an attribute is a percentage
measure, then its outside (boundary) points are 0 and 100. In general in the
case of kn intervals existing, a check has to be made on the outside points of the
end intervals, i.e.
lftðIn1 Þ ¼
1 if no feasible finite bound exists;
finite bound if feasible bound exists;

and
rgtðInknÞ ¼
1 if no feasible finite bound exists;
finite bound if feasible bound exists:

If at least one feasible outside point exists, then
Pkn
r¼1 Sn;j;r < 1, in this case the
Sn;j;r (r ¼ 1; . . . ; kn) values have to be normalised, so that their sum is equal to
one. That is, each Sn;j;r value is divided by the integral of pdfn;jðxÞ over the
whole feasible domain of the attribute,Z rgtðInkn Þ
lftðIn
1
Þ
pdfn;jðxÞdx;
where lftðIn1 Þ and rgtðInknÞ are the adjusted outside points of the end intervals.
With respect to the measures Sn;j;r (r ¼ 1; . . . ; kn), it is the Sn;j;j value which is
of particular interest, since it reﬂects the stability of the interval within which
the original continuous values originated. The nearer the value of Sn;j;j is to 1
the more stable is the Inj interval constructed based on the CVD of the con-
dition attribute cn. That is, less of the original continuous values in the jth
interval are near the boundary points of the jth interval. It follows, a value of
Sn;j;j away from 1 (near 0.5) indicates a large number of the original values are
near the boundaries of the jth interval. Given the interval stability measures
Sn;j;j (j ¼ 1; . . . ; kn), an attribute stability (ASn) measure can be calculated,
based on the weighted average of the Sn;j;j (j ¼ 1; . . . ; kn) values. The weights
(mn;j, j ¼ 1; . . . ; kn) used are the number of objects (continuous values) inside
each of the intervals Inj j ¼ 1; . . . ; kn. Formally, this weighted average attribute
stability measure can be written as:
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ASn ¼
Pkn
j¼1 mn;jSn;j;jPkn
j¼1 mn;j
: ð4Þ
It follows 0 < ASn < 1, the larger the ASn value the more stable the overall
discretisation of the particular condition attribute.
These stability values enable an initial comparison between sets of contin-
uous values partitioned into intervals over individual condition attributes. One
concern towards these stability measures is the eﬀect of the interval width (h1)
value, which contributes to the window width (hm) value in each of the
pdfn;jðxÞ. To mitigate the eﬀect of the hm values, in the next subsection, limiting
bounds on the Sn;j;j measures are constructed.
2.2. Limiting bounds on the interval stability measures Sn;j;j
To gauge the level of the Sn;j;j measures (j ¼ 1; . . . ; kn) for a single interval,
values for the upper and lower bounds on the measure are given. Continuing
the use of the notation used in Section 2.1 these upper and lower bounds are
now deﬁned.
2.2.1. Upper bound on Sn;j;j
The maximum stability measure value associated with an interval occurs
when all the original values indicated as being inside the interval, are at the
midpoint of that intervals domain. That is, for the Inj interval, all of the mn;j
continuous values would have the value 0:5ðrgtðInj Þ þ lftðInj ÞÞ. It follows, the
associated pdf, deﬁned pdfn;j, is given by:
pdfn;jðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
mn;j
2p
r
1
rgtðInj Þ  lftðInj Þ
 exp
2
4 mn;j
2
x 0:5ðrgtðInj Þ þ lftðInj ÞÞ
rgtðInj Þ  lftðInj Þ
 !235:
This expression is adequate for the internal intervals, i.e. when j ¼ 2; . . . ;
kn  1, where each of their two boundary points (lftðInj Þ and rgtðInj Þ) exist
without concern for their feasibility. For the end intervals j ¼ 1 and j ¼ kn,
there is need for concern, since their outside boundary points could be 1 or
1. In this case the midpoints of the end intervals are deﬁned by the mean of
the set of original values from these intervals, i.e.
Pmn;j
i¼1 xi=mn;j (j ¼ 1 or kn). It
follows, when j ¼ 1 or j ¼ kn, then
pdfn;jðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
mn;j
2p
r
1
rgtðInj Þ  lftðInj Þ
exp
2
4 1
2
mn;jx
Pmn;j
i¼1 xi
rgtðInj Þ  lftðInj Þ
 !235:
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Deﬁning Sn;j as the upper bound on the stability measure Sn;j;j, then
Sn;j ¼
Z rgtðInj Þ
lftðInj Þ
pdfn;jðxÞdx;
for j ¼ 1; . . . ; kn.
2.2.2. Lower bound on Sn;j;j
The lower bound on the stability measure of the Inj interval occurs when all
mn;j values are on a boundary point of the interval. For the internal intervals
j ¼ 2; . . . ; kn  1 there are two boundary points, each of these (if all continuous
values are chosen to be at the same point) will produce the same distribution
within its interval (but symmetric around its midpoint). Hence either boundary
point can be used, without loss of generality the right boundary point is used.
For the end intervals, they each have only one boundary point which separate
them from their single neighbouring interval. Hence, for the left and right end
intervals, their right and left boundary points are used respectively. More
formally, for j ¼ 1; . . . ; kn  1, we have:
pdf
n;j
ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
mn;j
2p
r
1
rgtðInj Þ  lftðInj Þ
exp
2
4 mn;j
2
x rgtðInj Þ
rgtðInj Þ  lftðInj Þ
 !235;
and for j ¼ kn
pdf
n;j
ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
mn;j
2p
r
1
rgtðInj Þ  lftðInj Þ
exp
2
4 mn;j
2
x lftðInj Þ
rgtðInj Þ  lftðInj Þ
 !235:
Deﬁning Sn;j as the lower bound on the stability measure Sn;j;j, then
Sn;j ¼
Z rgtðInj Þ
lftðInj Þ
pdf
n;j
ðxÞdx for j ¼ 1; . . . ; kn:
These upper and lower bounds allow a stability index (SIn;j) measure to be
calculated for an interval. Since these bounds (Sn;j and Sn;j) also use the interval
width (h1) value as a basis for the window width value (hm) within Parzen
windows, the SIn;j index value mitigates the inﬂuence of the interval width of a
particular interval. Formally, SIn;j is deﬁned by
SIn;j ¼
Sn;j;j  Sn;j
Sn;j  Sn;j
: ð5Þ
It follows, 0 < SIn;j < 1, if SIn;j is near 0 then the stability of the Inj interval is
near its lower bound, i.e. its values are near the boundary points of the interval.
Similarly if SIn;j is near 1 then its stability is near the upper bound, i.e. its values
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are near the centre of the interval. Following Section 2.1, an attribute stability
index (ASIn) measure can be also calculated, and is given by
ASIn ¼
Pkn
j¼1 mn;jSIn;jPkn
j¼1 mn;j
; ð6Þ
where mn;j is again the number of objects in the Inj interval of the discretised
condition attribute cn.
3. Illustration of stability measures
Each CVD method works on the original continuous values, placing them
into groups based on certain criteria (e.g. Shannon entropy measure or expert
opinion). The actual boundary points which partition these groups are also
based on certain criteria, e.g. half way between the largest of one group and
smallest of next neighbouring identiﬁed group to be partitioned. 3 In this
section we consider sets of results from diﬀerent CVD methods.
3.1. Discussion of data and results of CVD
To illustrate the stability measures discussed in Section 2, the well known
Iris data set [17] is considered. It is made up of 3 classes of 50 instances each,
where each class (value of decision attribute) refers to a type of Iris plant (i.e.
Iris Setosa, Iris Versicolour and Iris Virginica). Four continuous characteristics
(condition attributes) are used to describe each class, namely sepal length (c1),
sepal width (c2), petal length (c3) and petal width (c4). The Iris data set has been
used to demonstrate aspects of CVD [44] and RST [10]. Concentrating only on
the petal length (c3) attribute, whose values range from 1 to 6.9 cm, Table 1
reports the diﬀerent results of CVD (interval domains), which have appeared in
the associated research literature. 4 Also included in Table 1, are the number of
objects (Iris plants) contained in each interval.
The ﬁrst three sets of results are from studies concerned speciﬁcally with
methods of CVD. All three (D1, D2 and D3) of these methods are supervised
techniques, i.e. use the class of the plant to help discretise the descriptive
characteristics. The ﬁrst, D1 [16] uses the Shannon entropy measure to ﬁnd
successive best cut points to establish partitions in the data. The second, D2 [23]
3 Within the literature there is a scarce amount of research on the actual construction of the cut
point between two sets of values previously identiﬁed to be partitioned, with the example
mentioned very often used without reason.
4 Not shown in Table 1, is the check of the outside points of the end intervals for each attribute.
In this case they are lftðIn1 Þ ¼ 0 and rgtðInkn Þ ¼ 1.
M.J. Beynon / Internat. J. Approx. Reason. 35 (2004) 29–53 37
incorporates the v2 distribution measure as a means of establishing best cut
points. The third, D3 [44] uses a quadratic entropy measure within a matrix
format to partition a set of continuous values into an optimum number of
partitioned groups. The IRIS revisited (D4) results [10] are concerned with the
Iris data within an RST environment. Table 1 shows the number of intervals
categorising the c3 attribute range from three to four.
The variations in the results in Table 1 are due to the diﬀerent basic tech-
niques used in each of the discretisation methods, i.e. the use of entropy mea-
sures and v2 distribution. Within RST, many studies have used the knowledge
of an expert to discretise the related continuous attributes (see [12,35]). Also,
modern techniques have been used, for example, minimum-entropy used in [35]
and global discretisation used in [7]. With so many diﬀerent ways of discretising
sets of continuous (attribute) values, the next subsection shows how these
stability measures can be used on any CVD method, and thus enable relative
comparisons to be made.
3.2. Estimated distribution and stability
To illustrate the construction of an estimated distribution, interval 2 from
the minimum-entropy discretisation (D1) method given in Table 1 is consid-
ered, starting with the calculation of the Sn;j;r values. There are 49 objects
within this interval, Fig. 1 shows the plot of pdf3;2ðxÞ associated with the
second interval of the third condition attribute (c3).
To describe Fig. 1, the vertical dashed lines in the graph are the boundary
points of all the intervals for this attribute (see Table 1). On the top horizontal
line are the positions of the individual original values in the 2 interval which
Table 1
Description of discretisation of Iris data (petal length––c3 attribute only)
Discretisation method 1 2 3 4
D1: Minimum entropy [1.00, 2.45], 50 (2.45, 4.85], 49 (4.85, 5.05], 9 (5.05, 6.90], 42
D2: Chi-merge [1.00, 3.00], 51 (3.00, 4.80], 48 (4.80, 5.20], 19 (5.20, 6.90], 32
D3: FUSINTER [1.00, 3.00], 51 (3.00, 4.90], 53 (4.90, 6.90], 46
D4: IRIS revisited [1.00, 3.00), 50 [3.00, 4.00), 11 [4.00, 5.50), 61 [5.50, 6.90], 28
1.00 2.45 4.85 5.05 6.90
0.4
1 2 2 1 1 1 3 534 248354
0.1
0.0
0.2
0.3
Fig. 1. Estimated distribution pdf3;2ðxÞ for minimum-entropy discretisation (D1).
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contributes to the construction of pdf3;2ðxÞ using (2). For this data set, many of
these values appear more than once, hence the frequency of each value is given
just above each point. In Fig. 1, these frequency values total 49 as given for this
interval in Table 1. Using pdf3;2ðxÞ illustrated in Fig. 1, the stability values S3;2;r,
r ¼ 1; . . . ; 4 are calculated for each of the intervals associated with this dis-
cretisation, see Table 2.
As Table 2 illustrates, the largest S3;2;r value is S3;2;2 (0.875300) which is
expected since it is the interval within which the continuous values were used to
create pdf3;2ðxÞ and is the interval stability value in this case. The values given
to the neighbouring intervals decrease as you move away from this speciﬁc
interval. Following the discussion in Section 2, the stability index value SI3;2 is
also able to be found. Fig. 2 shows the pdfs for the upper (S3;2) and lower (S3;2)
bounds on the stability measure S3;2;2. Also shown are the positions of the 49
values that enable the calculation of these bounds.
The values associated with the estimated distributions (pdf3;2ðxÞ and
pdf
3;2
ðxÞ) are upper bound S3;2 ¼ 0:999534 and lower bound S3;2 ¼ 0:500000.
Considering Fig. 2, in general, the upper bound Sn;j values will be near 1, and
the lower bound Sn;j values near 0.5. The stability index (SI3;2) for this interval,
using (5) is:
SI3;2 ¼ 0:875300 0:500000
0:999534 0:500000 ¼ 0:751294:
3.3. Stability analysis of the CVD methods
With the understanding of the stability measures illustrated in Section 3.2,
similar measures are found for all the intervals from the diﬀerent CVD
Table 2
S3;2;r, r ¼ 1; . . . ; 4 values
S3;2;r value Intervals
1 2 3 4
D1: Minimum entropy 2 0.001435 0.875300 0.070102 0.053166
4949
1.00 2.45 4.85 6.905.05
0.6
0.4
0.2
0.0
)(2,3 xpdf )(2,3 xpdf
Fig. 2. Upper and lower estimated distributions for S3;2;2 measure.
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methods introduced in Section 3.1. In Fig. 3, the pdfs (grouped by CVD
method) associated with the respective intervals are shown.
The results in Fig. 3 illustrate the eﬀect of the diﬀerent intervals deﬁned, that
is, the diﬀerent distributions constructed. It follows (as in Table 2), all the
proportion (Sn;j;r) values are calculated for each of the diﬀerent sets of intervals
shown in Table 1, see Table 3.
In Table 3, for each set of CVD results, the leading diagonal of values
(shown in bold) represent the proportion (stability) of the distribution actually
in the correct interval considered, i.e. Sn;j;j, j ¼ 1; . . . ; kn. For the minimum-
‘ 1’
‘2’
‘3’
‘4’
‘1’
‘ 1’
‘2’
‘2’
‘2’ ‘3’
‘3’
‘ 3’
‘ 4’
‘ 4’
D1 D 2
D3 D4
‘1’
1.2 0.8
0.6
0.4
0.2
1.0
0.8
0.6
0.4
0.2
0.6
0.5
0.4
0.3
0.2
0.1
0.6
0.5
0.4
0.3
0.2
0.1
2 4 5 8 0
0
0
2 4 5 80
2 4 5 8
2 4 5 8
Fig. 3. Estimated distributions for diﬀerent CVD of the petal length attribute.
Table 3
Sn;j;r values for diﬀerent CVD methods
Sn;j;r value Intervals
1 2 3 4
D1: Minimum entropy 1 0.999841 0.000159 0.000000 0.000000
2 0.001435 0.875300 0.070102 0.053166
3 0.000000 0.131337 0.761148 0.107515
4 0.000000 0.047136 0.072628 0.880236
D2: Chi-merge 1 0.990194 0.009806 0.000000 0.000000
2 0.003966 0.892469 0.099494 0.004071
3 0.000000 0.196294 0.896566 0.083805
4 0.000000 0.004624 0.067098 0.928278
D3: FUSINTER 1 0.990194 0.009806 0.000000 –
2 0.006084 0.879941 0.113975 –
3 0.000000 0.090510 0.882720 –
D4: IRIS revisited 1 1.000000 0.000000 0.000000 0.000000
2 0.087151 0.755220 0.157630 0.000000
3 0.000000 0.069384 0.911086 0.019528
4 0.000000 0.000000 0.175076 0.824924
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entropy (D1) method they are 0.999841, 0.875300, 0.761148 and 0.880236 for
the intervals 1, 2, 3 and 4 respectively. Each row in Table 3 presents the
proportion values based on the pdfs constructed with the data from the interval
whose label is shown to its left. Since the diﬀerent CVD of the c3 (petal length)
attribute have diﬀerent numbers of associated intervals, it is not possible to
directly compare the sets of interval stability values. However using the at-
tribute stability measure AS3 deﬁned in (4), it is possible to make these direct
comparisons. Table 4 reports the AS3 values for each of the CVD methods
given in Table 3.
From Table 4, it follows Chi-merge is the optimum CVD method for the c3
attribute in this case, based on the associated attribute stability measures. As
discussed in Section 2, this measure may be eﬀected by the diﬀering interval
widths for each interval. Hence, we continue by constructing the lower and upper
bound values used in the construction of the stability index values, see Table 5.
Using the bounds given in Table 5 the stability index values can be calcu-
lated (also using the bold values given in Table 3). The stability index values for
each interval within each CVD method are given in Table 6.
It follows, an attribute stability index measure for each CVD can be con-
structed using the weighted average function (6), see Table 7.
Again from Table 7, the Chi-merge CVD method is shown to oﬀer the most
stability, noticeably, the minimum-entropy and FUSINTER methods are or-
dered diﬀerent (in ranking) to that in Table 4.
In this section, the stability measures deﬁned in Section 2 have been shown
to enable a method of comparing the eﬀectiveness of diﬀerent CVD methods on
Table 4
AS3 values for each of the discretisation methods
Minimum
entropy
Chi-merge FUSINTER IRIS revisited
AS3 0.911346 0.933854 0.918279 0.913210
Table 5
Lower and upper bounds values for each of the discretisation methods
1 2 3 4
D1 S3;j 0.999999 0.999535 0.866386 0.987302
S3;j 0.500000 0.500000 0.498650 0.500000
D2 S3;j 1.000000 0.999468 0.970702 0.986617
S3;j 0.500000 0.500000 0.499993 0.500000
D3 S3;j 1.000000 0.999985 0.993238
S3;j 0.500000 0.500000 0.500000
D4 S3;j 1.000000 0.902746 0.999906 0.951577
S3;j 0.500000 0.499544 0.500000 0.500000
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continuous attributes. In the next section, the use of the stability measures
within RST is discussed.
4. The use of the stability measure within RST
Central to RST is the information system made up of objects described by
conditionanddecision attributes.As discussed in Section 1 topossibly improve rule
quality there is the need for some formof discretisationwhen the data is continuous
in nature. The results from Tables 1 and 3 also Fig. 2 illustrate how diﬀerent the
information system may be based on the discretisation method employed.
RST analysis and its developments such as the VPRS model, are made up of
a number of parts (for a detailed discussion of these see [6,31,32,41,42]). These
parts include identifying subsets (reducts) of condition attributes which oﬀer
the same level of classiﬁcation as the whole set of condition attributes. Then,
constructing the minimal set of rules (see [2]), using the condition attributes in a
selected reduct. In this section, the role of the stability measures discussed
previously within these parts of RST are exposited. For brevity, only the sta-
bility index measures are considered here. The exposition discussed presumes
problems where all the condition attributes are continuous in nature and have
been discretised in some way.
4.1. Reduct selection
The rules constructed, are based on a subset of the condition attributes, i.e.
reducts in RST (see [31]) and approximate or b-reducts in VPRS (see [6,42]).
Since more than one reduct may exist for an information system, there is the
problem of reduct selection. Techniques for reduct selection include (in RST);
minimising the number of attributes [40], importance of attributes after con-
Table 6
Stability index values
SIn;j 1 2 3 4
D1 0.999683 0.751294 0.713823 0.780289
D2 0.980388 0.785774 0.842502 0.880114
D3 0.980388 0.759906 0.775935
D4 0.999996 0.634114 0.822330 0.719530
Table 7
ASIn values for each of the discretisation methods
Minimum
entropy
Chi-merge FUSINTER IRIS revisited
ASIn 0.839961 0.879254 0.839786 0.848560
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sultation with an expert [12], and the augmentation of attributes to a reduct
subject to the subsequent increase in quality of approximation [27,35]. Also (in
VPRS) using the domain of permissible b (majority inclusion relation) for each
b-reduct [5,6]. Since many selection methods or combinations of these methods
still identify more than one acceptable reduct there remains a need for a choice
(possibly random) of a single acceptable reduct. The stability measures con-
structed here can be used to choose an acceptable reduct, either instead of, or
in conjunction with other selection methods.
If there are p reducts found for an information system, then each reduct ri
(i ¼ 1; . . . ; p) is made up of a set of attributes which have been previously
discretised. It follows from Section 2, for each attribute, its attribute stability
value can be found, hence the mean stability of the condition attributes in the
reduct can be calculated. More formally, for a reduct ri its reduct stability index
(RDSIri ) measure is given by
RDSIri ¼
1
jrij
X
g2ri
ASIg; ð7Þ
where jrij is the number of condition attributes in the reduct ri and ASIg, g 2 ri
are the associated attribute stability index measures. It follows RDSIri values
for each of the reducts can be found and compared. The reduct with the largest
RDSIri value could then be chosen, since it exhibits the most stability amongst
its associated condition attributes. Since, for each reduct the mean stability
index of its attributes is used, it allows for reducts of diﬀerent sizes to be di-
rectly compared if necessary.
4.2. Rule stability
Within RST a minimal set of rules are constructed, which use the attributes
from an acceptable reduct. In RST, rules have certain associated factors in-
cluding its strength––relating to how many objects are given a classiﬁcation by
the rule, and speciﬁcity––the total number of attribute-value pairs on the left-
hand side of the rule (see [19,20]). In VPRS, there is a further factor, namely the
proportion of objects correctly classiﬁed by the rule.
Each rule is made up of a set of criteria (attribute-value pairs), the number
of criteria in each rule ranges from one to the number of condition attributes in
the reduct. Each criterion is concerned with one interval from a particular
attribute. Within an attribute, each interval has its own interval stability index
value, hence each rule is able to have its own rule stability index value. For
each rule, its stability index value is the mean of the interval stability index
values for each interval used in its set of criteria.
More formally, if rlri represents the set of rules associated with the reduct ri,
then jrlri j is the number of rules in this rule set. For a single rule rlri ;q in rlri , it is
made up of jrlri ;qj criteria, each deﬁned by the attribute-value pair rlri;q;n;j,
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where n and j are the individual attribute and interval indexes respectively,
used within the criteria. It follows, the rule stability index (RLSIri;q) measure for
rule q is given by
RLSIri;q ¼
P
rlri ;q;n;j2rlri ;q SIn;j
jrlri ;qj
: ð8Þ
This rule stability index measure RLSIri ;q is based only on the intervals used in
the set of criteria from a subset of the attributes making up the reduct. If we
consider the full set of rules associated with a particular reduct, we can con-
struct a rule set stability index (RSSIri) measure. This measure considers only
the intervals used in the actual rules rather than the more general attribute
stability index values used in the reduct stability index. This rule set stability
index is the weighted average of the RLSIri ;q values, where the weights are the
strengths of the actual rules. Formally this is given by;
RSSIri ¼
P
rlri ;q2rlri Nri ;qRLSIri ;qP
rlri ;q2rlri Nri;q
; ð9Þ
where Nri ;q is the strength of the qth rule in the reduct ri.
5. Application within VPRS
To illustrate the use of the stability measures discussed in Sections 2 and 4, a
VPRS analysis of the well known wine data set [18] is undertaken. 5 The data
set consists of 178 diﬀerent types of wine grown in the same region of Italy but
derived from three diﬀerent cultivators (decision attribute d1). Each wine is
described by 13 characteristics (condition attributes), all of which are contin-
uous in nature. The data was obtained from the UCI Machine Learning Re-
pository internet site, 6 which includes a number of data sets for use by the
Machine Learning community.
This data set has been used to illustrate certain methods of analysis, in-
cluding regularised discriminant analysis [1] and selecting b-reducts within
VPRS [6]. Here, as in [6] to restrict the size of the analysis we use a subset of the
data set. It follows, eight condition attributes (see Table 8), and 100 diﬀerent
wines are considered. Since all the attributes are continuous in nature, to en-
able a VPRS analysis to produce a relatively small number of ruiles they need
to be discretised into intervals. Table 8 also shows the results of the discreti-
sation, found using the FUSINTER method [44], as used in [6].
5 The VPRS analysis allows a level of miss-classiﬁcation in the set of rules constructed, whereas
the original RST requires full correct classiﬁcation in the set of rules.
6 The internet site is http://www.ics.uci.edu/AI/ML/MLDBRepository.html.
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The results of the discretisation of the condition attributes (c1; c2 . . . ; c8) are
given in Table 8, including the number of objects (wine) in each interval. It is
noted, these condition attributes each have feasible domains of between 0 and
1. Hence the outside points (for each condition attribute) of the end intervals
are deﬁned as lftðIn1 Þ ¼ 0 and rgtðInknÞ ¼ 1. Using the measures described in
Section 2, the respective sets of stability index values associated with the in-
tervals for each condition attribute are constructed, as given in Table 9.
To illustrate the contents in Table 9, the c4 (magnesium) attribute is con-
sidered. From Table 8, there are two intervals identiﬁed to intervalise this at-
tribute. Hence, in Table 9, with n ¼ 4 and j ¼ 1 and 2, the individual interval
stability index values (using (5)) are SI4;1 ¼ 0:73949 and SI4;2 ¼ 0:78866. The
ﬁnal column shows the attribute stability index values, hence for c4, using (6),
ASI4 ¼ 0:77587.
Returning to the intervals constructed for each condition attribute in Table
8, this enables the continuous values of the 100 objects (wine) which make up
the information system to be converted to a categorical form, see Appendix A.
This (discretised) information system allows the VPRS analysis to be under-
taken. For a full description of VPRS we refer the reader to [2,6,41,42]. In this
paper we use the notation given in An et al. [2], i.e. a b value (majority in-
clusion relation) in the interval (0.5, 1].
The ﬁrst consideration in VPRS (from [6]) is the level of quality of classi-
ﬁcation 7 within the information system in Appendix A, for diﬀerent regions of
Table 8
Boundary values for condition attributes
Attribute Interval 0 Interval 1 Interval 2 Interval 3 Interval 4
Alcohol (c1) [0,12.525],
33
[12.525, 1],
67
Malic acid (c2) [0,1.525],
20
[1.525, 2.025],
32
[2.025, 2.96],
17
[2.96, 1 ],
31
Ash (c3) [0, 2.235],
26
[2.235, 2.385],
29
[2.385, 2.535],
15
[2.535, 2.645],
14
[2.645, 1],
16
Magnesium (c4) [0, 88.5],
26
[88.5, 1],
74
Total phenols (c5) [0, 1.99],
39
[1.99, 2.325],
10
[2.325, 1],
51
Color intensity (c6) [0, 3.365],
27
[3.365, 6.5],
46
[6.5, 1],
27
Hue (c7) [0, 0.745],
26
[0.745, 1],
32
[1, 1],
42
Proline (c8) [0, 506],
26
[506, 897.5],
48
[897.5, 1],
26
7 The proportion of objects given a classiﬁcation in an information system.
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the b domain. In this case there is only one level of quality of classiﬁcation, that
is 0.98 for all b in (0.5, 1]. Since there are 100 objects in the information system,
this implies two objects are not given a classiﬁcation. This is due to them (wine
indexes 119 and 147 in Appendix A) having the same combination of condition
attributes (i.e. a condition class made up of just the two objects), but each has a
diﬀerent associated decision class. Hence, no majority inclusion (into a single
decision class) occurs for this condition class, so the two associated objects are
not given a classiﬁcation.
The next consideration, is ﬁnding subsets of condition attributes (b-reducts),
which satisfy the constraint of having the same quality of classiﬁcation as that
associated with the whole set of condition attributes for the same b value (see
[34]). For this information system there exist 26 b-reducts (r1; r2 . . . ; r26) each
with diﬀering domains of permissible b, from within the interval (0.5, 1], which
makes their subset of condition attributes a b-reduct (see [5,6]). These b-reducts
are shown in Table 10 with their permissible b domains, also given are the
reduct stability index (RDSIri) and rule set stability index (RSSIri ) values for
each of the b-reducts.
From Table 10 it is seen that the b-reducts range in size from two attributes
(e.g. r1) to six attributes (e.g. r26). The domains of permissible b also vary for
diﬀerent b-reducts.
Within RST related research literature (including VPRS) there still exists the
problem of selecting which reduct to use, as discussed in Section 4.1. While a
combination of methods can be used, here we consider two new methods, i.e.
using the reduct stability index (RDSIri) and the rule set stability index (RSSIri )
values. Considering the reduct stability index values, from Table 10 the RDSIri
values range from 0.78289 (r3) to 0.83133 (r4). Since the largest RDSIri value
infers the most stability in the CVD of the associated condition attributes, it
follows b-reduct r4 ¼ fc1; c5; c8g is the optimum b-reduct to use. The rules
associated with this b-reduct are given in Table 11. 8
Table 9
Stability index values
SIn;j values ASIn
c1 0.78108 0.91219 0.86896
c2 0.70919 0.84810 0.79906 0.67300 0.75770
c3 0.69799 0.72841 0.67862 0.90476 0.76764 0.74400
c4 0.73949 0.78866 0.77587
c5 0.83192 0.74422 0.81609 0.81507
c6 0.89053 0.85238 0.82501 0.81895
c7 0.87580 0.79068 0.81026 0.80829
c8 0.82094 0.80095 0.81572 0.80999
8 Using the method of rule construction described in [2].
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Within Table 11, there are six rules associated with b-reduct r4 ¼ fc1; c5; c8g,
each of these rules is made up from a set of criteria based on particular in-
tervals given in Table 8. For example, rule 1 uses interval 1 from c1 and in-
terval 2 from c8. Also given in Table 11 are the strengths of each rule (Nr4;q,
q ¼ 1; . . . ; 6), and the relative proportion of correct classiﬁcation by each rule
(Pq, q ¼ 1; . . . ; 6).
Table 10
Information on each b-reduct
Index b-reduct Domain of b RDSIri RSSIri
r1 fc5; c6g (0.5, 0.7143] 0.81701 0.81755
r2 fc2; c7g (0.5, 0.6] 0.78300 0.78971
r3 fc2; c4; c5g (0.5, 0.6] 0.78289 0.78062
r4 fc1; c5; c8g (0.5, 0.6] 0.83133 0.82189
r5 fc5; c7; c8g (0.5, 0.6] 0.81112 0.81053
r6 fc1; c4; c7g (0.5, 0.533] 0.81770 0.81980
r7 fc5; c6; c8g (0.714, 0.75] 0.81467 0.81574
r8 fc1; c6; c7; c8g (0.5, 0.6] 0.82654 0.81732
r9 fc1; c4; c7; c8g (0.533, 0.667] 0.81577 0.82893
r10 fc2; c5; c7; c8g (0.6, 0.667] 0.79776 0.80292
r11 fc4; c5; c6; c7g (0.714, 0.947] 0.80455 0.81054
r12 fc2; c5; c6; c8g (0.75, 0.889] 0.80043 0.81135
r13 fc2; c6; c7; c8g (0.6, 0.7] 0.79873 0.80883
r14 fc1; c5; c6; c7; c8g (0.6, 0.8333] 0.82425 0.82036
r15 fc1; c2; c5; c7; c8g (0.6667, 0.8750] 0.81200 0.82400
r16 fc1; c3; c5; c7; c8g (0.6, 0.667] 0.80926 0.81962
r17 fc1; c2; c4; c5; c7g (0.6, 0.667] 0.80517 0.80784
r18 fc1; c2; c4; c6; c7g (0.533, 0.667] 0.80595 0.80757
r19 fc2; c4; c5; c6; c8; g (0.889, 1] 0.79552 0.81048
r20 fc2; c4; c6; c7; c8g (0.7, 778] 0.79416 0.80638
r21 fc1; c3; c4; c5; c7g (0.533, 0.667] 0.80243 0.81065
r22 fc1; c2; c3; c5; c8g (0.6, 0.667] 0.79914 0.80598
r23 fc1; c4; c5; c6; c7g (0.947, 1] 0.81742 0.81697
r24 fc1; c3; c4; c6; c8g (0.5, 0.571] 0.80355 0.80818
r25 fc2; c3; c4; c5; c6; c7g (0.947, 1] 0.78665 0.79741
r26 fc3; c4; c5; c6; c7; c8g (0.947, 1] 0.79536 0.80800
Table 11
Rules associated with b-reduct r4 ¼ fc1; c5; c8g
Rule c1 c5 c8 d1 Nr4 ;q Pq RLSIr4 ;q Nr4 ;q RLSIr4 ;q
1 1 2 1 25 0.9600 0.83946 20.98638
2 1 2 1 1 8 0.7500 0.83133 6.65063
3 0 2 26 0.9231 0.80999 21.05963
4 1 2 5 0.8000 0.81507 4.07537
5 0 2 2 5 1.0000 0.84200 4.21000
6 0 1 3 29 0.9310 0.81253 23.56337
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The ﬁnal two columns in Table 11 relate to aspects of the stability indexes
using Eqs. (8) and (9). The RLSIr4;q column gives the rule stability index value
using (8) for each rule. The Nr4;q RLSIr4;q column illustrates the contribution
of each rule to the rule set stability index (9), i.e. their sum divided by the sum
of the Nr4;q column gives the necessary result, namely RSSIr4 ¼ 0:82189. An
inspection of all the RSSIri values in Table 10, shows b-reduct r9 has the largest
RSSIri value with 0.82893, hence it is the most optimum to use based on the
RSSIri values. In this case the set of rules associated with b-reduct
r9 ¼ fc1; c4; c7; c8g is given in Table 12.
An inspection of the rules in Table 12, show only a limited use of the least stable
attribute c4, from those in r9 (with ASI4 ¼ 0:77587). This oﬀers some reason to
why reduct r9 did not have the largestRDSIri value, while having the largest RSSIri
value. This frequency of use of the intervals from a particular attribute used in a set
of rules is an important development. That is, when a more detailed construction
of the associated stability measure is undertaken, i.e. looking at RSSIri values
rather than RDSIri values, diﬀerent reducts are considered optimum. This is an
interesting result since it may eﬀect the level of a priori investigation undertaken by
a decision maker. That is, if the decision maker is unwilling to construct the rules
for each possible reduct, then the reduct stability index should be used, thus not
fully considering the importance of each attribute in the reduct.
Furthermore, since the subject of ﬁnding the whole set of possible reducts is
an NP-complete problem [34], the use of the attribute stability index values
may enable the decision maker to concentrate on ﬁnding reducts which include
the more stable condition attributes.
6. Conclusions
In this paper new measures relating to the stability of the discretisation of
continuous attribute values are introduced. At its base level, a stability value is
Table 12
Rules associated with b-reduct r9 ¼ fc1; c4; c7; c8g
Rule c1 c4 c7 c8 d1 Nr9 ;q Pq RLSIr9 ;q Nr9 ;q RLSIr9 ;q
1 1 2 1 25 0.960 0.83946 20.98638
2 1 1 1 4 0.750 0.82907 3.31627
3 0 1 2 14 0.929 0.83861 11.74053
4 0 0 2 8 1.000 0.83946 6.71564
5 0 2 2 7 1.000 0.83861 5.87027
6 0 2 0 2 3 1.000 0.79805 2.39415
7 1 2 0 2 1 1.000 0.79805 0.79805
8 0 1 0 2 1 1.000 0.79805 0.79805
9 0 1 3 22 1.000 0.80914 17.80107
10 1 0 3 3 0.667 0.83861 2.51583
11 1 1 1 3 10 0.700 0.82907 8.29068
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found for each interval constructed. This allows the stability measure of an
attribute to be known. Analogous stability index measures are also con-
structed. These measures deﬁned, are of use in any study that includes the
discretisation of continuous values. Importantly these measures are indepen-
dent of the discretisation technique employed.
One such study where the stability measures are show to be eﬀectively used
is with RST. Here the stability values are used to aid in reduct selection and
reliability of rules. More speciﬁcally, reduct, rule and rule set stability measures
are deﬁned. A large example is considered, which clearly illustrates the role of
these measures within RST. This includes the micro aspects of the rules, that is
the individual criteria in each rule.
One drawback of this measure (in RST) is its inability to cope with the
inclusion of attributes that are already categorical in nature. That is, when an
information system is made up of both continuous and categorical attributes.
Since then, the associated reducts may also contain both type of attributes, not
enabling the reduct stability measure to be found in these cases. The inclusion
of these measures in this type of system is left for future research.
Appendix A
Wine data set, including index in original data set, and the discretised values
for each of the condition attributes and decision category classiﬁcation, see
Table 13.
Table 13
Discretised wine data set
Wine c1 c2 c3 c4 c5 c6 c7 c8 d1
1 1 1 2 1 2 1 2 2 1
3 1 2 4 1 2 1 2 2 1
4 1 1 2 1 2 2 1 2 1
5 1 2 4 1 2 1 2 1 1
6 1 1 2 1 2 2 2 2 1
7 1 1 2 1 2 1 2 2 1
8 1 2 3 1 2 1 2 2 1
13 1 1 2 1 2 1 2 2 1
14 1 1 2 1 2 1 2 2 1
15 1 1 1 1 2 2 2 2 1
16 1 1 4 1 2 2 2 2 1
19 1 1 2 1 2 2 2 2 1
21 1 1 1 1 2 1 2 1 1
22 1 3 4 1 2 1 2 1 1
24 1 1 2 1 2 1 2 2 1
29 1 1 4 1 2 1 2 2 1
31 1 0 4 1 2 1 2 2 1
(continued on next page)
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Table 13 (continued)
Wine c1 c2 c3 c4 c5 c6 c7 c8 d1
33 1 1 1 1 2 1 2 2 1
34 1 1 4 1 2 1 2 2 1
35 1 1 4 1 2 1 2 2 1
38 1 1 3 1 2 1 2 2 1
39 1 0 0 1 2 1 2 2 1
40 1 3 2 1 2 1 1 1 1
41 1 1 1 1 2 1 1 1 1
43 1 1 3 1 2 1 1 2 1
44 1 3 1 1 2 1 1 1 1
48 1 1 0 1 2 1 1 2 1
55 1 1 1 1 2 1 1 2 1
57 1 1 1 1 2 1 1 2 1
58 1 1 4 1 2 1 2 2 1
63 1 0 0 1 1 1 2 1 2
65 0 0 2 1 0 0 2 0 2
66 0 0 3 1 2 1 2 1 2
67 1 0 0 0 2 1 2 0 2
72 1 0 4 0 2 1 2 0 2
73 1 1 1 0 0 1 1 0 2
74 1 1 3 1 2 0 2 2 2
77 1 0 0 0 0 1 2 0 2
78 0 2 0 1 0 0 1 0 2
81 0 0 0 0 2 0 2 0 2
84 1 3 1 0 0 1 1 1 2
85 0 0 3 1 1 0 1 1 2
86 1 0 1 1 1 0 2 0 2
87 0 1 1 1 0 0 2 0 2
88 0 1 3 0 0 0 2 1 2
90 0 0 1 0 1 0 2 1 2
94 0 2 0 0 2 0 2 0 2
96 0 0 0 1 2 0 2 2 2
99 0 0 0 0 2 1 2 1 2
100 0 3 0 0 2 0 2 0 2
101 0 2 0 1 1 0 2 1 2
104 0 1 0 0 2 0 1 0 2
105 0 1 0 0 1 0 2 1 2
106 0 2 1 1 0 0 1 0 2
109 0 0 0 1 2 0 1 0 2
110 0 0 4 1 2 0 1 1 2
111 0 3 0 1 2 0 1 1 2
112 0 2 0 0 2 0 1 0 2
115 0 0 2 0 2 0 1 0 2
116 0 0 0 0 2 0 2 0 2
117 0 0 0 0 0 0 1 0 2
118 0 1 0 1 1 0 2 0 2
119 1 3 0 0 0 1 0 0 2
125 0 3 2 0 2 0 1 0 2
126 0 2 0 0 2 0 1 0 2
127 0 1 1 0 2 1 0 0 2
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