Abstract. We classify N =1 SVOAs with no free fermions and with bosonic subalgebra a simply connected WZW algebra which is not of type E. The latter restriction makes the classification tractable; the former restriction implies that the N =1 automorphism groups of the resulting SVOAs are finite. We discover two infinite families and nine exceptional examples. The exceptions are all related to the Leech lattice: their automorphism groups are the larger groups in the Suzuki chain (Co1, Suz:2, G2(4):2, J2:2, U3(3):2) and certain large centralizers therein (2 11 :M12:2, M12:2, U4(3):D8, M21:2 2 ).
Introduction
The goal of this article is to prove the following:
Theorem. Suppose V is an N =1 SVOA with no free fermions, and that V ev = G k a simply connected WZW algebra which is not one of E 7,2 , E 2 7,1 , or E 8,2 . Then V is on the following list:
Spin ( In each case on the list, the N =1 SVOA V is uniquely determined up to isomorphism by G k , and the supersymmetry-preserving automorphism group of V is the listed finite group Aut N =1 (V ).
The type E case is discussed in Section 6, where we construct an N =1 SVOA with even subalgebra E 2 7,1 , but do not prove its uniqueness, and explain why the other two cases seem unlikely.
Conjecture. There is a unique-up-to-isomorphism N =1 SVOA with even subalgebra E 2 7,1 . There does not exist an N =1 SVOA with even subalgebra E 7,2 or E 8,2 .
We now elaborate on the statement of the Theorem. Our notation for groups is the following: as in the ATLAS [CCN + 85], a colon denotes a semidirect product, 2 = Z 2 denotes a cyclic group of order 2, and S m , J 2 , etc. denote specific finite groups; we write Sp(2×m) for the group of type C m (which is variously called Sp(m) and Sp(2m)); and the small-m members of the "Spin(m)" families must be interpreted appropriately (see §2.2). We will later use the notation nG for a perfect central extension of G by Z n and PG for the adjoint form of the simply connected group G; when m is divisible by 4, we will write SO + (m) for the image of Spin(m) in the positive half-spin representation; and we will denote the central product of G and G ′ , where their centres have been identified Z = Z(G) = Z(G ′ ), by G • G ′ = (G × G ′ )/Z.
An "SVOA" is a super vertex operator algebra, unitary and 1 2 Z-graded (by "spin") and of strong CFT type; all SVOAs appearing in this paper are moreover (strongly) rational. Elements of an SVOA are the "fields" (also typically called "vertex operators"). An SVOA is called "N =1" if it is equipped with a real (i.e. self-adjoint) superconformal vector, which is a spin- where the spin-2 field ν is the conformal vector (also typically called "L" or "T ") and c is the bosonic central charge. Background on SVOAs can be found in the standard textbooks [Kac98, FBZ04] . For an N =1 SVOA V , we will adopt the names Aut N =0 (V ) and Aut N =1 (V ) for the groups of automorphisms of V as an SVOA and as an N =1 SVOA, respectively. The former group is always a reductive algebraic group whose Lie algebra is the space of spin-1 fields [DM04] ; it acts on the space of spin-3 2 fields, and the latter group is the stabilizer of τ in the former group. For bosonic VOAs, we will write their automorphism group simply as "Aut(−)."
A simply connected WZW algebra is a VOA generated by its spin-1 fields (the "currents") [Hen17] . Simply connected WZW algebras are labeled by a simply connected reductive Lie group G together with, in the simple case, a positive integer k called the "level"; we will generally write such an algebra as G k (simplifying (E 7 ) 2 , for example, to E 7,2 ). We will call a WZW algebra simple if the corresponding group is (quasi)simple. (All WZW algebras are "simple" in the VOA sense.) Automorphism groups of simply connected WZW algebras are always Aut(G k ) = Aut(g) = PG: Out(g), where g is the Lie algebra of G, PG is its adjoint form, and Out(g) is its group of Dynkin diagram automorphisms. The full SVOAs V in the Theorem are all "non-simply connected" WZW algebras. A non-simply connected WZW algebra is determined by a connected but not simply connected group G together with a level which, in the simple case, is a positive integer satisfying a divisibility criterion that depends on (G and) π 1 (G); details are reviewed in §2.1. E 8,2 has some peculiar behaviour, and is forbidden by fiat in [Hen17] , where VOAs containing an E 8,2 factor are termed "E 8,2 -contaminated."
A free fermion in an SVOA is a field of spin 1 2 . In any SVOA, the subalgebra generated by the free fermions always splits off as a tensor factor, although perhaps not compatibly with a chosen supersymmetry. There are many N =1 SVOAs with free fermions: highlights include the supersymmetric lattice SVOAs [HK07] and the beautiful classification identifying N =1 structures on purely free-fermion algebras with semisimple Lie algebras [GO85] . In an N =1 SVOA V with no free fermions, all spin-1 fields are superprimaries; it follows that Aut N =1 (V ) is a finite group. In general, a version of Noether's theorem for N =1 SVOAs identifies Lie(Aut N =1 (V )) with the space of free fermions in V , equipped with a Lie bracket derived, in the sense of [KS04] , from the bracket on spin-1 fields.
One reason to be interested in N =1 SVOAs V without free fermions, and with V ev easy to understand (for instance, a simply connected WZW algebra), comes from Duncan's beautiful work [Dun07] . In that work, Duncan discovered a specific N =1 SVOA V f ♮ with no free fermions; it enjoys V f ♮ ev = Spin(24) 1 and Aut N =1 (V f ♮ ) = Co 1 , Conway's largest sporadic simple group. The original motivation for this paper was to produce similar N =1 SVOAs for the Suzuki chain groups Suz:2 ⊃ G 2 (4):2 ⊃ J 2 :2 ⊃ U 3 (3):2 ⊃ L 2 (7):2 ⊃ A 4 :2 ⊃ A 3 :2. This is a chain of subgroups of Co 1 (except that Suz:2 lives therein only through its abelian extension 3Suz:2). In fact, the Theorem provides a systematic construction of such SVOAs only for Suz:2, . . . , U 3 (3):2. We did not find a satisfactory SVOA representation of L 2 (7):2, and our SVOA representations of A 4 :2 and A 3 :2 place them naturally as entries in the infinite chain S m+1 = A m+1 :2 and not in the Suzuki chain. That said, Wilson classes U 4 (3):D 8 , which does appear in the Theorem, with the Suzuki chain [Wil83] , and the m = 8 entry in our Spin(m) 3 1 family is closely related to the "tricode group" 2 2+12 :(A 8 × S 3 ), which Wilson also discusses in the context of the Suzuki chain.
The paper is structured as follows. Section 2 classifies the SVOAs V with even subalgebra a simple simply connected WZW algebra which have no free fermions but which do have a nonzero field of spin 3 2 ; we find a short list, consisting of those algebras listed in the Theorem together with E 7,2 , E 2 7,1 , and E 8,2 . The N =1 structures claimed in the Theorem are constructed in Section 3. Uniqueness (up to conjugation by SVOA automorphisms, of course, with the asserted stabilizer) is shown for the Spin(m) 3 and Spin(m) 3 1 familis in Section 4, and for the exceptional cases in Section 5. For the exceptional cases we take advantage of Duncan's work on the Conway group Co 1 and its module V f ♮ , and through this we connect directly to the Suzuki chain. Finally, Section 6 addresses the type E case.
2. WZW algebras with a spin-3 2 abelian anyon This section restricts the possible WZW algebras G k that can appear as the even parts of the N =1 SVOAs V considered in the Theorem. First, in §2.1, we ask what WZW algebras can appear as the even parts of (not necessarily supersymmetric) SVOAs with a field of spin 3 2 and with no free fermions; in particular, this already cuts the possibilities down to just those simple groups appearing in the Theorem. We then make a comment in §2.2 about some unstable behaviour enjoyed by the Spin groups. In §2.3 we use "elliptic genus" considerations to rule out most non-simple possibilities. Finally, in §2. 4 , we chart the WZW algebras that require further study.
2.1. Z 2 simple current extensions. Suppose V is an SVOA, not necessarily supersymmetric, with a nontrivial fermionic part V odd . Then the bosonic subalgebra V ev is the fixed points of a nontrivial Z 2 -action on V (namely, fermion parity). It follows that V is a "Z 2 simple current extension" of V ev . If V is to be an N =1 SVOA without free fermions, then V odd will have conformal dimension exactly 3 2 . This means the following. The representations of a VOA are called anyons. An anyon is abelian if it is invertible for the braided monoidal structure on the category of anyons; abelian anyons are also called "simple currents." (The braided monoidal category of anyons is a modular tensor category when the VOA is rational [Hua08] . All VOAs appearing in this paper are rational.) From the unitary representation theory of Virasoro algebras [FQS84] , one sees that each irreducible anyon M has a conformal dimension h M ≥ 0, with equality only for the trivial anyon; conformal dimension is also called "minimal energy," and is by definition the smallest eigenvalue of the action of L 0 ∈ V on the anyon M . The abelian anyons form an abelian group A, and q = (M → exp(2πih M )) : A → U(1) is a quadratic function. Given a subgroup A ′ ⊂ A, the direct sum M ∈A ′ M , admits an SVOA structure if and only if the restriction of q to A ′ is a group homomorphism to {±1}. In this case that SVOA structure is unique up to isomorphism and is called the "A ′ simple current extension" of V [Car14] .
Simple current extensions of WZW algebras are studied in detail in [Li01, Hen17] . The representation theory of the WZW algebra G k is well understood, and is easily accessed in Schellekens' computer algebra program "Kac" and in the detailed tables compiled in [KMPS90] . (We focus in this section on the case when g = Lie(G) is simple. The general semisimple case is considered in §2.3.) The irreducible anyons are indexed by dominant integral weights λ of G such that λ, α max ≤ k, where α max denotes the highest root; the fields of minimal conformal dimension in the λth anyon form the simple G-representation of highest weight λ. The conformal dimensions of all anyons are given by an easy formula in terms of the weight lattice. With one notable exception, the group A of abelian anyons is naturally isomorphic to the centre Z(G) of G. The conformal dimension of the G k -anyon corresponding to a fixed element in Z(G) depends linearly on k and is listed in [Li01] :
We list only the nonzero values of h a . In type A, i ranges over {1, . . . , m − 1}, and in type D we write v ∈ Z(Spin(m)) ("vector") for the nontrivial element in ker(Spin(m) → SO(m)) and s ± ("spinor") for the other two elements. The exceptional groups G 2 , F 4 , and E 8 have trivial centre and so are not listed. Levels for the spin groups Spin(m) with m ≤ 4 have some unstable behaviour, described in §2.2, and so the formulas above in those cases must be appropriately interpreted.
The simple current extension of G k by A ′ ⊂ Z(G), if it exists, is a "non-simply connected" WZW algebra corresponding to the quotient group G/A ′ [Hen17] . We will follow the reasonably standard convention that (G/A ′ ) k = G k /A ′ denotes the A ′ simple current extension of G k , so that a level for a non-simply connected group is determined by its pullbacks to the simply connected covernote that this means deciding that for a non-simply connected group, the minimal level may not be "level 1" (cf. §2.2).
The one exception to the rule "A = Z(G)" is G k = E 8,2 [Fuc91] , which has an abelian anyon (corresponding to the 3875-dimensional E 8 -module) even though Z(E 8 ) is trivial. Henriques does not consider the corresponding Z 2 extension of E 8,2 to be a "WZW algebra," and it does not seem to have a standard name; we will abusively call it "E 8,2 /Z 2 ." For this exception, the simple current has conformal dimension h = 3 2 . As we have already explained, we are interested in the case when a ∈ A has order 2 with h a = 3 2 . Let us focus for now on the case when the group G is simple. In type A, this means that m is even and By "m" we mean, of course, the m-dimensional vector representations of Spin(m), and 12 means the vector representation of Sp(2×6) or SU(12). Their symmetric and alternating powers are not irreducible; for instance, Sym 3 (m) splits as m plus an irrep that we will simply call Sym 3 (m) ⊖ m consisting of the "traceless" symmetric 3-tensors. Sp(2×6) has two 429-dimensional irreps: the other one, which does not lead to a simple current extension of Sp(2×6) 1 , is Alt 4 (12) ⊖ Alt 2 (12). Other irreps are listed by dimension. We took advantage of the famous exceptional isomorphisms of small spin groups to leave redundant entries off the list; see §2.2. The name "PSp" means the adjoint form of Sp, and "nPSU(m)," for n dividing m, means the perfect central extension of PSU(m) by a cyclic group of order n, i.e. nPSU(m) = SU(m)/(Z m/n ).
Conventions for Spin groups.
When m is divisible by 4, the centre of Spin(m) is a Kleinfour group, and so Spin(m) has three quotients by Z 2 . One of these is SO(m), defined as the image of Spin(m) in the adjoint representation. It is invariant under the outer automorphism of Spin(m). The other two are called SO ± (m). They are exchanged by the outer automorphism of Spin(m), and are by definition the image of Spin(m) in the half-spin representations.
The Spin groups have some well-known exceptional behaviour for small m. The triality automorphism of Spin(8) relates the vector representation with the two half-spin representations; thus the SVOAs SO(8) 3 , SO + (8) 3 , and SO − (8) 3 are all isomorphic. The exceptional isomorphisms
mean that we have left out of the Corollary from §2.1 the redundant entries Sp(2×1) 6 = SU(2) 6 (see next paragraph), Sp(2×2) 3 , and SU(4) 3 . The group Spin(4) ∼ = Sp(2×1) 2 is not simple and so not technically considered in the Corollary, but does appear in our Theorem; see §2.3. The appropriate meaning of "Spin(4) 3 " is Sp(2×1) 2 3 : the level is diagonal. We will write "Spin(3) 3 " (albeit always with scare-quotes) for the m = 3 case of the Spin(m) 3 family even though it is not technically a "level 3" algebra, at least with the usual normalization for H 4 (BSpin(3); Z). The reason is that, for m ≥ 5, the algebra Spin(m) k corresponds to the class k ∼ → H 4 (BSU(m)) when m ≥ 2, and the generator is the Chern class c 2 ; also, for all m, the inclusion Sp(2×m) ⊂ Sp(2×(m + 1)) induces an isomorphism H 4 , and the generator of H 4 (BSp(2×m)) is the "quaternionic Pontryagin class." In summary, the m = 3 case of the Spin(m) 3 family is SU(2) 6 = Sp(2×1) 6 , which we otherwise should have included in our list.
Finally, it is worth addressing the m = 2 case of the Spin(m) 3 . The group Spin(2) is not simply connected, being isomorphic to U(1), and so ruled out of out Theorem by fiat, but is important in our analysis in §5.1 and §5.8.
If G/A is a compact Lie group with simply connected cover G and finite π 1 G = A, then the restriction H 4 (B(G/A)) → H 4 (BG) is an injection, and it is traditional to say that G/A acts with "level k" if the induced G-action has level k. For example, writing PE 6 = E 6 /Z 3 for the adjoint form of E 6 , the inclusion Z ∼ = H 4 (BPE 6 ) → H 4 (BE 6 ) ∼ = Z has cokernel of order 3, and so PE 6,k = (PE 6 ) k is meaningful only when k is divisible by 3.
This convention fails for U(1), since π 1 U(1) = Z is infinite and H 4 (BU(1)) → H 4 (BU(1) sc ) is not injective. Rather, "U(1) k " refers to the lattice SVOA corresponding to the lattice √ kZ ⊂ R; it is a bosonic VOA only when k is even. The reason for this convention corresponds to deciding that the vector representation of U(m), which restricts to a level-1 representation of SU(m), should have "level 1" on all of U(m). In particular, "U(1) at level 2" refers to the generator −c 2 1 ∈ H 4 (BU(1)),
and "level 1" refers to a supercohomology class that could be called "− 2 ), and so "Spin(2) 3 " is the bosonic VOA U(1) 12 . But we come full circle: its simple current extension "SO(2) 3 " ends up being the SVOA U(1) 3 , which is consistent with the isomorphism U(1) ∼ = SO(2).
2.3. Elliptic genus constraints. An SVOA V with nontrivial fermionic part has two types of anyons.
A Neveu-Schwarz (NS) sector anyon is simply a "vertex module" for V , understood internal to the category of supervector spaces: it is a supervector space M with a vertex algebra action of V ; the locality axiom describing how odd elements of V act on odd elements of M takes into account the Koszul sign rule. The vacuum module V itself is an NS-sector anyon, and NS-sector anyons form a braided monoidal "supercategory" (a monoidal category enriched in supervector spaces, with a braiding whose axiomatics take into account the Koszul sign rule).
The other type of anyons are called Ramond (R) sector. In terms of vertex (super) modules, an R-sector anyon for V is a "twisted module," where the "twisting" is the canonical parity-reversal automorphism (−1) f . The R-sector anyons also form a supercategory, but it is not monoidal. Rather, the R-sector is a "module category" for the NS-sector. Any supercategory has an underlying bosonic category given by forgetting the odd morphisms. (For instance, the underlying bosonic category of SVec itself is Vec 2 .) The direct sum of underlying bosonic categories of the NSand R-sectors for V is the category of (bosonic) representations of the even subalgebra V ev . A V ev -anyon M ev produces a V -anyon M whose even subspace is M ev and whose odd subspace is M odd = M ev ⊗ Vev V odd (where "⊗ Vev " denotes fusion of V ev -anyons). The V -anyon M is in the NS-or R-sector according to the charge of M ev , controlled by the braiding of V odd with M ev . When V ev = G k = E 8,2 , this charge is precisely the action on M ev of the central element of G corresponding to V odd .
A (super) V -module M , whether NS-or R-sector, has furthermore two different "characters," i.e. graded dimensions. One, the NS-character, is the graded dimension
of the underlying non-super vector space of M . The R-character, on the other hand, is the graded superdimension
Zhu's famous modularity result [Zhu96] in the super case asserts that the "NS-NS" characters, i.e. the NS characters of the NS-sector anyons, form a vector valued modular form for Γ 0 (2), whereas the "R-R" characters form a vector valued modular form for the whole modular group SL 2 (Z). Suppose now that the SVOA V is equipped with an N =1 superconformal vector τ . As with any odd operator, the Fourier expansions of τ (z) on NS-and R-sector anyons have different gradings. As a result, NS-sector anyons become representations of the "N =1 Neveu-Schwarz algebra" whereas R-sector anyons become representations of the "N =1 Ramond algebra." In the latter algebra, but not the former, the shifted energy operator L 0 − c/24 has an odd square root (traditionally called "G 0 "). This operator pairs bosonic and fermionic fields in the same R-sector module, other than the ground states with L 0 = c/24, and so those fields cancel out of the R-R character, and we recover the famous boson-fermion cancellation: We will use this Lemma to rule out most semisimple but non-simple groups from consideration in our Theorem.
Suppose that G (1) , G (2) , . . . are simple simply connected groups, and that G = G (1) ×G (2) ×. . . is equipped with the level k = (k (1) , k (2) , . . . ), and that c = (c (1) , c (2) , . . . ) ∈ G is a central element of order 2 such that V = G k /{1, c} admits an N =1 structure. Then each c (i) ∈ G (i) must be nontrivial: else τ would have trivial OPE with (G (i) ) k (i) ⊂ V and so could not generate the conformal vector. Write
The total conformal dimension of V odd , equal to 3 2 by assumption, is the sum of the conformal dimensions of the M (i) s. Inspecting the Lemma from §2.1, we see find the following choices for conformal dimension < 3/2: (a quantity that Schellekens' computer algebra program "Kac" calls the "modular anomaly"). Since 14 = 32, we have found a non-constant R-R character, and so this SVOA V does not admit an N =1 structure. The same conclusion holds whenever
. To build an R-sector V -anyon, one can take start with the (not necessarily irreducible) Spin(m) 1 -anyon N of conformal dimension h = m 16 whose minimal-spin fields are the full spinor representation (of dimension 2 m/2 ); then N ⊠ (vac) merges with N ⊠ M (2) to form an R-sector anyon with nonconstant R-R character.
Similar arguments also rule out more complicated combinations with three or more simple factors. All together, we see that, in order for 
Spin(9) 3 . . . . . .
Indeed, let G ′ ⊂ G be an inclusion of simply connected Lie groups. Then G ′ k ′ ⊂ G k exactly when k ′ is the image of k under the restriction map H 4 (BG; Z) → H 4 (BG ′ ; Z). (When G ′ and G are simple, these cohomology groups are both isomorphic to Z, and the restriction map is multiplication by a positive integer called the Dynkin index of the inclusion.) This is how the above diagram was charted.
Except in special situations, the inclusion
Writing ν and ν ′ for the conformal vectors of G k and G ′ k ′ respectively, the conformal vector for the coset is
The coset of a conformal inclusion is the trivial VOA C. Often but not always a sub-VOA is equal to its double coset; for example, this fails for conformal inclusions, but holds in many examples related to level-rank duality. Complete lists of conformal inclusions of simply connected WZW algebras are available in [SW86, BB87] , and the relation to level-rank duality is discussed in [DMNO13] .
One should expect that the non-simply connected WZW algebras also depend functorially on the corresponding groups, but this is not manifest from the construction and does not seem to be known in general (but see [Hen17, Section 2] for a heuristic construction of non-simply connected WZW algebras which is manifestly functorial). If we did have such functoriality, then it would follow that all of the above bosonic inclusions, other than E 7,2 ⊂ E 8,2 , extend to the Z 2 -extensions: the reader is invited to check that in all cases, the given Z 2 -quotients of the simply connected groups do map appropriately. Since we do not have a general functorialty result, we will instead check that for the SVOAs from §2.1, the bosonic inclusions extend. We check this as follows.
Let G ′ ⊂ G be an inclusion of simple simply connected Lie groups from the above chart, ' so that we are trying to establish an inclusion
, and its space M 3/2 of fields of spin 3 2 is the simple G-module listed, in the simple-G case, in the Corollary in §2.1. Now decompose M over
where the A i s are simple G ′ k ′ -anyons and the
k ′ is simply connected, the fields of minimal spin in any simple anyon A are a simple module for the compact group G ′ , and A is determined by this module. In the case at hand, these simple modules are precisely the modules appearing as direct summands inside the restriction appears as a direct summand of M 3/2 | G ′ . If it does, then the corresponding B i must be the vacuum
and the inclusion is verified. And sure enough:
3/2 as a direct summand, and so the inclusion extends to an SVOA inclusion
It is worth warning that, although many of the inclusions G ′ k ′ /Z 2 ⊂ G k /Z 2 are compatible with N =1 superconformal structures, not all of them are. We will describe the modules M 3/2 in more detail in Section 3, and we will use some but not all of the resulting inclusions in Sections 4 and 5.
Proof. For the inclusions G 2 ⊂ G 2 1 , write N for the abelian G 1 -anyon of conformal dimension 
The first summand is related to M ′ 3/2 = 8 ⊠3 by triality. SU(4) 3 1 ⊂ SU(12) 1 : M 3/2 = Alt 6 (12). Write 4 ⊕3 = 12| SU(4) 3 for the direct sum of the three vector representations. Then M 3/2 restricts over SU(4) 3 as Alt
12). The vector representation 12
restricts along the diagonal inclusion Sp(2×2) 3 ⊂ Sp(2×6) to 4 ⊞3 , and so 429 contains
where 21 is the adjoint representation of Sp(2×3). As above, 14 − restricts along Sp(2×1) 3 ⊂ Sp(2×3) to contain 2 ⊠3 , and so Sym
Spin(12) 2 ⊂ SU(12) 1 : M 3/2 = 924 splits as 462 + ⊕ 462 − , where M ′ 3/2 = 462 + . SU(6) 2 ⊂ Sp(2×6) 1 : Alt 6 (12) contains Sym 2 (Alt 3 (6)), and the desired inclusion M ′ 3/2 ⊂ M 3/2 arises as the traceless parts of these modules. SU(6) 2 ⊂ Spin(12) 2 : 462 + is a simple submodule of Sym 2 (32 + ) = 462 + ⊕ so(12), where 32 + is the positive half-spin module of Spin(12). It splits over SU(6) as 32 + = Alt 1 (6) ⊕ Alt 3 (6) ⊕ Alt 5 (6), and so Sym
comes from applying Sym 2 to the inclusion Alt 3 (6) ⊖ 6 ⊂ Alt 3 (6) and restricting to traceless parts. Spin(12) 2 1 ⊂ E 2 7,1 : The standard representation 56 of E 7 splits over Spin(12) as 32 + ⊕ 2 ⊗ 12, and so M 3/2 = 56 ⊠2 contains M ′ 3/2 = 32 ⊠2 + . Spin(12) 2 ⊂ E 7,2 : Applying Sym 2 to the restriction 56| Spin(12) ⊃ 32 + , we see that Sym 2 (56) = 1463 ⊕ 133 contains Sym 2 (32 + ) = 462 + ⊕ 66, where 1463 = M 3/2 , 462 + = M ′ 3/2 , 133 = e 7 , and 66 = so(12). E 7,2 ⊂ E 8,2 : According to the GAP package "SLA," M 3/2 = 3875 splits over E 7 as 1⊕ 1539⊕ 2 ⊗ 56 ⊕ 2 ⊗ 912 ⊕ 3 ⊗ 133, and so does not contain M ′ 3/2 = 1463.
Constructing N =1 structures
In this section we construct the N =1 structures listed in the Theorem. The underlying SVOAs V are those listed in §2.1 and §2.3. Our strategy is the following. Given such a V , we will cleverly choose a finite subgroup S ⊂ Aut N =0 (V ). It is worth remarking that Aut(G k ) = Aut(g) = G adj : Out(G), where G adj is the adjoint form of G and Out(G) is the group of Dynkin diagram automorphisms of G, and the colon denotes a semidirect product. The extension from V ev = G k to V = V ev ⊕ V odd involves passing to a (possibly trivial) double cover of G adj , and may break some of the Out(G) symmetry. We will choose the subgroup S ⊂ Aut N =0 (V ) so that it fixes a unique (up to scalar) non-null spin-3 2 field τ , but such that the adjoint representation g remains simple upon restriction to S. The space of spin-2 fields in a simply connected WZW algebra G k is a submodule of Sym 2 (g) ⊕ g, with equality except in very low level. (The Sym 2 (g) summand consists of bilinears in the Kac-Moody generators, and the g-summand consists of the derivatives of the Kac-Moody generators.) So simplicity of g will imply that the conformal vector ν is the only (up to scalar) S-fixed spin-2 field.
The generic self-OPE of τ is
for some spin-2 field X -locality rules out a term of the form
z 2 , hence its omission. There is a unique Aut N =0 (V )-invariant nondegenerate inner product on the spin-3 2 fields, which sets τ 2 = c ′ , and so provided τ is not lightlike for this inner product, we can rescale τ to set c ′ = 2 3 c. Since S is finite and the spin-3 2 fields have a nondenegerate inner product, the S-module of spin-3 2 fields has a natural real form for which that inner product is positive definite (namely, the real subspace on which the bilinear inner product agrees with the Hermitian form coming from unitarity of the SVOA). If S has a complex fixed point, then it has a real fixed point, and so if τ was the unique fixed point, it must be real and cannot be lightlike. Finally, X is spin-2 and S-fixed and so proportional to ν, and the Jacobi identity will force the correct normalization [Kac98, Lemma 5.9].
We now proceed with the examples. We will follow the ATLAS [CCN + 85] for names for finite groups: for instance, "2" means the cyclic group Z 2 , U 3 (3) means the simple subquotient of the third unitary group over F 3 , Suz is Suzuki's sporadic group, and a colon denotes a split extension. We rely on GAP (and its CTblLib library, which uses the ATLAS naming conventions) for all character table computations.
3.1. Existence for Spin(m) 3 . The automorphism group of the bosonic WZW algebra V ev = Spin(m) 3 is the projective orthogonal group PO(m) = O(m)/{±1}, isomorphic to PSO(m):2 when m is even and to SO(m) when m is odd. This lifts to the full orthogonal group O(m) upon including the simple current V odd . Choose S = A m+1 the alternating group, embedded into O(m) via the simple submodule of the permutation representation. The adjoint representation so(m) = Alt 2 (m) remains simple upon restriction to S, and so the conformal vector ν is the unique S-fixed spin-2 field.
We claim that A m+1 has a unique fixed point in Sym 3 (m) ⊖ (m), or equivalently in Sym 3 (m). Indeed, we can witness a fixed point explicitly: write m as the span of elements e 0 , . . . , e m , permuted by A m+1 , modulo e i = 0; then e 3 i is a nonzero S m+1 -fixed element of Sym 3 (m). On the other hand, a Young diagram computation confirms that hom A m+1 (m, Sym 2 (m)) is one-dimensional, and so Sym 3 (m) has at most one fixed point. We remark that this τ is in fact preserved by the whole symmetric group S m+1 = A m+1 :2. Actually, S m+1 maps to O(m) in two different ways, related by the sign representation, and τ is fixed for one of these and antifixed (i.e. acted on by the sign representation) for the other.
As we remarked already in §2.2, special cases include Spin(6) 3 = SU(4) 3 , Spin(5) 3 = Sp(2×4) 3 , Spin(4) 3 = Sp(2×1) 2 3 = SU(2) 2 3 , and "Spin(3) 3 " = Sp(2×1) 6 = SU(2) 6 . In §5.1 and §5.8, we will use the non-simply-connected special case "Spin(2) 3 " = U(1) 12 .
3.2. Existence for Spin(m) 3 1 . The automorphism group of V ev = Spin(m) 3 1 is the wreath product PO(m) ≀ S 3 = PO(m) 3 :S 3 -the S 3 permutes the three simple factors -and lifts to the double cover 2.PO(m) 3 :S 3 = O(m) •3 :S 3 upon inclusion of the simple current
The space of spin-3 2 fields is m ⊠3 , the outer product of three copies of the vector representation of O(m). Choose an orthonormal basis e 1 , . . . , e m for m; then a basis for m ⊠3 is e ı = e i 1 ⊠ e i 2 ⊠ e i 3 , where ı = (i 1 , i 2 , i 3 ) ∈ {1, . . . , m} 3 .
Embed S = 2 2m :(S m × S 3 ) into O(m) •3 :S 3 as follows. The S 3 embeds along the S 3 permuting the three factors. The S m embeds diagonally inside O(m) ⊂ O(m) •3 via the permutation representation. Finally, write 2 2m = (2 2 ) m , and declare that the jth copy of the Klein-4 group 2 2 embeds into O(m) 3 so as to switch the signs of two out of the three "jth" coordinates. (For instance, the first nontrivial element in the first copy of 2 2 ⊂ (2 2 ) m maps to diag(−1, 1, 1, . . . ), diag(−1, 1, 1, . . . ), id ∈ O(m) 3 .) Then m ⊠3 has a unique S-fixed vector, namely
On the other hand, the adjoint representation so(m) 3 of O(m) •3 :S 3 remains simple upon restriction to S.
3.3.
Existence for Sp(2×3) 2 . The automorphism group of V ev = Sp(2×3) 2 is the adjoint form PSp(2×3). This extends to Aut N =0 (V ) = 2 × PSp(2×3) when V odd is included -the central extension splits because the level is even. The group S = U 3 (3) has a unique six-dimensional irrep. It is quaternionic (i.e. its Frobenius-Schur indicator is −1), and so determines an injection S ⊂ Sp(2×3) sc . Since S has no centre, this injection descends to an injection S ⊂ PSp(2×3). The adjoint representation 21 = sp(3) of PSp(2×3) remains simple upon restriction to S.
Denote the three fundamental representations of Sp(2×3) sc by 14 + , 14 − , and 6. The third is the standard representation, and the other two are
14 + is real and descends to PSp(2×3) whereas 14 − is quaternionic and charged under the centre of Sp(2×3) sc . The 84-dimensional space of spin- The restriction of 14 + to S is irreducible, but the restriction of 14 − breaks as 7 ⊕ 7 for a dual pair of seven-dimensional complex irreps. (S also has a real 7-dimensional irrep.) It follows that Sym 2 (14 − ), and hence 84, has a unique S-fixed point, providing us with our desired spin-3 2 field τ . We remark that PSp(2×3)×2 contains two conjugacy classes of U 3 (3):2 subgroups, whose actions on 84 differ by the sign representation. (Indeed, one copy is a subgroup of PSp(2×3), and the other uses the sign representation to map nontrivially to 2.) It follows that τ is fixed by one of the copies of U 3 (3):2 ⊂ PSp(2×3) × 2 and antifixed by the other.
3.4. Existence for Sp(2×3) 2 1 . The automorphism group of V ev = Sp(2×3) 2 1 is PSp(2×3) ≀ 2 = PSp(2×3) 2 :2, extending to Sp(2×3) •2 :2 upon including V odd . Choose S = J 2 . Its double cover 2J 2 has two symplectic six-dimensional irreps, exchanged by the outer automorphism, and together they provide a map 2J 2 ⊂ Sp(2×3) 2 covering an inclusion
The space of spin-3 2 fields in V is 14 ⊠2 − , where 14 − = Alt 3 (6) ⊖ 6 is one of the fundamental Sp(2×3)-irreps, namely the one with nontrivial central character. The two choices of sixdimensional irrep of 2J 2 lead to the same 14-dimensional irrep 14 − , and a character table calculation confirms that 14 ⊠2 − has a unique fixed point upon restriction to J 2 . The adjoint representation sp(2×3) 2 is not simple upon restricting to J 2 , but it becomes simple if we include the outer automorphism and work with J 2 :2. Because of the double cover, there are two inclusions J 2 :2 ⊂ Sp(2×3) •2 :2, differing only by the sign of the action of the ":2." By uniqueness, the J 2 -fixed point in 14 ⊠2
− is fixed by one of the copies of J 2 :2, and antifixed by the other.
3.5. Existence for SU(6) 2 . The automorphism group of V ev = SU(6) 2 is Aut(su(6)) = PSU(6):2. This extends to Aut N =0 (V ) = PSU(6):2 × 2. Write 6 for the standard representation of SU(6), and 20 = Alt 3 (6) for the third fundamental representation. The 175-dimensional space of spin- where 35 = su(6) is the adjoint representation. The Mathieu group M 21 is not sporadic, being isomorphic to PSL 3 (F 4 ) = L 3 (4). It embeds into PSU(6) via the 6-dimensional representation of its 6-fold cover 6M 21 (which GAP's character table library only knows under the name "6.L 3 (4)," but we will use the Mathieu name). The adjoint representation 35 remains simple when restricted to M 21 , and so the conformal vector ν is the unique M 21 -fixed spin-2 field. On the other hand, 20 breaks over 2M 21 as 10 ⊕ 10, where 10 and 10 are a dual pair of 10-dimensional complex irreps of 2M 21 , and so Sym 2 (20), and hence 175, has a unique fixed point when restricted to M 21 , picking out the superconformal vector τ .
We remark that, although M 21 = L 3 (4) is not sporadic, it is exceptional, having very large Schur multiplier (3 × 4 2 ) and outer automorphism group (D 12 = 2 × S 3 ). The outer automorphism of order 3 permutes the three double covers. In particular, there is no (interesting) group "2.M 21 .3," and so no "6.M 21 .3" which could embed into SU(6). (GAP can compute, in a few seconds, that Aut(6.M 21 ) = M 21 :2 2 .)
There are three groups of shape M 21 :2, coming from the three conjugacy classes of order-2 element in Out(M 21 ) = D 12 . The one corresponding to the central element in D 12 is called M 12 :2a. It has a 6-fold central extension, and GAP is able to build the group 6M 21 :2a from the 6-dimensional matrix representation over F 25 listed in the ATLAS, convert it into a permutation group, and calculate its character table. It does have a 6-dimensional complex irrep, and so embeds into SU(6) covering an embedding M 21 :2a ⊂ PSU(6). The other two groups, M 21 :2b and M 21 :2c, can be built as normal subgroups of Aut(6M 21 ) = M 21 :2 2 . One can see (for instance by calculating Schur multipliers using Holt's program "Cohomolo") that the outer automorphisms 2b and 2c exchange 6 and 6. In particular, M 21 :2 2 is not a subgroup of PSU(6), but is a subgroup of PSU(6):2. There are, therefore, four embeddings M 21 :2 2 ⊂ PSU(6):2 × 2. These differ by signs in their actions on the spin-3 2 fields. It follows that one of these embeddings, but not the others, fixes τ .
3.6. Existence for SU(6) 2 1 . The automorphism group of V ev = SU(6) 2 1 is (PSU(6):2) 2 :2, extending to the diagonal double cover 2.(PSU(6):2) 2 .2 upon including V odd . The finite simple group called "U 4 (3)" in the ATLAS has a large Schur multiplier (4 × 3 2 ) and a large outer automorphism group (D 8 ). Of its 6-fold covers, the cover called "6 1 .U 4 (3)" in GAP's character table libraries has two dual six-dimensional irreps, exchanged by an outer automorphism. These provide a diagonal inclusion U 4 (3) ⊂ 2.PSU(6) 2 ⊂ 2.(PSU(6):2) 2 .2. (The diagonal double cover of PSU(6) 2 restricts trivially along the diagonal U 4 (3) ⊂ PSU(6) 2 .)
Writing 20 = Alt 3 (6) for third fundamental irrep of SU(6), the space of spin- The adjoint representation su(6) ⊞2 = 35 ⊞2 of 2.(PSU(6):2) 2 .2 is not simple when restricted to U 4 (3), but it becomes simple upon including the outer automorphism called "2 3 " in GAP's character table libraries. There are two ways to extend the inclusion U 4 (3) ⊂ 2.(PSU(6):2) 2 .2 to U 4 (2):2 3 , differing by a sign; one of them fixes τ (and the other antifixes τ ). Thus we may take S = U 4 (3):2 3 to complete the proof: τ and ν are the unique S-fixed fields of spin 3 2 and 2, respectively. Using the ":2s" in 2.(PSU(6):2) 2 .2, we may in fact embed the full automorphism group U 4 (3):D 8 , in various ways differing by some signs, exactly one of which fixes τ .
3.7. Existence for Spin(12) 2 . V ev = Spin(12) 2 has two anyons of conformal dimension 3 2 , and the choice breaks Aut(V ev ) = Aut(so(12)) = PO(12) to PSO(12), which then extends to Aut N =0 (V ) = PSO(12) × 2.
The group 2M 12 has a unique 12-dimensional irrep. It is real, and the central element acts by −1. This provides an inclusion 2M 12 ֒→ SO(12) covering M 12 ֒→ PSO(12) ⊂ PSO(12) × 2. The adjoint representation 66 of PSO(12) remains simple upon restriction to M 12 , and so the conformal vector ν is the unique M 12 -fixed spin-2 field.
Write 32 + and 32 − for the two irreducible spinor representations of Spin (12) + has a unique M 12 -fixed point τ . We remark that the 12-dimensional irrep of 2M 12 extends, in two ways differing by a sign, to 2M 12 .2, and so the inclusion M 12 ⊂ SO + (12) •2 :2 extends, again in two ways differing by a sign, to an inclusion of M 12 :2. One of these embeddings fixes τ , and the other antifixes it.
The adjoint representation 66 ⊞2 = so(12) ⊞2 of SO + (12) •2 :2 is not simple when restricted to M 12 , but becomes simple upon inclusion of the outer automorphism. All together, we see that taking S = M 12 :2 ⊂ SO + (12) •2 :2 provides unique spin-3 2 and spin-2 fields τ and ν. In §5.6 we will give a different description of the superconformal structure, and see that Aut N =1 (V ) is not just S = M 12 :2 but in fact 2 10 :M 12 :2.
3.9. Existence for Sp(2×6) 1 . The automorphism group PSp(2×6) of V ev = Sp(2×6) 1 extends to Aut(V ) = PSp(2×6) × 2 upon including V odd because 429 = Alt 6 (12) ⊖ Alt 4 (12) descends to PSp(2×6), and so V odd is charged trivially under the centre of Sp(2×6) sc . We choose S = G 2 (4), embedded into PSp(2×6) via the 12-dimensional quaternionic irrep 2G 2 (4) ⊂ Sp(2×6) sc . The adjoint representation 78 = Sym 2 (12) remains simple upon restriction to S. On the other hand, a character table computation quickly confirms that Alt 6 (12) ⊖ Alt 4 (12) has a unique S-fixed point. Thus we have unique G 2 (4)-fixed fields ν and τ as desired.
We remark that PSp(2×6) × 2 contains two copies of G 2 (4):2, differing by a sign by their action on the spin-3.10. Existence for SU(12) 1 . The automorphism group of V ev = SU(12) 1 is PSU(12):2, extending to a nontrivial double cover Aut N =0 (V ) = 2PSU(12):2 upon including V odd . Suzuki's sporadic group S = Suz embeds into 2PSU(12) = SU(12)/Z 6 , since its Schur multiplier 6Suz has a 12-dimensional irrep. The adjoint representation su(12) = 143 = (12 ⊗ 12) ⊖ 1 remains simple upon restriction to Suz, but a character table computation quickly confirms that Alt 6 (12) has a unique Suz-fixed point. Thus we have unique Suz-fixed fields ν and τ as desired.
We remark that 2PSU(12):2 contains two copies of Suz:2, differing by a sign in how they act on the spin-3 2 fields. It follows that one of these copies fixes τ and the other antifixes τ .
3.11. Existence for Spin(24) 1 . The N =1 extension of V ev = Spin(24) 1 is due to [Dun07] , where it is shown to be unique and to have automorphism group Co 1 . We briefly review its existence. Aut(Spin(24) 1 ) = PO(24), breaking and lifting to SO + (24) upon extending from V ev to V = V ev ⊕ V odd , where SO + (24) denotes the image of Spin(24) in the positive spinor representation 2048 + . Take S = Co 1 . There are two conjugacy classes of embeddings S ⊂ PSO(24), merging inside PO(24), and we will choose the one such that the double cover SO + (24) → PSO(24) splits when restricted to S. (For the other embedding, SO + (24) → PSO(24) restricts to the nontrivial double cover of S but SO − (24) → PSO(24) splits. We saw the same phenomenon happen for M 12 ⊂ PSO(12).) The adjoint representation so(24) = 276 remains simple when restricted to S, but 2048 + splits at 1 ⊕ 276 ⊕ 1771. Thus we have unique Co 1 -fixed fields ν and τ as desired.
Spin(m) cases
In this section we analyze in detail the N =1 extensions of Spin(m) 3 and Spin(m) 3 1 constructed in §3.1 and §3.2. Henceforth we will use the name "SO(m) 3 " for the simple current extension of Spin(m) 3 and "Spin(m) 3 1 /Z 2 " for the simple current extension of Spin(m) 3 1 ; see §2.2 for discussion of these naming choices. We first show ( §4.1) that symmetric group S m+1 from §3.1 exhausts all of Aut N =1 (SO(m) 3 ). Then we show ( §4.2) that, up to the action of Aut N =0 (SO(m) 3 ) = O(m), there is a unique conformal vector τ . Finally ( §4.3), we show that the N =1 structure on Spin(m) 3 1 /Z 2 is unique, and calculate its automorphism group. We saw already that this function is in fact in the submodule Sym 3 (m) ⊖ m ⊂ Sym 3 (m), since m has no S m+1 -fixed points, whereas τ is manifestly S m+1 -fixed. To prove the proposition, we must show simply that there are no further symmetries stabilizing τ .
Automorphism group for
We will strongly maximize τ (x) subject to the constraints
. By "strongly maximize," we mean to look for points which are maxima with negative-definite Hessian (as opposed to negative-semidefinite). The first constraint just forces x into our R m ⊂ R m+1 , and the second constraint cuts down to an (m − 1)-dimensional sphere S m−1 ⊂ R m . We claim that there are precisely m + 1 maxima, namely the vectors This would complete the proof, since any automorphism of τ must permute these m + 1 maxima, and the only such elements of O(m) are the elements of S m+1 .
When maximizing a function subject to constraints, one does not have that the derivative of the function vanishes, but rather that it is in the span of the derivatives of the constraints: dτ (x) = 3x 2 0 , . . . , 3x 2 m = a dc 1 + b dc 2 = a 1, . . . , 1 + b 2x 0 , . . . , 2x m , i.e. there are real numbers a, b ∈ R such that 3x 2 i = a + 2bx i for all 0 ≤ i ≤ m. Summing these equations gives:
After imposing the constraints c 2 (x) = m(m + 1) and c 1 (x) = 0, we find that a = 3m. If we instead multiply the equation 3x 2 i = a + 2bx i by x i and then sum, then we learn that 3τ (x) = ac 1 (x) + 2bc 2 (x) = 2bm(m + 1). Since τ is an odd function under x → −x, its maxima are positive, and so b is positive.
Substituting a = 2m, we have:
In particular, no x i is zero at any critical point. The matrix of second derivatives is
This matrix is nondegenerate since no x i is zero. If x is to strongly-maximize τ subject to the constraints, then this matrix must restrict to a negative-definite matrix on the tangent space
Consider the (nontangent) vectors (1, 1, . . . , 1) and (
, . . . , 1 xm ). The first of these is null for the inner product determined by H: its H-norm is 6x i (1)(1) = 6c 1 (x) = 0. Furthermore, the H-dot-product of these two vectors is 6x i (1)(
) = 6(m + 1), and so they are linearly independent. Finally, both vectors are H-orthogonal to the tangent space T x S m−1 , since H(1, . . . , 1) = (6x 0 , . . . , 6x m ) = 3 dc 2 and H(
, . . . , 1 xm ) = (6, . . . , 6) = 6 dc 1 . Thus, in terms of the H-norm, we have split R m+1 as an orthgonal direct sum of an (m − 1)-dimensional negativedefinite space T x S m−1 and a two-dimensional space which contains a null vector. Nondegeneracy of H then shows that that 2-dimensional space must have signature (1, 1). All together, we find that H has signature (1, m), which is to say exactly one of the x i is positive and the other m are negative. and so
Thus the (strong) maxima are precisely the ones claimed. i for the superconformal vector for SO(m − 1) 3 . Then the difference τ ′′ = τ − τ ′ = x 3 m lives in the coset algebra SO(m) 3 /SO(m − 1) 3 , and is in fact a superconformal vector therein. More generally, we will say that an inclusion (V ′ , τ ′ ) ⊂ (V, τ ) of N =1 SVOAs is supersymmetric if τ ′′ = τ − τ ′ ∈ V /V ′ , and superconformal if it is both supersymmetric and conformal (i.e. if τ ′′ = 0).
Uniqueness for
Our strategy to prove the uniqueness of the N =1 structure on SO(m) 3 will be to show that, for any superconformal vector τ , there is a supersymmetric inclusion from SO(m − 1) 3 , whose superconformal vector τ ′ is unique by induction.
Proposition. The superconformal vectors for SO(m) 3 form a single orbit under the action by
Proof. A superconformal vector τ ∈ SO(m) 3 is in particular a traceless symmetric three-tensor, and so defines, as in §4.1, a cubic function, which we will also call τ , on m = R m . Let S m−1 ⊂ R m denote the unit sphere, and choose e 0 ∈ S to maximize τ | S m−1 . Complete e 0 to an orthonormal basis e 0 , e 1 , . . . , e m−1 of R m . We will show that the inclusion SO(m − 1) 3 ⊂ SO(m) 3 along the subspace spanned by e 1 , . . . , e m−1 is supersymmetric, for some superconformal vector τ ′ on SO(m − 1) 3 .
We may coordinatize a neighborhood of e 0 ∈ S m−1 by vectors y = (y 1 , . . . , y m−1 ) by projection to S m−1 : e 0 + i>0 y i e i (1 + y 2 ) 1/2 ∈ S m−1 .
Let us Taylor-expand τ | S m−1 near e 0 . Since τ is homogeneous cubic, we have
To save space we have dropped the summation signs: a repeated index in a monomial is to be summed over, with all indices ranging over {1, . . . , m − 1}. By "O(y 4 )" we mean of course terms vanishing to fourth order and higher in y. By assumption, e 0 is a maximum of τ | S m−1 . This implies:
By "τ (2) − 3τ (0) ≤ 0" we mean that the symmetric matrix τ (2) ij − 3τ (0) δ ij is negative semidefinite. We furthermore know that τ is a superconformal vector. Thinking of τ as a symmetric 3-tensor on all of R m , the assertion that τ is a superconformal vector is equivalent to the assertion that a certain "partial trace" of τ ⊗ τ returns some fixed multiple of the identity map on Alt 2 (R m ); after rescaling τ , we may assume that multiple to be ±1, and checking the examples from §3.1 shows it to be negative. So as not to confuse with the indices i, j, k ∈ {1, . . . , m − 1}, let us use indices p, q, r, s, t to range over {0, . . . , m − 1}. For instance, the symmetric 3-tensor τ prq is related to the function τ (−) by τ (y 0 e 0 + y i e i ) = 1 3! τ prq y p y q y r . In coordinates, the equation to be a superconformal vector is then: τ rps τ rqt − τ rpt τ rqs = −(δ ps δ qt − δ pt δ qs ).
Consider this equation when p = s = 0, q = i, and t = j, where i, j = 0. In terms of the previous Taylor expansion, we find:
kj = −δ ij The factor of 6 = 3! comes from the combinatorics of Taylor expansion: τ (y 0 e 0 ) = 1 3! τ 000 y 3 0 = τ (0) y 3 0 . If we were working in some other basis, then there would also be τ (1) τ (1) and τ (1) τ (3) terms, but we have assumed τ (1) = 0. Completing the square gives
where 1 and τ (0) stand for the corresponding scalar matrices, and the right-hand side means matrix multiplication. Thus, for fixed τ (0) , the eigenvalues of τ (2) are 3τ (0) ± 1 + (3τ (0) ) 2 . But τ (2) − 3τ (0) is negative semidefinite! It follows that τ (2) is a scalar matrix:
In particular, τ ′′ (y 0 , y) = τ (0) y 3 0 + 1 2 y 0 τ (2) ij y i y j is SO(m − 1)-invariant, and so an element of the coset SO(m) 3 /SO(m − 1) 3 . On the other hand, τ ′ = τ (3) is traceless since τ was, hence in SO(m − 1) 3 , and it is not hard to check that it is a superconformal vector. All together, we have written
This completes the proof of uniqueness of the superconformal vector τ : τ ′ is unique by induction, the space of SO(m − 1)-fixed spin-3 2 fields is one-dimensional (since Sym 3 (m) ⊖ m splits over SO(m − 1) as Sym
, and τ ′′ is necessarily a superconformal vector, setting its normalization. But we may also confirm the uniqueness directly. We have not used that τ is traceless (except to confirm that τ ′ was traceless). The 0-component of its trace is
This unpacks to a quadratic equation for τ (0) , only one of whose solutions is positive.
4.3. Uniqueness and automorphisms for Spin(m) 3 1 . In §3.2 we wrote down the superconformal vector τ = e i,i,i ∈ m ⊠3 for the Z 2 -extension V = Spin(m) 3 1 /Z 2 of Spin(m) 3 1 . Our goal now is to show:
Proof. Consider the conformal embedding Spin(m) 3 1 ⊂ Spin(3m) 1 . We claim that it extends to an embedding of SVOAs V ⊂ SO(3m) 1 . Indeed, let us write M for the abelian Spin(m) 1 -anyon of conformal dimension 1/2. Its minimal-spin fields form the vector representation m of Spin(m), and the Z 2 -extension SO(m) 1 = Spin(m) 1 ⊕ M is precisely the free fermion algebra Fer(m). Free fermion algebras tensor well: SO(m) 3 1 = Fer(m) 3 = Fer(3m) = SO(3m) 1 . All together SO(m) 3 1 is a Z 3 2 -extension of Spin(m) 3 1 , and the Z 2 -extension V that we care about is a subextension. In terms of fields, the spin-3 2 fields in V form the vector space m ⊠3 , whereas the spin-3 2 fields in SO(3m) 1 form Alt 3 (m ⊞3 ), and the embedding V ⊂ SO(3m) 1 is the standard inclusion m ⊠3 ⊂ Alt 3 (m ⊞3 ). Thus any superconformal vector τ on V provides a superconformal vector on SO(3m) 1 . The superconformal vectors on a free fermion algebra like SO(3m) 1 = Fer(3m) have a beautiful classification [GO85] : they are in bijection with Lie algebra structures on 3m = R 3m whose Killing form is (minus) the Euclidean inner product; up to isomorphism, they are in bijection with 3m-dimensional semisimple Lie algebras; the bijection simply interprets the superconformal vector τ ∈ Alt 3 (3m) as the Lie bracket. In the case at hand, we start with τ ∈ m ⊠3 ⊂ Alt 3 (m ⊠3 ), which is to say that the only nontrivial brackets are of the form
where m ′ , m ′′ , and m ′′′ are the three "coordinate" ms in some order. In particular, each "coordinate" m ⊂ 3m is an abelian subalgebra of our to-be-determined semisimple Lie algebra. Over the complex numbers, it is not true that every abelian subalgebra extends to a Cartan subalgebra: the N 2 -dimensional space of block matrices of the form 0 B 0 0 inside sl(2N ) is the standard counterexample. But it is true for compact groups, which is to say for Lie algebras over R with a negative-definite Killing form. It follows that our 3m-dimensional semisimple Lie algebra has rank at least m. The only possibility is su(2) m .
The "coordinate" su(2)s inside su(2) m are canonically determined: they are the su(2) subalgebras with maximal centralizer su(2) m−1 . Each of these coordinate su(2)s intersects each coordinate m in exactly one dimension (which can be resolved further to two vectors by using the metric). Thus the superconformal vector ends up equipping each m with a basis-up-to-sign {e 1 , . . . , e m }, ordered up to simultaneously reordering the three bases, and in this basis
What are the symmetries preserving τ ? The basis {e i } suffers a sign ambiguity: for each i ∈ {1, . . . , m}, there is a Klein-4 group 2 2 acting by switching the signs of any two out of the three e i s, and so 2 2m ⊂ Aut N =1 (V ). Any other symmetry must rearrange the basis. We may arbitrarily permute the set {1, . . . , m}, provided we apply the same permutation to all three bases {e i }, providing a group S m ⊂ Aut N =1 (V ). Together with 2 2m , we find that 2 2m :S m is the full group of symmetries which do not permute the three ms. What about permutations S 3 permuting the three ms? The even permutations A 3 are harmless, but the odd ones are slightly subtle, at least in our description inside Fer(3m) = SO(3m) 1 : due to the fermionic nature of the fields e i , one should declare, for example, that the transposition (12) . These signs are irrelevant for the purposes of understanding m ⊠3 as an abstract S 3 -module: they arise simply from the embedding m ⊠3 ⊂ Alt 3 (m ⊞3 ).
Leech lattice groups
This section completes the proof of the Theorem by showing that for each of the WZW algebras V ev = Sp(2×3) 2 , Sp(2×3) 2 1 , SU(6) 2 , Sp(2×6) 1 , SU(6) 2 1 , Spin(12) 2 , SU(12) 1 , Spin(12) 2 1 , and Spin(24) 1 , the superconformal vector τ ∈ V = V ev ⊕ V odd found in Section 3 is unique up to the action of Aut N =0 (V ), with the claimed stabilizer Aut N =1 (V ).
The V ev = Spin(24) 1 case is already known, and is one of the main results of [Dun07] . That paper uses the name V f ♮ for the SVOA we have been calling SO + (24) 1 , and we will use that name for the remainder of this Section. Our strategy will be to derive uniqueness in all other cases from the uniqueness of V f ♮ . We showed in §2.4 at the level of non-supersymmetric SVOAs that each of the algebras V in question embeds into V f ♮ . Choose some SVOA W such that the embedding V ⊂ V f ♮ extends to a conformal embedding V ⊗ W ⊂ V f ♮ (we will choose embeddings from the lists compiled in [SW86, BB87] ), and suppose furthermore that W is equipped with some N =1 superconformal vector τ W ∈ W . Then any superconformal vector τ V ∈ V will produce a superconformal vector τ = τ V + τ W ∈ V f ♮ , which is unique with known stabilizer by Duncan's theorem. Automorphisms of V and W , unless they are broken by the extension, will produce automorphisms of V f ♮ . Assuming we understand Aut N =1 (W ) ⊂ Aut N =1 (V f ♮ ) = Co 1 , we will have good control over Aut N =1 (V ) and hence over the N =1 structure on V .
This is exactly what we will do in the "Suzuki chain" cases V ev = SU(12) 1 , Sp(2×6) 1 , Sp(2×3) 2 1 , Sp(2×3) 2 , and SU(6) 2 1 , where we will take W to be SO(2) 3 , SO(3) 3 , SO(4) 3 , SO(5) 3 , and SO(2) 2 3 , respectively, each time equipped with the N =1 structure constructed in §3.1. The exceptional isomorphisms of even subalgebras "Spin(2) 3 " = U(1) 12 , "Spin(3) 3 " = Sp(2×1) 6 , Spin(4) 3 = Sp(2×1) 2 3 , Spin(5) 3 = Sp(2×2) 3 , and (SO(2) 2 3 ) ev = U(1) 2 6 illustrate in each cases that W is the "level-rank dual" of V . The automorphism group of W is in each case a symmetric group ( §4.1), broken to an alternating group by the extension to V f ♮ . The automorphism group of V will then be the normalizer-mod-normal of an alternating group in Co 1 .
In this way we will recover the Suzuki chain (24) is diagonal. Now let m ∈ {2, . . . , 8} and consider the standard inclusion A m+1 ⊂ A 9 . Because of the appearance of triality, we find that A m+1 ⊂ SO(m) maps into SO + (24) through an exceptional isomorphism Spin(m) ∼ = (. . . ) ⊂ SO(24). Now write N A m+1 for its normalizer in Co 1 . The mth entry in the Suzuki chain arises as the normalizer-mod-normal N A m+1 /A m+1 of this subgroup, and its derived subgroup as the centralizer-mod-center.
Wilson identifies four more "Suzuki chain" groups: for m = 2, 3, 4, the centralizer CA m+1 ⊂ A m+1 contains a second copy of A m+1 , and when m = 2 there is yet a third copy of A 3 ⊂ C(A 2 3 ), and so one can form the normalizers-mod-normals
The first of these appears in our Theorem. The normalizer-mod-normal construction of the others, and also of the smaller Suzuki-chain groups L 2 (7):2, A 4 :2 and A 3 :2, correspond to other interesting sub-VOAs of V f ♮ , but they do not arise in our Theorem. For instance N A 2 4 /A 2 4 acts naturally on the coset of a PSp(2×1) 2 6 ⊂ V f ♮ ; this coset is the Z 4 simple current extension of Spin(6) 4 = SU(4) 4 , with even subalgebra the non-simply connected WZW algebra SO(6) 4 .
For the other three SVOAs in our Theorem, we study the conformal embeddings SU(6) 2 × U(1) 12 ⊂ U(6) 2 ⊂ Sp(2×6) 1 , Spin(12) 2 ⊂ SU(12) 1 , and Spin(12) 2 1 ⊂ Spin(24) 1 . Each of these is selected by an order-2 automorphism of the larger VOA, explaining why the corresponding centralizers appear in the Theorem.
We now provide details.
5.1. Uniqueness for SU(12) 1 . Let V denote the simple current extension of V ev = SU(12) 1 , and set W = SO(2) 3 = U(1) 3 , with even subalgebra W ev = U(1) 12 . There is a conformal embedding V ev ⊗ W ev = SU(12) 1 ⊗ U(1) 12 ⊂ Spin(24) 1 ⊂ SO(24) 1 = V f ♮ , familiar from level-rank duality [SW86, BB87] . We claim that this extends to a conformal embedding V ⊗ W ⊂ V ♮ . There are two things to check. First, the even subalgebra
, and so we need to see that SU(12) 1 ⊗ U(1) 12 extends inside Spin(24) 1 = V f ♮ ev to V odd ⊗ W odd . For both SU(12) 1 and U(1) 12 , all anyons are abelian and the groups for each are naturally isomorphic to Z 12 . For i ∈ Z 12 , let us write SU(12) 1 (i) or U(1) 12 (i) for the corresponding anyon. In this notation, V odd = SU(12) 1 (6) and W odd = U(1) 12 (6). Then Spin(24) 1 decomposes over SU(12) 1 ⊗ U(1) 12 as
which definitely contains SU(12) 1 (6) ⊗ U(1) 12 (6). (Of course, i is considered modulo 12.) Second, we need to confirm that V f ♮ odd contains (V ⊗W ) odd = (V odd ⊗W ev )⊕(V ev ⊗W odd ). One might expect that V odd is the above sum but with odd is, but this is false -that sum does define a Spin(24) 1 -anyon, but it has conformal dimension 1 2 (and the extension of Spin(24) 1 through it is the free fermion algebra Fer(24) = SO(24) 1 and not V f ♮ = SO + (24) 1 ). The other two Spin(24) 1 -anyons decompose as
In fact, these anyons are exchanged by an outer automorphism of Spin(24) 1 , which does not preserve the chosen SU(12) 1 ⊗ U(1) 12 subalgebra. The copy of V f ♮ that we want is the one for which V f ♮ odd is the first of these two. This manifestly contains (
Suppose now that τ V is any superconformal vector on V , and let τ W denote the canonical superconformal vector for W constructed in §3.1. Consider the N =1 algebra V ⊗ W with superconformal vector τ = τ V + τ W . It carries a manifest action by Aut N =1 (V, τ V ) × Aut N =1 (W ) = Stab 2PSU(12):2 (τ V ) × S 3 . Not every automorphism in Aut N =0 (V ⊗ W ) = 2PSU(12):2 × SO(2):2 lifts to an automorphism of V f ♮ , and the lift may not be quite canonical. Rather, the group 2PSU(12) centrally extends to 6PSU(12) = SU(12)/Z 2 , the cartesian product becomes a central product, and the diagonal "2" extends but the individual ones do not, so that
In particular, all of Aut N =1 (W ) = S 3 lifts to automorphisms of V f ♮ preserving the supersymmetry. The lifts of Z 3 ⊂ S 3 commute with all of V (and in particular they fix τ V ), whereas the reflections in S 3 act nontrivially on V (by the ":2" inside Aut N =0 (V ) = 2PSU(12):2). The group Aut N =1 (V f ♮ ) = Co 1 contains four conjugacy classes of elements of order 3. We know which one lifts Z 3 ⊂ Aut N =1 (W ), because the Spin(2) ⊂ Spin(24) in question acts on the 24-dimensional vector representation without fixed points, and this holds for only one of the four conjugacy classes. The centralizer of this Z 3 inside Co 1 is isomorphic to 3Suz, and 3Suz ⊂ 6PSU(12) acts trivially on W and hence fixes τ W . Of course, 3Suz ⊂ Co 1 also fixes τ = τ V + τ W , and so 3Suz fixes τ . The central "3" acts nontrivially on V f ♮ but trivially on its subalgebra V , and we find that Aut N =1 (V, τ V ) ⊃ Suz. There is a unique conjugacy class of embeddings Suz ⊂ Aut N =0 (V ) = 2PSU(12):2, and we saw in §3.10 that Suz preserves a unique superconformal vector τ V , and the automorphism group of τ V contains Suz:2. Furthermore, the full group Aut N =1 (V ), although it doesn't have to centralize Z 3 ⊂ Co 1 , must certainly normalize it. The normalizer of this Z 3 is precisely Suz:2. 5.2. Uniqueness for Sp(2×6) 1 . We set V = PSp(2×6) 1 , with V ev = Sp(2×6) 1 , and choose W = "SO(3) 3 " = PSp(2×1) 6 , with W ev = Sp(2×1) 6 . We claim that there is a conformal embedding
is well known from level-rank duality. As in §5.1, we may show the stronger SVOA claim by decomposing V f ♮ over V ev ⊗ W ev . Again one must be a little careful: the usual explanation of level-rank duality, for this rank and level, involves embedding dual pairs of WZW algebras into Fer(24), which is a simple current extension of Fer(24) ev = Spin(24) 1 but not the one we want. Regardless, the usual story already lets one quickly see that (V ⊗ W ) ev ⊂ Spin(24) 1 , and then one must be careful with the odd part. The spin- (24), and so the claim amounts to observing that the restriction 2048| Sp(2×6)×Sp(2×1) contains 429 ⊗ 1 and 1 ⊗ 7 as direct summands.
+ (24): the individual "×2"s do not, but the diagonal does. (The usual embedding for level-rank duality is Sp(2×6) • Sp(2×1) ⊂ SO(24), but we are using instead SO + (24).) Now let τ V be an arbitrary superconformal vector on V and take τ W to be the S 4 -fixed superconformal vector on W constructed in §3.1.
The full stabilizer of τ is, per Duncan's theorem, a copy of Co 1 , and the A 4 ⊂ S 4 subgroup is the unique conjugacy class mapping into SO + (24) through the identified embedding of Sp(2×1).
The centralizer of this A 4 inside Co 1 is G 2 (4) living, as a subgroup of SO + (24), is inside the Sp(2×6) centralizing the Sp(2×1) ⊃ A 4 . It follows that G 2 (4) fixes all of W , and so in particular fixes τ W . But it also fixed τ , and so it fixes τ V . On the other hand, there is a unique conjugacy class of G 2 (4)s inside of Sp(2×6), and we saw in §3.9 that any choice of G 2 (4) fixes a unique superconformal vector, with automorphism group extending to G 2 (4):2. But Aut N =1 (V, τ V ) must normalize A 4 ⊂ Co 1 , and so Aut N =1 (V ) = G 2 (4):2. 5.3. Uniqueness for Sp(2×3) 2 1 . Let V denote the Z 2 simple current extension of V ev = Sp(2×3) 2 1 , and choose W = SO(4) 3 with bosonic subalgebra W ev = Sp(2×1) 2 3 . These bosonic subalgebras are level-rank dual inside Spin(24) 1 , and by decomposing V f ♮ over V ev ⊗ W ev , one finds that
2. Equip W with its S 5 -invariant superconformal vector τ W , and let τ V be an arbitrary superconformal vector for V . Then τ = τ V + τ W is a superconformal vector on V f ♮ , and so stabilized by a Co 1 . We may identify which A 5 ⊂ Co 1 is the lift of A 5 ⊂ Aut N =1 (W ) by factoring it through Sp(2×1) •2 = SO(4) ⊂ SO + (24). We find that the centralizer in Co 1 of this A 5 is a copy of J 2 ⊂ Sp(2×3) •2 , and since it commutes with all of W , it certainly preserves τ W and hence τ V = τ − τ W . Thus τ V is the superconformal vector constructed in §3.4. The full automorphism group Aut N =1 (W ) must normalize A 5 ⊂ Co 1 , and so is exactly the identified J 2 :2.
5.4. Uniqueness for Sp(2×3) 2 . Let V = PSp(2×3) 2 and W = SO(5) 3 = PSp(2×2) 3 , with even subalgebras V ev = Sp(2×3) 2 and W ev = Sp(2×2) 3 . Again we may construct a conformal embedding V ⊗W ⊂ V f ♮ , extending the level-rank duality Sp(2×3) 2 ⊗Sp(2×2) 3 ⊂ Spin(24) 1 . Let τ V denote an arbitrary superconformal structure on V , and τ W the superconformal structure on W constructed in §3.1 with automorphism group S 6 . Look at the subgroup A 6 ⊂ S 6 . Again by studying how much of Aut N =0 (V )×Aut N =0 (W ) lifts to V f ♮ , we find that Aut(τ V ) is precisely the normalizer of A 6 ⊂ Co 1 , modulo A 6 of course. The conjugacy class of the embedding A 6 ⊂ Co 1 is uniquely determined by requesting that the corresponding embedding into PSO(24) factors through PSp(2×2). The normalizer-mod-normal of this A 6 is precisely U 3 (3):2, which, by §3.3, uniquely determines the superconformal vector.
5.5. Uniqueness for SU(6) 2 1 . Set V = SU(6) 2 1 /Z 2 , with even subalgebra V ev = SU(6) 2 1 , and set W = U(1) 2 3 = "SO(2) 2 3 ". This W is a lattice SVOA for the lattice √ 3Z 2 . The even sublattice of the Z 2 -lattice is a copy of the √ 2Z 2 lattice, and so W ev ∼ = U(1) 2 6 . We will embed V ⊗ W ⊂ V f ♮ . At the level of Lie algebras this corresponds to the embedding su(6) 2 × u(1) 2 ⊂ u(6) 2 ⊂ u(12) ⊂ so(24). Following this, we observe that SU(6) 1 ⊗ U(1) 6 ⊂ (U(6) 1 ) ev = Spin(12) 1 , where we have used the isomorphism U(n) 1 = Fer(2n) to identify (U(n) 1 ) ev = Spin(2n) 1 . Let us write SU(6) 1 (i) and U(1) 6 (i), with i ∈ Z 6 , for the anyons for these algebras, so that for example V odd = SU(6) 1 (3) ⊗ SU(6) 1 (3) and W odd = U(1) 6 (3) ⊗ U(1) 6 (3). Then we find that Spin(12) 1 = (U(6) 1 ) ev decomposes over SU(6) 1 ⊗ U(1) 6 as Spin (12) 
The nontrivial Spin(12) 1 -anyons Spin(12) 1 (v) and Spin(12) 1 (s ± ) (of conformal dimensions (12) 
where in the sum we have written Spin(12) 1 (0) for the vacuum anyon. (For comparison, Fer(24) does not contain the s ± summands and instead contains Spin(12) 1 (0) ⊕ Spin(12) 1 (v) and Spin(12) 1 (v) ⊕ Spin(12) 1 (0).) All together, we find that V f ♮ does contain a copy of
as desired. Now equip W with its superconformal vector τ W , which is itself the sum of two copies of the superconformal vector for U(1) 3 , and let τ V be an arbitrary superconformal vector for V . Then τ = τ V + τ W is a superconformal vector for V ⊗ W and hence for V f ♮ , and so is stabilized inside Aut N =0 (V f ♮ ) by a copy of Co 1 . Not all of Aut N =0 (V ) = (2PSU(6)) •2 :2 and Aut N =0 (W ) = O(2) •2 :2 extend to V f ♮ , and some parts extend but only in ways that act on the other tensorand. But the connected subgroups do extend and centralize each other. In particular, A 2 3 = Aut N =1 (W )∩SO(2) •2 lifts to V f ♮ , where its centralizer is a copy of 3 2 ·U 4 (3). Conversely, 3 2 ·U 4 (3) stabilizes τ and also τ W (since it stabilizes all of W ), and hence τ V . The central 3 2 ⊂ 3 2 ·U 4 (3) acts trivially on V , and so we find Aut N =1 (V ) ⊃ U 4 (3).
This implies that τ V is the superconformal vector constructed in §3.6, and so in particular Aut N =1 (V ) ⊃ U 4 (3):D 8 . To identify its full automorphism group, we observe that Aut N =1 (V ) must normalize A 2 3 ⊂ Aut N =1 (W ), and so Aut N =1 (V ) ⊂ U 4 (3):D 8 . 5.6. Uniqueness for Spin (12) 2 1 . Let V = Spin(12) 2 1 /Z 2 , with even subalgebra Spin(12) 2 1 . The WZW embedding Spin(12) 2 1 ⊂ Spin(24) is conformal; the subalgebra is selected not as a coset, but as the fixed points for a Z 2 action. The embedding extends to an SVOA embedding V ⊂ V f ♮ ( §2.4), again selected as the fixed subalgebra for the action of some Z 2 ⊂ Aut N =0 (V f ♮ ) = SO + (24), and all of Aut N =0 (V ) = SO + (12) •2 :2 extends (via a double cover) to V f ♮ . Let τ denote any superconformal vector in Spin(12) 2 1 /Z 2 . Then τ determines a superconformal vector in V f ♮ fixed by an order-2 element g, and conversely g determines V, τ as an N =1 SVOA.
This element g lifts with order 2 to Spin(24) and acts on the 24-dimensional representation with spectrum 1 12 (−1) 12 . Co 1 has a unique conjugacy class of such elements, called "2c" in GAP, and its centralizer is 2 11 :M 12 :2. Quotienting by the central "2" to achieve a faithful action on V , we find that Aut N =1 (V ) = 2 10 :M 12 :2, and that τ is the superconformal vector constructed in §3.8.
5.7.
Uniqueness for Spin(12) 2 . The (nonconformal) embedding Spin(12) 2 ⊂ Spin(24) 1 is unusual among WZW embeddings. Its level-rank dual is "Spin(2) 12 " ⊂ U(1) 12 , but that has as its coset all of SU(12) 1 , and not just its subalgebra Spin(12) 2 . The reason for this unusual behaviour is that the embedding Spin(12) 2 ⊂ SU(12) 1 is already conformal, and so has trivial coset. Spin(12) 2 is the fixed points of an outer Z 2 -action on SU(12) 1 .
We showed in §2.4 that the VOA inclusion Spin(12) 2 ⊂ SU(12) 1 extends to an SVOA inclusion SO + (12) 2 ⊂ 6PSU(12) 1 . Let us repeat the argument: it suffices to study the spin- Choose an arbitrary superconformal vector τ on SO + (12) 2 . Its image in 6PSU(12) 1 is also a superconformal vector, and so is unique up to SU(12)-automorphisms, with stabilizer Suz:2 therein, by §5.1. Since τ ∈ SO + (12) 2 , it is fixed by the chosen outer automorphism. There are two conjugacy classes of order-2 elements in Suz:2 covering the outer 2. They can be distinguished as follows: one of them lifts to an order-2 element inside 2Suz:2 and the other lifts with order 4. The one that cuts out Spin(12) ⊂ SU(12) lifts with order 2. The centralizer of any such element is a group of shape 2M 12 :2. It acts on SO + (12) 2 through M 12 :2, and preserves τ , and so we find that Aut N =1 (SO + (12) 2 , τ ) ∼ = M 12 :2. But M 12 :2 embeds into Aut N =0 (V ) in a unique-up-to-conjugation way, preserving a (unique) superconformal vector by §3.7.
5.8. Uniqueness for SU(6) 2 . Let V = SU(6) 2 /Z 2 , with V ev = SU(6) 2 , and set W = SO(2) 3 = U(1) 3 , with W ev = U(1) 12 . Arguing as above, it is not hard to construct a conformal embedding V ⊗W ⊂ PSp(2×6) 1 . Write τ W for the unique superconformal vector in W ; then Aut N =1 (W ) = S 3 . Choose any superconformal vector τ V for V . Then τ V + τ W = τ is a superconformal vector for PSp(2×6) 1 , and so its automorphism group therein is G 2 (4):2 by §5.2. Consider the Z 3 ⊂ S 3 = Aut N =1 (W ). It is compatible with the extension, and lifts to an order-3 element in G 2 (4). There are two (conjugacy classes of) such elements: the one coming from our U(1) is the unique one acting in the 12-dimensional representation without fixed points. Its normalizer in G 2 (4):2 has shape 3M 21 :2 2 , and so Aut N =1 (V, τ V ) = M 21 :2 2 . (The normal "3" acts nontrivially on Sp(2×6) 1 , but trivially on the subalgebra V ⊗ W .) On the other hand, we saw in §3.5 that M 21 has a unique conjugacy class of embeddings into Aut N =0 (V ) and preserves a unique superconformal vector.
Type E cases
We now discuss the Type E cases. In §6.1 and §6.2 we construct three different N =1 structures for E 2 7,1 ; the first two are constructed by very similar methods, and the last by following the approach from Section 3. We conjecture that these three N =1 structures are in the same orbit under the action of Aut N =0 (E 2 7,1 /Z 2 ) = E •2 7 :2, but this is not obvious from the construction, and we do not attempt a proof. We then explain in §6.3 and §6.4 why N =1 structures for E 7,2 and E 8,2 appear unlikely.
6.1. Existence for E 2 7,1 from orbifolding. The goal of this section is to construct an N =1 structure on the SVOA V = E 2 7,1 /Z 2 , the Z 2 simple current extension of V ev = E 2 7,1 ; we will in fact construct two N =1 structures, and it is not obvious whether they are isomorphic. Our first step will be to give a "free fermionic" construction of V just as an SVOA. This is reasonable because V is holomorphic: like E 8,1 and SO + (24) 1 = V f ♮ , V has no nontrivial anyons. Indeed, E 7,1 has only two anyons -the vacuum and an abelian anyon of conformal dimension 3 2 corresponding to the centre of E 7 -and so the anyons of E 2 7,1 form a Klein-4 group. The Z 2 -extension cuts down the number of anyons by a factor of 2 2 . (When there are nonabelian anyons, they must be counted weighted by the squares of their quantum dimensions. For the general statement, see [KO02] .)
To construct V as an SVOA, we will start with a different holomorphic SVOA of the same central charge, namely the free fermion algebra Fer(28) = SO(28) 1 , and orbifold (aka gauge) a symmetry. Orbifolding has been part of the VOA story from the beginning: the [FLM88] construction of the moonshine module is via orbifolding. The first step is to choose an action of a finite group on the to-be-orbifolded SVOA. We will choose the the elementary abelian group Z 3 2 acting on Fer(28) as follows: write 28 = 4 × 7, and act by four copies of the seven-dimensional "regular minus trivial" representation of Z 3 2 . (This seven-dimensional representation is closely related to Hamming's error correcting code Ham(7, 4). One choice for the generators of Z 3 2 is to have them act on R 7 via the diagonal matrices diag(−1, −1, −1, −1, 1, 1, 1), diag(−1, −1, 1, 1, −1, −1, 1), and diag (−1, 1, −1, 1, −1, 1, −1) .)
The second step is to pass to the Z 3 2 -fixed sub-SVOA Fer(28) Z 3 2 ⊂ Fer(28). (This fixed subalgebra is sometimes called the "chiral orbifold" in the VOA literature, whereas what we will construct is called variously the "full orbifold" or "twisted orbifold.") It is expected that for any rational SVOA and any finite group action, the fixed sub-SVOA is again rational; such a result is not known in general, but is proven for solvable groups in [CM16] . In particular, Fer(28) Z 3 2 is rational. Once rationality is known, the main result of [Kir02] 2 , if it exists, is the simple current extension of Fer(28) Z 3 2 by these abelian anyons. In the context of orbifolds, the (generators of) the extending anyons are called twist fields. The double slash in the notation reminds that orbifolding is a two-step process: restrict to a subalgebra, and then choose an extension.
The existence of the orbifold is controlled by the 't Hooft anomaly of the action of Z 3 2 on Fer(28) (and the choices are controlled by choices of how to trivialize this anomaly). The 't Hooft anomaly appears as the "twisting" α in the superfusion category SVec α [Z 3 2 ], analogous to a twisted group algebra. By definition, SVec α [Z 3 2 ] has simple objects M g indexed by g ∈ Z 3 2 , and these should fuse compatibly with the group multiplication. In the bosonic case, the twisting α consists merely of associator data (aka F-matrices, aka 6j-symbols) for the fusion category Vec α [Z 3 2 ], and defines a class in ordinary group cohomology H 3 (Z 3 2 ; U(1)). In the fermionic case the anomaly is more complicated (cf. [GJF18, Section 4]), and has three layers. In a supercategory, there are two types of simple objects: ordinary objects, with endomorphism algebra C, and Majorana objects, with endomorphism algebra Cliff(1). The bottom Majorana layer of α records which objects in SVec α [Z 3 2 ] are ordinary and which are Majorana; it is a class α (1) ∈ H 1 (Z 3 2 ; Z 2 ). Next is the Gu-Wen layer α (2) . When all objects are ordinary (i.e. when the Majorana layer vanishes), the Gu-Wen layer records whether the isomorphism M g ⊗ M h ∼ = M gh is even or odd, and defines a class in H 2 (Z 3 2 ; Z 2 ). (When α (1) does not vanish, α (2) is not a cocycle, but rather solves dα (2) = Sq 2 α (1) .) Finally there is the Dijkgraaf-Witten layer α (3) prescribing the associator, which is a 3-cochain on Z 3
2 with values in U(1). When α (1) and α (2) are both trivialized, α (3) is a cocycle for ordinary cohomology. In general, it solves dα (3) = (−1) Sq 2 α (2) (. . . ), where the (. . . ) term depends on α (1) ; an exact formula does not seem to appear in the literature, but could in principle be extracted from [GJF19, §5.4]. All together, the three layers α (1) , α (2) , α (3) compile into a class α ∈ SH 3 (Z 3 2 ) in a generalized cohomology theory called supercohomology. A supercohomology class with vanishing Majorana layer is said to live in restricted supercohomology rSH 3 (Z 3 2 ). To evaluate α, we first note that the action of Z 3 2 on Fer(28) consists of four copies of the action on Fer(7), and that anomalies add under stacking (aka tensoring) of SVOAs. We claim that the Majorana layer for the action of Z 3 2 on Fer(7) vanishes, i.e. that the anomaly lives in restricted supercohomology. (In fact, the Gu-Wen layer of that action also vanishes, but we will not use this.) Indeed, for actions on free fermions, the Majorana layer merely records the determinant of the corresponding map Z 3 2 → O(7). Each element in Z 3 2 switches the signs of four fermions, and so has positive determinant. The restricted supercohomology group rSH 3 (Z 3 2 ) is an extension of the ordinary cohomology groups H 2 (Z 3 2 ; Z 2 ) and H 3 (Z 3 2 ; U(1)), each of which is 2-torsion, and so rSH 3 (Z 3 2 ) is 4-torsion. Thus the anomaly α of the action of Z 3 2 on Fer(28) must vanish, being 4 times the anomaly of the action on Fer(7).
Therefore the orbifold SVOA Fer(28) Z 3 2 exists. We will now identify it. In general, there can be multiple non-isomorphic results of orbifolding, because to construct the orbifold requires not just that the anomaly vanishes, but also the choice of a trivialization of the anomaly. In the case of Fer(28) Z 3 2 , we will see that such choices do not effect the isomorphism type of the resulting orbifold.
To recognize Fer(28) Z 3 2 , first note that the Z 3 2 symmetry screens all the free fermions, in the sense that the fixed subalgebra Fer(28) Z 3 2 has no free fermions. Second, each twist field has conformal dimension 1. Indeed, it is a general fact that, for an order-2 element g ∈ Aut(Fer(n)) = O(n), the corresponding twist field has conformal dimension 1 16 × dim((−1)-eigenspace of g). (This is why, for instance, the orbifold Fer(16) (−1) f = E 8,1 includes so many extra spin-1 fields.) It follows that Fer(28) Z 3 2 has no free fermions. Finally, not all of the spin-1 fields in Fer(28) are screened: the spin-1 fields in Fer(28) are bilinears in the free fermions, and the ones which are not screened are those for which both free fermions come from the same four-dimensional eigenspace of Z 3 2 ; thus the spin-1 fields in the fixed subalgebra Fer(28) Z 3 2 , a subalgebra of Fer(28) Z 3 2 , form the Lie algebra so(4) 7 = su(2) 14 . This Lie algebra has rank 14, equal to the central charge of Fer(28) Z 3 2 . It is a general fact that in a (unitary) SVOA of central charge c, the spin-1 fields form a Lie algebra with rank c if and only if the SVOA is a lattice SVOA [DM04] , and that the lattice is self-dual if and only if the SVOA is holomorphic, and that the lattice has vectors of length 1 if and only if the SVOA has free fermions.
All together, we find that Fer(28) Z 3 2 is isomorphic to a lattice SVOA for a self-dual lattice of rank 14 without any vectors of length 1. The classification of self-dual lattices of rank ≤ 23 is available in [CS99, Chapter 16] (and extended to rank ≤ 25 in [Bor00] ). Inspecting the list, one finds that there is a unique self-dual lattice of rank 14 without vectors of length 1: its root system is E 2 7 , extended by a glue vector of length √ 3. This establishes the existence of an isomorphism Fer(28) Z 3 2 ∼ = E 2 7,1 /Z 2 . (One may also establish such an isomorphism directly without appealing to the classification of lattices: it suffices to understand Fer(28) Z 3 2 as a simple current extension of its subalgebra SU(2) 14 1 ; the extension adjoins new roots indexed by the Hamming code Ham(7, 4), and one recovers in this way a description of e 7 as a module over its subalgebra su(2) 7 .)
Having established an isomorphism Fer(28) Z 3 2 ∼ = E 2 7,1 /Z 2 , to construct an N =1 structure it suffices to equip Fer(28) with an N =1 structure which is invariant under the Z 3 2 -action (as then the superconformal vector will survive the screening to Fer(28) Z 3 2 ). N =1 structures on Fer(28) correspond bijectively to 28-dimensional semisimple Lie algebras [GO85] , or more precisely to Lie algebra structures on R 28 whose Killing form agrees with (minus) the Euclidean inner product. There are two 28-dimensional Lie algebras with a fixed-point-free action by Z 3 2 : so(8) and g 2 2 . Each of these equips Fer(28) Z 3 2 ∼ = E 2 7,1 /Z 2 with an N =1 structure. The N =1 structures on Fer(28) corresponding to so(8) and g 2 2 are not isomorphic, but the orbifold involves adding new fields of spin 1 and hence new N =0 automorphisms (compare the construction from [FLM88] : the moonshine module V ♮ has many automorphisms which are not visible from the orbifold construction), and it is not obvious whether the resulting N =1 structures on E 2 7,1 /Z 2 are isomorphic or not.
6.2. Existence for E 2 7,1 from finite groups. We now construct an N =1 structure on V = E 2 7,1 /Z 2 by the employing the strategy from Section 3. It is not obvious whether the result is isomorphic to either of the N =1 structures constructed in §6.1.
The automorphism group of V ev = E 2 7,1 is PE 7 ≀ 2 = PE 2 7 :2, where PE 7 denotes the adjoint form of the simply connected group E 7 . Write 56 for the smallest irrep of E 7 ; it is symplectic. The space of spin-Since we chose the outer automorphism to exchange the 133-dimensional adjoint representations of the two copies of E 7 , we find that the full adjoint e ⊞2 7 of E •2 7 :2 remains simple upon restriction to U 3 (8):2. Thus the conformal vector ν is the unique spin-2 field fixed by S = U 3 (8):2.
One of the order-3 outer automorphisms of U 3 (8), called "3 1 " in the ATLAS, commutes with the order-2 outer automorphism. Choosing this outer automorphism, the embeddings U 3 (8) ⊂ E 7 and U 3 (8):2 ⊂ E •2 7 :2 extend (uniquely) to the groups U 3 (8):3 and U 3 (8):6, respectively. Indeed, U 3 (8):3 has three 56-dimensional irreps: one is quaternionic, and the other two are complex and dual to each other, and the embedding into E 7 chooses the quaternionic representation. It follows that τ is in fact preserved by U 3 (8):6. 6.3. Doubt for E 7,2 . Let W denote the level-1 N =1 minimal model, meaning the minimal-centralcharge SVOA generated by a superconformal vector τ W . Its bosonic subalgebra W ev is the level-2 Virasoro minimal model of central charge 7 10 , also called the tricritical Ising algebra. Let V = PE 7,2 denote the Z 2 -extension of E 7,2 , of central charge 13 3 10 . There is a conformal embedding V ⊗ W ⊂ E 2 7,1 /Z 2 . In fact, W is the coset of V inside E 2 7,1 /Z 2 . In particular, the image of τ W in E 2 7,1 is the unique spin-3 2 field invariant under the diagonal E 7 -action. If V admits a superconformal vector τ V , then τ = τ V + τ W will be a superconformal vector on E 2 7,1 . Conversely, to give V a supersymmetry is equivalent to finding a supersymmetry on E 2 7,1 such that the embedding W ⊂ E 2 7,1 is supersymmetric. For this, it would suffice to embed W ⊂ Fer(28) supersymmetrically and compatibly with the Z 3 2 -orbifold used in §6.1. There are many close relationships between tricritical Ising, the Lie algebra g 2 , and fermions [SV95] , stemming from the fact that W also arises as the coset of G 2,1 inside Fer(7) = SO(7) 1 . Unfortunately, we were unable to find a suitable supersymmetric embedding W ⊂ Fer(28).
Another reason to doubt the existence of an N =1 structure for V = PE 7,2 comes from directly analyzing the equations. The space of spin- where A, B ∈ 1463 ⊂ Sym 2 (56) are thought of as symmetric (complex-valued) matrices, and ω jk is the symplectic form on the 56-dimensional representation. Thus if τ ∈ 1463 ⊂ sp(2×28) is to be a superconformal vector, then it must solve (τ ω) 2 = id when thought of as a 56 × 56 matrix. This forces τ to have spectrum 1 28 (−1) 28 , and its centralizer under the Sp(2×28)-action is necessarily a copy of GL(28) ⊂ Sp(2×28). Conversely, any embedding GL(28) ⊂ Sp(2×28) will provide a candidate superconformal vector (namely the image of the centre of gl(28)) inside Sym 2 (56). But a necessary condition for it to be a superconformal vector is that it should live inside 1463 ⊂ Sym 2 (56), which is the orthocomplement of the adjoint representation 133 ⊂ Sym 2 (56). Thus we are faced with an interesting question in Lie theory: choose an element of sp(2×28) whose centralizer is a gl(28) (these are, up to rescaling, a single conjugacy class); does there exist an e 7 Lie algebra inside its orthocomplement? More generally, one can ask: choose an element of sp(2×n) whose centralizer is a gl(n); when does its orthocomplement contain a Lie subalgebra g such that the defining representation 2n remains simple upon restriction to g? It is possible to find various Lie subalgebras g of the orthocomplement such that 2n| g splits as n ⊕ n or n ⊕n (for instance, there is a gl(n) in the orthocomplement; cf. the MathOverflow conversation mathoverflow.net/q/337233/), but subalgebras for which 2n remain simple are hard to come by. Thus to give a superconformal vector for V is to give a real vector τ ∈ 3875 such that τ 2 ∈ Sym 2 (3875) has no components when projected to the 3875 and 27000 summands. The E 8 -invariant map Sym 2 (3875) → 3875 can be thought of as a commutative but nonassociative algebra structure on 3875. It is studied in [GG15, Section 7] , where it is shown that E 8 is exactly the stabilizer of ⋆, and so (3875, ⋆) can be thought of as a "Griess algebra" for the Lie group E 8 . Any superconformal vector τ will satisfy in particular τ ⋆ τ = 0. This equation is easy to solve among complex vectors -for instance, take τ to be a highest weight vector -but not among vectors of nonzero norm and especially not among real vectors. The Conjecture asserting that E 8,2 /Z 2 does not admit an N =1 structure is based on the belief that indeed there are no real solutions τ ∈ 3875 to τ ⋆ τ = 0.
There is a maximal abelian subgroup 2 5 ⊂ E 8 , with normalizer the Dempwolff group 2 5 · SL 5 (F 2 ) [Tho76] . Its action on E 8,2 is nonanomalous, being twice the (bosonic) anomaly of E 8,1 , and the orbifold V 2 5 is isomorphic to Fer(31). One would be able to give V an N =1 structure following the techniques of §6.1 if there were a 31-dimensional semisimple Lie algebra with an appropriate 2 5 grading, but such a Lie algebra does not exist.
