Abstract-Conventionally, people focus on defect reduction to improve yield rate. Little research has been done to deal with the problem of optimizing wafer exposure patterns. This paper develops a computerbased procedure to maximize the number of dies possibly produced from a wafer. A program has been developed and implemented in a 6-in wafer fabrication factory in Taiwan. The results validate the practical viability of the proposed procedure.
the border it may still produce some dies inside the effective radius. There is obviously a cost-effective ratio to determine whether such a cell should be exposed or not.
II. PROCEDURE
Instead of constructing a mathematical model to solve this problem exactly, we develop an iterative computational procedure to determine the optimal wafer exposure patterns. Before proceeding with further discussion, we specify the notation used throughout this paper as follows. Length between the wafer center and the bottom. [1] A Gaussian function.
n Number of cell columns of area one (i.e., the maximum number of the columns of cells possibly exposed between two alignment marks).
p Cost-effective ratio for determining whether a cell lying partly in the borders should be exposed or not. Thus, the ratio of dividing the number of dies that produced from such a cell by k should be no less than p. First, we divide the wafer into five areas (the central area in between the two alignment marks and the other four areas of the four wafer corners) as shown on Fig. 1 and specify the criteria for placing the starting points. To reduce the waste area, the starting point z i1 of area 1 should be placed as close to the bottom as possible. However, the starting point zi1 is allowed to shift horizontally within a length L that is the smaller one between one half of the cell width and one half of the remained length by taking n columns of cells from the area between two alignment marks, i.e., L = min once the starting point in area 1 is determined, the X -axis coordinates of the starting points of the other four areas can be determined. Also, because of the requirement of the wafer sawing process, we can also determine the Y -axis coordinates of the starting points of the other four areas. In particular 
Indeed, the X -axis coordinates of zi2 and zi3 (zi4 and zi5 ) are the same; the Y -axis coordinates of zi2 and zi4 (zi3 and zi5 ) are the same.
Second, given a starting point z i1 , we begin with an iteration to determine the exposure patterns of area 1 and the other four areas. The cells are exposed in n vertical columns in area 1, i.e., n = [2x 0 =w c ]: Consequently, the other four starting points are determined according to (1)-(4) and the cells are then exposed vertically toward the corresponding corners.
Third, we develop the following procedure to calculate the cells and the number of dies produced. There are only two situations for which a cell may be exposed: the cell lies completely inside the borders (i.e., all the k dies produced) and the cell lies partly in the borders. For the second situation, only a cost-effective cell will be actually exposed. We thus count the number of exposed cells. Given the coordinates of the four corner points of a particular cell, we use the Pythagorean theorem to verify how it lies. If a cell lies partly in the borders, we divide it into k w strips. Then, the number of dies produced by the ith strip, m i (i = 1; 2; 111; k w ), is obtained by solving a special one-dimensional knapsack problem which is given by Finally, the final solution is the best one among the local optimal solutions of different iterations. On the basis of the above procedures, a computer program has been developed to solve this problem exactly. It calculates the optimal solutions and details the specific coordinates of the exposure patterns.
III. AN EMPIRICAL STUDY
This section presents an empirical study of implementing the procedure within a wafer fab. In particular, the following information is given. The diameter of the wafer is 152 mm. The border is 2.5 mm wide. The geometric locations of the two alignment marks: (66, 2) and (066, 2). The size of the alignment mark is 0.5 mm by 0.5 mm. The cell size of a particular product is 20.01 mm by 14.30 mm. The die size is 6.67 mm by 14.30 mm. Each cell contains three dies (i.e., 3 by 1). A cell will be exposed if at least one die is produced. In other words, the cost-effective ratio of the exposure is 0.33.
By applying the developed procedure, 50 iterations are executed and the optimal solution is to expose 55 cells on a wafer that produces 147 dies per wafer (see Fig. 1 ). Currently, an experienced engineer who uses the software provided by the stepper vendor and then adjusts the exposure pattern manually can expose 51 cells on a wafer to produce only 140 dies per wafer. We estimate 5.0% extra profit by using the developed procedure. This procedure has been applied to other products and the results validate the practical viability of the proposed procedure.
IV. CONCLUDING REMARK
The reported procedure usually generates more than one optimal exposure pattern. The optimal solution of the empirical study is fairly robust (for example, see Fig. 2 ). One may apply two additional criteria to determine the final exposure pattern: to minimize the number of exposures per wafer (i.e., to reduce the operating cost) and to maximize the distance from good dies to the wafer edge (i.e., to increase the yield). This computer-based procedure also allows detailed sensitivity analysis. In fact, a wafer exposure expert system is implemented to assist (inexperienced) engineers in determining the wafer exposure patterns of new products in the fab (Fig. 1 is indeed an illustrative output generated by the system).
I. INTRODUCTION
One of the outstanding research problems in modeling, optimization, and control of complex manufacturing processes is the development of accurate equipment models that incorporate the underlying physics. For example, in a recent review article by Mahajan [9], it was noted that while several sophisticated physics-based computational models exist for different chemical vapor deposition systems, most of these cannot be directly applied to manufacturing. Many simplifying assumptions are made in developing these models to make them analytically and computationally tractable. As a result, although such models serve as excellent tools in describing the general trends and in delineating the different regimes of transport, they lack the level of accuracy that is generally needed to get the incremental improvement sought by an equipment engineer. A resort is therefore made to develop accurate empirical equipment models. However, for multivariable, nonlinear processes, such as those encountered in semiconductor manufacturing, extensive data points are required to build high accuracy models. This can be quite expensive. Thus, there is a need to develop techniques for building equipment models that incorporate the physics, are accurate, and yet are economical to build.
A good starting point in realizing this objective is a physical-neural network model. The methodology to build such models is described in a number of papers by Mahajan and co-workers ([6], [10], [11] , and [19] ). It is shown in those papers that such models are almost as accurate as the physical models, and they additionally have the desirable characteristics of the speed and adaptability of neural networks. If these physical models can now be modified, with a few experimental points, to capture the differences between the behavior predicted by the physical-neural network model and the actual equipment, one can meet the objectives set forth above. In this paper, we explore such model modifier techniques. The underlying idea is to utilize the already existing physical-neural network model (hereafter called the source model) for developing the equipment model (or target model) instead of starting from scratch (see Fig. 1 ). Furthermore, the source model can be an equipment model which can be used for developing a model of another similar equipment. Recently, Nami et al. [8] proposed a hybrid neural network approach in which they use an approximate analytical model to build a neural network model whose output are the undetermined parameters in the analytical model.
While there is a vast body of literature on building neural network (NN) models and their applications, to the best of the authors' knowledge, there is no published work on the model modifier concept. Pratt [17] recently described a technique (which she refers to as neural network transfer) for classification tasks such that the training time for building the target model is reduced. However, that methodology is neither intended nor applicable for developing NN models of processes with continuous output values. Furthermore, the objective there is to reduce the time taken, while in this paper our aim is to reduce the number of data points used for training the target.
Organization of the rest of the paper is as follows. After briefly describing physical-neural network models, two model modifier techniques for building equipment models are proposed. These techniques are then tested for a horizontal CVD reactor. Finally, implications and future applications of this research are summarized.
II. PHYSICAL-NEURAL NETWORK MODELS
First proposed by Mahajan and Wang [11] , these models are defined as neural network models trained on first principle physical models. To develop such a physical-neural network model (PNM), the first principles physical model for the selected process is built. Relevant 0894-6507/99$10.00 © 1999 IEEE
