Optimality principles have been useful in explaining many aspects of biological systems. In the context of neural encoding in sensory areas, optimality is naturally formulated in a Bayesian setting as neural tuning which minimizes mean decoding error. Many works optimize Fisher information, which approximates the minimum mean square error (MMSE) of the optimal decoder for long encoding time but may be misleading for short encoding times. We study MMSE-optimal neural encoding of a multivariate stimulus by uniform populations of spiking neurons, under firing rate constraints for each neuron as well as for the entire population. We show that the population-level constraint is essential for the formulation of a well-posed problem having finite optimal tuning widths and optimal tuning aligns with the principal components of the prior distribution. Numerical evaluation of the two-dimensional case shows that encoding only the dimension with higher variance is optimal for short encoding times. We also compare direct MMSE optimization to optimization of several proxies to MMSE: Fisher information, maximum likelihood estimation error, and the Bayesian Cramér-Rao bound. We find that optimization of these measures yields qualitatively misleading results regarding MMSE-optimal tuning and its dependence on encoding time and energy constraints.
Introduction
Optimality principles have been a useful tool in explaining many aspects of biological systems, including motor behavior (Todorov, 2004) , perception (Gardner, 2019) , and neural activity (Berkes, Orbán, Lengyel, & Fiser, 2011) . In the context of neural encoding in sensory areas, optimality is naturally formulated in a Bayesian setting by specifying (1) a prior distribution of encoded stimuli; (2) a performance criterion, such as mean decoding error or motor performance; or (3) optimization constraints, such as constraints on energy consumption. Empirically, neural encoding has been found to depend on the statistics of natural stimuli (Berkes et al., 2011; Harper & McAlpine, 2004) , as well as to rapidly adapt to the statistics of recently presented stimuli (Benucci, Ringach, & Carandini, 2009; Dean, Robinson, Harper, & McAlpine, 2008) , indicating the importance of the prior distribution. Sensory adaptation also occurs following motor learning (Darainy, Vahdat, & Ostry, 2019) , suggesting the relevance of motor performance criteria, though the effect of motor learning on sensory perception is quite small. Since sensory encoding occurs in the context of an acting organism, an optimality criterion should ideally take the entire sensory-motor loop into account. However, to make the analysis tractable, most existing work has focused on task-independent measures of encoding performance, such as decoding error.
A natural optimality criterion for neural encoding is the mean square error (MSE) of a subsequent optimal decoder, namely, the minimal mean square error (MMSE) estimator. Many works optimize Fisher information, which serves as a proxy to the MSE (see Pilarski & Pokora, 2015 , for a thorough review). Specifically, the Cramér-Rao Bound (CRB) states that the MSE of unbiased estimators is lower-bounded by the inverse of Fisher information. More important, under appropriate regularity conditions, the optimal MSE approaches the expected value of the CRB (Van Trees, 2004) in the asymptotic regime of low noise, corresponding to a large decoding time or a large population firing rate. Similar asymptotic relations can be derived between Fisher information and general L p estimation errors (Wang, Stocker, & Lee, 2016) . Fisher information of neural spiking activity is easy to compute analytically, at least in the case of static stimulus (Dayan & Abbott, 2005, sec. 3.3) , and it can be used without characterizing the decoder. However, optimizing Fisher information may yield misleading qualitative results regarding the MSE-optimal encoding outside of the asymptotic regime of large decoding time (Bethge, Rotermund, & Pawelzik, 2002; Pilarski & Pokora, 2015; Yaeli & Meir, 2010) . Ideally, a model of biological encoding such as optimal encoding should rely on biologically relevant optimality criteria such as decoding error, rather than a proxy to decoding error such as Fisher information. In particular, outside of the asymptotic regime, the CRB does not provide adequate justification for the use of Fisher information, since optimal decoding is typically biased, so the CRB does not apply to the optimal decoder.
Some previous work has attempted direct minimization of decoding MSE rather than Fisher information. Bethge, Rotermund, and Pawelzik (2003b) and two sequel articles (Bethge, Rotermund, & Pawelzik, 2003a , 2003c analytically derive decoding MMSE for encoding a static scalar state uniformly distributed on [0, 1] by a single neuron, for a wide class of piecewise-power-law tuning functions. They find a phase transition between binary encoding, which is optimal for short coding times, and analog encoding, which is optimal for long coding times. Yaeli and Meir (2010) derive an explicit expression for the MSE of the optimal Bayesian decoder for a static state encoded by a uniform population of gaussian neurons and use it to characterize optimal tuning function width and its relation to coding time in the encoding of scalar stimuli. More recently, Wang et al. (2016) studied L p -based loss measures in the asymptotic regime using Fisher information, as well as numerically for the maximum a posteriori estimator outside the asymptotic regime. Finkelstein, Ulanovsky, Tsodyks, and Aljadeff (2018) study the MSE of the ML estimator in the context of two-dimensional encoding of angles, used as a model for head direction encoding in bats. Opper (2011, 2013) suggest a mean-field approximation to allow efficient evaluation of the MSE in a dynamic setting. We have previously used assumed density filtering for the approximate evaluation of decoding MMSE for nonuniform populations and dynamic state (Harel, Meir, & Opper, 2018) .
As far as we are aware, most previous work studying optimal neural encoding has paid little attention to the topic of energy constraints or other optimization constraints. Most commonly, optimization is performed over tuning width while keeping the maximal firing rate of each neuron fixed. In some cases (such as Wang et al., 2016) , this is explicitly stated as a constraint on each neuron's firing rate. However, even when the maximal firing rate of each neuron is constrained, tuning width affects the mean total firing rate-and therefore energy consumption-of the entire neural population. This issue has been addressed heuristically in Zhang and Sejnowski (1999) by studying Fisher information per spike as a measure of energy efficiency. However, the interpretation or significance of this ratio remains unclear. (Bethge et al., 2002, sec. 7) have addressed this issue more systematically in the context of a univariate state taking values in a bounded interval, with a constraint on the mean firing rate as well as maximal firing rate of each neuron. They evaluated MMSE using Monte Carlo methods, showing that imposing the energy constraint leads to narrower tuning. Ganguli and Simoncelli (2011) also study optimal encoding with a parameterized population of neurons under a population rate constraint. However their analysis is based on optimization of Fisher information.
In this work, we focus on optimization of tuning widths in a multivariate setting, with constraints on the firing rate of each neuron as well as the entire population. To allow exact closed-form evaluation of decoding MMSE, we focus on uniform gaussian encoding of a static stimulus. Optimization of tuning width involves a trade-off between population firing rate, which is maximized by wide tuning, and selectivity of individual neurons, which is maximized by narrow tuning (Eurich & Wilke, 2000; Sun & Barbour, 2017; Zhang & Sejnowski, 1999) . Estimation MSE in a uniform gaussian population is minimized for a finite nonzero width in the univariate case (Yaeli & Meir, 2010) and for infinitely wide tuning in the multivariate case, as shown in section 5. The addition of a constraint on the population firing rate gives rise to a finite-width solution in the multivariate case, in which both constraints are active. The constraint on the population firing rate may be interpreted as a sparsity constraint: for a fixed maximal firing rate per neuron, a smaller population rate constraint means fewer neurons may fire near their maximal rate for each stimulus. Optimal tuning depends on both energy constraints and encoding time.
Applying the predictions of Bayesian MMSE-optimal tuning to explain experimentally observed coding is challenging. A substantial difficulty is the characterization of the relevant prior distribution that encoding is adapted to. In a few special cases, this prior may be derived from simple physical considerations (e.g., Harper & McAlpine, 2004) , but such an approach is not usually applicable. Another difficulty is in the evaluation of decoding MMSE outside the special case of gaussian uniform coding or, conversely, identifying biological circumstances where the gaussian uniform assumption is reasonable. Some biological implications of MMSE optimality in the scalar case have been related to experimental results in Yaeli and Meir (2010) . In the multivariate case, there are fewer relevant experimental results where multivariate tuning is measured and the prior distribution and encoding time may be determined. Possibly relevant results are in the encoding of head direction in bats studied in Finkelstein et al. (2018) . However, it is not clear that the assumption of gaussian uniform coding is justified in this case, as we briefly discuss in section 5.2.
Our main results are:
1. We have derived the MMSE for multivariate uniform gaussian encoding, as well as simple lower and upper bounds. 2. A population-level constraint is essential to formulate a well-posed optimization problem in a multivariate setting, and optimal tuning depends on this constraint in a nontrivial way. 3. MMSE-optimal multivariate gaussian tuning functions are aligned with the principal components of the prior distribution, and tuning is narrower in dimensions with larger prior variance. 4. The trade-off between firing rate and neuron selectivity shifts with stimulus dimensionality, so that MSE-optimal multivariate encoding always involves maximizing population firing rate, in contrast to the univariate case. 5. Optimization of proxies to MMSE such as Fisher information or MSE of the maximum likelihood estimator yields qualitatively misleading results. 6. In a two-dimensional setting, one-dimensional encoding is preferred for short decoding times, in contrast to previous predictions.
Setting and Notation

Optimal Encoding and Decoding.
We consider the problem of optimal encoding and decoding of a static external state, described by a random m-dimensional variable X ∈ R m . The state is observed through a population of sensory neurons over a time interval [0, T] . Given the state, neurons fire independently, with the ith neuron firing as a Poisson process with rate λ (i) (X ). We assume the set {λ
belongs to some parameterized family with parameter φ, and denote the number of spikes from the ith neuron up to time T by N (i)
T and the spike counts from all neurons by
In this context, encoding refers to the choice of functions λ (i) , while decoding means estimating the state X from the spike counts 1 N T . Given an estimatorX =X (N T ), we define the mean square error (MSE) as
where tr is the trace operator. We seek an estimator (decoder)X and tuning parameters (encoder) φ that solve
The inner minimization problem in this equation is solved by the MSEoptimal decoder, which is the posterior meanX = μ T := E [X|N T ]. We denote the error of this estimator by MMSE := (μ T ) (for minimum mean square error). The outer minimization problem becomes min φ E [ MMSE ]; its solution is the optimal encoder. We also compare MSE-optimal encoding and decoding to three alternative performance criteria:
• Maximization of Fisher information • Minimization of the Bayesian Cramér-Rao bound • Optimization of MSE, equation 2.1, for the maximum likelihood (ML) estimator These performance criteria are defined and discussed in section 4.
Uniform Gaussian Coding.
For mathematical tractability, we focus on the case of homogeneous gaussian tuning, special case of that studied in Harel et al. (2018) . The firing rate of the ith neuron in response to state x is given by where θ (i) ∈ R m is the ith neuron's preferred stimulus, h d ∈ R + is each neuron's maximal expected firing rate, R ∈ R m×m is a symmetric positivedefinite matrix, and the notation y 2 M denotes y T My. The distribution of the external state X is assumed to be gaussian:
We assume preferred stimuli θ (i) are spaced uniformly on an infinite grid with spacing θ , so there is one neuron for each preferred stimulus of the form (α 1 , . . . , α m ) θ where each α i is an integer. When θ is reasonably small relative to the eigenvalues of R −1/2 , the total firing rate i λ (x) is approximately independent of x, a property that we refer to as uniform coding (see Figure 1 and the discussion in Harel et al., 2018) . For small θ , we may approximate the neural populations by an infinite continuous population where the preferred stimulus θ may take any value in R m (see Figure 2 ). In this continuous population model, each spike is characterized by the preferred stimulus of the firing neuron, which is a continuous variable, rather than by the neuron's index. Thus, the firing pattern is described by a marked point process (MPP) N, which is a random sequence of pairs (t k , θ k ), where t k ∈ [0, ∞) is the time of the kth spike and θ k ∈ R m its mark, the preferred stimulus of the spiking neuron. A marked point process is characterized by the rate of points with marks in each (measurable) subset ⊆ R m , which in the discrete population model, equation (2.2), is given by The approximate equality in the second line is exact in the limit θ → 0 with h := h d θ −m fixed. Accordingly, in the continuous population model, we take the MPP N to have the space-time density
meaning that the rate of points with marks in ⊆ R m is λ (x; θ ) dθ . In the continuous population model, we use the notation N t to refer to the sequence of spike times and marks up to time t, that is,
. The probability density 2 of N T given X = x is 2 N T is a vector of random length N T , and equation 2.5 is its density for each value of N T : when N T = n > 0, integrating equation 2.5 over the variables
n /n!. In the case N T = 0, the right-hand side of equation 2.5 is itself the probability P (N T = 0), which may be viewed as a density over the 0-dimensional space of possible N T values.
where
is the total population rate. The likelihood, equation 2.5, does not depend on spike times t k , only on preferred stimuli θ k , so the sequence of preferred stimuli comprises a sufficient statistic for the estimation of X.
Energy Constraints.
Clearly, the solution to the optimal encoding problem depends crucially on the family of encodings over which optimization is performed. In particular, if optimization is entirely unconstrained, the MMSE can always be decreased by scaling the maximal rate density h in equation 2.4 by some constant k > 1, thereby uniformly increasing all firing rates. The unconstrained problem is therefore mathematically ill posed. However, firing rates of real neurons cannot grow without bound. Although optimization constraints are rarely discussed explicitly, all works mentioned above-apart from Bethge et al. (2002)-implicitly constrain the neural population in the same way: by fixing the maximal firing rate h (or h d in a discrete model) across all neurons and optimizing only preferred stimuli or tuning widths, or both. Note that the continuous model approximates a discrete population with h = h d / θ m , so that constraining the rate density h translates to a constraint on maximal firing rates h d of individual neurons.
We propose that in addition to a constraint on maximal rate density h, the expected total firing rate of the population should also be constrained when formulating the optimal encoding problem. Biologically, such a constraint corresponds to a constraint on the expected rate of energy use by the neural population (Zhang & Sejnowski, 1999) . As demonstrated below, this constraint may be crucial to make the problem mathematically well posed, even in the presence of a neuron-level constraint on h. The energyconstrained problem takes the form
The population firing rate constraint may also be interpreted as a sparsity constraint: for a fixed neuron-level rate constrainth, higher population rate r is related to wider tuning, resulting in more neurons firing in response to the same stimulus. Low values of the population constraintr thus enforce sparse coding, where only a few neurons fire in response to each stimulus value.
3 Closed-Form Computation of Estimation Error 3.1 General Multivariate Case. The posterior distribution for the model, equations 2.3 to 2.5, is gaussian,
This result is a special case of Snyder, Rhodes, and Hoversten (1977, theorem 1) . The estimation MMSE is therefore
Diagonal
Tuning. An important special case of equation 3.2 is where the prior variance 0 and tuning precision R are both diagonal, m = n and H = I, with
In section 5, we show that the general optimization problem, equations 2.7 and 3.2, may be reduced to this case, so there is no loss of generality here. In this diagonal case, the total population rate is 5) and equation 3.2 reads
where h := (2π ) m/2 h and we define, for s, r > 0,
where M is Kummer's confluent hypergeometric function (Andrews, Askey, & Roy, 2000) . This result for the diagonal case has previously appeared in Yaeli and Meir (2010) . In particular, the estimation error in the ith direction is given by the ith summand in equation 3.6, namely, σ
The function q takes values in the interval [0, 1], so this factor represents the reduction of prior variance due to observation of the spiking activity. More specifically, q (s, r) satisfies the bounds
The lower bound is obtained by applying Jensen's inequality to the convex function k → s/ (s + k) in equation 3.7. The upper bound may be obtained from Luke (1972, theorem 15) by taking the limit a → 1 with c = a + 1 in Luke's equation (5.4). This yields the following bounds for the MMSE:
We also use the following property of the function q, which is proved by a direct calculation of the derivative, as outlined in section A.2. Claim 1. For any c 1 , c 2 ∈ R + and m ≥ 2, q c 1 α 2 , c 2 α m is a decreasing function of α ∈ (0, ∞).
4 Alternate Performance Criteria 4.1 Motivation. Estimation MMSE is generally difficult to evaluate except in specific cases where the posterior distribution can be described analytically, such as the model considered in this letter. This motivates the optimization of more tractable approximations or bounds to the MMSE. Of these, the most commonly used is Fisher information, which is related to the MMSE through the Cramér-Rao bound (CRB) and the Bayesian Cramér-Rao bound (BCRB) (Van Trees, 2004; Yaeli & Meir, 2010) . Another class of proxies is the MSE of suboptimal estimators such as the maximum likelihood estimator (as used, e.g., in Finkelstein et al., 2018) or the maximum a posteriori estimator (as used, e.g., in Wang et al., 2016) . In section 5.2, we compare the minimization of MMSE in the model, equations 2.3 to 2.5, to optimization of several other performance criteria in order to evaluate their applicability as proxies to MMSE minimization.
MSE of the Maximum Likelihood Estimator.
Previous work such as that of Finkelstein et al. (2018) uses the MSE of the maximum likelihood (ML) estimator as a performance criterion. The ML estimator may be easier to compute, especially for nonuniform coding. However, it is not the optimal estimator, so optimization of encoding for subsequent ML decoding does not optimize decoding error of the encoder-decoder system. Using the ML estimator may be justified for long decoding time or large firing rates, where the effect of the prior on the posterior distribution becomes negligible. However, in this regime, Fisher information may also be useful and easier to evaluate. In section 5.2, we investigate the minimization of ML estimation error in our model to assess whether it resembles minimization of MMSE for short decoding times, at least qualitatively.
There is a difficulty with the definition of the ML estimator in the uniform-gaussian model: when there are no spikes, the likelihood, equation 2.5, is P (N T = 0|X = x) = e −rT , which is independent of x, so the ML estimator is undefined. This is a direct consequence of the uniform coding property, as the population rate r is independent of x. We therefore use a modified ML estimator, which equals the prior μ 0 in the case where there are no spikes,
where θ i is the preferred stimulus of the neuron firing the ith spike. This modified ML estimator may be obtained from the MMSE estimator in the limit −1 0 → 0. The MSE of this estimator can be written in closed form (see section A.1) as 
4.3 Fisher Information/Cramér-Rao Bound. The CRB is a lower bound on the MSE of an unbiased estimator for a non-random parameter. In a Bayesian setting, it may be used to bound the conditional MSE of an unbiased estimatorX conditioned on the random state X. Under suitable regularity conditions, the bound reads (Van Trees, 2004 )
where the relation means that the difference S X |X − J (X ) −1 is positive semidefinite, and J (X ) is the Fisher information matrix, related to the likelihood function p Y|X as
As noted in section 1, use of the Fisher information as a performance criterion may be justified asymptotically for large decoding times or large population total firing rate. In this limit, the optimal MSE approaches the CRB under mild conditions (see the discussion in Bethge et al., 2002) . Outside of the asymptotic regime, minimization of the CRB may differ from MSE minimization since optimal estimators are typically biased, and even among unbiased estimators, the bound may not be attainable. Note that the continuous population model we study here is generally not within this asymptotic regime despite having infinitely many neurons, since the total firing rate is kept finite.
In the case of a scalar state x and a finite neural population with tuning functions λ k , Fisher information for the estimation of x from the spike counts over time interval T is given by Dayan and Abbott (2005) :
Similarly, in the continuous population model with multivariate state, equations 2.4 and 2.5, the Fisher information matrix takes the form
(the see derivation in section A.3), and the MSE of any unbiased estimator is therefore bounded by 6) where the tuning width α is related to rate density h and population rate r through equation 4.3. Equation 4.6 demonstrates that in the absence of population rate constraint, the Fisher-optimal widths are zero in the univariate case m = 1 and infinite for m > 2, whereas in the two-dimensional case m = 2, population Fisher information is independent of tuning width. This is a special case of a result from Zhang and Sejnowski (1999) , which applies more generally to radially symmetric tuning. This preference for wide tuning in higher dimensions may be explained by the fact that encoding accuracy in each dimension benefits from wide tuning in other dimensions, due to an increase in population firing rate, as noted in Eurich and Wilke (2000; see their Figure 1 ). Note that the modified ML estimator, equation 4.1, is not an unbiased estimator; its bias is (μ 0 − X ) P {N t = 0|X} = (μ 0 − X ) e −rT . Therefore, its MSE is not bounded by equation 4.5, though we may expect it to satisfy the bound when P (N t = 0) is small.
Bayesian
Cramér-Rao Bound. The Bayesian Cramér-Rao Bound (BCRB) is a lower bound on estimation error in a Bayesian setting. Under suitable regularity conditions, the MSE of any estimatorX is bounded as (Van Trees, 2004 )
where J (X ) is the Fisher information matrix and J P is the Bayesian information matrix, related to the prior density p X by
The BCRB is not restricted to unbiased estimators and is therefore applicable as a bound on optimal estimation error in a Bayesian setting outside the asymptotic regime of large decoding time or population firing rate. Unlike the CRB, however, the BCRB is generally not attained asymptotically. In the limit of infinite decoding time, the MMSE approaches the expected value of the CRB, E[J (X ) −1 ], whereas the BCRB approaches E [J (X )] −1 , which generally underestimates the asymptotic MMSE (Van Trees, 2004) . In other words, the ratio MMSE/BCRB may approach a value strictly larger than 1 in the infinite decoding time limit. As evident from equation 4.7, in the univariate case, minimization of the BCRB is equivalent to maximization of Fisher information. This equivalence does not hold in higher dimensions, as demonstrated below in the two-dimensional case.
In the continuous population model, equations 2.3 to 2.5, the BCRB reads
where we have used equation 4.4. Applying the bound to the MMSE estimator in the diagonal case, 9) which is the same lower bound as in equation 3.9. 
Denote the spectral decomposition for the prior variance by 0 := V 0 0 V 0 with 0 diagonal and V 0 orthogonal. The principal components of the random vector X areX := V 0 X, which has the diagonal prior variance E[XX ] = 0 . The population rate density, equation 2.4, may be written in terms of the principal components as
The optimization problem may be reformulated as minimization of decoding MMSE for the principal component vectorX, since neither the objective function nor the constraints in equation 2.7 are affected by the orthogonal transformation V 0 . Specifically, the decoding MMSE ofX is tr
is the decoding MMSE of X; and the optimization constraints depend on R only through det R = detR. We therefore assume from here on, without loss of generality, that 0 is diagonal with decreasing elements,
The problem is further reduced by writing the spectral decomposition R = U U and Q := −1 0 , and using the following claim, proved in section A.2. Claim 2. Let , Q be diagonal positive-definite matrices, = diag (λ i ), Q = diag (q i ) where 0 < λ 1 ≤ λ 2 ≤ · · · λ n and 0 < q 1 ≤ q 2 ≤ · · · ≤ q n . Then the constrained minimization problem,
This shows that for a fixed choice of eigenvalues for R, each term in equation 5.1 is minimized by the same choice of eigenvectors, antidiagonal u i j = δ i,(n+1− j) , which makes R a diagonal matrix with elements sorted in decreasing order. Therefore, this U also minimizes the sum in equation 5.1 for fixed eigenvalues. Since the constraints depend on R only through its eigenvalues, the optimal solution is of the same form, and, in particular, R is diagonal and tuning is narrower (larger eigenvalues of R) in directions with larger prior variance (smaller eigenvalues of Q). In the more general case where X has correlated components, applying this result to the principal componentsX as outlined above shows that optimal tuning is aligned to principal components, R = V 0R V 0 , whereR is diagonal and principal components are in the columns of V 0 .
We have reduced the problem to the case of diagonal prior 0 = diag σ 
, and q is given by equation 3.7. The problem may be reparameterized in terms of α and r, where r = h α i is the total population rate: 
The unconstrained version of this problem in the scalar case m = 1 has been studied in Yaeli and Meir (2010) , where it was shown that optimal tuning width decreases with encoding time and increases with prior variance, consistent with experimental results. In this scalar case, the addition of the constraint, equation 5.5, modifies the solution in a simple way by fixing the tuning width α to its constraintr/h when the unconstrained problem is solved by a larger value of α. Using claim 1, for m ≥ 2, any scaling of all α i by the same factor > 1 would reduce the MMSE, so the remaining constraint is also satisfied with equality, yielding the problem
Similarly, claim 1 implies that the unconstrained version of equation 5.4 has no finite solution for m ≥ 2, as the minimal error is attained in the limit of infinitely wide tuning. Equivalently, the minimization of the MMSE with neuron-level constraint only and no population-level constraint is solved in the limit of infinitely wide tuning, demonstrating the importance of the population-level constraint in this model. To understand this difference between the scalar case m = 1 and vector case m ≥ 2, note that broadening the tuning has two effects: increasing the spike rate, and making each spike less informative. Specifically, the population spike rate is proportional to the product of all tuning widths, r = h i α i , so that wider tuning yields higher population rates. On the other hand, equation 3.1 in the diagonal case reads
t,i is the posterior precision (inverse of variance) of X i conditioned on N t , so that narrower tuning yields more informative spikes. In the scalar case, m = 1, the trade-off between these two effects leads to a finite optimal tuning width. In higher dimensions, m ≥ 2, all tuning widths contribute to the firing rate, but the effect of each spike on the posterior precision in dimension i depends only on α i . Thus, optimizing the tuning width α i involves a trade-off for the posterior variance σ 
Two-Dimensional Uniform-Gaussian Encoding.
Our analysis indicates a qualitative difference between univariate coding, where MMSE is minimized at a finite tuning width for fixed maximal rate density h and multivariate coding, where an additional population-level constraint is necessary to achieve finite width. To study the effect of this constraint, we numerically analyze the solution to the constrained optimization problem, equations 5.6 and 5.7, in the simplest multivariate setting of two dimensions. In this setting, the parameters optimized are two tuning widths α 1 , α 2 , with the constraint, equation 5.7, removing one degree of freedom, reducing the problem to a univariate optimization problem. Defining the problem may be formulated as choosing the optimal γ 1 ∈ [0, 1]. Values of γ 1 near 0 correspond to narrow tuning in dimension 1 and wide tuning in dimension 2, which may be interpreted as "one-dimensional" encoding focusing on dimension 1. Similarly, values of γ 1 near 1 correspond to "onedimensional encoding" of dimension 2. The case γ 1 = 1 2 corresponds to the same tuning width in both directions ("two-dimensional encoding"). Figure 3 illustrates MMSE as well as alternate performance criteria described in section 4, for two-dimensional encoding in the diagonal case, equation 5.6, with fixed neuron-level and population-level energy constraints. The prior variance 0 is asymmetric: σ 2 0,1 < σ 2 0,2 . Figure 3a shows the value of the performance criteria as a function of encoding time T and the tuning width ratio γ 1 = α 1 / (α 1 + α 2 ). The optimal γ 1 is marked with a gray line, and optimal encoding is illustrated in Figure 3b for several encoding times. Note that the energy constraints and tuning width ratio γ 1 together determine the widths α 1 , α 2 through the constraint, equation 5.7, on the product α 1 α 2 . MSE-optimal tuning solving equations 5.6 and 5.7 is narrower in the dimension that has greater prior variance, α Tuning is almost two-dimensional for low population rate constraintr, becomes one-dimensional at intermediate population rates, and nearly twodimensional again for high population rates. The BCRB correctly predicts γ 1 > 1 2 but fails to capture the dependence on the population constraintr. The fact that the BCRB does not depend onr in the two-dimensional case may be seen by rewriting equation 4.8 for the case m = 2 as
which for fixed h , T is strictly a function of γ 1 . Figure 5 shows the dependence of MSE-optimal tuning width ratio on prior asymmetry, quantified as the ratio σ 0,1 / (σ 0,1 + σ 0,2 ), and on encoding time (left) or population-level energy constraint (right). Optimal tuning always has the opposite asymmetry to the prior. As seen on the left plot, optimal tuning is one-dimensional for short decoding time and becomes increasingly symmetric with increasing decoding time.
We compare our results to those obtained in Finkelstein et al. (2018) for a model of neural encoding of head direction in bats. The encoding model in Finkelstein et al. (2018) includes neurons tuned to either one or both of two angles: azimuth or pitch. Preferred stimuli are drawn from a uniform distribution on the resulting torus. The estimation error of the ML estimator is compared in conjunctive (two-dimensional) coding, where each neuron encodes both directions, and pure (one-dimensional) coding, where each neuron encodes one of the dimensions. Their analysis predicts that in a large population, conjunctive coding always achieves lower error than pure coding, and this effect is stronger for shorter decoding time. Our finding that optimal coding is more symmetric for longer decoding time is the opposite of the conclusion in Finkelstein et al. (2018) . This discrepancy may be attributed to the use of ML estimation as opposed to MMSE, or to several differences between the models, as explored in more detail in appendix C.
Discussion
We have studied MMSE-optimal multivariate encoding for infinite uniform gaussian neural population with population-level and neuron-level rate constraints. This formulation allows for closed-form evaluation of MMSE in the multivariate case (equations 3.2 and 3.6), as well as simple lower and upper bounds (equation 3.9), and the derivation of analytic results regarding optimal tuning. Specifically, we have shown analytically that MMSEoptimal tuning functions in this model are aligned with the principal components of the prior distribution, and tuning is narrower in dimensions with larger prior variance. These analytic results allow for a more computationally efficient numerical optimization of encoding parameters, which we have used to evaluate the two-dimensional case in more detail. We have found that encoding only the dimension with higher variance is optimal for short encoding times (see Figure 3) . We have also shown analytically that MSE-optimal multivariate encoding in our model always involves maximizing population firing rate, in contrast to the univariate case. This suggests that the population-level constraint is especially relevant in the multivariate setting. We have observed that optimal encoding depends in a nontrivial way on this rate constraint (see Figure 4) . Furthermore, the analytic tractability of the approach allows us to establish precise mathematical results and to reach conceptually novel and intuitively interpretable conclusions that may be applicable to broader settings and experimental data. Unfortunately, to the best of our knowledge, there are currently few experimental results on multivariate tuning properties that can be directly tested, but our results make concrete predictions (under admittedly restricted assumptions) when these become available.
Our framework differs from many previous studies in the direct optimization of decoding MMSE rather than proxies such as Fisher information or maximum likelihood estimation MSE, as well as in the explicit incorporation of population-level rate constraints. We have found that optimization of these proxies yields misleading results for short encoding times, as also observed in several previous works (Bethge et al., 2002; Pilarski & Pokora, 2015; Yaeli & Meir, 2010) . On the other hand, direct optimization of MMSE restricts the class of models where the objective function can be readily evaluated, since optimal decoding is generally intractable. To achieve mathematical tractability in the multivariate case, we have focused on the case of a gaussian prior and gaussian tuning functions that uniformly cover an unbounded stimulus space. Note that in this energy-constrained model, tuning width is also constrained, so that the effective space of preferred stimuli, which are likely to fire under the gaussian prior distribution of the state, is bounded. Therefore, the unbounded space of preferred stimuli used in our framework does not rule out its applicability to biological settings with bounded stimulus space.
In the univariate case with a single neuron, closed-form MMSE has been previously derived in Bethge et al. (2003b) for a wide class of tuning functions, under the assumption of uniform prior. Our work, in contrast, focuses on the case of uniform gaussian tuning and gaussian prior. Although this is a more restricted class of tuning functions, it facilitates analysis of the multivariate case. As far as we are aware, this work is the first that derives closed-form decoding MMSE for a multivariate stimulus. This suggests a possible direction for future research in the convergence of these approaches to study multivariate MMSE-optimal encoding for a wider class of tuning functions.
Appendix A: Derivations
A.1 ML Estimator. We have defined a modified ML estimator, equation 4.1, which equals the prior mean when there are no spikes, since in this case, the standard ML estimator is undefined under uniform coding. The MSE of this estimator may be computed directly from the law of total variance,
where r is the population rate given by equation 2.6. In the diagonal case, equation 3.4, we obtain the ML estimator's conditional error by taking the trace of equation A.1,
which yields the MSE, equation 4.2, after taking the expected value.
A.2 Proofs of Claims 1 and 2. The proof of claim 1 follows.
Proof. Taking derivatives of equation 3.7 term by term yields the partial derivatives of q (s, r),
, from which a tedious but straightforward calculation yields
This derivative is clearly negative for positive α, c 1 , c 2 and m ≥ 2.
As noted in section 5.1, applying the result of claim 2 to the prior precision Q = −1 0 , the optimal tuning shape matrix R = U U is a diagonal matrix with its diagonal elements in decreasing order. That is, tuning is aligned to the principal components, with narrower tuning (larger diagonal elements of R) for components with larger prior variance (smaller diagonal elements of Q). The proof of claim 2 follows.
Proof. We first prove the claim for the case of distinct eigenvalues: λ 1 < λ 2 < · · · λ n and q 1 < q 2 < · · · q n . We apply Lagrange multipliers to find necessary conditions on U. Using the fact that Q + U U −1 is symmetric and the relations
(e.g., Petersen & Michael, 2004, eqs. 64 and 79) , where J kl is the single-entry matrix J kl i j := δ ik δ jl , we obtain
The optimization constraints are s u ks u ls = δ kl for k, l ∈ {1, . . . n}. Differentiation of the (k, l) constraint with respect to u i j yields
leading to the necessary condition
where μ kl are Lagrange multipliers. Multiplying on the right by U and using the constraint UU = I yields
The right-hand side is symmetric, so the left-hand side is as well.
Let R = U U . We have found that (Q + R) −2 R is symmetric, therefore, R commutes with (Q + R) −2 , and they share an orthogonal basis of eigenvectors. Since R's eigenvalues are distinct, this basis is unique up to sign changes, so (Q + R) −2 is also diagonalized by U, meaning (Q + R) −2 = U˜ U for some diagonal˜ . Now,
and since q i are distinct and nonzero, R is diagonal, R = diag (r 1 , . . . r n ).
Since R is diagonal and shares 's eigenvalues, its diagonal is a permutation of 's diagonal, that is, r i = λ π (i) for some permutation π on {1, . . . , n}. Thus,
where P π is the permutation matrix (P π ) i j = δ π (i), j . Since U affects the objective function only through R = U U , any U satisfying U U = P π P π is optimal, and in particular, so is U = P π (and other optima are obtained by changing signs in U, u i j = ± (P π ) i j ).
The objective at the optimum is therefore of the form
To show that this is minimized by the inversion permutation π (i) = n + 1 − i, assume to the contrary that there are i < j such that π (i) < π( j). Denote by π the permutation obtained from π by switching these two elements,
contradicting the assumption that P π is optimal. This concludes the proof for the case where all eigenvalues are distinct. The result is easily extended to the case of multiple eigenvalues by the continuity of the objective function: Denote the objective function for eigenval-
Let U * denote the antidiagonal U, which is optimal when eigenvalues are distinct, and assume U * is not optimal for some q 0 , λ 0 (with possibly nondistinct elements), that is, there is an orthogonal matrix U such that
Since f depends continuously on q, λ, this inequality holds in a neighborhood of q 0 , λ 0 , which includes q, λ with distinct elements, contradicting the optimality result above.
A.3 Fisher Information of an Infinite Population. We derive Fisher information for an infinite neural population described by a marked point process with rate-density λ (x; θ ), without assumptions on the form of λ, so the population might have nongaussian tuning and might be nonuniform.
Given an infinite population with rate-density λ (x; θ ), the likelihood of a spike sequence (t k , θ k ) NT k=1 is given by
where r (x) := λ (x; θ ) dθ is the total population rate in response to x (equation 2.5 is the special case of a uniform population, where the population rate r (x) is constant). Denoting the log likelihood by L t (x),
Using the shorthand ∂ i := ∂/∂x i , Fisher information is given by
The firing rate of the jth subpopulation is
and the MMSE is given by Finkelstein et al. (2018) , each pure population has preferred stimuli covering a 1D space and finite tuning width. Normalization: Based on the derivation from firing rate constraints, we have considered populations with fixed firing rates h, r and varying tuning widths. The model in Finkelstein et al. (2018) fixes the total rate r and the tuning width α for pure and conjunctive encoding, resulting in different maximal firing rates per neuron between the two cases.
Since our framework allows computation of MMSE only for Euclidean state space, we do not address the problem of encoding of angles here. We therefore consider several possible definitions of the pure pouplation:
• A single pure population encoding one of the dimensions versus two pure subpopulations each encoding one dimension • The pure subpopulations are defined in one of three ways:
1. 2D pure populations (θ ∈ R 2 ) with the same firing rates h, r as in conjunctive code. MMSE is evaluated in the infinitely narrow limit α 1 → 0, α 2 → ∞ or vice versa. This is the setting studied in section 5.2. 2. 1D pure populations (θ ∈ R) with the same firing rates h, r as in conjunctive code. This setting allows finite population rates with finite tuning width α, which is dictated by the rate constraints. 3. 1D pure populations (θ ∈ R) with the same width α and population rate r as in conjunctive code. In this case, the firing rate density h differs between pure and conjunctive coding.
More precisely, in the last two cases, each subpopulation has tuning as given by equations A.2 and A.8. When there are two subpopulations, the firing rate r that is equalized between pure and conjunctive coding is the total rate population rate, so that each subpopulation has firing rate r/2. The errors Figure 6 : MMSE ratio of pure and conjunctive coding for various models. See the text for more details. In the first row, each pure population is uniform in R 2 with infinitely thin tuning. In the second row, each pure population is uniform in R, and rate density h is the same for the pure and conjunctive codes. In the third row, each pure population is uniform in R, and tuning width α is the same for the pure and conjunctive codes.
for a single pure subpopulation are calculated from the same equations, 3.6 and A.9, by assigning rate r to one subpopulation and rate 0 to the other. MMSE ratio for pure versus conjunctive coding in each of these six models as a function of encoding time is shown in Figure 6 . Evidently the preference for pure versus conjunctive coding as a function of encoding time depends on the details of the model. The model of a single 2D pure population (top left) is the one appearing in the main text. The model of two 1D subpopulations with the same tuning width as the conjunctive population (bottom right) is the one most similar to Finkelstein et al. (2018) . In both cases, we find that pure coding is relatively better for short decoding time, which is the opposite of the conclusion in Finkelstein et al. (2018) .
To assess whether the different dependence on encoding time is related to the use of ML estimation in Finkelstein et al. (2018) , we also evaluate the ratio of ML MSE in pure and conjunctive coding for the models involving 1D pure populations in Figure 7 . The model of a 2D pure population is omitted from this figure, since ML estimation in this model has infinite variance (as seen by taking the limit α 1 → 0, α 2 → ∞ in equation 4.2 with r ∝ α 1 α 2 fixed). The results for ML estimation are qualitatively similar to MMSE estimation in this symmetric case, except in some cases where pure coding achieves lower ML MSE than conjunctive coding, but worse MMSE (see, e.g., the bottom rows of Figures 6 and 7) . In particular, pure coding remains preferable for short decoding time when using ML estimation. This analysis suggests that the different conclusion in Finkelstein et al. (2018) is due to the cyclic nature of angle encoding. Experimentally observed tuning curves in Finkelstein et al. (2018) are quite wide relative to the range of possible angles, which might make a uniform population over the unbounded space R m an inadequate model. In particular, the bounded space of angles allows for purely one-dimensional encoding with nonzero tuning width and finite population rate. A possible direction for future research is the analysis of MMSE-optimal encoding in a uniform population encoding angles.
