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Zada´n´ı
• Prostudujte za´klady zpracova´n´ı obrazu. Zameˇrˇte se zejme´na na problematiku detekce
hran a elementa´rn´ıch objekt˚u v obraze.
• Zorientujte se v soucˇasny´ch metoda´ch rozpozna´va´n´ı textu v obraze (tzv. Optical Cha-
racter Recognition, nebo-li OCR).
• Vyberte vhodnou metodu a navrhneˇte jednoduchy´ rozpozna´vacˇ textu v obraze.
• Experimentujte s vasˇ´ı implementac´ı a prˇ´ıpadneˇ navrhneˇte vlastn´ı modifikace metod.
• Porovnejte dosazˇene´ vy´sledky a diskutujte mozˇnosti budouc´ıho vy´voje. Zvazˇte dalˇs´ı
pokracˇova´n´ı v ra´mci diplomove´ pra´ce.
• Vytvorˇte strucˇny´ plaka´t prezentuj´ıc´ı vasˇi bakala´rˇskou pra´ci, jej´ı c´ıle a vy´sledky.
Licencˇn´ı smlouva
Licencˇn´ı smlouva je ulozˇena v archivu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Tato pra´ce se zaby´va´ problematikou rozpozna´va´n´ı textu v obraze. Rozeb´ıra´ metody roz-
pozna´va´n´ı, jejich u´speˇchy, klady a za´pory. Popisuje postup prˇi na´vrhu a implementaci jed-
noduche´ho uka´zkove´ho programu pro rozpozna´va´n´ı strojoveˇ tiˇsteˇne´ho textu s vyuzˇit´ım
neuronovy´ch s´ıt´ı.
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Abstract
This paper describes problems of text recognition in picture. Discuss successes, advatages
and disadvantages several methods of recognition. In second part there is described design
and implementation of a simple OCR software for typewritten text recognition by using
artificial neural networks.
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Kapitola 1
U´vod
S rozvojem modern´ıch technologi´ı posledn´ıch desetilet´ı 20. stolet´ı dosˇlo i k modernizaci
prˇ´ıstupu k psane´mu a tiˇsteˇne´mu textu. Psany´ text byl postupneˇ nahrazova´n textem elek-
tronicky´m, ktery´ ma´ oproti textu ”na pap´ıˇre“ rˇadu nesporny´ch vy´hod. Mezi jeho za´sadn´ı
prˇednosti lze zarˇadit jeho velmi jednoduchou upravitelnost, snadny´ prˇevod do pap´ırove´ po-
doby, schopnost provazovat text navza´jem pomoc´ı tzv. hypertextovy´ch odkaz˚u, mozˇnost
elektronicky´ text prˇecˇ´ıst prostrˇednictv´ım vhodne´ho software bez prˇ´ıtomnosti fyzicke´ho
mluvcˇ´ıho apod. Modern´ı elektronickou komunikaci, pos´ıla´n´ı email˚u, SMS, tvorbu elektro-
nicky´ch knih (e-books), vy´voj software i hardware si dnes jizˇ bez elektronicke´ho textu nelze
prˇedstavit. Prˇesto ma´ oproti sve´mu pap´ırove´mu prˇedch˚udci jednu nespornou nevy´hodu,
existuje tu pouze neˇkolik des´ıtek let.
OCR je zkratkou anglicke´ho slova Optical Character Recognition – Opticke´ rozpozna´va´n´ı
znaku. Jedna´ se o automatickou identifikaci graficky´ch znak˚u sn´ımany´ch opticky , viz [11],
prˇ´ıpadneˇ o metodu elektronicke´ho cˇten´ı tiˇsteˇny´ch znak˚u a jejich prˇeva´deˇn´ı do digita´ln´ı
formy, ktere´ lze da´le zpracovat pocˇ´ıtacˇem, viz [8].
Toto te´ma bakala´rˇske´ pra´ce jsem si vybral ”ze zveˇdavosti“, nebot
’ jsem se chteˇl o te´to
oblasti dozveˇdeˇt v´ıce.
Druha´ a trˇet´ı kapitola se zaby´va´ teori´ı neˇktery´ch metod pouzˇity´ch v uka´zkove´m pro-
gramu. Dalˇs´ı kapitola strucˇneˇ pojedna´va´ o jiny´ch metoda´ch pouzˇ´ıvany´ch v OCR - syste´mech.
Pa´ta´ a sˇesta´ kapitola potom popisuje na´vrh a implementaci jednoduche´ho programu pro
rozpozna´va´n´ı strojopisne´ho textu v obraze. Dosazˇene´ vy´sledky jsou zmı´neˇny v kapitole
sedme´.
Bakala´rˇska´ pra´ce je inspirova´na neˇkolika r˚uzny´mi pracemi podobne´ho zameˇrˇen´ı, avsˇak
na zˇa´dnou prˇ´ımo nenavazuje.
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1.1 OCR syste´my
Prvn´ım krokem v automaticke´m rozpozna´va´n´ı vzor˚u je ”naucˇit“ stroj, jake´ jsou trˇ´ıdy vzor˚u
a jak vypadaj´ı. Vzory v OCR mohou by´t p´ısmena, cˇ´ıslice a neˇktere´ specia´ln´ı symboly jako
cˇa´rka, otazn´ık, vykrˇicˇn´ık atd. Ucˇen´ı prob´ıha´ formou uka´zek prˇ´ıklad˚u vzor˚u vsˇech trˇ´ıd,
prˇicˇemzˇ si stroj vytvorˇ´ı prototyp, popis kazˇde´ trˇ´ıdy. Beˇhem rozpozna´va´n´ı jsou nezna´me´
znaky porovna´ny s natre´novany´mi popisy a podle nejlepsˇ´ı shody jsou prˇiˇrazeny do patrˇicˇne´
trˇ´ıdy.
Typicke´ OCR syste´my se veˇtsˇinou skla´daj´ı z neˇkolika komponent (obr. 1.1). V prvn´ım
kroku jsou analogove´ dokumenty digitalizova´ny pomoc´ı opticky´ch skener˚u. Pote´ jsou lo-
kalizova´ny oblasti textu a segmentova´ny jednotlive´ znaky. V kroku prˇedzpracova´n´ı jsou
jednotlive´ znaky zbaveny sˇumu˚ a jiny´ch nezˇa´douc´ıch efekt˚u, ktere´ mohly vzniknout beˇhem
skenova´n´ı. Da´le prˇicha´z´ı na rˇadu extrahova´n´ı rys˚u jednotlivy´ch znak˚u a jejich na´sledne´
zarˇazova´n´ı do trˇ´ıd a rozpozna´va´n´ı. Nakonec je ze z´ıskany´ch informac´ı slozˇen vy´sledny´ text.
Rozpoznávání
(klasifikace)
Extrahování
rysů
Předzpracování
Lokální
segmentace
Optické
skenování
Obra´zek 1.1: Typicke´ komponenty OCR syste´mu˚
3
Kapitola 2
Zpracova´n´ı obrazu
2.1 Co je to obraz
Oblast Zpracova´n´ı obrazu se zaby´va´ analyzova´n´ım tzv. digita´ln´ıho obrazu. Ten lze z´ıskat
naprˇ´ıklad digitalizac´ı analogove´ho signa´lu z kamery, nebo prˇ´ımo jako digita´ln´ı signa´l z CCD
kamery nebo ze skeneru.
Obraz je tvorˇen konecˇny´m pocˇtem obrazovy´ch element˚u zvany´ch pixely. Kazˇdy´ pixel
nese informaci o sve´ barevne´ hloubce, ktera´ je reprezentova´na jednou celocˇ´ıselnou hodnotou
nebo vektorem teˇchto hodnot. Pixely jsou pak veˇtsˇinou ulozˇeny ve dvourozmeˇrne´ mrˇ´ızˇce
zvane´ bitmapa nebo take´ rastr.
Rozpozna´vat znaky mu˚zˇeme naprˇ´ıklad z 8 bit bitmapy, kde kazˇdy´ pixel nese diskre´tn´ı
hodnotu 0-255 (28), tedy intenzitu b´ıle´ barvy (obr. 2.1).
Z
Obra´zek 2.1: Uka´zka ulozˇen´ı znaku Z do 8 bit bitmapy
2.2 Prˇedzpracova´n´ı
Zdrojovy´ obra´zek mu˚zˇe obsahovat r˚uzne´ nezˇa´douc´ı efekty jako je naprˇ. sˇum, nebo rozpadla´
p´ısmenka. Neˇktere´ tyto chyby mohou by´t odstraneˇny aplikova´n´ım filtr˚u – naprˇ. vyhlazen´ım.
Proces vyhlazen´ı obsahuje vyplnˇova´n´ı i zuzˇova´n´ı. Vyplnˇova´n´ı eliminuje male´ mezery a d´ıry
ve znac´ıch, zat´ımco zuzˇova´n´ı celkoveˇ ztencˇuje rozpozna´vane´ znaky.
Prˇedzpracova´n´ı obvykle obsahuje i proces normalizace (obr. 2.2), po jehozˇ aplikova´n´ı
dosta´va´me znak v jednotne´ velikosti, sklonu a rotaci. K z´ıska´n´ı u´hlu rotace se veˇtsˇinou
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pouzˇ´ıvaj´ı neˇktere´ varianty Houghovi transformace, viz [4].
Obra´zek 2.2: Normalizace a vyhlazova´n´ı znak˚u
Rotace ve 2D
Otocˇen´ı se prova´d´ı pro kazˇdy´ pixel zvla´sˇt’ podle pocˇa´tku sourˇadnicove´ho syste´mu o uhel α
(obr. 2.3). Postup:
1. Sourˇadnice bodu B = [x, y] prˇevedeme do tzv. homogenn´ıho tvaru na B = [x, y, w],
kde w je tzv. va´ha (veˇtsˇinou da´va´me 1) a touto va´hou se vyna´sob´ı zbyle´ sourˇadnice
x a y.
2. Pouzˇijeme transformacˇn´ı matici
R =
 cosα sinα 0− sinα cosα 0
0 0 1

3. Nove´ sourˇadnice bodu B′ = [x′, y′, w′] vypocˇ´ıta´me vyna´soben´ım B′ = B ·R
Pokud chceme rotovat okolo libovolneˇ zvolene´ho strˇedu S[x, y], mus´ıme pouzˇ´ıt metodu
Posun – Rotace – Posun pomoc´ı transformacˇn´ı matice pro posunut´ı:
P =
 1 0 00 1 0
δx δy 1

2.3 Lokalizace a segmentace
Lokalizace je proces, prˇi ktere´m je zkouma´no rozlozˇen´ı textu na stra´nce. Je nezbytne´ lokali-
zovat oblasti s textem a oddeˇlit je od obra´zku a grafiky. Naprˇ´ıklad u syste´mu trˇ´ıdeˇn´ı posˇty
mus´ı by´t adresa oddeˇlena od ostatn´ı grafiky jako jsou zna´mky, loga spolecˇnost´ı apod.
Po lokalizaci prˇicha´z´ı na rˇadu segmentace, prˇi ktere´ jsou izolova´ny jednotlive´ znaky
z textu. Obvykle je segmentace zalozˇena na principu sledova´n´ı spojity´ch komponent, tj.
kazˇda´ spojena´ tmava´ oblast. Tato technika je snadno implementovatelna´, avsˇak proble´my
nasta´vaj´ı, pokud se znaky navza´jem doty´kaj´ı nebo naopak jsou rozpadle´ na neˇkolik cˇa´st´ı
(obr. 2.4).
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Obra´zek 2.3: Otocˇen´ı obra´zku podle pocˇa´tku sourˇadnic o u´hel α
Obra´zek 2.4: Prˇ´ıklady znehodnoceny´ch znak˚u
2.4 Bina´rn´ı obraz – prahova´n´ı
Pro na´slednou extrakci prˇ´ıznak˚u pomoc´ı moment˚u (viz 3.1) potrˇebujeme obraz v tzv.
bina´rn´ı podobeˇ, kde kazˇdy´ pixel nese jednobitovou informaci – 1/0 (b´ıla´/cˇerna´ barva).
Bina´rn´ı obraz mu˚zˇeme z´ıskat naprˇ´ıklad pomoc´ı prahova´n´ı. Prahova´n´ı je metoda, kdy se
intenzita jednotlivy´ch pixel˚u prˇevede na maxima´ln´ı resp. minima´ln´ı hodnotu. Algoritmus
pro prahova´n´ı 8 bit bitmapy (alg. 1):
Algorithm 1 Prahova´n´ı
Require: pra´h t ∈ 〈0, 255〉
for all pixely p v bitmapeˇ do
if intenzita pixelu p > t then
intenzita pixelu p← 255
else
intenzita pixelu p← 0
end if
end for
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Kapitola 3
Klasifikace vzor˚u
3.1 Extrakce prˇ´ıznak˚u
Obvykle nejproblematicˇteˇjˇs´ı cˇa´st OCR syste´mu˚. U´kolem je z´ıska´n´ı za´kladn´ıch charakteristik
kazˇde´ho znaku. Veˇtsˇina metod popisuje znak prˇ´ımo z rastru obra´zku. Jine´ metody z´ıska´vaj´ı
urcˇite´ rysy charakterizuj´ıc´ı znak, ale nevsˇ´ımaj´ı si ned˚ulezˇity´ch atribut˚u.
Jedna z pouzˇ´ıvany´ch technik prˇi extrakci prˇ´ıznak˚u je pouzˇit´ı moment˚u – za rys znaku
je bra´n moment tmavy´ch bod˚u, naprˇ. vzhledem ke strˇedu gravitace nebo k vybrane´mu
pocˇa´tku sourˇadnic.
HU momenty
Hu momenty jsou sada absolutneˇ ortogona´ln´ıch (vcˇetneˇ rotace) momentovy´ch invariant˚u,
ktere´ mohou by´t pouzˇity pro rozpozna´va´n´ı neza´visle´m na meˇrˇ´ıtku, pozici a rotaci roz-
pozna´vane´ho vzoru. Hu, viz [10], je definoval pomoc´ı normalizovany´ch centra´ln´ıch moment˚u
do trˇet´ıho rˇa´du, viz [12]. Sedm Hu moment˚u:
I1 = η20 + η02
I2 = (η20 − η02)2 + 4η211
I3 = (η30 + 3η12)2 + (3η21 − η03)2
I4 = (η30 + η12)2 + (η21 + η03)2
I5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] +
+(3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
I6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2 + 4η11(η30 + η12)(η21 + η03))]
I7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2] +
+(η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
3.2 Neuronove´ s´ıteˇ
Umeˇle´ neuronove´ s´ıteˇ si ve sve´ funkci kladou za vzor neuronove´ s´ıteˇ biologicke´.
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Biologicka´ neuronova´ s´ıt’
Lidsky´ mozek se skla´da´ z asi 1011 vy´pocˇetn´ıch element˚u zvany´ch neurony, ktere´ spolu
komunikuj´ı prostrˇednictv´ım s´ıteˇ vazeb. Vstup do s´ıteˇ je umozˇneˇn smyslovy´mi receptory,
podle vy´sledne´ho zpracova´n´ı jsou rˇ´ızeny efektory.
Neuron (obr. 3.1) se skla´da´ ze trˇ´ı hlavn´ıch cˇa´st´ı: Teˇlo, z neˇhozˇ vycha´z´ı jeden pomeˇrneˇ
dlouhy´ vy´stup – axon, a mnozˇstv´ı dendrit˚u, ktere´ tvorˇ´ı vstup neuronu. Dendrity se s axony
sousedn´ıch neuron˚u sty´kaj´ı prostrˇednictv´ım rozhran´ı – tzv. synapse. Prˇena´sˇene´ signa´ly jsou
elektricke´ impulsy, jejichzˇ prˇenos je ovlivneˇn uvolnˇova´n´ım chemicky´ch la´tek v synaps´ıch.
Tyto chemicke´ la´tky p˚usob´ı jako tzv. excita´tory, pokud umozˇnˇuj´ı na´sleduj´ıc´ımu neuronu
generovat impuls, nebo jako tzv. inhibitory, pokud naopak schopnost generovat snizˇuj´ı.
Aktivace neuronu nastane tehdy, prˇekrocˇ´ı-li hodnota bud´ıc´ıch vstupn´ıch signa´l˚u hodnotu
tlumı´c´ıch signa´l˚u o urcˇitou hodnotu.
Obra´zek 3.1: Stavba neuronu biologicke´ s´ıteˇ
Modelova´n´ı neuron˚u
Podobneˇ jako u biologicky´ch neuronovy´ch s´ıt´ı, tak i u umeˇly´ch, je za´kladn´ı stavebn´ı jed-
notkou neuron. Modely umeˇly´ch neuron˚u jsou urcˇity´m zp˚usobem seskupeny a mezi sebou
vza´jemneˇ propojeny, cˇ´ımzˇ tvorˇ´ı umeˇlou neuronovou s´ıt’. Kazˇda´ neuronova´ s´ıt’ jako celek
realizuje urcˇitou, pro ni typickou transformacˇn´ı funkci - prˇeva´d´ı (transformuje) hodnoty
vstupn´ıch velicˇin na hodnoty velicˇin vy´stupn´ıch. Cˇasto jsme postaveni prˇed proble´m, zˇe
dany´ proces nen´ı mozˇne´ s uspokojivou prˇesnost´ı matematicky popsat, nebo exaktn´ı mate-
maticky´ model procesu je tak slozˇity´, zˇe jeho prˇ´ıpadna´ algoritmizace je bud’ cˇasoveˇ a pro-
gramoveˇ velmi na´rocˇna´ nebo dokonce nemozˇna´.
Propojen´ı dvou na sebe navazuj´ıc´ıch neuron˚u je uvedeno na obr. 3.2. Podle umı´steˇn´ı
teˇchto neuron˚u deˇl´ıme neurony na zdrojove´ (presynapticke´ - prˇed synaps´ı) a na c´ılove´
(postsynapticke´ - po synapsi). Va´hy spojen´ı mezi jednotlivy´mi neurony jsou oznacˇeny sym-
bolem wij . Prˇ´ıslusˇne´ indexy charakterizuj´ı spojen´ı od i -te´ho zdrojove´ho neuronu k j -te´mu
c´ılove´mu neuronu.
Topologie (stavba) s´ıt´ı
Spolecˇny´m rysem vsˇech topologi´ı umeˇly´ch neuronovy´ch s´ıt´ı je veˇtsˇinou jejich vrstevnata´
struktura:
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Obra´zek 3.2: Propojen´ı neuron˚u
• vstupn´ı vrstva – je tvorˇena tzv. zdrojovy´mi uzly, slouzˇ´ı ke vstupu urcˇite´ho signa´lu
z okol´ı a jeho rozdeˇlen´ı do neuron˚u na´sleduj´ıc´ı vrstvy. Lze ji cha´pat jako pasivn´ı
prvky s jednotkovy´m prˇenosem, ktere´ nemaj´ı vlastnosti klasicke´ho neuronu.
• jedna nebo v´ıce skryty´ch vrstev – neurony transformuj´ı vstupy z prˇedchoz´ı vrstvy do
na´sleduj´ıc´ı. U´kolem skryty´ch vrstev je zvy´sˇen´ı aproximacˇn´ıch vlastnost´ı neuronove´
s´ıteˇ jako celku.
• vy´stupn´ı vrstva – jej´ızˇ neurony prˇeda´vaj´ı vy´stupn´ı signa´ly ze s´ıteˇ do okol´ı. Tyto signa´ly
jsou pak odezvou neuronove´ s´ıteˇ na signa´ly vstupn´ı.
Podle toku signa´lu neuronovou s´ıt´ı je deˇl´ıme na:
• doprˇedne´ – signa´l se v nich sˇ´ıˇr´ı po orientovany´ch spojen´ıch jen jedn´ım smeˇrem, tzn.
od vstupn´ı vrstvy k vy´stupn´ı.
• rekurentn´ı (zpeˇtnovazebn´ı) – mezi neurony nebo vrstvami existuj´ı nav´ıc zpeˇtne´ vazby.
V teˇchto s´ıt´ıch se neˇkdy teˇzˇko definuje vstupn´ı a vy´stupn´ı vrstva.
Proces ucˇen´ı umeˇle´ neuronove´ s´ıteˇ
Za´kladn´ı a velmi podstatnou vlastnost´ı umeˇle´ neuronove´ s´ıteˇ je jej´ı schopnost ucˇen´ı. Proces
ucˇen´ı prˇedstavuje dynamicky´ proces, prˇi ktere´m docha´z´ı k modifikaci vhodny´ch, nasta-
vitelny´ch parametr˚u prˇ´ıslusˇne´ neuronove´ s´ıteˇ za u´cˇelem dosazˇen´ı pozˇadovane´ shody mezi
vy´stupy z modelovane´ soustavy a vy´stupy z neuronove´ s´ıteˇ. V drtive´ veˇtsˇineˇ prˇ´ıpad˚u se
proces ucˇen´ı soustrˇed’uje na adaptaci vah spojen´ı mezi neurony. Neˇkdy mohou by´t na-
stavitelny´mi parametry take´ strmosti aktivacˇn´ıch funkc´ı nebo postupna´ zmeˇna struktury
neuronove´ s´ıteˇ. Proces ucˇen´ı by´va´ charakterizova´n urcˇity´m algoritmem ucˇen´ı. Algoritmus
ucˇen´ı obecneˇ urcˇuje, jaky´m zp˚usobem docha´z´ı ke zmeˇneˇ nastavitelny´ch parametr˚u neuro-
nove´ s´ıteˇ. Algoritmus tedy prˇedstavuje urcˇitou strategii, ktera´ je kombinova´na urcˇity´mi
konkre´tn´ımi matematicky´mi operacemi.
Topologie perceptronove´ BackPropagation neuronove´ s´ıteˇ
Perceptronove´ neuronove´ s´ıteˇ patrˇ´ı mezi nejzna´meˇjˇs´ı a v praxi nejpouzˇ´ıvaneˇjˇs´ı neuronove´
s´ıteˇ. Topologie mu˚zˇe by´t tvorˇena bud’ jedn´ım vy´konny´m prvkem – neuronem (jednoduchy´
perceptron), nebo v´ıce neurony (v´ıcevrstvy´ perceptron). Za´kladn´ım vy´konny´m prvkem per-
ceptronovy´ch s´ıt´ı je model neuronu s linea´rneˇ va´zˇenou agregacˇn´ı funkc´ı a skokovou aktivacˇn´ı
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funkc´ı. Pozˇadovana´ funkce neuronove´ s´ıteˇ je zada´na tre´novac´ı mnozˇinou ve tvaru dvojic vek-
tor˚u – vektoru vstupn´ıch vzor˚u a vektoru pozˇadovany´ch (c´ılovy´ch) hodnot. Vy´stup z per-
ceptronu je pocˇ´ıta´n podle na´sleduj´ıc´ı rovnice:
y =

0 pro
n∑
i=0
wixi < 0
1 pro
n∑
i=0
wixi ≥ 0
Neuronova´ s´ıt’ BackPropagation je v´ıcevrstva´ perceptronova´ doprˇedna´ s´ıt’, jej´ızˇ va´hy prˇi
ucˇen´ı, viz [7], jsou nastavova´ny na za´kladeˇ zpeˇtne´ho sˇ´ıˇren´ı chyby.
MSE – Mean square error
Chyba uda´va´ mı´ru rozd´ılu mezi hodnotami vy´stupn´ıho vektoru s´ıteˇ a pozˇadovany´mi hod-
notami pro vsˇechna tre´novac´ı data. Pocˇ´ıta´ se po kazˇde´ eposˇe (cyklu) beˇhem tre´nova´n´ı. Cˇ´ım
je nizˇsˇ´ı, t´ım je s´ıt’ v´ıce naucˇena na dany´ vzorek tre´novac´ıch dat. Avsˇak prˇ´ıliˇs intenzivn´ı
ucˇen´ı mu˚zˇe ve´st azˇ k tzv. prˇeucˇen´ı, kdy s´ıt’ perfektneˇ rozpozna´va´ tre´novac´ı data, ale ztra´c´ı
schopnost generalizace. Proto se veˇtsˇinou prˇi tre´nova´n´ı pocˇ´ıta´ i MSE dat, ktere´ s´ıt’ jesˇteˇ
”nevideˇla“. Podle pr˚ubeˇhu lze urcˇit, kdy MSE nezna´my´ch dat zacˇ´ına´ r˚ust. V tomto mı´steˇ
by se meˇlo prˇestat s ucˇen´ım s´ıteˇ, aby nedosˇlo k prˇetre´nova´n´ı (obr. 3.3)
ideální konec učení
Počet epoch
Chyba
testovací data
trénovací data
Obra´zek 3.3: Pr˚ubeˇh chyby prˇi ucˇen´ı
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Kapitola 4
Soucˇasny´ stav
4.1 Historie
Uzˇ v roce 1929 obdrzˇel Gustav Tauschek patent na OCR v Neˇmecku. Jeho stroj byl me-
chanicky´m zarˇ´ızen´ım vyuzˇ´ıvaj´ıc´ı vzory. Na kazˇdy´ znak byly postupneˇ prˇikla´da´ny vzory se
znaky opacˇne´ho vy´rˇezu, na neˇ bylo posv´ıceno, a pokud se vzor s p´ısmenem dokonale kryli
(na fotodetektor nedopadalo zˇa´dne´ sveˇtlo), znak byl rozpozna´n. V 50. letech se v USA ob-
jevily prvn´ı syste´my zalozˇene´ na obrazove´ analy´ze, ktere´ byly schopny akceptovat i neˇkolik
variant font˚u. OCR se zacˇ´ına´ komercˇneˇ rozsˇiˇrovat. Od 60. let se OCR zacˇalo hojneˇ vyuzˇ´ıvat
naprˇ´ıklad v posˇtovn´ıch sluzˇba´ch na trˇ´ıdeˇn´ı posˇty.
4.2 Soucˇasnost
V dnesˇn´ı dobeˇ mu˚zˇeme rozliˇsit neˇkolik oblast´ı rozpozna´va´n´ı textu, viz [1]:
• Strojopisny´ text a proble´m s jeho rozpozna´va´n´ım se v nesˇn´ı dobeˇ povazˇuje za te´meˇrˇ
vyrˇesˇeny´. Neˇktere´ syste´my jsou schopny rozpozna´vat znaky azˇ s 99% u´speˇsˇnost´ı.
I prˇes velkou prˇesnost rozpozna´va´n´ı je v neˇktery´ch oborech potrˇeba osobn´ı kontrola
prˇ´ıpadny´ch chyb.
• Rucˇneˇ psany´ text je objektem dnesˇn´ıch vy´zkumu˚. Celkem u´speˇsˇneˇ se darˇ´ı tzv. ”roz-
pozna´va´n´ı za letu“, kdy se znaky rozpozna´vaj´ı prˇ´ımo prˇi psan´ı. Algoritmy v teˇchto
syste´mech vyuzˇ´ıvaj´ı vy´hody, zˇe doprˇedu znaj´ı porˇad´ı, smeˇr a rychlost psan´ı jednot-
livy´ch tvar˚u znak˚u. Tento princip se bohuzˇel neda´ vyuzˇ´ıt prˇi rozpozna´va´n´ı naskeno-
vane´ho textu, kde vy´sˇe zmı´neˇne´ vy´hody nelze vyuzˇ´ıt. Prˇestozˇe mu˚zˇeme dosa´hnout
kolem 80% u´speˇsˇnosti prˇi rozpozna´va´n´ı cˇisteˇ napsane´ho textu, sta´le vznika´ mnoho
chyb a proto se tato technologie da´ pouzˇ´ıt jen zrˇ´ıdka. Tato oblast OCR se take´ neˇkdy
oznacˇuje ICR – Intelligent Character Recognition.
• Kurz´ıva, takte´zˇ objekt dnesˇn´ıch vy´zkumu˚. U´speˇsˇnost rozpozna´va´n´ı je dokonce mensˇ´ı
nezˇ prˇi rucˇneˇ psane´m textu. Vysˇsˇ´ı u´speˇsˇnosti se da´ dosa´hnout pouze za vyuzˇit´ı kon-
textovy´ch a gramaticky´ch informac´ı. Naprˇ´ıklad rozpozna´n´ı cely´ch slov je jednodusˇsˇ´ı
nezˇ zkousˇen´ı segmentovat jednotliva´ p´ısmenka z textu.
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4.3 Dalˇs´ı pouzˇ´ıvane´ metody OCR
Extrahova´n´ı rys˚u
Extrahovac´ı techniky jsou veˇtsˇinou rozdeˇleny do dvou hlavn´ıch skupin:
• Rozlozˇen´ı bod˚u – tato technika je zalozˇena na statisticke´m rozlozˇen´ı bod˚u v mrˇ´ızˇce.
Veˇtsˇinou je tolerantn´ı k deformaci a variaci stylu znaku. Prˇ´ıklady technik:
– Rozdeˇlen´ı do pa´sem (Zoning) – obra´zek se znakem je rozdeˇlen na neˇkolik prˇekry´vaj´ıc´ıch
se nebo neprˇekry´vaj´ıc´ıch oblast´ı. Rys znaku je pak da´n hustotou tmavy´ch mı´st
v jednotlivy´ch regionech (obr. 4.1).
– Pr˚usecˇ´ıky (Crossings) – tato technika, cˇasto vyuzˇ´ıva´na v komercˇn´ıch syste´mech,
je zalozˇena na pocˇtu pr˚usecˇ´ıku znaku s prˇedem zvoleny´mi vektory (4.2).
Obra´zek 4.1: Rozdeˇlen´ı do pa´sem (Zoning)
Obra´zek 4.2: Metoda pr˚usecˇ´ık˚u
• Struktura´ln´ı analy´za – beˇhem analy´zy je popisova´na geometricka´ a topologicka´ struk-
tura znaku. Hledaj´ı se za´kladn´ı prvky (u´secˇky, oblouky, smycˇky, koncove´ body) a vzda´lenosti
mezi nimi. V porovna´n´ı s ostatn´ımi technikami je struktura´ln´ı analy´za mnohem v´ıce
tolerantn´ı k sˇumu a stylu znaku, me´neˇ vsˇak uzˇ k rotaci. Bohuzˇel tato metoda nepatrˇ´ı
mezi trivia´ln´ı, a neˇktere´ cˇa´sti sta´le z˚usta´vaj´ı v oblasti vy´zkumu.
Klasifikace
Prˇ´ıklad dalˇs´ıch pouzˇ´ıvany´ch technik:
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• Shoda (Matching) – skupina metod zalozˇena´ na stupni podobnosti, kdy se pocˇ´ıta´
vzda´lenost mezi vektorem rysu rozpozna´vane´ho znaku a vektorem popisuj´ıc´ı trˇ´ıdu.
Za´kladem je Euklidovska´ vzda´lenost, viz [5].
• Adaboost , viz [2], SVM - Support Vector Machine, viz [3] – dalˇs´ı prˇ´ıklady pouzˇ´ıvany´ch
klasifika´tor˚u.
Vı´ce o obecne´ teorii OCR syste´mu˚, viz [9].
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Kapitola 5
Na´vrh
Tato kapitola popisuje na´vrh jednoduche´ho programu na rozpozna´va´n´ı textu z obra´zku -
velmi jednoduchy´ OCR syste´m.
Cely´ program jsem rozdeˇlil na neˇkolik podproble´mu˚, jak popisuje obra´zek 5.1.
Start
Segmentace
řádků a znaků
Klasifikace
pomocí sítě
Konec
Korekce 
pootočení
Načtení a 
prahování
Obra´zek 5.1: Jednotlive´ cˇa´sti programu
5.1 Nacˇten´ı a prahova´n´ı
Obra´zek s textem je nacˇten jako 8 bit bitmapa, tedy obra´zek ve stupn´ıch sˇedi, kazˇdy´ pixel
obsahuje diskre´tn´ı hodnotu 0-255.
Pro dalˇs´ı zpracova´n´ı je vsˇak potrˇeba, aby byl obra´zek v binarizovane´m stavu, tedy aby
obsahoval pouze minima´ln´ı a maxima´ln´ı hodnoty (pouze cˇerna´ a b´ıla´ barva), obr. 5.2. Za
t´ımto u´cˇelem je provedeno jednoduche´ prahova´n´ı (viz teorie, str. 6). Pra´h je standardneˇ
nastaven na hodnotu 160. Z toho plyne nevy´hoda, zˇe pro obra´zky s mensˇ´ım kontrastem
mezi textem a pozad´ım by tato hodnota nemusela stacˇit. Proto lze tuto hodnotu rucˇneˇ
meˇnit. Dalˇs´ı mozˇnost´ı by bylo pouzˇit´ı adaptivn´ıho prahova´n´ı, ktere´ bere v u´vahu i okol´ı
prahovane´ho bodu.
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Obra´zek 5.2: Nacˇteny´ obra´zek a vy´sledek na´sledne´ho prahova´n´ı
5.2 Korekce pootocˇen´ı
Protozˇe prˇi skenova´n´ı mu˚zˇe doj´ıt k pootocˇen´ı cele´ho textu, je aplikova´na jednoducha´ metoda
pro zjiˇsteˇn´ı u´hlu pootocˇen´ı.
Obra´zek je protnut neˇkolika vektory urcˇite´ho u´hlu a je spocˇ´ıta´n pocˇet vektor˚u, ktere´ ne-
prot´ınaj´ı zˇa´dne´ p´ısmenko. Tento pocˇet je ulozˇen. Pote´ je zvolen jiny´ u´hel vektor˚u a vy´pocˇet
se opakuje. Po ”vyzkousˇen´ı“ neˇkolika r˚uzny´ch u´hl˚u je vybra´n ten, ktery´ meˇl nejv´ıce vek-
tor˚u neprot´ınaj´ıc´ıch zˇa´dny´ text (obr. 5.3). Tato jednoducha´ metoda dobrˇe funguje jen pro
obra´zky, kde je text po cele´m obra´zku, kde nejsou velke´ pra´zdne´ plochy mezi textem. Mozˇne´
rˇesˇen´ı, v obra´zku nejprve detekovat oblast textu a pote´ metodu pouzˇ´ıt pouze v te´to oblasti.
Uka´zka pseudoko´du pro detekci u´hlu v rozmez´ı -5 azˇ 5 stupnˇ˚u (alg. 2) pouzˇite´ho v pro-
gramu.
Algorithm 2 Detekce u´hlu pootocˇen´ı
for uhel z −5 ≤ uhel ≤ 5 krok 0.5 stupnˇ˚u do
for y z 0 ≤ y ≤ vyskaObrazku krok 5 pixel˚u do
projdi vektor z bodu[0,y] pod u´hlem uhel a spocˇ´ıtej pocˇet p tmavy´ch mı´st
if p ≤ tolerance then
pocˇet pra´zdny´ch vektor˚u pv = pv + 1
end if
end for
do asociativn´ıho pole pole ulozˇ uhel a prˇ´ıslusˇny´ pocˇet pra´zdny´ch vektor˚u pv
end for
return v pole najdi MAX(pv) a vrat’ prˇ´ıslusˇny´ uhel
Po zjiˇsteˇn´ı u´hlu je provedeno jednoduche´ otocˇen´ı cele´ho obra´zku pomoc´ı transformacˇn´ı
matice, viz str. 5.
5.3 Segmentace rˇa´dk˚u a znak˚u
Po prahova´n´ı a prˇ´ıpadne´ rotaci je obra´zek prˇipraven na segmentaci jednotlivy´ch rˇa´dk˚u
a znak˚u. Segmentace prob´ıha´ na za´kladeˇ histogramu.
Segmentace rˇa´dk˚u vyuzˇ´ıva´ horizonta´ln´ı histogram, ten uda´va´ pocˇet tmavy´ch bod˚u na
jednotlivy´ch rˇa´dc´ıch bitmapy. Oblasti s mensˇ´ım pocˇtem tmavy´ch mı´st jsou bra´ny jako
mezery, ostatn´ı oblasti jako rˇa´dky (obr. 5.4).
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Úhel: 0 stupňů
žádný prázdný vektor
Úhel: -5 stupňů
3 prázdné vektory (tučně)
Obra´zek 5.3: Zjiˇsteˇn´ı pootocˇen´ı, testova´ny r˚uzne´ u´hly
řádek
mezera
Obra´zek 5.4: Segmentace rˇa´dk˚u pomoc´ı histogramu
Segmentace znak˚u na rˇa´dku prob´ıha´ stejny´m zp˚usobem, tentokra´te pomoc´ı horizonta´ln´ıho
histogramu pro kazˇdy´ rˇa´dek. Za´rovenˇ se pocˇ´ıta´ i pr˚umeˇrna´ sˇ´ıˇrka znak˚u, ktera´ je pozdeˇji
vyuzˇita pro rozpozna´n´ı mezery mezi slovy.
5.4 Extrakce prˇ´ıznak˚u (rys˚u)
Jednotlive´ obra´zky znak˚u jsou zmensˇeny na jednotnou velikost a prˇipraveny na extrakci. Pro
popis znak˚u jsem zvolil Hu momenty. Teˇchto sedm moment˚u by meˇlo by´t invariantn´ıch v˚ucˇi
meˇrˇ´ıtku a rotaci. Zp˚usob vy´pocˇtu viz str. 7. Momenty jsou prˇivedeny na vstup neuronove´
s´ıteˇ.
5.5 Tre´novac´ı data
Jako tre´novac´ı data jsem chteˇl pouzˇ´ıt sadu obra´zk˚u p´ısmenek latinske´ abecedy. Bohuzˇel,
nepodarˇilo se mi na internetu naj´ıt zˇa´dnou volneˇ dostupnou databa´zi obra´zk˚u. Proto jsem
si musel vytvorˇit maly´ program na generova´n´ı p´ısmenek do obra´zk˚u. Obra´zky jsou pak
prˇevedeny na tre´novac´ı soubor obsahuj´ıc´ı vektor Hu moment˚u kazˇde´ho p´ısmenka a k neˇmu
odpov´ıdaj´ıc´ı vektor identifikuj´ıc´ı znak.
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5.6 Topologie s´ıteˇ
Prvn´ı na´vrh
Pu˚vodn´ı prˇedstava byla takova´, zˇe by program meˇl rozpozna´vat prˇedem neurcˇeny´ pocˇet
r˚uzny´ch znak˚u, teoreticky vsˇechny znaky sady UTF. Prvn´ı struktura s´ıteˇ byla tvorˇena 7
neurony na vstupu, neˇkolika neurony ve skryte´ vrstveˇ (za´lezˇ´ı na pocˇtu tre´novac´ıch dat) a jen
jedn´ım neuronem ve vy´stupn´ı vrstveˇ, ktery´ naby´val hodnoty 0 azˇ teoreticky´ch 65 536. Hned
po prvn´ıch pokusech s tre´nova´n´ım bylo jasne´, zˇe perceptronova´ neuronova´ s´ıt’ BackPropagation
(viz str. 9) si s touto topologi´ı neporad´ı.
Souhrn:
vstupn´ı vrstva – 7 neuron˚u – Hu momenty
skryte´ vrstvy – jedna skryta´ vrstva
vy´stupn´ı vrstva – jeden neuron - hodnoty 0 - 65 536 (teoreticky) pro kazˇdy´ znak
Druhy´ na´vrh
Prˇi vytva´rˇen´ı druhe´ s´ıteˇ jsem se nechal inspirovat cˇla´nkem Daniela Admassua, viz [6], ktery´
jako vy´stupn´ı vrstvu pouzˇil 16 neuron˚u. Kazˇdy´ neuron naby´va´ hodnot 0 a 1 a vy´sledny´
vektor uda´va´ cˇ´ıslo znaku v bina´rn´ı hodnoteˇ. Topografie druhe´ s´ıteˇ je na obra´zku 5.5.
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Obra´zek 5.5: Na´vrh topologie s´ıteˇ cˇ´ıslo 2
Vy´sledky ucˇen´ı vsˇak nebyly o nic lepsˇ´ı, s´ıt’ sta´le nereagovala na dane´ vstupy a vy´stupy.
Zkousˇel jsem nejr˚uzneˇjˇs´ı kombinace aktivacˇn´ıch funkc´ı v neuronech, r˚uzne´ ucˇ´ıc´ı metody,
rychlosti ucˇen´ı. Prvn´ı na´znaky ucˇen´ı se objevily azˇ prˇi pouzˇit´ı topologie evolucˇn´ı (kaska´dova´)
mı´sto topologie pevne´ (obr. 5.6). S´ıt’ na zacˇa´tku obsahuje pouze vstupn´ı a vy´stupn´ı vrstvu.
Skryte´ vrstvy se doda´vaj´ı azˇ prˇi ucˇen´ı, kazˇda´ obsahuje pouze jeden neuron.
S´ıt’ se naucˇila tre´novac´ı data na pozˇadovanou chybu a zda´lo se, zˇe jsem konecˇneˇ na
spra´vne´ cesteˇ. Avsˇak s´ıt’ byla prˇetre´novana´, nebyla schopna generalizace, jiny´mi slovy, umeˇla
rozpoznat pouze obra´zky znak˚u, na ktery´ch byla tre´nova´na. Mı´rneˇ odliˇsny´ rozmeˇr cˇi posu-
nut´ı vedlo k neschopnosti znak rozpoznat. Proto jsem se vra´til k pevne´ topologii, jako na
zacˇa´tku. Veˇrˇil jsem, zˇe u´speˇch bude za´viset na spra´vne´m nastaven´ı s´ıteˇ.
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Obra´zek 5.6: Topologie s´ıteˇ po kaska´dn´ım ucˇen´ı
Souhrn:
vstupn´ı vrstva – 7 neuron˚u – Hu momenty
skryte´ vrstvy – 27 skryty´ch vrstev, kazˇda´ obsahuje jeden neuron
vy´stupn´ı vrstva – 16 neuron˚u, kazˇdy´ nese hodnotu 1 nebo 0, vy´sledny´ vektor uda´va´
bina´rn´ı cˇ´ıslo reprezentuj´ıc´ı kazˇdy´ znak
Trˇet´ı na´vrh
Tato struktura perceptronove´ s´ıteˇ je stejna´ jako v prˇedchoz´ım pokusu, akora´t jsem sn´ızˇil
vy´stupn´ı vektor z 16 neuron˚u na 9. Tedy pevna´ topologie, vstupn´ı vektor 7 Hu moment˚u, 1
skryta´ vrstva 100 neuron˚u, vy´stupn´ı vrstva 9 neuron˚u reprezentuj´ıc´ı bina´rn´ı hodnotu znaku.
Tre´novac´ı mnozˇinu jsem zu´zˇil jen na obra´zky cˇ´ısel 0-9 r˚uzny´ch font˚u a velikost´ı. Tre´novac´ı
data jsem rozdeˇlil na 2 cˇa´sti, na jedne´ se s´ıt’ ucˇila, druhou pouzˇ´ıvala pro kontrolu chyby
MSE (viz str.10), aby nedosˇlo k prˇeucˇen´ı.
Vy´sledky rozpozna´va´n´ı byly nedostacˇuj´ıc´ı, proto jsem se vra´til opeˇt k na´vrhu struktury
cele´ s´ıteˇ.
Souhrn:
vstupn´ı vrstva – 7 neuron˚u – Hu momenty
skryte´ vrstvy – 1 skryta´ vrstva, 100 neuron˚u
vy´stupn´ı vrstva – 16 neuron˚u, kazˇdy´ nese hodnotu 1 nebo 0, vy´sledny´ vektor uda´va´
bina´rn´ı cˇ´ıslo reprezentuj´ıc´ı kazˇdy´ znak
Fina´ln´ı na´vrh
Uka´zalo se, zˇe na´vrh vy´stupn´ıho vektoru byl od pocˇa´tku sˇpatny´. Prˇ´ıstup, kdy podle vstupn´ıho
vektoru se snazˇ´ıme urcˇit vy´stupn´ı vektor o v´ıce hodnota´ch, je sp´ıˇse vhodny´ pro neuronove´
s´ıteˇ typu asociativn´ı pameˇti nebo typu ART. Perceptronova´ s´ıt’ se s t´ımto proble´mem neumı´
vyporˇa´dat. Proto jsem opeˇt poopravil vy´stupn´ı vrstvu. Tentokra´t obsahuje tolik neuron˚u,
kolik je rozpozna´vany´ch znak˚u, a kazˇdy´ znak je reprezentova´n pra´veˇ jedn´ım neuronem.
Vstupn´ı vrstva obsahuje 7 neuron˚u, jedina´ skryta´ 80 neuron˚u. Vy´stupn´ı obsahuje 56 neu-
ron˚u, kde kazˇdy´ neuron reprezentuje jedno p´ısmeno. Nakonec jsem se rozhodl rozpozna´vat
alesponˇ velka´ a mala´ p´ısmena anglicke´ abecedy (je jich 56).
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Souhrn:
vstupn´ı vrstva – 7 neuron˚u – Hu momenty
skryte´ vrstvy – 1 skryta´ vrstva, 80 neuron˚u
vy´stupn´ı vrstva – 56 neuron˚u, kazˇdy´ nese hodnotu 1 nebo 0, porˇad´ı hodnoty 1 ve vektoru
reprezentuje jeden z 56 znak˚u (velke´ a male´ znaky anglicke´ abecedy)
Pr˚ubeˇhy ucˇen´ı a vy´sledky schopnosti rozpozna´va´n´ı neˇktery´ch topologi´ı jsou v popsa´ny
v kapitole Vy´sledky, viz str. 22.
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Kapitola 6
Implementace
Uka´zkovy´ program pro rozpozna´va´n´ı textu je implementova´n v jazyce C++. Od zacˇa´tku byl
navrzˇen tak, aby byl pokud mozˇno multiplatformn´ı. Vyv´ıjen a u´speˇsˇneˇ odzkousˇen byl pod
operacˇn´ım syste´mem Windows XP Professional. Program vyuzˇ´ıva´ dveˇ extern´ı knihovny:
• OpenCV – Open source knihovna, kterou zacˇala vyv´ıjet spolecˇnost Intel. Knihovna
se stara´ o vesˇkerou pra´ci okolo obra´zk˚u. Je rychla´ a snadno pouzˇitelna´.
Url: http://www.intel.com/technology/computing/opencv/
• FANN – volneˇ dostupna´ knihovna pro pra´ci s neuronovy´mi s´ıteˇmi. Implementuje
v´ıcevrstvou umeˇlou neuronovou s´ıt’ podporuj´ıc´ı plneˇ nebo cˇa´stecˇneˇ propojene´ s´ıteˇ. Je
multiplatformn´ı, umozˇnˇuje vy´pocˇty v pevne´ i pohyblive´ cˇa´rce. Obsahuje prostrˇedky
pro snadnou manipulaci s tre´novac´ımi daty.
Url: http://leenissen.dk/fann/index.php
Program je realizova´n jako konzolova´ aplikace, ktera´ se ovla´da´ pomoc´ı parametr˚u:
ocr.exe obra´zek [-d -nr -p pra´h -t tolerance -s sı´t’]
• -d – Zapnout zobrazova´n´ı jednotlivy´ch krok˚u zpracova´va´n´ı obra´zku
• -nr – Nepokousˇet se opravovat pootocˇen´ı textu
• -p – Nastavit pra´h pro prahova´n´ı, rozmez´ı 0-255
• -t – Nastavit toleranci prˇi segmentaci rˇa´dk˚u a p´ısmenek, rozsah 0-100
• -s – Zvolit jinou nezˇ defaultn´ı s´ıt’ pro rozpozna´va´n´ı
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Kapitola 7
Vy´sledky
7.1 Korekce pootocˇen´ı textu
Provedl jsem neˇkolik test˚u s pootocˇeny´mi obra´zky v rozmez´ı -10 azˇ 10 stupnˇ˚u. Dostatecˇneˇ
kontrastn´ı text, ktery´ za´rovenˇ pokry´val veˇtsˇinu plochy obra´zku, byl ve veˇtsˇineˇ prˇ´ıpad˚u
spra´vneˇ vyrovna´n.
Rozpoznaný úhel: 7.5 stupňů Úspěšné pootočení stránky
Rozpoznaný úhel: -6.5 stupňů Úspěšné pootočení stránky
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7.2 Lokalizace rˇa´dk˚u a segmentace znak˚u
Segmentace rˇa´dk˚u a znak˚u prob´ıha´ na za´kladeˇ pocˇtu tmavy´ch mı´st v oblasti, proto je hodneˇ
za´visla´ na ”cˇistoteˇ“ obra´zku. Dalˇs´ı ovlivnˇuj´ıc´ı faktor je kontrast mezi textem a pozad´ım.
Proto je potrˇeba zvolit vhodny´ pra´h pro prahova´n´ı.
Obra´zek 7.1: Dostatecˇneˇ kontrastn´ı text, zˇa´dny´ sˇum, prˇesto docha´z´ı ke splynut´ı neˇkolika
p´ısmenek v jedno (naprˇ. ve sloveˇ ktery´)
Chyby nasta´vaj´ı v oblastech, kde se p´ısmenka doty´kaj´ı. Rˇesˇen´ım by mohla by´t jina´
hodnota prahova´n´ı, nebo na obra´zek pouzˇ´ıt metodu zuzˇova´n´ı a t´ım p´ısmenka rozpojit.
Problematicˇteˇjˇs´ı jsou vsˇak p´ısmenka, jejichzˇ postaven´ı neumozˇnˇuje naj´ıt mezeru pouzˇity´m
algoritmem. Naprˇ´ıklad p´ısmenka AV se prˇ´ıliˇs prˇekry´vaj´ı. Rˇesˇen´ı – pouzˇ´ıt jiny´ algoritmus.
Obra´zek 7.2: Vy´sledek segmentace naskenovane´ho textu, zde se neprojevilo zˇa´dne´ splynut´ı
7.3 Tre´nova´n´ı
Zde uva´d´ım jednotlive´ pr˚ubeˇhy ucˇen´ı pro r˚uzne´ topologie.
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Na´vrh cˇ. 3 - ucˇen´ı pouze znak˚u cˇ´ısel
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Obra´zek 7.3: Pr˚ubeˇh ucˇen´ı neuronove´ s´ıteˇ
Ucˇen´ı bylo ukoncˇeno po 8000 epocha´ch, aby se zabra´nilo prˇeucˇen´ı. Prˇipomı´na´m, zˇe zde se
s´ıt’ ucˇila jen 10 znak˚u (cˇ´ısla 0-9) a topologie byla jina´, nezˇ u na´sleduj´ıc´ıch prˇ´ıklad˚u. Pro
zaj´ımavost uva´d´ım uka´zku schopnosti rozpozna´va´n´ı te´to s´ıteˇ (obr. 7.4).
znaky 6 a 9 se síť vůbec nenaučila
Obra´zek 7.4: Vy´sledek rozpozna´va´n´ı obra´zku
Fina´ln´ı na´vrh - ucˇen´ı velky´ch a maly´ch znak˚u anglicke´ abecedy
Vy´sledky ucˇen´ı fina´ln´ı s´ıteˇ. Pouzˇita jsou stejna´ tre´novac´ı i testovac´ı data, stejny´ ucˇ´ıc´ı algo-
ritmus. Topologie s´ıt´ı se liˇs´ı pouze v pocˇtu neuron˚u ve skryte´ vrstveˇ.
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Obra´zek 7.5: Pr˚ubeˇh ucˇen´ı s´ıteˇ s 80 neurony ve skryte´ vrstveˇ
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Obra´zek 7.6: Pr˚ubeˇh ucˇen´ı s´ıteˇ s 300 neurony ve skryte´ vrstveˇ
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Obra´zek 7.7: Pr˚ubeˇh ucˇen´ı s´ıteˇ s 500 neurony ve skryte´ vrstveˇ
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Obra´zek 7.8: Pr˚ubeˇh MSE na tre´novac´ıch datech vypada´ nejle´pe pro s´ıt’ 80
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Obra´zek 7.9: Pr˚ubeˇh MSE na testovac´ıch datech je u vsˇech s´ıt´ı podobny´
Vy´sledky jsou celkem prˇekvapive´. Prˇestozˇe 80 neuron˚u ve skryte´ vrstveˇ se na prvn´ı
pohled mu˚zˇe zda´t ma´lo, ma´ tato s´ıt’ v porovna´n´ı s ostatn´ımi nejlepsˇ´ı pomeˇr pr˚ubeˇh˚u MSE
tre´novac´ıch a testovac´ıch dat.
7.4 Rozpozna´va´n´ı
Vy´sledna´ s´ıt’ umı´ neˇktera´ p´ısmenka rozpoznat. Le´pe rozpozna´va´ velka´ p´ısmenka (obr. 7.10)
nezˇ mala´ (obr. 7.11).
Za´meˇrneˇ neuva´d´ım zˇa´dne´ procentua´ln´ı vy´sledky, protozˇe jak je videˇt z obra´zk˚u, program
ma´ proble´m rozpoznat i idea´ln´ı obra´zky. Jaky´koli mı´rneˇ degradovany´ znak uzˇ nerozpozna´.
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Obra´zek 7.10: Vy´sledek rozpozna´va´n´ı velky´ch p´ısmen
Obra´zek 7.11: Vy´sledek rozpozna´va´n´ı maly´ch p´ısmen
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Kapitola 8
Za´veˇr
C´ılem te´to pra´ce bylo sezna´mit se s dnesˇn´ımi metodami rozpozna´va´n´ı textu v obraze a na
jejich za´kladeˇ vytvorˇit jednoduchy´ program pro rozpozna´va´n´ı strojopisne´ho textu.
Vy´sledna´ aplikace demonstruje pouzˇit´ı neˇkolika zvoleny´ch metod:
• Korekce rotace textu hleda´n´ım pra´zdny´ch vektor˚u.
• Segmentace textu za pouzˇit´ı vertika´ln´ıch a horizonta´ln´ıch histogramu˚.
• Extrahova´n´ı rys˚u s vyuzˇit´ım Hu moment˚u .
• Klasifikace znak˚u pomoc´ı neuronovy´ch s´ıt´ı.
Z vy´sledk˚u je patrne´, zˇe zvolene´ metody zpracova´n´ı obrazu je mozˇne´ u´speˇsˇneˇ pouzˇ´ıt na
veˇtsˇinu strojopisne´ho textu. Naopak kombinace Hu moment˚u a neuronovy´ch s´ıt´ı prˇi klasi-
fikaci nen´ı prˇ´ıliˇs idea´ln´ı. Toto spojen´ı je pouzˇitelne´ pouze pro mensˇ´ı pocˇet rozpozna´vany´ch
znak˚u (naprˇ´ıklad pro cˇ´ıslice). U´speˇsˇnost rozpozna´n´ı take´ hodneˇ za´vis´ı na kvaliteˇ zdrojove´ho
obra´zku. Prˇ´ıcˇinou nejsp´ıˇse budou zvolene´ Hu momenty, ktere´ nedoka´zˇou dostatecˇneˇ rozliˇsit
veˇtsˇ´ı pocˇet znak˚u a jsou velmi citlive´ na sebemensˇ´ı zmeˇnu vzhledu znaku. Lepsˇ´ıch vy´sledk˚u
by mohlo by´t dosazˇeno pouzˇit´ım jine´ metody extrakce prˇ´ıznak˚u, naprˇ´ıklad pouzˇit´ım tzv.
skeletonizace. Tato metoda vytvorˇ´ı z kazˇde´ho znaku kostru (spojita´ oblast tmavy´ch bod˚u
o sˇ´ıˇrce 1 pixel), ze ktere´ se daj´ı urcˇit smeˇry sousedn´ıch bod˚u, a pomoc´ı pocˇtu jednotlivy´ch
smeˇr˚u charakterizovat znaky. Metoda by mohla by´t me´neˇ na´chylna´ na degradaci znak˚u.
V budouc´ıch fa´z´ıch projektu je mozˇne´ se zameˇrˇit na dalˇs´ı metody extrakce a klasifikace,
naprˇ´ıklad implemenetovat vy´sˇe zmı´neˇnou skeletonizaci nebo vyzkousˇet dalˇs´ı topologie neu-
ronovy´ch s´ıt´ı.
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