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We consider a map f = ( f1, . . . , fn) :Rn0 → Rn0 given for x =
(x1, . . . , xn) by
f i(x) = xiψi(xi) +
∑
α∈I
αiaαx
α
where I is a ﬁnite subset of Zn0, aα is a constant in R0 for
each α ∈ I , and ψ1, . . . ,ψn are differentiable order-preserving
functions R0 → R>0. We prove that f is a bijection. Surjectivity
arises as a consequence of the Brouwer Fixed-Point Theorem. For
injectivity, we show that the Jacobian matrix of f is everywhere
a P-matrix and we then apply the Gale–Nikaidô Global Univalence
Theorem. With ψ1 = · · · = ψn = 1, f is a positive polynomial
map of interest in the study of chemical networks of reversible
binding reactions. For these, we propose notions of elementary and
composite species and of normal and complete networks. Many
networks in pharmacology and other ﬁelds fall in these classes.
We prove that their equilibrium states and detailed-balanced states
coincide and are unique with respect to total concentrations of
elementary species. The map f gives rise to an equation that
has a unique solution which gives the equilibrium state. We
also prove that concentrations always converge to the equilibrium
state, thereby settling for complete networks the Global Attractor
Conjecture, which aﬃrms this property for the larger class of
complex-balancing networks.
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We discuss in this article the equilibrium states of certain chemical reaction networks of interest
in biosciences. We use new results on global univalence that are of interest in their own right. These
and related topics are presented in Sections 2–4. We begin by recording the notion of P-matrix and
its use to obtain injectivity. We then prove global injectivity and bijectivity for certain classes of
maps and we note relations with aspects of the theory of ﬁxed points. Some of the maps considered
appear naturally when studying the detailed-balanced states of the reaction networks we focus on.
Interestingly, P-matrices and global univalence have recently found a number of applications in the
study of chemical reaction networks; see for instance Soulé [33], Craciun and Feinberg [10], and
Banaji, Donnell and Baigent [2]. Sections 5–8 cover the reaction network theoretic topics. We deﬁne
notions of elementary and composite species. These attributes are relative to a given network and
are consistent with chemical intuition. We then propose the class of normal networks and the larger
class of complete networks, both within networks of reversible binding reactions. Many networks of
interest in biosciences, e.g. pharmacology, fall in these classes. We apply results from the ﬁrst part to
prove the existence and uniqueness of the detailed-balanced state of normal networks with respect to
total concentrations of elementary species. We also prove that detailed-balanced state and equilibrium
state coincide. We then extend these results to complete networks. We proceed by induction on the
new notion of height of a species; a complete network has a canonically associated normal network
and normal networks are simply complete networks of height one. Finally we address the issue of
convergence to equilibrium state. This property, which is conjectured in Horn [22] and in Craciun,
Dickenstein, Shiu and Sturmfels [9] to hold for complex-balancing networks, is shown to hold for
complete networks.
The following notations will be used throughout the paper. For m,n ∈ Z, [m..n] = {k ∈ Z: m 
k  n}. If M is an n × n matrix and K ⊆ [1..n], M|K is the principal submatrix of M supported on K .
We denote en,i the n-tuple having 1 in position i and 0 elsewhere. We denote 0n and 1n the n-tuples
whose components all equal 0 and 1 respectively. For x= (x1, . . . , xn) ∈ Rn and α = (α1, . . . ,αn) ∈ Rn ,
if xiαi is deﬁned for all i ∈ [1..n], then xα = x1α1 · · · xnαn . The length of α is |α| = |α1| + · · · + |αn|, its
1-norm.
2. P-matrices
A real square matrix is said to be a P-matrix (resp. a P0-matrix) if all its principal minors are
positive (resp. non-negative). Berman and Plemmons [3] have several characterizations and properties
of P-matrices and of P0-matrices in Chapter 6, Sections 2 and 4 respectively. Also, any real positive-
deﬁnite (resp. real positive-semideﬁnite) matrix is a P-matrix (resp. a P0-matrix); see for instance
Horn and Johnson [24, Section 7.1.5] or Bhatia [4, Section 1.1, Condition (ii)].
The following lemma will lead to another means of obtaining P- and P0-matrices. It can be derived
from the n-linearity of the determinant, and is found in Garcia and Zangwill [17, Lemma 1].
Lemma 2.1. Let D and M be n × n matrices over some commutative ring with identity, with D =
diag(d1, . . . ,dn). We have
det(D + M) =
∑
K⊆[1..n]
( ∏
i∈[1..n]\K
di
)
det(M|K )
= d1 · · ·dn + detM +
∑
∅=K[1..n]
( ∏
i∈[1..n]\K
di
)
det(M|K ).
Lemma 2.1 immediately implies the next result.
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1. If d1, . . . ,dn  0 and M is a P0-matrix, then det(D + M) 0.
2. If d1, . . . ,dn  0 and M is a P-matrix, or if d1, . . . ,dn > 0 and M is a P0-matrix, then det(D + M) > 0.
The principal submatrices of a P0-matrix (resp. a P-matrix) are P0-matrices (resp. a P-matrices). So
Proposition 2.2 leads to Proposition 2.3.
Proposition 2.3. Let D and M be n× n real matrices with D = diag(d1, . . . ,dn).
1. If d1, . . . ,dn  0 and M is a P0-matrix, then D + M is a P0-matrix.
2. If d1, . . . ,dn  0 and M is a P-matrix, or if d1, . . . ,dn > 0 and M is a P0-matrix, then D+M is a P-matrix.
3. Univalence
The classical Inverse Function Theorem ensures local injectivity of a function around a point where
its Jacobian matrix is non-singular. Several authors have studied global injectivity, also known as
global univalence. Parthasarathy [29] collects a lot of what is known on the topic, including ap-
plications in several disciplines. The following theorem of Gale and Nikaidô [16, Theorem 4 and
Remark 4.3] is particularly prominent. (By interval in Rn , we mean the Cartesian product of n in-
tervals of R.)
Theorem 3.1 (Gale and Nikaidô). Let D be an interval in Rn and let f : D → Rn be a differentiable function. If
for every x ∈ D, the Jacobian matrix J( f , x) of f at x is a P-matrix, then f is injective.
We can now state and prove our general global injectivity result.
Theorem 3.2. Let ϕ1, . . . , ϕn be differentiable functions R0 → R such that ϕ′1, . . . , ϕ′n > 0 on R0 , let I be
a ﬁnite subset of Zn0 , and let aα ∈ R0 for each α ∈ I . Let the function
f = ( f1, . . . , fn) : Rn0 → Rn
be given for i ∈ [1..n] and x = (x1, . . . , xn) ∈ Rn0 by
fi(x) = ϕi(xi) +
∑
α∈I
αiaαx
α.
For every x ∈ Rn0 , the Jacobian matrix J( f , x) of f at x is a P-matrix.
The function f : Rn0 → Rn is injective.
Proof. Let the function p = (p1, . . . , pn) : Rn0 → Rn be given by pi(x) =
∑
α∈I αiaαxα , so that f =
(ϕ1 × · · · × ϕn) + p. Then
J( f , x) = diag(ϕ′1(x1), . . . ,ϕ′n(xn))+ J(p, x).
We have x j∂ j pi(x) =∑α∈I αiα jaαxα . So
J(p, x) · diag(x1, . . . , xn) =
∑
α∈I
aαx
ααTα.
The matrix αTα is the Gram matrix G(α1, . . . ,αn) and is thus positive-semideﬁnite. (See for instance
Bhatia [4, Exercise 1.1.1].) Then J(p, x) · diag(x1, . . . , xn) is positive-semideﬁnite as a non-negative lin-
ear combination of positive-semideﬁnite matrices. Therefore, J(p, x) · diag(x1, . . . , xn) is a P0-matrix. It
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P0-matrix if x1, . . . , xn  0. Then by Proposition 2.3, J( f , x) is a P-matrix for every x ∈ Rn0. Thus, by
Theorem 3.1, f is injective. 
Remark 3.3. The results of Theorem 3.2 still hold if we weaken the requirement I ⊂ Zn0 into I ⊂
({0} ∪ R1)n , and also if we merely require I ⊂ Rn but restrict the domain of f to Rn>0.
The map ϕ1 × · · · × ϕn in Theorem 3.2 is a diagonal map in the sense of Deﬁnition 1.1.1 of Ortega
and Rheinboldt [28]. The book has several results on when a map Rn → Rn that is the sum of a
diagonal map and another map is a homeomorphism, provided the second summand is a linear map.
Theorem 3.4 is such a result in which the second summand need not be linear, but it applies only
over Rn0.
Theorem 3.4. Let ψ1, . . . ,ψn be differentiable order-preserving functions R0 → R>0 , let I be a ﬁnite subset
of Zn0 , and let aα ∈ R0 for each α ∈ I . Let the function
f = ( f1, . . . , fn) : Rn0 → Rn0
be given for i ∈ [1..n] and x= (x1, . . . , xn) ∈ Rn0 by
fi(x) = xiψi(xi) +
∑
α∈I
αiaαx
α.
For every x ∈ Rn0 , the Jacobian matrix J( f , x) of f at x is a P-matrix.
The function f : Rn0 → Rn0 is a differentiable bijection.
If ψ1, . . . ,ψn : R0 → R are of class Ck, where k ∈ Z1 ∪ {∞}, then f : Rn0 → Rn0 is Ck-
diffeomorphism.
Proof. It follows from Theorem 3.2 that the Jacobian matrix of f at every point is a P-
matrix, and that f is injective. We show that f : Rn0 → Rn0 is surjective. Let the function
F = (F1, . . . , Fn) :Rn0 × Rn0 → Rn0 be given by
Fi(b, x) = bi
ψi(xi) +∑α∈I,αi1 αiaαxα−en,i .
Then we have f (x) = b ⇔ F (b, x) = x. So to prove that f : Rn0 → Rn0 is surjective, it is suf-
ﬁcient to prove that for every b ∈ Rn0, the function F (b,−) : Rn0 → Rn0 has a ﬁxed point.
The function F (b,−) does have a ﬁxed point by the Brouwer Fixed-Point Theorem (see for in-
stance Khamsi and Kirk [26, Theorem 1.4]). Indeed, F (b,−) ranges into the compact interval
[0,b1/ψ1(0)] × · · · × [0,bn/ψn(0)], a subset of its domain.
Now let k be a positive integer and assume that ψ1, . . . ,ψn : R0 → R are of class Ck . For each
i ∈ [1..n], we extend ψi : R0 → R to a class Ck function ψ˜i : R → R by setting
ψ˜i(t) =
k∑
r=0
1
r!ψ
(r)
i (0)t
r for t ∈ R<0.
We then extend f to the class Ck function f˜ = ( f˜1, . . . , f˜n) : Rn → Rn given by
f˜ i(x) = xiψ˜i(xi) +
∑
αiaαx
α.α∈I
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Ω = {x ∈ Rn: det(J( f˜ , x))> 0}.
Then Ω is an open subset of Rn and Ω ⊃ Rn0. By the Inverse Function Theorem (see for instance
Marsden and Hoffman [27, Theorem 7.1.1]), f˜ is a local Ck-diffeomorphism throughout Ω . Then, with
the fact that f : Rn0 → Rn0 is bijective, we obtain that f is a Ck-diffeomorphism. 
Consider the function f of Theorem 3.4 with ψ1 = · · · = ψn = 1 and the function F of the proof.
There is a need for algorithms to solve the equation f (x) = b with speed and a priori assurance of
success because of the applications discussed in this paper. This can be done in some cases through
the equivalent ﬁxed-point formulation F (b, x) = x, as shown in Theorems 5.3 and 5.4 of Gnacadja [18].
It would be interesting to see how this can be done more generally.
4. A larger class of univalent maps
The argument in Theorem 3.4 for the surjectivity of f is based on the Brouwer Fixed-Point The-
orem and only requires f = IdRn0  G , where  denotes componentwise multiplication and G is a
continuous order-preserving map Rn0 → Rn>0. Note that thanks to the total ordering of the real line,
this also implies injectivity if n = 1. For injectivity in Theorem 3.2, we required
f = (ϕ1 × · · · × ϕn) + p
where p = (p1, . . . , pn) is a polynomial map with
pi(x) =
∑
α∈I
pi,αx
α
and for each α ∈ I , (pi,α)1in is a non-negative vector collinear with α. This is quite a stringent
requirement and it would be interesting to see whether it could be weakened. So we pose
Question 4.1. Let n ∈ Z2 and k ∈ Z0 ∪ {∞}. If a map G : Rn0 → Rn>0 is order-preserving and of class Ck,
what additional properties of G would ensure that the map f = IdRn0  G : Rn0 → Rn0 is a bijection?
Equivalently, if a map F : Rn0 → Rn>0 is order-reversing and of class Ck, what additional properties of F
would ensure that it has a unique ﬁxed point?
The answer is not trivial because there are examples of order-reversing and inﬁnitely smooth maps
F : Rn0 → Rn>0 that possess multiple ﬁxed points. Following is a procedure adapted from Di Lena [12]
to construct such examples.
Consider an order-reversing function Φ : R0 → R>0 and suppose u, v ∈ R>0 with u < v form
a 2-orbit of Φ , or equivalently that u and v are ﬁxed points of Φ2 = Φ ◦ Φ but not of Φ . Let
F :R20 → R2>0 be deﬁned by F (x1, x2) = (Φ(x2),Φ(x1)). The map F is order-reversing and as smooth
as Φ , and the points (u, v) and (v,u) are two distinct ﬁxed points of F .
To have a function Φ as required, one can take Φ : R0 → R>0 strictly order-reversing and of
class C1, which implies that Φ has a unique ﬁxed point w , and require |Φ ′(w)| > 1. It is not diﬃcult
to verify that these conditions are satisﬁed with Φ(t) = 11+tq when q > q0 ≈ 4.142. For instance, with
q = 5, we get w ≈ 0.778 and |Φ ′(w)| ≈ 1.110, and also u ≈ 0.577 and v ≈ 0.940.
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With this section, we begin discussing the problems that motivated the developments presented
thus far. We cover the deﬁnitions and basic properties of certain concepts from Chemical Reaction
Network Theory, an area of research concerned with the mathematical study of chemical systems.
The classical reference in the ﬁeld is the lecture notes of Feinberg [14]. Gunawardena [20] is a more
recent tutorial that revisits the theory in a fashion that stresses the linearity that is concealed in
the non-linear dynamical systems that arise. We deﬁne chemical reaction networks in Deﬁnition 5.1
as is ordinarily done in the ﬁeld; see for instance Feinberg [15, Deﬁnition 2.1]. The deﬁnition is a
formalization of an intuitive notion from chemistry and will use the notion of multiset. Let X be
a set. A multiset or bag over X is a map X → Z0. Intuitively, a multiset over X is a collection of
elements of X in which items are possibly repeated. A multiset μ : X → Z0 is often denoted by the
formal sum M =∑x∈X μ(x)x or M =∑x∈X μxx. The map μ is then the multiplicity map of M and
μ(x) or μx is the multiplicity of x in M . A subset of X is a multiset over X , the multiplicity map of
which ranges into {0,1}. In particular, we have the empty multiset over X which, in the formal sum
notation, is denoted 0; and given x ∈ X , we have the singleton multiset x.
Deﬁnition 5.1. A Chemical Reaction Network is a triplet N = (S ,C ,R) where
• S is a non-empty ﬁnite set;
• C is a non-empty ﬁnite set of multisets over S ;
• R is a binary relation on C , i.e a subset of C ×C .
The elements of S , C and R are respectively the species, the complexes and the reactions.
The source and target maps s, t : R → C are the restrictions to R of the ﬁrst and second projec-
tions π1,π2 :C ×C →C .
The stoichiometry map σ : C × S → Z0 is the map such that for a complex Y ∈ C , the map
σ(Y ,−) : S → Z0 is the multiplicity map of Y , i.e. Y =∑X∈S σ(Y , X)X . The integer σ(Y , X) is
the stoichiometric coeﬃcient of species X in complex Y . When S and C are ordered, it is customary
to arrange the stoichiometric coeﬃcients in an |S | × |C | matrix, the complex matrix.
The real vector space RS of functions S → R is of interest. With the notation whereby X ∈ S
also denotes the singleton multiset with element X , we have that S is a basis of RS and C ⊆ RS .
Consider the function v= π2 −π1 :C ×C → RS . For a reaction R , v(R) = t(R)− s(R) is the reaction
vector of R . The subspace of RS spanned by the reaction vectors is the stoichiometric space and its
dimension is the rank of the network.
In practice, a species is any particle that can participate in a chemical reaction, e.g. an atom,
a molecule or an ion; and a complex is any formal linear combination of species with non-negative
integer coeﬃcients that is the source or the target of a reaction. The zero complex as a source com-
plex indicates inﬂow, and as a target complex indicates outﬂow. Three sensible restrictions are often
imposed: each species belongs to at least one complex; no complex reacts to itself, i.e. for every reac-
tion R ∈R, s(R) = t(R); and every complex participates in at least one reaction, i.e. C = s(R)∪ t(R).
The dynamic evolution of a reaction network is often assumed to be governed by the Law of Mass
Action; see for instance Feinberg [15, Section 3].
Deﬁnition 5.2.
• An association or binding reaction is one for which the target complex is a singleton and the source
complex is not zero and is not a singleton.
• A dissociation reaction is one for which the source complex is a singleton and the target complex
is not zero and is not a singleton.
• A composite species is a species that is the target of a binding reaction or is the source of a
dissociation reaction.
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• A binding (resp. dissociation) reaction is reduced if all species in its source complex (resp. target
complex) are elementary.
• A network of binding (resp. dissociation) reactions is reduced if all reactions are reduced.
Example 5.3. Consider the species R, A, B, RA, RB, RAB and the following reversible binding reac-
tions.
(a) R + A R A,
(b) R + B RB,
(c) R A + B R AB,
(d) RB + A R AB,
(e) R + A + B R AB.
• Species R, A, B, RA, RB, RAB and reactions (a), (b), (e):
The network is reduced, and is pre-normal in the sense of Section 6.
• Species A, B, RA, RB, RAB and reactions (c), (d):
The network is reduced. However, it suggests that RA and RB are elementary species; it is not
pre-normal. Intuitively it is not complete. More precisely, it is not pre-complete in the sense of
Section 7.
• Species R, A, B, RA, RB, RAB and reactions (a)–(d) or (a)–(e):
The network is not reduced but is pre-complete.
The notions of elementary and composite species will be instrumental for the classes of networks
we study here. Two recent articles have introduced similar concepts. Shinar, Alon and Feinberg [30]
introduce elemented and constructive networks; in a constructive network, a species is either an ele-
ment or a compound. Adleman, Gopalkrishnan, Huang, Moisset and Reishus [1] propose the concept
of atomic event-systems.
We introduce some more useful concepts.
Deﬁnition 5.4.
• Let X and Y be species. We say that X produces Y and denote X Y if there exists a binding
reaction whose source complex contains X and whose target is Y .
• A production chain is a ﬁnite sequence S0, . . . , S of species such that if  1, then Si−1 Si for
i ∈ [1..]. We call , S0 and S respectively the length, the initial species and the terminal species
of the production chain, and we say that S0 ultimately produces S .
• Let X be a species.
A full production chain of X is a production chain that terminates with X and whose initial species
is an elementary species.
The height of X , h(X), is the supremum of the lengths of all full production chains of X if such
chains exist, and is ∞ if all production chains terminating with X are non-full.
• The height of the network is the supremum of the heights of all species.
The height h(X) is the maximum number of steps the formation of X can take. We collect in
Proposition 5.5 some properties of the height.
Proposition 5.5.
1. Let X be a species.
h(X) = 0 if and only if X is elementary.
h(X) = 1 if and only if X is composite and all binding reactions with target X are reduced.
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complex contains composite species.
2. A network of binding reactions is reduced if and only if it has height one, i.e. all composite species have
height one.
3. Let X and Y be species such that X Y .
If h(X) < ∞, then h(X) < h(Y ). If h(X) = ∞, then h(Y ) = ∞.
4. Let X be a species and suppose  = h(X) < ∞. Then X has a full production chain of length . For every
such chain S0, . . . , S , we have h(Si) = i for every i ∈ [0..].
5. If the set h(S ) of heights is bounded, then h(S ) = [0..max(h(S ))], i.e. every non-negative integer up
to the height of the network actually occurs as the height of some species.
Proof. The proof is easy. We provide details for part 4. We are given that h(S) =  and, by part 3,
h(Si)  h(Si+1) − 1 for each i ∈ [0..( − 1)]. It follows that h(Si)  i for each i ∈ [0..]. On another
hand, the sequence S0, . . . , Si is a full production chain of Si of length i. Therefore h(Si)  i. Thus,
h(Si) = i for each i ∈ [0..]. 
We extend the notion of height as follows.
Deﬁnition 5.6. Let U be an elementary species.
• Let X be a species. A full production chain relative to U of X is a full production chain of X whose
initial species is U .
The height relative to U of X , hU (X), deﬁned only if U ultimately produces X , is the supremum of
the lengths of all full production chains relative to U of X .
• The height relative to U of the network is the supremum of the height relative to U of all species.
Proposition 5.7.
1. Let X be a species and U be an elementary species.
hU (X) = 0 if and only if X = U .
If hU (X) = 1, then U produces X.
2. Let X and Y be species such that X Y and let U be an elementary species. If hU (X) < ∞, then hU (X) <
hU (Y ). If hU (X) = ∞, then hU (Y ) = ∞.
3. Let X be a species and U be an elementary species and suppose  = hU (X) < ∞. Then X has a full
production chain relative to U of length . For every such chain S0, . . . , S , we have hU (Si) = i for every
i ∈ [0..].
4. Let X be a species. The height h(X) equals the supremum of the relative heights hU (X) as U ranges over
the elementary species that ultimately produce X.
We omit the proof of Proposition 5.7. The statements are either plain or easily proved by mimick-
ing the proof of Proposition 5.5. The properties of height and relative height make of them possible
tools in inductive arguments on species. We will have such uses in the proofs of Theorems 7.7
and 7.10.
Remark 5.8. The reachability index deﬁned in Vol’pert and Hudjaev [34, pages 615–616] is another
integer attribute of species in a network. It is deﬁned recursively with respect to a reference set
of species. Species with ﬁnite reachability index are said to be reachable. The reachability index with
respect to the set of elementary species and the height are different in that the former can be thought
of as the minimum amongst candidate values, whereas for the latter, it is the maximum instead.
We will use the reachability index in Section 8.
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The idea of a normal network of reversible binding reactions is that it is what results when a
“well-formed” network of reversible binding reactions is simpliﬁed by combining and discarding in-
termediate steps. “Well-formed” here means complete in the sense of Section 7. In this section, we
introduce normal networks and apply univalence results of Section 3 to obtain the existence, the
uniqueness and a characterization their equilibrium state. We will then see in the next section that
the equilibrium state of a complete network coincides with that of its normalization, the normal
network resulting from the simpliﬁcation process.
Throughout this section, N = (S ,C ,R) is a network of reversible binding reactions, the elemen-
tary species of N are X1, . . . , Xn with n ∈ Z0, and Sc = S \ {X1, . . . , Xn} is the set of composite
species.
Deﬁnition 6.1.
• The network N is pre-normal if
– the network is reduced, i.e. all reactions are reduced, and
– taking the source and the target of binding reactions establishes a bijective correspondence
between non-singleton complexes and composite species.
• The network N is normal if it is pre-normal and its dynamic evolution is governed by the Law
of Mass Action.
Suppose the network N of reversible binding reactions is normal. Since all reactions are reduced,
there necessarily are elementary species, i.e. n 1. Deﬁnition 6.1 provides a bijection E ′ : Sc → C \
Sc such that for each composite species Y , E ′(Y ) is a complex of elementary species, and we have
the reversible binding reaction E ′(Y ) Y , and all reactions are obtained in this fashion. Consider the
injective map E ′′ :C \Sc → Zn0 \ {0n, en,1, . . . , en,n} such that E ′′(Z) = α = (α1, . . . ,αn) if and only
if Z =∑ni=1 αi Xi . We set I = E ′′(C \ Sc) and we index Sc by I through the injection E ′′ ◦ E ′ , i.e.
Sc = {Yα: α ∈ I} with E ′′(E ′(Yα)) = α. Then the network N is given by:
• The elementary species X1, . . . , Xn where n ∈ Z1;
• The composite species Yα where α = (α1, . . . ,αn) ∈ I and I is a non-empty ﬁnite subset of Zn0 \{0n, en,1, . . . , en,n};
• The reactions
α1X1 + · · · + αn Xn Yα, α ∈ I. (1)
Furthermore, because the Law of Mass Action applies, we have for each α ∈ I the association rate
constant k+α ∈ R>0 and the dissociation rate constant k−α ∈ R>0. And with xi and yα denoting the
concentrations of Xi and Yα , and x = (x1, . . . , xn), the time evolution of N is governed by the fol-
lowing autonomous dynamical system.
⎧⎨
⎩
x˙i =
∑
α∈I
αi
(
k−α yα − k+α xα
)
, i ∈ [1..n],
y˙α = k+α xα − k−α yα, α ∈ I.
(2)
Note that
x˙i +
∑
αi y˙α = 0, ∀i ∈ [1..n]. (3)
α∈I
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bi = xi +
∑
α∈I
αi yα, ∀i ∈ [1..n]. (4)
Then bi is the time independent total concentration of (free and bound) Xi . The conservation equa-
tions (4) can also be obtained by reasoning directly with chemical equations (1).
An equilibrium state is a state where the rates of change of all species is zero:
⎧⎨
⎩
∑
α∈I
αi
(
k−α yα − k+α xα
)= 0, ∀i ∈ [1..n],
k+α xα − k−α yα = 0, ∀α ∈ I.
(5)
A detailed-balanced state is a state where the rate of each association reaction equals the rate of the
corresponding dissociation reaction:
k+α xα = k−α yα, ∀α ∈ I. (6)
Systems (5) and (6) are equivalent. So the two notions of equilibrium state and detailed-balanced
state are the same for normal networks of reversible binding reactions.
The equilibrium binding constant is deﬁned as aα = k
+
α
k−α
. With this, Eq. (6) is equivalent to
yα = aαxα, ∀α ∈ I. (7)
Eq. (7) with conservation equation (4) yields,
xi +
∑
α∈I
αiaαx
α = bi, ∀i ∈ [1..n]. (8)
By Theorem 3.4, Eq. (8) has a unique non-negative solution for every non-negative vector b =
(b1, . . . ,bn). We have thus obtained the following.
Theorem 6.2. For a normal network of reversible binding reactions, the notion of equilibrium state and that
of detailed-balanced state coincide. Such state exists and is unique for any choice of total concentrations of
elementary species.
Consider such a network, with elementary species X1, . . . , Xn where n ∈ Z1 , composite species Yα
where α = (α1, . . . ,αn) ∈ I and I is a ﬁnite subset of Zn0 \ {0n, en,1, . . . , en,n}, and reactions α1X1 + · · · +
αn Xn Yα with equilibrium binding constants aα . Let b = (b1, . . . ,bn) ∈ Rn0 and x = (x1, . . . , xn) ∈ Rn0
such that bi and xi are the total and equilibrium concentrations of Xi . Then x is the unique non-negative
solution of the positive polynomial system
xi +
∑
α∈I
αiaαx
α = bi, i ∈ [1..n].
For composite species Yα , equilibrium concentrations are
yα = aαxα, α ∈ I.
xi = 0⇔ bi = 0. yα = 0⇔ ∃i ∈ [1..n]: αi  1 and bi = 0.
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Feinberg Deﬁciency-Zero Theorem (see for instance Feinberg [15, Theorem 4.1]). Let m be the
cardinality of I . There are 2m complexes and there are m (strong) linkage classes. Furthermore,
the m dissociation reaction vectors are linearly independent, whence the network has rank m. So
the deﬁciency is zero. On another hand, there is a canonical bijection between Rn>0 and the set of
positive stoichiometry compatibility classes: the class associated with b ∈ Rn>0 consists of the concen-
trations vectors for which b is the vector of total concentrations of elementary species. If there are
elementary species with zero total concentration, then they and the reactions they participate in
are removed from the network, and the network that remains is still normal. Another way to obtain
that the deﬁciency is zero is to apply Remark 8 of Craciun, Dickenstein, Shiu and Sturmfels [9]. It is
easy to ﬁnd the relevant Cayley matrix (it is an (n + 2m) × (2m) matrix) and to see that its kernel
is the zero vector space.
Normal networks were already considered in Section 5.1 of Gnacadja [18], although not formally
named so. The preceding discussion explains the use of the Deﬁciency-Zero Theorem in that prior
work, while Theorem 6.2 provides another justiﬁcation of the same assertion.
The ligand–receptor–antagonist–trap network studied in Gnacadja et al. [19] is normal. Note that in
that case, each composite species is composed of two elementary species. The presence of composite
species made of three or more elementary species will in general require the presence of reactions
that are not reduced. Indeed, reactions with source complexes of cardinality three or more are known
in Physical Chemistry to be rare events; see for instance the discussion on termolecular reactions in
Chang [5, Section 9.3]. Hence, in Example 5.3, the (pre-complete) network that has reactions (a)–(d) is
more realistic than the pre-normal network with reactions (a), (b), (e). We introduce the larger class
of complete networks in the next section to cover such situations.
7. Complete networks of reversible binding reactions
We introduce complete networks in this section. The normal networks discussed in the previous
section are particular instances of complete networks. We will see that a complete network has a
canonically-associated normal network, its normalization, with which it shares equilibrium states. This
leads to the existence, the uniqueness and a characterization of the equilibrium state of a complete
network by means of univalence results of Section 3.
We start off with some notations to be in effect throughout the section.
• Let N = (S ,C ,R) be a network of reversible binding reactions.
• Let X1, . . . , Xn with n ∈ Z0 be the elementary species of N .
• Let Sc =S \ {X1, . . . , Xn} be the set of composite species of N .
• For a composite species Y ∈Sc, let CY be the subset of C consisting of the complexes that are
sources of binding reactions with target Y .
• For a complex σ ∈ C and a species Z ∈ S , we have in Z0 the multiplicity σZ of Z in σ . Let
σi = σXi for i ∈ [1..n], so that σ = σ1X1 + · · · + σn Xn +
∑
Z∈Sc σZ Z .
The reactions are σ  Y , where Y ∈Sc and σ ∈CY , or more explicitly:
σ1X1 + · · · + σn Xn +
∑
Z∈Sc
σZ Z  Y , Y ∈Sc, σ ∈CY . (9)
If N is governed by the Law of Mass Action, then each Eq. (9) has an equilibrium binding constant
aY ,σ =
k+Y ,σ
k−Y ,σ
(10)
where k+Y ,σ ∈ R>0 and k−Y ,σ ∈ R>0 are the association and dissociation rate constants respectively.
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• The network N is pre-complete if it is equipped with an elementary composition map, an injective
map
E = (E1, . . . ,En) :Sc → Zn0 \ {0n, en,1, . . . , en,n}
subject to the following constraint:
∀Y ∈Sc, ∀σ ∈CY , E (Y ) = (σ1, . . . , σn) +
∑
Z∈Sc
σZE (Z). (11)
• The network N is regular if it is governed by the Law of Mass Action and it is equipped with an
equilibrium binding constant map, a map
Sc → R>0, Y → aY
subject to the following constraint:
∀Y ∈Sc, ∀σ ∈CY , aY = aY ,σ
∏
Z∈Sc
(aZ )
σZ . (12)
• The network N is complete if it is both pre-complete and regular.
It is important to note that Deﬁnition 7.1 attaches equilibrium binding constants to composite
species, not to reactions as is normally done in chemistry. The meaning of these possibly hypothetical
constants will be apparent in Deﬁnition 7.3. For the rest of this section, N is assumed to be a
complete network of reversible binding reactions.
We necessarily have elementary species, i.e. n 1. Indeed, if Sc = ∅, then all species are elemen-
tary. And if Sc = ∅, then the injectivity of E requires n  1. The injectivity of E also implies that
the sets CY for Y ∈ Sc are pairwise disjoint: if CY ∩ CY ′ = ∅, say σ ∈ CY ∩ CY ′ , then, by Eq. (11),
E (Y ) = E (Y ′), whence Y = Y ′ . In practice, this is saying that the binding of a non-singleton complex
cannot result in more than one composite species.
We now introduce a convenient indexing of the composite species and an ensuing amendment of
some notations. Let I = E (Sc). Through the injective map E , we index Sc by I , i.e. we let Sc =
{Yα: α ∈ I} with E (Yα) = α. Then we set
k+α,σ = k+Yα,σ , k−α,σ = k−Yα,σ , aα = aYα , aα,σ = aYα,σ , Jα =CYα , σβ = σYβ .
We also set J =⊔α∈I Jα and, for each i ∈ [1..n], hi = hXi for the relative height. Now, the elementary
species are still X1, . . . , Xn , the composite species are Yα with α ∈ I , the reactions are
σ1X1 + · · · + σn Xn +
∑
β∈I
σβYβ  Yα, α ∈ I, σ ∈ Jα, (13)
and constraints (11) and (12) become respectively (14) and (15):
∀α ∈ I, ∀σ ∈ Jα, α = (σ1, . . . , σn) +
∑
β∈I
σββ; (14)
∀α ∈ I, ∀σ ∈ Jα, aα = aα,σ
∏
β∈I
(aβ)
σβ . (15)
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Remark 7.2.
• If Yβ  Yα , then |β| < |α|. In particular, Yα does not produce itself. Equivalently, if σ ∈ Jα , then
σα = 0.
• More generally, Yα does not reoccur in any production chain with Yα as the terminal species. In
particular, Yα does not reoccur in any full production chain of Yα .
• h(Yα) < |α|.
• h(Yα) = 1 if and only if Jα = {σ } with (σ1, . . . , σn) = α and σβ = 0 for all β ∈ I .
• hi(Yα) is deﬁned, i.e. Xi ultimately produces Yα , if and only if αi  1.
The chemical interpretation of α is that it is the composition of Yα in terms of the elementary
species, i.e. in the customary chemical notation,
Y = (X1)α1 · · · (Xn)αn . (16)
Condition (14) is a structural integrity condition expressing the conservation of composition. The
existence of the elementary composition map expresses not only stoichiometric consistency but also
the requirement that all chemical mechanisms that occur be accounted for. Of course, a reaction net-
work in applications (e.g. biochemistry, pharmacology, . . . ) will ordinarily not be given with such map.
But it should be easy to infer it from the usual chemical description of the network. Motivating Deﬁ-
nition 7.1 is the contention that if a network of reversible binding reactions is not pre-complete, i.e. an
elementary composition map cannot be found, then it in fact is structurally, chemically incomplete. In
Example 5.3 for instance, the network consisting of reactions (c) and (d) is not pre-complete because
it indicates that composite species RAB has two elementary compositions, but adding reactions (a)
and (b) yields a pre-complete network. The reversible Michaelis–Menten mechanism as described in
Cornish-Bowden [7, Section 2.7.1] presents another interesting situation. The simpliﬁed form
E + S E S E + P ,
where E , S and P are respectively an enzyme, a substrate and a product, is a network of reversible
binding reactions that is not pre-complete. Adding the missing isomerization step yields
E + S E S E P  E + P ,
a network that no longer consists solely of reversible binding reactions. Such network is not in the
scope of this paper.
Condition (15) enforces the Principle of Detailed Balance. See Colquhoun, Dowsland, Beato and
Plested [6] for an explanation of this chemical principle and an attempt to impose it. In pharmacology,
the parameters for binding equilibrium that are considered are the equilibrium binding constants for
composite species of height one and the so-called cooperativity factors for composite species of height
two or higher. The multiplicative condition that is imposed amounts to condition (15). See for instance
Kenakin [25, Chapter 1].
We now turn our attention to the equilibrium and detailed-balanced states of complete networks.
Deﬁnition 7.3. The normalization N0 of N is the normal network of reversible binding reactions
for which the elementary species are X1, . . . , Xn , the composite species are Yα , the reactions are
α1X1 + · · · + αn Xn Yα , and their equilibrium binding constants are aα , where α ∈ I .
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• We do not specify the association and dissociation rate constants for N0. The network N0 will
be used only in connection with equilibrium and detailed-balanced states. By Theorem 6.2, these
rate constants determine these states only through the equilibrium binding constants.
• Unless each composite species is the target of a reduced binding reaction in N , N0 is not
a subnetwork of N . Networks N and N0 have the same set of species, but N0 can have
complexes and reactions that are not present in N .
We will now set up the dynamical system that describes the evolution of network N . Let
xi and yα denote the concentrations of elementary species Xi and composite species Yα , and let
x = (x1, . . . , xn) and y = (yα)α∈I . For σ ∈ J , we set
(x, y)σ = x(σ1,...,σn)
∏
α∈I
(yα)
σα =
( ∏
1in
(xi)
σi
)(∏
α∈I
(yα)
σα
)
.
Let α ∈ I and σ ∈ Jα . By the Law of Mass Action, the rates of the binding reaction and of the dissoci-
ation reaction in Eq. (13) are respectively k+α,σ (x, y)σ and k−α,σ yα . We set
rα,σ (x, y) = k−α,σ yα − k+α,σ (x, y)σ = k−α,σ
(
yα − aα,σ (x, y)σ
)
. (17)
We then deﬁne the function F with real-valued components Fi and Fα given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Fi(x, y) =
∑
α∈I
∑
σ∈ Jα
σirα,σ (x, y), i ∈ [1..n],
Fα(x, y) = −
∑
σ∈ Jα
rα,σ (x, y) +
∑
β∈I
∑
σ∈ Jβ
σαrβ,σ (x, y), α ∈ I.
(18)
By the Law of Mass Action, functions Fi and Fα give the rates of change of concentrations xi
and yα . In other words, the time evolution of network N is governed by the following autonomous
dynamical system:
(x˙, y˙) = F (x, y). (19)
The next theorem shows that the notion of total concentration of elementary species that we have
seen for normal networks extends to complete networks.
Theorem 7.5. For every i ∈ [1..n], we have Fi +∑α∈I αi Fα = 0, and so in the complete network of reversible
binding reactionsN , the total concentration of ( free and bound) elementary species Xi ,
bi = xi +
∑
α∈I
αi yα, (20)
is time invariant.
Proof. From Eq. (14), we have αi = σi +∑β∈I σββi for i ∈ [1..n], α ∈ I and σ ∈ Jα . Then
∑
α∈I
αi
∑
σ∈ J
rα,σ (x, y) =
∑
α∈I
∑
σ∈ J
σirα,σ (x, y) +
∑
α∈I
∑
σ∈ J
∑
β∈I
σββirα,σ (x, y)
α α α
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∑
β∈I
βi
∑
α∈I
∑
σ∈ Jα
σβrα,σ (x, y)
= Fi(x, y) +
∑
α∈I
αi
∑
β∈I
∑
σ∈ Jβ
σαrβ,σ (x, y)
= Fi(x, y) +
∑
α∈I
αi
(
Fα(x, y) +
∑
σ∈ Jα
rα,σ (x, y)
)
= Fi(x, y) +
∑
α∈I
αi Fα(x, y) +
∑
α∈I
αi
∑
σ∈ Jα
rα,σ (x, y).
It follows that Fi(x, y) +∑α∈I αi Fα(x, y) = 0. 
Let b ∈ Rn0. Consider the polytope P (b) deﬁned by Eqs. (20) and inequations (21):
xi  0, ∀i ∈ [1..n] and yα  0, ∀α ∈ I. (21)
Also, let P>0(b) and P≯0(b) be deﬁned by Eqs. (20) and respectively (21) with strict inequalities
in lieu of non-strict ones, and (21) with equalities in lieu of one or more non-strict inequalities.
Eqs. (20) are conservation equations which can also be obtained by stoichiometric accounting. On
another hand, inequations (21) do hold by Vol’pert and Hudjaev [34, Corollary on page 615]. Hence,
consistently with chemical interpretation, concentrations are non-negative. So the time evolution of
concentrations is conﬁned to polytope P (b). In the language of Chemical Reaction Network Theory,
P (b) is a positive stoichiometric compatibility class; see for instance Feinberg [15, Deﬁnition 3.3]. The
subsets P>0(b) and P≯0(b) are respectively the interior and the boundary of P (b), both relative to
the stoichiometric space S .
That P (b) is a positive stoichiometric compatibility class is because S equals the kernel of the lin-
ear map that calculates the total concentrations of elementary species; that map is effectively deﬁned
through the n instances of Eq. (20). The space S is indeed a subspace of the kernel because, as a re-
sult of Eq. (14), each reaction vector is in the kernel. This inclusion is in fact an equality because the
vectors (
∑n
i=1 αi Xi) − Yα for α ∈ I are linearly independent, and they are in S , a fact that is readily
seen by inductive reasoning on the height of Yα and again using Eq. (14). Also, each of the vectors
(
∑n
i=1 αi Xi) − Yα , α ∈ I is orthogonal to each of the vectors Xi +
∑
α∈I αi Y i , i ∈ [1..n]. This discussion
along with the observation that each (strong) linkage class is determined by Yα , for some α ∈ I , and
vice-versa, lead to the following.
Theorem 7.6. Consider the complete network of reversible binding reactions N . Let m be the number of
composite species, i.e. the cardinality of I . For each α ∈ I , let mα be the number of binding reactions with
target Yα , i.e. the cardinality of Jα . Finally, let m˜ be the number of binding reactions in the network N ;
m˜ =∑α∈I mα .
• The stoichiometric space S in R[1..n]unionsqI coincides with the kernel of the linear map
R
[1..n]unionsqI → Rn, (xi, i ∈ [1..n]; yα, α ∈ I) →
(
xi +
∑
α∈I
αi yα
)
i∈[1..n]
that calculates the total concentrations of elementary species. The space S admits the set
{(∑ni=1 αi Xi)−Yα: α ∈ I} as a basis. The dimension of S, i.e. the rank of the networkN , is the numberm
of composite species.
• The orthogonal S⊥ of S in R[1..n]unionsqI with respect to the canonical Euclidean structure admits the set
{Xi +∑α∈I αi Yα: i ∈ [1..n]} as a basis. The dimension of S⊥ is the number n of elementary species.
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δ = m˜−m =
∑
α∈I
(mα − 1).
Refer for instance to Feinberg [15] for the deﬁnition and some implications of the deﬁciency of
a network. Note that we recover the observation following Theorem 6.2 that normal networks of re-
versible binding reactions have deﬁciency zero. More generally, for a complete network, each α ∈ I
contributes (mα − 1) to the deﬁciency, and in particular does not contribute to the deﬁciency if Yα is
the target of only one binding reaction, e.g. if Yα has height one. Note also that S is also the stoichio-
metric space of the normalization network N0.
Theorem 7.6 shows that complete networks can occur with any deﬁciency. Nevertheless, their
equilibrium states possess the properties that we obtain in this section and in Section 8. Analogous
properties are usually obtained with the Horn–Jackson–Feinberg Deﬁciency-Zero Theorem (see for
instance Feinberg [15, Theorem 4.1]) which, as its name suggests, requires the network to have deﬁ-
ciency zero.
Theorem 7.7. For the complete network of reversible binding reactions N , a unique detailed-balanced state
exists for any choice of total concentrations of elementary species, and coincides with the unique detailed-
balanced state of the normalization network N0 for the same choice of total concentrations of elementary
species.
A practical implication of Theorem 7.7 is that the equilibrium state of N is found by solving the
polynomial system of Theorem 6.2 for the normalization N0. The method developed in Gnacadja [18]
can be useful for that purpose.
Proof. We will show that the detailed-balanced states of N0 and N coincide. This will be enough
because of Theorem 6.2. These states are determined by Eqs. (22) and (23) respectively:
yα = aαxα, ∀α ∈ I; (22)
yα = aα,σ (x, y)σ , ∀α ∈ I, ∀σ ∈ Jα. (23)
Suppose (x, y) is a detailed-balanced state of N0. Let α ∈ I . Then, using both constraints (14) and (15),
we have for every σ ∈ Jα :
yα = aαxα
=
(
aα,σ
∏
β∈I
(aβ)
σβ
)
x(σ1,...,σn)+
∑
β∈I σββ
= aα,σ
(∏
β∈I
(aβ)
σβ
)
x(σ1,...,σn)
(∏
β∈I
(
xβ
)σβ)
= aα,σ x(σ1,...,σn)
∏
β∈I
(
aβx
β
)σβ
= aα,σ x(σ1,...,σn)
∏
β∈I
(yβ)
σβ
= aα,σ (x, y)σ .
So (x, y) is a detailed-balanced state of N .
410 G. Gnacadja / Advances in Applied Mathematics 43 (2009) 394–414Suppose (x, y) is a detailed-balanced state of N . We proceed by induction on the height of Yα
to prove that yα = aαxα . Let α ∈ I . We are given that yα = aα,σ (x, y)σ for every σ ∈ Jα . Suppose
h(Yα) = 1. By Remark 7.2, we have Jα = {σ } with (σ1, . . . , σn) = α and σβ = 0 for all β ∈ I . So we
have (x, y)σ = xα and, by Eq. (15), aα = aα,σ . Hence, yα = aαxα . Now let  ∈ [2..h¯], where h¯ is the
height of network N , and assume for induction that yβ = aβxβ when h(Yβ) < . Suppose h(Yα) = .
Let σ ∈ Jα . If β ∈ I satisﬁes σβ > 0, i.e. if Yβ produces Yα , then h(Yβ) < , whence yβ = aβxβ . It
follows that (yβ)σβ = (aβ)σβ xσββ for all β ∈ I . Then:
yα = aα,σ (x, y)σ
= aα,σ x(σ1,...,σn)
∏
β∈I
(yβ)
σβ
= aα,σ x(σ1,...,σn)
(∏
β∈I
(aβ)
σβ
)(∏
β∈I
xσββ
)
=
(
aα,σ
∏
β∈I
(aβ)
σβ
)
x(σ1,...,σn)+
∑
β∈I σββ
= aαxα.
So (x, y) is a detailed-balanced state of N0. 
For networks of reversible binding reactions, the detailed-balanced states are precisely the
complex-balanced states. Complex-balanced states play a particularly important role in Chemical Re-
action Network Theory; see for instance Horn and Jackson [23], Horn [21], and Feinberg [13]. It is
known that when complex-balanced states exist, there is exactly one such state in every positive
stoichiometric compatibility class; see e.g. Gunawardena [20, Proposition 6.3]. We re-obtained this
result in Theorem 7.7 for complete networks of reversible binding reactions as a consequence of the
global univalence results of Section 3 and without having to exclude boundary cases. We do address
boundary situations with Theorem 7.10.
A complex-balanced state is always an equilibrium state. The following non-obvious result is about
a converse.
Theorem 7.8. (See Feinberg [14, Proposition 5.3], Gunawardena [20, Theorem 6.2].) If a mass action chemical
reaction network has a positive complex-balanced state, then every positive equilibrium state is a complex-
balanced state.
In order to be able to apply Theorem 7.8, we address the degenerate cases of non-negative equi-
librium state in Theorem 7.10. We ﬁrst record the following fact for convenient subsequent reference.
Remark 7.9. Consider complete network of reversible binding reactions N .
1. Let i ∈ [1..n]. If xi = 0, then Fi(x, y) =∑α∈I∑σ∈ Jα σik−α,σ yα .
2. Let α ∈ I . If yα = 0, then Fα(x, y) =∑σ∈ Jα k+α,σ (x, y)σ +∑β∈I∑σ∈ Jβ σαk−β,σ yβ .
Theorem 7.10. Let (x, y) be a non-negative equilibrium state of complete network of reversible binding reac-
tionsN .
1. Let i ∈ [1..n]. If xi = 0, then bi = 0.
2. Let α ∈ I . If yα = 0, then there exists i ∈ [1..n] such that αi  1 and bi = 0.
3. If b > 0 then (x, y) > 0; if every elementary species is present is some ( free or bound) form, then all
species are present at an equilibrium state.
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We prove statement 1. Let i ∈ [1..n] and suppose xi = 0. We prove by induction on relative
height hi(Yα) that if Xi ultimately produces Yα , then yα = 0. It follows from Remark 7.9 that σi yα = 0
for every α ∈ I and σ ∈ Jα . If hi(Yα) = 1, then σi  1, and it follows that yα = 0. Now let  ∈ [2..h¯i],
where h¯i is the height relative to Xi of network N , and assume for induction that if hi(Yβ) =  − 1,
then yβ = 0. Let α ∈ I such that hi(Yα) = . Then there exists β ∈ I such that hi(Yβ) =  − 1 and
Yβ produces Yα ; there exists σ ∈ Jα such that σβ  1. Because yβ = 0, we can use the expression
of Fβ(x, y) given by Remark 7.9. The second term of that expression yields τβ yγ = 0 for every γ ∈ I
and τ ∈ Jγ . In particular, σβ yα = 0. But σβ  1. So yα = 0. This completes the proof of statement 1.
Let us now prove statement 2. Let α ∈ I and suppose yα = 0. With the expression of Fα(x, y) from
Remark 7.9, speciﬁcally its ﬁrst term, we have (x, y)σ = 0 for every σ ∈ Jα . Suppose h(Yα) = 1. Then,
by Remark 7.2, we have Jα = {σ } with (σ1, . . . , σn) = α and σβ = 0 for all β ∈ I . So (x, y)σ = xα , and
xα = 0. Thus xi = 0 for some i ∈ [1..n] with αi  1. By statement 1, bi = 0. Now let  ∈ [2..h¯], where
h¯ is the height of network N , and assume for induction that if h(Yβ) <  and yβ = 0, then there
exists i ∈ [1..n] such that βi  1 and bi = 0. Let α ∈ I such that h(Yα) =  and yα = 0. Let σ ∈ Jα .
Since (x, y)σ = 0, there exists i ∈ [1..n] such that σi  1 and xi = 0, or there exists β ∈ I such that
σβ  1 and yβ = 0. In the former case, we have αi  1 because, by Eq. (14), αi  σi , and then bi = 0
by statement 1. In the latter case, we have h(Yβ) <  and so, by the induction hypothesis, βi  1 and
bi = 0 for some i ∈ [1..n]. We have σββi  1 and, by Eq. (14), αi  σββi . So αi  1. 
Combining Theorems 7.7, 7.8 and 7.10, we arrive at:
Theorem 7.11. For the complete network of reversible binding reactions N , a unique equilibrium state exists
for any choice of total concentrations of elementary species, and coincides with the unique detailed-balanced
state common to N and its normalization N0 for the same choice of total concentrations of elementary
species.
Let the order of species be deﬁned as follows:
o(Xi) = 1 for i ∈ [1..n], o(Yα) = |α| for α ∈ I.
The order of the network is the supremum of the orders of species. We have h < o on the entire set
of species. (We already noted this inequality for composite species in Remark 7.2.) The order may be
easier to capture, but it is less convenient than the height for proofs by induction. It nevertheless
expresses a complexity aspect of the network. For example, regarding the ﬁxed point formulation
of equilibrium state mentioned at the end of Section 3 and developed in Gnacadja [18], the iterative
computational method is guaranteed to converge only for normal networks of order two (or of course,
trivially, one).
8. Convergence to equilibrium state
As is common in the literature, an equilibrium state in this paper is a state at which the rates of
change of all concentrations are zero. We have seen that, for the networks of interest here, an equilib-
rium state has the stronger property of being detailed-balanced, i.e. the rates of the two reactions in
any pair of reverse reactions are the same. It cannot be taken for granted that with these properties
come the qualities of invariance and global attraction that one often associates in practice with the
idea of equilibrium state. Craciun [8] rightfully noted that we overlooked the issue of global attraction
in Gnacadja et al. [19]. It is in fact a conjecture that global attraction holds for complex-balancing
networks; see Section 11 in Horn [22] and the Global Attractor Conjecture in Section 3 of Craciun,
Dickenstein, Shiu and Sturmfels [9]. In the latter reference, the authors exploit topological features of
two-dimensional polytopes to prove that global attraction applies within bounded positive stoichio-
metric compatibility classes provided the network has rank two. De Leenheer, Angeli and Sontag [11]
prove global attraction for a network of reversible reactions that has a single (strong) linkage class
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kinetic system into a dynamical system that is monotone in the sense for instance of Smith [32].
We show in this section that the equilibrium states of the networks of interest here do have
the additional qualities of invariance and global attraction. We work with a complete network of
reversible binding reactions N using the notations of Section 7. We assume that total concentrations
are positive, i.e. b > 0. In other words, we require that each elementary species be present in some
(free or bound) form.
Proposition 8.1. Let z0 = (x0, y0) be an arbitrary state of N in P (b) and let Supp(z0) be the set of species
that have positive concentration at state z0 . All species of N are reachable from Supp(z0).
We noted the notion of reachability in Remark 5.8. Refer to Vol’pert and Hudjaev [34, pages 615–
616] for more.
Proof. Every composite species has a full production chain (see Deﬁnition 5.4), and as a result is
reachable from the set of elementary species. So it suﬃces to show that every elementary species
that is not in Supp(z0) is reachable from Supp(z0). Let i ∈ [1..n] such that Xi /∈ Supp(z0). We have
bi > 0 and x0i = 0. So by Eq. (20), there exists α ∈ I such that αi  1 and y0α > 0. Because αi  1,
there is a production chain from Xi to Yα . Reactions are reversible, so we obtain that Xi is reachable
from the singleton set {Yα}. But Yα ∈ Supp(z0) because y0α > 0. So Xi is reachable from Supp(z0). 
Theorem 8.2. Given a concentrations trajectory z : [t0,∞[ → P (b) of N , we have z(t) ∈ P>0(b) for every
t ∈ ]t0,∞[; only the initial state z(t0) may be on the boundary P≯0(b).
In the terminology of Siegel and Chen [31, Section 3], Theorem 8.2 says that the boundary
P≯0(b) is weakly repelling.
Proof. We apply the Vol’pert Strict Positivity Theorem, see Vol’pert and Hudjaev [34, Theorem 2 on
page 618]. It says that every species that is reachable from the set of species with positive initial
concentrations has positive concentration after initial time. By Proposition 8.1, all species satisfy that
reachability condition. 
Theorem 8.3. Let z∞ be the unique equilibrium state and detailed-balanced state in P>0(b) of both the com-
plete networkN and its normalizationN0 . The state z∞ is an invariant state ofN and every concentrations
trajectory z : [t0,∞[ → P (b) ofN converges to z∞ .
We note that Theorem 8.3 says that z∞ is a global attractor for the entire positive stoichiometry
compatibility class, not just for its interior relative to the stoichiometric space, as is often the case in
global attraction results for reaction networks. This is valuable because in experimental practice, the
initial state is often on the boundary of the class; some species, in particular some composite species,
are often not present at initial time.
Proof. From Craciun, Dickenstein, Shiu and Sturmfels [9], speciﬁcally Proposition 19 and the subse-
quent discussion, we obtain that if z does not converge to z∞ , then z has ω-limit points that all lie on
the boundary P≯0(b). Because the ω-limit set of z(t0) is invariant, a trajectory starting at an ω-limit
point would then have to be conﬁned in P≯0(b). But this is not possible by Theorem 8.2. So z does
converge to z∞ . And then z∞ is invariant as the only ω-limit point. 
9. Conclusion
Motivated by mathematical modeling problems from biochemistry, we established new results on
the existence and uniqueness of positive solutions for a class of non-linear systems. We applied these
G. Gnacadja / Advances in Applied Mathematics 43 (2009) 394–414 413results to characterize the equilibrium states of certain networks of importance in biosciences, the
normal networks and the complete networks introduced herein. Additionally, we proved that these
equilibrium states are globally attractive. We envision several further developments of this work.
There could be applications in other ﬁelds for the bijectivity of the ‘nice’ positive polynomial map.
And there are perhaps a common explanation and more consequences of the growing appearance
of P-matrices in Chemical Reaction Network Theory. Another interesting avenue would be to further
exploit the ﬁxed-point formulation for numerical computation purposes and more general global uni-
valence results. Finally, it would be very valuable to extend the scope of this work to include weakly
reversible networks and networks with isomeric and enzymatic mechanisms.
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