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Abstract
We give an explicit presentation of the module of differentials of or-
der n of a finitely generated algebra via a higher-order Jacobian matrix.
We use the presentation to study some aspects of this module in the
case of hypersurfaces. More precisely, we prove higher-order versions
of known results relating freness and torsion-freness of the module of
differentials with the regularity and normality of the hypersurface. We
also study its projective dimension.
Introduction
It is a classical fact that the module of differentials of a finitely generated
algebra can be presented using a Jacobian matrix. Recall that for a k-
algebra A, the module of Ka¨hler differentials of A is defined as the quotient
Ω1A/k := IA/I
2
A, where IA ⊂ A⊗k A is the kernel of the multiplication map.
More generally, a module of Ka¨hler differentials of order n can be defined
as Ω
(n)
A/k := IA/I
n+1
A (see, for instance, [G, N, O]).
The first goal of this paper is to give an explicit presentation of Ω
(n)
A/k
as in case n = 1. To that end, we first consider some functorial properties
of the module of differentials proved by Y. Nakai in [N]. Those properties
give place to a higher-order Jacobian matrix which allows us to obtain the
desired presentation.
With this result at hand, we are able to prove higher-order versions of
some classical results regarding the module of differentials in the case of
hypersurfaces.
∗Research supported by CONACyT through the program Ca´tedras CONACyT.
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It is well-known that, under some conditions, a localization of a finitely
generated algebra is regular if and only if its module of differentials is free.
We prove the analogous statement for the module of differentials of order n
in the case of hypersurfaces.
By looking at some basic properties of the higher-order Jacobian matrix
of a hypersurface, we also prove that the projective dimension of Ω
(n)
A/k is
less or equal than one (the analogous statement for the module of principal
parts was proved by A. Erdogan in [Er]). This result, combined with the
characterization of regularity in terms of Ω
(n)
A/k, allows us to conclude that
the projective dimension of this module is zero if and only if the hypersurface
is non-singular.
Another result concerning the module of differentials states that, for
local complete intersections, the normality of the ring is equivalent to the
torsion-freeness of its module of differentials (this was proved by J. Lipman
in [L] and, independently, by S. Suzuki in [S]). We show that, in the case of
hypersurfaces, the same result holds for the module of differentials of order
n. The proof of this fact is essentially the same as the one presented in [S]:
we simply replace the usual Jacobian matrix by our higher-order Jacobian
matrix. We conclude with some examples that illustrate other features of
the torsion submodule of the module of differentials of order n.
1 The module of differentials of order n
All rings we consider are assumed to be commutative and with a unit ele-
ment.
Let A be a k-algebra and F be an A-module. Recall that a k-linear map
D : A→ F is said to be a derivation if for any two elements x0, x1 ∈ A, the
following identity holds:
D(x0x1) = x0D(x1) + x1D(x0).
A derivation of order n can be defined generalizing the previous identity as
follows.
Definition 1.1. [N, Chapter I-1] A k-linear map D : A→ F is said to be a
derivation of order n if for any x0, . . . , xn ∈ A, the following identity holds:
D(x0 · · · xn) =
n∑
s=1
(−1)s−1
∑
i1<...<is
xi1 · · · xisD(x0 · · · xˇi1 · · · xˇis · · · xn),
where xˇij means that this element do not appear in the product. Notice
that a derivation of order 1 is a usual derivation.
2
The module of derivations of order n can be represented as follows. Let
IA denote the kernel of the homomorphism A⊗kA→ A, a⊗b 7→ ab. Giving
structure of A-module to A ⊗k A by multiplying on the left, we define the
A-module
Ω
(n)
A/k
:= IA/I
n+1
A .
Define the map dnA : A→ Ω
(n)
A/k, a 7→ (1 ⊗ a− a⊗ 1) + I
n+1
A . This map is a
derivation of order n and its image generates Ω
(n)
A/k as an A-module (see [N,
Chapter II-1]).
Definition 1.2. The A-module Ω
(n)
A/k is called the module of Ka¨hler differ-
entials of order n of A over k. The map dnA is called the canonical derivation
of A in Ω
(n)
A/k.
Theorem 1.3. [O, Proposition 1.6] Let D : A → F be a derivation of
order n. Then there exists a unique A-linear map h : Ω
(n)
A/k → F such that
D = h ◦ dnA.
If A = k[x1, . . . , xs], the module Ω
(n)
A/k is a free A-module with basis
{(dnA(x))
α|α ∈ Ns, 1 ≤ |α| ≤ n}, where (dnA(x))
α := (dnA(x1))
α1 · · · (dnA(xs))
αs
(see, for instance, [N, Chapter II-2]). Actually, for an element f ∈ A,
dnA(f) =
∑
α∈Ns
1≤|α|≤n
1
α!
∂α(f)
∂xα
(dnA(x))
α. (1)
Remark 1.4. The symbol 1α!
∂α(f)
∂xα denotes the formal derivative of f if
char(k) = 0 (with the usual multi-index notation). If char(k) = p > 0, this
symbol denotes the coefficient of tα in f(x+ t)− f(t) ([N, Chapter II-2]).
2 An explicit presentation of Ω
(n)
B/k for a finitely
generated k-algebra.
In this section we give an explicit presentation of the module of differentials
of order n for a finitely generated k-algebra. It is well-known that for n = 1,
the Jacobian matrix presents the module of differentials. We define a higher-
order Jacobian matrix that, combined with a fundamental exact sequence of
the module of differentials, gives the corresponding presentation for n ≥ 1.
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Let A be a k-algebra, J ⊂ A an ideal, and B = A/J . Consider the
k-linear map
ρ : J/Jn+1 → Ω
(n)
A/k
⊗A B
c¯ 7→ dnA(c)⊗ 1
Denote as 〈Im(ρ)〉B the B-module generated by the image of ρ in Ω
(n)
A/k⊗AB.
Theorem 2.1. [N, Theorem II-14] With the previous notation, the following
sequence of B-modules is exact
0 // 〈Im(ρ)〉B // Ω
(n)
A/k ⊗A B
τ
// Ω
(n)
B/k
// 0 ,
where τ(dnA(a)⊗ b) = bd
n
B(a¯). In particular,
Ω
(n)
B/k
∼=
(
Ω
(n)
A/k ⊗A B
)
/〈Im(ρ)〉B .
Our first goal is to describe explicitly 〈Im(ρ)〉B if A is a polynomial ring
and generators of the ideal J are known. So, for the rest of this section,
A = k[x1, . . . , xs], J = 〈f1, . . . , fr〉, and B = A/J . First we describe Im(ρ).
Lemma 2.2. With the previous notation,
Im(ρ) =
{ r∑
i=1
(
dnA(gi)d
n
A(fi)⊗ 1 + gi(d
n
A(fi)⊗ 1)
)
|g1, . . . , gr ∈ A
}
.
Proof. For any a, b ∈ A, the following identity holds in A⊗k A:
1⊗ab−ab⊗1 = (1⊗a−a⊗1)(1⊗b−b⊗1)+a(1⊗b−b⊗1)+b(1⊗a−a⊗1).
In particular, for any a, b ∈ A,
dnA(ab) = d
n
A(a)d
n
A(b) + ad
n
A(b) + bd
n
A(a).
Now we proceed to prove the lemma. Let h =
∑r
i=1 gifi ∈ J . Then
ρ(h¯) =
∑
i
ρ(gifi) =
∑
i
dnA(gifi)⊗ 1
=
∑
i
dnA(gi)d
n
A(fi)⊗ 1 + gi(d
n
A(fi)⊗ 1) + fi(d
n
A(gi)⊗ 1).
To show that ρ(h¯) is in the right-hand side of the claimed equality, we only
need to show that fi(d
n
A(gi)⊗ 1) = 0 for each i. Since the tensor is over A
we have:
fi(d
n
A(gi)⊗ 1) = d
n
A(gi)⊗ f¯i = d
n
A(gi)⊗ 0 = 0.
The other inclusion is shown just by reversing the previous argument.
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Now we want to give a more precise description of 〈Im(ρ)〉B . We need
to introduce some notation. For β ∈ Ns such that 0 ≤ |β| ≤ n− 1, denote
F iβ := (d
n
A(x))
βdnA(fi). (2)
Example 2.3. Let f = x31 − x
2
2 ∈ A = k[x1, x2]. Let n = 2. Then by (1)
and recalling that Ω
(2)
A/k = IA/I
3
A:
F(0,0) = (d
2
A(x))
(0,0)d2A(f) = 3x
2
1d
2
A(x1)− 2x2d
2
A(x2) + 3x1d
2
A(x1)
2 − d2A(x2)
2,
F(1,0) = (d
2
A(x))
(1,0)d2A(f) = 3x
2
1d
2
A(x1)
2 − 2x2d
2
A(x1)d
2
A(x2),
F(0,1) = (d
2
A(x))
(0,1)d2A(f) = 3x
2
1d
2
A(x1)d
2
A(x2)− 2yd
2
A(x2)
2.
Let us describe more precisely the elements F iβ . Fix β ∈ N
s such that
0 ≤ |β| ≤ n− 1. By definition and (1):
F iβ := (d
n
A(x))
βdnA(fi) =
∑
γ∈Ns
1≤|γ|≤n
1
γ!
∂γ(fi)
∂xγ
(dnA(x))
γ+β .
By making α = γ + β and recalling that Ω
(n)
A/k = IA/I
n+1
A we obtain
F iβ =
∑
α∈Ns
1+|β|≤|α|≤n+|β|,
β≤α,β 6=α
1
(α− β)!
∂α−β(fi)
∂xα−β
(dnA(x))
α
=
∑
α∈Ns
1+|β|≤|α|≤n,
β≤α,β 6=α
1
(α− β)!
∂α−β(fi)
∂xα−β
(dnA(x))
α
(here β ≤ α means βi ≤ αi for each i ∈ {1, . . . , s}). To simplify the previous
expression, we define
1
(α− β)!
∂α−β(fi)
∂xα−β
= 0, whenever


|α| < 1 + |β|,
αi < βi for some i,
α = β.
(*)
With this convention, the expression for F iβ is written more simply as:
F iβ =
∑
α∈Ns
1≤|α|≤n
1
(α− β)!
∂α−β(fi)
∂xα−β
(dnA(x))
α. (3)
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Lemma 2.4. Let L ⊂ Ω
(n)
A/k ⊗A B be the B-submodule generated by the set
{F iβ ⊗ 1|0 ≤ |β| ≤ n− 1, i = 1, . . . , r}. Then L = 〈Im(ρ)〉B .
Proof. Let us start with the inclusion 〈Im(ρ)〉B ⊂ L. It is enough to show
that Im(ρ) ⊂ L. First notice that, for g ∈ A and i ∈ {1, . . . , r},
g(dnA(fi)⊗ 1) = g(F
i
(0,...,0) ⊗ 1) = F
i
(0,...,0) ⊗ g¯ = g¯(F
i
(0,...,0) ⊗ 1) ∈ L
(here we are using the A-module structure of Ω
(n)
A/k ⊗A B as well as its B-
module structure). Similarly, using (1) and recalling that Ω
(n)
A/k = IA/I
n+1
A ,
dnA(g)d
n
A(fi) =
( ∑
1≤|α|≤n
1
α!
∂αg
∂xα
(dnA(x))
α
)
dnA(fi)
=
∑
1≤|α|<n
1
α!
∂αg
∂xα
(dnA(x))
αdnA(fi) +
∑
|α|=n
1
α!
∂αg
∂xα
(dnA(x))
αdnA(fi)
=
∑
1≤|α|<n
1
α!
∂αg
∂xα
(dnA(x))
αdnA(fi) =
∑
1≤|α|<n
1
α!
∂αg
∂xα
F iα.
Therefore dnA(g)d
n
A(fi)⊗ 1 ∈ L. By lemma 2.2, Im(ρ) ⊂ L.
To prove the other inclusion, first notice that F i(0,...,0)⊗ 1 = d
n
A(fi)⊗ 1 =
ρ(f¯i) ∈ Im(ρ). On the other hand, according to [N, Proposition II-2],
the set {dnA(x
α)|1 ≤ |α| ≤ n} is also a basis for Ω
(n)
A/k. Fix β ∈ N
s such
that 1 ≤ |β| ≤ n − 1. Then we can write (dnA(x))
β =
∑
α gαd
n
A(x
α), for
some gα ∈ A. We want to show that F
i
β ⊗ 1 = (d
n
A(x))
βdnA(fi) ⊗ 1 =∑
α gαd
n
A(x
α)dnA(fi)⊗ 1 ∈ 〈Im(ρ)〉B .
By lemma 2.2 we know that dnA(x
α)dnA(fi) ⊗ 1 + x
αdnA(fi)⊗ 1 ∈ Im(ρ).
Thus, as before, gα(d
n
A(x
α)dnA(fi)⊗1+x
αdnA(fi)⊗1) ∈ 〈Im(ρ)〉B . Similarly,
dnA(fi) ⊗ 1 ∈ Im(ρ) implies gα(x
αdnA(fi) ⊗ 1) ∈ 〈Im(ρ)〉B . It follows that
gαd
n
A(x
α)dnA(fi)⊗ 1 ∈ 〈Im(ρ)〉B and so F
i
β ⊗ 1 ∈ 〈Im(ρ)〉B .
Proposition 2.5.
Ω
(n)
B/k
∼=
⊕
1≤|α|≤n
B(dnB(x))
α/
∑
i=1,...,r,
0≤|β|≤n−1
BF iβ.
Proof. By theorem 2.1,
Ω
(n)
B/k
∼= Ω
(n)
A/k ⊗A B/〈Im(ρ)〉B .
We also know that Ω
(n)
A/k
∼= ⊕1≤|α|≤nA(d
n
A(x))
α. The result follows from
basic properties of the tensor product and lemma 2.4.
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Now we want to use this result to give a presentation of the module Ω
(n)
B/k
using a higher-order Jacobian matrix, which we define below.
Let N =
(
s+n
s
)
and M =
(
s+n−1
s
)
. Denote as F˜ iβ ∈ B
N−1 the vector
whose entries are the coefficients of F iβ in (3). Notice that there are rM
such vectors.
Definition 2.6. Denote as Jacn(f1, . . . , fr) the matrix whose rows are the
rM vectors F˜ iβ. In particular, Jacn(f1, . . . , fr) is a (rM×N−1)-matrix. We
call Jacn(f1, . . . , fr) the Jacobian matrix of order n of J or the higher-order
Jacobian matrix of J .
Remark 2.7. For J = 〈f〉, the matrix Jacn(f) was introduced in [D] in
relation to the higher Nash blowup of a hypersurface. See also [DG] for a
higher-order Jacobian matrix that represents a higher-order derivative of a
morphism.
The next theorem generalizes the relations found in [D, Section 4.2].
Theorem 2.8. The B-module Ω
(n)
B/k has the following presentation:
BrM
T
// BN−1 // Ω
(n)
B/k
// 0 ,
where T denotes the transpose of Jacn(f1, . . . , fr).
Proof. The result follows from proposition 2.5 and the construction of the
matrix Jacn(f1, . . . , fr).
Example 2.9. Let f = x31 − x
2
2 ∈ k[x1, x2], B = k[x1, x2]/〈f〉 and n = 2.
By definition and example 2.3:
Jac2(f) =

3x
2
1 −2x2 3x1 0 −1
0 0 3x21 −2x2 0
0 0 0 3x21 −2x2

 .
Notice that this matrix have rank 3 (independently of the characteristic
of k). Denoting by T the transpose of this matrix, theorem 2.8 gives the
following free resolution of Ω
(2)
B/k:
0 // B3
T
// B5 // Ω
(2)
B/k
// 0 .
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We conclude this section with two results on the higher-order Jacobian
matrix that we will need in subsequent sections. First we generalize the
usual Jacobian criterion for hypersurfaces (see, for instance, [K, Theorem
13.10], see also [D, Theorem 2.1] for a particular case). We need the following
lemma.
Lemma 2.10. Let f ∈ A. Then, by ordering increasingly the columns and
rows of Jacn(f) using graded lexicographical order on N
s, Jacn(f) is in row
echelon form and has ∂f∂x1 as pivots.
Proof. By (3), for each β such that 0 ≤ |β| ≤ n − 1, the coefficient of
dnA(x)
β+(1,0,...,0) in Fβ is
∂f
∂x1
. To prove the lemma we need to show that if
α <grlex β + (1, 0, . . . , 0) then the (β, α)-entry of Jacn(f) is zero. It was
proved in [D, Lemma 1.1 (iv)] that this is indeed the case if we assume that
α 6= β. Finally, according to (*) and (3), the (β, β)-entry of Jacn(f) is also
zero.
Proposition 2.11. Let k be a perfect field. Let f ∈ A be an irreducible
polynomial. Let J = 〈f〉 ⊂ A and q¯ ∈ Spec(A/J). Then
(
A/J
)
q¯
is a regular
local ring if and only if rank(Jacn(f) mod q) =M .
Proof. Suppose that
(
A/J
)
q¯
is regular. Then rank(Jac(f) mod q) = 1,
by the usual Jacobian criterion. Assume that ∂f∂x1 mod q 6= 0. By lemma
2.10, the matrix Jacn(f) is in row echelon form and has
∂f
∂x1
as pivots.
Therefore, the rows of Jacn(f) mod q are linearly independent, i.e., the
rank of Jacn(f) mod q is M .
Now assume that rank(Jacn(f) mod q) = M . In particular, the row
of Jacn(f) mod q corresponding to β = (0, . . . , 0, n − 1) contains non-zero
entries. On the other hand, by construction, this particular row contains
only first partial derivatives. It follows that ∂f∂xi mod q 6= 0 for some i.
Then
(
A/J
)
q¯
is a regular local ring by the usual Jacobian criterion.
Proposition 2.12. Let f ∈ A be an irreducible non-constant polynomial.
The set {Fβ |0 ≤ |β| ≤ n− 1} ⊂ Ω
(n)
A/k is A-linearly independent.
Proof. Since f is irreducible then ∂f∂xi 6= 0 for some i. Assume that i = 1.
By definition, the entries of Jacn(f) are the coefficients of Fβ . By lemma
2.10, this matrix is in row echelon form and has ∂f∂x1 as pivots. The result
follows.
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3 Projective dimension of Ω
(n)
B/k for hypersurfaces
In [Er], A. Erdogan studies the module of principal parts using similar ideas
to the ones we developed so far for Ω
(n)
B/k. His main theorem [Er, Theorem]
states that pd(B⊗kB/I
n+1
B ) ≤ 1, where B = k[x1, . . . , xs]/〈f〉, char(k) = 0,
and pd(·) denotes the projective dimension.
In this section we refine the corresponding statement for the module of
differentials of order n using the higher-order Jacobian matrix. We show
that, for hypersurfaces, pd(Ω
(n)
B/k) ≤ 1, and it is exactly one if and only if the
hypersurface is singular. In addition, our statement is valid also in positive
characteristic.
First we need to generalize, for hypersurfaces and the module of differ-
entials of order n, the well-known criterion of regularity of a ring in terms
of Ω1. For the rest of this section we use the following notation:
• k a perfect field, A = k[x1, . . . , xs], f ∈ A irreducible, B = A/〈f〉.
• M ∈ Specmax(B), R = BM, m the maximal ideal of R.
• We assume that k is the residue field of R.
Theorem 3.1. R is a regular ring if and only if Ω
(n)
R/k
is a free R-module
of rank L− 1, where L =
(s−1+n
s−1
)
.
Proof. The “only if” part is well-known and holds in full generality: if R is
a regular ring then Ω1R is free of rank dimR; using the exact sequences
0→ InR/I
n+1
R → IR/I
n+1
R → IR/I
n
R → 0,
the proof follows by induction.
Now suppose that Ω
(n)
R/k is a free R-module of rank L− 1. As in the case
of Ω1R, it is known that Ω
(n)
R/k⊗Rk
∼= m/mn+1 (this fact follows from theorem
2.1). Thus m/mn+1 ∼= kL−1, and so dimk m/m
n+1 = L− 1. To conclude, we
need to show that this fact implies dimk m/m
2 = s − 1, i.e., dimk m/m
2 =
dimR. This last statement is proved in the following lemma.
If k = C, it was proved in [D, Corollary 2.8] that dimk m/m
n+1 = L− 1
implies dimk m/m
2 = s−1. The proof given there is essentially combinatorial
and so it also holds for arbitrary fields. For convenience of the reader, we
reproduce here the key arguments of that proof for an arbitrary field.
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Lemma 3.2. If dimk m/m
n+1 = L− 1 then dimk m/m
2 = s− 1.
Proof. We divide the proof into several steps.
Step 1: Let a = 〈xγ〉 ⊂ A, where xγ = xγ11 · · · x
γs
s and assume γ1 > 0. Let
M = 〈x1, . . . , xs〉 ⊂ A/a. We claim that
dimkM
n/Mn+1 ≥
(
s− 2 + n
s− 2
)
. (4)
Let l = |γ|. If n < l, dimkM
n/Mn+1 =
(s−1+n
s−1
)
and the statement holds.
Now suppose that n = l + j, j ≥ 0. Let C = {xα /∈ a||α| = l + j}.
The image of C generates Ml+j/Ml+j+1 and it is linearly independent since
a is a monomial ideal. Let Lj := |{x
α ∈ a||α| = l + j}|. Notice that
|C| =
(s−1+l+j
s−1
)
−Lj. On the other hand, the set of monomials x
α such that
|α| = l + j and α1 > 0 has cardinality
(
s−2+l+j
s−1
)
. Therefore (4) holds also
for these values of n since(
s− 1 + l + j
s− 1
)
−Lj ≥
(
s− 1 + l + j
s− 1
)
−
(
s− 2 + l + j
s− 1
)
=
(
s− 2 + l + j
s− 2
)
.
Step 2: Let f ∈ A, M = 〈x1, . . . , xs〉 ⊂ A/〈f〉. We claim that
dimkM
n/Mn+1 ≥
(
s− 2 + n
s− 2
)
. (5)
This follows immediately from (4) and the fact that the Hilbert functions
of A/〈f〉, A/〈f0〉 and A/〈in>(f0)〉 coincide, where f0 is the homogeneous
component of f of lowest degree and > is any monomial order on A (see [E,
Theorem 15.26, Section 15.10.3]).
Step 3: Now we are ready to prove the lemma. After a change of coordinates,
we can assume that M = 〈x1, . . . , xs〉 ⊂ B. It is enough to prove the lemma
for M/Mn+1 since M/Mn+1 ∼= m/mn+1 (see, for instance, [D, Lemma 2.4]).
Consider the exact sequence
0→Mn/Mn+1 →M/Mn+1 →M/Mn → 0.
Suppose that dimkM/M
2 > s − 1. Using (5) and this exact sequence, an
inductive argument shows that dimkM/M
n+1 >
(s−1+n
s−1
)
− 1 = L− 1.
Remark 3.3. For a k-algebra A, a closely related notion to the module
of differentials Ω
(n)
A/k is the module of principal parts, which is defined as
A⊗kA/I
n+1
A . These two modules are related by the following isomorphism:
A⊗k A/I
n+1
A
∼= Ω
(n)
A/k ⊕A. (6)
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Corollary 3.4. Let (R,m) be as before. Then R⊗k R/I
n+1
R is free of rank
L if and only if R is regular.
Proof. If R is regular, then Ω
(n)
R/k is free of rank L − 1. By the previous
remark, R⊗k R/I
n+1
R is free of rank L.
Now suppose that R ⊗k R/I
n+1
R is free of rank L. By (6), Ω
(n)
R/k is a
projective R-module. In particular, (Ω
(n)
R/k)m is a free Rm-module. Again by
(6), it follows that the rank of this free module is L− 1. On the other hand,
by [N, Theorem II-9], (Ω
(n)
R/k)m
∼= Ω
(n)
Rm/k
. Since R is local with maximal ideal
m it follows that Rm ∼= R. Therefore, Ω
(n)
R/k is a free R-module of rank L−1.
By theorem 3.1, R is regular.
Now we prove the result regarding the projective dimension of Ω
(n)
B/k.
Theorem 3.5. Let B be as before. Then pd(Ω
(n)
B/k) ≤ 1. In addition,
pd(Ω
(n)
B/k) = 0 if and only if V(f) is a non-singular hypersurface.
Proof. We can assume that ∂f∂x1 6= 0. By lemma 2.10, Jacn(f) is in row ech-
elon form with ∂f∂x1 as pivots. Therefore, Jacn(f) has rankM . In particular,
the sequence of corollary 2.8 gives place to the exact sequence
0 // BM
T
// BN−1 // Ω
(n)
B/k
// 0 .
Therefore pd(Ω
(n)
B/k) ≤ 1. For the second part of the theorem recall the
following facts (K denotes the quotient field of B) :
1. The B-module Ω
(n)
B/k is projective if and only if
(
Ω
(n)
B/k
)
M
is a free BM-
module for every maximal ideal M ⊂ B. In addition, in this case
rank(
(
Ω
(n)
B/k
)
M
) = dimK Ω
(n)
B/k
⊗B K, for every maximal ideal M ⊂ B.
2. dimK Ω
(n)
B/k ⊗B K = L − 1 (this is just the local version of known
results on the sheaf of principal parts, see [G, Paragraph 16.3.7] and
[LT, Section 4]).
3.
(
Ω
(n)
B/k
)
M
∼= Ω
(n)
BM/k
([N, Theorem II-9]).
These facts, together with theorem 3.1, concludes the proof of the theorem.
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4 Torsion submodule of Ω
(n)
Bp¯/k
for hypersurfaces
It was proved by J. Lipman ([L, Proposition 8.1]) and, independently, by
S. Suzuki ([S, Theorem]), that for a (local) complete intersection R, the
module Ω1R has no torsion if and only if R is normal. In this section we
show that, using our higher Jacobian matrix, the strategy followed by Suzuki
can be directly generalized to Ω
(n)
R/k, whenever R is a hypersurface. We
conclude with some examples that illustrate further properties of the torsion
submodule of the module of differentials of order n.
4.1 A characterization of torsion-freness of Ω
(n)
Bp¯/k
for hyper-
surfaces
We will use the following notation throughout this section:
• k a perfect field, A = k[x1, . . . , xs], f ∈ A irreducible.
• B = A/〈f〉, K the quotient field of B.
• d¯ : A→ Ω
(n)
A/k ⊗A K, a 7→ d
n
A(a)⊗ 1.
• R = Bp¯, where p¯ ∈ Spec(B).
Remark 4.1. Ω
(n)
A/k is a free A-module with basis {d
n
A(x)
α|α ∈ Ns, 1 ≤
|α| ≤ n}. Thus, the R-module Ω
(n)
A/k ⊗A R is a free R-module with basis
{d¯(x)α|α ∈ Ns, 1 ≤ |α| ≤ n}.
Remark 4.2. Since the formation of the module of differentials commutes
with localization, proposition 2.5 implies
Ω
(n)
R/k
∼=
(
Ω
(n)
A/k ⊗A R
)
/
∑
0≤|β|≤n−1
RF¯β,
where F¯β := Fβ ⊗ 1.
As we mentioned before, the following theorem was proved in [L, S] for
n = 1. To prove the corresponding result for n ≥ 1, we adapt the strategy
followed in [S].
Theorem 4.3. Let n ≥ 1. Then R is normal if and only if tors(Ω
(n)
R/k) = 0,
where tors(·) denotes the torsion submodule.
12
Proof. The result is proved in propositions 4.4 and 4.6.
Proposition 4.4. If R is normal then tors(Ω
(n)
R/k) = 0.
Proof. Let z =
[∑
1≤|α|≤n aαd¯(x)
α
]
∈ tors(Ω
(n)
R/k), where aα ∈ R. By remark
4.2, there exists h ∈ R, h 6= 0, lβ ∈ R, 0 ≤ |β| ≤ n− 1 such that
h
( ∑
1≤|α|≤n
aαd¯(x)
α
)
=
∑
0≤|β|≤n−1
lβF¯β . (7)
From this equation, to show that z = 0 it is enough to show that lβ/h ∈ R,
for every β. Since R is normal, R is the intersection of all localizations Rq,
where q ∈ Spec(R) and ht(q) = 1. Therefore, it is enough to show that
lβ/h ∈ Rq, for every such q.
According to (3), for each β,
F¯β =
∑
α∈Ns
1≤|α|≤n
1
(α− β)!
∂α−β(f)
∂xα−β
d¯(x)α. (8)
Since the d¯(x)α’s form a basis of Ω
(n)
A/k⊗AR, equations (7) and (8) give place
to the following equations, for each α,
∑
0≤|β|≤n−1
lβ
1
(α− β)!
∂α−β(f)
∂xα−β
= haα. (9)
In other words, denoting Jacn(f)
t the transpose of Jacn(f), we have the
relation
Jacn(f)
t · (lβ)0≤|β|≤n−1 = (haα)1≤|α|≤n. (10)
On the other hand, since ht(q) = 1 and R is normal, Rq is a regular
ring. By proposition 2.11, rank(Jacn(f) mod q) =M . In particular, there
exists a M ×M -submatrix L of Jacn(f) such that det(L) mod q 6= 0, i.e.,
det(L) ∈ R \ q. Considering the adjoint matrix of L and using (10), we can
find rβ ∈ R, for each 0 ≤ |β| ≤ n− 1, such that
lβ
h
=
rβ
det(L)
∈ Rq.
For the “if” part of the theorem we need the following lemma which
appears in the middle of the proof of [S, Theorem].
13
Lemma 4.5. Let R be as before and suppose that R is not normal. Let R¯
be its normalization. Let c = {r ∈ R|rR¯ ⊂ R} be the conductor ideal, q ⊂ R
an associated prime of c, and c′ = (c : q) = {h ∈ R|hq ⊂ c}. Then
(i) Rq is not normal.
(ii) There exists g ∈ c′R¯ such that g /∈ Rq.
Proposition 4.6. If tors(Ω
(n)
R/k) = 0 then R is normal.
Proof. The proof is by contradiction. Suppose that R is not normal. In what
follows we use the notation of lemma 4.5. By that lemma, Rq is not nor-
mal, so it is not regular. By proposition 2.11, rank(Jacn(f) mod q) < M .
Therefore, there exists a nonzero vector v = (cβ/dβ)0≤|β|≤n−1 ∈ Q(R/q)
M
such that v ∈ ker Jacn(f)
t (Q(R/q) denotes the field of fractions of R/q).
Therefore, for each γ, 1 ≤ |γ| ≤ n:
∑
0≤|β|≤n−1
β≤γ,β 6=γ
1
(γ − β)!
∂γ−β(f)
∂xγ−β
cβ
dβ
= 0. (11)
Let d :=
∏
0≤|β|≤n−1 dβ and aβ := dcβ/dβ ∈ R. Multiplying equations (11)
by d we obtain the following equalities in R/q for each γ:
∑
0≤|β|≤n−1
β≤γ,β 6=γ
1
(γ − β)!
∂γ−β(f)
∂xγ−β
aβ = 0.
In other words, the left-side of this equation is an element of q. Using this
fact we obtain (by making γ = α+ β in the fourth row):
∑
0≤|β|≤n−1
aβF¯β =
∑
0≤|β|≤n−1
aβ
( ∑
1≤|α|≤n
1
α!
∂α(f)
∂xα
d¯(x)α+β
)
=
∑
0≤|β|≤n−1
∑
1≤|α|≤n
1
α!
∂α(f)
∂xα
d¯(x)α+βaβ
=
∑
1≤|α|≤n
∑
0≤|β|≤n−1
1
α!
∂α(f)
∂xα
d¯(x)α+βaβ
=
∑
1≤|γ|≤n
( ∑
0≤|β|≤n−1
β≤γ,β 6=γ
1
(γ − β)!
∂γ−β(f)
∂xγ−β
aβ
)
d¯(x)γ ∈ Ω
(n)
A/k ⊗A q.
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In addition, since v 6= 0, we have aβ0 6= 0 (in R/q) for some β0, i.e, aβ0 /∈ q.
Now let g = e/h ∈ c′R¯ \Rq (see lemma 4.5, (ii)). Then∑
0≤|β|≤n−1
gaβF¯β ∈ gq
(
Ω
(n)
A/k ⊗A R
)
⊂ cR¯
(
Ω
(n)
A/k ⊗A R
)
⊂ Ω
(n)
A/k ⊗A R.
It follows by remark 4.1 that there exist λα ∈ R such that∑
0≤|β|≤n−1
gaβF¯β =
∑
1≤|α|≤n
λαd¯(x)
α. (12)
Combining (12) with remark 4.2 we obtain the following equality in Ω
(n)
R/k:[
h
∑
α
λαd¯(x)
α
]
=
[∑
β
eaβF¯β
]
= 0.
Since h 6= 0 and, by hypothesis, tors(Ω
(n)
R/k) = 0, there exist lβ ∈ R such that∑
α λαd¯(x)
α =
∑
β lβF¯β. Substituting in (12),∑
0≤|β|≤n−1
eaβF¯β =
∑
0≤|β|≤n−1
hlβF¯β .
Thus,
∑
β(eaβ − hlβ)F¯β = 0. By proposition 2.12, eaβ − hlβ = 0 for each β.
In particular, for β0:
g =
e
h
=
lβ0
aβ0
∈ Rq.
This is a contradiction, since g /∈ Rq. We conclude that R is normal.
Corollary 4.7. tors(Ω1R) = 0 if and only if tors(Ω
(n)
R/k) = 0 for all n ≥ 1.
When dimR = 1, we have a new proof of a special case of the so-called
Berger’s conjecture (generalized to n ≥ 1).
Corollary 4.8. (cf. [B]) R is regular if and only if tors(Ω
(n)
R/k
) = 0 for every
n ≥ 1.
Remark 4.9. As we mentioned before, theorem 4.3 was also proved by J.
Lipman for (local) complete intersections. One key ingredient in his proof
is the fact that pd(Ω1R) ≤ 1. Using our theorem 3.5, it is likely that his
proof could also be adapted to prove theorem 4.3 for hypersurfaces and for
general n ≥ 1. In addition, if theorem 3.5 could be generalized for complete
intersections, it is plausible that Lipman’s proof could also be adapted to
this more general case.
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Remark 4.10. Notice that the proof of theorem 4.3 uses strongly the Jaco-
bian criterion of order n (proposition 2.11). This proposition do not neces-
sarily holds for complete intersections (see [D, Remark 2.3]). Thus, Suzuki’s
proof cannot be directly adapted for n ≥ 1 and complete intersections.
4.2 Examples
We conclude with some examples that illustrate some other features of the
torsion submodule of the module of differentials of order n.
Example 4.11. Let B = k[x1, x2]/〈x
3
1 − x
2
2〉
∼= k[t2, t3], where k is a field
and char(k) 6= 3. According to theorem 4.3, the torsion submodule of the
module of differentials of order n of B is non-trivial, for every n ≥ 1. In this
example we exhibit an explicit torsion element of Ω
(n)
B/k for each n.
Recall that Ω1B = Bdx1 ⊕ Bdx2/〈3t
4dx1 − 2t
3dx2〉B . Letting m =
3t3dx1 − 2t
2dx2, it follows that t
3[m] = [0] in Ω1B. If [m] = [0] then
m = h(3t4dx1 − 2t
3dx2) for some h ∈ B, which is not possible. Thus,
[m] 6= [0] and [m] ∈ tors(Ω1B).
We claim that the following element gives place to a non-zero torsion
element of Ω
(n)
B/k, for all n ≥ 1:
m = 3t3dnB(x1)d
n
B(x2)
n−1 − 2t2dnB(x2)
n.
First notice that, by proposition 2.5 and recalling that Ω
(n)
B/k = IB/I
n+1
B ,
t3[m] = [3t6dnB(x1)d
n
B(x2)
n−1 − 2t5dnB(x2)
n]
= t2[3t4dnB(x1)d
n
B(x2)
n−1 − 2t3dnB(x2)
n]
= t2[(dnB(x2)
n−1)(3t4dnB(x1)− 2t
3dnB(x2))]
= t2[(dnB(x2)
n−1)(dnB(f))]
= t2[F(0,n−1)] = [0].
Now we show that [m] 6= [0]. To illustrate the strategy, let us explain the
case n = 3. Letting f = x31 − x
2
2 and using the isomorphism B
∼= k[t2, t3],
the Jacobian matrix of order 3 of f is
Jac3(f) =


3t4 −2t3 3t2 0 −1 1 0 0 0
0 0 3t4 −2t3 0 3t2 0 −1 0
0 0 0 3t4 −2t3 0 3t2 0 −1
0 0 0 0 0 3t4 −2t3 0 0
0 0 0 0 0 0 3t4 −2t3 0
0 0 0 0 0 0 0 3t4 −2t3


.
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In this case, m = 3t3d3B(x1)d
3
B(x2)
2 − 2t2d(x2)
3. If [m] = [0] then, by
proposition 2.5, there exist hβ ∈ B, 0 ≤ |β| ≤ 2 such that m =
∑
β hβFβ .
This gives place to the following equation
Jac3(f)
t · (hβ)0≤|β|≤2 = (aα)1≤|α|≤3, (13)
where aα = 0 for all α /∈ {(1, 2), (0, 3)}, a(1,2) = 3t
3, and a(0,3) = −2t
2. Now
let L be the submatrix of Jac3(f) formed by the columns corresponding to
the elements of {(1, 0), (2, 0), (1, 1), (3, 0), (2, 1)}, i.e.,
L =


3t4 3t2 0 1 0
0 3t4 −2t3 3t2 0
0 0 3t4 0 3t2
0 0 0 3t4 −2t3
0 0 0 0 3t4
0 0 0 0 0


.
Then, by equation (13),
Lt · (hβ){β|0≤|β|≤2} = (aα){α|1≤|α|≤3}\{(0,1),(0,2),(1,2),(0,3)} = (0).
By the shape of L, we conclude that hβ = 0, for 0 ≤ |β| ≤ 2, β 6= (0, 2).
Therefore, m = h(0,2)F(0,2) = h(0,2)
(
3t4d3B(x1)d
3
B(x2)
2 − 2t3d3B(x2)
3
)
. As in
case n = 1, this is not possible. Therefore [m] 6= [0] and [m] ∈ tors(Ω
(3)
B/k).
To show that [m] 6= [0] for every n ≥ 1, we follow the same strategy. If
[m] = [0] then there exist hβ ∈ B, 0 ≤ |β| ≤ n− 1 such that m =
∑
β hβFβ .
This gives place to the following equation
Jacn(f)
t · (hβ)0≤|β|≤n−1 = (aα)1≤|α|≤n, (14)
where aα = 0 for all α /∈ {(1, n−1), (0, n)}, a(1,n−1) = 3t
3, and a(0,n) = −2t
2.
Now let L be the submatrix of Jacn(f) formed by the columns corresponding
to {β+(1, 0)|0 ≤ |β| ≤ n−1, β 6= (0, n−1)}. Then L can be divided into two
blocks: one corresponding to a (square) diagonal matrix and a line having
only zeroes (see lemma 2.10 and its proof). As before, this implies that
hβ = 0 for all 0 ≤ |β| ≤ n− 1, β 6= (0, n − 1) and so
m = h(0,n−1)F(0,n−1) = h(0,n−1)
(
3t4dnB(x1)d
n
B(x2)
n−1 − 2t3h(0,n−1)d
n
B(x2)
n
)
.
Since this is not possible, we conclude that [m] 6= [0].
Remark 4.12. It was suggested by S. Suzuki that the module of differentials
of non-normal finitely generated algebras always have torsion.
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Example 4.13. It was shown by S. Suzuki that theorem 4.3 fails for n = 1
if the hypothesis of complete intersection is removed. More precisely, Suzuki
exhibited an example of a normal non-complete intersection whose module
of differentials has torsion. The example is the following (see [S, Example]).
Let f1 = x
2
2 − x1x3, f2 = x
2
3 − x2x4, f3 = x2x3 − x1x4. Denote as B
the quotient ring k[x1, x2, x3, x4]/〈f1, f2, f3〉. B is a normal non-complete
intersection k-algebra. Let m1 = −x4dx1 + 2x3dx2 − x2dx3. Then [m1] ∈
Ω1B = ⊕{α∈N4||α|=1}Bd(x)
α/Bdf1+Bdf2+Bdf3 is a non-zero torsion element
since x1m1 = x2df1 (that [m1] 6= [0] can be checked by a direct computation).
Now we show that tors(Ω
(2)
B ) 6= 0. Consider the following element of
⊕{α∈N4|1≤|α|≤2}Bd(x)
α:
m2 = −x4d
2
B(x1)
2 + 2x3d
2
B(x1)d
2
B(x2)− x2d
2
B(x1)d
2
B(x3).
Then x1m2 = x2F
1
(1,0,0,0) (see (2)). Thus, by proposition 2.5, [m2] ∈
tors(Ω
(2)
B ). To show that [m2] 6= [0] we check that m2 /∈ 〈F
i
β |i ∈ {1, 2, 3}, 0 ≤
|β| ≤ 1〉B using SINGULAR 4-0-2 ([DGPS]) and the Jacobian matrix of order
2 of f1, f2, f3 (ordered with graded lexicographical order):

−x3 2x2 −x1 0 0 0 1 −1 0 0 0 0 0 0
0 0 0 0 −x3 2x2 0 −x1 0 0 0 0 0 0
0 0 0 0 0 −x3 2x2 0 −x1 0 0 0 0 0
0 0 0 0 0 0 0 −x3 2x2 −x1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −x3 2x2 −x1 0
0 −x4 2x3 −x2 0 0 0 0 0 1 0 −1 0 0
0 0 0 0 0 −x4 0 2x3 0 0 −x2 0 0 0
0 0 0 0 0 0 −x4 0 2x3 0 0 −x2 0 0
0 0 0 0 0 0 0 0 −x4 2x3 0 0 −x2 0
0 0 0 0 0 0 0 0 0 0 0 −x4 2x3 −x2
−x4 x3 x2 −x1 0 0 0 0 1 0 −1 0 0 0
0 0 0 0 −x4 x3 0 x2 0 0 −x1 0 0 0
0 0 0 0 0 −x4 x3 0 x2 0 0 −x1 0 0
0 0 0 0 0 0 0 −x4 x3 x2 0 0 −x1 0
0 0 0 0 0 0 0 0 0 0 −x4 x3 x2 −x1


.
We conclude that tors(Ω
(2)
B ) 6= 0.
Remark 4.14. It remains open to check if
mn = −x4d
n
B(x1)
n + 2x3d
n
B(x1)
n−1dnB(x2)− x2d
n
B(x1)
n−1dnB(x3)
gives place to a non-zero torsion element of Ω
(n)
B/k for n ≥ 3. As in the
previous example, x1mn = x2F
1
(n−1,0,0,0). What seems to be difficult to
prove is whether [mn] 6= [0].
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