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INTRODUCTION AND REVIEW OF THE LITERATURE 
Vaught (1970, see Appendix C) reported the development and im­
plementation of an algorithm for the cluster analysis of prose. No 
attempt was made in this earlier work to validate the results of the 
procedure. The primary purpose of this dissertation is to introduce 
and validate a modified algorithm for the cluster analysis of prose. 
The goal of the procedure (Vaught, 1970) is to cluster sections of 
text in such a way that those with similar subject categories load highly 
on the same factor vector. This is done by utilizing word-types as 
their own keys, thereby avoiding the use of an extensive dictionary and 
classification schema. This differs from more traditional methods of 
content analysis which utilize numeric subject-category tags as keys 
(stone, Dunphy, Smith, 6 Ogilvie, 1966). 
A written text may be viewed as a matrix, X, of order n x m with ii 
word-types, and m paragraphs; the dependent variable is the word-token 
frequency of each word-type in each paragraph. X may be viewed as a 
supermatrix such that: 
X = 
Xc 
Xf 
u 
where X^ is the content word-type matrix, X^ is the 
function word-type matrix, X^ is the pronoun word-type matrix, and X^ is 
the unique word-type matrix. 
Word-types whose usage does not vary proportionally across texts 
at the p < .001 level by a chi-square test are defined to be function 
2 
word-types. Pronouns are those word-types defined as pronouns in the 
English language. Unique word-types are word-types which occur only 
once in a given text and have no other word-type in the text with the 
same root except for suffix. In instances where word-types do occur 
only once in a text and have a word-type with the same root (except for 
suffix), the frequencies of one or more word-types are combined for 
purposes of analysis. This reduces the size of the unique word-type 
matrix. What is left over is considered the content word-type matrix, X^, 
and it was hypothesized in the earlier work (Vaught, 1970) that this 
matrix contains mosc of the subject content of the text. 
Only the content word-type matrix is retained for analysis; however, 
prior to being analyzed, it must be transformed. Since paragraphs are 
of unequal length and tend to be very short in some works, they are 
combined in such a way as to form text sections of about 125 word-tokens 
in length. The matrix of such sections will be called As word-type 
frequencies are distributed approximately logarithmically (Zipf, 1935), 
X ^ is transformed so that X ^ = log,„(X ^ + 1.0). X is the final 
ct ctt 10 ct ctt 
form for the raw data matrix at this stage of the analysis. 
Pearson product moment correlations between word-types over text 
sections are obtained from X^^^. Principal components with eigenvalues 
greater than 1.0 are obtained from the matrix of these correlations, 
and all but the first factor vector are rotated to simple structure by 
a varimax procedure. The first factor is considered a general factor 
and is discarded at this stage of the procedure. A more detailed ex­
planation of the above procedure and its implementation can be found in 
Vaught (1970). 
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The procedure differs from much factor analytic usage in that con­
siderable manipulation of the data is required prior to factoring. In 
more routine use, the goal of a factor analytic procedure is to remove 
the greatest amount of variance and to obtain the most meaningful possible 
lower rank approximation of the data. Very little can usually be done 
to improve the data other than transform it or remove outliers. This 
is not the case in the present procedure. This procedure requires the 
discarding of word-types in order to arrive at a content word-type matrix 
suitable for factor analysis. It is easy to see that conceptually this 
should result in a family of solutions which follows from the criteria 
used in partitioning the raw data matrix and from changing the cutoff 
value used in combining word-token frequencies for paragraphs. Therefore, 
a most basic problem is to find the best possible matrix from this family 
of matrices. A criterion to test for the best possible solution is of 
paramount importance. Since the present procedure is still in the 
development stage, an exact test of optimum factor structure is of little 
consequence and is certainly not warranted in terms of computational cost. 
A simple criterion must be developed. The reason that partitioning must 
be done is that evidence indicates that if no partitioning of the raw 
data matrix, X, is performed, then the effective rank of the resultant 
correlation matrix is one and the only resulting factor is not interpré­
table. 
This dissertation is divided into two sections. The first section 
reports the development and implementation of a modification to the 
previously reported procedure (Vaught, 1970) which results in a better 
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partitioning of the raw data matrix. The second section reports the 
efforts made to check the validity of the procedure. 
5 
MODIFICATION 
It was hypothesized that factor scores derived from a set of princi­
pal components could be utilized to repartition the raw data matrix in 
such a way that the amount of variance removed and/or the number of text 
sections which have significant loadings on at least one common factor 
was increased in a second set of principal components. In other words, 
the completeness with which the procedure reduces the text to a set of 
principal components could be improved by a two-step algorithm. In this 
improved algorithm, the factors derived from a first analysis would be 
utilized to obtain more exact criteria for partitioning the raw data 
content word-type matrix, X^, into two simple matrices: 
X = 
c 
Xrc 
Xe 
where X is the reduced content word-type matrix 
rc 
which results from repartitioning of the matrix, and is the matrix of 
improperly classified word-types. Although X^ is partitioned and not the 
whole raw data matrix, X, X^ would appear to consist of word-types which 
should have been classified as function word-types, transient (unique) 
word-types, and a new class, general word-types (that is, word-types 
which deal with the overall subject of the text). It should be noted 
that now the unique word-type matrix is more appropriately named transient 
word-type matrix, X^, because a word-type can be utilized more than once 
by an author but still be partitioned into this matrix. General subject 
word-types are placed in the general word-type matrix, X^. Now the overall 
raw data matrix is conceptually: 
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where all simple matrices are as defined above. Only 
X is retained for the second analysis. 
rc 
The first factor vector represents what appears to be a general 
factor. It is felt that this factor results from two sources, (a) failure 
to partition the text raw data matrix properly along the lines of function/ 
content word-types, and (b) the overall subject of the text. To allow 
for better rotation of the factors beyond the first, this factor is not 
rotated. The remaining factors with eigenvalues ^  1.0 are retained as 
meaningful (Harmon, 1967). Factor scores for all factors are obtained 
by direct measurement methods (Harmon, 1967). Since the first factor is 
not rotated, the appropriate direct measurement beta weights are found by 
dividing each loading by its eigenvalue. 
The rotated factors are estimated by: g = (B'B) ^ B'x where g is 
the vector of factor scores for each factor, B is the matrix of rotated 
factors; x is the vector if transformed text section word-token counts 
for a single word-type. These factor scores are then standardized with 
mean = 0.0, standard deviation = 1.0. The rotated factor scores are 
utilized in obtaining a family of data matrix partitionings based upon 
manipulation of the factor score values. Three levels were used; (0) no 
manipulation (i.e., the original factor analysis); (1) elimination of 
all word-types which did not have an absolute factor score ^ 1.0 on any 
of the rotated factors; and (2) elimination of all word-types which did not 
have an absolute factor score > 1.5 on one or more factors. 
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The four texts utilized in the previous study (Vaught, 1970) were 
again utilized here. The word-types removed as a result of the manipu­
lations fall into the X , and X word-type matrices, examples of 
8 ^ t 
which are found below in the results section. 
Two measures were used to pick the best principal components matrix 
from the family of matrices generated by the above design. The first 
measure was the completeness of the analysis excluding the first factor. 
2 
This is found by the following formula (Harmon, 1967): c = JL E g a^^ 
where c is the measure of completeness, p = (1, 2, ... n) where n is 
the number of rotated factors; i = (1, 2, ... m) where m is the number 
of variables (text sections); and a is the individual eigenvector cell 
values of the matrix of principal components other than the first vector. 
The second measure is the number of text sections which have one or 
more loadings of |.30| or greater after rotation. More formally, if F is 
a matrix of the same order as B, the matrix of rotated loadings, then 
=1, if |bij| ^  .30 
=0, if |bij| < .30 
for all values of i and j where i = 1, 2, ... m 
and j =1, 2, ... n where m and n^ are defined as the number of text 
sections and the number of rotated factor vectors respectively. Then K 
=1, if any value of F ^ = 1 
=0, otherwise 
is a vector of order n with . The 
second measure is c^ = I'K. 
The structure chosen for validation from each text family of 
structures was the one with the largest value of c^ or if several 
structures had the same value, then the structure with the largest value 
of c within the largest value of c^. 
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Results 
The content word-type matrices which were obtained in Vaught (1970) 
for texts 1, 3, 4, 5 were used as the original content word-type matrices 
here except text 5. There were a number of errors of omission made in 
the combining of word-type frequencies, and it was felt that a new matrix 
should be derived. As noted in the earlier work (Vaught, 1970), text 2 
was too short to be analyzed by this procedure. As outlined above, a 
matrix of factor scores was obtained from each content word-type matrix. 
This matrix was used to obtain a family of matrices differing only in the 
cutoff criteria used. The values of c and c^ were used to pick the best 
matrix from each text. For this matrix, sorted lists of word-types 
with loadings ^  1.5 were made for each pole of each factor. These lists 
were used in the validation which is reported in the next chapter of this 
dissertation. 
The best content word-type matrix was obtained for text 1 when the 
cutoff was set to eliminate all word-types which did not have an absolute 
standard score ^  1.5. Table 1 summarizes the results for this text. 
Tables 2 and 3 are respectively the unrotated and rotated factor loadings 
Table 1. Summary of results for text one 
Cutoff used c 
f 
c 
Number of Max 
word-types r^^ 
Min 
Zij. 
none 
>1.0 
>1.5 
79 
82 
82 
1.62 
1.78 
1.99 
820 
621 
352 
45 
46 
60 
06 
05 
06 
Note: r 
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Table 2. Original factor matrix and eigenvalues for text one 
Variable I II III 
Factors 
IV V VI VII 
1 .568 -.136 -.241 -.120 -.170 -.043 -.118 
2 .549 -.003 -.120 -.287 -.116 -.122 .080 
3 .477 -.340 -.098 -.254 -.094 -.078 -.273 
4 .511 -.158 -.179 -.056 -.177 — .066 .050 
5 .410 -.189 .112 .049 -.313 -.026 .018 
6 .532 -.168 .051 .013 .045 -.190 -.154 
7 .513 -.132 .177 .294 -.031 -.131 .032 
8 .519 .051 .321 -.174 -.139 -.075 .300 
9 .436 -.075 .512 .068 -.014 .006 .233 
10 .507 -.065 .306 .314 .052 -.026 -.002 
11 .475 .205 .262 .201 .225 -.116 -.033 
12 .437 -.025 .076 .264 -.171 .202 -.089 
13 .518 .039 -.005 -.298 -.167 -.004 .253 
14 .541 -.286 -.134 -.152 -.077 -.074 -.206 
15 .438 -.214 .075 -.114 .254 .298 -.350 
16 .448 -.278 .154 -.010 .080 .185 -.256 
17 .382 .006 -.056 .064 -.256 .308 .191 
18 .447 .173 -.240 .137 —. 088 .346 .236 
19 .545 .062 -.158 .108 .066 .241 .086 
20 .379 .193 .001 -.028 .065 .522 -.152 
21 .479 .083 .196 -.306 .151 .126 -.010 
22 .448 .348 .262 -.449 .133 .065 .122 
23 .511 .291 -.193 .115 -.148 .211 -.011 
24 .403 .548 .021 .199 -.032 -.168 -.224 
25 .497 .386 .015 .296 .057 -.141 -.208 
26 .452 .443 .021 -.151 .221 -.209 -.080 
27 .510 .378 -.104 -.053 .048 -.246 -.041 
28 .420 .165 -.150 .037 -.242 -.188 -.198 
29 .413 -.096 -.430 .119 .217 -.023 .230 
30 .475 -.143 -.246 .069 .072 -.158 .242 
31 .525 -.286 -.115 .029 .297 -.126 .058 
32 .407 -.115 .007 .067 .514 .030 -.017 
33 .378 -.126 -.023 .167 .325 -.102 .315 
Eigen­
7.418 1.74i 1.266 1.172 1.159 L120 1.063 
value 
Percent 
Total 22.5 5.3 3.8 3.6 3.5 3.4 3.2 
Variance 
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Table 3. Original rotated factor matrix for text one 
Text Factor 
Section II III IV V VI VII 
1 -.076 -.354* .012 -.036 -.033 .045 
2 -.053 -.181 -.208 -.023 -.070 .217 
3 -.211 -.364* -.037 -.074 -.286 -.113 
4 -.135 -.229 .059 .025 -.010 .153 
5 -.212 -.032 .206 -.193 -.069 .136 
6 -.002 -.060 .097 .053 -.273 -.063 
7 -.023 .178 .324* .032 -.122 .031 
8 -.155 .292 -.147 -.147 -.083 .303* 
9 -.207 .494* .062 -.112 -.125 .087 
10 .001 .320* .285 -.019 -.090 -.090 
11 -.141 .120 .337* -.168 —. 188 .070 
12 -.050 .052 .277 -.174 .169 -.113 
13 -.160 -.020 -.250 -.075 .046 .293 
14 -.158 -.322* .019 -.015 -.204 -.078 
15 -.157 -.056 -.108 -.030 -.075 -.543* 
16 -.213 -.007 .064 -.086 -.128 -.365* 
17 -.206 .001 .068 -.127 .362* .100 
18 -.023 -.014 .012 .050 .531* .064 
19 -.008 -.005 .007 .105 .304* -.085 
20 .003 .040 -.160 -.186 .383* -.361 
21 -.060 .147 -.356* -.095 -.055 -.119 
22 .076 .263 -.567* -.168 -.015 .063 
23 .178 -.089 .025 -.128 .382* .019 
24 .606* .071 .061 -.197 .060 .026 
25 .508* .092 .162 -.071 .036 -.061 
26 .456* .090 -.305 .006 -.089 .031 
27 .417* -.037 -.145 .004 -.029 .155 
28 .251 -.244 .107 -.179 -.036 .128 
29 .003 -.169 .032 .490* .185 .063 
30 -.057 -.100 .071 .345* .013 .193 
31 -.106 -.042 .029 .390* -.172 -.092 
32 .026 .150 -.073 .381* — .088 -.318 
33 -.050 .217 .054 .452* -.015 .053 
*Largest absolute factor loading above .30 for this text section. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
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Factor matrix and eigenvalues for best matrix for text one 
Factor 
I II III IV V VI VII 
686 -.127 -.166 -.080 -.138 -.154 -.144 
665 .070 -.045 -.249 -.133 -.123 .027 
596 -%342 -.014 -.207 -.145 -.065 -.289 
663 146 -.121 -.025 -.157 -.151 .047 
618 147 .044 .148 -.248 .036 .045 
665 -.142 .040 -.101 -.003 .178 -.127 
598 -.139 .086 .241 -.069 .295 .054 
542 .078 .390 -.039 -.204 -.058 .243 
436 -.119 .501 .194 —. 086 .117 .212 
57,3 066 .212 .273 .132 .273 .105 
592 -.184 .184 .205 -.266 ,162 -.097 
613 .009 .065 .353 .061 -.002 -.068 
605 .060 .127 -.173 -.220 -.241 .176 
697 -.252 -.121 -.150 -.120 -.045 -.245 
425 -.256 .096 -.012 .393 -.145 -.432 
545 -.301 .133 .046 .203 -.014 -.275 
469 .030 -.071 .256 -.127 -.288 .173 
430 .190 -.239 .308 .088 -.347 .169 
654 .089 -.152 .133 .205 -.145 .085 
470 .165 .057 .231 .382 -.348 -.098 
562 .070 .313 -.225 .156 -.188 .023 
417 .358 .405 -.386 .115 -.238 ,106 
557 .305 -.179 .240 .034 -.185 .016 
378 .608 -.081 .106 -.036 .275 -.242 
525 .445 -.089 .133 .050 .333 -.159 
485 .478 .043 -.323 .121 .164 -.034 
576 .414 -.106 -.215 -.051 .186 .000 
527 .201 -.184 -.003 -.325 .063 -.178 
425 -.118 -.495 -.096 .125 .022 .270 
533 -.168 -.285 -.119 -.090 .038 .193 
587 -.308 -.170 -.182 .140 .178 .123 
462 -.159 -.035 -.131 .456 .235 .124 
395 -.160 -.059 -.073 .217 .236 .420 
057 1.996 1.404 1.284 1.224 1.253 1.132 
1.48 6.05 4.25 3.89 3.71 3.80 3.43 
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Table 5. Rotated common factors for best word-type matrix of text one 
Text Factor 
Section II III IV V VI VII 
1 -.092 .003 .046 .007 .012 -.321* 
2 .007 -.014 -.183 -.172 .043 -.193 
3 -.210 .054 .040 .120 .304 -.337* 
4 -.173 -.046 .062 -.110 -.039 -.192 
5 -.138 .090 .240 -.151 .053 .006 
6 .007 -.028 .055 .094 .259 -.016 
7 -.016 .004 .325* -.010 .124 .241 
8 -.144 .225 -.148 -.333* .071 .234 
9 -.241 .235 .074 -.142 .140 .459* 
10 -.012 .020 .193 .090 .052 .422* 
11 -.107 .226 .323* -.062 .197 .078 
12 -.011 .159 .204 .139 -.169 .150 
13 -.153 .105 -.214 -.316* -.025 -.079 
14 -.115 -.010 .076 .100 .198 -.329* 
15 -.164 .102 -.106 .610% .078 -.100 
16 -.196 .084 .043 .395* .152 -.003 
17 -.166 .079 .098 -.165 -.359* -.031 
18 -.020 -.028 .027 -.032 -.584* -.039 
19 .015 -.108 -.038 .102 -.307* .026 
20 -.032 .154 -.188 .334 -.427* .080 
21 -.110 .135 -.412* .039 .052 .098 
22 .049 .209 -. 663" -.141 .020 .128 
23 .177 .068 .027 -.018 -.423* -.042 
24 .690* .194 .046 -.009 -.082 .041 
25 .572* .066 .103 .049 -.044 .124 
26 .472* -.015 -.372 -.061 .088 .060 
27 .452* -.055 -.161 -.171 ,044 -.032 
28 .274 .123 .155 -.177 .718 -.265 
29 -.011 -.555* .055 -.046 -.155 -.141 
30 -.085 -.332* .089 -.155 .022 -.146 
31 -.123 -.402* .036 .080 .198 -.008 
32 -.008 -.393* -.117 .281 .124 .245 
33 -.094 -.450* -.014 -.065 .061 .305 
^Largest absolute factor loading above .30 for this text section. 
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Table 6. Alphabetic list of word-types with factor scores ^  1.5 on Factor 
I of text one 
General Factor Word-Types > 1=5 
Ahmed 6.4374 
And 11.8966 
Are 2.6820 
As 1.8333 
Bad 1.6039 
Be 1.5487 
Eye 2.3546 
From 2.1123 
Had 4.0774 
Have 2.9395 
Help 1.8934 
Is 5.7040 
Looked 2.8050 
Rescue 1.7837 
Said 2.1223 
Were 2.4845 
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for the original content word-type matrix, and Tables 4 and 5 are the 
unrotated and rotated loadings for the best matrix. Table 6 is the 
alphabetic list of word-types with the factor scores (standardized) 
which were ^ 1.5 on the first factor of the best matrix. 
Text 3 also yielded its best matrix when the cutoff was set at ^  1.5. 
Table 7 summarizes the analysis of this text. Tables 8 and 9 report the 
Table 7. Summary of results for text three 
Cutoff used c Number of 
word-types 
Max 
'^ii 
Min 
'^i.i 
none .73 1.52 1053 .39 .05 
> 1.0 .75 1.65 843 .43 .05 
> 1.5 .83 1.91 428 .52 .02 
rotated and unrotated loadings for the original analysis. Tables 10 and 
11 are the unrotated and rotated loadings for the final matrix. The 
alphabetic list of word-types with standardized factor scores ^ 1.5 on 
the first factor are listed in Table 12. 
Table 13 reports the summary of the data for text 4 which had only 
15 
Tabic 8. Original factor matrix and eigenvalues for text three 
Variable I II III 
Factor 
IV V VI VII VIII 
1 .457 -.037 .036 .243 .129 -.338 .183 .015 
2 
.485 -.002 .135 .136 .035 -.014 -.006 -.090 
3 
.407 .001 -.131 -.105 .129 .056 .492 .005 
4 .539 -.262 .074 
.056 .052 -.165 .120 -.083 
5 .374 -.218 -.112 .335 -.155 .205 .195 -.301 
6 .489 .023 -.263 .300 -.139 .053 -.165 -.114 
7 
.471 .014 -.004 .183 .231 -.365 -.141 -.128 
8 
.416 .467 .281 
-.008 -.041 -.038 .088 -.157 
9 
.557 .153 .139 .053 .128 -.095 -.163 -.274 
10 
.482 -.054 -.119 .188 -.299 -.115 .235 .152 
11 .423 .080 -.121 
-.218 -.069 -.338 .089 .237 
12 .503 .230 -.122 
-.061 -.098 -.363 -.013 .003 
13 .517 .023 -.103 .060 -.186 -.164 -.322 .115 
14 .482 .007 -.164 .136 .213 -.060 -.024 .271 
15 
.528 .068 -.166 -.098 -.243 .082 .154 .048 
16 
.489 .252 -. A04 .155 -.159 -.012 -.063 .104 
17 .437 .302 -.060 -.137 -.109 .057 -.090 -.017 
18 .482 - .413 -.089 .013 -.100 .182 -.211 .065 
19 .396 .329 .156 -.209 .072 .272 .019 .272 
20 .431 -.213 .243 .273 -.183 .042 -.044 .282 
21 .493 -.041 .161 .323 -.138 .216 -.195 .097 
22 
.502 .209 .346 .162 .092 -.077 -.073 -.073 
23 .401 -.118 .335 .198 .158 .070 .036 -.041 
24 .491 .076 -.248 .077 .360 .128 -.009 -.124 
25 .531 .038 -.037 
-.018 .008 .105 .232 -.281 
26 .361 .049 -.222 .107 .451 .227 .060 .206 
27 .515 .176 -.038 -.080 -.054 .228 .138 .031 
28 .552 -.103 .015 -.091 .038 -107 .163 -.041 
29 
.486 -.099 -.050 
-.253 .314 -.035 -.138 -.039 
30 
.523 -.373 .094 .013 .128 -.134 .142 .314. 
31 .427 .180 .398 -.121 -.236 -.061 .245 -.123 
32 .497 -.124 -.236 
-.243 .040 -.056 -.174 -.217 
33 .436 -.297 .013 -.099 -.151 .138 -.112 .022 
34 .470 -.386 -.114 
-.073 -.108 .024 -.100 -.144 
35 
.596 -.199 -.097 
-.259 -.201 -.028 -.018 -.013 
36 
.463 -.172 -.006 
-.348 -.060 -.032 -.039 -.131 
37 .418 -.315 .175 
-.099 -.030 .258 -.242 -.011 
38 .539 
-.003 .220 
-.212 .104 -.089 -.174 -.004 
39 .565 -.052 .209 
-.155 .039 .062 -.032 .285 
40 .545 .050 -.062 
-.009 .104 .217 .048 -.062 
Eigen­
value 9-312 1.623 1.335 1.243 1.145 1.114 1.053 1.015 
Percent 
Total 23.3 4.1 3.3 3.1 2.9 2.8 2.6 2.5 
Variance 
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Table 9. Original rotated factor matrix for text three 
Text 
Section II III IV 
Factor 
V VI VII VIII 
1 -.337* -.106 .206 .053 -.235 -.012 -.039 
2 -.076 .004 ,175 -.047 .068 -.009 -.053 
3 -.060 -.106 -.076 .088 -.186 -.476* .023 
4 -.346* .015 — .008 -.062 .006 .057 -.025 
5 -.150 -.239 -.010 -.033 .252 .188 -.432* 
6 .068 -.145 -.022 .119 .068 -.201 -.370* 
7 -.251 .182 .224 .094 -.198 -.210 -.142 
8 .266 .031 .392* -.267 -.169 .085 .009 
9 .022 .255 .265 -.091 -.021 -.080 -.149 
10 -.107 -.434* -.104 -.063 -.126 -.021 -.055 
11 -.032 —. 046 -.180 -.032 -.405* -.088 .207 
12 .042 .002 -.006 -.096 -.413* -.172 — .048 
13 .052 -.041 -.096 -.006 -.048 -.420* -.029 
14 -.061 -.075 .024 .362* -.103 -.088 .096 
15 .164 -.196 -.210 -.079 -.082 .099 -.036 
16 .249 -.249 — .086 .203 -.203 -.181 -.232 
17 .340* .040 -.008 -.071 -.111 -.048 -.015 
18 .481* -.038 .089 .062 -.024 -.152 -.041 
19 .408* -.001 .106 .059 .020 .126 .364 
20 -.178 -.331* .081 -.038 .268 -.195 .192 
21 .052 -.214 .167 .024 .353* -.208 -.016 
22 .013 .063 .433* -.118 .013 -.082 .053 
23 -.197 .014 .300* -.020 .236 .070 .080 
24 .057 .180 .068 .365* -.023 .145 -.199 
25 .024 .025 .027 -.094 -.009 .302* -.212 
26 .059 .029 .071 .564* .022 .178 .062 
27 .257 -.093 -.016 .004 .012 .196 .027 
28 -.047 .011 -.073 -.017 .063 .218 .029 
29 -.059 .388* -.099 .150 -.019 .031 .096 
30 — • 404* -.106 -.099 .127 .036 .024 .314 
31 .062 -.080 .195 -.489* -.071 .178 .126 
32 -.005 .312* -.286 .002 -.038 -.044 -.173 
33 -.067 .003 -.256 -.078 .269 .054 .043 
34 -.198 .085 -.312* -.065 .198 -.045 -.142 
35 -.041 .024 -.357* -.164 .001 .017 .030 
36 -.039 .236 -.276 -.188 .016 .058 .041 
37 -.043 .145 -.136 -.060 .453* -.068 .109 
38 -.012 .277 .050 -.114 .016 -.090 .204 
39 .014 .005 -.016 -.001 .093 -.017 .386* 
40 .124 .040 .015 .112 .093 .168 -.061 
*Largest absolute factor above .30 for this text section. 
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Factor matrix and eigenvalues for best matrix for text three 
Factor 
I II III IV V VI VII VIII 
.530 -.060 .097 .226 -.322 -.131 .248 -.004 
.677 .018 .174 .105 -.051 -.021 .016 -.081 
.417 .014 -.131 -.097 -.007 .221 .523 -.122 
.661 -.250 .059 .000 -.139 -.099 .172 .018 
.397 -.266 -.154 .356 .204 -.076 .108 -.392 
.588 .016 -.262 .267 .040 -.137 -.135 -.167 
.550 .024 .055 .134 -.460 -.131 -.102 -.172 
.463 .495 .316 -.016 .026 -.090 .067 -.156 
.653 .159 .180 .040 -.133 -.059 -.168 -.208 
.539 -.089 -.156 .127 .235 -.268 .274 .141 
.480 .119 -.149 -.254 -.177 -.241 .137 .259 
.566 .261 -.103 -.125 -.238 -.318 .056 .076 
.539 .044 -.136 .044 -.070 -.326 -.293 .165 
.622 .022 -.141 .098 -.224 .096 .010 .218 
.609 .085 -.237 -.131 .211 -.057 .129 .061 
.536 .275 -.421 .217 .102 -.150 -.021 .146 
.484 .336 -.080 -.151 .124 -.029 ••.095 -.015 
.500 .449 -.139 .063 .223 .049 -.226 .063 
.419 .376 .117 -.138 .231 .285 -.022 .218 
.498 -.236 .242 .271 .202 -.141 -.020 .308 
.571 -.069 .142 .347 .237 -.036 -.205 .144 
.576 .213 .399 .155 -.110 -.047 -.045 -.055 
.520 -.111 .387 .192 -.028 .106 -.017 .050 
.565 .081 -.220 .170 -.178 .314 -.058 -.096 
.615 .018 -.038 .010 .069 .112 .168 -.301 
.367 .052 -.192 .258 -.203 .503 .036 .192 
.627 .169 -.082 -.045 .234 .155 .102 -.018 
.706 -.103 .009 -.097 .057 .151 .099 -.027 
.546 -.085 -.077 -.226 -.274 .235 -.200 -.025 
.560 -.405 .110 -.016 -.129 .036 .210 .323 
.437 .155 .417 -.186 .197 -.172 .251 -.179 
.569 -.123 -.231 -.264 -.061 -.020 -.193 -.184 
.551 -.308 -.020 -.099 .200 .040 -.086 -.033 
.541 -.399 -.117 -.053 .069 -.086 -.163 -.117 
.655 -.205 -.145 -.295 .099 -.133 .045 .008 
.609 -.175 -.017 -.368 -.007 .008 -.074 -.105 
.448 -.354 .172 -.082 .203 .137 -.309 -.032 
.640 .046 .206 -.221 -.104 .059 -.150 -.010 
.602 -.061 .224 -.179 .046 .138 -.028 .272 
.658 .068 -.051 .134 .060 .232 .067 -.099 
12.461 1.673 1.543 1.365 1.262 1.241 1.144 1.085 
31.15 4.68 3.86 3.41 3.16 3.10 2.86 2.71 
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Table 11. Rotated common factors for best word-type matrix of text three 
Text 
Section II III IV 
Factor 
V VI VII VIII 
1 -.352* .204 .133 -.226 .073 .023 -.079 
2 -.055 .208 .044 .015 -.044 .091 -.021 
3 -.095 -.149 .038 -.194 .046 .590* -.000 
4 -.345* -.027 .027 -.029 -.053 .027 .019 
5 -.152 -.029 .165 .251 -.063 .175 -.534* 
6 .067 -.031 .050 .030 .084 -.131 -.417* 
7 -.218 .315* -.201 -.188 .101 -.158 -.179 
8 .304 .397* .055 -.248 -.239 .092 .048 
9 .074 .324* -.146 -.031 -.076 -.077 — .086 
10 -.092 -.275 .382* -.085 -.135 -.005 -.121 
11 -.056 -.224 -.034 -.412* -.054 -.151 .162 
12 .019 -.013 -.062 —.462* -.082 -.190 -.020 
13 .043 -.072 -.004 -.091 -.006 -.472* -.092 
14 -.074 -.037 .024 -.135 .317* -.081 .065 
15 .158 -.309* .077 -.109 -.074 .074 -.029 
16 .256 -.222 .226 -.216 .188 -.173 -.259 
17 .367* -.037 -.067 -.139 -.080 -.03l .012 
18 .548* .008 .075 -.055 .087 -.116 -.052 
19 .453* .027 .086 -.012 .059 .121 .354 
20 -.169 .033 .427* .249 -.060 -.219 .135 
21 .071 .118 .321* .305 .041 -.219 -.033 
22 .041 .470* .082 -.055 -.083 -.050 .078 
23 -.145 .321* .146 .204 .015 .010 .161 
24 .073 .059 -.123 -.000 .405* .124 -.152 
25 .026 .033 -.050 .021 -.056 .313* -.180 
26 .024 .026 .049 .014 .636* .161 .072 
27 .256 -.102 .080 .007 .002 .209 .019 
28 -.043 -.079 -.042 .087 -.000 .181 .080 
29 -.051 -.019 -.417* .039 .204 -.019 .121 
30 -.456* -.137 .138 .067 .084 .001 .292 
31 .065 .212 .096 -.091 -.515* .221 .135 
32 .003 -.203 -.385 * .050 -.045 -.058 -.126 
33 -.081 -.193 -.054 .312 * -.102 .010 .008 
34 -.202 -.201 -.145 .286 -.087 -.110 -.157 
35 -.098 -.337 * -.126 .017 -.199 -.010 .028 
36 -.067 -.165 -.324 * .082 -.173 .032 .092 
37 — .048 -.025 -.129 .520 * -.088 -.086 .111 
38 .038 .141 -.231 .021 -.082 -.049 .214 
39 -.008 -.013 .013 .106 -.014 -.023 .412* 
40 .102 .054 .048 .070 .158 .212 -.080 
^Largest absolute factor loading above .30 for this text section. 
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Table 12. Word-types with factor scores ^  1.5 on the first factor for 
text three 
General Factor Word-Types ^  1.5 
And 10.1548 
Are 4.5596 
As 5.7795 
Be 3.3776 
Dahlmann 3.0102 
From 3.7217 
Had 5.0387 
Have 4.9013 
Horlig 3.5557 
Is 7.9934 
Mikin 1.5178 
More 2.1095 
No 1.8158 
PvTplyg 2.1841 
Terrans 2.1213 
Than 2.3882 
Were 3.7626 
Table 13. Summary of results for text four 
Cutoff used c 
Number of 
word-types 
Max 
'^ii 
Min 
none .70 1.83 2218 .46 .04 
> 1.0 .77 2.32 411 .53 .03 
_> 1.5* 180 
*This analysis not performed as the number of word-types was less 
than ten times the number of text sections (30). 
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two matrices with sufficient number of word-types for analysis. The 1.0 
level was the cutoff matrix which yielded the most complete factor 
solution. Tables 14 and 15 are the original factor matrix rotated and 
unrotated. Table 16 is the final matrix of unrotated factor loadings 
and Table 17 is the final matrix of rotated factor loadings for this 
text. Table 18 is the alphabetic list of general factor word-types with 
standard scores of 1.5 or greater. 
Table 19 is a summary of the analysis of text 5 which had the best 
value of c of any of the texts analyzed. Table 20 reports the unrotated 
factors for the original analysis and Table 21 reports the rotated load­
ings for the original analysis. Tables 22 and 23 are the unrotated and 
rotated factors, respectively, for the best matrix. Notice that this 
last matrix has rotated loadings ^  |.30| for every text section. Table 24 
lists the general factor word-types with values ^  1.5. 
In order to study the relationship between c and Cg, c^ was trans­
formed with an arcsin squareroot transform (Snedecor and Cochran, 1967) 
and yielded a correlation with c of .81 which is significant at the 1% 
level with 8 degrees of freedom. 
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Original factor matrix and eigenvalues for text four 
Factor 
I II III IV V 
.518 -.250 .221 -.199 -.408 
.477 -.005 -.383 -.156 -.017 
.501 -.151 -.419 -.193 .021 
.612 -.160 -.354 -.031 -.016 
.581 -.267 -.259 .007 -.103 
.540 -.075 -.281 -.214 -.065 
.603 .106 -.219 -.141 -.010 
.528 -.159 .260 -.139 -.323 
.522 -.129 .406 -.214 -.089 
.508 -.216 .222 -.075 -.046 
.455 -.190 .135 -.084 -.525 
.605 .084 -.106 -.139 -.010 
.518 .108 .120 -.286 .278 
.535 -.198 .174 -.129 .430 
.436 -.334 -.032 .231 .012 
.499 -.282 -.064 .251 .148 
.520 -.273 -.116 .364 -.104 
.491 -.247 -.052 .465 .UO 
.548 .072 .216 .224 .038 
.571 .217 .224 -.075 -.080 
.549 .246 -.072 .336 -.160 
.546 .018 .026 -.029 -.096 
.378 .568 -.146 -.018 .008 
.458 .474 .054 -.057 -.172 
.469 .385 -.075 .279 -.021 
.551 .053 .167 -.008 .247 
.559 .376 .088 -.016 .139 
.472 -.013 .324 .312 -.108 
.560 -.038 .020 -.177 -.150 
.561 .272 -.029 .050 .027 
8.267 1.696 1.342 1.210 1.077 
27.6 5.7 4.5 4.0 3.6 
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Table 15. Original rotated factor matrix for text four 
Text 
Section II 
Factor 
III IV V 
1 -.531* .033 .010 -.185 
2 .080 -.403* .008 -.054 
3 .014 -.472* .115 .018 
4 .049 -.331* .193 -.050 
5 -.073 -.247 .272 -.091 
6 -.058 -.360* .005 -.037 
7 .077 -.244 -.110 -.041 
8 -.428* .112 -.032 -.142 
9 -.409* .198 -.121 .116 
10 -.279 .112 .073 .088 
11 .032 .047 .099 .570* 
12 .015 -.152 -.119 -.009 
13 -.020 -.039 -.259 .341* 
14 -.057 .053 .006 .511* 
15 -.039 .055 .402* .009 
16 .077 .049 .387* .103 
17 .049 .065 .441* -.171 
18 .241 .194 .395* -.029 
19 .078 .311* .018 -.004 
20 -.060 .172 -.272 — .046 
21 .272 .156 .002 -.325* 
22 -.061 .006 -.042 -.073 
23 .407 -.051 -.420* — .086 
24 .125 .075 -.429* -.234 
25 .383* .143 -.132 -.218 
26 .064 .145 -.073 .250 
27 .220 .117 -.320* .058 
28 .038 .435* .100 -.116 
29 -.193 -.008 -.082 -.063 
30 .201 .041 -.179 — .064 
*Largest absolute factor loading above .30 for this text section. 
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Table 16. Factor loadings and eigenvalues for best matrix of text four 
Text Factor 
Section I II III IV V 
1 .535 -.289 -.231 -.159 -.435 
2 .532 .047 .364 -.237 .000 
3 .505 -.131 .412 -.263 .011 
4 .650 -.143 .397 -.069 -.019 
5 .625 -.276 .309 -.002 -.123 
6 .558 -.058 .288 -.239 -.026 
7 .680 .135 .209 -.176 -.038 
8 .558 -.186 -.267 -.077 -.341 
9 .585 -.167 -.427 -.142 -.092 
10 .593 -.259 -.261 -.045 -.064 
11 .432 -.218 -.159 -.105 .560 
12 .699 .091 .106 -.165 .020 
13 .591 .096 -.180 -.303 .245 
14 .564 -.219 -.226 -.128 .408 
15 .478 -.342 .117 .238 .046 
16 .539 -.288 .112 .233 .151 
17 .582 -.284 .201 .359 -.057 
18 .475 -.161 .133 .464 .143 
19 .621 .050 -.184 .258 — .048 
20 .647 .213 -.242 -.031 -.121 
21 .553 .259 .122 .353 -.181 
22 .671 .019 -.027 -.026 -.147 
23 .427 .627 .096 -.046 .068 
24 .502 .497 -.098 -.046 -.175 
25 .493 .417 .072 .295 .009 
26 .654 .015 -.176 .016 .266 
27 .581 .394 -.111 .005 .171 
28 .516 -.041 -.299 .369 -.114 
29 -687 -.055 -.036 -.208 -.154 
30 .656 .284 .012 .087 .098 
Eigen­
value 10.015 1.941 1.527 1.345 1.178 
Percent 
Total 33.38 6.47 5.09 4.48 3.93 
Variance 
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Table 17. Rotated factor matrix for best matrix for text four 
Text Factor 
Section II III IV V 
1 -.560* -.063 -.026 -.183 
2 .075 .427* -.012 -.047 
3 -.025 .490* .123 .003 
4 .030 .353* .228 -.076 
5 -.112 .248 .311* -.126 
6 -.036 .376* .027 -.019 
7 .076 .266 -.112 -.076 
8 -.428* -.148 -.059 -.143 
9 -.387* -.224 -.144 .135 
10 -.322* -.156 .047 .104 
11 .024 -.034 .101 .621* 
12 .039 .183 -.109 .013 
13 -.023 .059 -.279 .334* 
14 —. 088 -.071 .043 .516* 
15 -.046 -.047 .429* .020 
16 .035 -.049 .398* .100 
17 .028 -.066 .476* -.146 
18 .222 -.190 .440* -.018 
19 .092 -.309* .034 .003 
20 -.035 -.177 -.284 -.078 
21 .280 -.152 .034 -.369* 
22 -.082 -.006 -.056 -.116 
23 .454* .070 -.429* -.119 
24 .173^ -.073 -.445* -.238 
25 .428* -.159 -.110 -.214 
26 .074 -.142 -.043 .273 
27 .293 -.106 -.306* .077 
28 -.044 -.466* .092 -.113 
29 -.215 .108 -.106 -.044 
30 .272 -.061 -.141 -.020 
*Largest absolute factor loading above .30 for this text section. 
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Table 18. Word-types with factor scores ^  1.5 for the first factor for 
text four 
General Factor Word-Types ^  1.5 
Again 1.6790 
And 10.5363 
As 5.8900 
Be 3.6602 
Been 5.2633 
Brand 1.8788 
Carl 3.9801 
From 2.0191 
Had 8.7017 
Have 3.1900 
Is 2.1974 
Lavelle 1.6865 
Metal 2.3379 
More 2.5114 
No 3.7597 
Said 2.9250 
Ship 2.1901 
Than 2.2270 
Were 2.1011 
Table 19. Summary of the results for text five 
Cutoff used Cf c 
Number of 
word-types 
Max Min 
fil 
none .95 2.05 551 .47 .09 
> 1.0 1.00 2.98 266 .55 -.07 
> 1.5* 105 
*This analysis was not performed as the number of word-types was 
less than ten times the number of text sections (21). 
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Table 20. Original factor matrix and eigenvalues for text five 
Variable I II 
Factor 
III IV 
1 .600 -.443 .204 .125 
2 .490 -.448 .228 -.033 
3 .526 -.193 .251 .508 
4 .458 -.505 .232 .186 
5 .620 .044 .277 .035 
6 .520 -.240 .171 -.291 
7 .507 .307 .253 .066 
8 .478 .444 .179 -.033 
9 .495 .366 .309 .075 
10 .563 .309 .203 -.248 
11 .490 .288 .039 -.296 
12 .513 .335 .005 -.099 
13 .525 .214 -.147 .361 
14 .544 .237 -.318 .203 
15 .482 .142 -.254 .389 
16 .469 -.029 -.535 .080 
17 .572 -.228 -.327 .057 
18 .594 -.206 -.253 -.180 
19 .596 -.056 -.287 -.235 
20 .527 -.237 -.283 -.236 
21 .552 -.124 .085 -.340 
Eigen­
value 5.931 1.719 1.365 1.157 
Percent 
Total 28.24 8.18 6.50 5.51 
Variance 
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Table 21. Original rotated factor matrix for text five 
Text Factor 
Section II III IV 
1 -.474* .030 -.166 
2 -.402* -.002 -.304 
3 -.478* .292 .212 
4 -.564* .046 -.154 
5 -.041 .266 -.086 
6 —.082 —.043 —.404 
7 .165 .364* .049 
8 .346* .327* .058 
9 .197 .439* .053 
10 .342* '.225 -.175 
11 .384* .061 -.144 
12 .327* .113 .046 
13 .019 .075 .438 
14 .157 -.110 .402 
15 -.031 -.038 .483 
16 .048 -.445* .306 
17 -.053 -.311* .155 
18 -.022 -.358* -.102 
19 .138 -.341* -.072 
20 -.012 -.414* -.144 
21 .057 -.085 -.358* 
*Largest absolute factor loading above .30 for this text section 
Table 
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Factor matrix and eigenvalues for best matrix for text five 
Factor 
I II III IV V VI 
.460 .547 -.209 .174 .152 .193 
.375 .549 -.232 .012 .247 -.073 
.370 .235 -.293 .602 -.089 .172 
.363 .600 -.224 .226 .101 .270 
.560 -.021 -.390 .098 -.250 -.228 
.516 .343 -.157 -.275 .059 -.442 
.549 -.330 -.241 .113 -.301 .219 
.498 -.504 -.157 -.057 -.101 .192 
. 391 -.428 -.385 .097 -.366 .066 
.550 -.348 -.229 -.306 .228 -.128 
.537 -.296 -.035 -.317 .332 .146 
.468 -.389 .012 -.155 .240 .122 
.407 -.298 .199 .441 .272 -.011 
.374 -.294 .392 .287 .256 .014 
.314 -.186 .294 .503 .306 -.355 
.289 .032 .643 .097 -.307 -.011 
.499 .162 .412 .135 -.393 -.254 
.475 .275 .365 -.203 -.070 .200 
.527 .076 .380 -.196 -.124 .122 
.403 .280 .352 -.320 .029 .342 
.659 .177 -.090 -.270 -.070 -.349 
4.546 2.468 1.967 1.584 1.131 1.017 
21.64 11.75 9.37 7.54 5.39 4.85 
29a 
Table 23. Rotated common factors for best word-type matrix of text five 
Text 
Section II III 
Factor 
IV V VI 
1 .641* .041 -.095 -.036 -.100 
2 .510* -.027 -.117 .037 -.382 
3 .551* -.308 .101 -.256 .258 
4 .720* .056 -.123 -.087 -.033 
5 -.003 —.462* -.210 -.135 -.010 
6 .027 -.112 -.247 -.025 -.584' 
7 -.107 -.244 -.137 -.000 .477" 
8 -.280 -.160 -.044 .238 .408' 
9 -.212 -.450 -.197 .004 .439' 
10 -.275 -.189 -.056 .460* -.094 
11 -.174 .111 .024 .526* .030 
12 -.223 .037 .130 .401* .137 
13 -.017 —. 084 .602* .033 .160 
14 -.138 .128 .582* .026 .120 
15 -.065 -.162 .723* -.136 -.145 
16 -.247 .412 .187 -.497* .074 
17 -.180 .142 .058 -.604* -.108 
18 .041 .512* -.107 -.132 — .046 
19 -.145 .422* -.054 -.130 .011 
20 .083 .624* -.157 .029 -.015 
21 -.111 -.081 -.246 -.057 -.395 
*Largest absolute factor loading above .30 for this text section. 
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Table 24. Word-types with factor scores ^  1.5 for the first factor for 
text five 
General Factor Word-Types > 1.5 
Are 2.7962 
As 3.5331 
Be 3.9417 
Been 1.8351 
Chief 1.8398 
From 1.7654 
Garnet 5.8885 
Had 4.5781 
Hassbruch 2.5052 
Have 4.0645 
Is 5.2442 
No 2.0593 
RoUo 3.6065 
Roseate 2.0745 
Ship 3.2924 
Sir 3.8366 
Well 1.6593 
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Discussion 
The value of c improved for every text after the removal of word-types 
from the content word-type matrix on the basis of factor score values from 
the original analysis. For three of the four texts, c^ also improved. 
All texts utilized s final matrix other than the original matrix, and, 
it would appear that the use of factor scores to remove misclassified 
word-types from the raw data is warranted by the resulting increase in 
completeness. 
The significant correlation between c and c^, the fact that in no 
case is there a difference in the choice of best matrix as a result of 
using c rather than c^, and the continuous nature of c argue for the sole 
use of c as a measure of the text solution, c is also less expensive to 
obtain as rotation of the matrix is not required for this measure. It 
is concluded that the use of c alone as a measure of completeness for 
this procedure is justified by the results. 
A perusal of the word-types which have standard scores _> 1.5 
on the first factor supports the contention that this factor represents 
both general content word-types and function word-types. It is also 
apparent that the two are at present confounded. It would appear that a 
better test of function vs. non-function word-types is required. The 
future development of such a test is of considerable importance to the 
procedure. It would appear that by using the basic procedure as outlined 
in Vaught (1970) with the modification of substituting entire texts for 
text sections one could obtain a general factor for all texts combined. 
From the evidence presented above of the intrusion of function word-types 
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into the present first factors on all texts, it would appear that word-
types with large positive factor scores on this cross text analysis 
general factor would be function word-types if the subject matter of the 
texts was different. This is certainly an area for future development. 
The cutoff values used to repartition the content word-type matrix 
placing some word-types into a transient word-type matrix were obviously 
arbitrary and exploratory. The two smaller texts (i.e., four and five) 
had too few word-types at the 1.5 cutoff level to permit adequate over-
determination of thm correlation matrix (Nunnally, 1967; Vaught, 1970). 
Future research should -use smaller steps in determining the cutoff 
value to be used. It may turn out that there is a unique cutoff value for 
each text which yields the largest value of c. 
Harmon (1967) points out that the rank of the correlation matrix is 
a function of the number of variables and the number of independent con­
ditions which exist among the correlations. Assuming that one can hold 
the minimum correlation within the matrix constant, it is felt that the 
maximization of the largest correlation might yield much the same results 
as does c and at considerably lower computational cost. 
As noted in Vaught (1970), there are still several areas of develop­
ment left for the procedure. The optimization of text section size has 
not been attempted here and definitely requires work. The present figure 
of 125 content word-types per text section (in the original matrix) is 
a very rough one. The exact figures for text section sizes after further 
removal of word-types as a result of the use of factor scores is not known. 
It may be that a slight increase in text section size for the original 
matrix might result in a more complete analysis of the text. This area 
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has not been thoroughly explored at this point in the development of the 
procedure. 
The construction of the dictionary of variants is another important 
area representing a time-consuming task which is subject to error. As 
noted above, text 5 had to be reanalyzed because of several errors of 
omission. The use of a suffix removing algorithm such as that used by 
the General Inquirer (Stone et al., 1966) would allow for the machine 
preparation of the dictionary. It is anticipated that souie erroneous 
combinations of word-types might be made; however, the number of incorrect 
combinations would probably be small and might well be handled by a small 
dictionary of exceptions or human intervention on a computer display 
during the construction of the dictionary. 
A requirement for any computer-based procedure is that it be easily 
employed by the scientist who lacks a high level of sophistication in the 
use of computers. The present implementation is far from that goal; 
however, automation of dictionary construction would permit the accomplish­
ment of the entire algorithm with a single program. This program would 
input text in machine readable form and output text divided into text 
sections accompanied by factor loadings and lists of word-types associated 
with each category. 
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VALIDATION 
Validation of the procedure was difficult because no other procedure 
known to the author attacks the same problems which this procedure does, 
and, therefore, standards of comparison do not exist. It is also to be 
emphasized that the validities of the procedure reported in Vaught (1970) 
and the modification reported above are not being compared. The modifi­
cation is being offered as intuitively reasonable and to be evaluated 
in its own right. 
For purposes of this study, formal validation is limited to the 
question, "Do the obtained factor loadings represent something which is 
meaningful to a reader of prose?" No attempt will be made to establish 
the particular qualities of the text which are associated with the 
analysis (although such questions will be dealt with at the level of 
conjecture). 
All validation efforts involve multiple measurement of the same 
events. The events to be measured in this case are word-tokens occurring 
in prose (Vaught, 1970). This is made difficult because the procedure 
to be validated is unique; therefore validation requires the development 
of another procedure which does the same thing by different means 
(Campbell and Fiske, 1959). What the procedure purports to do is what 
factor analysis does to any data. As Hope (1968) has pointed out: "In 
essence it (factor analysis) takes a complicated system of relations 
and reduces it to a canonical or normal form [p. 40]. . . . The method 
is analogous to the logician's technique of reducing a complex 
proposition to canonical or normal form in order to exhibit its 
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structure [p. 42]." Accordingly, this procedure attempts to reduce the 
complex content structure of a text to some less complicated form in 
order to exhibit meaningful structure. 
One can argue that all the procedure has done is reduce unknown 
meaningless differences in the text. If this were the case, then humans 
would be unable to detect organizations in the results of the procedure. 
Conversely, if humans could detect content organization, then the 
procedure would indeed be organizing something which was meaningful. 
Any validation must determine whether the resulting less complex form 
has meaning. There are a number of ways of testing for this. For 
example, one could, through the use of factor scores, compile lists of 
word-types associated with each component. These lists could be 
ordered sequentially in the same order in which the structures achieved 
significance. These lists could be given to subjects with instructions 
to write a text using the lists of word-types as an outline. If the 
resulting re-creation contained the essence of the original text, then 
one could say the procedure had reduced the macro-subject structure of 
the text meaningfully. The problem with this approach is in comparing 
the "new" text with the original. One immediately finds oneself with 
a difficult methodological problem requiring expert judgments on com­
pleteness of re-creation. The reliability of such judgments probably 
would be low. Also many word-types in the particular texts are neo­
logisms . What could be expected if the reader were presented with a 
list of words, some of which had no meaning to him? This would be 
analogous to being asked to put a jigsaw puzzle together without seeing 
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the shape of all the pieces. It was decided that this approach would 
be extremely difficult if not impossible to implement reliably. 
The next approach followed from the previous one and attempted to 
overcome the difficulties inherent in it. If one could ask the subjects 
to organize the original text among content areas, comparisons of the 
results of this organization with the results of the procedure would 
answer some of the questions about the meaningfulness of the procedures 
results. One could accomplish this by dividing the text up into text 
sections and asking subjects to freely sort the text into piles with 
similar content. The problem is finding a method of comparison both 
across subjects (who would undoubtedly have varying numbers of piles) 
and between subjects and the procedure. One could probably only use 
a non-parametric test to see if text sections which had been placed 
in the same pile loaded on the same factor. This would force subjects 
to make very subtle distinctions for transition sections (i.e., sections 
which are in the transition space between clusters). Previously, a 
simplifying assumption has been made that a text section "belongs" 
to the factor on which it has the highest significant loading. In most 
cases this is viable; however, in the case of a transition text section 
(e.g., text section 16 of Table 23) where more than one factor loading 
is significant it would not seem to be acceptable.' This problem did 
not appear to have a solution and the approach was abandoned. 
Next it was proposed that, through the use of factor scores, lists 
of words with heavy usage for each component would be compiled. For 
each of these lists of words, people would perform a Q-sort (Nunnally, 
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1967) on the strength of perceived usage of each text section. The 
results of this Q-sort would place each text section on a scale of 
perceived strength for each component of the text. If the components 
as represented by the lists of words were meaningless, it was felt that 
it would not be possible for humans to detect the strength of a given 
text section on a given list of words. 
It is argued that the estimates obtained by a Q-sort are equiva­
lent to factor loadings. A factor loading, in this case, represents the 
correlation of the word frequencies for a given text section with a 
linear composite of word frequencies across text sections. Correlations 
in general are estimates of the strength of the linear covariation be­
tween two variables. ^ follows that factor loadings represent the 
strength of covariation between the word frequencies for ^  given text 
section and some composite of text sections. As stated above, factor 
analysis tends to form linear composites in the simplest possible way 
that will exhibit structure. For this procedure, factor loadings 
represent the strength of each section on some component of that struc­
ture. Factor scores are the composites across text sections. It is 
apparent at this point that word-types with a frequency of usage across 
text sections which tend to mirror (either positively or negatively) the 
weights used to obtain the composite will have high factor scores on the 
composite because while word frequencies can be only positive in sign, 
the weights used to obtain composites are both positive and negative in 
sign. If one accepts the hypothesis that content word types transmit 
the content related information in a text, then word-types with large 
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factor score values would tend to represent the content of a_ given compo­
nent of the text. Therefore, a Q-sort on the strength of representation 
of a given component for a^ given text section is analogous to factor 
loading since both represent strengths of representation for the same 
component. Once again, if the components were meaningless, it is felt 
that it would not be possible for humans to detect the strength of a 
given text section on a given list of words. Correlations between two 
estimates of strength on the same component would represent the strength 
of covariation between estimates. Since with the approach outlined 
above, one estimate would be obtained by computational means and the 
other by human judgment, these correlations would represent validity in 
the very limited sense of this paper. 
There are two problems with this approach, the solutions of which 
lead to the validation method used here. First, it was felt that words 
with no obvious sequential order could not be remembered long enough to 
make a large number of reliable judgments of strength. There would be 
not only differences across subjects but also differences within 
subjects as to the way the lists were used. It was decided that short 
prose descriptions of the lists would be more meaningful than would 
apparently unordered lists of words. It was felt that this would 
result in more stability of usage across and within subjects. 
Secondly, Q-sorts are very time consuming. The amount of time to 
do a 40 by 14 Q-sort such as required for text 3 would be too much work 
for any subject. Nunnally (1967) states that a rating scale gives the 
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same results as a Q-sort given a sufficient number of subjects. It 
was therefore decided to use a rating scale rather than a Q-sort. 
.The validation procedure asks readers to estimate by the use of 
rating scales the strength of each of the components obtained by the 
factor analytic procedure. Agreement between reader and procedure 
estimates will be determined by correlation. Since neither the vali­
dation method nor the procedure has been validated previously, lack of 
correlation would indicate that the two procedures do not measure the 
same things. The four negative outcomes possible in the case of low 
correlations are: (a) neither the procedure nor the validation method 
measure anything meaningful (true negative); (b) the procedure measures 
something meaningful but the validation method does not (false negative); 
(c) the procedure does not measure anything meaningful but the valida­
tion method does (true negative); (d) both measure something meaningful 
but it is not the same thing (false negative). Note that the greatest 
danger, false positive, can not occur with low correlations. High 
correlations between estimates would indicate that the procedure and 
the validation method had tapped the same thing, and it is not felt that 
this could have occurred if what the procedure did had no meaning. In 
other words, a false positive is felt to be highly unlikely. 
More formally, it was hypothesized that, by the use of factor 
scores, lists of word-types characterizing text sections could be 
derived. The lists could then form the basis for describing the subject 
content areas of the texts. Each of these subject content areas was 
defined as a category. Therefore, for each factor with any loadings > 
I.30|, there was an associated subject category. It was also hypothesized 
that if human subjects were asked to rate each text section on each 
category for that text then the composite ratings (across subjects) for 
each category should correlate more highly with the loadings on the factor 
from which it was derived than with the other factor loadings for that 
text. The essence of the validation method is the same as that which 
underlies the multi-trait, multi-method matrix validation procedure of 
Campbell and Fiske (1959). In that work it was stated that trait 
estimates should correlate more highly between measures of the same 
trait that use different methods, than do measurements of different 
traits which share a method. In this case, ratings should correlate more 
highly with the factor from which they were derived than with other 
factors. For example, if category 2 were derived from factor 2, the 
correlation between factor 2 loadings and summated ratings for category 
2 should be very much greater than the correlation between any other facto 
factor loadings and category 2's summated ratings. 
Subjects 
Four groups of forty-eight subjects each were utilized as validation 
groups. Each group was divided up into four subgroups of twelve subjects 
each, and each subgroup received a different text. This was done to 
minimize the number of text listings required and to keep the size of the 
subject groups reasonably small while at the same time counterbalancing 
over texts and testings. 
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Method 
Vaught (1970) reported bipolar factors as did Borko (1964), who 
utilized a roughly analogous procedure to obtain a classification schema 
for psychological abstracts. A computer program has been developed 
which outputs lists of words sorted in descending order by absolute factor 
score for each category in the text. For bipolar factors, two lists are 
developed: one for each pole. Only word-types with absolute factor 
scores of 1.5 or greater are printed. Lists derived in this manner were 
described by the author with the aid of a panel of three judges. Each 
judge read the entire text prior to preparing his descriptions of the 
word lists. The descriptions from each of the judges were compared, and 
then the author vjrote the prose descriptions given to the subjects. 
Each of the descriptions attempts to relate the component (as represented 
by the list of word-types) back to the text. As noted above, it was 
felt that this would yeild more consistency of judgment within and 
across subject ratings. 
Each subject was given an instruction sheet, a sample of which may 
be found in Appendix A. Each subject was also given two listings of a 
text. The first listing was an unedited listing of the card images 
which contained the text; the second listing contained the same text one 
text section per page with each page followed by a rating sheet on which 
the text section just read was rated on each category. Each subject 
read the instructions which told him to read the first listing of the 
text, and then read a second instruction sheet which explained to him 
how to rate the pages and the meaning of the subject categories. This 
m 
sheet was prepared separately for each text, and an example for one text 
may be found in Appendix A. After reading these second instructions, the 
subject then read the text one page (text section) at a time, rated that 
page on its subject categories, and then read the next page. As noted 
above, each subject rated only one text, but all four texts were rated at 
the same session by different subgroups of subjects. Listings and in­
struction sheets were reused, and only rating sheets were changed between 
sessions. This permitted smaller subject groups, required one-fourth the 
number of listings, and permitted counterbalancing of experimental con­
ditions across texts. 
Analysis 
The ratings were analyzed in two ways. Two rating scales were used. 
One rating scale was dichotomous, and the other was continuous. An 
example of the two scales is shown in Fig. 1. It can be seen that the 
Major Subject: YES( ) N0( ) : -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 
not only 
represented category 
Figure 1. Sample of rating scales 
first scale refers to Lhe absence or presence of the category in the text 
section, and the second scale (Barrett, 1956) estimated category strength 
for each text section/category combination. 
A two-by-two contingency table may be obtained from the subject 
ratings on the first scale and the output of the procedure. If one 
dichotomizes each factor vector such that loadings ^  |.30| are said to 
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contain the category, and those with loadings of < |.30( are said not 
to contain the factor, then one can form a contingency table as shown 
in Fig. 2. Only the largest factor loadings ^  .3 and subject response 
subj ects' j udgments 
yes no 
computer 
yes A B 
judgments 
no C D 
Figure 2. Two-by-two contingency table 
for any text section are counted as "yes" judgments, except in the case 
of ties where all tied major responses are counted as "yes" judgments. 
If one assumes that the procedure is correct, then A represents true 
positives and 2 true negatives, and jB represents false negatives while 
denotes false positives. The first test on this table is a standard chi-
square test of a two-by-two contingency table. The null hypothesis tested 
is that there is no difference in the subjects' response given that the 
procedure has classified the text sections. This is effectively a measure 
of the correlation between the procedure and human judgments. The second 
test on this table is a test of cells ^  and £ alone. The formula from 
2 2 
Siegel (1956) is: % = (B-C) / (B+C) with one degree of freedom. 
The null hypothesis tested is that for differences in classification, the 
probability that the subjects will answer yes is equal to the probability 
that they will say iw. In other words, are differences in classification 
random? A similar table was analyzed using subjects' largest response 
> 1 as a "yes" disregarding the dichotomous scale used above. The same 
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X tests were made to this task. 
The second rating scale is in reality a simple Likert-type 
scale from -5 (strongly no) to +5 (strongly yes). The combined 
scale was standardized for each subject on each category with a mean of 
zero and a standard deviation of one. The ratings were then summed across 
subjects for each category. This resulted in a matrix of summated ratings, 
SR, which was adjoined with the rotated factor matrix to form X = 
B 1 SR where B is the rotated factor loading matrix. This data matrix, 
X, was treated as a normal data matrix and a matrix of intercorrelations 
were obtained. The mean correlation between rotated factor loadings, and 
the categories associated with the same factor vector (r^) was obtained 
(e.g., if category 5 were obtained from the negative loadings of factor 2, 
then r would include the correlation between the second factor and the 
s 
fifth category). The mean correlation between the unassociated categories 
and loadings (r^) was also obtained. In cases where the negative pole of 
a given factor was involved, the sign of the resulting correlation was 
reversed. This was required since more positive ratings indicated 
greater contribution of the category while more negative loadings indicate 
the same thing. Thus by changing the sign of the correlation, the meaning 
of the correlation is the same as for positive pole categories. 
An estimate of the average inter-rater correlation for each category 
can be easily obtained from the data. As shown above, each summated 
rating, SR^j, is a linear composite across subjects. It can be shown 
2 2 2 (Nunnaly, 1967) that = Za^ + 2Ea^j, where is the variance of the 
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2 
composite, is the variance of an individual data vector (e.g., one 
subject's standardized responses on one category), and is the covariance 
2 
matrix (lower triangular). Since standard scores are used, o^ = 1 for 
2 
all subjects and a.. = r... Therefore, a = n + 2Ir.. where n is the 
1] 1] c ij 
2 — — 
number of subjects. However, 2Zr\j = (n -n)r^^ where r^^ is the average 
2 2 — 
correlation between subjects; therefore, = n + (n -n)r^^. Solving 
— — 2 / 2 \ ' for r^^ we find r^^ = - n / (n -n). It would appear that r^^ is a 
rough estimate of the reliability of the category which it represents, 
and is basically just the Spearman-Brown. 
Results 
For each text, lists of word-types with absolute standardized factor 
scores ^ 1.5 were obtained for each pole of each factor for the final 
matrix of the modified procedure as reported in the previous section of 
this dissertation. Categories were derived from these lists as outlined 
above. Each list and the categories derived from it are found in Appendix 
B. 
These categories were then presented to the subjects. The data for 
eleven subjects were discarded because the subjects gave evidence that 
they did not understand and/or failed to follow the instructions. The 
criteria used to eliminate subjects were the following: (1) the subject 
used fewer than 75% of the categories, (2) the subject failed to finish 
the task, and (3) the subject omitted one or more text sections. Table 
25 reports the number of subjects, the number of categories, the number 
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Table 25. Summary data for validation 
Text number 
subjects 
number of 
categories text sections judgments* 
one 44 9 33 13,068 
three 42 14 40 23,520 
four 47 8 30 11,280 
five 48 8 21 8,064 
*Across all subjects within each text 
of text sections and the total number of judgments for the text across 
all subjects. Subjects required from about one to three hours to complete 
the task. Text three, the longest text, had the highest number of 
responses per subject (560), and the highest number of subjects failed to 
complete the task. 
Table 26 is the means and standard deviations for the categories. 
Table 26. Summary data for text one 
Factor 
number 
mean SD Cat. 
Category on 
positive pole 
SD Cat. 
Category on 
negative pole 
SD 
II .01 .23 1 35.04 .63 7 38.91 .78 
III .00 .21 2' k 8 38.91 .78 
IV -.01 .21 3 37.09 .70 9 30.79 .48 
V .00 .20 4 34.42 .60 10 26.90 .36 
VI -.01 .21 5* 11 36.57 .68 
VII .01 .20 6 37.76 .77 12 37.24 .71 
*No factor loadings above |.30| for this pole 
Note: All category means equal to zero at fourth place except for 
categories six and twelve which are both equal to .0001. 
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factor loadings in text one, and the average correlations for the 
categories. Table 27 reports the intercorrelations between sunnnated 
ratings for the categories on the first text. The correlations between 
categories 8 and 10 are significant at the 5% level and the correlations 
between 1 and 9 are significant at the 1% level. Both of these significant 
correlations include categories derived from negative poles of their 
factors. The intercorrelations between factor loadings and summated 
ratings are shown in Table 28. Only in the case of category 10 did a 
category correlate more highly with another factor than it did with its 
own factor. The average intercorrelation between factor loadings and the 
categories derived from the same factor (r^) was equal to .62 while the 
average intercorrelation between factor loadings and categories derived 
from other factors (r,) was .00. The average intercorrelations between 
d 
the subject judgments after standardization are shown in Table 26, and 
2 
range from .78 to .36. The x for agreement between the subject's yes 
response with the largest strength measure and the appropriate factor 
loading _> .30 was 5276.26 with one degree of freedom. The equivalent 
2 
phi coefficient is .64. The x (1) for largest strength value and the 
appropriate factor loading .30 is 5305.77 which is equivalent to a phi 
2 
of .64. For the first contingency table, the x for randomness of false 
positives and false negatives was 16.33 (p < .005). The subjects tended 
to say "yes" when the factor loading was less than .30. For the second 
contingency table, the x for randomness was 26.72 (p < .005). An 
insignificant chi square (.78, df = 3) was obtained between these two 
tables. 
Table 27. Intercorrelations between categories for text one 
CAT 01 03 04 06 08 09 10 11 12 
01 1.00 
03 -.20 1.00 
04 -.15 -.10 1.00 
06 -.20 .24 -.07 1.00 
08 -.18 -.18 -.18 -.17 1.00 
09 .53** -.22 -.15 -.19 -.28 1.00 
10 -.12 -.08 .07 .07 -.31* .03 1.00 
11 -.14 -.20 -.09 -.22 -.22 -.00 .24 
12 -.22 -.10 -.13 -.07 -.23 -.12 .03 
^^Significant at .01 level 
*Signifleant at .05 level 
Table 28. Intercorrelations between categories and factor loadings 
FACTOR 01 03 04 06 08 09 10 11 12 
02 .86 -.17 -.19 -.24 -.12 .60 -.23 -.09 -.23 
03 .13 .31 .14 .27 -.88 .35 .31 .09 .09 
04 -.25 .48 .07 .20 .05 -.62 -.18 -.16 -.02 
05 -.20 -.08 .56 -.25 .02 -.16 -.26 .14 -.08 
06 -.01 .22 .21 .26 .14 -.10 -.12 -.75 .21 
07 -.02 .25 -.11 .60 • .07 .12 -.08 -.03 -.52 
Note: Underlined correlations are between categories and factor from which they were derived 
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Text 3 had the largest number of responses of any of the texts. As 
noted above, only 42 subjects out of 48 subjects successfully completed 
the task. Table 29 reports the summary data for text three. The average 
Table 29. Summary data for text three 
Factor 
Categories from Categories from 
number positive pole negative pole 
mean SD Cat SD r. . Cat. SD r. . 
1.1 1.1 
II .00 .20 1 27.21 .41 8 17.63 .16 
III .00 .19 2 23.19 .29 9 22.50 .27 
IV .01 .18 3 12.83 .07 10 . 22.37 .27 
V .00 .19 4 33.34 .62 11 24.51 .32 
VI .00 .18 5 32.58 .59 12 24.40 .32 
VII .00 .17 6 30.67 .52 13 26.78 .39 
VIII .00 .18 7 29.02 .46 14 30.53 .52 
Note: Means for categories are all zero to the fourth place. 
intercorrelation between the subjects for categories ranged .62 to .07. 
The intercorrelations bewteen the categories are found in Table 30. Eight 
correlations were significant at the 1% level and an additional 7 correla­
tions were significant at the 5% level. Table 31 reports the correlations 
between factor loadings and categories. In every case, the category 
correlated with its own factor higher than it did with any other factor. 
— — 2 
For this text, r^ is equal to .53 and r^ is equal to .02. A % (1) = 
2955.41 (phi = .35) was obtained for the agreement between subject's yes 
judgments and the largest appropriate factor loading above |.30| for each 
2 
text section. The % (1) for random differences between the procedure 
and subject judgments was 51.81 which is significant at the .005 level. 
There were more false positives than false negatives (considering the 
procedure as the standard). For the subject's largest judgment and the 
Table 30. Correlations between categories for text three 
CAT 01 02 03 04 05 06 07 08 09 10 11 12 13 14 
01 1,00 
02 .30* 1. 00 
03 .09 ,23 1.00 
04 -.30* -, .27 -.41** 1.00 
05 .01 -, .18 .04 -.17 1.00 
06 -.24 -, .18 -.19 -.00 -.14 1.00 
07 .04 -, .07 -.26 .00 -.13 -.05 1.00 
08 -.37** -, .23 -.15 .11 -.26 .19 -.11 1.00 
09 -.42** -.29* -.19 .68** -.26 -.04 -.07 .43** 1.00 
10 -.32* -, .22 -.09 .31* -.28 -.07 -.12 .78** .67** 1.00 
11 -.10 .14 .34* -.22 -.20 -.09 -.10 -.05 .15 .15 1.00 
12 .06 .34* . .22 -.26 .10 -.14 -.06 -.25 -.22 -.20 .14** 1.00 
13 -.12 -.02 .13 -.09 -.14 .08 -.13 -.05 .21 .10 .54 -.01 1.00 
14 -.07 -.08 -.11 -.15 -.17 .13 -.13 .06 -.18 -.18 -.01 -.03 .03 1.00 
••Significant at .01 level 
•Significant at .05 level 
Table 31. Correlations between categories and factors 
FACTOR 01 02 03 04 05 06 07 08 09 10 11 12 13 14 
02 .77 .24 .03 -.24 .14 -.28 .09 -.34 -.28 -.03 .31 -.06 -.17 
03 ..15 .00 -.40 .03 -.06 .07 -.25 -.49 -.40 -.04 .30 -.10 .04 
04 .14 .23 .55 -.37 .04 .03 -.13 -.35 -.46 -.51 .05 .10 .05 .18 
05 
-.21 -.25 -.17 .48 .06 -.11 .12 .07 .17 .04 -.58 -.21 -.25 .10 
06 .10 -.23 -.07 -.28 • 58 -.08 .00 -.00 -.31 -.14 -.07 -.40 -.04 -.01 
07 —.06 
-.07 -.21 -.05 .36 .31 .07 -.05 -.24 -.24 -.43 .19 .06 
08 .07 .17 .11 .03 .01 -.02 ^ . .10 .11 .12 -.04 .03 -.13 -.65 
Note: Underlined correlations are between categories and factor from which they were derived 
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largest factor loading above |.30|, the (1) for agreement was 2912.88 
2 (phi = .35) and for random differences x (1) was equal to 72.03. There 
were more false positives than false negatives. The test for agreement 
2 between these two tables was not significant (x (3) = 1.37). 
Table 32 is a summary of the results for text four. The range of 
Table 32. Summary data for text four 
Factor 
number 
mean SD 
Categories from 
positive pole_ 
Cat. SD r. . 
n 
Categories from 
negative pole __ 
Cat. SD r., 
n 
II .01 .23 1 36.99 .61 5 38.85 .68 
III .00 .22 2 42.92 .83 6 37.70 .64 
IV .00 .24 3 42.24 .80 7 32.89 .48 
V .00 .21 4 42.59 .82 8 34.74 .54 
Note: All category means were zero to the fourth place. 
average intercorrelations between subject judgments is .83 to .54. 
Table 33 reports the correlations between summated subject ratings. 
There were five intercorrelations significant at the 1% level and an 
additional eight significant at the 5% level. The correlations between 
factor loadings and categories are found in Table 34. The value for r^ is 
_ 2 
.53 and r^ is -.03. The x (1) for agreement between subjects dichotomous 
judgments and largest factor loadings above |.30| was 2216.45 (phi = .44). 
2 
The X (1) for random error was 15.83 (p < .005) with false negatives being 
greater than false positives. When considering only the subject's largest 
2 2 
strength judgment, x = 2253.67 (phi = .45) for agreement and x = 19.81 
(p < .005) for random error with more false negatives than false positives. 
2 
A X (3) = .17 was obtained for the agreement of these two contingency 
tables. 
Table 33. Correlations among summated subject rating for text four 
CAT 01 02 03 04 05 06 07 08 
01 1.00 
02 -.26 1.00 
03 -.19 -.16 1.00 
04 -.24 -.17 -.05 1.00 
05 -.30* .15 -.23 -.12 1.00 
06 .55** -.33* -.15 -.27 -.32* 1.00 
07 .83** -.32* -.25 -.27 -.32* .55** 1.00 
08 .35* -.31* .00 -.25 -.32* .84* .36** 1.00 
**Signifleant at .01 level 
*Significant at .05 level 
Table 34. Correlations between categories and factors 
FACTOR 01 02 03 04 05 06 07 08 
02 -.08 -.02 -.14 -.68 .39 .55 .39 
03 -.16 -.12 .01 .10 -.46 -.27 -.44 
04 -.40 .30 ^ -.00 -.07 -.22 -.54 .10 
05 -.35 -.12 .26 .56 -.16 -.33 -.22 -.26 
Note: Underlined correlations are between categories and factor from which they were derived 
52 
Text five was the shortest text and as noted above the text with the 
largest value of c associated with the factor loadings. Table 35 is a 
summary of the results for text five. 
Table 35. Summary data for text five 
Factor 
number 
mean SD 
Categories from 
positive poles 
Cat. SD r.. 
n 
Categories from 
negative poles _ 
Cat. SD r.. 
n 
II .02 .31 1 44.16 .84 6* 
III .01 .29 2 43.57 .82 7 39.07 .66 
IV .03 .38 3 45.18 .88 8* 
V -.02 .27 4 44.19 .84 9 40.45 .70 
VI .01 .27 5 43.63 .82 10 38.21 .63 
*No factor loading ^  -.30 
Note: All means for categories were zero at the fourth place 
except category 2 which was .0001 
The range of values for the average intercorrelation between subject 
ratings on a single category is from .88 to .63 with all positive cate­
gories being above .80. Table 36 reports the intercorrelations between 
the categories. Two correlations were significant at the 1% level and one 
was significant at the 5% level. Table 37 reports the intercorrelations 
between the summated ratings and factor loadings. There were no cases 
where the correlation between factor loadings for a factor other than 
the one from which a category was derived were higher than that from the 
category's own factor. The value for r was .73 and r, was -.08. A chi 
s d 
square for agreement of 4991.46 with an equivalent phi of .79 was obtained 
for agreement between subject's largest yes judgment for a text section and 
the largest factor loading above | .30|. The chi square for random error 
Table 36. Correlations among the categories for text five 
CAT 01 02 03 04 05 07 09 10 
01 1.00 
02 -.27 1.00 
03 -.23 -.16 1.00 
04 -.24 -.26 -.07 1.00 
05 -.22 -.25 -.19 -.07 1.00 
07 -.22 -.24 -.18 .13 .52** 1.00 
09 -.25 .47** -.11 -.21 -.21 -.20 1.00 
10 .08 .12 -.28 -.29* -.24 -.23 -.09 1.00 
^^Significant at .01 level 
*Slgnificant at .05 level 
Table 37. Correlations between categories and factor loading 
FACTOR 01 02 03 04 05 07 09 10 
02 .91 —. 13 -.14 -.35 -.31 -.34 -.27 .14 
03 —. 11 .77 -.03 -.04 -.42 — « 48 .51 .11 
04 -.20 -.12 .89 .07 -.23 -.25 .10 -.47 
05 -.10 -.35 -.01 .75 .21 .29 -.69 -.12 
06 -.23 -.09 .09 .11 .66 .41 -.05 -.70 
Note: Underlined correlations are between categories and factor from which they were derived 
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was 10.81 (p < .005) with false negatives being greater in number than 
false positives. The chi square for agreement for largest rating was 
5041,69 (phi = .79) and for random error 9.00 (p < .005). A (3) of 
.11 was obtained for agreement between these tables. 
Summing the contingency tables across texts, a phi of .53 was 
obtained. Table 38 summarizes the value of c, phi (for dichotomous 
judgments), the range of category intercorrelations between subjects, and 
r for all texts. 
s 
Table 38. Summary data for all texts 
Text c Phi Max. r.. 
ij Min. r.. ^s ^d 
one 1.99 .64 .78 .36 .62 .00 
three 1.91 .35 .62 .07 .53 .02 
four 2.32 .44 .83 .54 .53 -.03 
five 2.54 .79 .88 .63 .73 —. 08 
Discussion 
Perusal of the categories and word-type lists from which the cate­
gories were derived (see Appendix B) indicates that not all categories 
represent unitary subjects. There are several instances where there are 
subjects co-occurring across text sections, and the procedure has rep­
resented them as one category. There was very little difficulty in 
deriving the categories from the lists or in reaching general agreement 
on the phrasing used in the categories which were given to the subjects. 
Comparing the lists against the categories indicates that they were largely 
derived by inserting function word-types into the lists. Since the 
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procedure involves the removal of function word-types to enable content 
analysis, it may be possible to reverse the procedure in order to write 
summaries of texts. 
Harmon (1967) points out that varimax rotation tends to maximize 
the fourth moment of factor loading vectors. There is no reason to 
believe that the factor loadings derived here are atypical in their 
distributions. The categories, unlike the factors from which they were 
derived, are monopolar. It follows that category ratings would be 
skewed with only a few text sections for any particular category re­
ceiving large positive ratings. A test of skewness was not made; 
however, for text 5 the mean response prior to standardization was 
-3.59 with the most frequent response being -5. This would indicate a 
rather large skew in the raw subject responses. The means for the sum-
mated ratings of the categories in text 5 are all zero to four places 
with all categories having summated values above 100 (with a maximum of 
140.67) to less than -15 (with a minimum of -25.15). This would indi­
cate a rather strong skew in the negative direction for summated ratings. 
The evidence for the other three texts is similar. With this substan­
tial indication of differences in distribution between loadings and 
ratings, the usual test of significance would not be appropriate for 
the correlations between ratings and loadings. Considering the size of 
most differences in correlations, it is felt that most observed spreads 
are highly significant. 
For the four texts analyzed, only four categories out of a total 
of thirty-nine categories had higher correlations with factors other 
than the category from which they were derived. All of these 
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inconsonant categories were derived from the negative poles of factors. 
The correlation of a category with its own factor loading was in most 
other cases very much greater than was the correlation between the cate­
gory and the other categories for that text. 
Text 3 appears to be a special case. Compared with the other texts, 
a greater number of subjects failed to finish the task or did not use 
three-quarters of the categories, and thus were eliminated from the 
analysis. The raw data for some of the subjects which were retained 
appears to have a "shotgun pattern" which is indicative of guessing or 
random behavior. Most of the subjects were college freshmen, and it is 
felt that some of them tired of the task and began to randomly fill in 
the answer sheet. This apparent desire on the part of a number of subjects 
to get the task over with would appear to account for the rather lower 
average correlations among subjects on category responses and the large 
number of significant correlations between category judgments. It should 
be noted that the procedure also did less well on this text as is indi­
cated by the somewhat lower value of c. Text 3 is a very complicated 
story with a large number of word-tokens (12,770) and word-types (2760) 
(Vaught, 1970), and it ends in an "D'Henry twist." As a look at the word-
types in Appendix B will indicate, some of the word-types occurring in this 
text are quite unfamiliar to the reader. This complexity undoubtedly lead 
to the degrading of both the subject's and the procedure's performance. 
Even so, the procedure seems to have divided up the text into distin-
guishably different units. 
As noted above, two contingency tables were derived for each text. 
One table was derived using the subject's largest yes response and the 
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procedure's largest appropriate factor loading as a judgment for each 
that the category did indeed occur in that particular text section. The 
second contingency table was identical except the dichotomous response 
was ignored and the subject's largest positive response was called a 
"yes." There was not a single text for which the differences between 
these two tables even approached significance. This indicates that 
subjects were highly consistent in the way in which they used the scales; 
providing evidence that they understood the instructions quite well and 
had little difficulty in using the scales. 
All texts except 5 had a significantly greater number of false 
positives than false negatives for subject's dichotomous judgments. Since 
the agreement between the procedure and subject ratings appears good, the 
value of .30 for factor loading significance appears to be a good but 
possibly conservative one. Continued use of this value appears to be 
appropriate for future research using this procedure as it appears to 
give good category assignment. 
The categories derived from negative loadings have a much higher 
number of significant intercorrelations between categories. There were 3 
out of 44 significant intercorrelations between categories derived from 
positive poles and 11 out of 40 significant correlations between cate­
gories derived from negative poles. This difference is significant at the 
2.5% level (^^(1) = 5.35). A x^(l) = 1.92, (p > .10) was obtained for 
the test between the number of significant correlations among all pos­
itively-derived categories and correlations between one positively- and one 
negatively-derived category. It would appear from this evidence and from 
the fact that all cases in which a category correlated lower with its own 
factor than it did with some other factor were negatively derived, that 
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positively- and negatively-derived categories are not equivalent as has 
been assumed. It is not known why this is so. It would appear that there 
is only one way for a word-type to get a score 1.5; that is for it to 
occur in text sections with large positive beta weights and to not occur 
in text sections with large negative beta weights. It would appear 
possible for a word-type to get a factor score _< -1.5 in two ways. First 
by occurring in text sections with large negative beta weights and not 
occurring in text sections with large positive beta weights. This would 
result in the expected results for placement of a word-type in a negative 
pole word list. A second possibility is that a word type could appear 
frequently in text sections with very small beta weights and not occur at 
all in text sections with either large positive or negative beta weights. 
In a few cases this might well result in a word-type receiving a 
sufficiently negative standard score for its improper inclusion in nega­
tive lists. Investigation of this problem was beyond the scope of this 
study; however, if the above conjecture is correct, it would be a trivial 
matter to eliminate such intrusions by the simple addition to the al­
gorithm of a test of occurrence of a word-type in text sections with 
significant negative factor loadings prior to inclusion in negative word-
type lists. 
From the evidence presented above, it is concluded that the pro­
cedure developed in Vaught (1970) and modified here does indeed structure 
a text in a meaningful way. As pointed out in the introduction to 
this section, it is not known what structural qualities are being 
tapped by the procedure. Future research in the area of procedure 
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validation is called for to determine the nature of the factor structure 
in terms of the linguistic qualities of the text. This was beyond the 
scope of the present research. As pointed out above, the categories 
which result from the present procedure are not pure in the sense that 
they contain one and only one subject category or thematic episode 
within a text. It is possible that this is a result of the rather 
artificial way in which the text is dichotomized into text sections. 
Other algorithms for doing this should be examined. An iterative 
solution which seeks a best set of categories is certainly a possibility. 
Future research should explore this idea. 
The algorithm as it now exists must be used with other texts. It 
was felt that the resources available would be utilized best by using 
the texts from Vaught (1970) in this validation effort. It is now very 
important from the standpoint of establishing the validity of this pro­
cedure that other texts and, indeed, other languages be processed by this 
algorithm, as the procedure would appear to be applicable to any lan­
guage . 
The difficulty encountered by subjects in the rating of text 3 
points out a strong point of the present procedure. Computers do not 
get tired and quit, and they do not forget (overlooking the possibility 
of a machine error), while subjects do get tired and bored. At present, 
the algorithm requires reasonably long texts to work. Vaught (1970) 
points out that very short texts do not contain enough word-types for 
analysis. The procedure requires the very type of text that people find 
difficult to analyze in detail. It is felt that the procedure could 
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be utilized in exploring the macro-structure of human communication. 
How do people put large texts together? What structures are associated 
with comprehension? In dialogues between individuals, do the patterns 
converge? In other words, do people become similar in the words they 
use across time? If so, what relationships influence changes in word-
type usage? With the use of another form of cluster analysis for the 
factor analytic portion of this procedure, it might be possible to use 
it in the machine analysis of short essays. Would this type of infor­
mation improve on the results of Page (1966) and others in this area? 
It seems reasonable to assume that the quality of a written text is 
associated with the structure of the subject content. 
Vaught (1970) pointed out several areas of difficulty with the 
procedure. The question asked there as to whether the categories have 
indiscriminable meaning would appear to have been answered here in the 
affirmative. The problem of the possible confounding of the meta­
language qualities of the text (e.g., tense, mood, number, etc.) with the 
object-language meaning of the text has not been dealt with here and 
still remains an important area for study. The range of correlations and 
the maximum correlation between text sections has been improved consider­
ably by the modification. The better defining of the function word-type, 
content word-type continuum by the use of several texts in place of text 
sections as suggested above may bring about some more improvement in 
this area. The problem of transient word-type partitioning would appear 
to have been dealt with. As pointed out above, other cutoff values 
should be explored. Future research in this area should attempt to 
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optimize these values. It may well be that they are in some way text 
dependent. The suggestion made above for the possibility of an iterative 
solution to determine text sections is a partial answer to the questions 
raised in Vaught (1970) concerning text section length. 
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SUMMARY 
The procedure for the cluster analysis of prose which was re­
ported in Vaught (1970) was modified here. The modification resulted 
in more sections of text having significant loadings on a factor. 
Subjects were then asked to rate each section of text on each of the 
categories derived from lists of words with large factor scores on each 
of the factors. With few exceptions, the correlation of the summated 
ratings for each category was much higher with the factor from which it 
was derived than it was with the other factors for that text. It is felt 
that this is evidence for the validity of the procedure in the limited 
sense that the results represent something which is meaningful to the 
reader of prose. 
Several areas for future research both in development of the pro­
cedure itself and in its use as a research tool were made. Among the 
latter were proposals for its use in the macro-study of human communi­
cation, the study of interaction among individuals across time, the 
machine grading of essays, and some aspects of the function/content 
word-type continuum. 
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INSTRUCTIONS 
This is a study of reading. It will take you about two hours 
to complete your part in the study. In order to get credit for 
your efforts, you must fill in the following: 
(last name) (first name) (initial) 
Section or Days and time or 
Room# Bldg 
Instructor's name 
Age Sex Class (year) 
First, you are asked to read a science fiction story which 
follows this page. After you have read it, you will find further 
instructions. Do not worry if the person next to you finishes 
before you do. He has a different story. If you have any questions 
please raise your hand. 
Now, please turn to the next page and start reading. 
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If you have NOT read the story, please go back to the front 
page of this "booklet" and re-read the instructions given there. 
A previous reader of the story you have just read came up 
with a set of categories which he felt represented the story well. 
You are now asked to re-read the story using a special copy of the 
story. You will rate each page of text on the strength of each of 
the categories. For each category you will first indicate whether 
or not it is a major subject on that page. You will then estimate 
the "strength" of the subject by circling a number from -5 to +5. 
Suppose the story you read had a large eating scene in it. 
One of the categories would probably be about eating. The following 
would be typical examples of your responses to various pages of 
text, 
(The page you have just read is only about eating and nothing else.) 
Category 1 : Eating food. 
Major subject: YES( X ) N0( ) i -5 -4 -3 -2 -1 0 +1 +2 +3 +4 
not only 
represented category 
(On the page you have just read, the characters are planning a dinner.) 
Category 1 : Eating food. 
Major subject: YES(Y) N0( ) : -5 -4 -3 -2 -1 0 +1 +2 43^ +5 
' not only 
represented category 
(There is only a passing reference to food.) 
Category 1 : Eating food. 
Major subject: YES( ) N0( /) i -5 -4 -3(j^^l 0 +1 +2 +3 +4 +5 
not only 
represented category 
(No reference to food in any way.) 
Major subject: YES( ) NO(X) : Çsyi -3 -2 -1 0 +1 +2 +3 -A +5 
' only-
represented category 
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ïou will record your answors on the enclosed answer sheet. 
The sheet is divided up by categories and napes. For each 
category by page combination there are three items; 
Y N _ 
The Y stands for YES, the N stands for and the blanks are 
for the number which relates to the strength of the category 
for that page. 
For instance if your response were: 
Major subject: YES( )( ) N0( ) : -5 -4 -3 -2 -1 O^^y+2 +3 -+4 +5 
f not . ^ /" on: ly 
y represented , ' category 
/ . ^ 
you would code^/ 
^ ' 
The examoles on the previous page would be coded as: 
The following is a small section of the answer sheet which you 
will be using to record your responses: 
Cat 5 
Y N 
V 
Page Cat 1 Cat 2 Cat 3 Cat 4 
1 Y N Y N Y iM Y N 
2 Y N Y N Y iM Y N 
3 Y N Y N Y N Y N 
4 Y N Y N Y N _ Y ' 
5 Y N Y N Y iM _ 
Along the top are the categories for the text; along the sides are 
the pages. You will fill in the answer sheet by rating each category 
for each page. In other words, you will work from left to right on 
each line; then go to the next line (page). 
For page 4, please fill in the answer sheet for the following response: j 
Category 3 '• There are a couple of men fighting over a woman. 
Major subject: YES(^) N0( ) : -5 -4 -3 -2 -1 0 +1 +2 +3 ^ /+5 
' not ^ only 
represented category 
If you have any questions, PLEASE HOLD UP YOUR HAND and someone will 
help you!111 
The categories for your text are on the next page. Please read them 
over carefully. 
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Fear Hound 
. Jean Dalais is upstairs on the attic floor bein% rescued by 
Ahmed. George is in the kitchen having a dream/hallucination about 
her condition. He makes a ohone call to the rescue squad. 
f2. (none) 
jf3. Bessie while she is not in a trance. She talks about her 
business while sitting at a table with Ahmed and George. At one 
point they talk about tea; at another, about Turkish honey rolls. 
The explanation of archtypes and how they control other people's 
behavior. 
(none) 
f6. Bessie is reading the tea leaves seated at a table. She is 
getting a message for heln mixed with feelings of fatifrue and death. 
Nobody cares. It's a bad trip. 
#7. (none) 
#8. The filling out of the rescue squad reoort. The hireing of 
Ahmed's friend George as a consultant because he is a very good 
detector even though he has little statistical ability. The way 
accounting will handle all of this. 
#9» George is in a trance when voices tell him where the victim is 
in a dusty attic; afraid of falling. The ladder to the attic has 
already fallen and is down below. 
flO. Voices tell of death, need, thirst; dryness. They go to the 
tavern. 
#11. The discovery of the tavern and the questioning of the bar­
tender about Jean and Mort Fitzoatric. The walk on the sidewalk to 
the house. George on the first visit to the house. 
fl2. The look of trouble in the sky. George feels sick and dizzy. 
Ahmed calls statistics for reoorts of others feeling sick. 
This category does not really exist; ignore it. 
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You vrill  uso tho categories which you have just road to evaluate 
your ntory. You will record your answers on the special answer sheet 
which you have been provided. Please do not mark up your copy of the 
story as others will have to use it. 
On the next page you will find the special copy of your story 
which you will use to evaluate the strength of each subject cate­
gory on each page. Please read each page to refresh your memory and 
then rate each category on both whether it is a major subject on 
that page and its stregth on that page. More than one category 
may be represented on each page. 
If you have any questions. PLEASE raise your hand nowl ! 
If no questions exist as to what you are supposed to do, please 
turn to the next page. 
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CATEGORIES 
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Text One 
Category 1 Factor 1 
Category Factor 
Description Scores 
floor 4.88 
Jean 4.24 
George 4.21 
kitchen 4.01 
attic 3.98 
rescue 3.85 
dream 3.16 
dalais 2.96 
sanford 2.77 
upstairs 2.74 
squad 2.60 
no 2.51 
yell 2.22 
afraid 2.21 
small 2.18 
phone 2.15 
hatred 2.07 
hit 2.03 
had 1.93 
ladder 1.91 
hope 1.90 
hallucination 1.88 
liquid 1.82 
dial 1.64 
downstairs 1.61 
move 1.52 
Category 3 Factor 4 
Category Factor 
Description Scores 
Bessie 3.67 
looked 3.59 
Ahmed 2.79 
table 2.78 
have 2.49 
kitchen 2.29 
round 2.25 
hope 2.06 
honey 2.02 
fat 1.88 
young 1.74 
tea 1.69 
loud 1.67 
imagine 1.62 
feeling 1.61 
rolls 1.59 
Turkish 1.55 
girls 1.53 
#1. Jean Dalais is upstairs 
on the attic floor being res­
cued by Ahmed. George is in 
the kitchen having a dream/ 
hallucination about her 
condition. He makes a phone 
call to the rescue squad. 
#3. Bessie while she is not in 
a trance. She talks about her 
business while sitting at a 
table with Ahmed and George. At 
one point they talk about tea; at 
another, about Turkish honey rolls. 
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Text One 
Category 4 Factor 5 
Category 
Description 
Factor 
Scores 
is 5.15 
are 2.67 
from 2.61 
archetype 2.54 
echo 2.52 
sometimes 2.50 
lives 2.50 
forward 2.44 
listen 2.44 
traffic 2.17 
making 1.89 
archetypes 1.88 
average 1.86 
be 1.86 
direction 1.77 
flow 1.76 
word 1.76 
check 1.65 
call 1.63 
thousand 1.60 
leaned 1.56 
no 1.54 
control 1.53 
IQ 1.53 
usual 1.51 
Category 6 Factor 7 
Category Factor 
Description Scores 
Bessie 4.94 
are 3.58 
cup 3.56 
thinking 3.20 
again 2.66 
help 2.54 
hope 2.35 
and 2.05 
said 1.90 
shoulder 1.90 
big 1.90 
hands 1.89 
tea 1.86 
change 1.85 
from 1.75 
round 1.70 
leaves 1.69 
die 1.69 
tired 1.69 
care 1.69 
table 1.68 
separate 1.60 
f4. The explanation of archtypes 
and how they control other people's 
behavior. 
#6. Bessie is reading the tea 
leaves seated at a table. She is 
getting a message for help mixed 
with feelings of fatigue and 
death. Nobody cares. It's a 
bad trip. 
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Text One 
Category 8 Factor -3 Category 9 Factor -4 
Category Factor Category Factor 
Description Scores Description Scores 
squad 4.42 voice 4.94 
rescue 4.26 dry 3.52 
funny 2.52 asked 2.97 
wrong 2.47 answered 2.92 
probability 2.38 am 2.78 
hire 2.38 dust 2.42 
report 2.38 head 2.29 
score 2.29 opened 2.27 
were 2.25 world 2.24 
statistics 2.20 question 2.22 
Ahmed 2.19 George 2.19 
chance 2.11 lying 1.96 
rules 2.03 answer 1.90 
hundred 1.92 smell 1.80 
detect 1.84 ladder 1.77 
George 1.83 feet 1.71 
friend 1.80 again 1.65 
end 1.71 is 1.63 
always 1.68 looking 1.62 
stared 1.64 air 1.61 
accounting 1.63 penetrated 1.58 
saved 1.63 ago 1.58 
services 1.63 as 1.55 
machines 1.63 are 1.53 
reports 1.63 live 1.53 
department 1.62 fall 1.52 
need 1.59 from 1.52 
slightly 1.57 below 1.50 
bars 1.54 
number 1.54 
space 1.54 
is 1.51 
#8. The filling out of the rescue //9. George is in a trance when 
squad report. The hiring of voices tell him where the victim 
Ahmed's friend George as a consultant is—in a dusty attic; afraid of 
because he is a very good detector falling. The ladder to the attic 
even though he has little statis- has already fallen and is down 
tical ability. The way accounting below. 
will handle all of this. 
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Text One 
Category 10 Factor -5 Category 11 Factor • 
Category Factor Category Factor 
Description Scores Description Scores 
were 4.75 had 5.03 
am 2.59 Fitzpatrick 4.23 
voice 2.48 walking 2.95 
deep 2.34 been 2.79 
looked 2.25 house 2.57 
death 2.23 Jean 2.44 
asked 2.22 kind 2.24 
Bessie's 2.20 bartender 2.22 
thirsty 2.16 and 2.20 
cup 1.95 bag 2.16 
chair 1.87 asked 2.03 
dry 1.76 bar 2.01 
need 1.65 Mort 1.88 
eye 1.61 red 1.88 
Bessie 1.59 front 1.83 
tavern 1.54 sidewalk 1.82 
slow 1.80 
from 1.73 
block 1.73 
no 1.72 
white 1.68 
started 1.66 
tavern 1.62 
coming 1.56 
#10. Voices tell of death, 
need, thirst; dryness. They 
go to the tavern. 
#11. The discovery of the 
tavern and the questioning 
of the bartender about Jean 
and Mort Fitzpatrick. The 
walk on the sidewalk to the 
house. George on the first 
visit to the house. 
Category 12 Factor -
Category Factor 
Description Scores 
as 3.42 
looked 2.78 
ready 2.45 
trouble 2.41 
statistics 2.32 
sick 2.24 
sky 2.20 
bad 2.19 
be 2.01 
school 1.96 
fear 1.90 
building 1.88 
idea 1.82 
loud 1.81 
near 1.80 
have 1.80 
dizzy 1.77 
rescue 1.69 
high 1.64 
cloud 1.62 
legs 1.53 
#12. The look of trouble in 
the sky. George feels sick 
and dizzy. Ahmed calls 
statistics for reports of 
others feeling sick. 
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Text Three 
Category 1 Factor 2 
Category Factor 
Description Scores 
is 5.41 
are 4.89 
have 4.20 
antitrust 3.82 
Mikins 2.52 
no 2.47 
organizations 2.45 
ruling 2.41 
big 2.39 
more 2.36 
umpire 2.17 
than 1.98 
thousand 1.82 
groups 1.74 
Miki 1.72 
system 1.69 
different 1.69 
umpires 1.62 
employee 1.62 
study 1.58 
avoid 1.52 
action 1.51 
Category 2 Factor 3 
Category Factor 
Description Scores 
were 6.75 
Pwrlyg 3.52 
hemisphere 3.46 
base 3.16 
northern 3.05 
Australian 2.99 
Dahlmann 2.87 
company 2.74 
war 2.52 
life 2.51 
Mikin 2.14 
meet 1.95 
technology 1.95 
years 1.86 
antitrust 1.81 
south 1.78 
from 1.77 
situation 1.65 
umpires 1.53 
had 1.52 
downtown 1.51 
well 1.50 
#1. Explanation of the Mikin 
system of antitrust, organi­
zations, rulings, umpires, 
groups, etc., and how this 
system differs from terran 
organizations. The status 
of company employees. 
#2. The nature of Pwrlyg 
on earth. How they want 
the Northern hemisphere, 
earth and its effects on 
level of technology which 
existed previously. The 
Mikins had colonized the 
hemisphere first and its 
as downtown. 
s business 
to colonize 
The war on 
the high 
had 
reasons 
Southern 
effect such 
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Text Three 
Category 3 Factor 4 
Category Factor 
Description Scores 
as 3.96 
had 3.30 
and 2.92 
terran 2.85 
though 2.71 
more 2.48 
are 2.36 
central 2.10 
close 2.09 
equipment 1.86 
history 1.85 
less 1.84 
signs 1.83 
believe 1.77 
president 1.77 
appears 1.77 
home 1.70 
remembered 1.67 
seem 1.65 
Dahlmann 1.64 
claim 1.64 
different 1.62 
live 1.60 
Miki 1.54 
cat 1.54 
information 1.51 
Category 4 Factor 5 
Category Factor 
Description Scores 
Horlig 3.46 
as 2.58 
had 2.54 
rock 2.50 
from 2.42 
Horlig's 2.35 
central 2.34 
moonlight 2.24 
plan 2.12 
office 2.04 
later 1.94 
tomorrow 1.91 
more 1.83 
week 1.81 
flew 1.78 
ump 1.75 
couple 1.74 
landing 1.74 
home 1.71 
pile 1.66 
decided 1.66 
Gloyn 1.65 
until 1.64 
hundred 1.64 
boulder 1.64 
have 1.62 
four 1.55 
supply 1.54 
study 1.54 
#3. Ron's home. Dahlman's 
claim that the Mikins appear 
to have designs on terrans 
(earthmen) which have historical 
precedents on earth (i.e., 
Indians). 
#4. Ron and Horlig's moonlight 
fight in the rock office, the 
result of which is the collapse 
of Horlig's home, etc. The fact 
that Horlig is indeed a Gloyn. 
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Text Three 
Category 5 Factor 6 
Category Factor 
Description Scores 
Mary 6.08 
company 3.59 
as 2.77 
am 2.58 
love 2.45 
is 2.31 
tables 2.30 
brother 2.25 
sex 2.17 
three 2.08 
end 2.01 
jump 1.96 
quarrel 1.72 
fight 1.71 
lift 1.69 
knife 1.66 
lovers 1.66 
slash 1.66 
are 1.59 
type 1.58 
roof 1.58 
begin 1.57 
using 1.51 
#5. Mary and Ron's roof top 
lunch date at which a lover's 
quarrel took place at a 
nearby table. This fight is 
interrupted by a brother. 
Mikin sex customs in general. 
Category 6 Factor 7 
Category Factor 
Description Scores 
than 4.61 
were 4.09 
terrans 3.53 
gun 2.44 
past 2.34 
more 2.31 
accountant 2.27 
twenty 2.02 
hard 1.99 
barrels 1.94 
bomb 1.94 
reached 1.86 
race 1.86 
green 1.82 
and 1.77 
already 1.74 
seen 1.74 
Gloyn 1.70 
am 1.68 
advanced 1.64 
different 1.63 
said 1.51 
//6. The terrans' use of guns and 
bombs against the green people 
(Mikins). The accountant's 
counterattack. Ron meets Horlig 
and suspects that he is a Gloyn. 
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Text Three 
Category 7 Factor 8 
Category Factor 
Description Scores 
had 3.79 
be 2.88 
been 2.59 
terrans 2.53 
antitrust 2.52 
ruling 2.45 
asked 2.24 
Mary 2.18 
plan 2.17 
expect 2.17 
seem 2.12 
kill 2.07 
Kym 2.02 
Chev 2.02 
groups 2.01 
umpire 1.96 
and 1.94 
human 1.94 
office 1.78 
base 1.59 
terran 1.55 
Category 8 Factor -2 
Category Factor 
Description Scores 
Chev 4.02 
Horlig 3.66 
been 2.85 
Merlyn 2.71 
president 2.66 
vice 2.56 
Horlig's 2.48 
had 2.33 
Melmwn 1.92 
as 1.87 
be 1.86 
ground 1.81 
am 1.70 
perhaps 1.67 
company 1.64 
affairs 1.62 
Ngagn 1.60 
terran 1.59 
from 1.58 
#7. The antitrust ruling 
against the terrans by the 
umpire, Kym, at the time of 
his declaration of their 
human nature. Mary's reaction 
to this plan (which Ron had a 
hand in). The effects of the 
ruling on Chev's plans to kill 
terrans. 
#8. The relationship between 
Horlig and Chev, both of whom 
are company vice presidents. 
The Merlyn affair as it affects 
them jointly. 
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Text Three 
Category 9 Factor -3 
Category Factor 
Description Scores 
are 5.48 
be 5.39 
have 3.15 
Horlig 2.86 
Mikins 2.58 
Horlig's 2.20 
Merlyn 2.00 
gun 1.96 
scheme 1.84 
plan 1.80 
cat 1.76 
Chev 1.70 
genocide 1.63 
Gloyn 1.60 
seem 1.59 
different 1.58 
talking 1.55 
Category 10 Factor -4 
Category Factor 
Description Scores 
from 4.45 
Horlig 4.00 
have 3.50 
is 3.37 
plan 3.01 
well 2.60 
Chev's 2.54 
Rockingham 2.41 
men 2.40 
rock 2.36 
company 2.18 
am 2.10 
voice 2.05 
no 1.97 
tomorrow 1.95 
Gloyn 1.93 
send 1.72 
late 1.70 
need 1.66 
terrans 1.62 
sure 1.58 
Merlyn's 1.56 
thousand 1.50 
//9. Horlig/Merlyn and his plan/ 
scheme to get the Mikins to commit 
genocide, thereby keeping the 
terrans from going the way of the 
Gloyn by becoming too complacent. 
#10. Horlig and/or Chev's plans 
against the terrans in general. 
The plan to send company men to 
Rockingham in particular. 
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Text Three 
Category 11 Factor -5 
Category Factor 
Description Scores 
is 5.52 
terrans 4.01 
Mikins 3.39 
believe 3.32 
Dahlmann 3.26 
Mikin 3.00 
Merlyn 2.90 
are 2.53 
scholar 2.46 
pronounce 2.18 
company 1.91 
no 1.86 
fear 1.79 
pull 1.73 
within 1.72 
Chev 1.72 
Australian 1.71 
terrorist 1.62 
fact 1.60 
anthropology 1.59 
planet 1.57 
Category 12 Factor -6 
Category Factor 
Description Scores 
had 5.04 
terrans 4.13 
than 3.03 
culture 2.22 
war 2.20 
Horlig 2.17 
save 2.10 
been 2.08 
government 2.08 
Miki 1.82 
less 1.79 
world 1.78 
physical 1.74 
high 1.70 
history 1.62 
Cherokee 1.59 
became 1.56 
everything 1.55 
Australia 1.53 
while 1.52 
//II. The discussion between 
scholar Dahlmann and Ron about 
the Merlyn terrorist activities 
as an anthropological phenome­
non. 
#12. The history of terran 
culture since the great war. 
The high level of development 
in the physical sciences on 
earth prior to the war. The 
fate of the Cherokee. The 
history of Australia since the 
war. 
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Text Three 
Category 13 Factor -7 Category 14 Factor -8 
Category Factor Category Factor 
Description Scores Description Scores 
Dahlmann 4.73 as 4.15 
Horlig 3.64 than 3.92 
base 3.17 Melmwn 3.33 
keep 2.77 more 3.07 
believe 2.70 three 2.90 
as 2.59 street 2.87 
scholar 2.54 anthropology 2.86 
Merlyn 2.38 Horlig 2.73 
field 2.28 signs 2.27 
Pwrlyg 2.17 is 2.20 
watch 2.06 ago 2.07 
signs 2.03 car 2.03 
especially 2.00 years 2.00 
such 1.82 quiet 1.96 
landing 1.74 fellow 1.91 
certain 1.69 well 1.91 
Melmwn 1.63 staff 1.91 
hour 1.57 understand 1.88 
pull 1.56 brought 1.88 
board 1.84 
lawn 1.82 
addition 1.68 
walked 1.56 
parked 1.55 
directors 1.53 
#13. Dahlmann's discussion with 
Ron concerning Horlig's failure 
to come to the field for Melmwn's 
arrival with particular reference 
to Merlyn's attack. 
#14. Melmwn (Ron) joins Horlig's 
staff as an anthropologist. The 
trip by car to Dahlmann's lawn. 
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Text 
Category 1 Factor 2 
Category Factor 
Description Scores 
is 5.11 
said 3.61 
control 3.14 
board 2.98 
are 2.63 
Jeanette 2.51 
crew 2.21 
more 2.19 
suits 2.17 
sleep 2.08 
chance 1.99 
side 1.90 
both 1.81 
than 1.80 
have 1.77 
be 1.75 
prisoners 1.67 
metal 1.64 
hate 1.60 
oval 1.57 
awake 1.57 
hungry 1.57 
blow 1.51 
#1. Jeanette and Carl are in 
the ship's control room study­
ing the control board. They 
wonder about the relationship 
between the crew's metal suits 
and sleep. They would like to 
know whether they should wake 
one of the other prisoners or 
a crew member. They are 
hungry. 
Four 
Category 2 Factor 3 
Category Factor 
Description Scores 
said 4.55 
silver 4.00 
eye 3.95 
Carl 3.38 
brand 3.31 
metal 3.08 
is 2.96 
skin 2.82 
Carl's 2.58 
looking 2.46 
looked 2.22 
voice 2.15 
Lavelle 2.11 
move 1.89 
later 1.81 
between 1.77 
clean 1.74 
instant 1.71 
metallic 1.68 
man's 1.63 
word 1.60 
than 1.60 
#2. Carl has just met Brand and 
Lavelle. He notices their metal 
skins. They show him that they 
can move instantly from one 
place to another. He finds he 
has been cleaned. 
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Text Four 
Category 3 Factor 4 
Category Factor 
Description Scores 
Carl 5.03 
Brand 3.82 
metal 3.42 
room 3.19 
had 3.06 
clock 3.06 
either 2.80 
suits 2.67 
Lavelle 2.66 
buttons 2.34 
board 2.20 
oval 2.16 
hands 1.90 
both 1.79 
except 1.74 
change 1.71 
while 1.56 
corridor 1.56 
cages . 1.54 
catwalk 1.54 
feet 1.52 
crew 1.51 
Category 4 Factor 5 
Category Factor 
Description Scores 
cage 4.30 
park 4.08 
as 3.73 
were 3.34 
than 2.70 
doors 2.69 
closed 2.62 
corridor 2.40 
reading 2.36 
curve 2.34 
ramp 2.33 
open 2.17 
prowl 2.00 
both 1.99 
roam 1.85 
patio 1.80 
useless 1.80 
be 1.78 
less 1.77 
again 1.71 
obviously 1.67 
having 1.60 
ordinary 1.58 
perhaps 1.57 
chair . 1.52 
patios 1.52 
rim 1.52 
//3. Carl finds himself able 
to go out into the corridor 
again. It leads him to the 
room where Brand is. Lavelle 
soon joins him. He describes 
the large room and the large 
board with all the buttons 
arranged in ovals. He sees 
Brand and Lavelle remove 
their suits. He notes the 
large oval clock. 
#4. Carl gets out of his cage 
and prowls along a curved cor­
ridor. The other doors are 
closed. He walks doxm a ramp 
to a park where he finds a 
girl reading in an ordinary 
chair. 
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Text Four 
Category 5 Factor -2 
Category Factor 
Description Scores 
had 5.01 
been 4.23 
volunteer 3.68 
as 2.90 
ship 2.85 
lay 2.83 
spaceship 2.73 
bed 1.99 
alien 1.98 
aliens 1.87 
kind 1.80 
Pentagon 1.75 
lights 1.61 
conscious 1.59 
possibly 1.57 
provided 1.57 
seem 1.51 
Category 6 Factor -3 
Category Factor 
Description Scores 
control 3.99 
be 3.35 
ship 2.57 
well 2.47 
sleep 2.38 
except 2.10 
button 2.07 
morning 2.00 
Jeanette 1.99 
board 1.97 
help 1.83 
figure 1.83 
crew 1.72 
run 1.67 
had 1.56 
technical 1.53 
beside 1.52 
#5. Carl is a volunteer chosen 
by the Pentagon to go aboard 
the alien spaceship. He thinks 
about this as he lies in bed on 
the ship. 
//6. Carl has control of the 
ship. He puts everyone else 
to sleep. Be wakes Jeanette 
up to help him figure out the 
technical nature of the ship. 
They must leam how the crew 
runs it. He can control 
everyone. 
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Text Four 
Category 7 Factor -4 Category 8 Factor • 
Category Factor Category Factor 
Description Scores Description Scores 
is 5.37 from 3.63 
said 4.20 Carl 3.24 
am 3.70 is 2.78 
ship 3.51 have 2.71 
are 3.17 ship 2.56 
have 2.89 said 2.55 
Jeanette 2.38 no 2.48 
answer 2.35 except 2.29 
again 1.69 control 2.23 
food 1.68 run 2.10 
be 1.67 Pentagon 1.96 
minute 1.52 board 1.88 
Brand 1.68 
eye 1.57 
possible 1.52 
hands 1.51 
#7. Carl and Jeanette have the 
ship, and they are trying to 
get food. 
#8. Carl has just gotten control 
of the ship from Brand. He would 
like to know how to run it. 
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Text 
Category 1 Factor 2 
Category Factor 
Description Scores 
sir 4.51 
prairie 3.67 
yes 3.47 
control 3.18 
view 3.12 
from 3.05 
chair 2.68 
been 2.54 
Rollo 2.29 
cigarette 2.21 
deck 2.00 
lounge 1.96 
Roseate 1.95 
words 1.82 
port 1.82 
coffee 1.60 
scene 1.54 
minute 1.52 
#1. Ixton views a prairie 
scene and is given a cig­
arette and coffee during the 
approach to Roseate port. 
Five 
Category 2 Factor 3 
Category Factor 
Description Scores 
Garnet 4.43 
ship 3.04 
Boddley 3.00 
yes 2.56 
Rollo 2.50 
head 2.14 
are 2.02 
O.K. 2.00 
pistol 1.86 
orders 1.83 
mr 1.81 
nothing 1.78 
climb 1.73 
turn 1.72 
tank 1.70 
from 1.65 
sir 1.63 
former 1.62 
control 1.58 
#2. Garnet is holding Ixton 
aboard Rollo with a pistol 
pointed at Ixton's head by 
Boddley. Rollo does nothing 
when he is ordered to climb. 
The crooks put Ixton in a 
sleep tank. 
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Text Five 
Category 3 Factor 4 
Category Factor 
Description Scores 
Garnet 3.51 
no 3.02 
ground 3.00 
from 2.98 
couple 2.82 
Garnet's 2.69 
Wales 2.51 
voice 2.36 
been 2.30 
clopter 2.23 
give 1.98 
men 1.98 
clopters 1.90 
be 1.84 
hideout 1.83 
cover 1.70 
Jacobsen 1.61 
location 1.57 
demanded 1.53 
quick 1.52 
Category 4 Factor 5 
Category Factor 
Description Scores 
Wales 5.01 
Hassbruch 3.16 
lieutenant 3.02 
sir 2.95 
chief 2.44 
is 2.35 
talk 2.18 
are 2.14 
sure 1.91 
turn 1.87 
neither 1.69 
perhaps 1.59 
//3. Ixton goes on the ground 
with Jacobsen to Garnet's 
hideout after they discover 
that Wales is a traitor. Garnet 
is captured and Ixton calls 
in clopters. One clopter 
comes. 
#4. The interrogation and 
confession of Lieutenant Wales 
by Proxad Ixton with Chief 
Hassbruch present. 
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Text Five 
Category 5 Factor 6 Category 7 Factor -3 
Category Factor Category Factor 
Description Scores Description Scores 
Garnet 3.77 had 3.53 
official 2.54 as 3.03 
chief 2.45 be 2.86 
planet 2.38 Roseate 2.82 
Gochster 2.13 patrol 2.75 
Hassbruch 2.10 Governor 2.69 
monitor 2.06 Drake 2.18 
taken 1.96 more 1.90 
Governor 1.94 been 1.84 
light 1.90 police 1.64 
be 1.82 than 1.63 
years 1.71 Jacobsen 1.50 
police 
patrol's 
1.63 
1.55 
//5. Proxad Ixton monitors his 
discussion with Chief Hassbruch 
and the Governor. 
#7. The conversation on Roseate 
between Governor Drake and Proxad 
Ixton concerning the police during 
which they meet Jacobsen. 
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Text Five 
Category 9 Factor -5 Category 10 Factor • 
Category Factor Category Factor 
Description Scores Description Scores 
trigger 3.05 as 3.74 
Rollo 3.01 well 3.15 
ship 2.89 sir 2.99 
clopter 2.66 Rollo 2.73 
patrol 2.58 were 2.32 
been 2.53 coming 2.30 
Ixton's 2.34 am 2.26 
Garnet 2.18 perhaps 2.24 
Boddley 2.18 have 2.15 
finger 1.80 except 2.10 
pull 1.80 patronizing 2.00 
band 1.77 enlisted 1.96 
hold 1.76 replied 1.95 
flexomet 1.68 manship 1.81 
pistol 1.67 perfectly 1.66 
had 1.67 ship 1.60 
as 1.64 tough 1.58 
fire 1.58 men 1.50 
#9. Description of the pistol 
in the flexomet band. The 
trigger is pulled and held by 
Boddley, and they all take a 
clopter trip to the ship 
(Rollo), Rollo's first reaction 
to this weapon. 
#10. The patronizing behavior 
of Rollo which is a result of 
the man/ship relationship. Ixton 
feels that there is a similarity 
between military enlisted men and 
Rollo in this. 
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INTRODUCTION AND REVIEW OF THE LITERATURE 
This thesis reports the development and implementation 
of a procedure for the preparation of English text (e.g., 
short stories) into a form suitable for factor analysis. 
Although a high-speed digital computer is required in the 
implementation of this procedure, all parts of the procedure 
could be performed without a computer given sufficient time. 
The primary and indeed only purpose of the algorithm 
developed below was the study of a specific behavioral 
phenomenon of man, language. 
Ma:i is unique in the animal kingdom for his highly 
developed ability to communicate among members of his own 
species using signs of an arbitrary nature. Other animals 
have a communicative ability, but only in man is it an 
arbitrary system rather than an inherited system. A few 
animals such as the parrot have the mechanical apparatus 
required for humanoid speech (Kellogg, 1968), but they 
apparently lack the cognitive apparatus for true language. 
They appear to be unable to transfer referents, differentiate 
between referents to any great extent, or create meaningful 
combinations of words which they have in their repertoires 
of speech sounds. A few animals, such as the chimpanzee 
have very high cognitive and manipulative skills (Gardner & 
Gardner, 1969) but lack the mechanism for speech (Lieberman 
et al., 1969). In fact recent evidence by Gardner and 
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Gardner (1969) would indicate that it may indeed be possible 
for a Chimpanzee to learn a subset of human sign language. 
The Gardners have taught a young chimpanzee about thirty 
signs in a period of less than two and one-half years. The 
animal has demonstrated appropriate transfer of signs to new 
referents, differentiation of referents with increase in 
vocabulary, and is beginning to combine signs. However, no 
evidence of a referential, arbitrary form of communication 
naturally occurring in the higher primates other than man 
has been found (Marier, 1965; Bastion, 1965). It is only in 
man that one finds an animal capable of a written and spoken 
language. Lenneberg (1966, 1969) states that language is a 
behavioral phenomenon which should be studied by behavioral 
scientists because (1) it is universally found in man (except 
for severe retardates), (2) the onset appears to be correlated 
with physical development, (3) infant learning of language 
takes the same course regardless of language, (k-) all 
languages appear to have the same operating characteristics, 
(5) these characteristics appear constant across recorded 
history, and (6) linguistic ability may be altered by brain 
lesions. 
The case for the study of language as a unique behavioral 
phenomenon of man is well established. The study of its 
structure on all levels is certainly a worthwhile enterprise 
for psychologists. This thesis is an attempt to develop a 
procedure for a study of entire texts. 
Cherry (1966) defines a language as a set of general 
signs and rules that have developed organically over a long 
period of time and whose signs, and rules for sign creation 
and manipulation are flexible and illogical. This is 
opposed to codes which are developed for a specific purpose, 
and language systems such as mathematics and logic which have 
very definite rules and whose use is highly logical and 
structured. Language can be further subdivided into ob.iect-
language. that is, language used to communicate ordinary 
events, and meta-language. language used to describe an 
ob.iect-language (Cherry, 1966; Harris, 1968), (The meta­
language need not be in the ob.iect-language it is describing. 
For instance one can describe Russian with the use of English.) 
The signs and rules of language are used to transmit and 
receive thoughts. It is only through this transfer of informa­
tion that man is able to have the high level of development 
that he has achieved. That this matter of transfer of infor­
mation is imperfect is a matter of common knowledge (Thompson, 
1966). 
With a little reflection, it becomes apparent that words 
are not analogs for their referents but are arbitrary signs 
created by men and related to their referents by common usage, 
Quine (I960) argues that the relations between words and 
their referents are not as clear as one might like. This 
would certainly follow from Cherry's (1966) definition of a 
language as essentially arbitrary and illogical. 
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Thompson's (1966) concern with the clarity and complete­
ness of transfer of information could also be explained 
by this apparent uncertainty in the relationship between 
words and their referents. However, Harris (1968) argues 
quite persuasively that, within a given language, signs and 
referents are related to each other in a stable enough way 
that they can be treated quantitatively. Cherry (1966) 
recognizing this point states that if this were not true, 
communication between individuals would be impossible. 
Among the first men to attempt this quantification of 
language was Zipf (1935). He discovered that the frequency 
of word usage tends to be distributed logarithmically. 
More precisely, if a is the number of words of a given 
frequency of occurrence in a given text, and b is the fre-
quency of those words, then ab% k where k is a constant. 
This relationship has been called Zipf's law and would appear 
to hold reasonably well for all written languages (Cherry, 
1966). Zipf derived his relationship empirically; however, 
a similar relationahip between number of words with a given 
frequency of occurrence and the frequency of their 
occurrence may be derived from statistical communications 
theory (Cherry, 1966). 
In very recent years, the mathematical description of 
language has become more widespread. Some of this work has 
great bearing upon the procedure described herein and should 
therefore be briefly reviewed. One can use almost any form 
of decriptive higher mathematics in the analysis of language. 
The aspects of a language which are amenable to such analysis 
are many and include such diverse characteristics as word 
frequency, synonomy, grammar, etc. (Edmundson, 1967). 
Harris (1968) points out that a language may be looked at as a 
set of words M with subclasses of words such as nouns, 
verbs, conjunctions, etc. For each word of W, one may 
also define a subclass of words S such that co-occurs 
with each member Sj of S. The naturalness and therefore the 
probability of co-occurrence of each member of S with ¥j^ is 
graded. That is, some members of the subclass of words are 
more likely to occur with any specific word than are other 
members and some members do not occur at all with the given 
specific word. Also the relative naturalness or probability 
of a co-occurrence of 8j with may fluctuate throughout the 
history of a language. Indeed across time, words are 
constantly added and deleted from S. Ortiz and Zierer (1968) 
point out that an intersection of different subsets of words 
may occur. For example, the word well may be used in the 
phrase "They swim well" or in the phrase "They found the well" 
with quite different meanings. It is seen that the word 
well lies in two different subsets of words in terms of the 
meaning of the members of the subset; yet, there is an 
intersection of the subsets. The word well, as shown above, 
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has two entirely different meanings, and therefore falls 
into two overlapping subsets, and therefore, both meanings 
share the same word-type. One commonly utilized method of 
handling the difference in meaning has been to apply numbers 
to the ends of words when the word has more than one 
referent, e.g., welll and well2. Another direct result 
of the mathematical analysis of language has been in the 
development by Thorne ^  ^.(1968) and others of algorithms 
for parsing English. Much of this work is beyond the scope 
of this thesis, but almost all of it has potential use in 
extensions of the procedure outlined herein. 
A somewhat parallel development in the area of the study 
of language has been the development of techniques to determine 
and compare the content of texts. These content analysis 
procedures have utilized a number of different approaches. 
A number of different units of analysis have been used. 
These have included phonemes, words, sentences, number of 
column inches devoted to a given subject, etc. (Stone et al., 
1966). The advent of the high speed digital computer with 
its rapid tabulation of units of analysis has facilitated 
development of such procedures. One of the best known of 
these approaches has been that of the General Inquirer. • 
The General Inquirer (Stone et al., 1966) uses a diction­
ary of words and word strings in cases where there are multi­
ple referents for a given word. There are in fact a number 
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of such dictionaries in existence at the present time. Each 
entry in the dictionary is assigned to one or more content 
categories. These content categories represent possible 
topics which may be present in a text. For instance, the 
Harvard Third Psychosociological Dictionary assigns the words 
I, me, mine, myself to the category self. A word can be 
assigned to more than one category at the same time. The 
procedure then reduces a text in such a way that values 
for the various categories can be obtained by counting the 
occurrence of each category or tag. This procedure has been 
utilized in a number of areas of inquiry including the 
scoring of student themes (Bhushan and Ginther, 1968). 
There are some problems with the General Inquirer. The 
primary difficulty appears to be the dictionary. First, 
the dictionaries tend to be rather large. For instance, the 
Harvard Psychosociological Dictionary has over 3^500 words 
and 84 tags. The application of tags to words is dependent 
largely upon the subjective judgment of the creators of the 
dictionary. As a result the tags tend to be based upon one 
or another theoretical view of language and of the content 
area's structure. The application of tags, and indeed the 
inclusion of words, is solely dependent upon the constructors 
of the dictionary (Stone ^  al., 1966), Psathas (1969) 
points out that because of the subjectivity of dictionary 
construction, a dictionary developed for one purpose may be 
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misleading when utilized for an entirely different purpose. 
A general, universally workable classification schema does 
not exist at present. In addition, the General Inquirer is 
unable to handle the homograph problem with complete success, 
e.£., "river bank" vs. "savings bank". It would appear futile 
to create a dictionary consisting of every word in a given 
object-language. For as pointed out above, languages are 
constantly changing, the set of referents for a given word 
changes, and words appear, disappear and re-appear. • Some 
better solution to the problem than that presented by the 
General Inquirer is required. Psathas (1969) suggests that 
until the answer to the dictionary problem is found, the 
General Inquirer should be utilized,taking into account the 
problems created by the approach,to determine the structure 
of language. This author tends to agree. The best solution 
would be a procedure which eliminated the dictionary 
altogether, however, this is probably impossible at the 
present state of the art. 
Cherry (1966) points out that if one were able somehow 
to tap all the conversations in a given nation at a single 
moment, then the distribution of words would conform to 
Zipf's Law. However, meaning is transmitted by each speaker 
only by the departure he makes from this distribution of 
words. The further he departs from the overall distribution, 
the more original is his communication. However, if he 
departs too far, he becomes unintelligible. Therefore, it 
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would appear possible to infer the content of a given text 
from a statistical study of the elements of the text and the 
departure from the expected distribution, 
Borko (1965) did some very interesting work in obtain­
ing a classification system for the psychological literature 
by tabulating the frequencies of 150 key words within each of 
659 abstracts of journal articles. He then correlated his 
data using words as variables. The resultant correlation 
matrix was factor analyzed, and the factor loadings rotated, 
A validation sample of 338 abstracts was then analyzed in the 
same way. One of the factors was bipolar and was counted as 
two categories. Unfortunately, Borko did not show which of 
the two of his eleven categories loaded on the same factor. 
There is a broad area of overlap between Borko's classifica­
tion schema and that in use by the American Psychological 
Association in the Psychological Abstracts. One problem in 
his study was the selection of words for tabulation. Function 
words (articles, prepositions, conjunctions, etc.) were 
arbitrarily excluded, as were words which occurred with 
frequencies greater than 100 across abstracts or less than 
twenty across abstracts. Words which remained were excluded 
if they did not appear to be "good index terms". It would 
appear that the results of the factor analysis would be 
strongly influenced by the words which were excluded from the 
list of key words. However, this approach would appear to 
be far less subjective than the General Inquirer since the 
10 102 
words are used as their own tags. 
Prior to examining the purpose and method for the proposed 
procedure, the definition of several terms which have been 
loosely used up to this point is required. Since the meta­
language term word is ambiguous, it is necessary to define 
two unambiguous terms. Word-type is a universal, a word in 
the object-language. It is defined as an alphabetic, (i.e. 
A, B, C, ...) or numeric (i.e. 1, 2, 3 •••) character preceded 
by a blank or punctuation character and followed by either 
a punctuation mark or blank, or from zero to eighteen non-
blank characters followed by an alphabetic or numeric character 
which is followed by a blank or punctuation character. The 
punctuation or blank characters at the end of the words 
define the extent of the string but do not form a part of the 
word-type. A limit of twenty characters was set because 
multiples of four characters are required for efficient 
computer operations and twenty was felt to be sufficiently 
large for most word-types in the English language. This 
definition is similar to Cherry's (1966) definition of a 
sign-type but does not include non-verbal signs. Some exam­
ples of word-type as defined here are "word," "1984," "etc," 
A word-token is the written occurrence of a selected 
word-type at a specific location within a text. It forms the 
basis of measurement in this procedure. 
A variant of a word-type is defined as two word-types 
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which are identical except for tense and/or mood for verbs 
and case and/or number for nouns that have the same root. 
The following word-types would be variants: "chime," and 
"chimes." Also defined as variants are certain cases of 
hyphenation. A word-type and that section of a hyphenated 
word-type which are identical except for tense and/or mood 
for verbs or case and/or number for nouns are variants. 
Also that section of two hyphenated word-types which meet 
the test for a variant are defined as variants. For example: 
"big-time" and "time," or "big-game" and "game," or "big-
time" and "big-game." Also defined as variants are contrac­
tions. They are separated into their component word-types. 
Definitions of other terms will be delayed until they are 
defined in statistical terms. 
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PURPOSE 
.The purpose of this study was to develop and implement 
an algorithm for obtaining the sequential structure of 
concept categories within a single text. No known content 
analysis procedure deals with this problem. It was also 
desired that the procedure should be as free as possible 
from the problems associated with the construction of a 
dictionary. Therefore, it was decided that the procedure 
should have a dictionary of minimum size (if indeed one was 
needed at all) and that the construction of any required 
dictionary should be as objective as possible. In order to 
achieve this goal, it was decided that each word should 
serve as its own tag whenever possible. 
The procedure that was decided upon was somewhat similar 
to that of Borko (1965). It should be pointed out that the 
concepts involved in the procedure were evolved independently 
and without knowledge of Borko's earlier work. In Borko's 
work, a series of abstracts may be looked at as a matrix 
Xnm with n abstracts and m word-types. In the present 
procedure, abstracts are replaced by sequential sections of 
text which result from the combining of one or more para­
graphs into a larger unit of analysis. These sections of 
text are taken from a single work such as a short story, a 
journal article, or a book. The unit of analysis was the 
frequency of word-type usage within a given section of text,. 
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for instance, the number of times the word-type Borko has 
been employed in the first two paragraphs of this section of 
thesis. The matrix is transposed from Borko's order so that 
the text may be looked at as a matrix with m word-types 
and n text sections. The list of word-types utilized in the 
analysis, although a subset of the total set of word-types 
utilized by the author of the analyzed text, would desirably 
be a larger subset of the total vocabulary than that used by 
Borko, It was hypothesized that an intercorrelation matrix 
obtained from the data matrix should result in having most 
of the higher correlations near the diagonal and the smaller 
correlations being distant from the diagonal. This follows 
because adjacent text sections should be in main, be more 
similar than distant ones. Also the resulting correlations 
when factor analyzed should yield a set of factors which 
should have high loadings on the same factor for sections 
of text which had similar patterns of co-occurrence of 
word-types. As shown by Cherry (1966), Harris (1968), Ortiz 
and Zierer (1968) and others, this would appear to be related 
to the subject matter categories of a text. The evidence 
that factors obtained by the correlation of word-type fre­
quencies tend to be reliable and meaningful (Borko, 1965) 
would tend to support the validity of the proposed procedure. 
The approach has several advantages over more traditional 
ones. First, a reduced stringency of criteria for inclusion 
into the subset of word-types to be utilized as observations 
should be possible. Nunnally (1967) states that one should 
have approximately ten observations for every variable in 
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order to adequately overdetermine the interrelationships 
among a set of variables in factor analysis given that the 
sample size is at least 250. The reduced number of word-
types to be eliminated should result in a more objective 
criterion for exclusion. Since only a relatively few word-
types need be eliminated, one need exclude only those word-
types which most clearly are function words or occur so 
infrequently as to be of only minor thematic importance. 
If, as in Borko (1965)? one used words as variables and 
sections of text as observations, it should be apparent 
from the previous discussion that one needs an extremely 
long text if one is to meet the aforementioned rule of thumb 
as to the number of observations per variable. In fact, 
one might reasonably argue that such an analysis is 
impossible because although there are a finite number of 
content words in a given language, that number is extremely 
large and is in constant flux (Harr.'is, 1968). Since linear 
sections of text correspond to a time series, we might never 
be able to get sufficiently large samples such that a reliable 
estimate of the distribution of word frequencies could be 
obtained before the language changed its composition. The 
sections of text would have to be dynamically added in order 
to obtain a large enough number of sections of text for 
analysis, but the addition of text would undoubtedly add new 
word-types to the set of word-types. This would require 
15 107 
more text-sections and so forth. Even with very stringent 
constraints on word inclusion, Borko (1965) only obtained a 
^-.4 to 1 ratio of observations to variables. 
The second advantage is that by using word-types as 
their own tags one avoids any possible bias resulting from 
the subjectivity inherent in the tagging process. The 
homograph problem should be minimized because the procedure 
is concerned with structure within a single text. It can be 
assumed that the number of homographs within a single text 
is small, especially when compared with the total subset of 
word-types used in the analysis. 
No attempt to validate the results of the procedure is 
proposed at the stage of its development, and therefore, the 
purpose of this thesis becomes the development and imple­
mentation of a procedure for obtaining a cluster analysis 
for prose. When validated, the resulting algorithm should 
lead to the development of a procedure for obtaining the 
sequential structure of concept categories within a single 
text as was stated above. 
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PROCEDURE 
Theory 
As implied above, a text can be viewed as a matrix of 
word-type frequencies. This matrix, X, when viewed in natural 
order, has order n by m where n is the number of word-types 
and n is the number of paragraphs in the text. One can 
easily look at paragraphs as linear slicings of the entire 
text. This becomes clearer if one looks at word-tokens as 
single, discrete signals in space and a text as a series of 
discrete signals in space (Cherry, 1966). These signals are 
converted to temporal signals by the human perceptual 
apparatus. Looked at in this way, written and spoken 
languages are both time series differing only in how they 
are originally generated. Paragraphs are slicings of these 
written series of discrete signals (word-tokens). It must 
be kept in mind that spoken language also contains non-verbal 
signals. 
One can partition the matrix, X, as a super matrix 
composed of simple matrices as follows: 
4 
where X^ is known as the content word matrix, X^ is known 
as the unique word matrix, X^ is known as the pronoun matrix, 
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and is known as the function word matrix. The criteria 
used to partition X will now be elaborated. 
•It would appear reasonable that word-types whose 
proportion of usage is not homogeneous across texts are best 
thought of as being associated with the subject matter or 
content of the language rather than the syntax of the 
language. This would especially hold true if the frequencies 
obtained were from quite different texts in terms of 
subject matter. Looked at another way, if A is the set of 
word-types in the first text, and B is the set of word-types 
occurring in a second text, and C is the set of word-types 
in the third and so forth; then the intersection of these 
sets contains three subsets of word-types. The first subset 
of word-types contains those word-types whose meanings are 
such that they represent overlap of subject areas between 
the texts. The second subset contains word-types which have 
quite different referents but the same word-type. This would 
consist of universal homographs such as pronouns. The third 
subset contains those word-types which have a function in 
the object-language which is syntactical in nature rather 
than the transmission of thematic information. These latter 
word-types are known as function word-types. It is hypothe­
sized that the proportional frequencies of these function 
word-types will be more stable than that of the first subset; 
that is the proportional frequencies of function word-types 
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is more nearly constant than the proportional frequencies 
of subject overlap word-types» The pronoun word-types may be 
removed by knowledge of the language and other homographs 
ignored. 
It would appear reasonable to assume that word-types 
whose proportional usage is such that it does not vary 
significantly across texts could without too much error be 
considered to be function word-types. This would appear to 
be true if the subject matters of the texts differ greatly. 
The method chosen to obtain the desired test of significance 
was the Chi Square test. One can look at a series of texts 
as a matrix, with 1 word-types and k texts. One can 
easily obtain expected frequencies for each cell in the 
matrix in the usual manner by obtaining marginals for each 
row and column of the matrix. One can then treat each word-
type as a sample and perform a one-sample Chi Square test 
on the resulting expected and observed frequencies. Since 
the desired test is on the homogeneity of usage across texts, 
it would appear inappropriate to combine cells in order to 
achieve the desired expected frequencies. One would also 
not expect every function word-type to occur in every text. 
For these two reasons, texts which have an expected frequency 
of less than five for a given word-type are eliminated for 
that word-type (Siegel, 1956). Word-types for which the null 
hypothesis is accepted at the .001 level are considered to 
be function word-types. Word-types so considered are parti­
tioned into the Xf simple matrix. 
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As pointed out above, many of the word-types which have 
ambiguous or variable referents in the object language are 
pronouns. Pronouns are partitioned into the Xp simple matrix. 
Word-types which occur only once within a text and have no 
variants in the set of text word-types form the unique word-
type matrix, X^, All remaining word-types are assigned 
to the content word-type matrix, X^, 
For the purpose of analysis, only the Xq matrix is 
retained. The others are excluded for the following reasons. 
The unique word matrix, X^, is excluded because word-types 
in this matrix would appear to largely represent transient 
ideas within a text or are synonyms for more frequently 
occurring word-types. This matrix is the data equivalent 
of a permutation matrix. Considered by itself, the inter­
correlations of the text sections are all equal to zero. 
However, the variance of the paragraphs are largely if not 
completely non-zero. (It is highly unlikely that all the 
unique words will occur in the same paragraph or even in some 
very small subset of paragraphs.) It can be shown that the 
inclusion of this matrix in the analysis has the tendency 
of reducing the intercorrelations between the linear sections 
of text. 
The pronoun matrix, Xp, contains word-types whose 
referents are variable. At present it has been decided not to 
define the referent for each pronoun. The inclusion of 
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pronouns would have the effect of confounding the use of 
pronouns and the shift in categories. It is therefore, 
necessary to exclude the pronoun matrix from the analysis. 
The function word-matrix, X^, is eliminated because it 
consists of word-types which tend not to vary with the subject 
matter of the text. The only remaining simple matrix of 
X is XQJ the content word matrix. For ease of notation, the 
content word matrix will be referred to as X^m with n word-
types and m paragraphs. 
Since the variance of the number of word-tokens within 
a paragraph, j ^ ), is quite large, and since there are 
quite a few cells in the matrix with zero frequencies (Xij=0) 
(i.e. only a few word-types occur in each paragraph) it is 
useful to combine paragraphs. The effect of this is twofold. 
First, it reduces the variance of the linear text sections 
^). Secondly, it reduces the proportion of cells which 
have zero frequencies. A new matrix ^X may be obtained from 
X such that % 
l^ik " ^  
j=qk-l + 1 
where qg = 0 and best satisfy the condition that -{X^^ c 
but not less than .8c, where c is some cutoff constant for 
text sections size and k is the text section. In other words, 
the text slicings are as close to some cutoff value for 
text section size as possible but not less than 80 percent of 
the cutoff value. This is a simple way of tending to minimize 
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the variance of text section lengths around some mean value 
of length. It is essentially a one pass algorithm whereas 
a more exact variance minimizing algorithm would probably 
have to be repetitive. This new matrix, -|X, has a smaller 
proportion of cells with a null value (^1^=0) than did the 
original matrix, X, It also results in the variables used 
in the procedure being more nearly equivalent in terms of 
number of word-tokens per slice than one finds with paragraphs 
as slicings. The term text sections is used to describe 
these linear slicings of the text. Since, the text sections 
are nearly equivalent in length, it is reasonable to use 
actual word-type frequencies as the unit of analysis rather 
than proportion of word usage within text section. 
Zipf's Law (Zipf, 1935) has demonstrated that word 
frequencies tend to be distributed logarithmically. It was 
therefore appropriate to transform such that ^^X^^ = 
logjo (iXijj.+l). This was done so that the distribution of 
word frequencies more closely approached the assumptions of 
normality made by the standard correlation procedure 
(Snedecor & Cochran, 196?). One can easily obtain a 
correlation matrix R from ^^^X, This matrix represents the 
similarity of word-type patterns between each of the text 
section variables. In other words, if text sections have 
similar patterns of word-type usage, they will correlate 
more highly than text sections which are quite dissimilar. 
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It would appear reasonable to assume that pattern 
similarities in content word usage would tend to reflect 
similarities in subject content. If this assumption holds, 
then the correlation matrix obtained should represent the 
content structure of the text being analyzed. 
An orthogonal factor matrix, A, can be obtained from 
this matrix. It seems likely that the first factor vector 
represents a general factor. The effect of its removal is 
to partial out covariance due to the overall subject of 
the text and the covariance due to word-types which were 
incorrectly classified as being content words. The remaining 
factors whose eigenvalues are greater than 1,0 are then 
rotated to simple structure. Each factor vector should 
yield one or two distinct subject categories. Two areas 
could be defined in cases where the subject categories 
utilize words which have little or no overlap in their word 
sets. This would follow from Harris' (1968) notion that 
for any given sequence of word-tokens there is a subset of 
word-types which will 'fit' in .a given spot in the sequence 
and that the probability of use of each member of the subset 
varies with its appropriateness. Ortiz and Zîerer's (1968) 
description of linguistic phenomena in terms of the inter­
section and difference between sets also leads to this con­
clusion, Since the variables used to obtain the factor 
analysis are linear sections of the text, one should be able 
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to obtain an approximation of the linear structure of the 
major categories of the text's discourse by observing the 
change in factor loadings across text sections. One should 
also be able to obtain an estimate of the relative length 
of each subject category from the number of text sections 
on which it loads highly. 
Implementation 
The implementation of this procedure was performed in 
seven stages. Elements of the procedure performed in each 
stage are as follows: (1) production of a data set with 
records consisting of a word-token frequency count by 
paragraph within the text, (2) a Chi-Square test on word-
type frequencies across texts, (3) creation of a dictionary 
of word-types for each text for use in deletion of pronouns 
and function words, and modification of word-types, (W pro­
duction of a data set for each text with only content word-
type frequency by paragraph records, (5) pooling of word-token 
frequencies to form text section boundaries, (6) transforma­
tion of text-section word-token frequencies and computation 
of correlation matrix, (7) principal axis factor analysis 
solution and rotation of factors. Stages one, two, four, 
five and six were performed by computer programs written by 
the author. No known programs were available to perform 
all the stages required in this procedure in an efficient 
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manner. All programs utilized pre-existing routines whenever 
possible. Stage three was performed manually although much of 
the work in this stage is amenable to solution by computa­
tional algorithms. Because of the limited computer time 
available, it was decided not to implement the routines 
required for dictionary creation. Stages six and seven 
utilized routines written locally. 
Text for input to the procedure is at present punched 
onto eighty column standard data cards. The text is punched 
precisely as it occurs in the original source with the 
following exceptions. First, words cannot be continued onto 
the next card by hyphenation of the word. In other words, 
the whole word-token must be contained without embedded 
blanks on one card. Secondly, there must be at least one 
blank between word-tokens. New texts have a text 
identification card prior to the first text card. This card 
is blank in column one, has an asterisk in column two, the 
title of the text in columns eleven through thirty, the data 
set name of the output file in columns forty thru forty-seven, 
and an identification symbol to be placed on each output 
data card in columns sixty-one and sixty-two. Paragraphs 
begin on a new card with the first five columns blank. All 
other cards begin in column one. Text can be continued up 
to column seventy-two. Column seventy-three contains a 
text identification character, columns seventy-four thru 
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seventy-six contain the page number in the original text, and 
seventy-seven thru eighty contain the card sequence number. 
The character set used is the set found on the IBM Model 029 
keypunch. 
The first stage of the procedure, the production of a 
data set of word-token frequencies by paragraph, was imple­
mented by a program written in PL/1 and named Count. PL/1 
was chosen as the language because it is a very powerful 
string manipulation language and has facilities for sorting 
of character strings through the invocation of the IBM 
sort-merge utility program. Count produces the basic data 
matrix, a summary vector of word-type frequencies for the 
text, and tabulation of the number of word-tokens, number of 
word-token characters (i.e., the number of characters 
contained in word-tokens), and punctuation totals for commas, 
semi-colons, double and quotation marks, periods, exclamation 
marks, question marks, apostrophes. Since the basic data 
matrix is a sparse matrix, the records produced for this 
matrix by Count consist of the word-type, its text identifi­
cation number, the page number from the original text, the 
paragraph number for the text, a sequential word-type number, 
the non-zero word-token count for the appropriate word-type 
for that paragraph, and if the paragraph is the last one in 
which the word-type occurred, the text sum word-token count 
for the appropriate word-type and a sorting aid. Paragraphs 
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which have a null word-token count for a given word type 
do not have an associated record written for them. The last 
record produced for each word-type is also written on a 
separate data set and is used as the text summary record for 
each word-type. Both of these data sets are sorted in 
alphabetically ascending order by word-type and within word-
types for the basic matrix data set, in ascending order for 
paragraph numbers. 
Count is written in such a way that it can process a 
large number of texts at a time. The actual number is depen­
dent on the amount of direct access space made available 
to the sort-merge utility. The program processes the texts 
in two stages. Stage one separates the text into word-tokens 
and counts the number of characters contained in the word-
tokens, the punctuation marks per paragraph, and the number 
of word-tokens per paragraph. It passes each word-token 
along with a series of indices as to paragraph, text, and 
sequence of the text in the text input job stream to the 
IBM-written sort-merge utility program. It must be noted 
that word-token separation and sorting occur concurrently. 
A number of texts may be processed within this stage of 
the program with a single invocation. 
When the last text has been processed in the input 
stream, stage two of the program begins. The sort-merge 
utility program passes back each previously created record 
sorted in such a way that all word-tokens within a text 
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are sorted into ascending alphabetic order by paragraph. 
Each record is tested to see if it is identical to the pre­
vious record (same text, word-type, and paragraph). If it 
is, a counter is incremented by one; if not, the record 
for the previous word-type-paragraph-text combination is 
prepared for output. A further test is made to see if it 
is the same word-type and if it is not, the summary informa­
tion and sorting aid are added to the output record. At 
this point, the record is written out. If it is a summary 
record, it is also written on the summary record file, 
A test is then made to see if the text is the same; if it 
is not, program control sections of the program take over, 
open and close the appropriate data sets and perform other 
housekeeping tasks. Figure 1 is a flow chart of the proc­
essing logic for the program. Figure 2 is a detailed 
flow chart of the first stage logic for this program and 
Figure 3 is the second stage logic in flow chart form. 
The program control logic is not outlined herein but may be 
obtained from examining the programs which are included in 
Appendix A. 
Stage two of the procedure was implemented by two 
PL/1 procedures. The first procedure accepts as input up 
to four input data sets each containing the word-type/ 
frequency summary vector for a text. It performs a summarizing 
merge of the data sets and produces an output data set with 
word-types from the four input data sets. This data set 
28 120 
contains a record for each word-type found in one or more of 
the four texts along with the summary frequency counts for 
each text. The second program is named Chis and accepts the 
data from the first program. It computes Chi Square values 
on a selected subset of the word-types. The selection of 
the subset is done in two stages. First the word-type must 
have occurred in some minimum number of texts. This minimum 
is a read-in program parameter which is set at two by de­
fault. The word-type must also have occurred an average 
of five or more times in each text in which it did occur 
to be included in the selected subset. 
Based structures are used for each word-type and the 
frequency of the word-type in each text. The structures 
are chained in a one-way descending chain to form effectively 
a matrix of word-types by text. This matrix consists of a 
series of row vectors which are chained together and is 
known as A. It contains n rows and m columns where n is 
the number of words selected and m is the number of texts. 
The sum of word-token counts for each word-type (A^ ) is 
computed and the sum of word-token counts for each text 
subset (A^j) is computed. The grand sum (A^^) is computed. 
Then for each word-type, the overall probability of 
occurrence, , is computed by The theoretical 
frequency for each word-type per text is then computed by 
T^j = A^j ' . If for any text then 
is reduced by Aj_j and Aj_j is set equal to zero. 
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A is not changed. The reduction of A would require an 
iterative solution since qA > ,A where ^A is the grand 
• # JL # # U # # 
sum prior to the analysis of any word-type and ,A is the 
-L # # 
grand sum for the final word-type. A non-iterative algorithm 
which reduced A^^ would therefore result in an alphabetic 
bias. Since A^-« A , any error in should be small. 
If A^^ were reduced, A^ j would also require reduction. 
After reducing A. , p. and the T^., are re-computed. If i . X -L J s 
the number of texts which have a non-null word-type frequency 
(A..> 0) drops below two for a given word-type, then the 
word-type is eliminated from the subset of word-types for 
which a Chi Square test is to be performed. Figure ^ is a 
flow chart for the logic of this program. 
At this stage in the procedure, a dictionary of words 
which fall into the function-word matrix and pronoun word 
matrix is created. The list of function word-types is 
created by examining the results of procedure. All word-
types for which the null hypothesis that the word-types occur 
with the same frequency in all texts is accepted at the 
pc.OOl level are placed in this list of word-types to be 
deleted. A dictionary of pronouns is also prepared at this 
point. These dictionary words are prepared on data cards 
with the word-type in columns 1 thru 20 and column twenty-
one has a one ('1') in it. The remainder of the card can be 
utilized for any purpose whatsoever. 
37 129 
A change dictionary is created at the same time. Word-
types for which the word-type in the content matrix must 
differ from the word-type in the text read in by Count are 
placed in this dictionary. There are three reasons for 
doing this. First, a typographical error may have been made 
either in printing the original text or in transcribing it 
to data entry form. Secondly, the author may have been 
inconsistent in word-type spelling. Thirdly, word-types are 
changed because of single usage of variants, as was outlined 
in the theory section of this thesis. 
These dictionary cards have identical form. Columns one 
through twenty contain the word-type as it occurred in the 
original text. Column twenty-one is left blank. If only 
one word-type is to replace the original word-type then 
column twenty-two is left blank also and the replacement 
word-type is placed in columns 26-^5. If two words are to 
replace the original word-type then column 22 has a one (1) 
in it, the first replacement word-type is placed in columns 
twenty-six thru forty-five, and the second replacement 
word-type is in columns forty-six thru sixty-five. 
The dictionary for a given text is formed by placing 
the dictionary of word-types to be changed before the 
dictionary of word-types to be dropped and dividing the two 
dictionaries by a card which is blank in columns one through 
twenty and has a "one" in column twenty-one. Word-types may 
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occur more than once in a dictionary, but if a word-type is 
both changed and dropped, the act of changing nullifies the 
drop .entry. If more than one change entry is entered for a 
given word-type, the results are impossible to predict. 
The actual partitioning of the word-type matrix for a 
text is performed by a PL/1 program named Reduce. This 
program has three internal phases: a dictionary sorting phase 
which must be requested, a word-type changing phase; and a 
deletion and output phase. The number of paragraphs in the 
original text must be in the execution step parameter field 
of the job control EXEC card. If the dictionary is sorted 
such that the change dictionary occurs first and all entries 
are sorted into ascending order on the IBM 360 collating 
sequence, then the sort phase may be eliminated. This will 
normally not be the case and the word "SORT" in the parameter 
field of the EXEC card for the execution step will result in 
the dictionary being sorted into the proper order. If the 
dictionary is utilized without proper sorting, the results 
will, be unpredictable. 
The second phase of Reduce is the replacement of word-
types. The text input (the data matrix output from Count 
or a previous execution of Reduce) is compared with the 
change dictionary. Where word-types are identical, the word-
type is replaced with the first change word-type. The word-
type data record is passed otherwise unchanged to the IBM 
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sort-merge utility. If the data word-type is to be replaced 
with a second word-type, the original data record is passed 
again to the sort-merge program unchanged except that the 
second word-type is in the word-type field of the data record. 
In this way, two data records are produced for the original 
data record if a double replacement is requested. The sort-
merge utility sorts the records alphabetically by word-type 
and within word-type by ascending paragraph number. 
The final phase of Reduce is the deletion of pronouns, 
function words and unique words. Unique words are dropped 
automatically and do not require a dictionary entry. Word-
types are renumbered. A list of words in the content word 
matrix and in the unique word matrix is printed. Content 
words are followed by the sequential word number, and unique 
words are followed by a series of asterisks. A"data set is 
produced which contains the content word matrix. There may 
be more than one record for a word-type-paragraph entry 
since no attempt is made to pool the frequencies from 
identical data records which result from changes in word-
type. The dictionary is printed out as it appears after 
sorting. If changes have resulted from dictionary entries 
an asterisk precedes the word-type; if deletion has occurred, 
a dollar sign precedes it. Figure 4, 5? and 6 are flow 
charts of the logic of this program. 
Stages five and six of the procedure are both accom­
plished by a single program written in Fortran IV, They are 
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such distinct phases of the procedure that a program over­
lay is used for efficient use of core storage. Stage five 
is the determination of text section size. This utilizes 
the paragraph information on the number of word-tokens in 
the reduced text. The algorithm for computing the number of 
paragraphs in each text section was given in the theory-
section of this thesis. A warning is printed whenever 
paragraphs are found to have been eliminated by the reduction 
program. The average text section size, the minimum and 
maximum text section sizes and the number of sections greater 
than or equal to the desired text section size (which is a 
read-in program parameter), and the number of text sections 
less than the desired size. The size of each text 
section is also printed out. A translation vector is 
punched out for use by a spec^l text listing program to be 
described later. This vector is also passed to the second 
phase of this program for use in determining to which text 
section a given frequency count belongs. This punched-out 
translation vector may also be used by the special correlation 
program in cases where recomputation of the correlation 
matrix is desired, but computation of text section size is 
not desired. Figure 8 is a flow chart of this phase of the 
special correlation program. 
The computation of the correlation matrix is performed 
by the second phase of the program mentioned above. The data 
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is read in by a data reading subroutine which is called 
by the Mathpac (IBM,1968) correlation routine. Each word-
type. frequency is added to a data vector using the transla­
tion vector values as subscripts for data vector addressing 
and paragraph numbers for translation vector addressing. 
The result is a vector which contains the text-section 
frequencies for a single word-type. When a new word-type 
number is read in or the end of the data set is reached, 
the reading of records is stopped. (Before data are read 
for a given word-type, the data vector is set to zero and 
the appropriate cell of the vector is initialized to the 
value which has been read-in by the previous call of this 
subroutine. In this way no values are lost but the number 
of records for given word-type need not be known.) Each 
non-zero value is transformed to = log-j^Q(XjL+l) and the 
data vector is then ready for the correlation routine to 
which control is passed at this point. If the corrélation 
routine calls the data reading routine after the data input 
data set has reached its end of file, an error flag is raised 
and execution of the program terminates with an error message. 
If at any time input data is found out of sequential order, 
processing is also terminated. Figure 9 is a flow chart . 
of the data read-in subroutine. 
The final stage of this program is an output stage. 
Means, standard deviations of the mean, and the correlation 
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matrix are all both printed and punched on data cards. The 
lower triangular correlation matrix is printed and the upper 
triangular is punched in IBM compacted form. 
The factoring method used was the Principal Components 
Method (Harmon, 1967). Unities were used in the diagonal cells 
of the correlation matrices. This was felt to be justified 
on the basis of the developmental nature of the project and 
from the fact no estimates of the reliabilities of the 
measurement were available. Computer time was not available 
for iterative estimates ofcommu.nalities or for squared 
multiple correlation estimates (Nunnally, 1967). A varimax 
routine was utilized to rotate the factors. 
A simple listing program has been written in PL/1 for 
listing texts with text section breaks. It will list any 
number of texts and breaks up the text sections with a divider 
line, a series of asterisks followed by the paragraph number 
of the next paragraph and the next text section number of the 
following text section. If more than one text is to be 
listed, the number of texts must be placed in the parameter 
field of the execution step. The translation vector is 
placed in the Sysin data set and the text is placed in a 
special data set named IN, concatenated with the numeric • 
position of the text in the program job stream. In other 
words, the first text is placed in a file named INO.l, the 
second in IN02, etc. 
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RESULTS 
•Four texts were originally analyzed utilizing the 
procedure. These texts were from Analog Science Fiction. 
They were chosen because they were of an adequate length 
for analysis. These texts were keypunched onto data cards 
in accordance with the rules as set forth in the implementa­
tion section above. The texts were then processed with the 
word-type tabulation routine Count. Tl'o vord-type-
paragraph matrix was outputed onto separate magnetic tape 
data sets and the word-type summary records were outputed 
onto card data sets. The summary data sets were merged and 
a data set with word-token frequencies for each word-type 
for each text was then obtained. This data set contained 
5167 word-types. The Chi Square procedure was then 
utilized to obtain Chi Square values on a subset of these 
values. The null hypothesis that there was no significant 
difference in usage between texts was accepted at the .001 
level for 197 word-types. These word-types formed the 
function word deletion dictionary. A list of pronouns was ob­
tained from Leggett _et al. (195'+)* These word-types were punched 
onto data cards and added to the dictionary. The list of all 
word-types was then scanned manually for variants which 
required modification in more than one text and for which 
there were no texts in which the word-type occurred but did 
not require modification. These word-types were made a part 
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of a permanent dictionary in order to reduce duplication of 
effort in dictionary construction. The combined word lists 
were.also scanned for word-types which required modification 
but did not meet the requirements for inclusion in the overall 
change dictionary. The word-types which required modifica­
tion in one or more texts but were excluded from modification 
in at least one text were placed in the appropriate diction­
aries for individual texts. These individual text diction­
aries were kept separate from the main deletion change 
dictionary. At this point in the project, a fifth text was 
obtained and processed by Count, but the Chi Square and 
dictionary creation step was not repeated. Only the 
dictionary for modification of specific variants was created. 
Time and funding did not permit any other course. 
Each text was then processed by the data reduction 
program. Reduce. A text specific dictionary for each text 
was created by combining the non-text specific main dictionary 
and the text specific modification dictionary.. Table 1 is an 
example of the printout from the dictionary listing for one 
of the texts. Table 2 lists summary information for each 
of the five texts. 
Each text was correlated at least twice with different 
text section cutoff values. Table 3 is a summary of the 
range and difference obtained for correlation coefficients. 
On the basis of this information it was decided to use a 
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Table 1. Dictionary printout (simulated) 
*WON'T 1 WILL NOT 
•WONDERED WONDER 
WONDERS WONDER 
*WOULD'VE 1 WOULD HAVE 
•WOULDN'T 1 WOULD NOT 
•WOUNDED WOUND 
•YOU'D 1 YOU WOULD 
•YOU'LL 1 YOU WILL 
•YOU'RE 1 YOU ARE 
•YOU'RE 1 YOU HAVE 
•5N0W NOW 
$A 1 5.33 3 0000. 70 
$AB0UT 1 0. 8^. 2 0005. 58 
$AFTER 1 2. 17 2 0008. 68 
SAGAINST 1 2. 06 2 0006. 97 
$ALL 1 3A7 3 0011. 77 
ALL 1 2 
$ALMOST 1 8. 37 2 0010. 70 
$ALONG 1 3. 63 2 0009. 50 
*Word-types which were modified. 
^Word-types which were dropped. 
Table 2. Summary data on texts 
1 
Text 
2 
No. 
4 
Total Word-tokens 
Original Text 10405 1291 12770 10880 6620 
Reduced Text 4o45 5137 3778 2638 
Total Word-types 
Original Text 2020 547 2760 2218 1785 
Reduced Text 820 113 1053 738 525 
Unique Matrix 658 262 1027 907 841: 
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cutoff value of 125 for all texts. 
The cutoff value of 125 obtained 33 text sections in 
text one. The mean text section length was 123 word-tokens 
with the largest text section having 139 and the minimum 
section 109 word-tokens. Nineteen text sections were greater 
than or equal to 125 and l4 were less than 125. The means 
and standard deviations of the mean for these text sections 
are listed in Table 4. The largest correlation obtained was 
.45 and the smallest was ,06, Table 5 gives the lower 
triangular for this matrix. Seven factors with eigenvalues 
greater than 1.0 were obtained. These factors accounted for 
48.26 percent of the total variance in the correlation matrix. 
The unrotated factors are shown in Table 6, and the six 
rotated factors are tabulated in Table 7. If one is conser­
vative and looks only at rotated highest loadings greater 
than about .30, one will find that there are nine categories 
which appear to be clearcut. 
The second text was only three pages long. It yielded 
only three variables. It was used to "debug" the computer 
programs. 
The third text was found to yield 40 text sections. The 
mean text section size was 128 with a range of 109 to l6l 
word-tokens. The range of correlations was from .39 to .05 
for a spread of .34. The means and standard deviations for 
text sections are found in Table 8. Table 9 is the lower 
triangular correlation matrix. Eight factors with eigenvalues 
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Table 3. Size of correlation coefficients per text versus 
text section cutoff value 
Text 
Number 
Cutoff 
Value Min. 
Correlations 
Max. Diff 
1 125 .06 .45 .39 
100 .03 .38 
3 175 .10 .39 .29 
150 .08 .39 .31 
125 .05 .39 .34 
if 150 .07 .42 .35 
125 .04 .46 .42 
5 150 .12 .49 .37 
125 .08 .46 .38 
Table 4. Means and standard deviations for text one 
Text Text 
Section Mean SDK Section Mean SDM 
1 .0356 .1146 17 .1218 ..1159 
2 .0387 .1212 18 .1228 .1189 
3 .0349 .1148 19 .1194 .1119 
4 .0341 .1180 20 .1184 .1168 
5 .0363 .1191 21 .1173 .1215 
6 .0388 .1275 22 .1178 .1147 
7 .0357 .1218 23 .1186 .1181 
8 .0386 .1228 24 .1150 .1192 
9 .0389 .1194 25 .1221 .1124 
10 .0333 .1184 26 .1234 .1177 
11 .1146 .1173 27 .1159 .1245 
12 .1212 .1178 28 .1189 .1130 
13 .1148 .1186 29 .1119 .1234 
14 .1180 .1150 30 .1168 .1172 
15 .1191 .1221 31 .1215 .1184 
16 .1275 .1234 32 .1147 .1191 
33 .1181 .1173 
Table 5* Correlation matrix for text one 
Var 1 2 1 V 6 7 8 9 10 11 12 1^ 1^ 1^ 16 17 18 IQ ?0 21 
1 1.0 
2 .37 1.0 
3 .37 ,2k 1.0 
!+ .3^ .26 .28 1.0 
5 .23 .24 .22 .17 1.0 
6 .29 .2k .29 .26 .18 1.0 
7 .29 .19 .2k .22 .24 .33 1.0 
8 .2k .35 .21 .26 .18 .25 .27 1.0 
9 .1^ .16 . 16 .16 .17 .19 .30 .34 1.0 
10 .25 .21 .17 .21 .22 .27 .29 .26 .29 1.0 
11 .20 .18 .23 .24 .26 .25 .23 .24 .28 .30 1.0 
12 .23 .15 .15 .21 .19 .22 .22 .18 .15 .26 .26 1.0 
13 .27 .32 .22 .22 .20 .23 .18 .29 .22 .18 .21 .23 1.0 
m. .32 .33 .37 .31 .21 .28 .24 .22 .21 .21 .26 .19 .26 1.0 
15 .23 .22 .2k .15 .14 .20 .16 .14 .19 .19 .21 .17 .18 .29 1.0 
16 .19 .21 .22 .24 .18 .26 .23 .19 .21 .22 .21 .20 .18 .31 .33 1.0 
17 . 16 .18 .13 .22 .19 .12 .17 .21 .13 .15 .14 .16 .20 ,. 18 .11 .22 1.0 
18 .21 .22 .11 .20 .15 .14 .18 .18 .14 .16 .18 .19 .22 .19 .17 .12 .21 1.0 
19 .28 .28 .20 .21 .19 .25 .23 .20 .18 .24 .21 .24 .27 .29 .21 .18 .21 .33 1.0 
20 .17 .13 .14 .16 .12 . 16 .15 .17 .16 .17 .08 .18 .13 .13 .23 .11 .14 .21 .23 1.0 
21 .29 .22 .24 .16 .18 .24 .18 .25 .17 .24 .18 .19 .26 .16 .20 .18 .15 .17 .24 .20 1.0 
22 ,1k .26 .13 .18 .11 .18 .14 .29 .22 .17 .14 .13 .30 .15 .18 .13 .14 .17 .22 .21 .35 
23 *3k .24 .18 .23 .11 .22 .22 .23 .17 .21 .16 .21 .23 .18 .12 .17 .23 .30 .29 .29 .19 2h ,1k .20 .06 .14 .11 .13 .16 .16 .14 .18 .17 .13 .16 .11 .11 .09 .11 .22 .20 .14 .19 
25 .23 ,2k .14 .16 .12 .18 .26 .25 .15 .30 .15 .22 .19 .18 .17 .16 .17 .20 .28 .17 .19 
26 .19 .20 .12 .17 .08 .19 .18 .22 .17 .15 .13 .14 .18 .17 .13 .13 .10 .16 .21 .17 .24 
27 .22 .27 .15 .20 .18 .26 .18 .23 . 16 .21 .14 . 16 .28 .24 .13 .13 .14 .23 .23 .20 .18 
28 .20 .23 .15 .20 .17 .23 .19 .13 .09 .12 .25 .18 .21 .21 ,11 .08 .18 .15 .18 .17 .15 
29 .22 .20 .17 .23 .14 .17 .19 .11 .10 .18 .11 .17 .19 .21 .15 .15 .14 .19 .25 .12 .11 
30 .25 .23 .21 .25 .15 .23 .23 .22 .19 .20 .23 .15 .25 .22 .20 .17 .16 .23 .18 .11 .18 
31 .28 .26 .27 .24 .21 .30 .24 .19 .22 .26 .23 . 16 .22 .31 .26 .23 .15 .18 .28 .11 .25 
32 .16 .19 .19 .14 .11 .21 .18 .16 .14 .22 .15 .13 .13 .18 .20 .21 .15 .13 .20 .14 .20 
33 .18 .19 .12 .22 .11 .20 .24 .17 .14 .17 .18 ,13 .16 .17 ,14 .09 .15 .09 .16 
Table 5» Continued 
Vmr P? PI 25 26 27 2d 29 10 11 ^2 
22 1.0 
23 .22 1.0 
2^. .23 .31 1.0 
25 .18 .28 M 1.0 
26 .37 .25 .32 .29 1.0 
27 .28 .27 .32 .25 .39 1.0 
28 .18 .22 .21+ .21 .22 .23 1.0 
29 .11 .21 .09 .15 .19 .20 .12 1.0 
30 .10 .20 .13 .18 .16 .23 .19 .32 1.0 
31 .13 .17 .10 .16 .17 .20 .19 .26 .31 1.0 
32 .16 .13 .10 .19 .18 .15 .15 .19 .18 .30 1.0 
11 .12 .11+ .09 .16 .]? .l4 .08 .17 .15 .2") .21 1.0 
1 
2 
5 
6 
7 
8 
9 
10 
11 
12 
15 
16 
I: 
19 
20 
21 
22 
m 
25 
26 
27 
28 
29 
30 
31 
32 
33 
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Factor matrix and eigenvalues for text one 
Factors 
I II III IV V VI VII 
.568 -.136 -.2^1 -.120 -.170 -.01+3 -.118 
.549 -.003 -.120 -.287 -.116 -.122 .080 
.1+77 -.3^0 -.098 -.254 -.094 -.078 -.273 
.511 -.158 -.179 -.056 -.177 -.066 .050 
.1+10 -.189 .112 .049 -.313 -.026 .018 
.532 -.168 ,051 .013 .045 -.190 -.154 
.513 -.132 .177 .294 -.031 -.131 .032 
.519 .051 .321 -.174 -.139 -.075 .300 
.436 -.075 .512 .068 -.014 .006 .233 
.507 -.065 .306 .314 .052 -.026 -.002 
.475 .205 .262 .201 .225 -.116 -.033 
.437 -.025 .076 .264 -.171 .202 -.089 
.518 .039 -.005 -.298 -.167 -.004 .253 
.541 -.286 -.134 -.152 -.077 -.074 -.206 
.438 -.214 .075 -.114 .254 .298 -.350 
.448 -.278 .154 -.010 .080 .185 -.256 
.382 .006 -.056 .064 -.256 .308 .191 
.447 .173 -.240 .137 -.088 .346 .236 
.545 .062 -.158 .108 .066 .241 .086 
.379 .193 .001 -.028 .065 .522 -.152 
.479 .083 .196 -.306 .151 .126 -.010 
.448 .348 .262 -.449 .133 .065 .122 
.511 .291 -.193 .115 -.148 .211 -.011 
.402 .548 .021 .199 -.032 -.168 -.224 
.497 .386 .015 .296 .057 -.141 -.208 
.452 .443 .021 -.151 .221 -.209 -.080 
.510 .378 -.104 -.053 .048 -.246 -.041 
.420 .165 -.150 .037 -.242 -.188 -.198 
.413 -.096 -.430 .119 .217 -.023 .230 
.475 -.143 -.246 .069 .072 -.158 .242 
.525 -.286 -.115 • .029 .297 -.126 .058 
.407 -.115 .007 .067 .514 .030 -.017 
.378 -.126 -.023 .167 .325 -.102 .315 
7.418 1.741 1.266 1.172 1.159 1.120 1.063 
22.5 5.3 3.8 3.6 3.5 3.4 3.2 
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Table 7. , Rotated factor matrix for text one 
Text Factor 
Section II III lY V VI VII 
1 -.076 -.354* .012 -. 036 -.033 .045 
2 -.053 -.181 -.208 -.023 -.070 .217 
3 -.211 -.364* -.037 -.074 -.286 -.113 
if 
-.135 -.229 .059 .025 -.010 .153 
5 -.212 -.032 .206 -.193 — .  069 .136 
6 -.002 -.060 .097 .053 -.273 -.063 
7 -.023 .178 .324* .032 -.122 .031 
8 -.155 .292 -.147 -.147 -.083 .303* 
9 -.207 .494* .062 -.112 -.125 .087 
10 .001 .320* .285 -.019 -.090 -.090 
11 -.l4l .120 .337* -.168 -.188 .070 
12 -.050 .052 .277 -.174 .169 -.113 
13 -.160 — « 020 -.250 -.075 .046 .293 
1^ -.158 -.322* .019 -.015 -.204 -.078 
15 -.157 -.056 -.108 -.030 -.075 -.543* 
16 -.213 -.007 .064 -.086 -.128 -.365* 
17 -.206 .001 .068 -.127 .362* .100 
18 -.023 -.014 .012 .050 .531* .064 
19 -.008 -.005 .007 .105 .304* -.085 
20 .003 .040 -.160 -.186 .383* -.361 
21 — * 060 .147 -.356* -.095 -.055 -.119 
22 .076 .263 -.567* -.168 -.015 .063 
23 .178 -.089 .025 -.128 .382* .019 
2h « 606* .071 .061 -.197 .060 .026 
25 .508* .092 .162 -.071 .036 -.061 
26 ,456* .090 -.305 .006 -.089 .031 
27 .417* -.037 -.145 .004 -.029 .155 
28 .251 -.244 .107 -.179 -. 036 .128 
29 .003 -.169 .032 ..490* .185 .063 
30 -.057 -.100 .071 .345* .013 .193 
31 -.106 -.042 .029 .390* -.172 -.092 
32 .026 .150 -.073 .381* -.088 -.318 
33 -,050 .217 .0^4 .^52* -.01^ .053 
*Largest absolute factor loading above .30 for this 
text section. 
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Table 8. Means and standard deviations for text three 
Text Text 
Section Mean SDM Section Mean SDM 
1 .0285 .0971 21 .0998 ,1082 
2 .0341 .1075 22 .1105 ,1043 
3 .0312 .0991 23 .0991 .1033 
4 .0288 .1006 24 .1084 ,1069 
5 .0307 .0996 25 .1047 .1080 
6 .0319 .1051 26 .1048 ,1061 
7 .0319 .1070 27 .1031 .1038 
8 .0332 .1081 28 .1084 ,1072 
9 .0300 .1030 29 .1073 ,1044 
10 .0333 .1045 30 .1085 .1057 
11 .0971 .0998 31 .1082 .1083 
12 .1075 .1105 .32 .1043 ,1096 
13 .1079 .0991 33 .1033 ,1120 Ih .1006 ,1084 34 .1069 ,1068 
15 .0996 ,1047 35 .1080 ,1189 
16 .1051 ,1048 36 .1061 ,1096 
17 .1070 .1031 37 .1038 .1023 
18 .1081 .1084 38 .1072 .1095 
19 .1030 .1073 39 .1044 .1043 
20 .1045 .1085 40 .1057 .1185 
greater than 1.0 were obtained. They are listed in Table ! 
The last seven of these were rotated and are found in Table 
11, The eight factors removed ^2,06 percent of the total 
variance. Fourteen categories were obtained. 
For the fourth text, the average section was 126 word-
tokens long and the range was from 1^0 to ll4 with 12 sections 
greater than or equal to the cutoff of 125 and l8 were less. 
Thirty text sections were obtained with a maximum inter-
correlation of .46 and a minimum of .04, a spread of .'+2, 
The means and standard deviations are found in Table 12 and the 
intercorrelation matrix is found in Table 13. Five factors 
Table 9. Correlation matrix for text three 
Var.l 2 ? h 6 7 8 9 10 11 12 n iV 1'? 16 17 18 19 20 
1 1.0 
2 .23 1.0 
3 .19 .21 1.0 
^ .29 .29 .17 1.0 
5 .19 .16 .20 .21 1.0 
6 .19 .21 .15 .23 .27 1.0 
7 .32 .23 .15 .24 .Ik ,2h 1.0 
8 .18 .21 .17 .14 .10 .18 .17 1.0 
9 .22 .25 .17 .26 .19 .25 .32 .30 1.0 
10 ,2h .17 .18 .29 .24 .26 .23 .17 .29 1.0 
11 .20 .16 .20 .18 .09 .14 .19 .16 .22 .20 1.0 
12 .20 .19 .18 .24 .10 .24 .24 .26 .28 .24 .30 1.0 
13 .22 .31 .12 .24 .18 .26 .26 .16 .22 .21 .23 .28 1.0 
14 .23 .22 .21 .23 .15 .31 .23 .16 .24 .21 .16 .27 .23 1.0 
15 .19 .23 .15 .23 .17 .26 .17 .17 .24 .25 .24 .25 .29 .22 1.0 
16 .22 .20 .17 .17 .16 .32 .22 .18 .24 .30 .22 .30 .31 .23 .30 1.0 
17 .16 .17 .14 .19 .11 .23 .15 .28 .21 .21 .17 .26 .23 .19 .20 .24 1.0 
18 .17 .21 .14 .15 .12 .23 .17 .27 .30 .21 .20 .24 .26 .21 .26 .34 .28 1.0 
19 .13 .17 .18 .13 .09 .11 .11 .25 .24 .13 .20 .15 .16 .18 .19 .19 .25 .28 1.0 
20 .17 .18 .15 .21 .19 .20 .16 .13 .21 .22 .18 .16 .21 .18 .21 .15 .11 .17 .10 1.0 
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Table 9. Continued 
Var 
1—1 (M 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 29 40 
21 1.0 
22 .28 1.0 
23 .25 .25 1.0 2U- .24 .21 .20 1.0 
25 .22 .24 .19 .26 1.0 
26 .14 . 16 .13 .26 .18 1.0 
27 .24 .23 .19 .22 .31 .20 1.0 
28 .24 .24 .23 .22 .33 .23 .27 1.0 
29 .17 .24 .17 .28 .26 .18 .20 .27 1.0 
30 .25 .20 .24 .23 .22 .20 .21 .26 .30 1.0 
31 .19 .25 .19 .12 .22 .07 .25 .24 .12 .18 1.0 
32 .19 .15 . 16 .30 .22 .16 .22 .26 .29 .24 .17 1.0 
33 .20 .15 .14 .16 .21 .11 .18 .23 .19 .27 .13 .21 1.0 
34 .24 .13 .16 .20 .20 .13 .20 .26 .21 .28 .13 .25 .29 1.0 
35 .23 .24 .14 .25 .30 .17 .27 .30 .28 .35 .26 .36 .26 .39 1.0 
36 .17 .18 .20 .15 .24 .12 .23 .28 .24 .22 .18 .25 .24 .30 .31 1.0 
37 .24 .17 .17 .14 .18 .12 .18 .24 .24 .23 .15 .20 .27. .24 .29 .22 1.0 
38 .20 .25 .20 .20 .26 .10 .22 .27 .28 .28 .22 .29 .21 .21 .30 .24 .25 1.0 
39 .24 .26 .25 .22 .24 .20 .29 .30 .25 .33 .29 .24 .24 .20 .33 .27 .28 .39 1.0 
1+0 tk'S ,25 ,18 ,29 ,30 ,24 ,27 ,26 ,22 ,23 ,20 ,25 ,23 ,23 ,29 ,25 .22 .28 .30 1.0 
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Table 10. Factor matrix and eigenvalues for text three 
Var­ Factor 
iable I II III IV V VI VII VIII 
1 .457 -.037 .036 .243 .129 -.338 .183 .015 
2 .485 -.002 .135 .136 .035 -.014 -.006 -.090 
3 .407 .001 -.131 -.105 .129 .056 .492 .005 
4 .539 -.262 .074 .056 .052 -.165 .120 -.083 
5 .374 -.218 -.112 .335 -.155 .205 .195 -.301 
6 .489 .023 -.263 ,300 -.139 .053 -.165 -.114 
7 .471 .014 -.004 ,188 .231 -.365 —. l4i -.128 
8 .416 .467 .281 -.008 -.041 -.038 .088 -.157 
9 .557 .153 .139 ,053 .128 -.095 -.163 -.274 
10 .482 -.054 -.119 .188 -.299 -.115 .235 .152 
11 .423 .080 -.121 -.218 -.069 -.338 .089 .237 
12 .503 .230 -.122 — « 061 -.098 -.363 -.013 .003 
13 .517 .023 -.103 .060 -.186 -.164 -.322 .115 
Ih .482 .007 -. 164 .136 .213 -.060 -.024 .271 
15 .528 .068 -. 166 -.098 -.243 .082 .154 .048 
16 .489 .252 -.404 .185 -.159 -.012 -.063 .104 
17 .437 .302 -.060 -.137 -.109 .057 -.090 -.017 
18 .482 .413 -.089 .013 -.100 .182 -.211 .065 
19 .396 .329 .156 -.209 .072 .272 .019 .272 
20 .431 -.213 .243 .273 -.183 .042 -.044 .282 
21 .493 -.041 .161 .323 -.138 .216 -.195 .097 
22 .502 .209 .346 .162 .092 -.077 -.073 -.073 
23 .401 -.118 .335 .198 .158 .070 .036 -.041 
2h .491 .076 -.248 .077 .360 .128 -.009 -.124 
25 .531 .038 -.037 -.018 .008 .105 .232 -.281 
26 .361 .049 -.222 .107 .451 .227 .060 .206 
27 .515 .176 -.038 -.080 -.054 .228 .138 .031 
28 .552 -.103 .015 -.091 .038 .107 .163 -.041 
29 .486 -.099 -.050 -.253 .314 -.035 -.138 -.039 
30 .523 -.373 .094 .013 .128 -.134 .142 .314 
31 .427 .180 .398 -.121 -. 236 — * 061 .245 -.123 
32 .497 -.124 -.236 -.243 .040 -.056 -.174 -.217 
33 .436 -.297 .013 -.099 -.151 .138 -.112 .022 
34 • .470 -.386 -.114 -.073 -.108 .024 -.100 -.144 
35 .596 -.199 -.097 -.259 -.201 -.028 -.018 -.013 
36 .463 -.172 -.006 - « 348 -.060 -.032 -.039 -.131 
37 .418 -.315 .175 -.099 -.030 .258 -.242 -.011 
38 .539 -.003 .220 -.212 .104 -.089 -.174 —. 004 
39 .565 -.052 .209 -.155 .039 .062 -.032 .285 
ho .5^5 .050 -.062 -.009 .104 .217 .048 —. 062 
Eigen­
1.243 1.145 1.114 value 9.312 1.623 1.335 1.053 1.015 
% Total 
Var­
iance 23.1 4.1 3.1 2.9 2.8 2.6 2.5 
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Table 11. Rotated factor matrix for text three 
Text Factor 
Section II III IV V VI VII VIII 
1 -.337* -.106 .206 .053 -.235 -.012 -.039 
2 -.076 .004 .175 -.047 .068 —. 009 -.053 
3 -.060 -.106 -.076 .088 -.186 -.476* .023 
4 -.346* .015 -.008 -.062 .006 .057 -.025 
5 -.150 -.239 -.010 -.033 .252 .188 -.432* 
6 .068 -.145 -.022 .119 .068 -.201 -.370* 
7 -.251 .182 .224 .094 -.198 -.210 -.142 
8 . 266 .031 .392* -.267 -.169 .085 .009 
9 .022 .255 
-.434* 
.265 -.091 -.021 -.080 -.149 
10 -.107 -.104 -.063 -.126 -.021 -.055 
11 -.032 -.046 -.180 -.032 -.405* -.088 .207 
12 .042 .002 -.006 — « 096 -.413* -.172 -.048 
13 .052 -.041 -.096 -.006 -.048 -.420* -.029 
Ih -.061 -.075 .024 .362* -.103 -.088 .096 
15 .164 -.196 -.210 -.079 -.082 .099 -.036 
16 .249 -.249 -.086 .203 -.203 -.181 -.232 
17 .340* .040 -.008 -.071 -.111 -.048 -.015 
18 .481* -.038 .089 .062 -.024 -.152 -.041 
19 .408* — « 001 .106 .059 .020 .126 .364 
20 -.178 -.331* .081 -.038 .268 -.195 .192 
21 .052 -.214 .167 .024 .353* -.208 -.016 
22 .013 .063 .433* -.118 .013 -.082 .053 
23 -.197 .014 .300* -.020 .236 .070 .080 
24 .057 .180 .068 .365* -.023 .145 -.199 
25 .024 .025 .027 -.094 -.009 .302* -.212 
26 .059 .029 .071 .564* .022 .178 .062 
27 .257 -.093 -.016 .004 .012 .196 .027 
28 -.047 .011 -.073 -.017 .063 .218 .029 
29 -.059 .388* -.099 .150 -.019 .031 .096 
30 -.404* -.106 -.099 .127 .036 .024 .314 
31 .062 -.080 .195 -.489* -.071 .175 .126 
32 —. 005 .312* -.286 .002 -.038 -.044 -.173 
33 .  067 .003 -.256 -.078 .269 -.054 .043 
34 -.198 .085 -.312* -.065 .198 -.045 -.142 
35 -.041 .024 -.357* -.164 .001 • .017 .030 
36 -.039 .236 - « 276 -.188 .016 .058 .041 
37 -.043 .145 -.136 -.060 .453* - .068 .109 
38 -.012 .277 .050 -.114 .016 -.090 .204 
39 .014 .005 —. 016 -.001 .093 -.017 .386* 
ho .124 .040 .015 .112 .091 .168 -.061 
*Largest absolute factor above ,30 for this text section. 
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Table 12. Means and standard deviations for text four 
Text Text 
Section Mean SDM Section Mean SDM 
1 .0405 .1270 16 .1248 .1244 
2 .0484 .1277 17 .1280 .1287 
3 .0407 .1218 18 .1343 .1276 
If .0402 .1234 19 .1239 .1239 
5 .0454 .0261 20 .1272 .1256 
6 .0427 .1248 21 .1216 .1278 
7 .0427 .1280 22 .1246 .1225 
8 .0431 .1343 23 .1309 .1281 
9 .0414 .1239 24 .1236 .1296 
10 .0433 .1272 25 .1252 .1220 
11 .1270 .1216 26 .1244 .1227 
12 .1277 .1246 27 . .1287 .1261 
13 .1218 .1309 28 .1276 .1165 
1^ .1234 .1236 29 .1239 .1251 
15 .1261 .12?2 ?0 .1256 .1196 
with eigenvalues greater than 1,0 removed ^5.03 percent of 
the variance. These factors are found unrotated in Table 
l4 and the four non-general factors are found rotated in 
Table 15. Eight categories resulted. 
The fifth text yielded 21 text sections with a mean 
length of 126 and a range of 117 to 135 with 10 greater than 
or equal to 125 and 11 less than that value. The means and 
standard deviations of the mean are found in Table 16. The 
correlations (see Table 17) had a spread of from .46 to .08. 
Factor analysis removed 40.76 percent of the total variance 
and the four factors obtained are tabulated in Table iB. 
The last three were rotated (see Table 19) and yielded five 
categories. 
Table 13. Correlation matrix for text four 
Var ' 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1—
1 
16 17 18 19 20 
1 
2 
1.0 
.16 1.0 
3 .22 .37 1.0 
4 .27 .32 .36 1.0 
5 .23 .26 .37 .46 1.0 
6 .29 .27 .35 .41 .32 1.0 
7 .25 .33 .30 .41 .34 .35 1.0 
8 .1+2 .20 .22 .29 .28 .24 .28 1.0 
9 .37 .19 .18 .22 .26 .23 .25 .37 1.0 
10 .31 .19 .24 .25 .29 .25 .26 .29 .30 1.0 
11 .22 .17 .18 .26 .22 .24 .24 .20 .25 .26 1.0 
12 .31 .30 .29 .35 .33 .33 .31 .26 .25 .28 .26 1.0 
13 .24 .24 .25 .22 .24 .23 .28 .23 .25 .22 .28 1.0 
1^ .22 .21 .25 .30 .27 .23 .28 .28 .31 .33 .38 .26 .31 1.0 
15 .22 . 16 .16 .29 .29 .22 .24 .20 .20 .18 .26 .22 .14 .24 1.0 
16 .23 .26 .25 .31 .33 .22 .25 .23 .21 .25 .24 .23 .21 .27 .29 1.0 
17 .27 .25 .25 .36 .36 .23 .24 .23 .22 .27 .17 .29 .17 .25 .31 .29 1.0 
18 .19 .16 .22 .29 .29 .22 .26 .22 .23 .20 .25 .21 .16 .26 .23 .30 .37 1.0 
19 .22 .19 .17 .29 .25 .22 .26 .30 .30 .22 .19 .31 .29 .29 .23 .25 .29 .26 1.0 
20 .26 .22 .23 .24 .25 .24 .33 .29 .36 .26 .21 .30 .31 .2^ .18 .21 .20 .20 .32 1.0 
21 .22 .25 .25 .26 .27 .24 .26 .24 .18 .26 .14 .34 .22 .17 .18 .22 .27 .35 .32 .34 
22 .27 .21 .22 .31 .30 .24 .35 .28 .28 .21 .17 .29 .29 .28 .26 .30 .21 .22 .23 .35 
23 .06 .17 .11 .20 .14 .16 .32 .07 .10 .10 .10 .24 .20 .15 .04 .09 .10 .12 .16 .24 2h .19 .20 .12 .24 .17 .23 .30 .22 .21 .18 .11 .27 .22 .16 .10 .10 .10 .13 .25 .28 
25 .15 .22 .17 .21 .18 .18 .29 .19 .13 .14 .17 .26 .20 .15 .15 .19 .21 .23 .29 .27 
26 .22 .19 .23 .29 .26 .27 .24 .32 .27 .23 .32 .32 .33 .15 .29 .24 .25 .32 .28 
27 .18 .21 .25 .30 .22 .25 .30 .24 .26 .21 .23 .34 .31 .25 .15 .21 .21 .31 .40 
28 .25 .15 .13 .19 .20 .17 .20 .23 .22 .32 .19 .17 .19 .19 .23 .27 .28 .24 .30 .28 
29 .33 .28 .25 .30 .28 .28 .33 .27 .29 .27 .19 .36 .31 .30 .28 .18 .29 .20 .23 .29 
30 .23 .23 .24 .26 .26 .30 .32 .22 .25 .18 .22 .34 .27 .23 .18 .22 .23 .26 .29 .32 
Table 13. Continued 
Var 21 22 21 2^ 2=) 26 27 ^8 ?9 10 
21 1.0 
22 .28 1.0 
23 .28 .22 1.0 
2k .29 .2k .35 1.0 
25 .37 .23 .27 .31 1.0 
26 .27 .26 .19 .2^ .23 1.0 
27 .29 .21 .34 .32 .33 .32 1.0 
28 .25 .2k .13 .22 .19 .24 .31 1.0 
29 .23 .30 .19 .22 .24 .25 .27 .27 1.0 
30 .34 .28 .28 .32 .30 .29 .39 .24 .26 1.0 
va 
m 
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Table l4. Factor matrix and eigenvalues for text four 
Factors 
Variable I II III IV V 
1 .518 -.250 .221 -.199 -.408 
2 .477 —. oo5 -.383 -.156 -.017 
3 .501 -.151 -.419 -.193 .021 h .612 -.160 -.354 -.031 -.016 
5 .581 -.267 -.259 .007 -.103 
6 .540 -.075 -.281 -.214 -.065 
7 .603 .106 -.219 -.141 -.010 
8 .528 -.159 .260 -.139 -.323 
9 .522 -.129 .4o6 -.214 -.089 
10 .508 -.216 .222 -.075 —. 046 
11 .455 -.190 .135 -.084 -.525 
12 .605 .084 -.106 -.139 -.010 
13 .518 .108 .120 -.286 .278 
14 .535 -.198 .174 -.129 .430 
15 .436 -.334 -.032 .231 .012 
16 .499 -.282 — .064 .251 .148 
17 .520 -.273 -.116 .364 -.104 
18 .491 -.247 -.052 .465 .110 
19 .548 .072 .216 .224 .038 
20 .571 .217 .224 -.075 -.080 
21 .549 .246 -.072 .336 -.160 
22 . 546 .018 .026 -.029 -. 096 
23 .378 .568 -.146 -.018 .088 
24 .458 .474 .054 -.057 -.172 
25 .469 .385 -.075 .279 -.021 
26 .551 .053 .167 -.008 .247 
27 .559 .376 .088 -.016 .139 
28 .472 -.013 .324 .312 -.108 
29 . 560 -.038 .020 -.177 -.150 
30 .561 .272 -.029 .050 .027 
Eigenvalue 8.267 1.696 1.342 1.210 1.077 
% Total 
Variance 27.6 5t7 4.5 4.0 3.6 
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Table 15« Rotated factor matrix for text four 
Text. Factor 
Section II III IV V 
1 -.531* .033 .010 -.185 
2 .080 -.403* .008 -.054 
3 .014 -.472* .115 .018 
if .049 -.331* .193 -.050 
5 -.073 -.247 .272 -.091 
6 -.058 -.360* .005 -.037 
7 .077 -.244 -.110 -.041 
8 -.428* .112 -.032 -.142 
9 -.409* .198 -.121 .116 
10 -.279 .112 .073 .088 
11 .032 .047 .099 .570* 
12 .015 -.152 -.119 -.009 
13 -.020 -.039 -.259 .341* Ih -.057 .053 .066 .511* 
15 -.039 .055 .402* .009 
16 .077 .049 .387* .103 
17 .049 .065 .441* -.171 
18 .241 .194 .395* -.029 
19 .078 .311* .018 -.004 
20 — * 060 .172 -.272 -.046 
21 .272 .156 .002 -.325* 
22 — « 06l .006 -.042 -.073 
23 .407 -.051 -.420* -.086 
24 .125 .075 -.429* -.234 
25 .383* .143 -.132 -.218 
26 .064 .145 -.073 .250 
27 .220 .117 -.320* .058 
28 .038 .435* .100 -.116 
29 -.193 — « 088 -.082 -.063 
10 .201 .041 -.179 -.064 
* 
Largest absolute factor loading above .30 for this 
text section. 
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Table 16, Means and standard deviations for text five 
Text Text 
Section Mean SDM Section Mean SDM 
1 .0532 .1487 11 .1487 .1471 
2 .0^98 .1489 12 .1489 .1469 
3 .0586 .1465 13 .1465 .1402 h .0587 .1480 14 .1480 .1490 
5 .0553 .1454 15 .1454 .1426 
6 .0615 .1468 16 .1468 .1501 
7 .0627 .1519 17 .1519 .1445 
8 .0546 .1413 18 .1413 .1482 
9 ,0566 .1443 19 .1443 . 1469 
10 .0571 .1517 20 .1517 .1453 
21 .1471 .1512 
Table 17. Correlation matrix for text five 
Var • 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 • 20 
1 
2 1.0 
3 .40 .30 1.0 
!+ .52 .39 .37, 1.0 
5 .36 .42 1.0 
6 .37 .34 .30 .33 .33 1.0 
7 .33 .25 .27 .29 .37 .37 1.0 
8 .21 .12 .24 .17 .21 .17 .24 1.0 
9 .13 .12 .20 .13 .28 .23 .25 .24 1.0 
10 .18 .17 .31 .18 .32 .32 .32 .31 .41 1.0 
11 .21 .23 .19 .17 .31 .29 .29 .32 .35 .37 1.0 
12 .21 .20 .18 .15 .18 .19 .25 .27 .28 .22 .42 1.0 
13 .23 .18 .19 .10 .20 .21 .24 .28 .33 .35 .35 .32 1.0 
m- .24 .12 .20 .18 .21 .22 .26 .28 .32 .29 .32 .22 .35 1.0 
15 .22 .14 .27 .19 .21 .23 .17 .22 .23 .26 .24 .20 .27 .36 1.0 
16 .21 .18 .20 .18 .14 .20 .21 .23 .18 .25 .21 .30 .21 .31 .39 1.0 
17 .19 .17 .33 .14 .20 .21 .21 .19 .17 .27 .21 .17 .25 ..32 .32 .26 1.0 
18 .23 .19 .25 .23 .19 .26 .20 .18 .13 .20 .15 .22 .17 .22 .31. ..31 .34 1.0 
19 .27 .24 .34 .20 .27 .31 .28 .20 .22 .22 .21 .17 .26 .21 .36 .20 .33 .47 1.0 
20 .38 .34 .24 .26 .32 .29 .27 .23 .19 .23 .23 .23 .25 .22 .20 .28 .23 .30 .39 1.0 
21 .28 .30 .21 .18 .23 .26 .26 .25 .25 .19 .22 .27 .29 .28 .32 .27 .29 .33 .36 .43 
22 .31 .21 .27 .22 .25 .24 .18 .12 .14 .17 .18 .18 .23 .17 .21 .23 .25 .30 .36 .40 
23 .33 .30 .23 .21 .29 .36 .30 .20 .26 .19 .27 .26 .30 .21 .11 .20 .15 .18 .25 .38 
2^- ,26 .27 ,26 ,19 ,10 «36 .33 .19 .20 ,26 .22 ,18 .22 .15 ,20 .14 ,25 ,25 ,34 
Var 21 22 23 24 
21 1.0 
22 .36 1.0 
23 .30 .33 1.0 
24 .31 .17 .29 1.0 
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Table 18. Factor matrix and eigenvalues for text five 
Variable I II III IV 
1 .487 .220 .073 -.410 
2 .503 .110 .231 -.110 
3 Al3 .030 .426 -.090 
4 .514 .307 .078 -.215 
5 .391 .415 .179 .255 
6 .540 .161 -.288 .207 
7 .497 .174 -.104 -.439 
8 .458 -.339 .260 -.059 
9 . 566 -.098 .170 -.108 
10 .517 .183 -.166 .062 
11 .451 -.158 -.028 -.231 
12 .546 -.185 -.259 -.215 
13 .554 .058 -.232 .054 Ih .509 .070 -.069 -.099 
15 .539 -.009 -.063 .167 
16 .559 -.120 -.424 .149 
17 .470 -.379 -.084 .033 
18 .531 -.367 -.088 .250 
19 .409 -.464 .375 .109 
20 .435 .300 .192 .330 
21 .510 .167 .150 .391 
Eigenvalue 5.205 1.280 1.021 1.055 
% Total 
Variance 24.8 6.1 4.9 5.0 
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Table 19. Rotated factor matrix for text five 
Text Factor 
Section II III IV 
1 -.474+ —. 063 -.173 
2 -.427* -.022 -.249 
3 -.440* -.253 .220 
4 -.555* -.177 -.168 
5 -.057 -.244 -.043 
6 -.050 -.020 -.291 
7 .263 -.349* .080 
8 .401* -.327 -.037 
9 .315 -.401* .083 
10 .299 -.180 -.115 
11 .399* .068 -.188 
12 .341* -.145 .155 
13 -. 043 -.001 .506* 
1^ .088 .098 .347* 
15 .025 .155 .453* 
16 -.050 .376* .374 
17 .033 , .330* .057 
18 -.032 .348* -.257 
19 .096 .520* .014 
20 .010 .186 -.293 
21 -.019 .095 -.288 
*Largest absolute factor loadings above .30 for this 
text section. 
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DISCUSSION 
•As was pointed out in the purpose section of this thesis, 
the purpose of this study was to create and implement a 
procedure and not to evaluate it. The procedure has, as 
predicted, yielded correlation matrices and factor patterns 
which are largely as expected. In other words, in general, 
adjacent sections of text intercorrelate more highly than 
do distant sections of text. Factor analysis has in a 
number of instances yielded factor patterns which have 
several adjacent text sections loading highly on the same 
factor. It would appear that one can obtain a "structural 
map" of a text based upon the covariation of word token 
counts across a text where the text is of sufficient length 
to allow several text sections to be formed. Four of the 
five texts analyzed were of such length as to allow analysis 
by the procedure as implemented. The second text was of 
such short length that it did not allow meaningful analysis. 
No attempt has been made to formally study the meaning 
of the patterns. The psychometric problems inherent in 
such a study are in themselves formidable; however, informal 
evaluation would indicate that there are some shifts between 
the qualities of text sections which load quite differently 
on the same factor and that there are subjective similarities 
between text sections which are similar in their loading 
patterns. Appendix B contains six examples of similar and 
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dissimilar text sections. Interpretation and speculation 
as to the meaning of the qualitative differences indicated 
by the quantitative shifts in factor structure across the 
text is an enjoyable enterprise which is beyond the purpose 
and scope of this thesis. Future studies of this procedure 
must address themselves to "meaning" of these factor patterns 
if the procedure is to be anything more than a rather 
interesting computational phenomenon and user of computer 
time. 
One of the problems inherent in such a study is the 
noted ambiguity of the term "meaning" or subject category. 
One must very clearly define for a human observer what is 
meant by shift in "subject" or "meaning," One should also 
keep the subject "in the blind" as to the factor patterns 
obtained by the computer. Anyone who has become deeply 
involved with computers has encountered persons who are vary 
worried by the computer (for instance, see Page, 1966) 
in much the same way as were the persons disturbed by the 
advent of the airplane, the train, and probably the oxcart. 
There have been dangers in each of these technological 
advances of man, but the most outspoken critics have been 
largely ignorant of those dangers. With this in mind, it 
would probably be wise not to inform a subject of the true 
purpose of any study used to evaluate the procedure beforehand. 
Another problem with the present procedure is the 
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possible confounding of meta-language qualities of the text 
(e.g. tense, mood, number, etc.) with the object-language 
meaning of the text. Except where the root of single usage 
word-types which were combined with some word-type variant, 
no attempt was made to combine word-types which differed 
in this way. One means of solving this problem would be to 
"strip" suffixes off of all word-types. By careful selection 
of the suffixes to be "stripped" and the possible cataloging 
of exceptions, one could remove this source of confounding. 
The range of correlations and the upper limit of size 
of correlations leaves something to be desired. In an 
unreported study, the author found that the intercorrelations 
which were obtained between paragraphs or pages of a text 
differed very little when all the word-types which occur in 
the text are included in the data matrix which is then inter-
correlated. The methods used to assign word-type to single 
word-type matrices were somewhat arbitrary and inexact. It 
would appear that the line between function words and content 
words is not entirely as clearcut. as grammarians would 
lead one to believe. For instance the word-type and and 
or are normally considered function words but in a text on 
logic, they are both content words which define logical 
operations. The approach taken herein of assigning word-
types to function and content classes on the basis of 
changes in frequencies across texts would appear to be a 
good one. Obtaining of factor scores for words on the 
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general factors of several texts and the exclusion of word 
types which have high factor values in several texts would 
probably lead to more exact identification of content word-
types, Some preliminary unreported research started after 
the research reported herein would indicate that this might 
be a useful approach. 
The exclusion of word-types which occur only once within 
a text was arbitrary and dictated largely by programming 
expediency. The programming complexities and costs involved 
in deleting word-types which occur more than once after 
word-type modification are quite high. It would appear to 
involve either another "pass" at the data (which is very 
costly) or considerably more complex algorithms for 
reducing the text. The use of word-type factor scores would 
also appear to be of some utility here. Word-types which 
fail to score highly on any factor would appear to be 
candidates for deletion since these word-types would have 
little variance attributable to any single factor. Although 
it has not been done, it may be possible to build a 
mathematical model of the entire procedure and use this 
model to determine what cutoff values should be used for 
both function and non-contributing (e.g., unique) word-types. 
Another problem with the procedure is that of text 
section length optimization. This problem poses a dilemma. 
If the text sections are too small, departures from the 
expected logrithmic distribution of word token counts 
86 178 
undoubtedly result. If text sections are too large, the 
distribution obtained is more nearly homogeneous, and the 
power to detect small but meaningful changes in word-type 
usage is reduced. The present procedure yields results 
which are probably not optimal. The range of correlations 
appears to be fairly sensitive to changes in text section 
size. It would appear that some better means of 
optimization is required. 
Although correlation is largely insensitive to varia­
tions in scale, because of the discrete nature of the data 
it is desirable that text sections be of as nearly equivalent 
size as possible. A word-token's inclusion or exclusion in 
a given text section is very much dependent on the size of 
the text section. An iterative least squares procedure which 
minimizes the deviation between the size of text sections 
would appear to offer more nearly equivalent text sections 
than does the present algorithm which is essentially one 
pass in nature. 
The use of unity is the diagonal of the correlation 
matrix is a somewhat questionable procedure. Computer time 
was not available to estimate communalities and the less 
expensive procedure of placing reliability estimates in the 
diagonals would appear to lack meaning in this case. What 
is the reliability of a text section? It is felt that 
improvements of algorithms for matrix partitioning, text 
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section length optimization and suffix removal which have 
been previously outlined in this discussion may well result 
in a significant increase in the range and upper bound of 
the intercorrelation coefficients. This would reduce the 
importance of the communality problem. 
Several approaches present themselves for formally 
evaluating the validity of this procedure to obtain the 
content structure of a text. The creation of text sections 
on the basis of word-type factor scores and then the 
re-factor analysis of the text with these pseudo text sections 
would be a means of checking the reliability of the procedure. 
Another means of validating the procedure would be to 
present triplet text sections to human subjects and ask 
them to pick the two which are more similar. A 2 x 2 
contingency table could be obtained and a Chi Square test 
performed. 
Still another method would be "plot reconstruction." 
One can obtain lists of word-types which have high factor 
scores on each factor. For factors with both positive and 
negative loadings, two lists could be obtained. Naive 
subjects could then be asked to write short texts which 
reconstructed the text from the factor patterns and lists. 
Expert judges could then be used to rate how closely the 
content structure of these "generated texts" agreed with 
the original. 
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All the methods of validating this procedure have 
psychometric problems inherent in them which must be worked 
out prior to their employment in validation. These problems 
are beyond the scope of this thesis. 
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SUMMARY 
.In summary, this procedure would appear to have achieved 
the limited goals set for it in this initial phase of its 
development. A preliminary procedure for obtaining the 
sequential content structure of a text was developed, 
implemented, and four texts were successfully analyzed. No 
attempt was made to ascertain the validity of the procedure 
in this thesis. Possible improvements in the procedure and 
a program for validation have been suggested. Ongoing and 
planned research are along the lines suggested herein. 
It is appropriate to close this thesis on a cautionary 
note. The anthropomorphism of the computer is currently 
popular. At this point, the computer does not think in the 
highest human sense of the word. An argument can be made 
that it never will. It is also popular to debunk the 
computer. Too often the criticisms aimed at it are 
inappropriate and demonstrate a lack of knowledge. The 
computer is a very powerful, non-human machine with a very 
high value for man. But being a machine, it requires great 
precision in its proper utilization. Perhaps, Mailer (1969) 
best sums it up in the following quote. 
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...It was as if the more natural forms 
of English had not been built for the 
computer: Latin maybe, but not simple Anglo-
Saxon. That was too primitive a language-
only the general sense could be conveyed by 
the words: the precise intent was obliged 
to be defined by the tone of the voice. 
Computerese preferred to phase out such 
options. The message had to be locked into 
a form which would be transmitted by 
pulse or by lack of pulse, one binary digit 
at a time, one bit, one bug to be installed 
in each box. You could not break through 
computerese. 
The meta-language rules of language are not well defined; 
those of the computer must probably always be at some level. 
This essential difference must never be forgotten. 
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