Introduction
The load carrying capacity of thin-walled structures (TWS) is influenced by a number of material and geometrical parameters, which can be of random character.
Thus, the application of sensitivity and uncertainty analysis is of use in the evaluation of the influence of variability of different geometrical and material imperfections on the variability of the load carrying capacity of TWS.
The random character of material parameters comes not only from the manufacturing process of metal sheets, but in the case of cold formed thin walled members, from the forming process (e.g. cold rolling). Material properties are sometimes substantially different from those of the steel, strip, plate or bar before forming. The reason for this is that the cold forming operation increases the yield and tensile strengths, and at the same time decreases the ductility (Kankanamge and Mahendran 2011 [1] ; Macdonald, Rhodes and Taylor 2000 [2] ; Chen and Young 2004 [3] ). This behaviour is highlighted in Figure 1 . The mechanical properties are also different in various parts of the cross-section. This is due to the increase in the yield strength and the tensile strength of the material in the corners of the section which are considerably higher than the material in the flat elements (Karren and Winter [4] ). Reasons for geometrical imperfections may be different: manufacturing process of TWS members, welding process, etc.
Sensitivity analysis methods are of two types: deterministic and stochastic (probabilistic) . The deterministic sensitivity analysis, which may be referred to as a parametric study, is widely used in structural design. However, using this approach does not always obtain an answer about the sensitivity or uncertainty of output parameters in terms of input data. Using the probabilistic sensitivity analysis, the input parameters that have a predominant influence on the uncertainty of the output variables (e.g. load capacity) can be determined.
In recent years the deterministic approach to the design of TWS has often been replaced by the probabilistic one. It particularly concerns thin-walled girders. Also, some new design codes, particularly concerning TWS in civil engineering, treat the structural reliability and load carrying capacity of TWS as a probabilistic problem.
However, in using any probabilistic method, a great number of calculations have to be performed, and the main limitation becomes the time of computation, which depends on the method applied.
As far as an applied calculation apparatus is concerned, methods of probabilistic sensitivity analysis can be divided into two groups: analytical or analytical-numerical methods and "purely" numerical methods, mainly the Finite Element Method (FEM) [47] .
The strength of thin-walled structures is usually calculated on the basis of the "effective width" model and the ultimate capacity is evaluated using a reduced or effective cross-section and, additionally, the elastic limit for maximum stress. This approach is currently used in almost all design codes and leads to the lower-bound estimation of the load-carrying capacity. The elastic post-buckling behaviour of a thin-walled beam was analysed by Kolakowski et al [5] , who solved the problem using the asymptotic method in the range of the second order approximation. The algorithm based on the asymptotic method is relatively simple and delivers the lowerbound estimation of the load-carrying capacity in a shorter computation time.
However, TWS members display a significant post-elastic capacity. This means that the actual load carrying capacity of any thin-walled member is higher than the ultimate load calculated using the method mentioned above.
Thus, the alternative approach is the upper-bound estimation of the load carrying capacity, consisting of the determination of the intersection point of a post-buckling path, evaluated using either analytical or numerical method, and a rigid-plastic failure curve obtained from the plastic mechanism analysis (Kotełko et al. [6, 7] ).
The present paper deals with the sensitivity analysis of the load carrying capacity of a thin-walled, box-section beam subjected to pure bending as shown in Figure 2 .
The sensitivity analysis is performed both for lower-bound and upper-bound estimation of the load carrying capacity. Two analytical-numerical methods are applied to calculate the lower-bound and upper-bound load carrying capacity of the beam. 
2.
State of the art of the subject First attempts to apply a probabilistic approach to sensitivity analysis go back to the 1970s. One of the pioneering papers was published by Fukumoto et al. in 1976 [8] , as well as Arorra (1992 [9, 10] ). In Poland, the pioneers in this area were Mróz (1983 [11, 12] ), Szymczak (1991 [13,14] ) and Szefer (1983 [15] ). Mróz [11] and
Szefer [15] applied the probabilistic approach to the sensitivity analysis of non-linear mechanical systems.
In the 1980s, the first results of research into the application of the probabilistic approach to the analysis of stability of structures were published. In Poland,
Murzewski [16] analysed the problem of random instability of high structures (building structures and cranes). The random variables were the dead weight of the structures and wind force. He also applied the probabilistic approach to the problem of conjunction of two independent random events, i.e. elastic buckling and plastic failure of axially compressed columns [17] . The same approach was continued in other research work concerning elastic-plastic buckling of frames with imperfections (Murzewski [18] ). In [13, 14] the sensitivity analysis of load-capacity of I-beams subjected to torsion was analysed, while in [20] a similar problem concerning beams of bi-symmetrical cross-section was considered. A detailed discussion of problems related to sensitivity analysis of beams and frames was published in [1] and by Szymczak in [19] , as well as in [21] and [22] .
The probabilistic sensitivity analysis in the domain of thin-walled structures was up until now applied to the estimation of load capacity of beam-columns of I-section mainly. Some analyses have been performed for columns in compression.
Z. and J. Kala [25] applied the probabilistic sensitivity analysis to the buckling and limit load analysis of I-section columns under compression, taking into account the variance change of initial geometric imperfection. The analysis is based on the Sobol method. Puklicky and Kala [23] performed the sensitivity analysis into limit states and load capacity of composite I-section columns (filled with concrete) used in building engineering. Long columns and global buckling of columns was considered.
FE simulations and LHS method (Latin Hypercube Distribution) were applied. The random variables were both material parameters and geometrical imperfections. They stated that the results of the sensitivity analysis, which took into account the load capacity redundancy in the post-elastic state, can be used in load-carrying capacity calculation, including standard recommendations.
The fundamental works in the domain of the sensitivity analysis of beams were published by Z.Kala, J.Kala, Skaloud and Melcher [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] .
Szymczak [19] performed first-order sensitivity analysis based on the variational approach. The subjects of this analysis were thin-walled beams of bi-symmetric crosssection, subjected to combined load (bending, compression and torsion parameters, treated as random variables, on the load capacity of I-section beams of varying wall slenderness was presented in [36] . The authors stated that the load capacity was more sensitive to the wall thickness variance than to the wall width variance.
In all papers presented above the same method consisting of the generation of independent random variables was applied. However, none of those papers determined the qualitative influence of these variables on the load capacity itself (from the statistical point of view), accounting for the confidence level of performed statistical tests.
In this paper, simple algorithms describing the load carrying capacity of thinwalled box-section beams have been derived using the method of multi-dimensional linear regression. This enabled the determination of the statistical significance of multi-dimensional models of upper-and lower-bound load capacity estimation in terms of analysed input random variables, as well as to search for trends of change of both estimations, and any difference between them in terms of standard deviations of input quantities. Investigation into these trends and an estimation of statistical efficiency of applied models are new factors which have not been investigated so far.
Load carrying capacity computational models

Subject of the analysis
The subject of investigation was a segment of a thin-walled, box section girder, situated between two adjacent diaphragms as shown in Figure 2 above. It is assumed that the bending moment acts in the plane created by the axis of the cross-section symmetry and the longitudinal axis of the beam. The assumed model of loading (pure bending between two adjacent diaphragms) can be treated as a computational model of the beam segment, which is situated far enough away from supports so that any shear effect can be neglected. It was also assumed that failure of the beam is initiated by buckling of the flange subject to compression, and that the first yield is assumed to occur in the compressed flange so that the plastic flange mechanism is expected to occur [6, 7] . Thus, the failure analysis, based on the yield line approach, was carried out using the theoretical model of plastic mechanism as shown in Figure 3 . The mechanism model was originally developed by Kecman [38] and modified by
Kotelko [6] . It was also confirmed experimentally by many other researchers [39, 42] . 
Computational model
The load-carrying capacity of the girder was calculated using the software code The post-buckling elastic path is determined using the asymptotic method based on the Koiter asymptotic approach and using analytical-numerical method (ANM algorithm) elaborated by Kołakowski et al. [41, 44] . Namely, the non-linear problem is solved by Byskov and Hutchinson's asymptotic approach. The displacement fields U , and the sectional force fields N , are expanded into a power series in the buckling mode amplitudes  j ( j is the amplitude of the j-th buckling mode divided by thickness of the first component plate, h 1 ):
...
The ANM algorithm calculating the post-buckling elastic path is based on the numerical method of the transition matrix using Godunov's orthogonalisation.
In order to determine maximum stresses in the girders' plate members under compression, the width of a compressed flange is reduced to the effective width to obtain the real decrease in flexural stiffness of the cross-section after local buckling.
The first yield threshold criterion is used in order to estimate the load capacity of the girder (lower-bound estimation OD) (Maniewicz, Kołakowski [5, 41] ). 9 The failure path is derived from the yield-line analysis, based on the plastic mechanism theoretical model, shown in Figure 3 . The energy method is applied in order to calculate an actual bending moment at the global plastic hinge [6, 7] . Starting from the principle of virtual velocities, the total energy of plastic deformation, dissipated during rotation about the angle  of two parts of the girder at the global plastic hinge, takes the following form:
A length of any yield line l j, as well as angles  j of rotation of two adjacent walls of the global plastic hinge along a stationary yield line, and all other functional parameters of  k and  l , corresponding to the energy dissipated at local plastic corners and travelling yield line respectively, have to be expressed in terms of the angle  [6] . The total energy of plastic deformation (2) is calculated using a numerical procedure, by means of the incremental method -for subsequent increments of the angle  which correspond to the increments of .
A bending moment at the global plastic hinge is calculated using a numerical differentiation procedure of the energy with respect to the angle . A curve representing the bending moment capacity at collapse in terms of the rotation angle  at the global plastic hinge is referred to as a failure path. An ordinate of the intersection point of the latter and the post-buckling loading path (obtained from ANM algorithm) is acknowledged as the upper-bound load-carrying capacity (OG).
The output quantities obtained from the code "NOSNOSC" are the lower-bound (OD) and upper-bound (OG) maximum bending moments of the girder.
The exemplary chart obtained from the program 'NOSNOSC' is shown in Figure   5 . The abscissa represents the angle of rotation at the global plastic hinge (angle of deflection in the elastic range) normalised with respect to the buckling (critical) angle.
The ordinate is the normalised bending moment with respect to the buckling one. The OD (circular point) and OG (inter-section of post-buckling path and failure path) ordinates are indicated. 
4.
Probabilistic sensitivity analysis
Methodology
The sensitivity analysis was performed to determine the sensitivity of OD and OG with respect to the variance of several random input quantities, i. An exemplary histogram for yield stress is shown in Figure 5 . The input random quantities are indicated in Table 1 (see notation in Figure 2 ). (Figure 2b ) -distance between diaphragms
The methodology based on the Monte Carlo method (Szymczak, [21] ) is applied in the analysis. The analysis consists of the polynomial decomposition carried out using multi-dimensional linear regression. The calculations were performed using the program Minitab 15 [46] . Knowing the distribution of input variables, it is possible using the Monte-Carlo method, to generate adequate data files [44] . After generating the data files, the values of output variables have to be determined, using the code "NOSNOSC", and then, after generating input files, the equations of regression were derived, performing the decomposition to polynomial through linear regression: Because linear regression (3) was applied, first order sensitivity coefficients were calculated. Thus, within the sensitivity analysis, additive (main) effects have been studied.
Within the framework of each run of the Monte Carlo method, the OD and OG values were found using the code 'NOSNOSC'. For each calculation case, 100 Monte Carlo simulation runs were conducted. After performing iterations, the procedure of multi-dimensional linear regression was carried out. Data were generated on the basis of normal Gauss distribution, described by the parametric function (6), The "6σ" routine has been applied. All calculations were performed on the 95% significance level and the scheme of the computational procedure is shown in Figure   7 . 
Results
On the basis of the regression analysis the following preliminary conclusions were derived: a statistically significant empirical multi-dimensional model exists for the lower-bound estimation (OD) in terms of considered input random quantities.
However, its efficiency is weak. Based on the least squares method, the model produced a 25% error. On the contrary, the efficiency of an analogous empirical model for the upper-bound estimation (OG) was high (above 98%). Thus, further sensitivity analysis was focused on the upper-bound load-capacity estimation (OG).
Sample results of this analysis are shown below. Figure 8 shows the results of the sensitivity analysis of OG in terms of the variance of wall thickness H represented by pie charts and breakdown coefficient diagram.
On the basis of the results of wall thickness standard deviation change (thickness tolerance), it can be concluded that the OG induction is generated mainly by the yield stress (60%), when the tolerance of thickness is restricted (here 1 mm ±0.01).
Increment of the thickness tolerance changes this structure. The sensitivity analysis was also performed for the girder's height variance, with the standard deviation shown in Table 1 . The results of the regression analysis and sensitivity analysis in terms of height variance are shown in Figure 10 .
Analogous results for the analysis in terms of dimension L (distance between diaphragms) are shown in Figure 10 . The analysis was also carried out in terms of the variance of the yield stress R e , with the standard deviations shown in Table 1 . The results of the regression analysis and sensitivity analysis in terms of the yield stress variance are shown in pie charts in Figure 11 . The corresponding diagram is shown in Figure 12 This analysis was based on results from four tests. In the first test, the statistical influence of standard deviations of input random quantities on the magnitude of lower-bound load capacity estimation (OG) was checked. In the second test, the corresponding influence on the magnitude of upper-bound load capacity estimation (OG) was investigated. In the third test, the statistical influence of standard deviations of random variables upon the OD-OG difference was checked. Finally, the last test was concerned with the statistical influence of input random variables on the probability that OG and OD values are the same.
All data files were checked to see if they were of normal distribution (on the 95% confidence level). For the data files generated within the sensitivity analysis, the ANOVA tests were carried out using the numerical code MINITAB15 [46] . Sample histograms of OG-OD differences for the variance of selected input variables are shown in subsequent figures. The increase of the yield stress standard deviation induces an increase in the differences of OG and OD (see the "shift" of the histogram in Figure 15 ). Also, a "shift" means that the differences are noticed. A similar but weaker phenomenon is observed in the case of the beam height (see Figure 14) , and, on the contrary, this is not observed for the wall thickness variance ( Figure 13 ). The distribution of OG-OD differences is not normal for the 95% confidence level (Figure 14 ) in the case of the yield stress variance and height variance, while for the wall thickness variance at the same confidence level this distribution is normal ( Figure 12 ). The same concerns the beam's length L. The summary of ANOVA tests results is shown in Table 2 . Table 2 : Summary of ANOVA tests results.
The "+" sign indicates that a statistically significant (on the 95% confidence level)
influence of an analysed variable exists, the "-" sign indicates that such an influence does not exist.
Conclusions of this summary are as follows:
• Statistically significant (on a 95% confidence level) influence upon the magnitude of the lower-bound load capacity estimation (OD) is exerted only by the standard deviation of the yield stress.
• Statistically significant (on a 95% confidence level) influence upon the magnitude of the upper-bound load capacity estimation (OG) is induced by the standard deviation of wall thickness only.
• The difference OD-OG between two load capacity estimations is statistically influenced only by the standard deviation of the yield stress.
Final remarks
Results of the sensitivity analysis performed show how the quality of structural steel and imperfections of geometrical parameters (tolerance change of these parameters) affect the sensitivity of the load carrying capacity of the beam.
As was mentioned, the efficiency of a statistically significant empirical multi- The results of four-step tests, described above, allow for the conclusion that One of the most important conclusions is that the difference OD-OG between two load capacity estimations is statistically influenced only by the standard deviation of the yield stress. Thus, the analysis performed allows for the conclusion that a "redundancy" of the load capacity of the beam (the post-elastic capacity) is more sensitive to the yield stress deviation than to the wall thickness deviation and deviations of other geometrical parameters (height and length).
The results presented in the paper are based on linear models of analysis without interactions. The relations between indicators of OG and OD were also checked with the use of non-linear models. However, the improvement of the estimation efficiency of those models was about 4%.
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