x f := Q v2V x f(v) . Finally, X G (x) := P f x f where the sum is over all functions f : V ! P such that if u v is an edge of G then f(u) 6 = f(v). This generalizes the usual chromatic polynomial of G, and many interesting properties of X G (x) are developed in 7, 8] .
Given a nite partial order (poset) P we use the notation uj jv to indicate that u; v 2 P are concurrent in P, meaning that u and v are either incomparable or equal; the incomparability graph Inc(P ) of P has vertex-set P and edges u v whenever u 6 = v and uj jv in P. A poset is (3 + 1)-free if it does not contain a set of four vertices fa; b; c; xg such that the order relations among the members of this { 2 { further conjectures that these inequalities should also hold for all claw-free graphs, i.e. those graphs which do not contain K 1;3 as an induced subgraph. Consequences of these inequalities are discussed in 8].
Gasharov's proof uses the dual Jacobi-Trudi identity and a sign-reversing involution to interpret b as the number of \P -tableau" of shape . To de ne this concept, let = ( 1 ; :::; k ) be an arbitrary sequence of nonnegative integers, and let the diagram of be F := f(i; j) 2 P 2 : 1 i k and 1 j i g; we visualize F using matrix coordinates. A P-array of shape is a function : F ! P which satis es the following row condition; we write ij for the value of at (i; j) 2 F . R] For each 1 i k : i1 < i2 < < i i .
For a P-array of shape , we also use the notation sh( ) for the diagram F . It is also convenient to consider a P-array of shape to be a sequence = (A 1 ; :::; A k ) of chains in P with #A i = i for 1 i k; we will use both points of view. A P-tableau { 3 { of shape is a P-array of shape which satis es the following column condition. C] For each (i; j) 2 sh( ) with i 2: both (i ? 1; j) 2 sh( ) and i?1;j 6 > ij .
Notice that if is a P-tableau of shape , then is a partition and F is its Ferrers diagram. A Young tableau of shape is a function : F ! P such that along each row the entries increase weakly from left to right and along each column the entries increase strictly from top to bottom. We may rephrase the main result of 3] as follows.
Theorem 0.1. (Gasharov) Let P be a (3 + 1)-free poset. There is a bijection between the set of all nite P-arrays and the set of pairs ( ; ) in which is a nite P-tableau and is a Young tableau such that sh( ) = sh( ). In this bijection, if the P-array of shape = ( 1 ; :::; k ) corresponds to the pair ( ; ), then # ?1 (v) = # ?1 (v) for all v 2 P, and # ?1 (i) = i for each 1 i k.
Unfortunately, being based on a sign-reversing involution, Gasharov's proof does not give an explicit algorithm for e ecting such a bijection. In Section 3.7 of 4], Magid presents such an algorithm in the restricted setting that = (1; 1; :::; 1), or equivalently that is a standard tableau. Here we present a very simple algorithm for e ecting such a bijection without restrictions on or . However, as an example will show, an additional restriction on the poset P is necessary: we require that no induced subposet of P is isomorphic to B, the poset on the right side of Figure 1 . As confronting this con guration has caused us such consternation, we refer to this poset B as the beast. (Interestingly, the incomparability graph of the beast has appeared in the literature of perfect graphs, where is is known as the bull; for example, Reed and Sbihi 5] have recently shown that bull-free perfect graphs can be recognized in polynomial time.) It is our hope, and the rationale for this paper, that a suitable extension of our algorithm will provide an algorithm valid for all (3 + 1)-free posets. To be most optimistic, perhaps a further generalization of this approach can lead to progress on Gasharov's conjecture for claw-free graphs.
1. The Algorithm.
Given two chains A and B in a poset P, we let G(A; B) be the graph with vertex-set V(A; B) := (A f0g) (B f1g) and edges (u; 0) (v; 1) whenever uj jv in P. If A \ B = ? then this is isomorphic with Inc(A B), but if u 2 A \ B then (u; 0) and (u; 1) are distinct vertices of G(A; B). We also de ne a partial order on V(A; B) by putting (u; i) < (v; j) if and only if u < v in P. Lemma 1.1. Let P be a (3 + 1)-free poset, and let A and B be chains in P. Each component of G(A; B) is either a cycle of length four or a path. The components of G(A; B) inherit a total order from P.
Proof: Notice that in G(A; B) each vertex has degree at most two since P is (3+1)-free; thus, each component of G(A; B) is either a path or a cycle. If the component X of G(A; B) is a cycle, then there must be vertices w; x; y; z 2 X such that w < x in A and y < z in B and xj jyj jwj jz. Now x < z contradicts w < x and wj jz, while z < x contradicts y < z and yj jx; thus xj jz and the component X is a cycle of length four. Finally, given distinct components X and Y of G(A; B), every x 2 X is comparable with every y 2 Y . Suppose that x 2 X and y 2 Y are such that x < y. For any x 0 2 X let x = u 0 ; u 1 ; :::; u k = x 0 be a path in X from x to x 0 . Since u 0 < y and for each 1 i k, u i?1 < y and u i?1 j ju i imply y 6 < u i , we conclude that x 0 < y. A similar argument then shows that x 0 < y 0 for all x 0 2 X and y 0 2 Y . , and so on until (C n?1 ; A n ) ) (A 0 n ; C n ). We let A 0 n+1 := C n , and include it in 0 only if A 0 n+1 6 = ?. It is clear that sh( ) sh( 0 ), and we verify in Section 2 that if is a P-tableau then 0 is a P-tableau. The generalized Robinson-Schensted algorithm can now be de ned as follows. Let be any P-array and let A 1 ; :::; A n be the rows of . Initialize 0 := ? and 0 := ?, and for 1 k n let k be the P-array obtained by inserting A k into k?1 as above. Then k : sh( k ) ! P is de ned by k j sh( k?1 ) := k?1 and k (i; j) := k if (i; j) 6 2 sh( k?1 ). The bijection is de ned by 7 ! ( n ; n ).
The example in Figure 2 illustrates this bijection for a poset which is both (3 + 1)-free and B-free. That the beast B must be excluded for this algorithm to be correct is apparent from the example in Figure 3 . As the tableaux k in the generalized Robinson-Schensted algorithm grow we must consider the insertion of elements into the \empty cells" of P 2 r sh( k ). To do this it is convenient to extend P to an in nite poset P 1 := P f1 1 ; 1 2 ; : : :g in which is the ordinal sum of posets and 1 1 < 1 2 < . We then extend a P-array : F ! P to an in nite P 1 -array 1 : P The inverse to the generalized Robinson-Schensted algorithm is de ned by iterating the following procedure for deleting a chain from ( ; ). Let = (A 1 ; :::; A n ) be a stable P 1 -tableau and let be a Young tableau with sh( ) = sh( ). Let k := maxf ij : (i; j) 2 sh( )g, and let ?1 (k) = f(i 1 ; j 1 ); :::; (i r ; j r )g with j 1 < < j r . Let C n := f1 j 1 < < 1 jr g and perform the deletions: (A n ; C n ) 1 ?! (C n?1 ; A n ), >From the foregoing remarks it is not di cult to see that the algorithms as described in this section are mutually inverse bijections, provided that the given descriptions do lead to well-de ned functions. The key points are that the iterated insertions do produce a function 7 ! ( ; ) in which is a stable P 1 -tableau and is a Young tableau, that the deletions may be performed iteratively, and that after deleting a row C 0 from and the remaining and are still of the required form. Proofs of these claims are accomplished by the following four lemmas. We have y n < y n?1 in C 1 because they displace b n < b n?1 in B, respectively. Since c n?1 y n?1 in (C; A) is in a pushing block, and y n < y n?1 and y n is in an unpaired If there is a b 0 < b in B, then aj jfb 0 < b < xg is forbidden, since P 1 is (3+1)-free, so b 0 < a. Thus, the unpaired M-component of G(C 1 ; B) which contains aj jb continues to the right: there is a b 1 > b in B with aj jb 1 , and hence an a 1 > a in A in the same column as b 1 . Since a 1 6 > b 1 is not a bad pair in (A; B), and a < a 1 < b 1 is impossible, we have a 1 j jb 1 . Since aj jfb; x; b 1 g and b < x and b < b 1 we must have xj jb 1 , since P is (3 + 1)-free. If x < a 1 then we have discovered a beast fa < a 1 > x > b < b 1 g in P 1 , a contradiction, so a 1 6 > x. Since a < a 1 < x contradicts aj jx we see that a 1 j jx; it follows that a 1 is in the same pushing block of (C; A) as x a, so let x 1 2 C be such that x 1 a 1 in (C; A). Notice that x 1 < a contradicts b < x < x 1 and aj jb, and that since aj jfb < x < x 1 g is forbidden, we have a < x 1 . Also, since a 1 is in the same unpaired M-component of G (C 1 ; B) This cannot continue inde nitely, so we eventually arrive at a subset as in the above diagram for which b 1 6 < x 1 . Since a < x 1 < b 1 contradicts aj jb 1 we must have b 1 j jx 1 . But now fa < x 1 > x > b < b 1 g is a beast in P 1 , and so case (b) does not arise. (A ; B ) . We divide the proof into three cases depending on the original location of x.
Case (a): x 2 A was originally in A, and so y 2 B was originally in C (since (A; B) has no bad pairs). Thus there is a b 2 B such that b y in (B; C) ; since G(B; C) has no unpaired M-components y 2 C is weakly left of b 2 B, and also y 2 C is in the same column as b 2 C and b 2 B is in the same column as y 2 B (which is the same column as x 2 A). Now b 6 < x since (A; B) has no bad pairs, and y 6 < b since b y in (B; C). Since x > y we can have neither b x nor b y, and so bj jx and b 6 = x and bj jy and b 6 = y. Now x is in an unpaired W-component of (A; C ), and this component must also contain b 2 C . Thus there is an a 2 A with a 6 = x and bj ja. Since bj jfy < x < ag contradicts (3 + 1)-freeness of P, we see that a < x is in the column immediately left of x, and so there is some y 0 < y in B in the same column as a 2 A. Also, since G(A; C ) has no unpaired M-components, b 2 C is weakly left of a 2 A, hence strictly left of y 2 B . Since a < x and y < x and bj jfa; y; xg we must have aj jy. To complete the proof we show that if either B(a; x; t) or C(a; x; t; u) then there exists a 1 2 A, x 1 2 C , t 1 2 B , and u 1 2 B such that x < x 1 and either B(a 1 ; x 1 ; t 1 ) or C(a 1 ; x 1 ; t 1 ; u 1 ). Since C is nite this results in the desired contradiction.
So assume rst that B(a; x; t). Let a 1 2 A be in the same column as t 2 B . Since (A; B) has no bad pairs and x 2 B is in the same column as a 1 2 A we have x 6 < a 1 . Thus, since x 2 A there must be a displacement a 1 x 1 in (A; C ) with x < x 1 in C . Next, assume that C(a; x; t; u). Let a 0 2 A be in the same column as t 2 B and let a 00 2 A be in the same column as u 2 B . If both a 0 2 A and a 00 2 A then x < a 0 < a 00 and xj ju imply that u < a 00 since P is (3 + 1)-free. But { 17 { since a 00 2 A and u 2 B this would be a bad pair in (A; B), a contradiction, so either a 0 6 2 A or a 00 6 2 A . If a 0 6 2 A then let a 1 := a 0 , and otherwise let a 1 := a 00 ; hence there is a displacement a 1 x 1 in (A; C ) with x < x 1 . We have now found a 1 and x 1 in either case. Finally, if x 1 2 C is in a pushing block of (C ; B ) then x 1 t 1 for some t 1 2 B , and one checks that B(a 1 ; x 1 ; t 1 ). Otherwise x 2 C is in an unpaired M-component of G(C ; B ) with t 1 j jx 1 j ju 1 and t 1 < u 1 in B . If B(a; x; t) then t 2 B is in a pushing block of (C ; B ) and t 1 2 B is in an unpaired M-component of (C ; B ), so t < t 1 in B and it follows that C(a 1 ; x 1 ; t 1 ; u 1 ). Similarly, if C(a; x; t; u) and either a 1 = a 0 , or a 1 = a 00 and u < t 1 , then C(a 1 ; x 1 ; t 1 ; u 1 ). In the remaining case, C(a; x; t; u) and a 1 = a 00 and u = t 1 , we nd that xj juj jx 1 and x < a 0 < x 1 in A , implying that uj jfx < a 0 < x 1 and contradicting (3 + 1)-freeness of P; hence this case does not arise, and the proof is complete. Theorem 2.5. Let P be a (3 + 1)-free and B-free poset. The algorithms presented in Section 1 provide a bijection as described in Theorem 0.1.
Proof: We prove the statement under the additional hypothesis that P is nite; a standard compactness argument reduces the proof to this case. Also, we work with stable P 1 -arrays in the proof; this corresponds to the case of nite P-arrays as discussed above.
Since the column condition involves only adjacent rows of a P 1 -array, it follows from Lemma 2.1 that if a nite chain C is inserted into a stable P 1 -tableau , then the resulting P 1 -array 0 is also a stable P-tableau. >From Lemma 2.2 it follows that under these conditions sh( 0 )rsh( ) has at most one cell in each column.
Consequently, the generalized Robinson-Schensted algorithm 7 ! ( ; ) does take a nite P 1 -array to a pair in which is a stable P 1 -tableau and is a Young tableau with sh( ) = sh( ).
Conversely, Lemma 2.3 implies that the algorithm for deleting a chain C 0 from a stable P 1 -tableau is well-de ned, since the individual deletions in the iteration may be performed in sequence. Again, since the column condition involves only adjacent rows of a P 1 -array, Lemma 2.4 implies that the P 1 -array remaining after C 0 has been deleted from is actually a P 1 -tableau.
It remains to show that is stable and that C 0 is a chain in P. Certainly sh( ) is nite, since it is contained in sh( ). To see that each row of is stable, let us recall the notation of the deletion algorithm: = (A 1 ; :::; A n ) is a stable P 1 -tableau and is a Young tableau with sh( ) = sh( ) = F for some partition := ( 1 ; :::; n ); also, k := maxf ij : (i; j) 2 sh( )g and ?1 (k) = f(i 1 ; j 1 ); :::; (i r ; j r )g with j 1 < < j r . We let C n := f1 j 1 < < 1 jr g and perform the deletions: (A n ; C n ) 1 ?! (C n?1 ; A n ); (A n?1 ; C n?1 ) 1 ?! (C n?2 ; A n?1 ); :::; (A 1 ; C 1 ) 1 ?! (C 0 ; A 1 ). For 1 i n let`i := #f(i t ; j t ) 2 ?1 (k) : i t = ig. One then checks, using the de nition of the deletion algorithm and induction on i from n down to 1, the following claims for each 1 i n: (i) the rst`i elements of C i r P are 1 i ?`i+1 ; 1 i ?`i+2 ; :::; 1 i ; (ii) the chain A i is stable; (iii) #(P \ C i?1 ) =`i +`i +1 + +`n. Property (i) is used in the induction step for (ii); property (ii) shows that is stable, and by (iii) we have #(P \ C 0 ) =`1 + +`n = # ?1 (k) = #C 0 , so that C 0 P.
Thus both the generalized Robinson-Schensted algorithm 7 ! ( ; ) and the deletion algorithm ( ; ) 7 ! give well-de ned functions as claimed. That these are mutually inverse bijections as in Theorem 0.1 is easily proved by iterative application of the fact that the operation (C; A) ) (A 0 ; C 1 ) is a bijection from the set of P 1 -arrays (C; A) with C nite and A stable to the set of P 1 -tableaux (A; C) with A stable and C nite; the inverse bijection is (A; C) 1 ?! (C ; A ).
If the (3 + 1)-free poset P contains a beast B then our algorithm may fail even in the case of standard input (a P-array with all rows of length 1), as the input (y; c; a; x; b) for the poset in Figure 3 illustrates. Computations show that the only P-tableau not produced by our algorithm from standard input for this poset is = (yc; ax; b). Thus, an extension of our algorithm to all (3 + 1)-free posets requires some consistent rule for a \double jump" such as b should make over the P-tableau (yc; ax) in this example. Magid's algorithm 4] performs in this way for the case of standard input.
The description of our algorithm is an adaptation of the original tableau-based ideas of Schensted 6] . Other combinatorial models for (generalizations of) RobinsonSchensted correspondences have been developed by Fomin 1, 2] and Viennot 10] ; perhaps from one of these other viewpoints it will be more clear how to extend our { 19 { algorithm to the general case.
