In this note we solve a problem posed by J. M. Ball in [2] about the uniqueness of smooth equilibrium solutions to boundary value problems for strictly polyconvex functionals,
Introduction
In [2] J. M. Ball posed the following problem (Problem 8). Let F be a strictly polyconvex functional,
where u : Ω ⊂ R n → R m (n, m ≥ 2) is in some Sobolev space and Ω is homeomorphic to a ball. Given pure displacement boundary conditions u| ∂Ω = u 0 , is there uniqueness of smooth equilibrium solutions? We answer this question negatively, giving an example in dimension 2 (m = n = 2) of a smooth integrand f and a boundary value u 0 such that (1.1) admits at least two absolute minimizers, both analytic up to the boundary. We state this result in the following theorem. This example is taken from the elegant proof of non-uniqueness of the Dirichlet problem for the non-parametric area functional in codimension 2, given by Lawson and Osserman in [10] , and it is nothing else than a rigorous justification of the heuristic arguments proposed by J. Ball in [2] after the statement of the problem. Roughly speaking, we choose boundary conditions corresponding to squeezing the ball until it has a dumb-bell shape. Then we prove that an absolute minimizer cannot have the symmetries of the dumb-bell, thus implying nonuniqueness.
In dimension two the boundary data we construct is not one to one with its image, and the reason is that, in order to create the constrain for which the minimizer is not symmetric, we have to overlap the two halves of the dumb-bell. Nevertheless, we show that the lack of injectivity is not the main point of the construction: in the same spirit as in the previous example, we describe an injective boundary displacement in dimension 3, i. e. a function u 0 : ∂Ω ⊂ R The injectivity of the boundary value is significant in reading this example in Elasticity Theory: indeed, one can imagine that the displacement given in the theorem corresponds to a physically admissible deformation of a planar membrane in R 3 , without overlapping (differently from the 2-d example), and that the functional is the elastic energy of the body.
Starting from this, we construct examples with arbitrarily many local minimizers, and an example with uncountably many stable stationary points (equilibrium solutions), as stated in the following theorems. ) with u| ∂Ω = φ.
The idea for these constructions comes again from the theory of Minimal Surfaces: we indeed apply the so called "bridge principle" to connect local minimizers and to build new ones (for a proof of a general bridge principle for minimal surfaces, as for an account of its history, we refer to the paper of B. White [12] ). As for Theorem 1, we point out that one can have injectivity of the boundary displacement in both Theorems 2 and 3 if the target is R 3 , see Remarks 3.5 and 3.6.
In connection with the examples above, it is worthwhile to recall the uniqueness result of Knops and Stuart [9] in the case of linear boundary displacements and Ω star-shaped, and to compare our results with the work of Taheri [11] , in which non-uniqueness is proved when the domain Ω is topologically non-trivial (when Ω ⊂ R 2 this means that Ω is not simply connected).
The paper is organized as follows. In section 2 we report a more elementary version of the proof of Lawson and Osserman in [10] and prove Theorem 1 and 1 . In section 3 we prove Theorems 2 and 3: for this aim, we state and prove an elementary "bridge principle" which is sufficient for our purposes.
We would like to thank Professor C. De Lellis, B. Kirchheim, J. Kristensen and L. Székelyhidi for many useful discussions; and Prof. Nicola Fusco for having posed the question about the injectivity of the boundary value.
Existence of at least two analytic different minimizers
Throughout the section we denote by Ω the unit ball in R
2
,
2 < 1 , and by A the area functional,
Here u belongs to the Sobolev space W 1,2
(Ω; R
) and A is the area of the graph of u.
In [10] Lawson and Osserman proved the existence part of the following result. 
Here we report a modified and more elementary version of their proof.
Proof. We divide the proof in different steps.
Step 1. We define the boundary condition u 0 . Let γ 0 be an analytic dumb-bell shaped (immersed) curve in R 2 of the type pictured in Figure 1 : γ 0 is assumed to be invariant under the symmetries with respect to the two axes,
(It is not difficult to see that such curves exist: an easy example is the curve defined by the equation y
to be a parametrized double tracing of γ = Rγ 0 (we reserve to choose R later), where each loop is covered once in each direction and the parameter is a multiple of the arc length: for example, set u 0 to be the parametrization such that Step 2. Assuming uniqueness of the minimizer, we estimate from below its energy, proving that
where c 0 is a constant depending on γ 0 and R is the parameter defining γ, hence the boundary condition u 0 . Due to the analyticity of γ and to its symmetries, it follows that the graph of u 0 , i. e. the set
is an analytic Jordan curve in R 4 and is invariant under the following sym-
From the theory of generalized parametric minimal surfaces we know that there exists a minimizer of A in H (the so called Douglas solution), see [10] (Theorem 4.1, pag. 5), and that this minimizer is analytic up to the boundary, see [8] , (for a comprehensive account of these results we refer to [3] -in particular for the regularity see Theorem 2 of Section 7.3, pag. 33 Volume II). Let us assume the uniqueness of such minimizer u min : it follows that its graph must be invariant under the symmetries σ 1 and σ 2 , i. e.
From this we deduce easily the following two consequences: 
If we call A the subset of the plane enclosed by one bubble of γ (say, for example, the dashed region in the right portion of fig. 3 ), we claim that
where c 0 > 0 is a constant depending on γ 0 and L 2 is the Lebesgue measure in the plane, and hence (2.1). Without loss of generality (see (ii) above), we consider i = 1 and calculate the degree of the map u min in Ω 1 at a point y ∈ A (for a definition and the first properties of the degree of a continuous map we refer to [7] ). We claim that it is different from 0: indeed, from (2.3) we infer that u min | ∂Ω 1 is homotopic to the map
for which deg(v, Ω 1 , y) = 1, as can be seen by an easy computation. So it comes immediately that A ⊆ u min (Ω 1 ), hence
This conclude the proof of (2.4).
Step 3. If R is sufficiently large, we exhibit another function u ∈ H such that A(u) < A(u min ), thus contrasting with the assumption of u min being the unique minimizer. Consider the function u which is linear on the segments
and such that u| ∂Ω = u 0 . Note that u is constant on these segments if |c| ≤ 1 ( fig. 3 ). It is easy to recognize that Figure 3 : The competitor u.
with c 1 a constant depending on γ 0 , where we used the injectivity of u in the set {(x 1 , x 2 ) ∈ Ω | |x 1 + x 2 | > 1} and the area formula.
For R large enough we have
Therefore we conclude that A(u) < A(u min ), i. e. the minimizer for A in H is not unique. So there are at least two absolute minimizers which, for the regularity theorem quoted before, [8] , are analytic up to the boundary.
The previous theorem provides a smooth polyconvex functional with at least two analytic minimizers: however the area functional is not strictly polyconvex, according to the following definition. and a ∈ R such that
Remark 2.1. It is not difficult to show the equivalence of the two definitions: the second condition implies the first because of the convexity of g; the converse follows by the observation that f (x) − c |x| 2 is by hypothesis a convex function in (x, det x).
Due to the regularity of the minimizers (they are analytic, hence in particular they are globally Lipschitz), it is a simple task to modify the area functional in order to get a strictly polyconvex one with two global minimizers. Proof of Theorem 1. Let u min and v min be the two analytic global minimizers for A given by Theorem 4 and consider a smooth positive function g : R → R such that
is a smooth strictly polyconvex functional (as can be verified easily) and has u min and v min as minimizers: indeed, 6) for every u ∈ H (the same being true for v min ). Hence, we have proved Theorem 1.
Let us point out the role of the boundary condition u 0 in the construction above: thanks to its symmetries we can rule out the uniqueness of the minimizer. The lack of injectivity of the boundary displacement is only used to provide the right symmetries: indeed, if we consider functions u : Ω → R
3
, it is possible to find an example with one to one boundary condition. The example is based again on the area functional, and the proof is similar to the one of Theorem 4 (and can be found in [10] as well): we sketch it.
Proof of Theorem 1 . We consider the curve γ 0 of the type pictured in figure  4 . It is assumed to: • lie in the union of two pairs of parallel planes, each pair at distance ε 1 apart,
• be invariant with respect to the following symmetries (note that the first two do not preserve the orientation of γ 0 ):
As boundary condition we consider u 0 : ∂Ω → R 3 a parametrization of γ = Rγ 0 , where the parameter is a multiple of the arc length, so that the graph of u 0 is symmetric with respect to the following symmetries:
If the minimizer were unique, its energy (which is the area of its graph) would be at least 4 c 0 R 2 , where c 0 is a constant depending only on γ 0 (here we can use a degree argument as in the proof of Theorem 4, or one can see the original proof in [10] -this symmetric minimizer must resemble the function pictured in figure 5 which is invariant under the symmetries above). But the competitor sketched in figure 6 is easily recognized to have energy less than [2 c 0 + c 1 ε] R 3 Arbitrarily many local minimizers and uncountably many stable equilibrium solutions
Starting from the example of Theorem 1, we construct boundary value problems with more than two equilibrium solutions. As pointed out in the introduction, the basic idea in these constructions is to use a "bridge principle", as for minimal surfaces: the main step for this procedure is given in the next theorem. In what follows f will always denote a smooth strictly polyconvex function, f : R 2d → R, such that there exist constants c and C for which
and, for every planar domain Ω, we set F(·, Ω) to be the functional
For the sake of clarity, f : R 2d → R is strictly polyconvex if there exists a convex function g :
where M i (x) are the Minors of the d × 2 matrix x. In the case d = 2 there is only one such Minor, the determinant of x, and we recover the definition given in the previous section. For d = 3 there are three Minors,
Remark 3.1. The first inequality of (3.1) is not restrictive. Consider indeed a strictly polyconvex function f . Then
If we consider
the minimizers of Ω f (∇u) and those of Ω g(∇u) coincide, because f (0) +
is a Null-Lagrangian, and g satisfies the left hand side inequality of (3.1).
Before stating and proving the theorem, we introduce some more notations (consistent with the ones used in [12] Remark 3.2. We will apply this theorem to the functionals built up in the previous section, hence in the applications the dimension of the target space will always be d = 2 or d = 3.
. . , n, such that for each i the functional F(·, Ω i ) has at least two isolated local minimizers in the class
u ∈ W 1,2 Ω i ; R d , u| ∂Ω i = φ i .
Then there exists a smooth bounded domain

Proof.
Step 1. Construction of the set A and of the boundary value.
For each i = 1, . . . , n − 1 consider smooth embedded curves Γ i connecting Ω i and Ω i+1 transversally such that they are disjoint from the other Ω j , i. e. Γ i ∩ Ω j = ∅ for every j = i, i + 1. To construct the domain A, consider a sequence of unions of bridges, say P
, where P k i is a bridge along Γ i , whose sum of widths is infinitesimal, boundaries; moreover it is easily recognized that A k are homeomorphic to a ball (see fig. 7 for the case n = 3).
For what concerns the boundary value, let w :
be a smooth compactly supported function such that w ≡ φ i on ∂Ω i for every i, (clearly there is no problem for the existence of such a function), and set φ ≡ w in ∂A k .
Step 2. We want to prove that for some k the set A 
and, for j = 1, 2 and i = 1, . . . , n,
For each n-tuple α = (α 1 , . . . , α n ) ∈ {1, 2} n , we consider the problem
Note that the sets of functions satisfying the constraints of these problems are not empty: for example they contain the functions u α defined in (3.4) . By the semicontinuity of the functional (see for example [1] ) and its coercivity, given by (3.1),
the above problems have at least a solution u α k . Moreover, fixing k, these solutions are all distinct (due to the constraints u
n).
If we proved that, for some k, every u α k satisfies Step 3. Proof of (3.
If we showed that a subsequence of u
3) would be proved and the proof concluded.
Fix α. First we notice that {u \ Ω. By the weak lower semicontinuity of F we get
In the above calculation we used the minimality of u Next we show that the convergence is strong. A preliminary step is to prove that there exists convergence of the energies:
Indeed, using the minimality of u
Hence, taking into account the lower semicontinuity of F,
Using this convergence of the energies and the strict polyconvexity of the integrand f (x) = c |x| 2 + g(x, det x), we can prove the strong convergence. Indeed, because of the polyconvexity of g(x, det x) = f (x) − c |x| 2 and hence the semicontinuity of the related functional, we have
Thus, by (3.5), lim sup
Now it is easily recognize that (3.6) and the weak convergence u
), thus concluding the proof. Remark 3.3. We point out that the above proof can be obviously generalized in the case F(·, Ω i ) has k i isolated local minimizers (instead of 2); the theorem then provides a domain with n i=1 k i local minimizers. Remark 3.4. We recall that the argument about strong convergence of weak convergent sequences in the presence of the convergence of quasiconvex energy was given by Evans and Gariepy in [5] and [6] . We thank Prof. Nicola Fusco for pointing out these references.
We can, hence, consider the case of the functional F of Theorem 1 and prove Theorem 2.
Proof of Theorem 2. We showed in Theorem 1 that there exists a boundary value problem for F with at least two smooth (analytic) absolute minimizers: if they were isolated we could apply Theorem 5 to
the translated by the vector (3i, 0) of the unit disc D, and
as boundary data (see fig. 8 in the case n = 3). In this way we conclude the existence of a pure displacement boundary value problem for a strict polyconvex functional defined on a set homeomorphic to a ball with at least 2 n local minimizers. On the other hand, if F had not two isolated absolute minimizers, it is readily recognized that it must have uncountably many minimizers (because the set of absolute minimizers would be a perfect set, i. e. would coincides with the set of its limit points), having in any case an example with arbitrarily many minimizers. Thus proves Theorem 2.
Remark 3.5. In the same way, if we consider functions with target R 3 , we can also manage the boundary value to be one to one (using Theorem 1 ).
With the techniques in Theorem 5 we may also exhibit an example of strictly polyconvex boundary value problem with uncountably many stable equilibrium solutions. 
Proof of Theorem 3.
The idea is to iterate the construction in Theorem 2.
Consider the functional F given in Theorem 1.
Step 1. We construct the set A and the boundary value. Let define the vectors a 1 = (2 −1 , 0). Consider the domains
which are translated and rescaled unit discs; let Ω = ∪ i∈N Ω i , and . We define w(x) = i∈N 2
and with an easy calculation see that w satisfies the hypotheses -see figure 7 . Now we can start our recursive procedure: as usual we can suppose that the minimizers of F(·, Ω i ) are isolated (otherwise there is nothing to prove). By Theorem 5 there exists a bridge P 0 connecting Ω 0 and Ω 1 such that, for the smooth open set A 0 = Ω 0 ∪ P 0 ∪ Ω 1 and for the boundary value φ ≡ w on ∂A 0 , the functional F has at least 4 local minimizers,
with α i ∈ {1, 2}.
Moreover these minimizers are close to the original minimizers in W 1,2 -norm,
for some ε 1 > 0 to be chosen later. Again, we may suppose that these minimizers are isolated and use Theorem 5 to conclude that there exists a bridge P 1 connecting A 0 and Ω 2 such that in A 1 = A 0 ∪ P 1 ∪ Ω 2 we have at least 8 local minimizers for F with boundary value w, and such minimizers are close in norm to the previous one, so
and u
where every α i ranges over the set {1, 2}, and for some ε 2 > 0. We choose ε k in such a way that Note that A k ⊂ A k+1 and that A is homeomorphic to a ball, with ∂A lipschitz regular except that at the origin (0, 0).
Step 2. Finally we prove that the above A and the boundary value w on ∂A have the desired property. Since they are limit of local minimizers, hence in particular stable equilibrium solutions, it comes that the u α are stable equilibrium points for F. Indeed, for every ϕ ∈ C ∞ c (A) it must be supp ϕ ⊂ A j , for some j, and for every u Remark 3.6. As usual, the same result is true with one to one boundary value in the 3 dimensional case (we need only to start the procedure from a functional with injective boundary data, see Theorem 1 ).
