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Abstract
We discuss existence and multiplicity of positive solutions of the one-dimensional prescribed curvature
problem
−(u′/√1 + u′2 )′ = λf (t, u), u(0) = 0, u(1) = 0,
depending on the behaviour at the origin and at infinity of the potential
∫ u
0 f (t, s) ds. Besides solutions
in W2,1(0,1), we also consider solutions in W2,1loc (0,1) which are possibly discontinuous at the endpoints
of [0,1]. Our approach is essentially variational and is based on a regularization of the action functional
associated with the curvature problem.
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We are interested in the existence of positive solutions of the curvature problem
−(u′/√1 + u′2 )′ = λf (t, u), u(0) = 0, u(1) = 0, (1)
where λ > 0 is a real parameter and
(h1) f : [0,1] × R → [0,+∞[ is a L1-Carathéodory function, i.e.
(i) for a.e. t ∈ [0,1], the function f (t, ·) is continuous,
(ii) for every u ∈ R, the function f (·, u) is measurable,
(iii) for each r > 0, there exists m ∈ L1(0,1) such that, for a.e. t ∈ [0,1] and every u ∈
[−r, r], |f (t, u)|m(t).
Problem (1) is the one-dimensional counterpart of the elliptic Dirichlet problem
−div(∇u/√1 + ‖∇u‖2 )= λf (x,u) in Ω, u = 0 on ∂Ω. (2)
The existence of positive solutions of problems (1) and (2) has been discussed in the last two
decades by several authors (see [1,5–8,11–16,18–23,25]) in connection with various qualitative
assumptions on f .
In this paper we consider two types of solutions of problem (1), which will be referred to as
classical or non-classical, respectively. In the context of (1), or more generally of (2), solutions of
bounded variation have been often considered, as they naturally arise studying these problems by
methods of the calculus of variations (see e.g. [10]). Motivated by the regularity results obtained
for the Plateau problem, we look for solutions of (1) which are regular in the interior of [0,1]
and possibly discontinuous only at the endpoints of the interval.
Definitions. A classical solution of (1) is a function u : [0,1] → R, with u ∈ W 2,1(0,1), which
satisfies the equation in (1) a.e. in ]0,1[ and the boundary conditions u(0) = u(1) = 0.
A non-classical solution of (1) is a function u : [0,1] → R, such that u ∈ W 2,1loc (0,1), |u′(0)| =
+∞ or |u′(1)| = +∞ and u′ ∈ C0([0,1], [−∞,+∞]), which satisfies the equation in (1) a.e. in
]0,1[ and the boundary conditions u(0) = u(1) = 0.
Such solutions are said to be positive if u(t) > 0 on ]0,1[ and u′(0) > 0 > u′(1).
Note that the equation in (1) can be written in the equivalent form
−u′′ = λ(1 + u′2)3/2f (t, u).
As we assume f (t, u) 0, we see that any non-trivial solution u of (1) is concave and positive.
Moreover, it may be discontinuous at t = 0 or t = 1, but in this case u′(0) = +∞ or u′(1) = −∞,
respectively.
We point out that non-classical solutions occur even in the study of a simple class of au-
tonomous equations, such as
−(u′/√1 + u′2 )′ = λp(u+)p−1, (3)
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with λ > 0, p > 1 and u+ = max{u,0}. This problem can be discussed by a phase plane analysis
using the time-map Tλ(r). Figure 1(a) represents the phase plane portrait of (3) with λ = 3 and
p = 3/2. On each orbit, the part in bold corresponds to a time interval of length 1. The first orbit
on the left is that of a classical solution, its graph is depicted in Fig. 1(b). The last one on the
right corresponds to a non-classical solution, whose graph is in Fig. 1(c). Notice that this solution
jumps at both endpoints t = 0 and t = 1. On the right of the last orbit, the intervals of existence
of the solutions have length smaller than 1.
The time-map Tλ(r) is defined as the supremum of the interval on which the Cauchy problem
−(u′/√1 + u′2 )′ = λp(u+)p−1, u(0) = r, u′(0) = 0
has a positive solution v. For r ∈]0, λ−1/p[, Tλ(r) is the only positive zero of v. For r  λ−1/p ,
Tλ(r) is the supremum of the time interval on which v is defined. For r > λ−1/p we have
inf[0,Tλ(r)[ v > 0, while for r = λ−1/p we have inf[0,Tλ(r)[ v = 0; in both cases v′ blows up at
Tλ(r). For each λ > 0 the function Tλ is continuous on ]0,+∞[. It is easy to see, as in [12], that
a positive classical solution of
−(u′/√1 + u′2 )′ = λp(u+)p−1, u(0) = 0, u(1) = 0 (4)
exists if and only if there is r ∈ ]0, λ−1/p[ such that Tλ(r) = 1/2. A non-classical positive so-
lution of (4), discontinuous at both endpoints, exists if and only if there is r > λ−1/p such that
Tλ(r) = 1/2. If Tλ(λ−1/p) = 1/2, then (4) has a continuous non-classical positive solution.
A study of Tλ as a function of r and λ leads to some existence and multiplicity results for
(4) which can be summarized by the qualitative bifurcation diagrams depicted in Fig. 2, where
the continuous line represents classical solutions and the dashed line represents non-classical
solutions. For the model problem (4), such an analysis relates the statements obtained in [12] for
classical solutions with those in [15] for solutions of bounded variation.
Motivated by this discussion, in this paper we study existence and multiplicity of positive
solutions of (1) under various assumptions at zero and at infinity on the potential function
F(t, u) =
u∫
f (t, s) ds.0
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Our approach is essentially variational. Formally, (1) is the Euler–Lagrange equation of the func-
tional
J0,λ(u) =
1∫
0
(√
1 + |u′|2 − 1)dt − λ
1∫
0
F(t, u) dt.
The different behaviour at zero and at infinity of the length term
∫ 1
0 (
√
1 + |u′|2 − 1) dt , which
is quadratic with respect to |u′| near zero and grows linearly at infinity, suggests to compare
F(t, u) with u2 near zero and with u at infinity. Some configurations of the limits of F(t,u)
u2
at
0 and of F(t,u)
u
at +∞ yield multiplicity phenomena similar to those already observed for the
model problem (4) where 1 <p < 2.
The functional J0,λ is well defined in W 1,1(0,1) but this space is not a favourable framework
to deal with critical point theory. Following the approach of [16], in the recent paper [15] the
author considered a relaxed version of this functional in BV (0,1) and studied the variational
inequality which derives from J0,λ. This implies to work with critical point theory for non-
smooth functionals. Also, such critical points are solutions of (1) in a very weak sense. Here we
follow another approach. We regularize the functional J0,λ by adding a perturbative term that
allows to consider a new functional Jε,λ which approximates J0,λ in W 1,r0 (0,1) for some fixed
r ∈ ]1,2]. A standard elliptic regularization can be performed when F(t,u)
up
→ +∞, as u tends to
+∞, for some p  2. This amounts to choose as a perturbative term ε ∫ 10 |u′|2 dt . This choice
is not anymore adequate if F(t,u)
up
→ 0, as u tends to +∞, for some 1 < p < 2. In this case
we define a perturbation which behaves near infinity as a r-Laplacian perturbation ε
∫ 1
0 |u′|r dt ,
with 1 < r < p, and near zero as a standard Laplacian perturbation ε
∫ 1
0 |u′|2 dt . We could have
chosen to regularize by simply adding everywhere a r-Laplacian perturbation, but our choice
leads to a smoother functional that preserves the geometry of the functional J0,λ near the origin.
We point out that the regularized equation involves a nonlinear differential operator having
degrees of homogeneity which are different at zero and at infinity. Similar types of equations
have been little studied in the literature; we refer to [4,9] and the references therein for some
results on this kind of equations.
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each value ε > 0 of the parameter introduced in the regularization process, we first obtain a
non-trivial critical point uε of Jε,λ by exploiting the mountain-pass geometry of the regularized
functional in W 1,r0 (0,1). With the curvature problem in mind, we then obtain W
1,1
-estimates on
uε which are independent of the parameter ε. Section 3 concerns the curvature problem itself.
We first derive a general result concerning solutions of problem (1) obtained as limit solutions
of the regularization scheme. Then we examine existence and multiplicity of positive solutions
of (1) under various types of assumptions on the asymptotic behaviour of the potential F(t, u) at
zero and at infinity. Some of our arguments combine the variational approach with the lower and
upper solutions method, which in some particular situations can be used to find small classical
solutions. Finally we discuss some model examples for which a sharper analysis of the geometric
features of the associated functional can be performed, by also exploiting the introduction of a
second parameter in the equation. This allows to obtain higher multiplicity results.
At this point, it is worth to mention that under appropriate assumptions, many of our argu-
ments could be used to treat the more general φ-Laplacian type equation
−(φ(u′))′ = λf (t, u), u(0) = u(1) = 0, (5)
where φ : R → φ(R) is an increasing homeomorphism such that φ(R)  R. Such kind of non-
surjective φ-Laplacian type equation has recently received some attention in the literature (see
e.g. [2] and the references therein).
2. The regularized problem
The regularized problem corresponding to (1) is
−(ξε(u′))′ = λf (t, u), u(0) = 0, u(1) = 0, (6)
where for each ε > 0 we set
ξε(u
′) = ϕ(u′) + εψ(u′), ϕ(v) = v√
1 + v2 , ψ(v) =
[(
1 + |v|)r−1 − 1] sgn(v),
and 1 < r  2 is a fixed constant. Such a problem has a variational structure. To make this precise,
we consider the functional
Jε,λ : W 1,r0 (0,1) → R,
defined by
Jε,λ(u) =
1∫
0
Ξε(u
′) dt − λ
1∫
0
F(t, u) dt, (7)
where
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Φ(v) =
v∫
0
ϕ(s) ds =
√
1 + v2 − 1, Ψ (v) =
v∫
0
ψ(s) ds = 1
r
[(
1 + |v|)r − 1]− |v|.
The equation in (6) can be written in the equivalent form
−u′′ = λf (t, u)
ϕ′(u′) + εψ ′(u′) =
λ(1 + (u′)2) 32 f (t, u)
1 + ε(r − 1)(1 + |u′|)r−2(1 + (u′)2) 32
. (8)
From this equation we see that, as f (t, u) 0, any non-trivial solution u ∈ W 2,1(0,1) of (6) is
positive and concave.
We point out at this stage that ‖u‖
W
1,1
0
= 2‖u‖∞ = 2 maxu for any non-negative concave
function u ∈ W 1,10 (0,1). Indeed, if t0 ∈ ]0,1[ is such that u(t0) = maxu = ‖u‖∞, we have∫ 1
0 |u′|dt =
∫ t0
0 u
′ dt − ∫ 1
t0
u′ dt = 2u(t0). This fact will be repeatedly used in the sequel.
It is easy to see that, for every fixed ε > 0 and λ > 0, Jε,λ is a C1-functional on W 1,r0 (0,1)
and any non-trivial critical point u ∈ W 1,r0 (0,1) of Jε,λ is a positive solution of (6). Notice also
that Jε,λ is weakly lower semi-continuous being the sum of a convex and a weakly continuous
function.
Our aim is to prove first that, under suitable conditions on f and λ, Jε,λ has a positive critical
point uε,λ ∈ W 1,r0 (0,1) for every ε > 0. Then we look at the limit of sequences uεn,λ with εn → 0.
Before turning to the study of the regularized functional, we now state a few elementary
inequalities whose simple proofs are omitted.
Proposition 2.1. Let q > 1 be given. Then for every v ∈ R
Φ(v) − 1
q
ϕ(v)v  q − 1
q
|v|.
Moreover, there exists d1 > 0 such that for every v ∈ R
Φ(v) − 1
q
ϕ(v)v  1
2
q − 1
q
|v| − d1.
Proposition 2.2. Let r ∈ ]1,2] be given. Then for every v ∈ R
Ψ (v) − 1
r
ψ(v)v  0.
Moreover, if q > r there exists d2 > 0 such that for every v ∈ R
Ψ (v) − 1
q
ψ(v)v  1
2
(
1
r
− 1
q
)
|v|r − d2.
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The next lemmas provide information on the geometry of the functional Jε,λ. To this end we
use the set
S = {u ∈ W 1,r0 (0,1) ∣∣ ‖u′‖L1 = d}, (9)
for some d > 0 and 1 < r  2. The set S is a closed subset of W 1,r0 (0,1) and disconnects
W
1,r
0 (0,1). The following assumptions are considered:
(h2) there are a constant p > 1 and a function a∞ ∈ L1(0,1), with a∞(t) 0 a.e. in [0,1] and
a∞(t) > 0 in a set of positive measure, such that
lim inf
u→+∞
F(t, u)
up
 a∞(t) uniformly a.e. in [0,1],
i.e. for every ρ > 0 there exists d¯ > 0 such that for a.e. t ∈ [0,1] and any u d¯
F (t, u)
(
a∞(t) − ρ
)
up;
(h3) lim
u→0+
F(t, u)
u2
= 0 uniformly a.e. in [0,1],
i.e. for every ρ > 0 there exists dˆ > 0 such that for a.e. t ∈ [0,1] and every u ∈ [0, dˆ]
∣∣F(t, u)∣∣ ρu2; (10)
and
(h4) there exists u0 ∈ ]0,+∞[ such that
1∫
0
F(t, u0) dt > 0.
Remark. Conditions (h1) and (h2) imply that, for any ρ > 0, there exists b∞ ∈ L1(0,1) such
that for a.e. t ∈ [0,1] and every u 0
F(t, u)
(
a∞(t) − ρ
)
up + b∞(t). (11)
Lemma 2.3 (Mountain-pass geometry for small λ > 0). Assume (h1), (h2) and fix r ∈]1,p[,
r  2 and d > 0. Then there exist λ0 > 0 and c0 > 0 such that, for any λ ∈ ]0, λ0], any ε > 0 and
any u ∈ S (with S defined in (9)),
Jε,λ(u) c0 > Jε,λ(0) = 0. (12)
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that
‖sw′‖L1 > d and Jε,λ(sw) < 0. (13)
Proof. Let
M = max
|u|d
1∫
0
F(t, u) dt
and choose λ0 > 0 such that
c0 =
√
1 + d2 − 1 − λ0M > 0.
Take now λ ∈ ]0, λ0[, ε > 0 and u ∈ S . Notice that for any u ∈ S we have ‖u‖∞  d . Hence,
applying Jensen inequality (see e.g. [24]), we get
Jε,λ(u) J0,λ(u)
1∫
0
(√
1 + (u′)2 − 1)dt − λM

√√√√√1 +
( 1∫
0
|u′|dt
)2
− 1 − λ0M = c0 > 0.
To prove the last assertion, we fix λ > 0, ε > 0, w ∈ W 1,r0 (0,1), with w(t) > 0 in ]0,1[, and
we choose ρ > 0 such that
∫ 1
0 (a∞ − ρ)wp dt > 0. By (11), we have for every s  1
Jε,λ(sw) sr
ε
r
1∫
0
(
1 + |w′|)r dt + s
1∫
0
√
1 + (w′)2 dt − spλ
1∫
0
(a∞ − ρ)wp dt − λ
1∫
0
b∞ dt.
Since 1 < r < p, we infer
Jε,λ(sw) → −∞
as s → +∞. Therefore we can find s > 0 that verifies (13). 
Lemma 2.4 (Mountain-pass geometry for large λ > 0). Assume (h1), (h3), (h4) and fix r ∈]1,2].
Then, for every λ1 > 0, there exist d > 0 and c0 > 0 such that, for any λ ∈ ]0, λ1], any ε > 0
and any u ∈ S (with S defined in (9)), condition (12) holds. Further, for every ε0 > 0 and
w ∈ W 1,r0 (0,1), with w(t) > 0 in ]0,1[, there exist λ0 > 0 and s > 0 such that, for any λ > λ0
and ε ∈ ]0, ε0[, condition (13) holds.
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2(1+√2)λ1 and choose d =
dˆ ∈]0,1] so that (10) holds. We have then
c0 = d2
(
1
1 + √1 + d2 − λ1ρ
)
> 0.
Using Jensen inequality, for every u ∈ S , we obtain
Jε,λ(u) J0,λ(u) =
1∫
0
(√
1 + (u′)2 − 1)dt − λ
1∫
0
F(t, u) dt

√√√√√1 +
( 1∫
0
|u′|dt
)2
− 1 − λ
1∫
0
ρu2 dt
 ‖u′‖2
L1
(
1
1 +
√
1 + ‖u′‖2
L1
− λρ
)
 c0 > 0.
To prove the last assertion, fix ε0 > 0 and w ∈ W 1,r0 (0,1) such that w(t) > 0 in ]0,1[. By (h4),
there exists a set E ⊂ [0,1] of positive measure such that F(t, u0) > 0 for all t ∈ E. Without
restriction, we can assume E¯ ⊂ ]0,1[. Choose then s > 0 with ‖sw′‖L1 > d and sw(t)  u0
in E, so that we have
1∫
0
F(t, sw)dt 
∫
E
F(t, sw)dt 
∫
E
F(t, u0) dt > 0.
At last we pick λ0 large enough so that
Jε0,λ0(sw) = ε0
1∫
0
Ψ (sw′) dt +
1∫
0
Φ(sw′) dt − λ0
1∫
0
F(t, sw)dt < 0.
Then Jε,λ(sw) Jε0,λ0(sw) < 0 for any λ > λ0 and ε ∈ ]0, ε0[. 
The mountain-pass geometry can be made independent of λ > 0 by assuming both a super-
linear behaviour at infinity and a super-quadratic behaviour at the origin.
Lemma 2.5 (Mountain-pass geometry for any λ > 0). Assume (h1)–(h3) and fix λ1 > 0 and
r ∈ ]1,p[, r  2. Then there exist d > 0 and c0 > 0 such that (12) holds for any λ ∈]0, λ1], any
ε > 0 and any u ∈ S (with S defined in (9)). Further, for any λ > 0, ε > 0 and w ∈ W 1,r0 (0,1)
such that w(t) > 0 in ]0,1[, there exists s > 0 such that (13) holds.
Proof. To prove that (12) holds in S we argue as in the former part of the proof of Lemma 2.4.
To prove the last assertion we argue as in the latter part of the proof of Lemma 2.3. 
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we can now define the mountain-pass level
cε,λ = inf
γ∈Γε,λ
max
t∈[0,1]
Jε,λ
(
γ (t)
)
, (14)
where
Γε,λ =
{
γ ∈ C0([0,1],W 1,r0 (0,1)) ∣∣ γ (0) = 0, γ (1) = sw}
and s, w satisfy (13).
2.2. A Palais–Smale condition
In this section we prove that the functional Jε,λ satisfies the following weak form of the Palais–
Smale condition: any sequence (un)n ⊂ W 1,r0 (0,1), such that Jε,λ(un) → cε,λ and J ′ε,λ(un) → 0
as n → ∞, has a subsequence converging in W 1,10 (0,1) to a solution u¯ of (6) with Jε,λ(u¯) = cε,λ.
To this end we use the following assumption:
(h5) there are a constant ϑ ∈ ]0,1[ and a function a∞ ∈ L1(0,1), such that
lim sup
u→+∞
(
F(t, u)
u
− ϑf (t, u)
)
 a∞(t) uniformly a.e. in [0,1].
Notice that assumptions (h1) and (h5) imply, increasing a∞ if necessary, that for a.e. t ∈ [0,1]
and every u 0
F(t, u) − ϑf (t, u)u a∞(t)u.
Lemma 2.6. Let λ > 0 and ε > 0 be fixed. Assume (h1), (h5) and choose r such that 1 < r < 1ϑ
and r  2. Assume further there exist a sequence (un)n ⊂ W 1,r0 (0,1) and cε,λ ∈ R such that
lim
n→∞Jε,λ(un) = cε,λ and limn→∞J
′
ε,λ(un) = 0. (15)
Then there exists a subsequence of (un)n converging in W 1,10 (0,1) to a solution u¯ ∈ W 2,1(0,1)
of (6) such that Jε,λ(u¯) = cε,λ.
Proof. Let λ > 0 and ε > 0 be fixed and assume (un)n ⊂ W 1,r0 (0,1) satisfies (15).
Claim 1: (un)n is bounded in W 1,r0 (0,1). As (un)n satisfies (15), we can suppose that for all n
Jε,λ(un) =
1∫ (
Ξε(u
′
n) − λF(t, un)
)
dt  cε,λ + 10
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∣∣〈J ′ε,λ(un), un〉∣∣=
∣∣∣∣∣
1∫
0
(
ξε(u
′
n)u
′
n − λf (t, un)un
)
dt
∣∣∣∣∣ ‖un‖W 1,r0 .
Combining these two estimates, we get
1∫
0
(
Ξε(u
′
n) − ϑξε(u′n)u′n
)
dt − λ
1∫
0
(
F(t, un) − ϑf (t, un)un
)
dt  cε,λ + 1 + ϑ‖un‖W 1,r0 .
Propositions 2.1 and 2.2, with q = 1
ϑ
, and assumption (h5) then imply
ε
2
(
1
r
− ϑ
)
‖un‖r
W
1,r
0
K
(‖un‖W 1,r0 + 1),
for some K > 0. As we have 1 < r < 1
ϑ
, the claim follows.
Claim 2: Passing to subsequences, we have un → u¯ weakly in W 1,r0 (0,1) and un → u¯ in
C0([0,1]). This follows from the reflexivity of W 1,r0 (0,1) and the compact imbedding of
W
1,r
0 (0,1) into C
0([0,1]).
Claim 3:
1∫
0
(
ξε(u
′
n) − ξε(u¯′)
)
(u′n − u¯′) dt → 0
as n → ∞. On the one hand, we have
1∫
0
ξε(u
′
n)(u
′
n − u¯′) dt =
〈
J ′ε,λ(un), un − u¯
〉+ λ
1∫
0
f (t, un)(un − u¯) dt → 0.
Indeed, we see that
〈
J ′ε,λ(un), un − u¯
〉→ 0,
because J ′ε,λ(un) → 0 in (W 1,r0 (0,1))∗ and (un)n is bounded in W 1,r0 (0,1), and we also have
1∫
f (t, un)(un − u¯) dt → 0,0
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1∫
0
ξε(u¯
′)(u′n − u¯′) dt =
〈
J ′ε,λ(u¯), un − u¯
〉+ λ
1∫
0
f (t, u¯)(un − u¯) dt → 0,
because J ′ε,λ(u¯) ∈ (W 1,r0 (0,1))∗ and un → u¯ weakly in W 1,r0 (0,1). This proves the claim.
Claim 4: For each N > 0 there exists k > 0 such that for every u,v ∈ W 1,r0 (0,1)
k
∫
EN(u,v)
(u′ − v′)2 dt 
1∫
0
(
ξε(u
′) − ξε(v′)
)
(u′ − v′) dt,
where
EN(u, v) =
{
t ∈ [0,1] ∣∣ ∣∣u′(t)∣∣N, ∣∣v′(t)∣∣N}.
Indeed, we observe that
1∫
0
(
ξε(u
′) − ξε(v′)
)
(u′ − v′) dt 
∫
EN(u,v)
(
ξε(u
′) − ξε(v′)
)
(u′ − v′) dt,
because ξε is increasing. Now, the claim follows from the mean-value theorem and the fact that
min
s∈[−N,N ] ξ
′
ε(s) > 0.
Claim 5: u′n → u¯′ in L1(0,1). Let η > 0 be fixed. Since the sequence (u′n − u¯′)n is bounded in
Lr(0,1), there exists δ > 0 so that for any set H ⊂ [0,1], with measure smaller than δ, and any n
∫
H
∣∣u′n − u¯′∣∣dt  (meas(H))1− 1r ∥∥u′n − u¯′∥∥Lr(0,1)  η2 .
As there exists N > 0 such that for every n
meas
([0,1] \ EN(un, u¯))meas({t ∣∣ ∣∣u′n∣∣N})+ meas({t ∣∣ |u¯′|N}) δ,
it follows that ∫ ∣∣u′n − u¯′∣∣dt  η2 .
[0,1]\EN(un,u¯)
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Claim 4 that
( ∫
EN(un,u¯)
∣∣u′n − u¯′∣∣dt
)2

∫
EN(un,u¯)
(
u′n − u¯′
)2
dt  1
k
1∫
0
(
ξε
(
u′n
)− ξε(u¯′))(u′n − u¯′)dt
and we deduce from Claim 3 the existence of n1 such that, for n n1,∫
EN(un,u¯)
∣∣u′n − u¯′∣∣dt  η2 .
The claim follows.
Claim 6: u¯ is a solution of (6). First, we prove that u¯ is a weak solution of (6). To this end, let
v ∈ C10([0,1]) and compute
∣∣∣∣∣
1∫
0
[
ξε(u¯
′)v′ + λf (t, u¯)v]dt
∣∣∣∣∣
∣∣∣∣∣
1∫
0
[
ξε(u¯
′) − ξε
(
u′n
)]
v′ dt
∣∣∣∣∣+
∣∣∣∣∣
1∫
0
[
ξε
(
u′n
)
v′ + λf (t, un)v
]
dt
∣∣∣∣∣
+ λ
∣∣∣∣∣
1∫
0
[
f (t, u¯) − f (t, un)
]
v dt
∣∣∣∣∣. (16)
Notice then that
∣∣∣∣∣
1∫
0
[
ξε(u
′) − ξε
(
u′n
)]
v′ dt
∣∣∣∣∣
1∫
0
(1 + ε)∣∣u¯′ − u′n∣∣|v′|dt
and, as u′n
L1→ u¯′, the first term on the right-hand side of (16) goes to zero. Moreover, we have
〈
J ′ε,λ(un), v
〉=
∣∣∣∣∣
1∫
0
[
ξε
(
u′n
)
v′ + λf (t, un)v
]
dt
∣∣∣∣∣→ 0,
since J ′ε,λ(un) → 0 as n → ∞. At last, using the fact that un → u¯ in C0([0,1]) and the Lebesgue
dominated convergence theorem, we have
∣∣∣∣∣
1∫
0
[
f (t, u¯) − f (t, un)
]
v dt
∣∣∣∣∣→ 0.
The claim follows then from a standard regularity argument.
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Jε,λ(u¯) lim
n→∞Jε,λ(un) = cε,λ.
On the other hand, using the convexity of Ξε(v), we can write
Jε,λ(u¯) =
1∫
0
[
Ξε(u¯
′) − λF(t, u¯)]dt

1∫
0
[
Ξε
(
u′n
)+ ξε(u′n)(u¯′ − u′n)]dt − λ
1∫
0
[
F(t, un) + f (t, un)(u¯ − un)
]
dt
− λ
1∫
0
[
F(t, u¯) − F(t, un) − f (t, un)(u¯ − un)
]
dt
 Jε,λ(un) +
〈
J ′ε,λ(un), u¯ − un
〉
− λ
1∫
0
[
F(t, u¯) − F(t, un) − f (t, un)(u¯ − un)
]
dt.
Clearly Jε,λ(un) → cε,λ and the last two terms tend to zero as n → ∞. Hence the claim follows,
which concludes the proof. 
Remark. A classical Palais–Smale condition follows in fact from a general result [3, Lemma 3]
that can be shown to apply to our case. However we included here a complete proof of the weak
form we need as it is simpler and keeps our paper self-contained.
2.3. Existence of positive solutions of the regularized problem
We are now in position to prove existence of positive solutions of (6), which are obtained as
critical points of Jε,λ.
Theorem 2.7 (Existence for small λ > 0). Assume (h1), (h2) and (h5). Fix r such that 1 < r <
min{p, 1
ϑ
} and r  2. Then there exist λ0 > 0 and c0 > 0 such that, for every λ ∈ ]0, λ0] and
every ε > 0, the functional Jε,λ, defined in (7), has a critical point u ∈ W 1,r0 (0,1), which is a
positive solution of problem (6) and for which (12) holds.
Proof. The existence of a non-trivial critical point follows from Lemmas 2.3 and 2.6 together
with Ekeland variational principle [17, Theorem 4.3] or the quantitative deformation lemma in
[26, Theorem 1.15]. The last estimate follows from (14). 
Notice that, if (h2) and (h5) hold together, the function f (t, u) grows at +∞ at least as up−1.
In a similar way we obtain the following existence results using Lemmas 2.4 and 2.5 instead
of Lemma 2.3.
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and r  2. Then there exists λ0 > 0 such that, for each λ1 > λ0, we can find c0 > 0 such that,
for every λ ∈ ]λ0, λ1[ and every ε > 0, the functional Jε,λ, defined in (7), has a critical point
u ∈ W 1,r0 (0,1), which is a positive solution of problem (6) and for which (12) holds.
Theorem 2.9 (Existence for all λ > 0). Assume (h1)–(h3) and (h5). Fix r such that 1 < r <
min{p, 1
ϑ
} and r  2. Then for every λ1 > 0 there exists c0 > 0 such that, for every λ ∈ ]0, λ1[
and every ε > 0, the functional Jε,λ, defined in (7), has a critical point u ∈ W 1,r0 (0,1), which is
a positive solution of problem (6) and for which (12) holds.
2.4. Estimates on the critical points
Our purpose in this subsection is to get a bound in W 1,10 (0,1) on the critical points of Jε,λ. To
this end we need to reinforce assumption (h5) into
(h6) there are constants ϑ , q ∈ ]0,1[ and a function a∞ ∈ L1(0,1) such that
lim sup
u→+∞
(
F(t, u)
uq
− ϑf (t, u)u1−q
)
 a∞(t) uniformly a.e. in [0,1].
Notice that assumptions (h1) and (h6) imply, increasing a∞ if necessary, that for a.e. t ∈ [0,1]
and every u 0
F(t, u) − ϑf (t, u)u a∞(t)uq .
Proposition 2.10 (Uniform boundedness from above). Assume (h1) and (h6). Fix r such that
1 < r < 1
ϑ
and r  2. Let ε0 > 0 and I ⊂ ]0,+∞[ be a bounded interval. For each ε ∈ ]0, ε0]
and λ ∈ I , let Sε,λ ⊂ W 1,10 (0,1) be a set of solutions of problem (6). Suppose there exists a
constant C > 0, independent of λ and ε, such that Jε,λ(u)  C for all ε ∈ ]0, ε0], λ ∈ I and
u ∈ Sε,λ. Then the set S =⋃ε∈]0,ε0], λ∈I Sε,λ is bounded in W 1,10 (0,1), i.e. in C0([0,1]).
Proof. Fix λ ∈ I , ε ∈ ]0, ε0] and u ∈ Sε,λ. Since Jε,λ(u)C and 〈J ′ε,λ(u),u〉 = 0, we can argue
as in Claim 1 of Lemma 2.6 and obtain
1∫
0
(
Ξε(u
′) − ϑξε(u′)u′
)
dt − λ
1∫
0
(
F(t, u) − ϑf (t, u)u)dt  C.
Next using Propositions 2.1 and 2.2, and assumption (h6) we get
1
2
(1 − ϑ)‖u‖
W
1,1
0
− d1  C + λK
(‖u‖q
W
1,1
0
+ 1),
for some K > 0, and the proof follows, since, as already noticed, ‖u‖
W
1,1
0
= 2 maxu. 
Our next purpose is to estimate from below the maximum of u, uniformly with respect to ε.
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interval I ⊂ ]0,+∞[. For each ε > 0 and λ ∈ I , let Sε,λ ⊂ W 1,10 (0,1) be a set of solutions
of problem (6). Suppose there exists a constant C > 0, independent of λ and ε, such that
Jε,λ(u)  C for all ε > 0, λ ∈ I and u ∈ Sε,λ. Then there exists η > 0 such that, for every
u ∈ S =⋃ε∈]0,+∞[, λ∈I Sε,λ, we have
‖u‖∞  η. (17)
Proof. Set λ0 = sup I . Let λ ∈ I and ε > 0 be fixed. Pick any u ∈ Sε,λ. Since Jε,λ(u) C and
J ′ε,λ(u) = 0, Propositions 2.1 and 2.2 yield
C  Jε,λ(u) − 1
r
〈
J ′ε,λ(u),u
〉
= ε
1∫
0
(
Ψ (u′) − 1
r
ψ(u′)u′
)
dt +
1∫
0
(
Φ(u′) − 1
r
ϕ(u′)u′
)
dt
− λ
1∫
0
(
F(t, u) − 1
r
f (t, u)u
)
dt
 0 + r − 1
r
1∫
0
|u′|dt + 0 + λ0
r
1∫
0
f (t, u)udt. (18)
Let us introduce the function g : [0,+∞[ → [0,+∞[ defined by setting
g(u) =
1∫
0
max
0su
f (t, s) dt.
Clearly g is continuous and nondecreasing. As ‖u‖
W
1,1
0
= 2‖u‖∞, from (18) we easily get
C 
(
2
r − 1
r
+ λ0
r
g
(‖u‖∞)
)
‖u‖∞.
Since the function h : [0,+∞[ → [0,+∞[ defined by setting
h(u) =
(
2
r − 1
r
+ λ0
r
g(u)
)
u
is increasing and onto, we conclude that
‖u‖∞  h−1(C) = η > 0,
where η is independent of λ ∈ I and ε > 0. 
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3.1. Convergence of the regularization scheme
We have constructed a family of classical positive solutions of the regularized problem (6).
Now we would like to treat the problem corresponding to ε = 0 by an approximation scheme.
We use the following assumption:
(h7) f (t, u) is locally L1-Lipschitz in u ∈]0,+∞[, i.e. for every a, b, with 0 < a < b, there is
 ∈ L1(0,1) such that, for every u1, u2 ∈ [a, b] and a.e. t ∈ [0,1],∣∣f (t, u1) − f (t, u2)∣∣ (t)|u1 − u2|.
Lemma 3.1. Assume (h1) and (h7). Let (εn)n ⊂ ]0,+∞[ be such that εn → 0 as n → ∞ and
suppose that, for each n, un is a solution of (6), for ε = εn. Assume the sequence (un)n is
bounded in L∞(0,1). Then a subsequence of (un)n converges in C1loc(]0,1[) to a solution u
of (1). Furthermore, if there exists a constant η > 0 such that ‖un‖∞  η for each n, then
‖u‖∞  η.
Proof. Claim 1: A subsequence of the sequence (un)n converges in C1loc(]0,1[) to a function
u0 ∈ W 2,1loc (0,1), which solves the equation in (1). Let R > 0 be such that, for every n,
‖un‖∞ R.
Let a ∈]0, 12 [. As the functions un are positive and concave, we have for all t ∈ [a,1 − a]
R
a
 u′n(a) u′n(t) u′n(1 − a)−
R
a
.
Let h ∈ L1(0,1) be such that |f (t, u)|  h(t) for all |u|  R and a.e. t ∈ [0,1]. From (8) we
obtain, for a.e. t ∈ [a,1 − a],
∣∣u′′n(t)∣∣ λ(1 + (u′n(t))2) 32 ∣∣f (t, un)∣∣ λ
(
1 +
(
R
a
)2) 32
h(t);
so that, possibly passing to a subsequence, we deduce from Arzelà–Ascoli theorem that un con-
verges in C1([a,1 − a]) to a function u ∈ C1([a,1 − a]). Using a diagonalization argument, u
can be extended onto ]0,1[. Recall that un satisfies (6), that is
−u′′n = λ
f (t, un)
εnψ ′(u′n) + ϕ′(u′n)
.
Hence taking the limit in the equation we see that
−u′′ = λf (t, u)
ϕ′(u′)
,
i.e. u ∈ W 2,1(0,1) satisfies (1) a.e. in ]0,1[.loc
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and concave.
Claim 2: limt→0 u(t) = 0 or limt→0 u′(t) = +∞. Notice that un is a solution of the Cauchy
problem
−v′′ = λ f (t, v)
εnψ ′(v′) + ϕ′(v′) ,
v
(
1
2
)
= un
(
1
2
)
, v′
(
1
2
)
= u′n
(
1
2
)
,
and u ∈ W 2,1loc (0,1) is a solution of the limit problem
−v′′ = λf (t, v)
ϕ′(v′)
,
v
(
1
2
)
= u
(
1
2
)
, v′
(
1
2
)
= u′
(
1
2
)
.
If limt→0 u(t) > 0 and limt→0 u′(t) ∈ R, u can be extended by continuity onto [0,1[. By conti-
nuity with respect to parameters and initial conditions, which follows from assumptions (h1) and
(h7), we have the contradiction
0 = lim
n→∞un(0) = u(0) = limt→0u(t) > 0.
Claim 3: limt→1 u(t) = 0 or limt→1 u′(t) = −∞. The argument is similar to the previous one.
Claim 4: Suppose ‖un‖∞  η for all n, then ‖u‖∞  η. Assume by contradiction that
‖u‖∞ < η
and pick η0 ∈ ]‖u‖∞, η[. Let tn ∈ ]0,1[ be such that un(tn) = ‖un‖∞. Since un → u uniformly
in [a,1 − a] for any fixed a ∈ ]0, 12 [, it follows that, possibly passing to a subsequence, either
tn → 0 or tn → 1. Assume that the first case occurs, the second one being similar. Take a ∈
]0,min{ 12 ,1 − η0η }[. For each n large enough we have un(a) η0 and, by concavity,
u′n(a)−
η − η0
a
.
Hence, un must vanish at some point t ′n ∈ ]a, a + aη0η−η0 [, with a +
aη0
η−η0 < 1, which is a contra-
diction. This proves the claim.
Conclusion: If limt→0 u(t) = limt→1 u(t) = 0, then the continuous extension of u on [0,1] is a
solution of (1), which may be classical or non-classical. Otherwise, the extension of u obtained
by setting u(0) = u(1) = 0 is a non-classical solution of (1). 
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3.2.1. Potential super-linear at infinity
In our first result we impose on the potential a super-linearity condition at infinity. This provides
existence of solutions for small values of λ > 0.
Theorem 3.2. Assume (h1), (h2), (h6) and (h7). Then there exists λ∗ ∈ ]0,+∞] such that, for
every λ ∈ ]0, λ∗[, problem (1) has a positive solution u. Moreover, for all λ1 < λ∗, there exists
η > 0 such that, for every λ ∈ ]0, λ1[, ‖u‖∞  η.
Proof. Fix r such that 1 < r < min{p, 1
ϑ
} and r  2. Let λ0 > 0 and c0 > 0 be defined in Theo-
rem 2.7 and fix λ ∈ ]0, λ0[. Let (εn)n ⊂ ]0,+∞[ be a decreasing sequence such that εn → 0 as
n → ∞. Denote by un the solution of (6) given in Theorem 2.7 for ε = εn. Note that cε,λ defined
by (14) is a nondecreasing function of ε. Hence we infer that Jεn,λ(un) = cεn,λ  cε0,λ. It follows
from Proposition 2.10 that the sequence (un)n is bounded in L∞(0,1). As Jεn,λ(un) c0 for all
n and λ ∈ ]0, λ0[, by Proposition 2.11 there exists η > 0 such that, for every n and λ ∈ ]0, λ0[,
‖un‖∞  η. By Lemma 3.1 a subsequence of (un)n converges in C1loc(]0,1[) to a solution u of (1)
and ‖u‖∞  η uniformly with respect to λ ∈ ]0, λ0[. At last we define λ∗ to be the supremum of
all λ0. 
3.2.2. Potential super-quadratic at the origin
In the following result we impose on the potential a super-quadraticity condition at the origin.
This provides an existence result for large values of λ.
Theorem 3.3. Assume (h1), (h3), (h4), (h6) and (h7). Then there exists λ∗ > 0 such that, for
every λ ∈]λ∗,+∞[, problem (1) has a positive solution u. Moreover, for all λ1 > λ∗, there
exists η > 0 such that, for every λ ∈]λ∗, λ1[, ‖u‖∞  η.
Proof. We argue as in the proof of Theorem 3.2 using Theorem 2.8 rather than Theorem 2.7. 
Our next result uses the following classical super-quadraticity assumption at the origin.
(h8) there are constants d > 0 and ϑ ∈]0, 12 [ such that, for a.e. t ∈ [0,1] and every u ∈]0, d],
0 <F(t, u) ϑf (t, u)u.
Such a condition provides a control on the behaviour of the solutions as λ → +∞.
Theorem 3.4. Assume (h1), (h3), (h7) and (h8). Then there exists λ∗ > 0 such that, for every
λ ∈]λ∗,+∞[, problem (1) has a positive solution uλ. Moreover
‖uλ‖∞ → 0 as λ → +∞.
Proof. Let d > 0 and ϑ ∈]0, 12 [ be given by (h8) and define
f˜ (t, u) = f (t, u) if 0 u < d,
= f (t, d)
(
u
) 1−ϑ
ϑ
if d  u,
d
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F˜ (t, u) = F(t, u) if 0 u < d,
= F(t, d) + f (t, d)ϑ(u
1
ϑ − d 1ϑ )
d
1−ϑ
ϑ
if d  u.
We compute then
F˜ (t, u) − ϑuf˜ (t, u) = F(t, u) − ϑuf (t, u) 0 if 0 u < d,
= F(t, d) − ϑdf (t, d) 0 if d  u. (19)
Next, we define on H 10 (0,1) the modified functionals
J˜0,λ(u) =
1∫
0
(
Φ(u′) − λF˜ (t, u))dt and J˜ε,λ(u) = ε
1∫
0
u′2
2
dt + J˜0,λ(u).
Since f˜ satisfies (h1), (h2) with p = 1ϑ , (h3) and (h5), Theorem 2.9 implies that for every λ1 > 0
there exists c0 > 0 such that, for every λ ∈ ]0, λ1[ and every ε > 0, the functional J˜ε,λ has a
critical point u˜ε,λ ∈ W 1,r0 (0,1) such that
J˜ε,λ(u˜ε,λ) = c˜ε,λ  c0.
Notice that u˜ε,λ is a positive solution of problem (6) with f replaced by f˜ . Hence Proposi-
tion 2.11 yields the existence of η > 0 such that, for every ε > 0 and λ ∈]0, λ1[, ‖u˜ε,λ‖∞  η.
Claim 1: Given ε0 > 0 and λ0 > 0, there exists k˜ > 0 such that, for ε ∈]0, ε0] and λ λ0,
ε
∥∥u˜′ε,λ∥∥2L2 + ∥∥u˜′ε,λ∥∥L1  k˜.
We infer from Proposition 2.1 and (19) that
c˜ε0,λ0  J˜ε,λ(u˜ε,λ) − ϑ
〈
J˜ ′ε,λ(u˜ε,λ), u˜ε,λ
〉
= ε
(
1
2
− ϑ
) 1∫
0
u˜′2ε,λ dt +
1∫
0
[
Φ
(
u˜′ε,λ
)− ϑϕ(u˜′ε,λ)u˜′ε,λ]dt − λ
1∫
0
[F˜ − ϑu˜ε,λf˜ ]dt
 ε
(
1
2
− ϑ
)∥∥u˜′ε,λ∥∥2L2 + 1 − ϑ2
∥∥u′ε,λ∥∥L1 − d1.
Claim 2: There exists K˜ > 0 such that, for any ε ∈]0, ε0] and λ λ0,
1∫
F˜ (t, u˜ε,λ) dt 
K˜
λ
.0
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J˜ε,λ(u˜ε,λ) = ε2
1∫
0
u˜′2ε,λ dt +
1∫
0
Φ
(
u˜′ε,λ
)
dt − λ
1∫
0
F˜
(
t, u˜′ε,λ
)
dt = c˜ε,λ > 0.
It then follows from Claim 1 that, for some K˜ > 0 and all λ λ0,
λ
1∫
0
F˜ (t, u˜ε,λ) dt 
ε
2
1∫
0
u˜′2ε,λ dt +
1∫
0
Φ
(
u˜′ε,λ
)
dt  K˜.
Claim 3: Existence of the solution u˜0,λ. From Claim 1 and Lemma 3.1, for each λ > λ0 there
exists a sequence (u˜εn,λ)n that converges in C1loc(]0,1[) to a positive solution u˜0,λ ∈ W 2,1loc (0,1)
of (1).
Note that from Claims 1, 2 and the Lebesgue dominated convergence theorem we have, for
λ > λ0,
1∫
0
F˜ (t, u˜0,λ) dt 
K˜
λ
.
Claim 4: ‖u˜0,λ‖∞ → 0, as λ → +∞. Assume the claim does not hold. Then there exist a num-
ber δ > 0 and sequences (λn)n and (u˜0,λn)n such that λn → +∞ and ‖u˜0,λn‖∞  δ for all n.
Concavity of solutions yields u˜0,λn(t) u˜0(t) = δ2 min{t,1 − t} in [0,1] and hence, by Claim 3,
K˜
λn

1∫
0
F˜ (t, u˜0,λn) dt 
1∫
0
F˜ (t, u˜0) dt > 0,
which is a contradiction.
Conclusion: From Claim 4 we see that ‖u0,λ‖∞  d for all λ large enough. Hence, u0,λ is a
solution of problem (1). 
3.2.3. Potential super-quadratic at the origin and super-linear at infinity
To obtain an existence result valid for all λ > 0, we combine the super-quadraticity of the
potential F at the origin with its super-linearity at infinity.
Theorem 3.5. Assume (h1)–(h3), (h6) and (h7). Then for every λ > 0 problem (1) has a positive
solution.
Proof. We argue as in the proof of Theorem 3.2 using Theorem 2.9 rather than Theorem 2.7. 
Remark. Under the assumptions of Theorem 3.5, the solution uλ of (1) is such that
lim inf+ ‖uλ‖∞ > 0.λ→0
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that
lim
λ→0+
‖uλ‖∞ = +∞.
3.3. Existence via minimization
3.3.1. Potential sub-linear at infinity
In the following result we assume that the potential F is sub-linear at infinity, i.e. the following
condition holds:
(h9) there are a constant 0 < q < 1 and a function a∞ ∈ L1(0,1) such that
lim sup
u→+∞
F(t, u)
uq
 a∞(t) uniformly a.e. in [0,1].
Remark 3.1. Notice that (h1) and (h9) imply, increasing a∞ if necessary, that for a.e. t ∈ [0,1]
and every u 0
F(t, u) a∞(t)uq .
Note also that (h9) implies (h6).
Condition (h9) provides the existence of positive solutions for large values of λ.
Theorem 3.6. Assume (h1), (h4), (h7) and (h9). Then there exists λ∗ > 0 such that, for every λ ∈
]λ∗,+∞[, problem (1) has a solution u. Moreover there exists a positive function α ∈ C10([0,1])
such that, for all λ > λ∗, we have u α.
Proof. Let (εn)n ⊂ ]0,+∞[ be a decreasing sequence such that εn → 0 as n → ∞. By (h4)
there is w ∈ H 10 (0,1) with
∫ 1
0 F(t,w)dt > 0. Fix r = 2 and λ∗ > 0 such that Jε0,λ∗(w) < 0. The
functional Jε0,λ∗ is C1, weakly lower semi-continuous and coercive in H 10 (0,1), hence it has
a global minimum. Let α ∈ H 10 (0,1) be a minimum point. As Jε0,λ∗(α) < 0, α is a non-trivial
solution of (6) and, in particular, α ∈ C10([0,1]). Then, for each λ > λ∗ and ε ∈ ]0, ε0], α is a
lower solution of (6).
Define now the function f˜ : [0,1] × R → [0,+∞[ by
f˜ (t, u) = f (t,max{u,α(t)})
and, for each n and each λ > λ∗, the functional J˜εn,λ : H 10 (0,1) → R by
J˜εn,λ = εn
1∫
0
Ψ (u′) dt +
1∫
0
(
Φ(u′) − λF˜ (t, u))dt,
where F˜ (t, u) = ∫ u f˜ (t, s) ds.0
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point of J˜εn,λ. From the maximum principle it follows that 0 < α(t)  un,λ(t) in ]0,1[. Hence
un,λ is a positive solution of (6). Notice that, for each n and λ > λ∗,
J˜εn,λ(un,λ) J˜εn,λ(α) J˜ε0,λ(α) < 0.
Since
Jεn,λ(un,λ) = J˜εn,λ(un,λ) + λ
1∫
0
( α(t)∫
0
(
f
(
t, α(t)
)− f (t, s))ds
)
dt,
for any fixed λ > λ∗ the sequence (Jεn,λ(un,λ))n is bounded from above as well. Therefore we
can apply Proposition 2.10 to problem (6) and infer that the sequence (un,λ)n is bounded in
L∞(0,1). By Lemma 3.1 a subsequence of (un,λ)n converges in C1loc(]0,1[) to a solution u
of (1). Since un,λ(t) α(t) > 0 in ]0,1[ for all n, we conclude that u(t) α(t) > 0 in ]0,1[ and
u is a non-trivial solution of (1). 
3.3.2. Potential sub-quadratic at the origin
In this section we prove the existence of positive solutions of (1) which, for small values of λ,
are small in the C1-norm. Our result is a variant of [11, Theorem 2.1]. The following assumption
is used:
(h10) there exist a, b ∈ ]0,1[, with a < b, such that
lim sup
u→0+
b∫
a
F (t, u)
u2
dt = +∞.
Theorem 3.7. Assume (h1) and (h10). Then there exists λ∗ ∈ ]0,+∞] such that, for every λ ∈
]0, λ∗[, problem (1) has a classical positive solution uλ. Moreover
‖uλ‖C1 → 0 as λ → 0+. (20)
Remark. Arguing as in [12, Proposition 5.1], we can prove that λ1  λ2 implies
uλ1(t) uλ2(t) in [0,1].
Proof. Claim 1: Problem (1) has a classical positive solution for small values of λ. Let R > 0.
By (h1) there exists a function h ∈ L1(0,1) such that, for a.e. t ∈ [0,1] and every u ∈ [0,R],
0 f (t, u) h(t). Let H ∈ W 2,1(0,1) satisfy
−H ′′ = h(t), H(0) = 0, H(1) = 0.
Clearly we have H(t) > 0 in ]0,1[ and H ′(1) < 0 <H ′(0). Take κ > 0 so that β = κH satisfies
‖β‖C1 R. Then, for each λ ∈ ]0, κ(1 +R2)−3/2[, we get for a.e. t ∈ [0,1]
−β ′′(t) = κh(t) λ(1 + R2)3/2h(t) λ(1 + (β ′(t))2)3/2f (t, β(t)), (21)
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Define functions ϕ˜ : R → R and f˜ : [0,1] × R → [0,+∞[, by setting
ϕ˜(v) = ϕ(−R) + ϕ′(−R)(v +R) if v −R,
= ϕ(v) if −R < v R,
= ϕ(R) + ϕ′(R)(v − R) if R < v, (22)
and
f˜ (t, u) = f (t,min{u,β(t)}). (23)
We also define, for any fixed λ ∈ ]0, κ(1 + R2)−3/2[, a functional J˜0,λ : H 10 (0,1) → R by
setting
J˜0,λ(u) =
1∫
0
(
Φ˜(u′) − λF˜ (t, u))dt, (24)
where Φ˜(v) = ∫ v0 ϕ˜(s) ds and F˜ (t, u) = ∫ u0 f˜ (t, s) ds. The functional J˜0,λ is C1, weakly lower
semi-continuous and coercive. Hence, it has a global minimum. Let uλ be a minimum point. This
function solves
−(ϕ˜(u′))′ = λf˜ (t, u), u(0) = 0, u(1) = 0. (25)
Since f˜ (t, u) 0 and since, by (21)–(23), β is an upper solution of (25), the maximum principle
implies that 0 uλ(t) β(t) in [0,1]. By the concavity of uλ and β , we conclude that ‖u′‖∞ 
‖β ′‖∞ R. Accordingly, uλ is a classical solution of (1).
At last we prove that uλ = 0 by showing that J˜0,λ(uλ) < J˜0,λ(0). Let ζ ∈ C10([0,1]) be such
that ζ(t) = 1 in [a, b]. From assumption (h10), we deduce the existence of a sequence (cn)n ⊂
]0,+∞[ such that
lim
n→∞ cn = 0 and limn→∞
b∫
a
F (t, cn)
cn2
dt = +∞.
Hence, we get for n large enough
J0,λ(cnζ ) =
1∫
0
(√
1 + c2n|ζ ′|2 − 1
)
dt −
a∫
0
λF(t, cnζ ) dt −
b∫
a
λF (t, cnζ ) dt −
1∫
b
λF (t, cnζ ) dt
 c2n
( 1∫
0
|ζ ′|2
1 +√1 + c2n|ζ ′|2 dt − λ
b∫
a
F (t, cn)
c2n
dt
)
< 0 = J0,λ(0).
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−u′′λ = λ
(
1 + (u′λ)2)3/2f (t, uλ) λ(1 +R2)3/2h(t)
and hence
∥∥u′λ∥∥∞ −u′λ(1) + u′λ(0) λ(1 + R2)3/2‖h‖L1 .
This proves the claim. 
3.3.3. Potential sub-quadratic at the origin and sub-linear at infinity
If we combine the sub-quadraticity of the potential F at the origin with its sub-linearity at
infinity, we obtain an existence result valid for all λ > 0.
Theorem 3.8. Assume (h1), (h7), (h9) and (h10). Then for every λ > 0 problem (1) has a positive
solution.
Proof. Let r = 2. Fix λ > 0 and a decreasing sequence (εn)n ⊂ ]0,+∞[ with εn → 0 as n → ∞.
Using (h10), we deduce as in Claim 1 of the proof of Theorem 3.7 that there exists w = cζ ∈
H 10 (0,1) with c large enough so that Jε0,λ(w) < 0. Then we can argue as in Theorem 3.6. 
3.4. Existence of multiple solutions
3.4.1. Potential super-quadratic at the origin and sub-linear at infinity
From Theorem 3.6 and Theorem 3.4 we deduce the following multiplicity result.
Theorem 3.9. Assume (h1), (h3), (h7)–(h9). Then there exists λ∗ > 0 such that, for every λ ∈
]λ∗,+∞[, problem (1) has at least two positive solutions, one of them being classical.
Proof. Notice that (h8) implies (h4). By Theorem 3.6 we get a positive function α ∈ C10([0,1])
and a number λ′ > 0 such that, for all λ  λ′, there exists a solution vλ of (1) with vλ > α. By
Theorem 3.4 there exists λ′′ > 0 such that, for all λ > λ′′, there exists a solution uλ of (1) with
‖uλ‖∞ < ‖α‖∞. The proof follows by setting λ∗ = max{λ′, λ′′}. 
Remark. Under the assumptions of Theorem 3.9, the solutions uλ and vλ of (1) are such that
lim
λ→+∞‖uλ‖∞ = 0 and lim infλ→+∞‖vλ‖∞ > 0.
3.4.2. Potential sub-quadratic at the origin and super-linear at infinity
From Theorem 3.2 and Theorem 3.7 we deduce the following multiplicity result.
Theorem 3.10. Assume (h1), (h2), (h6), (h7) and (h10). Then there exists λ∗ ∈ ]0,+∞] such
that, for every λ ∈ ]0, λ∗[, problem (1) has at least two positive solutions, one of them being
classical.
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a solution uλ of (1) and ‖uλ‖∞  η. By Theorem 3.7 there exists λ′′ > 0 such that, for each
λ ∈ ]0, λ′′[, there exists a classical solution vλ of (1) with ‖vλ‖∞ < η. The proof follows then
setting λ∗ = min{λ′, λ′′}. 
Remark 3.2. Under the assumptions of Theorem 3.10, the solutions uλ and vλ of (1) are such
that
lim inf
λ→0+
‖uλ‖∞ > 0 and lim
λ→0+
‖vλ‖∞ = 0.
4. Model examples with three solutions
In this section we discuss existence of multiple solutions of the two-parameter problem
−(u′/√1 + u′2 )′ = min{λ(u+)p−1,μ(u+)q−1}, u(0) = u(1) = 0. (26)
We show that, for suitable choices of the exponents p,q and of the parameters λ,μ, this prob-
lem has at least three positive solutions. Loosely speaking, from a variational point of view, the
introduction of the second parameter μ allows to perturb the geometries of the associated action
functional, described in Theorem 3.5 and in Theorem 3.8, respectively, thus creating a further
local minimum which eventually yields the existence of two additional non-trivial critical points.
Our first results can be compared with a similar statement obtained in [12, Theorem 4.2] in
the setting of classical solutions.
Theorem 4.1 (Potential super-quadratic at the origin and super-linear at infinity). Let 1 < p <
2 < q be given. Then
(i) for each λ > 0 and μ> 0 problem (26) has at least one positive solution;
(ii) there exist a number λ∗ > 0 and a function μ¯ : ]0, λ∗[ → ]0,+∞[ such that, for each λ ∈
]0, λ∗[ and μ > μ¯(λ), problem (26) has at least three positive solutions, two of them being
classical.
Proof. For each λ > 0, μ> 0 and every u ∈ R, we set for simplicity
f (u) = 1
λ
min
{
λ
(
u+
)p−1
, μ
(
u+
)q−1}
and F(u) =
u∫
0
f (s) ds.
Notice that
F(u) = μ
λ
1
q
(
u+
)q if u < ( λ
μ
) 1
q−p
,
= 1 up −
(
1 − 1
)(
λ
) p
q−p
if u
(
λ
) 1
q−p
.p p q μ μ
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lim sup
u→+∞
(
F(u) − 1
p
f (u)u
)
 0,
we see that (h6) is fulfilled too. Also note that, for each λ0 > 0 and μ0 > 0, conditions (h2) and
(h6) hold uniformly with respect to λ ∈ ]0, λ0[ and μ>μ0.
Claim 1: For each λ > 0 and μ > 0 problem (26) has at least one positive solution u1. This
follows from Theorem 3.5.
Claim 2: For each μ0 > 0 there exist λ0 > 0 and η > 0 such that, for every λ ∈ ]0, λ0[ and
μ>μ0, problem (26) has a positive solution u1 satisfying ‖u1‖∞  η. This follows from Theo-
rem 3.2.
Let us fix now μ0 > 0 and the corresponding λ0 > 0 and η > 0 provided by Claim 2.
Claim 3: There exist λ∗ ∈ ]0, λ0] and a function β , with β(t) > 0 in ]0,1[, β(0) = β(1) = 0 and
‖β‖∞ min{η,1}, which is an upper solution of problem (26) for every λ ∈ ]0, λ∗[ and μ>μ0.
We argue as in Theorem 3.7. Let H(t) = t (1 − t) and take κ > 0 so that β = κH satisfies
‖β‖C1 min{1, η}.
Then for each λ ∈ ]0,2−3/2κ[ the function β is an upper solution of (26).
Define ϕ˜, f˜ and J˜0,λ,μ as in (22)–(24), respectively.
Claim 4: There exists a function μ¯ : ]0, λ∗[ → ]0,+∞[ such that, for each λ ∈ ]0, λ∗[ and μ >
μ¯(λ), the functional J˜0,λ,μ has two non-trivial critical points u2 and u3. As J˜0,λ,μ is weakly lower
semi-continuous, coercive and C1, J˜0,λ,μ has a critical point u2 which is a global minimizer. Let
us pick a function ζ ∈ C10([0,1]), with ζ(t) 0 in [0,1] and ζ(t) = 1 in [ 13 , 23 ]. For each μ > 0,
set d = 2 1p ( λ∗
μ
)
1
q−p and fix μ∗ > μ0 such that, for every μ > μ∗, dζ(t) β(t) in [0,1]. Hence,
for any λ ∈ ]0, λ∗[ and μ>μ∗, we have, as ( λ
μ
)
p
q−p  12 dp ,
J˜0,λ,μ(dζ ) =
1∫
0
(√
1 + d2|ζ ′|2 − 1)dt −
1
3∫
0
λF(d ζ ) dt −
2
3∫
1
3
λF(d)dt −
1∫
2
3
λF(d ζ ) dt
 d2
1∫
0
|ζ ′|2
1 +√1 + d2|ζ ′|2 dt −
λ
3
(
1
p
dp −
(
1
p
− 1
q
)(
λ
μ
) p
q−p)
 d2
1∫
0
|ζ ′|2 dt − λ
6
1
q
dp < 0,
provided μλ
q−p
2−p is larger than a constant depending only on p, λ∗, ζ . This proves that for each
λ ∈]0, λ∗[ there is μ¯(λ) > 0 such that, for every μ > μ¯(λ), we have J˜0,λ,μ(u2) < 0 and hence
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has a local minimum at 0. Since J˜0,λ,μ has two local minima and, by coercivity, it satisfies the
Palais–Smale condition on H 10 (0,1), J˜0,λ,μ has a third critical point u3, different from 0 and u2.
Conclusion: The maximum principle implies that 0  u2(t), u3(t)  β(t) in [0,1] and hence
u2, u3 are both classical solutions of (26). Accordingly, we conclude that (26) has at least three
positive solutions, two of them being classical. 
Theorem 4.2 (Potential sub-quadratic at the origin and sub-linear at infinity). Let q < 1 <p < 2
be given. Then
(i) for each λ > 0 and μ> 0 problem (26) has at least one positive solution;
(ii) there exist a number λ∗ > 0 and a function μˆ : ]0, λ∗[ → ]0,+∞[ such that, for each λ ∈
]0, λ∗[ and μ > μˆ(λ), problem (26) has at least three positive solutions, one of them being
classical.
Proof. For each λ > 0,μ > 0 and every u ∈ R we set, as in the proof of Theorem 4.1,
f (u) = 1
λ
min
{
λ
(
u+
)p−1
,μ
(
u+
)q−1}
and F(u) =
u∫
0
f (s) ds.
For any given λ > 0 and μ> 0, f satisfies assumptions (h1), (h6), (h7), (h9) and (h10).
Take r ∈ ]1,p[ and define, for ε > 0, λ > 0 and μ> 0, the functional Jε,λ,μ : W 1,r0 (0,1) → R
by setting
Jε,λ,μ(u) = ε
1∫
0
Ψ (u′) dt +
1∫
0
(
Φ(u′) − λF(u))dt.
Notice that, as
f (u) = (u+)p−1 if u (μ
λ
) 1
p−q
,
we have
Jε,λ,μ(u) = ε
1∫
0
Ψ (u′) dt +
1∫
0
(
Φ(u′) − λ
p
(
u+
)p)
dt if ‖u‖∞ 
(
μ
λ
) 1
p−q
.
Claim 1: For each λ > 0 and μ> 0 problem (26) has at least one positive solution. This follows
from Theorem 3.8.
Claim 2: There exists λ∗ > 0 such that, for every λ ∈ ]0, λ∗[, the problem
−(u′/√1 + u′2 )′ = λ(u+)p−1, u(0) = u(1) = 0 (27)
236 D. Bonheure et al. / J. Differential Equations 243 (2007) 208–237has two positive solutions u1, u2, with ‖u1‖∞ < ‖u2‖∞, the smaller one being classical. This
follows from Theorem 3.10 and Remark 3.2, or from a direct study of the time-map as sketched
in the Introduction.
Fix λ ∈ ]0, λ∗[. Let u1, u2 be the corresponding solutions of (27), which are positive and
concave. Define
H = ‖u2‖W 1,10 = 2‖u2‖∞ = 2 max
{‖u1‖∞, ‖u2‖∞}
and
K = inf
{ 1∫
0
(
Φ(u′) − λ
p
(
u+
)p)
dt
∣∣∣ ‖u‖
W
1,1
0
H
}
.
Of course, we have K > −∞. As in Lemma 2.3 we can find a positive concave function w ∈
C10([0,1]) such that
2‖w‖∞ = ‖w‖W 1,10 >H and
1∫
0
Ψ (w′) dt +
1∫
0
(
Φ(w′) − λ
p
wp
)
dt < K.
Fix now μ> 0 such that (μ
λ
)
1
p−q > 2‖w‖∞.
Claim 3: The functional J1,λ,μ has a global minimizer α, which is a solution of (6) with ε = 1. In
particular, α is positive, concave and satisfies 2‖α‖∞ > H. The existence of a global minimizer
α of J1,λ,μ in W 1,r0 (0,1) follows from the coercivity and the weak lower semicontinuity of the
functional. As further J1,λ,μ is C1, α ∈ W 2,1(0,1) is a solution of (6) with ε = 1. Therefore α is
non-negative and concave. Suppose now 2‖α‖∞  H . Since 2‖α‖∞ = ‖α‖W 1,10 and (
μ
λ
)
1
p−q >
2‖w‖∞ >H , we get
K 
1∫
0
(
Φ(α′) − λ
p
αp
)
dt 
1∫
0
Ψ (α′) dt +
1∫
0
(
Φ(α′) − λ
p
αp
)
dt
= J1,λ,μ(α) J1,λ,μ(w) =
1∫
0
Ψ (w′) dt +
1∫
0
(
Φ(w′) − λ
p
wp
)
dt < K,
a contradiction.
Note that α is a lower solution of problem (6) for any ε ∈ ]0,1[.
Claim 4: Problem (26) has a positive solution u3, with u3(t) α(t) in [0,1]. This follows argu-
ing as in the proof of Theorem 3.6.
Conclusion: We deduce from Claims 2–4 the existence of a function μˆ : ]0, λ∗[ → ]0,+∞[ such
that, for each λ ∈ ]0, λ∗[ and μ > μˆ(λ), problem (26) has three positive solutions u1, u2, u3,
satisfying ‖u1‖∞ < ‖u2‖∞ < ‖u3‖∞, the smallest one being classical. 
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