Abstract We study the empirical scaling of the running time required by state-of-the-art exact and inexact TSP algorithms for finding optimal solutions to Euclidean TSP instances as a function of instance size. In particular, we use a recently introduced statistical approach to obtain scaling models from observed performance data and to assess the accuracy of these models. For Concorde, the long-standing state-of-the-art exact TSP solver, we compare the scaling of the running time until an optimal solution is first encountered (the finding time) and that of the overall running time, which adds to the finding time the additional time needed to complete the proof of optimality. For two state-of-the-art inexact TSP solvers, LKH and EAX, we compare the scaling of their running time for finding an optimal solution to a given instance; we also compare the resulting models to that for the scaling of Concorde's finding time, presenting evidence that both inexact TSP solvers show significantly better scaling behaviour than Concorde.
Introduction
The travelling salesperson problem (TSP) is a well-known and widely studied N P-hard problem that motivates sustained development of new algorithmic ideas in the domain of combinatorial optimisation. Presently, Concorde (Applegate et al, 2012) represents the long-standing state of the art in exact (or complete) TSP solving, i.e., for finding optimal solutions to a given TSP instance and proving their optimality. In terms of inexact (or incomplete) TSP solvers, which may find optimal solutions but are unable to prove optimality, LKH (Helsgaun, 2000 (Helsgaun, , 2009 had been the best available solver until the recent EAX (Nagata and Kobayashi, 2013) , an evolutionary algorithm based on the effective recombination of short tours using a so-called edge assembly crossover operator. Empirical results show that EAX tends to perform better than LKH on a broad range of TSP instances, but does not dominate LKH, which is still more efficient in solving a substantial proportion of the instances (Kotthoff et al, 2015) .
Relatively little work has been dedicated to investigating the empirical scaling of the running time of modern TSP solvers on interesting distributions of TSP instances. For exact solvers, an important observation was made in the book by Applegate et al (2006) , where a graphical analysis of observed mean running times led to the claim that Concorde may scale exponentially. More recently, Hoos and Stützle (2014) , after observing log-normally distributed running times over sets of RUE (random uniform Euclidean) instances of fixed size, found that the scaling of the median running time of Concorde is characterised by a function of the form a · b solution is first encountered and found that fraction to be larger than 0.5 in almost all cases, with a tendency for even larger values as instance size increases.
In this article, we significantly extend recent work, in which we studied the scaling of running times of EAX and LKH (enhanced with performance-improving restart mechanisms) on RUE instances (Dubois-Lacoste et al, 2015) and found that the scaling models obtained for EAX and LKH are of the same form as that of Concorde, namely a · b √ n . Our overall goal is to obtain a detailed understanding of the state-of-the-art in exact and inexact TSP solving, in terms of statistically sound models of the scaling of the running time required for finding optimal solutions and for completing a proof of optimality.
In particular, we study the empirical performance scaling of EAX, LKH and Concorde, with the goal to characterise differences in the scaling behaviour of these state-of-the-art TSP solvers. Towards this end, we investigate the scaling of median running times required by these solvers for finding optimal solutions (without completing a proof of optimality) to 2-dimensional random uniform Euclidean (RUE) TSP instances. For brevity, in the context of Concord, we call those running times the finding times. We focus on 2D RUE instances for the same reasons as in previous work: they represent a widely studied distribution of TSP instances, they have characteristics that also occur in practical applications of the TSP, and they can be easily generated.
In particular, we investigate the following questions:
1. How do the finding times of Concorde, the state-of-the-art exact TSP solver, scale with instance size? 2. How does the scaling model for finding times of Concorde differ from that for overall running time (finding an optimal solution and proving optimality)? 3. Are the finding times for EAX and LKH, as well as the overall running times for Concorde strongly correlated across sets of TSP instances of the same size? 4. How do the running times of EAX and LKH scale with instance size? Are there qualitative differences between the performance scaling of EAX and LKH? 5. How do the scaling models of running times of EAX and LKH compare with that of Concorde? Do these state-of-the-art inexact solvers find optimal solutions (without proof of optimality) substantially faster than the state-of-the-art exact solver, and does the performance gap widen as instance size grows?
Regarding Questions 1 and 2, we will demonstrate that the scaling for the finding times of Concorde is well characterised by a root-exponential function of the form a·b √ n with b ≈ 1.250. The scaling model for Concorde's overall running time is similar, but slightly worse. Regarding Question 3, our results do not indicate strong performance correlation between any of the solvers; even between EAX and LKH, the correlation coefficient in finding times never exceeds 0.5. Regarding Questions 4 and 5, we show that simple exponential scaling of the median running time of EAX and LKH can be ruled out. In particular, we chacterise the scaling of EAX by a root-exponential function of the form a · b √ n with b ≈ 1.123, while we bound the scaling of LKH with a rootexponential function with b ≈ 1.188 from above and by a polynomial function of the form a · n b with b ≈ 2.93 from below. The lower coefficients for the root-exponential scaling models estimated for EAX and LKH indicate a better scaling behaviour than that of Concorde for finding optimal solutions.
We note that our Question 1 differs from that investigated by Hoos and Stützle (2014) , in that we consider finding time (as defined above) rather than total running time, and, based on the findings by Hoos and Stützle (2015) , substantial differences in scaling between the two can be expected. Similarly, our Question 2 is addressed for the first time in this work and complements the earlier observations by Hoos and Stützle (2015) . Questions 3 and 4 have been recently investigated in an earlier conference publication (Dubois-Lacoste et al, 2015); we include those results here, extended by a tightened analysis (made possible through the computation of additional, provably optimal solutions for the largest TSP instances considered in our experiments), in order to present a complete picture of the empirical scaling of state-of-the-art exact and inexact TSP solvers. Finally, Question 5 -investigated for the first time in this work, using a sophisticated and statistically sound scaling analysis approach -is of considerable practical and theoretical interest, since it concerns the choice of TSP algorithm when all that matters is to find optimal solutions, whilst a proof of optimality is not required.
By answering these questions, our study provides a complete and detailed picture of the performance scaling of state-of-the-art exact and inexact TSP algorithms with respect to finding optimal solutions and (in the case of exact solvers) proving optimality. It also demonstrates how recently introduced advanced empirical analysis methods can produce such results in a statistically meaningful way.
Experimental set-up and methodology

Benchmark instances
For our analysis, we used the same benchmark sets of RUE instances as in Dubois-Lacoste et al (2015) ; Hoos and Stützle (2014, 2015) . These instances were generated using the portgen generator from the 8th DIMACS implementation challenge for TSP, by placing n points in a 100000 × 100000 square uniformly at random and computing Euclidean distances between these points. There are 1000 instances for each instance size n ∈ {500, 600, · · · , 1500, 2000} and 100 instances for each n ∈ {2500, 3000, · · · , 4500}. RUE instances are among the most widely studied classes of Euclidean TSP instances, and it is known that the scaling behaviour of Concorde on these instances agrees well with that observed on other types of TSP instances (Hoos and Stützle, 2014) . The instances have been made available at a supplementary data page Mu et al (2017) .
TSP solvers
For our analysis, we chose the (arguably) three most prominent TSP solvers: Concorde (Applegate et al, 2012) , EAX (Nagata and Kobayashi, 2013) and LKH (Helsgaun, 2000 (Helsgaun, , 2009 .
Concorde represents the long-standing state of the art in exact TSP solving. Based on a branch & cut scheme, it makes use of numerous heuristics and computes initial tours using a chained Lin-Kernighan local search procedure (Applegate et al, 2012) . Concorde is the best-performing exact solver of which we are aware; it has been used to solve the largest non-trivial instances for which optimal solutions are currently known. As in previous work, for our experiments, we used Concorde in its default configuration, using QSopt version 1.01 as linear program solver.
The inexact TSP solver LKH, Helsgaun's variant of the Lin-Kernighan TSP heuristic, is a variable-depth search method utilising sophisticated, heuristically guided local search moves based on sequences of five or more edge exchanges. LKH can perform restarts based on perturbations of previously found solutions, using a variety of strategies (Helsgaun, 2000 (Helsgaun, , 2009 . For more than a decade, LKH represented the state-of-the-art for inexact TSP solving and has been used to find the best known solutions to many of the largest non-trivial TSP instances. In this work, we used LKH version 2.0.7, keeping parameters at their default values, except for PATCHING_A and PATCHING_C, which we set to 2 and 3, respectively. Recently, performance improvements over LKH have been reported for EAX, an inexact TSP solver based on an evolutionary algorithm. EAX uses a recombination operator based on so-called edge assembly cross-over; furthermore, it exploits diversity preservation techniques and carefully initialises the population using local optimisation (Nagata and Kobayashi, 2013) . In our work, we used the code for EAX that was made available by these authors and evaluated in their paper, including its default parameter settings, with a population size of 100 and a number of offspring generated set to 30.
We have enhanced LKH and EAX with a restart mechanism. It is known that even high-performance local search algorithms can suffer from stagnation behaviour (Stützle and Hoos, 2001 ), and we have observed that this can have a significant, detrimental effect on the performance of LKH and EAX, as illustrated in Figure 1 .
Based on these observations, we modified the original EAX to perform restarts whenever the termination criterion of the original version (as described in Nagata and Kobayashi (2013) ) is met, and to terminate only when (i) a given target solution quality or (ii) a CPU time cutoff is reached. In the following, we simply refer to this variant as EAX; its efficacy can be seen in Figure 1 . We also modified LKH with a mechanism that triggers restarts when within n iterations, where n is the size of the TSP instance to be solved, no improvement in tour length has been achieved; from here on, we use LKH to refer to this modified version of the original solver.
EAX EAX+restart
Figure 1 Effect of restarts: Distributions of running times with and without our restart mechanism over multiple independent runs of EAX on two RUE instances of size 1500; running times were measured on the reference machines specified in Section 2.4. 
Empirical scaling analysis
This work, extending the existing line of research works on empirical scaling of TSP algorithms, is largely motivated by advancement in the methodology to study empirical scaling behaviours. The methodology, first introduced by Hoos (2009) and outlined in Figure 2 , emphasises the importance of challenging scaling models derived from empirical performance data by extrapolation and makes use of bootstrap re-sampling to statistically assess scaling models.
In a nutshell, performance data are divided into disjoint sets of smaller support instances and larger challenge instances. Parametric scaling models are fitted (in our case, using the Levenberg-Marquardt numerical optimisation algorithm), to performance statistics (in our case, median running times of a given solver) computed over the support sets. Performance predictions for challenge instance sizes are then obtained from the fitted models and compared against the performance statistics observed on the challenge instance sets. To assess the statistical dependence of the scaling models on the given sets of support instances, those sets are re-sampled uniformly at random, with replacement, and model fitting is performed for each such bootstrap sample. From each model thus obtained, a performance prediction for every given challenge size is obtained, yielding a sample of performance predictions for each bootstrap sample and challenge instance size. From each sample P of predictions, a bootstrap percentile confidence interval at confidence level α is determined as CI = [Q (0.5 − α/2) , Q (0.5 + α/2)], where Q (x) is the x-quantile of P . A parametric scaling model M is consistent with observed performance data on a challenge instance sets, if the latter fall into the confidence intervals thus obtained from M . Percentile confidence intervals for each model parameter can be derived from the models obtained for each bootstrap sample.
This methodology was used by Hoos and Stützle (2014) to study the scaling of the overall running times of Concorde (for finding an optimal solution and proving its optimality). Later, Mu and Hoos (2015b) adopted it to investigate the performance scaling of several prominent, high-performance SAT solvers. In that work, two useful extensions to the methodology were introduced: 1) computation of bootstrap confidence intervals for performance data observed on challenge instances, to capture the variability of the performance statistics computed for these; and 2) the use of the using bootstrap confidence intervals for predicted running times, under a given scaling model, for one solver to assess whether the observed performance data of another solver are consistent with the same scaling model. The latter approach allows us to test the hypothesis that the empirical performance scaling of one solver differs significantly from that of another, provided we have a scaling model consistent with the observed performance of one of the solvers.
In the following, we say that a scaling model is fully consistent with the observed performance of a given solver, if the bootstrap confidence interval for predicted running times completely contains that for observed running times; that it is strongly consistent, if the point estimate for the observed performance falls within the confidence interval for predicted running times; and that it is weakly consistent, if the confidence intervals for predicted and observed running times overlap.
We consider the same parametric scaling models as in earlier work (Hoos and Stützle, 2014) , namely:
We fit these models on median running times for instance sizes n = 500, 600, · · · , 1500 and challenge them with median running times for n = 2000, 2500, · · · , 4500. Furthermore, also as in earlier work, we generate m = 1000 bootstrap samples for each set of instances of a given size n and use a confidence level of α = 0.95.
We also evaluated a 2-parameter scaling model of the form a · b √ n·log(n) . However, this model failed to provide good fits for any of the solvers we considered, and we therefore do not present detailed results for it.
Our scaling analysis approach has recently been implemented as a fully automated tool called Empirical Scaling Analyser (ESA) (Mu and Hoos, 2015a) . ESA takes sets of performance data as input, performs the scaling analysis automatically and outputs the results as a technical report. We used ESA for a substantial part of the scaling analyses that form the basis of this study.
Experimental set-up
We performed our experiments on a cluster of computers, each having two 2.0GHz eight-core AMD 6128 processor, 2 × 12MB L2/L3 cache and 16GB RAM, running Cluster Rocks Linux 6.0/CentOS 6.3. We used gcc 4.4.6 with optimisation flag -O3 to compile all TSP solvers. As all three TSP solvers are fully sequential, our experiments were performed using a single CPU core. For each instance, we ran Concorde using default parameter settings and pseudo-random number seed 23.
As a first step, we tried to solve all instances in our instance set by running Concorde on the reference machines specified above with a CPU time limit of 7 CPU days. Unfortunately, some of our RUE benchmark instances could not be solved by Concorde within this time limit. Because EAX and LKH cannot prove optimality, we need to know provably optimal solution qualities in advance in order to determine the running time required by these inexact solvers to find an optimal solution. Therefore, to deal with the instances not solved by Concorde within 7 CPU days, we used (i) additional longer runs of Concorde we had executed in preliminary experiments on different machines as well as (ii) additional runs of Concorde on the previously unsolved instances with different pseudo-random number seeds 1 and/or additional runs on (a limited number of) faster machines. In addition, we performed multiple runs of EAX and LKH on those instances that still remain unsolved. For a subset of these instances, EAX and LKH reach the same best solution in every single run; we conjecture that these solutions are in fact optimal and refer to them as pseudo-optimal.
In the results that follow, we include data for instances for which we have optimal or pseudo-optimal solutions. We note that there are only 31 instances for which our analysis is limited to pseudo-optimal solutions (9 of size 4000 and 22 of size 4500). For another 8 instances (2 of size 4000 and 6 of size 4500), LKH and EAX found different solutions after 24 CPU hours, and therefore we do not have solutions we consider to be pseudo-optimal. These instances are treated in the same way as in our earlier work (Dubois-Lacoste et al, 2015) , where we use optimistic and pessimistic estimates of solver performance to obtain intervals in which the actual median running times must fall.
The running time data analysed in the following are all based on runs on our reference machines, with a cutoff time of 7 CPU days for Concorde and of 1 CPU day for LKH and EAX. Each instance for which we have an optimal or pseudo-optimal solution was then solved by LKH and EAX, 10 times each, using different pseudorandom number seeds (as these are inherently strongly stochastic algorithms), from which we computed the median running time per instance. Median running times for each set of RUE instances of a given size were then calculated from these data, making sure that missing data was treated in a way that ensures correct calculation (or intervals estimated, as noted above) of the medians.
Results for Concorde
Preparation of running time data
When studying the running times for finding optimal solutions (without completing the proof of optimality) compared to overall running times (including a complete proof of optimality), care needs to be taken in the treatment of possible time-out runs. In the case of Concorde, this concern applies to instances for which only or not even pseudo-optimal solutions are available. By comparing the best solution found during a run of Concorde to the pseudo-optimal solution or the best solution known for an instance (from runs of EAX or LKH), we were able to verify for all such instances except for one Concorde was unable to produce a solution of this target quality within cutoff of the 7 CPU days. We therefore know that Concorde's finding times for these instances are necessarily larger than 7 CPU days on our reference machines, and we factored those instances into our median calculations to reflect this fact. For the one remaining instances, for which Concorde found a solution of the best known quality within the cutoff time, we verified that the time required for reaching that solution quality was high enough compared to the finding time on all other instances that the median could not have been affected.
Scaling of Concord's median finding time
We first fitted parametric models to the median finding times of Concorde on our support instance sets, which resulted in the scaling models shown in Table 1 . According to the RMSE (root-mean squared error) on the challenge sets, the root exponential model provides the best fit to the observed data.
To assess the confidence we should have in these models, we further used bootstrap re-sampling, as explained in Section 2.3. The resulting confidence intervals for model parameters are shown in Table 2, while Table 3 provides the confidence intervals for observed and predicted running times on our sets of challenge instances. These results, further illustrated in Figure 3 , clearly indicate that only the root-exponential model is consistent with the observed running time data. Figure 3 Illustration of scaling models for Concorde's median finding time on RUE instances and observed median finding times. Table 4 , are quite consistent with observed finding times.
Overall, we found no evidence that finding time might scale better than overall running time. On the contrary, our models suggest that finding time scales slightly worse than overall running time. A closer look at the data reveals that the observed finding times are usually closer to the lower end of the corresponding bootstrap confidence intervals, while the observed proving times are usually closer to the higher end. These observations are consistent with the earlier findings of Hoos & Stützle that, as n grows, the finding time increasingly dominates Concorde's overall running times . To capture this effect more accurately in our scaling models, we would likely have to consider more complex models containing lower-order terms. Table 4 95% bootstrap confidence intervals for predicted and observed median overall running times of Concorde on RUE instances. The instance sizes shown here are larger than those used for fitting the models. Bootstrap intervals for predictions that are weakly consistent with the observed finding times are shown in boldface, those that are strongly consistent are marked by sharps (#), and those that fully contain the confidence intervals for observations are marked by asterisks (*). Table 5 Pearson correlation coefficients between median running times of EAX, LKH, and Concorde on sets of RUE instances of size n.
Results for EAX and LKH
Performance correlations
As a next step in our analysis, we examined the correlation of the median running times between our two inexact solvers and between these and the overall running time of Concorde. We note that the correlation of the median running times of Concorde and the inexact solvers is typically very low, as can be noted from low correlation coefficients for all instance sizes reported in Table 4 .1.
More surprisingly, the performance correlation between EAX and LKH also tends to be very low, as can be also seen in Figure 4 , and in additional plots presented in Dubois-Lacoste et al (2015) . This suggests that, a priori, there is no reason to expect similar scaling of the performance of these TSP solvers.
Scaling of median running time for EAX and LKH
We first fitted parametric models to the median running times of EAX and LKH, resulting in the models shown in Table 6 . Based on RMSE values on challenge instance sets, the root-exponential and the polynomial model yield Table 8 95% bootstrap confidence intervals for predicted and observed median running times of EAX and LKH on RUE instances. The instance sizes shown here are larger than those used for fitting the models. Bootstrap intervals for predictions that are weakly consistent with the observed data are shown in boldface, those that are consistent are marked by plus signs (+), those that are strongly consistent are marked by sharps (#), and those that fully contain the confidence intervals for observations are marked by asterisks (*). Figure 5 Illustration of scaling models for median running time of EAX on RUE instances and observed median running times. the most accurate performance predictions for EAX and LKH, respectively. To further assess these models, we determined bootstrap confidence intervals for model parameters (Table 7) as well as for predicted and observed running times (Table 8) . The results for EAX, also presented graphically in Figure 5 , indicate that the rootexponential model is fairly consistent with the observed performance data, while the other two models should be rejected. The performance scaling of LKH, on the other hand, falls between the polynomial and root-exponential models (see also Figure 6 ), which bound it from below and above, respectively. Figure 6 Illustration of scaling models for median running time of LKH on RUE instances and observed median running times. To further test this hypothesis, we fitted a one-parameter model of the form a · b √ n Concorde , where b Concorde = 1.2503, to the performance data for EAX and LKH, respectively. The resulting models, shown in Figure 7 , clearly over-estimate the running times of EAX and LKH, which support the claim that the finding times of Concorde scale significantly worse than those of EAX and LKH -in other words, the inexact solvers find optimal solutions to RUE instances not only faster than Concorde, but their performance advantage increases with instance size.
We also compared the scaling of EAX with that of LKH. As illustrated in Figure 8 , LKH clearly scales worse than EAX, in that LKH performs better than EAX for small instances, but clearly worse for n ≥ 1500.
Conclusions
In this article, we studied the empirical scaling of several state-of-the-art TSP solvers for finding optimal solutions of RUE instances.
For Concorde, a root-exponential model of the form a · b √ n , with b being around 1.25, is believed to best describe the scaling behaviour. Comparing with the scaling models for proving times, we found that the finding times of Concorde scale slightly worse than the proving times, which can be seen from the fact that b is slightly larger for the model of finding time (1.25032 vs 1.24194), and so is the bootstrap interval ([1.22803, 1.276] vs [1.2212; 1.2630]). Moreover, it can be seen as consistent with the conclusion that the fraction of finding time approaches 1 as n increases . However, we note that better capturing this property may require more sophisticated models with second-order terms.
EAX also scales root-exponentially, best described by a model with b around 1.123. For LKH, the scaling seems also to be root-exponential, but we cannot rule out a polynomial model with high confidence. For both solvers, there is evidence that they scale better than Concorde for finding the optimal solutions of RUE instances. In other words, if we treat Concorde as an inexact solver, then it scales significantly worse than EAX and LKH. We are Figure 9 Distributions of running times for finding optimal solutions over RUE instances of fixed size for Concorde (left) and for LKH (right); in the case of LKH, running times are medians over 10 independent runs per TSP instance.
hopeful that by exploiting solutions found by high-performance inexact solvers, better exact algorithms can be constructed for the TSP problem.
For our scaling analyses, we have focussed on median running time over sets of RUE instances, since the median, as a robust measure of location of the underlying probability distribution, is a standard statistic considered routinely in theoretical and practical contexts. One might wonder whether quantiles other than the median, and, in particular, higher quantiles exhibit qualitatively different scaling behaviour. Unfortunately, reasonably stable estimates for those higher quantiles require substantially larger numbers of instances to be considered, which, in light of the computation times involved, would have far exceeded the computational resources we could muster for this study. Still, the empirical distributions of running times over the complete sets of RUE instances should reflect any substantial, qualitative differences in scaling between the median and higher quantiles. As shown in Figure 9 for Concorde (finding time) and LKH, there is no evidence for such differences. In fact, these CDFs are consistent with the hypothesis that the difference in scaling between the median and higher quantiles, such as Q 0.75 and Q 0.9 , is characterised by a multiplicative constant -i.e., that the ratio between those quantiles and the median is constant, regardless of instance size. The same holds for Concorde's overall running time (see supplementary material). For EAX, the situation is slightly different, since the efficacy of the restart mechanism changes with instance size, which leads to multi-modal distributions of running times over instance sets, with higher modes becoming more prominent with growing instance size. As a result, the ratio between higher quantiles and the median is not a simple constant; yet, there is no conclusive evidence for qualitatively different scaling. Despite the fact that empirical estimates for the higher quantiles are necessarily less stable, we also performed the same detailed scaling analysis for Q 0.75 and Q 0.9 as we reported earlier for the median running times, and again, the results did not suggest substantially worse scaling of those higher quantiles. (Detailed results of these analyses can be found in our supplementary material Mu et al (2017) ).
Finally, we have considered the default parameter settings of Concorde, LKH and EAX, as recommended by their respective authors. We note that all three solvers might benefit automatically configuring their parameters, and indeed, it has recently been shown that this is the case for EAX Mu et al (2016) . So far, automatic configuration has not produced similar improvements for LKH, and for Concorde, to the best of our knowledge, similar work has not yet been undertaken. Hence, in future work, it may be worthwhile to examine more carefully how automatic configuration, maybe in dependence of instance size, may impact the scaling behaviour of the TSP solvers we have considered here.
