Abstract

▼
The aim of this research was to develop an artificial neural network (ANN) in order to design a nanoparticulate oral drug delivery system for insulin. The pH of polymer solution (X 1 ), concentration ratio of polymer/insulin (X 2 ) and polymer type (X 3 ) in 3 level including methylated N-(4-N,Ndimethyl aminobenzyl) chitosan, methyl-ated N-(4-pyridinyl) chitosan, and methylated N-(benzyl) chitosan are considered as the input values and the particle size, zeta potential, PdI, and entrapment e ffi ciency (EE %) as output data. ANNs are employed to generate the best model to determining the relationships between input and response values. In this research, a multilayer percepteron with different topologies has been tested in order to define the one with the best accuracy and performance. The optimization was used by minimizing the error between the predicted and observed values. Three training algorithms (Levenberg-Marquardt (LM), Bayesian-Regularization (BR), and Gradient Descent (GD)) were employed to train ANNs with various numbers of nodes, hidden layers and transfer functions by random selection. The accuracy of prediction data were assayed by the mean squared error (MSE).The ability of all algorithms was in the order: BR > LM > GD. Thus, BR was selected as the best algorithm.
Introduction
▼
Until now, subcutaneous has been considered as the main route for insulin delivery. Although, parentral administration of insulin efficient, this can result in peripheral hyper insulinemia, the stimulation of smooth muscle cell proliferation, the incorporation of glucose into the lipid of arterial walls, and therefore it might be one of the main factors for diabetic micro-and macroangiopathy [1] . Moreover, the problems of frequent injections, physiological stress, pain, inconvenience, hypoglycemic shock, cost, risks, infection, inability to handle insulin, and the localized deposition of insulin are considered the several disadvantages of parentral administration. Regardless of the molecular structure of molecular weight of drugs, the oral route is the most accepted and the most convenient route of administration for therapeutics. Preparation of oral dosage forms does not need special considerations such as those of sterility, pyrogenicity and particulate contamination. Recently, chitosan has attracted a lot of attention in the pharmaceutical research as a polymeric drug carrier. Chitin and chitosan are copolymers; however, chitin has a limited application because of its poor solubility and reactivity. Chitosan is a fully or partially deacetylated chitin derivative and is consequently soluble in acetic acid and other acidic solvents.
Nevertheless, it has poor solubility at pH values above 6.5; therefore, water soluble chitosan deriv-atives, which are soluble in both acidic and basic physiological environments, are synthesized and introduced as the best approach for enhancement of the para -cellular permeation of peptides and proteins in the gastrointestinal (GI) tract.
Previous studies suggest that due to their hydrophobic residues and favorable balance between hydrophobicity and hydrophilicity, quaternized chitosan derivatives containing aromatic moieties are good candidates for oral drug delivery [2] . Previously, 3 quaternized aromatic derivatives of chitosan including methylated N-(4-N, N-dime-thyl aminobenzyl) chitosan, methylated N-(4-pyridinyl) chitosan, and methylated N-(benzyl) chitosan are synthesized and characterized by our group [3] . Artificial neural networks (ANNs) are a training system based on a computational method that can stimulate the neurological ability of the human brain and design a best -fitting model based on non-linear relationships between independent factors and pharmaceutical responses by means of iterative training of data and optimization of the results to reduce errors. Previously reported, ANNs have several applications in the field of pharmaceutics; they have been applied for modeling the responses in drug delivery systems and for comparing predicting the ANN model with multiple linear regression (MLR) [4, 5] . ANNs, considered as a parallel system including interactions between a large numbers of simple calculation elements, called node or neurons, can e ffect intricate information processing [6] .
In the present study, a feed forward, multi-layer perceptron(MLP) type of ANN is discussed for prediction of the mechanism of preparation of insulin nanoparticles by using quaternized aro-matic derivatives of chitosan, including methylated N-(4-N, N-dimethylaminobenzyl) chitosan, methylated N-(4-pyridinyl) chitosan, and methylated N-(benzyl) chitosan.
Materials and Methods
▼ Materials
Chitoclear
® chitosan (viscosity, 1 % (w/v) solution in acetic acid, 22 mPa s) was purchased from Primex (Siglufjordur, Ice-land).
Crystaline recombinant human insulin was provided from Lilly (France). The quaternized aromatic derivatives of chitosan including methylated N-(4-N,N-dimethylaminoben-zyl) chitosan, methylated N-(4-pyridinyl) chitosan, and meth-ylated N-(benzyl) chitosan that were designated as methylated (aminobenzyl) chitosan, methylated (pyridinyl) chitosan and methylated (benzyl) chitosan, respectively, were prepared and characterized in our laboratory, as mentioned previously [3] . Analytical grade acetonitrile and ortho phosphoric acid (85 %) were obtained from Merck (Darmstadt, Germany). All other reagents were of pharmaceutical grade and were used as received.
Preparation and characterization of nanoparticles
Insulin nanoparticles were prepared using the poly electrolyte complexation (PEC) method. In this method, particles were prepared by electrostatic interaction between negatively charged insulin and positively charged polymer. Insulin solution (1 mg/ ml, pH = 8) was added dropwise to the polymer solution under gentle magnetic stirring (500 rpm). Appropriate amount of insulin was dissolved in acetic acid (1 % v/v) then the pH of the solu-tion was adjusted to the value of 8.0 using 1 N NaOH. Both insulin and polymer solutions were pre-filtered using a syringe filter (0.45 μ). For better curing of the particles, the opalescent colloi-dal suspension was stirred for an additional 20 min. The colloi-dal suspension was centrifuged (at 12 000 rpm, for 20 min). The nanoparticles were settled down and lyophilized for further studies and the supernatant was used for determination of entrapment efficiency by HPLC method.
Insulin was analyzed using the Agilent the bu ff er was adjusted to 2.7 using ortho-phosphoric acid (Darmstadt, Merck). The flow rate was set at 0.8 ml/min. Mean diameter and zeta potential of particles were determined using photon correlation spectroscopy (Malvern instrument, Malvern, U.K). All measurements were carried out in triplicate and the mean ± SD of each experiment was reported.
Experimental design
The conventional experimental design methods (i. e., changing only one separate method at the time) are unsuitable for ANN modeling [7] ; therefore, a 3-factor, 3-level D-optimal response surface methodology was used in this study. The independent variables (factors) studied were pH of polymer solution (X 1 ), concentration ratio of polymer/insulin (X 2 ), and also polymer type (X 3 ) which was a categorical factor. In the case of concentration ratio (X 2 ), the insulin concentration kept constant at 1 mg/ml while the polymer concentration was varied in the range of 0.5-2 mg/ml. The dependent variables (responses) were particle size, zeta potential, PdI, and EE %. According to D-optimal response surface methodology and as model formulation, 20 runs were provided according to the following designed experiments summarized in • ▶ Table 1 .
Prediction and optimization functions of the ANN
The feasibility of using ANNs for dynamic modeling and control in the industrial area was considered quite early after the generation of ANN training. This kind of network is especially appropriate for modeling highly nonlinear correlations and to accurate generalization when presented with unseen data. In this research, a feed-forward, multi-layer perceptron (MLP) type of ANNs is discussed for the prediction of the mechanism of preparation of insulin nanoparticles. Inputs can be formulation factors such as polymer concentration, drug concentration, etc., and processing parameters. There are many algorithms, which can be applied for training ANNs. As discussed below, in this study, the LevenbergMarquardt, Bayesian-Regularization, and BFGS Quasi-Newton algorithms were performed for training ANNs.
The Levenberg-Marquardt (LM) algorithm is a repetitive and most widely used optimization algorithm that uses the minimum of a multivariate function that is remarked as the sum of squares of the errors between the function and the measured data points [8, 9] .
■ Proof copy for correction only. All forms of publication, duplication or distribution prohibited under copyright law. ■ Bayesian -regularized artificial neural network (BRANN) is a mathematical procedure that converts a nonlinear regression into an actuarial problem in the manner of a series regression. The advantage of BRANN is that the models are powerful and the validation process is inessential [10] . The quasi-Newton equation is the very fundament of a diversity of the quasi-Newton methods. It is using a relationship direction between nonlinear polynomial equations and the corresponding Jacobean matrix. BFGS quasi-Newton has many suitable proper-ties: it is very quick and widely used, and in many cases, it is very close to the minimum and will have favorable results [11, 12] .
In this research, it is focused on the learning status known as supervised learning, in which a set of input or output data schema are available.
Afterward, the ANN has to be trained to create the favorable output according to the examples. In order to accom-plish a supervised training we need a way of rating the ANN out-put error between the real and the attended output. A popular formula is that the mean squared error (MSE) presented in Eq.1.
Where y i the predicted value, o i the observed value, and n the number of data batch.
In this study, 3 causal factors corresponding to pH of polymer solution (X 1 ), concentration ratio of polymer/insulin (X 2 ), and also polymer type (X 3 ) were used as the inputs to the network (20 nodes). Particle size, zeta potential, PdI and EE % were used as the expected output of the network. The algorithms applied in the mbackprop program include few numbers of iterations to hasten the application. The training set was used to train the network, and the test set was applied to determine the level of generalization generated by the training set and to monitor overtraining the network, each with a corresponding MSE.
Matlab program
The ANN back propagation algorithm is performed in several logical programming. Many of these software packages are massive; they need to assemble and are sometimes di ffi cult to understand. Among these packages, Matlab logical programming software is preferred due to its performance of proposed algorithms. Adjustment of these codes needs understanding of the huge amount of source code and extra low -level programming [13, 14] . Compared to other programs such as C programming, Matlab is widely used in researches in many fields [15] .
Results
▼ ANN model training using the LevenbergMarquardt algorithm
Neural networks with the identical foresaid architectures trained by the Levenberg-Marquardt (LM) were adjusted to demonstrate the overall predictive capability over the test set. Therefore, for LM-trained ANNs, already stated performance indices were specified. In this study, LM was also applied as a training function with 10 layers, and hence, the Tangent sigmoid (tansig) and Hyperbolic (purlin) have been chosen as a transfer function of hidden and output layer, respectively. With the increase in the number of neurons (up to 30), the amount of error decreased and R 2 increased, but in the range of 30-40, R 2 reduced. With the constant number of neurons, increasing number of layers (up to 10), lead to increased e ffi ciency; on the contrary, further increase reduced the efficiency. At first, the transfer function of hidden layers was chosen as tansig and second layer as purlin. Tansig was changed to Logistic sigmoid (logsig) and purlin, and by con-verting the transfer function, a reducing of R 2 has been observed. In addition, the di fferences between the observed and predicted values were enhanced with increase in the number of layers when other conditions were kept constant. As 
ANN model training with Gradient-Descent algorithm
In 
Response surface plots
Response surface plots of the effect of pH of polymer solution (X 1 ), concentration ratio of polymer/insulin (X 2 ), and polymer type (X 3 ) on every response predicted using BBP-ANN, are pre- As seen in • ▶ Fig. 2a , at constant pH, by increasing the concentra-tion ratio of polymer/insulin, particle size has slightly increased. In addition, at constant concentration ratio, when the pH increased from 3.0 to 6.5, the particle size also increased. It can be said that this variation was observed in the all the studied range of concentration ratio.
As illustrated in • ▶ Table 1 field of pharmaceutics and have used to model the responses in controlled release then compared prediction of ANN model with multiple linear regression (MLR) that has derived to determine optimal formulation [4, 5] . A neural network is trained to plan a set of input data by iterative arrangement of the weights. Information from inputs is boosting forward through the network to optimize the weighting varia-bles between neurons. The main parameter in the training net-work is train function. A trained ANN model can be applied to foretell the response by providing a batch of input values. Poor hidden layers and number of hidden layers would block the training ability of the ANN model, while too many of them can bring over-fitting or preservation of the training data set. Several rules of thumb exist to select the number of hidden nodes in an ANN model. Kolomogorov's rule clarifies that double the number of input variables plus one hidden nodes are adequate to calcu-late any optional continuous function [7] . ANNs are generally regarded as optimization tools in various research fields. However, in this study, ANNs have used for mod-eling of the responses.
The mbackprop program is written in Matlab logical programming software. It performs the back propagation algorithm [16] . Levenberg-Marquardt (LM) is one of the most famous algorithms for non-linear minimum mean squares problems. Because of the properties of fast convergence, stability, and sim-ple but robust features, this method has been used in many modeling problems [17] . LM is indeed a composition of two minimization methods: the gradient descent method and the Gauss-Newton method. When the present solution is far from the accurate one, the algorithm acts like a severe descent method: slow, but warranted to converge; in contrary, when near the right solution, it becomes a Gauss-Newton method, approaching the error of the network with a second -order statement.
Bayesian regularized artificial neural network (BRANN) is a mathematical method that turns a nonlinear regression into a statistical problem in the way of a ridge regression [18] . Application of Bayesian training algorithm to neural networks eventuates in a flexible and potent nonlinear modeling framework that can be used for regression, prediction and classification [11] . This formulation allows for a likely treatment of domaindefined knowledge, model selection design, and parameter approximation methods. Gradient descent (GD) is one of the simplest training algorithms in calculation and it is conceptually modeled. ANNs that are trained using GD are referred to as back propagation neural net-works (BPNNs) [19] . In this study, it can be clearly understood that t, GD training is far less precise, efficient and slower convergence rate when com-pared with LM and BR algorithms. On the other hand, BR has a good search accuracy; it approaches the globally optimal solu-tion irrespective of the diverse starting conditions and a good search precision.
Conclusion
▼
The ANN models were employed to predict the characterization of insulin nanoparticles by using quaternized chitosan. The feed forward back propagation with 3 inputs and 4 outputs was developed using Matlab logical programming to evaluate the eff ect of independent variables on responses. Several model formulations were applied for training the ANN models, and the generalization and predictability of the models were investigated. In the present study, 3 algorithms for ANN training includ-ing Levenberg-Marquardt, Bayesian-Regularization, and Gradient Descent were used and demonstrated that the predictive ability of each training algorithm is in the order of: BR > LM > GD. In summary, successfull optimization was achieved by BR training function with five hidden layers and 30 neurons. The transfer function of the hidden layer and the output layer were logsig and purlin, respectively. The MSE of training this model was − 0.0116. Finally, the results of this research illustrate that ANN was a use-ful tool for modeling and predicting a nanoparticulate oral insu-lin delivery system.
