Conventional shallow water theory successfully reproduces many key features of the Jovian atmosphere: a mixture of coherent vortices and stable, large-scale, zonal jets whose amplitude decreases with distance from the equator. However, both freely decaying and forced-dissipative simulations of the shallow water equations in Jovian parameter regimes invariably yield retrograde equatorial jets, while Jupiter itself has a strong prograde equatorial jet. Simulations by Scott and Polvani [Geophys. Res. Lett. 35, L24202] have produced prograde equatorial jets through the addition of a model for radiative relaxation in the shallow water height equation. However, their model does not conserve mass or momentum in the active layer, and produces mid-latitude jets much weaker than the equatorial jet. We present the thermal shallow water equations as an alternative model for Jovian atmospheres. These equations permit horizontal variations in the thermodynamic properties of the fluid within the active layer. We incorporate a radiative relaxation term in the separate temperature equation, leaving the mass and momentum conservation equations untouched. Simulations of this model in the Jovian regime yield a strong prograde equatorial jet, and larger amplitude mid-latitude jets than the Scott and Polvani model. For both models, the slope of the non-zonal energy spectra is consistent with the classic Kolmogorov scaling, and the slope of the zonal energy spectra is consistent with the much steeper spectrum observed for Jupiter. We also perform simulations of the thermal shallow water equations for Neptunian parameter values, with a radiative relaxation time scale calculated for the same 25 millibar pressure level we used for Jupiter. These Neptunian simulations reproduce the broad, retrograde equatorial jet and prograde mid-latitude jets seen in observations. The much longer radiative time scale for the colder planet Neptune explains the transition from a prograde to a retrograde equatorial jet, while the broader jets are due to the deformation radius being a larger fraction of the planetary radius.
I. INTRODUCTION
Large-scale zonal (east-west) jets are observed in a wide range of geophysical and planetary flows, most impressively in the atmospheres of the gas giant planets: Jupiter, Saturn, Uranus, and Neptune. In recent years, evidence has been put forward that zonal jets also exist in the Earth's oceans.
1,2 Vasavada and Showman 3 recently reviewed the current state of observational data, theory, experiments and simulations related to Jupiter's atmosphere. Almost all data comes from remote observations, which reveal a highly turbulent cloud deck containing long-lived coherent vortices, such as the Great Red Spot, which are transported around the planet by an alternating pattern of around 30 zonal jets. Figure 1 (a) shows Jupiter's mean zonal wind profile, as derived from feature tracking in images taken by the Voyager 2 and Cassini missions. 4, 5 The similarity of these two profiles, taken from missions over 20 years apart, demonstrates the remarkable stability of Jupiter's zonal winds, and the presence of a broad, prograde equatorial jet. Figure 1(b) shows the corresponding zonal wind profile for Neptune taken from Hubble Space Telescope observations. 6 Our only data from below the Jovian cloud deck come from the descent by the Galileo probe at 6.4
• North, within the equatorial jet. The (prograde) zonal wind speed increases from around 90 m s −1 at 0.7 bars to around 170 m s −1 at 4 bars, then remains roughly uniform to the last received data at a depth of 22 bars. 7 This pressure corresponds to a depth of 150 km, a tiny fraction of Jupiter's radius (see Table I ). It remains a matter of conjecture whether the surface winds and jets are confined to a shallow weather layer, or extend deep into the interior. The deep interior is almost certainly convecting, since Jupiter radiates substantial internal energy, 3, 8, 9 but the Galileo probe data suggest at least some stable stratification down to a depth of 22 bars. 10 Observations of waves propagating away from the impact points of Shoemaker-Levy comet debris provide further evidence of stable stratification in the visible uppermost atmosphere. 11, 12 A transition like that between the terrestrial troposphere and stratosphere may be linked to latent heat released by condensation of water vapor. 8, 13 Some support for the shallow layer hypothesis is provided by fully three-dimensional simulations using general circulation models (GCMs) adapted for Jovian parameter regimes. Simulations in spherical annuli occupying the top 10%, or even 6%, of the planet by radius yield plausible results, while simulations in annuli with larger radial extents produce jets that are too closely spaced.
14,15
The rotating shallow water equations are widely used in geophysical and planetary fluid dynamics as conceptual models for rotating stratified fluids. Following the pioneering non-divergent barotropic model of Williams Jovian data are from Voyager 2 (solid line) 4 and Cassini (dashed line). 5 The Voyager 2 data are restricted to mid and low latitudes. Neptunian data points are from the Hubble Space Telescope. 6 The solid line is an empirical fit to Voyager 2 data. 16 have been many shallow water studies of the Jovian atmosphere. 9, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] Applications of shallow water theory to the gas giant planets are typically motivated by the two-layer model depicted in Fig. 2 , in which a thin weather layer overlies a denser and much deeper layer. In the limit of an infinitely deep and quiescent lower layer, the two-layer system reduces to the shallow water equations for the upper layer, as in (1) below, but with the true gravity g replaced by a reduced gravity g ′ . This is known as a 1 1 2 -layer, equivalent barotropic, or reduced gravity model.
18,26,29,30
Cho and Polvani 22, 23 performed freely decaying simulations of the shallow water equations on a smooth sphere:
where h is the height of the active layer, u is its depth-averaged horizontal velocity, ∇ = (∂ x , ∂ y ) T is the horizontal gradient operator, andẑ is a unit vector in the local vertical direction. The traditional Coriolis parameter is f = 2Ω sin ϕ at latitude ϕ on a planet rotating with angular velocity Ω. We will refer to these equations as the "standard" shallow water equations, to distinguish them from the other models we introduce below.
Initialized with a random turbulent flow, these freely decaying simulations captured many qualitative features of the gas giant atmospheres. 22, 23 In particular, zonal jets inevitably appear as the turbulent inverse cascade to larger scales is arrested at the Rhines scale through coupling to Rossby waves. 3, 30, 31 However, simulations with Jovian parameters produced 10-15 jets instead of the observed 30 jets. These simulations, and subsequent forced-dissipative simulations, invariably produced retrograde jets at the equator when run with Jovian parameter values. [22] [23] [24] [25] [26] [27] [28] Prograde equatorial jets have been found in forced-dissipative simulations with much larger deformation radii, L D ≳ a, the planetary radius, with a trend towards retrograde jets as L D decreases. 27 Prograde jets were also found in ensemble studies of freely decaying turbulence at larger Rossby numbers run for relatively short times of up to 119 rotation periods, although the simulations showed a trend towards more retrograde jets after longer times. 32 
Scott and Polvani
27,28 introduced dissipation into the shallow water height equation to produce the model
where F is a narrow-band isotropic random forcing of the kind described in Sec. III D. The right hand side of (2a) relaxes h towards a mean layer depth h 0 with time scale τ rad . This relaxation is intended to model heating or cooling by radiation, following earlier models of the terrestrial stratosphere. [33] [34] [35] Simulations with τ rad = (a/L D ) 2 π/(2Ω) produced prograde equatorial jets for several different ratios of the deformation radius
If we consider the two-layer model in Fig. 2 , the right hand side of (2a) arises from imagining that radiative heating or cooling causes fluid parcels to cross the interface between the upper weather layer and the deep quiescent layer below. Setting aside the question of how well this picture describes the Jovian atmosphere, there is some uncertainty over how the mass exchange across the interface should contribute to the momentum equation. The radiative term in the Scott and Polvani 27,28 model does not conserve momentum, because (2a) and (2b) together imply
in the absence of forcing. Shell and Held 35 considered the slightly different model
A stably stratified two-layer system with density ρ(x, t) < ρ0 in the upper layer. The equivalent barotropic approximation allows the lower layer to be treated as quiescent when h ≪ H, |U| ≪ |u|, and ρ0 − ρ(x, t) ≪ ρ0. The standard shallow water equations take ρ to be constant in the upper layer.
where H(h − h 0 ) is the Heaviside step function. The asymmetry arises from the expectation that when h > h 0 fluid parcels leave the active layer without changing the mean velocity of that layer. Conversely, when h < h 0 , fluid from the quiescent lower layer enters and mixes with the active layer while conserving total momentum, thus lowering the mean velocity of the active layer.
These difficulties originate from the fixed relation between the layer depth h and the pressure (1/2)g ′ h 2 in the standard shallow water equations. In reality, a warmer column of gas should exert a larger pressure than a cooler column with the same mass. Radiative cooling should affect the difference in temperature, but not the mass. The thermal shallow water equations extend the standard shallow water theory by permitting horizontal variations in the thermodynamic properties of the fluid within each layer. They were introduced by Lavoie 36 to describe atmospheric mixed layers over frozen lakes, and later adopted for tropical and coastal oceans, and the upper ocean mixed layer, [37] [38] [39] [40] [41] while their theoretical properties were developed by Ripa.
42-44 Thermal shallow water theory has close connections with shallow water models of moist convection, 45, 46 and with shallow water magnetohydrodynamics. 47, 48 In this paper we present the thermal shallow water equations as an alternative model for Jovian atmospheres, exploiting the analogy between Jovian cloud decks and the upper ocean mixed layer.
II. THERMAL SHALLOW WATER EQUATIONS
Shallow water theory describes one or more layers of inviscid fluid. The horizontal velocity within each layer is taken to be depth-independent, so the fluid moves in columns. Shallow water theory may be derived from the threedimensional Euler equations for a Boussinesq fluid by posing asymptotic expansions of the velocity and pressure in a small ratio between vertical and horizontal length scales, followed by depth-averaging across each layer.
29,30
Shallow water theory typically arises in a Jovian context under the equivalent barotropic or 1 1 2 -layer approximation. 18, 26, 29, 30 The scenario sketched in Fig. 2 contains two distinct layers of unequal depths separated by a sharp density contrast. The upper layer may be identified with the weather layer, or cloud deck, which extends upwards to negligibly low pressures. The interface between the two layers may be plausibly related to a change in stratification due to a localised release of latent heat from water vapor condensing at the 5 to 10 bar pressure level. 3, 8 The deeper atmosphere may be convective, and thus largely unstratified, 49, 50 but some density contrast must exist to support the internal gravity waves observed propagating outwards from the impact points of Shoemaker-Levy comet debris. 11, 12 The equivalent barotropic approximation gives a closed set of shallow water equations for the upper layer alone when the lower layer is much deeper and relatively quiescent. The effect of the lower layer is to replace the actual gravitational acceleration g by the reduced gravity g ′ = g∆ρ/ρ 0 , where ∆ρ is the density contrast between the two layers.
Standard shallow water theory assumes a fixed density contrast ∆ρ. It may be extended by relaxing the homogeneity assumption for the upper layer, which is then characterised by a spatially varying density contrast ∆ρ = ρ 0 − ρ(x, t) from the lower layer with constant density ρ 0 . Indeed, horizontal variations in the 5 to 10K temperature contrast mentioned above have been invoked to justify a vertical shear between the observed cloud layer and a convective interior through the thermal-wind relation.
51, 52 We introduce Θ = g∆ρ/ρ 0 to represent this density contrast, using a different symbol to emphasise that Θ is a function of x and t. The equivalent barotropic approximation then leads to the thermal shallow water equations:
The momentum equation (5c) reduces to the standard shallow water momentum equation for a homogeneous layer when Θ is constant. We have added a Newtonian cooling term − (Θh/h 0 − Θ 0 ) /τ rad on the right hand side of (5b). This represents radiative relaxation towards a temperature Θ 0 h 0 /h with time scale τ rad . The h-dependence represents the idea that columns that extend higher are able to radiate more effectively. In this respect, one should think of the upper layer extending upwards indefinitely with an exponentially decaying density, rather than terminating at a sharp upper boundary as in the terrestrial oceanic context more applicable to Fig. 2 .
Our thermal shallow water model conserves both mass and momentum within the active layer,
because we include the radiative relaxation term in a separate temperature equation, not in the continuity equation. The Coriolis force may be incorporated into the time derivative and divergence terms by introducing a vector potential for the Coriolis parameter, as described in Sec. VI. The thermal shallow water equations imply the evolution equation
for the standard shallow water potential vorticity q = (f + v x − u y )/h. The potential vorticity is not materially conserved following individual fluid elements, as it is under the standard shallow water equations, but instead the total potential vorticity inside each closed Θ-contour is conserved. 48 The source term on the right hand side of (7) is the depth average of the baroclinic torque in a continuously stratified fluid, 44, 53 and the conservation of potential vorticity inside closed isotherms is analogous with the potential vorticity impermeability property of isentropic surfaces in three dimensions. 30 We presented two derivations of the thermal shallow water equations in Ref. 53 . The first derivation rescales the three-dimensional Boussinesq equations for the upper layer in Fig. 2 with a small aspect ratio between vertical and horizontal length scales, followed by depth-averaging and the application of the equivalent barotropic approximation. The second derivation projects the three-dimensional Lagrangian for a Boussinesq fluid onto columnar fluid motions, 54 and then applies Hamilton's principle. There is a close parallel between the thermal shallow water equations and shallow water models of moist convection, 45 ,46 with Young's depth-averaged description of the upper oceanic mixed layer, 55 and with the shallow water magnetohydrodynamic equations. 47, 48 Horizontal gradients in Θ create depthdependent horizontal gradients of the hydrostatic pressure, which are absent in standard shallow water theory. The assumption that the fluid continues to move in columns thus requires vertical mixing of horizontal momentum, as included explicitly in Young's model of the oceanic mixed layer, 55 and as provided by the convection associated with cloud decks in terrestrial and Jovian atmospheres. 8, 29, 56, 57 These shallow models require just a few parameters: the planetary radius a, rotation period T = 2π/Ω, gravity wave speed √ Θ 0 h 0 , and the radiative relaxation rate. The first two are easily determined from observations, and we have a good knowledge of the internal gravity wave speed on Jupiter from observing waves propagating outwards from the impacts of Shoemaker-Levy comet debris. 11, 12 These and other data from Refs. 9 and 13 are given in Table I . We use the radiative relaxation time scale formula from Houghton
where T and p are the gas temperature and pressure respectively, σ = 5.670 × 10
is the StefanBoltzmann constant, and c p = 1.26 × 10 4 J kg −1 K −1 is the specific heat for a hydrogen atmosphere in the Jovian temperature range. 15 
Liu and Schneider
15 compared three-dimensional general circulation model (GCM) simulations with observations at the 25 millibar pressure level for Neptune. We used this pressure level to calculate radiative relaxation time scales for both Jupiter and Neptune. For Jupiter, we consider a cloud layer that extends downwards on the order of 100 km from the 25 millibar pressure level, as suggested by observations of moist convection. 56 The latent heat released by condensation of water vapor suggests a temperature contrast of around ∆T = 10K, giving a reduced gravity
This requires a layer depth h 0 ≈ 200 km to match the observed internal wave speed. At the 25 millibar level, T ≈ 120 K for Jupiter, 58 giving a radiative relaxation time scale of 429 hours, or 43 Jovian days. Neptune has a much lower temperature at the 25 millibar level, T ≈ 60 K, 13 which gives a slightly lower specific heat capacity c p = 1.12 × 10 4 J kg
, and has a lower gravity, g = 11.2 m s −2 .
15 Together these differences give a much longer radiative time scale of 7088 hours, or 396 Neptunian days. These and other parameter values for Jupiter and Neptune are summarised in Table I . We non-dimensionalize our various shallow water models using the deformation radius L D = √ Θ 0 h 0 /(2Ω) and the planetary rotation period T = 2π/Ω as length and time scales. We scale h and Θ with their equilibrium values h 0 and Θ 0 , and take g ′ = Θ 0 for the non-thermal models. The dimensionless height-damped shallow water model is then defined by
We have a fixed nominal Rossby number Ro = 1/(4π) due to our velocity scale being
The true Rossby numbers calculated from the root-mean-square (RMS) velocities in our simulations will be within 20% of this value, as described below.
No Burger number appears because we have scaled horizontal lengths with the deformation radius L D . The dimensionless radiative relaxation rate is λ. We have added a forcing F, as described below, and a linear drag with rate α to dissipate energy at the largest scales. These scales would otherwise grow secularly due to the slow leakage of energy past the Rhines scale in the inverse cascade, and would thus prevent a Jovian-like banded structure from persisting as a statistical steady state.
3
The standard shallow water model sets λ = 0. A variant that conserves momentum during radiative relaxation may be written as
where we have omitted the Heaviside step function from the Shell and Held model. 35 We call this model the momentumconserving model, and collectively call (9) and (10) the two height-damped models. The dimensionless thermal shallow water model is
We later call this the thermal model for brevity. The control parameters are thus the domain size, in units of deformation radii, the radiative damping rate λ, the frictional damping rate α, and the properties of the forcing F.
Values of these parameters for Jupiter and Neptune are given in Table II .
B. Square planet domain
The self-organisation of geostrophic turbulence into zonal jets takes place over many eddy turnover times. Cho and Polvani 22 showed that some early simulations 17,59,60 of non-divergent flows were not integrated for long enough to reach statistically steady states. We simulated all four models using graphical processing units (GPUs) that offer high memory bandwidth and floating point performance for many scientific algorithms, with performance characteristics resembling the vector machines widely used to simulate atmospheric flows in the 1990s. However, spherical harmonic transform implementations for GPUs are only beginning to appear, and their performance remains comparable with conventional microprocessors.
61
Instead, we solve our equations in the doubly-periodic Cartesian domain sketched in Fig. 3 , which we refer to as the square planet domain. The horizontal x coordinate denotes longitude, while the vertical y axis denotes latitude. We take our dimensionless Coriolis parameter to be the periodic function f (y) = cos(2πy/y max ), where y max is the dimensionless side length of our domain. Starting from the north pole at the top of the domain, and decreasing y, we reach the equator a quarter of the way down, and the south pole half way down. We then continue to reach the equator again, before returning to the north pole, now at the bottom of the domain. In other words, we imagine following a meridian (constant longitude line) from the north pole to the equator to the south pole, and then following a second meridian with longitude offset by 180
• back across the equator to the north pole. This domain lets us use 3 . Schematic of the domain in which we solve our equations. The x axis denotes the full range of longitude, and the y axis denotes latitude (where starting at the top of the y axis and moving down we have the north pole, then the equator, then the south pole, then back to the equator, and finally back to the north pole). Each half of the domain denotes a full copy of the planet. For clarity, we plot our simulation results for only the top planet (planet 1).
Fourier spectral methods based on the GPU fast Fourier transform implementation. The poles do not consist of a single point in this domain, but each is a line in longitude (although the north pole horizontal lines at the bottom and top of the square planet domain will be the same due to the periodic boundary condition). Our results in Sec. IV are in good qualitative agreement with spherical simulations, 22, 23, 27, 28 and our zonal energy spectra E(k y ) are consistent with observations of Jupiter (see Sec. V) although we expect some distortion at high latitudes. Each half of the domain corresponds to a complete planet, so we plot our simulation results for only the upper planet (planet 1 in Fig. 3 ).
C. Numerical method
The four dimensionless models were discretized in space using a grid of 1024 × 1024 Fourier collocation points, with the nonlinear terms being computed pseudo-spectrally. We integrated the resulting large system of ordinary differential equations using the standard fourth-order Runge-Kutta scheme, with a time step determined dynamically from the Courant-Friedrichs-Lewy condition √ 2k max c max ∆t < 2.4, a slightly reduced threshold, with k max = 1024π/y max the maximum resolved horizontal wavenumber for our domain. The dimensionless maximum wave speed is c max = max( √ Θh/Ro + |u|) for the thermal shallow water equations, and c max = max( √ h/Ro + |u|) for the other three models. The maxima are taken over all grid points in the domain. To prevent the build-up of enstrophy at the highest resolved wavenumbers, we used the tensor product form of the one-dimensional Hou-Li spectral filter that multiplies the Fourier coefficient with wave
} after each Runge-Kutta timestep. 62 The energy spectra shown in Sec. V confirm that this filter provides sufficient dissipation at the finest resolved scales without the parameter adjustment required by more conventional hyperviscous dissipation.
D. Forcing
We took h = 1 and u = v = 0 as initial conditions for all four models, and Θ = 1 for the thermal model. We drove the turbulence by applying a divergence-free isotropic random forcing to u. We forced inside a narrow annulus of wavenumbers |k| ∈ [k c − 2, k c + 2] centered around a wavenumber k c . These wavenumbers are counted from the longest sinusoidal mode in the domain being wavenumber 1. We forced each mode with amplitude ϵ f using random phases that are δ-correlated (white) in time. This type of forcing corresponds to the zero-correlation-time limit of the forcing introduced by Lilly. 63 It has been widely used in numerical studies of zonal jet formation, 27,64-66 and may be interpreted as a model for small-scale three-dimensional convection. Three-dimensional geostrophic turbulence theory suggests an injection of energy into the lowest vertical mode at horizontal lengthscales comparable to the deformation radius. 67 We followed Scott and Polvani 27, 28 in taking k c = 42 for our Jovian simulations in Sec. IV. Setting k c = k max /4 leaves sufficiently many larger wavenumbers for a forward enstrophy cascade, 68 and gives k c = 42 for the T170 spherical harmonic truncation used in their lower resolution simulations. 27 This value for k c is consistent with analyses of energy spectra reconstructed from Cassini observations of Jupiter that suggest that the break in the spectral slope indicative of the forcing scale lies at wavenumbers somewhat below 100.
69
There is no analytical theory for the energetics of forcing combined with radiative cooling, as there is for Rayleigh 27 Instead, we adjusted the forcing amplitude ϵ f at each time step so that the kinetic energy roughly followed the prescribed profile E(t) = E ∞ tanh(t/t ramp ) with t ramp = 1000 planetary days. If the kinetic energy exceeded E(t) at the start of the time step, we decreased the forcing strength ϵ f by a factor of exp(−∆t/t adj ). If instead the kinetic energy was less than E(t), we increased ϵ f by a factor of exp(∆t/t adj ). We took t adj = 50 planetary days in all cases. Setting E ∞ = 2 × 10 4 , or about 0.37 per unit area, gives zonal jet speeds comparable to those shown in Fig. 1(a) This method of forcing enables us to draw fair comparisons between solutions of the four models, each with the same kinetic energy. In controlling the kinetic energy rather than the total energy, we follow the "thermostatting" approach widely used to control the kinetic energy in molecular dynamics simulations. 70 If we used a constant forcing strength throughout, it would be very difficult to determine values of ϵ f to give comparable kinetic energies in the four different models. We also used the calculated average of the forcing strength from a self-adjusting simulation that had reached a statistical steady state to provide a value of ϵ f for a second run with constant forcing amplitude. The two solutions were very similar.
We used the MT19937 variant of the Mersenne Twister algorithm 71 to generate uniformly distributed random phases. We present detailed simulation results for one particular value of the seed, but simulations with a different initial seed gave very similar results, as quantified by the error indicators on the diagnostics in Table III , as did simulations with the Mersenne Twister replaced by the ACORN random number generator. 72 In both cases we executed the generator on the host microprocessor, and copied the resulting sequence of random numbers to the GPU. A simple linear congruential generator running directly on the GPU produced noticeably different results from these two much more sophisticated generators.
E. Performance
The fast Fourier transforms accounted for 66% of the computational time in our GPU code, which performed about 22 timesteps per second at 1024 × 1024 resolution. Most of the rest of the time was taken up with computing the nonlinear terms. Each calculation of the four time derivatives of h, u, v, Θ required sixteen fast Fourier transformations of single fields. These together took 7.4 milliseconds on an Nvidia K20c GPU, and 38 milliseconds using FFTW 3.2.2 with 8 threads (the optimal number) across two Intel E5-2640 CPUs. This is a factor of five speed-up. Even assuming the rest of the CPU code took no time, our GPU code would be 3.5 times faster. This is consistent with our GPU code being about 24 times faster than our original single-threaded CPU code. Figure 4 shows the instantaneous relative vorticity ω =ẑ·∇×u after 2×10
IV. JOVIAN SIMULATIONS
4 Jovian days for the four different shallow water models. Figure 5 shows the corresponding zonal velocity and temperature fields for the thermal shallow water model. We show only the top half of the domain, planet 1 in Fig. 3 , for ease of interpretation. All four simulations show a mixture of vortices and zonally elongated structures. The temperature fluctuations in the northern hemisphere of Fig. 5(a) have a correlation coefficient of 0.29 with respect to the relative vorticity shown in Fig. 4(d) . Cyclonic regions are thus typically warmer than anticyclonic regions, in agreement with Jovian observations. The standard shallow water model shows a strong retrograde equatorial jet, as found in previous simulations using Jovian parameters, 3, [22] [23] [24] [25] [26] [27] [28] while the other three models show strong prograde equatorial jets. The two height-damped models produce only very weak jets away from the equator. The thermal model shows stronger jets at around 40
• either side of the equator, while the standard shallow water model shows two pairs of even stronger jets of roughly equal magnitudes at 20
• and 45
• either side of the equator. We quantify this difference by calculating the kurtosis, or flatness, of the pointwise zonal velocity field,
where ⟨·⟩ denotes an average over the entire simulation domain (planets 1 and 2). Figure 7 (a) shows that the kurtosis begins near three, as for a Gaussian random variable, in each simulation. It increases due to the formation of coherent structures (such as zonal jets), and finally levels off as the flow reaches a statistical steady state. The two heightdamped models produce zonal velocity fields with a kurtosis that is roughly twice as large as for the other two models. While the kurtosis also includes contributions from vortices and filaments, these much larger kurtosis values primarily reflect the dominance of the equatorial jets in the two height-damped models. Although subject to more statistical The two height-damped models produce remarkably similar results, in the relative vorticity fields shown in Fig. 4(b,c) , the mean zonal velocities shown in Fig. 6(b,c) , and in the statistics shown in Table III . This similarity arises because the difference between the two models reduces to an O(Ro 2 ) correction to geostrophic balance in the f -plane quasi-geostrophic scaling (see the Appendix). The quasi-geostrophic limits of both models are thus identical, and their common potential vorticity evolution equation contains a hypoviscous dissipation proportional to ψ. 27 The coefficient of this dissipation is proportional to f 2 , so it becomes ineffective at low latitudes. This may explain why these models produce a strong equatorial jet, with comparatively little activity at mid and high latitudes compared with the standard or thermal shallow water models. Radiative damping of the height equation thus reproduces a feature of the Rayleigh friction confined to latitudes outside 16
• from the equator in three-dimensional simulations by Schneider and Liu. 15, 73 This friction models the magnetohydrodynamic drag experienced by Taylor columns that extend into the electrically conducting inner region at depths below 96% of Jupiter's radius, corresponding to pressures above 10 5 bar. Taylor columns near the equator cross into the other hemisphere without penetrating the deep interior, and so experience no drag in this model. Table III shows a number of averaged diagnostic quantities computed from the simulations, with ⟨⟨·⟩⟩ denoting the time-average of a quantity over the period between 2 × 10 4 and 2.18 × 10 4 Jovian days. For example, ⟨⟨K u ⟩⟩ is the time-average of the kurtosis of the zonal velocity, the quantity whose time series is shown in Fig. 7(a) . We ran two sets of simulations with different initial random seeds, and we present the mean and half differences to give an indication of the repeatability of the different diagnostics.
All four models produce jet speeds comparable to the Jovian observations shown in Fig. 1(a) . The forcing strengths for the four simulations were adjusted by the algorithm described in Sec. III D to give the same statistically steady kinetic energy 0.37 (L D /T ) 2 per unit area. Figure 7 (b) shows the fraction of the kinetic energy in the zonally-averaged flow, as given by whereh andū are the zonal means of h and u. The corresponding averages ⟨⟨ξ⟩⟩ are shown in Table III . The zonal mean flow accounts for roughly half the kinetic energy in the three radiatively damped models, and a slightly larger fraction ⟨⟨ξ⟩⟩ = 0.58 in the standard shallow water model. All four models produce zonal velocities in the Jovian parameter regime when forced with an amplitude determined by the same desired total kinetic energy. Another such diagnostic is the average forcing amplitude ⟨⟨ϵ f ⟩⟩, which shows that the three simulations with some form of radiative damping required a forcing amplitude roughly twice as large as that for the standard shallow water model. Figure 8(a) shows histograms of the relative vorticity in the northern hemisphere of planet 1 after 2×10 4 Jovian days for the four shallow water models. These histograms approximate the relative vorticity probability density functions ) shows the evolution of the kurtosis of the dimensionless relative vorticity. The four curves in each plot appear in the same top to bottom order as in the legend for that plot that would arise from an ensemble of simulations with different random seeds. Any breaks in the histograms are due to particular bins having no entries. The tails of the histogram for the thermal shallow water model extend further out than for the other models, demonstrating that this model attains more extreme values for the relative vorticity. The peak of the histogram for the thermal shallow water model is correspondingly lower and broader than for the other three models.
We quantified this difference between the thermal model and the other three models by computing the kurtosis of the relative vorticity field 74, 75 
where ⟨·⟩ again denotes an average over the entire simulation domain. The kurtosis of the relative vorticity field is a measure of intermittency, and hence of the formation of coherent structures. A spatially uniform field has a kurtosis of one, whereas a Gaussian random variable has a kurtosis of three. Figure 8(b) shows the evolution of the kurtosis of relative vorticity for all four simulations. The kurtosis for the three non-thermal simulations reaches a statistically steady state by around 1000 Jovian days, and then fluctuates between 3.4 and 3.8. By contrast, the kurtosis for the thermal shallow water model continues to grow for over 10 4 Jovian days, and show subsequent slow oscillations over thousands of days around a mean of about 4.6. This difference from the other models quantifies the broader tails of the approximate probability distribution function for the vorticity field in the thermal shallow water simulation, as shown in Fig. 8(a) . Shallow water theory is distinguished from quasi-geostrophic theory by an asymmetry between cyclonic and anticyclonic relative vorticity. 27, 76 We evaluate this asymmetry for our four different models by plotting the evolution of the mean relative vorticity ⟨ω⟩ N over the orthern hemisphere of planet 1 in Fig. 9(a) . The time-average ⟨⟨ ⟨ω⟩ N ⟩⟩ is shown in Table III . The standard shallow water equations produce a net anticyclonic vorticity, while the other three models all produce a net cyclonic vorticity.
The direction of the equatorial jet is linked to the sign of the mean vorticity in the northern hemisphere.
25,30
Applying Stokes' theorem to the northern hemisphere of planet 1 gives
where the integral on the left is an area integral over the northern hemisphere of planet 1, and the integrals on the right are line integrals around the equator and northern boundary respectively. We have used the periodicity of the domain to cancel the left and right boundary integrals. The last integral would vanish on a sphere, for which the north pole is a point. The last integral is much smaller than the integral around the equator in our simulations sinceū at the northernmost points of the domain is much smaller thanū at the equator (see Fig. 6 ). A northern hemisphere with net anticyclonic vorticity must thus exhibit a negativeū at the equator, and hence a retrograde equatorial jet, while net cyclonic vorticity implies a prograde jet. This consistency relation holds for all four of our models. The cyclone/anticyclone asymmetry also applies to individual coherent structures. 76 Voyager and Cassini images show that 90% of the stable, long-lived, compact oval-shaped spots in Jupiter's atmosphere are anticyclonic.
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Cyclonic vorticity tends to occur in filamentary regions, rather than compact oval-shaped spots. 3, 77, 78 We quantify this asymmetry using the skewness of the relative vorticity field,
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where ⟨·⟩ N denotes the average of the quantity inside the angle brackets over the northern hemisphere of planet 1. Figure 9 (b) shows the evolution of the skewness of the relative vorticity for the four different models. The skewnesses in all four models are close to zero. The skewnesses of the two height-damped models oscillate around zero, while the skewnesses of the standard and thermal models are more robustly negative. The latter two models thus exhibit more intense anticyclones than cyclones, in line with observations. However, the skewness time series show large fractional changes between simulations with different initial random seeds, as quantified in Table III . 9 . Evolution of (a) the mean and (b) the skew of the dimensionless relative vorticity. The colors are the same for both plots, and the four curves appear in the same top to bottom order as in the legend for the left-hand plot. In the right-hand plot, Sω for the two height-damped simulations oscillates around zero, while Sω for the standard and thermal simulations is distinctly negative.
V. ENERGY SPECTRA FOR JOVIAN SIMULATIONS
We now investigate the energy spectra for simulations of our four different shallow water models in the Jovian parameter regime. Following Scott and Polvani, 28 we previously applied narrow-band forcing centred around dimen- sionless wavenumber 42. This leads to realistic plots for the field variables, but the resulting inertial range is too small for us to say anything meaningful about the slope of the energy spectrum. We therefore ran further simulations with the forcing centred around dimensionless wavenumber 100, and the other parameters unchanged.
In the absence of rotation, numerical simulations of forced two-dimensional turbulence typically produce energy spectra that follow the classic Kolmogorov scaling E(k) ∝ k −5/3 in the inertial range, though in two dimensions the inertial range arises from an inverse cascade of energy from the injection scale to larger scales. Analyses of twodimensional spectra reconstructed from Cassini observations of Jupiter are consistent with an inverse cascade beginning at a dimensionless wavenumber somewhat below 100, as identified by the break in the spectral slope marking the boundary between the inverse and forward cascades. 69 Coupling to Rossby waves produces a much steeper slope
when the zonal wavenumber k x is small, and the usual scaling E(k) ∝ k −5/3 elsewhere. 79 The k The kinetic energy density 1 2 h|u| 2 for the shallow water equations is a cubic expression in the field variables h and u. Replacing h by its mean h 0 gives a quadratic approximation whose spectrum may be computed using standard Fourier techniques based on Parseval's theorem. 80, 81 This approximation differs from the true kinetic energy by just over 4% for the thermal shallow water simulations at 2 × 10 4 Jovian days, and by less than 1% for the other three simulations. We believe the higher error in the thermal simulations is due to the presence of an additional force-compensated wave mode in the thermal shallow water equations. 44 Compensating fluctuations in temperature and height in this mode leave the pressure unchanged, so near geostrophic balance imposes a weaker constraint on the height fluctuations in the these equations than in the three non-thermal models. We calculated an average forcing strength ⟨⟨ϵ f ⟩⟩ over the period from 2 × 10 4 and 2.18 × 10 4 Jovian days. We then used the saved simulation output at 2 × 10 4 days to initialise a new simulation. We ran this simulation with a constant forcing amplitude equal to ⟨⟨ϵ f ⟩⟩, and calculated an averaged energy spectrum using data from each time step between 2 × 10 4 and 2.1 × 10 4 Jovian days. Figure 10 shows the non-zonal energy spectra E(k) for the four different shallow water models, where "non-zonal" excludes contributions from k x = 0, calculated over the entire simulation domain. All four plots show a peak around the injection wavenumber L D k = 200π/232 ≈ 2.71. We also show least-squares best fit lines for the inertial ranges, each of which has a slope roughly consistent with the Kolmogorov scaling E(k) ∝ k −5/3 . Figure 11 shows the corresponding zonal energy spectra E z (k) comprising contributions from k x = 0 (so k = k y ) and least-square fits to their inertial ranges. These spectra are much steeper than the Kolmogorov scaling, with slopes ranging between -4.9 and -4.0. However, they are less steep than the theoretical -5 power law described above.
79 This is perhaps due to the presence of significant linear drag in our model, which damps the large-scale energy. Galperin et al. 82 fitted slopes of −4.7 ± 1.3 over a short range of wavenumbers to zonal energy spectra obtained from Voyager observations of Jupiter. The slopes of the zonal energy spectra from all four shallow water models lie within these observational error bars.
The zonal energy spectra shown in Fig. 11 exhibit pronounced zig-zag patterns between odd and even wavenumbers, most noticeably for the two height-damped shallow water models. To explain these features, we consider a zonal flow u(y) with two top-hat equatorial jets, each of width 2w, in otherwise quiescent fluid, as sketched in Fig. 12 . This crudely approximates the zonal flows shown in Fig. 6 . The cosine modes in the Fourier series of u(y) all have vanishing coefficients, because u(y) is an odd function of y. This explains the zig-zag patterns in Fig. 11 , which are due to even modes having significantly smaller coefficients than odd modes.
VI. NEPTUNIAN SIMULATIONS
Cho and Polvani 23 and Scott and Polvani 27 performed simulations of the standard rotating shallow water equations in parameter regimes relevant for Uranus and Neptune. They found velocities that were comparable to those of Uranus and Neptune, and a broad, strong retrograde equatorial jet, as observed on Neptune. 15 In this section we present simulations of our thermal shallow water model for Neptunian parameter values, as given in Tables I and  II Fig. 1(b) , but the corresponding larger Rossby number implies large free-surface deformations that we found led to unstable simulations. The force-compensated mode allows free-surface deformations in a thermal shallow water simulation to be larger than those in an equivalent standard shallow water simulation with the same Rossby number (see Sec. V). We used the same values for t ramp = 1000 planetary days and t adj = 50 planetary days as before.
These simulations revealed another difficulty that we did not encounter in our Jovian simulations. The zonal momentum equation for the thermal shallow water equations, without forcing or drag, may be written in the conservation form ∂ ∂t
where R(y) is the zonal component of the scaled vector potential for the latitude-dependent Coriolis parameter,
The total zonal momentum over the entire simulation domain thus changes only through forcing and drag, but since this domain contains two planets, the integrated zonal momentum over each individual planet may drift. However, the total momentum over planet 1 had changed by less than 2% after 2 × 10 4 days in our Jovian simulations. The drifts are larger in our Neptunian simulations, presumably because they contain much larger coherent structures (compare Fig. 13 to Figs. 4 and 5) that transfer significant zonal momentum when they cross the polar lines dividing the two planets.We counteracted these drifts by adding a drag term
to the right hand side of the zonal momentum equation (11c). The notation ⟨·⟩ 1,2 indicates an average over planet 1 when evaluated at points in planet 1, and an average over planet 2 when evaluated at points in planet 2. This term thus causes the total zonal momentum over each of planets 1 and 2 to relax towards its initial value (recall that we take h = 1 and u = 0 as our initial conditions). We set the relaxation time τ u to be 200 Neptunian days. Figure 13 shows the relative vorticity, temperature, and zonal velocity fields after 10 4 Neptunian days for planet 1 in our simulation domain. The correlation between temperature fluctuations and the relative vorticity in the northern hemisphere is -0.09, much smaller in magnitude and the opposite sign to the correlation in our Jovian simulations. The zonal velocity field is far less zonally coherent than the equivalent field for Jupiter shown in Fig. 5(b) . Figure 14 shows the instantaneous mean zonal windū in units of Neptunian deformation radii per Neptunian day, with dashed lines showing one standard deviation either side of the mean. The strong retrograde equatorial jet, and two mid-latitude prograde jets, are consistent with observations of Neptune. The large deviations from the zonal mean are consistent with the large error bars and substantial deviations between Hubble Space Telescope and Voyager 2 observations shown in Fig. 1(b) , and with the large oscillations in zonal velocities found in more recent Keck Telescope observations. 83 However, the maximum zonal wind speed at the equator is significantly weaker than the observed value. We find speeds of around 2 deformation radii per day, while the observations plotted in Fig. 1 are closer to 8 deformation radii per day. The same discrepancy has arisen in previous three-dimensional general circulation model simulations of Neptune, 15 although previous shallow water simulations were able to obtain realistic velocities. 
VII. CONCLUSIONS
The standard shallow water theory for a single active layer in the equivalent barotropic approximation captures many features of Jovian planetary atmospheres. 3, 18, 19, [22] [23] [24] [25] Forced, dissipative simulations with isotropic random forcing organise themselves into a mixture of alternating zonal jets and long-lived coherent vortices. [26] [27] [28] The approach to a statistically steady state takes many thousands of rotation periods. Some dissipation at large scales, such as Rayleigh friction, appears necessary to dissipate the slow leakage of energy past the Rhines scale that would otherwise cause the jets to break up into large coherent vortices.
3 These shallow water simulations all produce retrograde equatorial jets when run for Jovian parameter values, in contrast to the long-lived prograde jets observed on Jupiter and Saturn. 
Scott and Polvani
27,28 introduced a model for radiative relaxation to equilibrium into the shallow water height equation, following an earlier model for the terrestrial stratosphere. 33, 34 Their simulations produced prograde equatorial jets for Jovian parameters. In this paper we proposed the thermal shallow water equations as an alternative route for introducing radiative relaxation into shallow water theory. These equations extend the standard shallow water theory by treating the reduced gravity as an advected scalar, and so support horizontal variations of thermodynamic properties, such as potential temperature, within the layer.
The addition of radiative cooling to the separate temperature equation leads to a thermal shallow water model for radiative effects in Jovian atmospheres that conserves mass and momentum within the active layer. We performed numerical simulations with four models: our thermal model, the Scott and Polvani model, its momentum-conserving variant, and the standard shallow water model, in a doubly periodic "square planet" geometry that exploits an efficient fast Fourier transform library for graphical processing units (GPUs). We calculated a radiative cooling rate for the 25 millibar pressure level, and imposed a narrow-band isotropic spectral forcing like that employed in many previous simulations. 27, 28, [64] [65] [66] We controlled the amplitude of the forcing to reach a specified kinetic energy in all four simulations.
Simulations with Jovian parameter values for all four models produced a mixture of vortices and robust zonal jets, whose amplitudes decayed with distance from the equator. The three radiatively damped models each produced a zonal flow that accounted for roughly half the total kinetic energy. They each produced prograde equatorial jets, with the associated net cyclonic vorticity in the northern hemisphere. The standard shallow water model produced a retrograde equatorial jet and net anticyclonic vorticity. The standard and thermal simulations robustly demonstrated more intense anticyclones than cyclones, in accordance with Voyager and Cassini images of Jupiter. Cyclonic regions in the thermal simulation were typically warmer than anticyclonic regions, with a correlation coefficient of 0.29 for the northern hemisphere of planet 1, in qualitative agreement with Jovian observations. 3 The standard and thermal shallow water simulations produced substantial jets at mid-latitudes, while the two height-damped shallow water simulations produced a strong equatorial jet with very little activity at other latitudes. This difference was reflected in the kurtosis of the zonal velocity, which was roughly twice as large in the two height-damped models as in the thermal model. Conversely, the thermal model is distinguished by having a larger kurtosis in the relative vorticity than the other three models. All four models produced non-zonal energy spectra slopes that were consistent with the classic Kolmogorov E(k) ∝ k −5/3 scaling in the inertial range. The zonal energy spectra were all much steeper, though less steep than the E z (k) ∝ k −5 predicted by theory. The spectral slopes for all four models lie within the error bars for the slope of the observed zonal energy spectrum for Jupiter. 82 We also performed a thermal shallow water simulation for Neptunian parameter values, recalculating the radiative relaxation time at the same 25 millibar pressure level for this much colder planet. Our simulation then produced a retrograde equatorial jet, and two prograde mid-latitude jets, as seen on Neptune, but we were unable to run a stable simulation with sufficient forcing to match the jet speeds seen on Neptune. This may be because the observed maximum jet speed of eight deformation radii per Neptunian day implies a Rossby number close to unity, and hence large deformations of the free surface that destabilise our thermal shallow water model. However, our Neptunian simulation produces velocities closer to those observed on Uranus, 15 and previous papers have used a single simulation to represent both Uranus and Neptune.
Adapting our simulations to run on GPUs gave a substantial (factors of three to five) performance increase over using two conventional multi-core CPUs with little additional programming effort. However our simulations still each took a week to run for 2 × 10 4 Jovian days at 1024 2 resolution in the Jovian regime, and over two weeks to run in the Neptunian regime. Following the existing global quasi-geostrophic theory for the standard shallow water equations, 85, 86 in future work we will extend our existing local thermal quasi-geostrophic theory 53 to develop a global quasi-geostrophic theory for the thermal shallow water equations. This simpler model will help us identify the mechanism responsible for the reversal of the direction of the equatorial jets under sufficiently rapid radiative cooling.
where L and U are horizontal length and velocity scales respectively, h 0 is the mean layer depth, and g ′ is the reduced gravity. A superscript tilde denotes a dimensionless variable or operator. The momentum-conserving height-damped shallow water equations, corresponding to (4) with the Heaviside function omitted as in (10) 
We have scaled the radiative damping term on the right hand side of (A2a) to balance the time derivative on the left hand side, as in our earlier quasi-geostrophic scaling of the thermal shallow water equations. 53 This scaling preserves ∇ ·ũ = O(Ro), which lets us introduce a geostrophic streamfunction to writeũ =ẑ × ∇ψ. Having chosen this scaling, the only difference between this momentum-conserving model and the rescaled version of the non-momentumconserving Scott and Polvani model 
