Abstract-Most existing query processing algorithms for wireless sensor networks (WSNs) can only deal with discrete values. However, since the monitored environment always changes continuously with time, discrete values cannot describe the environment accurately and, hence, may not satisfy a variety of query requirements, such as the queries of the maximal, minimal, and inflection points. It is, therefore, of great interest to introduce new queries capable of processing time-continuous data. This paper investigates curve query processing for WSNs as curve is an effective way to represent continuous sensed data. Specifically, a sensed curve derivation algorithm to support curve query processing in WSNs is first proposed. Then, the aggregation operation is employed as an example to illustrate curve query processing. The corresponding accurate and approximate aggregation algorithms are devised accordingly. We demonstrate that the energy cost of the approximate aggregation algorithm is optimal, provided that the required precision is satisfied. The theoretical analysis and experimental results indicate that the proposed algorithms can achieve high performance in terms of accuracy and energy efficiency.
I. INTRODUCTION

E
NVIRONMENT monitoring has been one of the most important applications of wireless sensor networks (WSNs). Sensor nodes sense environmental changes of their surrounding locations and send data to the sink over flexible network architectures. Due to the energy constraint, each sensor node only collects discrete data to save sensing and transmission energy; thus, most of the query processing algorithms in WSNs focus on snapshot-based queries. However, users may be interested in the overall trend of the environmental changes. For example, in the application of water quality monitoring, the users may Z. Cai is with the Department of Computer Science, Georgia State University, Atlanta, GA 30302 USA (e-mail: zcai@gsu.edu).
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Digital Object Identifier 10.1109/TVT.2014.2375330 not be satisfied with discrete sensed values collected at some specific time points. They also concern about the variation history of the water quality over a period of time. To show the continuous changes of the monitored environment and answer various users' queries, a novel query form, i.e., curve query, has become indispensable for WSNs. In general, the traditional queries in WSNs are categorized into two groups: snapshot and continuous queries. A snapshot query means that the query is executed at a specific time and all the sensed data sampled at this time are used to answer the query. A continuous query is actually composed of a series of snapshot queries, and one snapshot query is executed at each time point. To process such two kinds of queries in WSNs, a large number of algorithms have been proposed, including the aggregation query processing algorithms [1] - [7] , the topk query processing algorithms [8] - [10] , the skyline query processing algorithms [11] , [12] , etc.
All the aforementioned algorithms have high performance for processing snapshot and continuous queries in WSNs. However, the data considered by them are discrete values, incurring severe drawbacks as shown by the following examples.
Example 1: In the forest environment monitoring application, temperature, humidity, and light intensity always vary continuously with time. Discrete values usually miss much information during monitoring. Therefore, discrete values are far from enough to depict the continuous changes of the monitored environment accurately.
Example 2: In the hydrologic monitoring systems, critical points, including the maximal, minimal, and infection points, of the average precipitation during a period of time are very important for users to make decisions. However, the discrete points are not meaningful for such queries since their first and second derivatives are not continuous with time.
Example 3: In the digital ocean systems, the users often want to obtain a visualized physical world that continuously varies with time. Discrete values cannot satisfy such an advanced query requirement as they themselves are not continuous either.
Example 4: In the water pollution monitoring systems, the users expect the monotonicity and convexity of the contaminant concentration at any given time to take actions. Discrete values again are meaningless for such queries since they may not have the first and second derivatives at the required time. In this paper, we first define sensed curve in WSNs. Second, we propose a sensed curve derivation algorithm to acquire sensed curve from the monitored physical world. Based on this algorithm, we take aggregation as an example operation to discuss how to process curve queries and propose an accurate sensed curve aggregation algorithm and an approximate sensed curve aggregation algorithm. The main contributions of this paper are summarized as follows.
1) This paper formally defines sensed curve. The algorithm for deriving sensed curve is proposed, and the correctness and optimality of the algorithm are proved. 2) An accurate sensed curve aggregation algorithm is proposed, and the complexity of the algorithm is provided. 3) Another approximate sensed curve aggregation algorithm is presented. For any given user-specified error bound, we prove that the energy consumption of this algorithm is the smallest. 4) The extensive experiment and simulation results demonstrate that all the proposed algorithms have high performance in terms of accuracy and energy efficiency. The organization of this paper is as follows. Section II presents the problem definition. Section III introduces the sensed curve derivation algorithm. Section IV proposes the accurate sensed curve aggregation algorithm. Section V discusses the approximate sensed curve aggregation algorithm. The experiment and simulation results are shown in Section VI. Section VII is devoted to the related works. Finally, Section VIII concludes the paper.
II. PROBLEM DEFINITION
We assume that there exist N sensor nodes in a WSN, where V = {1, 2, . . . , N} denotes the set of sensor nodes. Let [T s , T f ] be a sampling interval, and s i,t be the sensed value sampled by sensor node i(1 ≤ i ≤ N ) at time t. f i (in Hertz) denotes the sampling frequency of i in [T s , T f ], i.e., 1/f i , is the sampling cycle of i, and i samples the sensed values at time T s ,
The sampling frequency of each sensor node can be determined adaptively according to the changing situation of the monitored physical world [13] , [14] so that the sampling frequencies of different sensor nodes may not be the same.
To process curve queries in a WSN, each sensor node first needs to derive a sensed curve using the sensed values that it samples from the physical world. Let s i (t) denote the obtained sensed curve of node i( 
where s i (1) (t) and s i (2) (t) are the first and second derivatives of s i (t). Meanwhile, f (t − ) = lim Δt→0 f (t − Δt) and f (t + ) = lim Δt→0 f (t + Δt) for any function f .
For each sensor node i(1 ≤ i ≤ N ), the problem of deriving a sensed curve can be defined as follows.
Input:
2) sampling frequency of sensor node i: f i .
Output: s i (t), which satisfies Definition 1. The curve query processing problem can be formalized as follows when a specific query operation is given and the sensed curves are obtained.
There exist various queries in WSNs. Due to the space limitation, we focus on the aggregation query in this paper since it is one of the most universal and important queries in WSNs. For example,
In the following, we provide the algorithms for deriving and aggregating sensed curves, respectively. For clarity, the symbol meanings are summarized in Table II in the Supplementary File.
III. SENSED CURVE DERIVATION ALGORITHM
A. Algorithm Description
Since the first and second derivatives of a sensed curve are required to be continuous with time, it is better to choose the cubic spline function to describe a sensed curve due to the smallest computation cost and the optimality. In this paper, we adopt the cubic spine interpolation to derive a sensed curve.
Suppose that f max denotes the maximum sampling frequency that a sensor node can achieve, and Δt = 1/f max . To obtain s i (t), node i also needs to sample s i,T s +Δt and s i,T f +Δt , in addition to
, and s i (t) is a cubic polynomial function of t in each segment. Specifically,
can be derived by the following:
and q 0 , q 1 , . . . , q n i satisfy the following:
Since the maximum sampling frequency that a sensor node achieves can be very high, e.g., the maximum sampling frequency of a TelosB mote is more than 1 kHz [15], Δt can be extremely small; thus, Based on (1), the sensed curve derivation algorithm is given in Algorithm 1, and the computation complexity of Algorithm
B. Correctness of the Sensed Curve Derivation Algorithm
The correctness of Algorithm 1 is guaranteed by Theorems 1 and 2. Theorem 1: s i (t) returned by Algorithm 1 satisfies the two conditions in Definition 1.
The proof of Theorem 1 is contained by the Supplementary File due to the limitation of the space.
Theorem 2: There exists only one cubic spline interpolation polynomial that satisfies Definition 1, and its first derivatives at T s and T f equals to
To prove the correctness of Theorem 2, Lemma 1 needs to be proved, which is presented as follows. Both of their proofs are also included in the Supplementary File.
Lemma 1: Let A n be an n × n matrix that satisfies
Thus, |A n | > 0 for any n > 1.
C. Optimality of the Sensed Curve Derivation Algorithm
Let W i (t) denote the real physical world curve in range [T s , T f ] at l i , where l i is the location of sensor node i. Therefore, we can assume that s i
since Δt in Algorithm 1 can be extremely small, as mentioned in Section III-A. Then, the following theorem guarantees that s i (t) is the best-fit cubic function approximate to
, which explains why we adopt the cubic spline interpolation method for deriving a sensed curve.
Theorem 3:
is the L 2 norm of func-
Based on the method of integration by parts, we also have
According to the given analysis, we have
and
where c j is a constant, and 0 ≤ j ≤ n i − 1. Therefore, based on (4), we have
By combining this with (3), we have
Meanwhile, the difference between W i (t) and s i (t) is determined by f i . In [13] , we proved that
. Therefore, for a fixed sampling frequency f i , it is easy to prove that 
Since the computation cost of Algorithm 1 is also determined by f i , the given results can be used to determine the optimal sampling frequency according to the variation situation of the physical world and the user-specified precision requirements for different sampling intervals, which is discussed in [13] .
IV. ACCURATE SENSED CURVE AGGREGATION ALGORITHM
Based on the algorithm given in Section III, each sensor can obtain its sensed curve reflecting the changes of the monitored environment. A sensed curve is more appropriate to express the continuous properties of the physical world. However, it also brings many challenges since almost all the existing data management methods in WSNs are not suitable for dealing with sensed curve. As aggregation is one of the most important operations in WSNs, we take it as an example to discuss how to process curve queries in this paper.
The definition of sensed curve aggregation is given in Section II. In the following two algorithms will be introduced to obtain an aggregation curve in [T s , T f ]. First, the following two problems need to be solved. 1) How do we transmit a sensed curve in the network? 2) How do we derive an aggregation curve of two arbitrary sensor nodes?
A. Transmitting a Sensed Curve
Let f i be the sampling frequency of node i in [T s , T f ], and let s i (t) be the sensed curve returned by the sensed curve derivation algorithm. Based on the analysis in Section III, node
] based on the analysis in Section III; thus
, and s i (3) (t ji ) are the values of the first, second, and third derivatives of s i (t) at time t ji . Thus, used to denote curve
, and s i (2) (t) are continuous with time,
, and s i (2) (t ji ) can be computed using the curve in the previous segment when 2 ≤ j ≤ n i , i.e., tu-
Therefore, sensor node i just needs to transmit the given tuples for denoting s i (t).
B. Aggregating s i (t) and s v (t)
Aggregating s i (t) and s v (t) involves three steps.
Second, merge {t ji |1 ≤ j ≤ n i + 1} and {t jv |1 ≤ j ≤ n v + 1}, and obtain a new ordered set {t j |1 ≤ j ≤ n i + n v }.
Third, for any 1 ≤ j ≤ n i + n v − 1, fetch the polynomial coefficients of s i (t) and s v (t) in segment [t j , t j+1 ], and compute the new polynomial coefficients of Sum( s i (t), s v (t)) by adding these coefficients together. Fig. 1 shows an example of aggregating the sensed curves from two nodes.
C. Algorithm Description
The accurate sensed curve aggregation algorithm has five steps.
Step 1. The whole monitored region is divided into a number of grids, and the sensors in each grid form a cluster. One sensor in each cluster is chosen as the cluster head. All the cluster heads are organized into a spanning tree rooted at the sink. The construction and maintenance methods of the spanning tree are introduced in [17] .
Step 2. In each cluster, the cluster head selects m sensor nodes located at different positions to estimate the sampling frequencies in [T s , T f ] using the algorithm introduced in [13] . Then, the cluster head chooses the largest sampling frequency and broadcasts it within the cluster.
Step 3. Every member node in each cluster samples data with the received sampling frequency and derives a sensed curve in [T s , T f ]. Then, it uses the method in Section IV-A to convert the sensed curve into a set of coefficients, and transmits the coefficient set to the cluster head.
Step 4. When the cluster head receives all the coefficient sets from its member nodes, it computes the aggregation curve using the algorithm in Section IV-B repeatedly and transmits the aggregation curve to its parent in the spanning tree.
Step 5. For each inner node in the spanning tree, it carries out the same operations as each of the cluster head, and transmits the aggregation curve along the spanning tree toward the sink.
The computation complexity and communication complexity of the given algorithm in sampling interval [T s , T f ] are determined by the number of segments in the aggregation curve. Let f i be the sampling frequency of sensor node i, and let f max = max 1≤i≤N f i . For any sensed curve s i (t) (1 ≤ i ≤ N ), it has n i = (T f − T s )f i segments. Therefore, the total number of segments in the aggregated sensed curve satisfies
Therefore, the maximum computation complexity and communication complexity of the accurate aggregation algorithm are both O(N (T f − T s )f max ).
V. APPROXIMATE SENSED CURVE AGGREGATION ALGORITHM
The accurate sensed curve aggregation algorithm is simple; however, the transmission cost of each inner node in the spanning tree is high since there are many segments after the aggregation. Fig. 2 presents a simple example. Suppose that s i (t), s v (t), and s u (t) have three, four, and five segments in [T s , T f ], respectively. Then, the aggregation curve of s i (t), s v (t), and s u (t) have ten segments in [T s , T f ], so that 23 values are required to be transmitted for denoting this aggregation curve based on the analysis in Section IV. Since the monitored region of a WSN is very large, the sampling frequencies of sensors deployed in different regions are quite different. Thus, the aggregation curve is more complicated than the one shown in Fig. 2 , and it costs substantial energy for each inner node in the spanning tree to transmit the aggregation curve.
Considering that many applications only need approximate results instead of exact ones [1] - [3] , we want to reduce the number of segments by as many as possible on condition that the precision requirement is satisfied. Here, a curve integration algorithm is proposed to reduce the number of segments transmitted by an inner node in the spanning tree. 
A. Curve Integration Algorithm
Based on the given analysis, n u is large so that node u consumes much energy for transmitting the aggregation curve. Therefore, we wonder whether we can reduce n u as many as possible when the error requirement u is satisfied, where u is called the "error budget" of node u.
To reduce the number of segments, s u (t) needs to be integrated. Considering that s u (t) is a piecewise cubic polynomial curve, we require an integration of s u (t), which is denoted by s u (t), to satisfy the following two conditions to avoid extra cost for transmitting s u (t):
where { t ju |1 ≤ j ≤ n u + 1} and {t ju |1 ≤ j ≤ n u + 1} contain all the segment points of s u (t) and s u (t), respectively. The L 2 norm is used to evaluate the error of s u (t) in each new segment [ t ju , t (j+1)u ] for any 1 ≤ j ≤ n u , and the maximum error in all the segments is utilized to denote the error of
The detailed definition is as follows.
Definition 2 (The error of s u (t)): For any
j(1 ≤ j ≤ n u ), the error of s u (t) in the new segment [ t ju , t (j+1)u ], which is denoted by er( s u , t ju , t (j+1)u ), satisfies er(s u ,t ju ,t (j+1)u ) = ||s u (t) −ŝ u (t)|| 2 = ⎛ ⎜ ⎝t (j+1)u t ju |s u (t) −ŝ u (t)| 2 dt ⎞ ⎟ ⎠ 1/2 . The error of s u (t) in [T s , T f ], which is denoted by Er [T s ,T f ] ( s u ), satisfies Er [T s ,T f ] ( s u ) = max 1≤j≤ n u er( s u , t ju , t (j+1)u ) .
Definition 3: s u (t) satisfies the "error budget u " if and only if Er
To obtain an integration of s u (t) that satisfies error budget u and has the minimum number of segments, the following two problems need to be solved. 1) How do we derive an optimal integration of s u (t) when r consecutive segments are merged into one, where r ≥ 1? 2) How do we design a curve integration algorithm to reduce the number of segments in s u (t) as many as possible on the condition that u is satisfied?
Now, we will discuss the given two problems in detail. 
1) Deriving an Optimal Integration
where
and P i (x) (0 ≤ i ≤ 3) is the Legendre polynomial [18] . According to [18] , P 0 (x) = 1, P 1 (x) = x, P 2 (x) = (1/2)(3x 2 − 1), and P 3 (x) = (1/2)(5x 3 − 3x). The work in [18] 
for any 0 ≤ i = j ≤ 3, we have
i . The algorithm of computing the optimal integration error is shown in Algorithm 2.
2) Curve Integration Algorithm
Based on Algorithm 2, the curve integration algorithm is given in Algorithm 3 and consists of the following three steps.
First, let i = 1. By Algorithm 2 and binary search, integer j (i < j ≤ n u + 1) that satisfies the following can be found: Third, let i = j, and repeat the above steps until t iu = T f . Let s u (t) be the result returned by Algorithm 3. The following lemmas and theorem indicate that s u (t) has the minimum number of segments among all the integration of s u (t), which satisfies u .
Lemma 2: Let j 1 , j 2 , j 3 , and let j 4 be four integers that
Proof: 
Proof: The Proof is an induction on j. 1) When j = 1, t 1u = t 1 = T s , i.e., Lemma 2 is true, 2) Suppose that t ju ≥ t j for any ∀j ≤ j 0 . Next, we will prove that t (j 0 +1)u ≥ t j 0 +1 .
First, according to the definition of the optimal integration error, we have
Second, since both s u (t) and s (t) are integration of 
Let t ru denote the segment point of s u that belongs to range ( t (j 0 +1)u , t j 0 +1 ] and it is the nearest one to t (j 0 +1)u , i.e., t (j 0 +1)u < t ru ≤ t j 0 +1 . Based on Algorithm 3, we have opt_er(
Meanwhile, t j 0 u ≥ t j 0 by the inductive hypothesis. Thus,
From (13) and (14), we have er(s ,
) > u , which contradicts the fact that s (t) satisfies the error budget u . Therefore, t (j 0 +1)u ≥ t j 0 +1 . Based on (1) and (2), Lemma 3 is proven to be true. Theorem 5: Let s u (t) be the result returned by Algorithm 3, s (t) be an integration of s u (t) in [T s , T f ] that satisfies the error budget u , and n u and n be the numbers of the segments of s u (t) and
Proof: Assume that n < n u . First, let t n denote the start time of the last segment of s (t) in time window [T s , T f ]. Since n < n u , n = min{ n u , n }; thus, t n ≤ t n u according to Lemma 3. Meanwhile, since n < n u and both n and n u are integers, s u (t) at least has n + 1 segments in time window [T s , T f ]. Let t (n +1)u be the start time of the (n + 1)th segment of s u (t). Since s u (t) at least has n + 1 segments in time window
Let t ru denote the segment point of s u that belongs to range ( t (n +1)u , T f ] and is the nearest to t (n +1)u , then opt_er( t n u , t ru ) > u based on Algorithm 3.
Because t n ≤ t n u < t ru ≤ T f , we have opt_er(t n , T f ) ≥ opt_( t n u , t ru ) > u according to Lemma 2. Finally, since t n is the start time of the last segment of s in
contradicts the fact that s (t) satisfies the error budget u . Thus, the assumption is not true, and n u ≤ n . Theorem 5 shows that the integration returned by Algorithm 3 has the fewest number of segments among all the integration of s i (t) that satisfy the error budget u .
B. Algorithm Description
Based on Algorithm 3, the approximate sensed curve aggregation algorithm also has five steps. From Steps 1-4, the algorithm carries out the same operations as the accurate sensed curve algorithm. In Step 5 of the approximate sensed curve algorithm, each inner node uses Algorithm 3 to reduce the number of the segments in the aggregation curve first, then the result is transmitted along the spanning tree toward the sink. Since the transmission cost of each inner node in the spanning tree depends on the number of segments in the aggregation curve, Theorem 5 guarantees that each inner node in the spanning tree consumes the least energy on condition that the error budget u is satisfied.
VI. EXPERIMENTAL RESULTS
The performance of our proposed algorithms are evaluated through extensive experiments. In the experiments, 50 TelosB motes [15] are used to continuously sample indoor temperature, humidity, and light intensity for ten days. The data sampling and collecting system is built on TinyOS 2.1.0, and the light intensities are used for evaluation since the light intensities vary dramatically even for an indoor system. The layout of the network is presented in Fig. 1 in the Supplementary File due to space limitations. Since the concept of sensed curve is first proposed by this paper and there is no published algorithm dealing with curve data, we only show the performance of our algorithms.
Moreover, we use Tossim to simulate a network with 180 sensor nodes to evaluate the performance of the proposed aggregation algorithms. The sensors are randomly deployed in a 150 m × 150 m rectangular region. The whole region is divided into nine grids, and the nodes in each grid form a cluster. The radio range of each node is 25 m, and the sensed data are from the light intensity values collected by the TelosB motes.
According to [19] , the energy cost of a node to send and receive 1-B message is set to 0.0144 and 0.0057 mJ, respectively. For convenience, we use SCD and SCA to denote the sensed curve derivation algorithm and sensed curve aggregation algorithm, respectively.
A. Performance of the SCD Algorithm
The first group of experiments is to evaluate the SCD algorithm on the aspect of approximation accuracy to the original physical world. According to Section III, the result returned by SCD is a sensed curve, and the original physical world can also be regarded as a curve at a fixed location. Thus, we can use the distance of the given two curves to denote the approximation accuracy of SCD to the original physical world.
In the experiments, we first compute the theoretical error bound, the max, the 0.9-quantile, and the average errors, whereas the sampling frequency varies from 0.13 to 0.42. The results are presented in Fig. 3(a) , which shows that the max, 0.9-quantile, and average errors become smaller with the growth of the sampling frequency since more sensed data are sampled when the sampling frequency is large; thus, the fitting property of the sensed curve becomes obvious. Furthermore, it can be seen that the maximum error generated by the sensed curve when describing the original physical world is much less than the theoretical error bound, which means that the sensed curve can properly reflect the changes of the real physical world in practice. Finally, the 0.9-quantile and average errors are very small, so that most of the points in the sensed curve are very close to the real situation, which also demonstrates that the accuracy of the sensed curve is very high.
Second, we investigate the impact of the number of the sampling times on the accuracy of the sensed curve. We use m to denote the number of the sampling intervals in the whole monitored period. A sensor node can adjust the sampling frequency adaptively according to the changes of the physical world by using the technique in [13] , so that the sampling frequencies of the same node in different sampling intervals may not be the same. If m = 1, then a node samples the sensed data from the physical world with equifrequency. In the experiments, the maximum error brought by the sensed curve are computed whereas the number of the sampling times increases from 200 to 1200 and m = 1, 15, 45, respectively. The results are presented in Fig. 3(b) . It shows that the maximum error of the sensed curve decreases when the number of the sampling times increases because more sensed data are obtained from the physical world as the number of the sampling times increases. Moreover, it shows that the accuracy of the sensed curve is higher when m is large for the same number of the sampling times. The reason is that when the whole monitored period has multiple sampling intervals, it assigns a larger sampling frequency to the sampling interval during which the monitored physical world varies rapidly. In this way, more critical information is included in the sensed data, and the accuracy of the derived sensed curve is higher if multiple sampling intervals are included in the whole monitored period.
The second group of experiments is to investigate the accuracy of the first derivative of the sensed curve returned by SCD. First, the theoretical error bound, the maximum, 0.9-quantile, and average errors of the first derivative are computed, whereas the sampling frequency increases from 0.13 to 0.42. The results are shown in Fig. 4(a) . It shows that the maximum error of the first derivative is much smaller than its theoretical error bound. Meanwhile, all of the maximum, 0.9-quantile, and average errors are very small. As the monotonicity of a curve is determined by its first derivative, the sensed curve can exactly describe the monotonicity of the original physical world curve in practice and efficiently help users to locate the positions of the maximal and minimal points with high precision.
Second, the maximum error of the first derivative of the sensed curve is calculated, whereas the sampling size increases from 200 to 1200 and the number of sampling intervals m is set to 1, 15, and 45, respectively. The results are presented in Fig. 4(b) . We can see that the maximum error of the first derivative is smaller when the whole monitored period has multiple sampling intervals. The reason is similar to the aforementioned one. However, when the number of the sampling times is extremely large, the maximum errors in all the three cases are very small since enough sensed data are collected from the physical world.
The third group of experiments is to evaluate the accuracy of the second derivative of the sensed curve derived by SCD. In the experiments, the theoretical error bound, the maximum, 0.9-quantile, and average errors of the second derivative are computed first, whereas the sampling frequency varies from 0.13 to 0.42. Then, the maximum error of the second derivative is calculated again when the number of the sample times increases from 200 to 1200 and the number of sampling intervals m is set to 1, 15, and 45, respectively. The results are shown in Fig. 5 , where Fig. 5(a) presents the relationship between the sampling frequency and the errors of the second derivative, and Fig. 5(b) shows the relationship between the number of the sampling times and the maximum error of the second derivative. In Fig. 5(a) , we can see that the maximum, 0.9-quantile, and average errors are extremely small, even when the sampling frequency is not large. Since the second derivative of a curve directly determines its convexity, the convexity of the sensed curve is very close to the real situation. It can exactly reflect the changes of the monitored physical world and help users to find inflection points accurately and efficiently. Fig. 5(b) shows that the maximum error of the second derivative decreases when the number of sampling intervals increases, where the number of sampling times is not quite large. However, the improvement of the accuracy of the second derivative is not notable enough when the number of the sampling intervals increases, compared with the previous experiment results, because there are more discontinuity points in the second derivative function of a sensed curve when the number of the sampling interval is large so that the maximum error of the second derivative is enlarged.
B. Performance of the SCA Algorithm
This section evaluates the performance of the SCA algorithm. According to Section II, the sampling frequencies of different nodes may be different from each other. As shown in Section IV, the sampling frequency of each node in a sampling interval is always determined by the changes of the physical world and the user-specified precision requirement. We use to denote the user-specified tolerable error, i.e., the maximum error of a sensed curve is expected to be smaller than . Moreover, the node that consumes the most energy is investigated in the experiments since it determines the network lifetime, and the number of segments in the aggregation curve is also calculated since it directly determines the energy cost of each inner node in the spanning tree.
The first group of the experiments is to investigate the performance of the accurate SCA algorithm. In the experiments, the maximum energy cost of a node, and the number of segments in the aggregation curve are computed, whereas userspecified tolerable error increases from 2 to 9. The results are shown in Fig. 6 . It shows that there are many segments in the aggregation curve because the sampling frequencies of different nodes are quite different. Since a node at least needs to transmit two coefficients for each segment, the total energy cost of the accurate SCA algorithm is large. Furthermore, the figure shows that the number of segments does not decrease with the growth of because of the following: First, the number of the segments depends on the number of segment points in the aggregation curve. However, the segment points from different sensor nodes may not overlap with each other as shown in Fig. 2 in Section V, even when is large. Thus, there still exist a great number of segments in the aggregation curve when is large, which leads to much energy consumption even when the error requirement is relaxed.
The second group of the experiments is to investigate the impact of the error budget ( u ) on the accuracy of the approximate SCA algorithm. In the experiments, the relative errors generated by the approximate SCA algorithm are calculated, whereas u increases from 10 to 60. The maximum, average, and 0.9-quantile relative errors are selected for analysis. The results are shown in Fig. 7 . It shows that the maximum, average, and 0.9-quantile relative errors generated by the approximate aggregation algorithm are very small, although u is quite large. It indicates that our approximate algorithm can achieve high accuracy, although the user-specified error budget u is large. Since u determines the number of segments in the aggregation curve, our approximate algorithm can use few segments to guarantee that high accuracy is reached. Furthermore, much energy can be saved since few segments are involved in the aggregation curve.
The third group of the experiments is to investigate the relationship between u and the number of segments in the aggregation curve. In the experiments, the number of the segments in the aggregation curve is calculated, whereas u increases from 10 to 60. The results are presented in Fig. 8(a) . Combining with Fig. 7 , we find that the maximum relative error of the approximate aggregation algorithm is no more than 0.05, and the number of segments transmitted by it is fewer than 13 when = 2 and u = 10. However, the number of the segments transmitted by the accurate SCA algorithm is more than 80 as shown in Fig. 6 . Thus, the approximate SCA algorithm can reduce many segments in an aggregation curve while guaranteeing high accuracy.
The fourth group of the experiments is to investigate the relationship between u and the energy cost of the approximate SCA algorithm. In the experiments, the energy cost of the approximate SCA algorithm is calculated, whereas u increases from 10 to 60. The results are presented in Fig. 8(b) . Comparing with the results in Fig. 6 , it shows that a large amount of energy is saved by the approximate SCA algorithm since it reduces the number of segments by as many as possible.
The last group of the experiments is to investigate the relationship between the maximum relative error generated by the approximate SCA algorithm and the energy saved by it. In the following experiments, the energy saved by the approximate SCA algorithm is computed while the maximum relative error generated by the approximate SCA increases from 0.05 to 0.23. The results are shown in Fig. 9 . Comparing with Fig. 6 , it shows that much energy can be saved by the approximate SCA algorithm, although the maximum relative error generated by it is quite small. For example, when the maximum relative error is less than 0.14, more than 407% energy is saved by the approximate SCA algorithm, which indicates that the approximate SCA algorithm can achieve high accuracy with low energy cost.
VII. RELATED WORKS
Currently, almost all the data acquisition and aggregation algorithms only consider how to process discrete data points, and they are not suitable for dealing with sensed curves.
The works in [20] - [22] propose some adaptive data acquisition algorithms based on the Box-Jenkins, exponential double smoothing and time-series forecasting techniques, respectively. These algorithms have the following problems. First, they have strong assumptions on sensed data distribution to support the forecasting model, which is not practical for real WSN applications. Second, the data returned by these algorithms are still discrete points, which cannot reflect the continuous changes of the monitored environment and does not support some user queries, such as the minimal, maximal, and injection point queries.
The works in [23] - [25] propose some data collection algorithms based on spatiotemporal correlation. These algorithms have high performance for collecting discrete points, but they do not support collecting continuous sensed curves. The works in [26] - [28] propose some data aggregation algorithms in WSNs based on spatiotemporal correlation and sampling techniques. Unfortunately, these algorithms are only suitable for dealing with discrete data points, and do not support aggregating continuous sensed curves.
VIII. CONCLUSION
Since queries in WSNs become more and more complicated, the discrete points returned by the traditional query processing schemes are no longer effective enough. This paper takes aggregation query as an example to discuss the curve query processing problem in WSNs and proposes a sensed curve derivation algorithm and two sensed curve aggregation algorithms in WSNs. The theoretical analysis and extensive experiment results indicate that all the proposed algorithms have high performance in terms of accuracy and energy efficiency.
