Introduction
In order to address the evermore increasing demand of data-intensive traffic and new services delivery, while flexibly and efficiently managing the available network resources, we propose an SDN-enabled sliceable bandwidth variable transceiver (S-BVT) architecture based on multicarrier modulation (MCM) technologies (OFDM and DMT). The S-BVT adopts a costeffective optoelectronic front-end, making it suitable for inter-data centre (DC) communication and elastic metro/regional networks 1 . The digital signal processing (DSP) enables software-defined multi-rate, multiformat, multi-reach and multi-flow optical transmission. Thanks to MCM, a wide range of granularities (comprising sub-and superwavelength) with unique flexibility are possible 1 . The proposed programmable and reconfigurable transceiver provides multiple advanced functionalities for optimal network resource usage, including slice-ability, rate/distance and bandwidth adaptability, inverse multiplexing and adaptation to the fixed-grid technology. Moreover, an SDN agent allowing the dynamic SDN-based control of the S-BVT has been designed and implemented. We demonstrate the integration of the S-BVT in a photonic mesh network (ADRENALINE) controlled by a GMPLS with Path Computation Element (PCE) control plane 2 for the generation, routing and switching of multiple flows. The optical path and requested/supported rate are software-defined, according to the channel profile, transmission impairments and traffic demand; data flows are selectively filtered and switched to be suitably routed over the network. The SDN controller is able to both program the S-BVTs via the different SDN agents and interact with the active stateful PCE for the dynamic provisioning of optical channels, delegating it to the underlying GMPLS control plane.
S-BVT architecture and functionalities
The S-BVT consists of rate/distance adaptive bandwidth variable transmitter (BVTx) and receiver (BVRx) array, as shown in Fig.1 . The OFDM/DMT subcarriers of each slice can be individually configured to arbitrarily use any modulation format, to achieve the target bit rate (and bandwidth occupancy) or expected performance in terms of bit error rate (BER). This is enabled by the implementation of margin adaptive (MA) or rate adaptive (RA) bit/power loading (BL/PL) algorithms at the DSP 3, 4 . The adaptive parameters can be suitably selected according to the requested demand, channel profile and network path to be supported. The SBVTx optoelectronic front-end consists of an array of N tuneable laser sources (TLS) and external Mach-Zehnder modulators (MZM) driven by a digital-to-analogue converter (DAC) array. The array of N TLS can be also implemented as a single laser generating an optical frequency comb of N lines 1 . Either double sideband (DSB) or single sideband (SSB) transmission, which is more robust to chromatic dispersion (CD) for longer reach transmission, can be combined with cost-effective direct detection (DD). The generated N flows are aggregated by using a spectrum selective switch (SSS), which acts as both aggregator and (SSB) filter bank. The aggregated flow can be further sliced into data flows with less capacity, concurrently serving multiple destination nodes at variable rate. At the S-BVRx, the received flow is distributed by an SSS to the pre-amplified receivers of the DD front-end. After analogue-todigital conversion (ADC array) the signals are off-line post-processed at the DSP modules. Each slice can potentially support up to 100Gb/s net bit rate. By varying the TLS and the individual subcarrier loading, the optical carrier can be adapted to the available channel, while suitably allocating and/or squeezing the bandwidth for optimal spectral usage. Similarly, the radio frequency (RF) carrier can be tuned at the DSP, by means of digital upconversion. These functionalities allow a soft migration of fixed grid networks towards a flexible paradigm. Additionally, MCM allows self-performance monitoring 1 and its fine granularity enables a subcarrier-based spectrum defragmentation, without requiring a network re-optimization. Furthermore, as the BVT is sliceable into multiple lower capacity virtual transceivers, the traffic demand can be split into multiple flows routed via multiple independent paths to the same end-node, enabling inverse multiplexing 2 .
SDN-enabled S-BVT assessment
In order to demonstrate the S-BVT functionalities, different scenarios have been analysed in the ADRENALINE 4-node photonic mesh network, as indicated in Fig. 1 . The network path set-up is controlled by the SDN controller through an active stateful PCE and SDN agents located at the S-BVTx and S-BVRx. Particularly, the SDN agents enable channel estimation, programmable arbitrarily selection of TLS wavelength, rate/distance adaptive algorithm according to target capacity/path(s), and suitable FEC for successful transmission. The S-BVT sub-transceivers array set-up consists of a 100Gb/s-class DMT transceiver 4 and three OFDM transceivers. The former generates a 50GHz bandwidth slice (S0) using a 64GSa/s DAC; the others generate SSB-OFDM slices (S1, S2, S3) using complex FFT with adaptive loading and digital RF upconversion. For spectral saving, S1 and S2 use no guardinterval SSB with bandwidth occupancy of 12.5GHz and 20GHz, respectively. S1 BVTx uses a DAC at 20GSa/s and S2 BVTx a higher speed DAC at 64GSa/s. S3 is a 10GHz SSB-OFDM with 23GHz bandwidth (13GHz of guardinterval), using a DAC at 70GSa/s. A 1:4 LCoSbased SSS supports aggregation/distribution functionalities at the S-BVTx and S-BVRx. For the demonstration, we consider a target BER of 3·10 -3 , assuming HD-FEC 3 with 7% overhead (OH). Cyclic prefix OH ranges from 1% to 1.9%, training symbols OH (also useful for self-performance monitoring) from 3.3% to 3.9%. Firstly, the S-BVT performance has been assessed in a back-to-back (B2B) configuration. The aggregated four slices flow generated at the S-BVTx is amplified and received at the SBVRx, where the SSS distributes the flow components to the DD front-end, to be postprocessed after ADC. The laser wavelengths set for S0, S1, S2, S3 are 1553.33nm, 1552.52nm, 1551.72nm and 1550.92nm, corresponding to channel 30, 31, 32 and 33 of the ITU-T 100GHz grid, respectively. The gross rate per slice achieved with adaptive BL/PL (Fig. 2a) is 125.9Gb/s, 34.7Gb/s, 51.6Gb/s and 44.6Gb/s, for a 256.8Gb/s total S-BVT capacity. In Scenario 1, the aggregated flow is transmitted over the 35km path of the ADRENALINE network from OXC-2 to ROADM-1 (Fig. 1) , where it is recovered by the S-BVRx. The DMT signal supports a bit rate of 111Gb/s; S1 and S2 support 34Gb/s and 45.5Gb/s, respectively, while S3 transmits 41.5Gb/s; for a total bit rate of 232Gb/s below the target BER (Fig. 2b) . In scenario 2, the sliceable functionality is assessed: either the aggregated flow is sliced and routed towards different destination nodes, or the same destination node is selected for inverse multiplexing. In a first case, an aggregated flow of two slices (S0 and S2) at 111Gb/s and 45.8Gb/s, respectively, is directed to ROADM-1 over 35km path and another slice (S1) at 27.1Gb/s goes to the same node over a 2-hop 185km path (through OXC-1). The total data rate to ROADM-1 is 183.9Gb/s; while S3 at 43Gb/s is dropped at ROADM-2 after 50km path, for a total rate delivery of 226.9Gb/s, at increased total distance compared to scenario 1. In another case (scenario 2b), the high data rate S0 is routed to ROADM-2 and successfully transmitted at 111Gb/s over the 50km path. S3 is dropped at OXC-1 after a single hop path of 150km; due to transmission impairment, the supported bit rate at the target BER is reduced to 27.8Gb/s. The performance of S1 and S2 to ROADM-1 are about the same as previous case. The total transmitted rate is 212.1Gb/s. Scenario 3 is set-up to demonstrate the S-BVT ability of grid adaptation for spectral saving. By suitably tuning the optical carriers, adaptively loading the subcarriers and selectively configuring the SSS, S2 and S3 are adapted to fit within channel 33. They are transmitted over the 35km path together with S0 on channel 30, for an aggregated bit rate of 183.5Gb/s. S1 with narrow bandwidth is transmitted over the 2-hop 185km path for its robustness against CD, for a total rate of 210.3Gb/s delivered with inverse multiplexing at ROADM-1. The penalty in terms of transmitted rate is only 10% for 25% spectral saving, compared to scenario 1 ( Fig. 2c and 2e) . As a final scenario (scenario 4), to demonstrate optimal spectral usage and unique S-BVT adaptability, the four slices have been transmitted over only two channels. Channel 33 supports a total bit rate of 74.2Gb/s (S2 and S3 aggregation) and channel 30 supports 130.9Gb/s (S0 and S1) for a total rate delivery at ROADM-1 of 205.1Gb/s. As shown in Fig. 2d , 50% spectral saving is obtained with only 12% rate penalty, compared to scenario 1 (Fig. 2f) . Figure 3 shows the Wireshark capture of the workflow run by the SDN controller. After the establishment (PCInitiate message to the PCE) of the optical paths, the SDN controller triggers the SNR estimation for each slice with the required parameters. Finally, the S-BVTx and SBVRx are configured for a successful transmission, with a maximum OSNR of 36.5dB. 
Conclusions
The proposed SDN-enabled MCM-based S-BVT allows 50% spectral saving at the expense of 12% rate decrease. In addition to efficient resource usage, soft migration to flexible technologies and spectrum fragmentation mitigation are enabled. The high capacity (above 200Gb/s) S-BVT, featuring slice-ability, fine granularity, rate/distance adaptability, and cost-effective architecture, is an attractive candidate for future metro/regional elastic networks and highly scalable DC application. 
