Abstract. This paper studies the performance of various classifiers for Word Sense Disambiguation considering different training conditions. Our preliminary results indicate that the number and distribution of the training examples has a great impact on the results precision. The Naïve Bayes method emerged as the most adecuate classifier for disambiguating words having a few examples.
Introduction
The objetive of Word Sense Disambiguation (WSD) is to distinguish between the different senses of a word, that is, to identify the correct sense of a word in a context. The state of the art of WSD [1] shows that the supervised paradigm is the most efficient. Under this approach the disambiguation process is carried out using information that is estimated from data. Several statistical and machine learning techniques have been applied to learn classifiers from disambiguated corpora. For instance: statistical classifiers, decision trees, decision lists, memory-based learners, and kernel methods such as Support Vector Machines (SVM).
The comparison among the different approaches to WSD is difficult. The last edition of the Senseval competition showed that the SVM is emerging as one of the most powerful supervised techniques for WSD [3] . Although important, this comparison focuses on the entire systems -as black boxes-, and does not consider the details about the individual classifiers and the fine tunning of their paramethers.
Some researchers have attempted to compare the performace of classifiers under equal training conditions. For instance, Paliouras et al [2] disambiguated all content words from Semcor using various classifiers (e.g.: J48, Naïve Bayes, PART, k-nn and a decision table). Their results indicated that the decision tree induction outperforms other algorithms. Zavrel et al [4] investigated the performance of some classifiers (neuronal networks, memory-based leraning, rule induction, decision trees, maximum entropy, winnow perceptrons, Naïve-Bayes, and SVM) and some ensembles on a diverse set of natural language processing tasks. Their results showed that the SVM algorithm is the most prommising for WSD.
In the study of the global execution of some classifiers, we focus our attention on providing information about the behaviour of the classifiers under different training conditions. Basically, in this paper we analyze the influence of the number of training examples and context words over the output precision for each classifier.
Analysis of the Semantically Tagged Corpora
The supervised methods for WSD requiere a semantically tagged corpus in order to learn the disambiguation rules. Traditionally, the Semcor 1 corpus has been used for this purpose. It is a subset of the English Brown corpus containing almost 700,000 running words tagged by POS, and more than 200,000 content words lemmatized and sense-tagged according to Wordnet.
The Senseval 2 corpora are other common resources for WSD. The Senseval-3 English all words corpus consists of approximately 5,000 words of running text from two Wall Street Journal articles and one excerpt from the Brown corpus. It contains a total of 2,212 words tagged with the Wordnet senses. Table 1 shows some statistics from the Semcor 2.0 and the Senseval-3 English all words joint corpora. The statistcs indicate that: (i) the available training corpora are very small, smaller than supposed. Just 21% of the nouns of the corpora are polysemic; (ii) the corpora are very unbalanced. The majority of the examples correspond to the first sense of each noun. The rest of the sense has on average less than five examples. 
Experimental Set Up
Learning methods. Naïve Bayes, decision tables, LWL -locally weighted learning-, SVM -support vector machines-,and KNN. Test set. 10 nouns from the Semcor corpus (refer to table 2). The selection of these nouns was based on two criteria: (i) different number of average examples per sense, and (ii) a more or less balanced distribution of the examples.
Evaluation.
It was based on the precision measure (i.e., the porcentage of correctly classified word senses), and on the technique of ten-cross fold validation. 
Results
Each classifier was tested over the set of selected nouns, and trained using context windows of different sizes (of 4, 6, and 8 words around the noun). Table 3 shows the obtained results. These results demostrate that, even when the classifiers had a similar average precision, their behaviour is altered depending on the training conditions. The results indicate the following: (i) the size of the context window -number of neighbor words used on the training process-has minor effects on the output average precision; (ii) it seems that for the nouns having few examples most classifiers worked better considering more contextual information; (iii) the Naïve Bayes classifier emerged as the most adequate method for disambiaguting the nouns having few training examples per sense.
In addition, we observed that the majority of the used classifiers had a poor performace when dealing with high polysemic nouns.
Conclusions
In this paper we analyzed the coverage and example distribution of the Semcor and Senseval-3 English all word joint corpora. Our results are worrying: the available training corpora is smaller that supossed and unbalanced. This condition greatly affects the performance of most classifiers.
The majority of the supervised methods requiered several examples in order to construct an "accurate" classifier for WSD. According to our results, the Naïve Bayes algorithm outperforms the others on the disambiguation of nouns having few examples. We consider that this is because it compensates the lack of training examples using more contextual information. Currently we are studying the performance of the classifiers desambiguating a selection of verbs and adjectives from the Semcor corpus. We believe that this kind of analysis will facilitate the selection of the more appropriate classifier for disambiguating a word depending on its characteristics, which probably would have important repercussions on the construction of hybrid systems for WSD.
