In order to improve the theoretical prediction of the electron anomalous magnetic moment a e we have carried out a new numerical evaluation of the 389 integrals of Set V, which represent 6,354 Feynman vertex diagrams without lepton loops. During this work, we found that one of the integrals, called X024, was given a wrong value in the previous calculation due to an incorrect assignment of integration variables. The correction of this error causes a shift of −1.25 to the Set V contribution, and hence to the tenth-order universal (i.e., mass-independent) term A Adding hadronic and electroweak contributions leads to the theoretical prediction a e (theory) = 1 159 652 182.032 (720) × 10 −12 . From this and the best measurement of a e , we obtain the inverse fine-structure constant α −1 (a e ) = 137.035 999 1491 (331). The theoretical prediction of the muon anomalous magnetic moment is also affected by the update of QED contribution and the new value of α, but the shift is much smaller than the theoretical uncertainty.
1 . The previous evaluation of all other 388 integrals is free from errors and consistent with the new evaluation. Combining the new and the old (excluding X024) calculations statistically, we obtain 7.606 (192)(α/π) 5 as the best estimate of the Set V contribution. Including the contribution of the diagrams with fermion loops, the improved tenth-order universal term becomes A Adding hadronic and electroweak contributions leads to the theoretical prediction a e (theory) = 1 159 652 182.032 (720) × 10 −12 . From this and the best measurement of a e , we obtain the inverse fine-structure constant α −1 (a e ) = 137.035 999 1491 (331). The theoretical prediction of the muon anomalous magnetic moment is also affected by the update of QED contribution and the new value of α, but the shift is much smaller than the theoretical uncertainty. 
I. INTRODUCTION AND SUMMARY
In 1947 the electron magnetic moment anomaly a e = (g−2)/2 was discovered in an atomic physics experiment [1] , which was soon understood as the effect of radiative correction by the newly formulated quantum electrodynamics (QED) [2] . Since then comparison of measurement and theory of a e has provided more and more stringent test of QED and the standard model (SM) of elementary particles.
The most accurate measurement of a e thus far has been carried out by the Harvard group using a cylindrical Penning trap [3, 4] : (1)
The precision of this value is fifteen times higher than that of the pioneering work by the group at the University of Washington [5] . Further improvements for the electron and positron measurements are currently being prepared by the Harvard group [6] .
To test the validity of the theory of a e , it must be evaluated to match the precision of the measurement (1) . The dominant contribution comes from QED, while at such a precision, the SM contribution can no longer be ignored. Thus we can write a e = a e (QED) + a e (Hadron) + a e (Weak).
The QED contribution can be expressed further, by taking the heavier leptons (µ and τ ) into account, as a e (QED) = A 1 + A 2 (m e /m µ ) + A 2 (m e /m τ ) + A 3 (m e /m µ , m e /m τ ).
Note that the mass-dependence appears in the form of mass ratio because a e is dimensionless.
All four terms are expressed in the perturbation series of the fine-structure constant α
Since the electron is the lightest lepton, contributions from heavier particles are suppressed and tiny, although not negligible.
The QED contribution involving heavy leptons are known with sufficient precision. The muon and tau-lepton contributions A 2 and A 3 of a e up to eighth order have been calculated both numerically and analytically, with a good agreement with each other [7] [8] [9] [10] [11] [12] [13] [14] [15] . The tenthorder mass-dependent contribution A
2 (m e /m µ ) has been evaluated numerically [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] .
Some of the tenth-order diagrams have been independently calculated and checked [26] . The tau-lepton contribution to the tenth-order term is currently negligible compared to the A 1 term since it is suppressed by the factor (m e /m τ ) 2 and contributes to a e no more than O(10 −18 ). Summing all mass-dependent terms, we obtain a e (QED:mass-dependent) = 2.747 5719 (13) × 10 −12 ,
where the uncertainty comes from the tau-electron mass ratio. The uncertainty due to the muon-electron mass ratio is one order of magnitude smaller and is about 0.13 × 10 −18 .
To compare the theory with the experiment, it is of course necessary to evaluate the massindependent term A 1 up to tenth order of perturbation theory, since (α/π) 5 ∼ 0.07 × 10 −12 .
The second-, fourth-, and sixth-order terms were calculated analytically [2, [27] [28] [29] or by numerical or semi-analytical means [30, 31] :
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Recently, Laporta has reported a highly precise value of the eighth-order term A
1 , with an accuracy of 1100 digits, after twenty years of persistent research [32] . Thus the uncertainty due to the eighth-order term has been completely eliminated by his outstanding work. It took 36 years since the preliminary value A (8) 1 = −0.8 (2.5) was reported [33] . For the purpose of this article it is sufficient to list the first ten digits of Laporta's result: 
which confirms the validity of the earlier numerical evaluation [34] A
1
[numerical] = −1.912 98 (84) .
Although it is less accurate than (10), another semi-analytic result A
1 = −1.87 (12) given in Ref. [35] is consistent with both of preceding results (9) and (10) . The contribution to A (8) 1 from the 518 vertex diagrams without a fermion loop has also been independently cross-checked by using numerical means [36] .
The tenth-order mass-independent term A (10) 1 is thus the only significant QED contribution which has not been verified by independent calculations. It has a contribution from 12,672 vertex-type Feynman diagrams. Of these diagrams those that are dominant and the hardest to evaluate belong to Set V, which consists of 6,354 vertex diagrams without a fermion loop. Two of these vertex diagrams have been evaluated by other means thus far.
Their values are given in Refs. [36, 37] . We have compressed all 6,354 vertex diagrams to 389 integrals by certain algebraic manipulation. The preliminary value of the contribution of Set V obtained by numerical integration by VEGAS was [34, 38] A 
In order to improve this further, we have re-evaluated these 389 integrals using independent sets of integration variables. The result is
which disagrees with (11) by −0.93.
This discrepancy arises mainly from the integral X024 expressing the contribution from 
which is consistent with the new value of Set V given in Eq. (12) . The details of the origin of the error in the X024 integral are discussed in Sec. V.
Since the new calculation (12) is independent of the old one, two calculations can be statistically combined for each integral. The best estimate for Set V then becomes
Adding the contribution from the 6,318 diagrams with fermion loops [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] A
1 [Set I-IV,VI] = −0.930 42 (361) (15) to (14), we obtain an updated value of the tenth-order mass-independent contribution: where the uncertainty comes entirely from the numerical integration of Set V and is reduced by 43% compared to that in (11) . This is the main result of our paper.
The contributions of the electroweak interaction and the hadronic interaction have been updated recently [39] including new hadronic measurements [40, 41] : 
respectively, where the hadronic contribution consists of the leading-order (LO), next-toleading-order (NLO), and next-to-next-to-leading-order (NNLO) vacuum-polarization (VP)
contributions and the hadronic light-by-light scattering contribution from left to right. The combined uncertainty of a e (Hadron) is the one given in Eq. (5) of Ref. [39] .
It is noted that the same spectral function is used to obtain the LO-, NLO-, and NNLO-VP contributions, and their systematic uncertainties are correlated, as pointed out in Refs. [42, 43] . The correlation should be taken into account to derive the combined uncertainty (17) .
Summing up all the contributions of SM, we obtain the theoretical prediction for a e as a e (theory) = 1 159 652 182.032 (13)(12)(720) × 10
where the first and second uncertainties are due to the tenth-order QED and the hadronic corrections, respectively. The uncertainty due to the mass ratios of tau or muon to electron is currently negligible. The third and largest uncertainty comes from the fine-structure constant α. Here, we used the latest value of α [44, 45] , determined from the recoil measurement of the Rb atom h/M Rb [46] combined with the relative atomic mass of the electron A(e)
from the g-factor of the bound electron [44] , the relative atomic mass of the Rb atom A(Rb) [47, 48] , and the Rydberg constant R ∞ [44] :
which replaces the value given in Ref. [49] The difference between experiment (1) and theory (18) is thus a e (HV08) − a e (theory) = (−1.30 ± 0.77) × 10 −12 .
If we assume that the theory of a e is correct, by equating the formula Eq. (18) to the measured value Eq. (1), we obtain an α which is more precise than that of (19) : 
where the uncertainties come from the tenth-order QED, the hadronic correction, and the experiment. The shift from the previous value given in Eq. (18) of Ref. [34] amounts to −0.87 × 10 −8 and is due to the new values of A
1 , A
1 , and the electroweak and hadronic corrections. The difference between two determinations (21) and (19) of α is
Since the updated QED contributions of A are universal for any lepton species, the theoretical prediction of the muon anomalous magnetic moment (a µ ) should also be changed. The new value of the fine-structure constant α derived from a e also causes a small shift in a µ . The total shift caused by them is, however, far smaller than the current theoretical uncertainty and has no significant influence on comparison of theory and experiment of a µ . The details of the updates of a µ is given in Appendix A.
II. PREPARATION OF SET V FOR NUMERICAL EVALUATION
QED is renormalizable. But individual Feynman diagrams are divergent. For numerical integration, it is absolutely necessary that integrals do not contain any divergence. This means that all divergences must be removed before integration is carried out.
Another problem with Set V, which consists of 6,354 tenth-order vertex diagrams without a fermion loop, is its huge size. It should be difficult to achieve high precision in the numerical evaluation because of accumulation of uncertainties of individual diagrams, even though each diagram were evaluated precisely enough. Thus it is highly desirable to reduce the number of independent integrals as much as possible. One way to achieve such reduction is to sum up 9 vertex diagrams obtained by inserting an external photon vertex in each of 9 fermion lines in a tenth-order electron self-energy diagram which does not contain a closed fermion loop.
Let Σ(p) be such a self-energy diagram and Λ ν (p, q) the sum of 9 vertex diagrams related to Σ(p). Then, with the help of an equation derived from the Ward-Takahashi identity, one
in the small q limit. The sum of all vertex diagrams of Set V can then be represented by 706 quantities of the form given on the right hand side of Eq. (23), which we shall call "self-energy-like" diagram. Taking the time-reversal symmetry into account, we can reduce it further to 389 self-energy-like diagrams which represent all vertex diagrams of Set V.
We assign Feynman parameters z 1 , · · · , z 9 to nine fermion lines and z a , · · · , z e to five photon lines from the left to the right. They are subject to the constraint
Each self-energy-like diagram is then represented by a sequence of ten vertices on the fermion line labeled by the photon Feynman parameters. For instance, X024 in Fig. 1 is represented by the sequence "abcbddecea".
The integral for a self-energy-like diagram G is defined in the Feynman parameter space and has a form
where
, all z i being non-negative. E n and C n terms and N n and Z n terms are projected out from the first and second terms of the right-hand-side of Eq. (23), respectively. All functions E n , C n , N n , Z n , V, U are expressed in terms of the Feynman parameters and the building blocks
which are polynomials of Feynman parameters. The detailed definitions of these functions are given in Refs. [50] [51] [52] .
The bare amplitude M G is inherently ultraviolet (UV) divergent. If the diagram G possesses a self-energy subdiagram, it suffers from infrared (IR) divergence as well. Though we do not explicitly write them, the amplitude M G is regularized by the Feynman cut-off for UV divergence and the small photon mass for IR divergence. Both regulators are safely and harmlessly removed after the finite integral is constructed with the bare amplitude M G and the corresponding UV and IR counterterms.
The UV divergence emerges with a self-energy or vertex subdiagram, and the entire divergence structure is obtained in the form of Zimmermann's forests [53] . The K-operation, which extracts the most UV-divergent part of a subdiagram, is applied to M G according to Zimmermann's forest formula, and the UV subtraction terms are generated [52, 54] .
For IR divergences, the divergent structure is given by the annotated forests of self-energy subdiagrams to which are assigned either magnetic moment or self-mass properties. Either the I-or R-subtraction operation is applied to M G according to the annotation to generate the IR subtraction terms [34, 55] . UV divergence arising in the IR subtraction terms are further subtracted by applying the K-operation to them.
The finite magnetic moment amplitude ∆M G as the output of these operations on the diagram M G , made UV-finite by K-operation and IR-finite by R-and/or I-operations, is thus symbolically written as
The sum over all diagrams is denoted as ∆M 10
where the time-reversal symmetric factor 2 is included in the definition of ∆M G .
The procedure to generate the finite amplitude can be handled in an automated way by the code-generating program gencodeN. It takes the one-line expression of a diagram G using a sequence of photon labels on the fermion line and creates the form of the bare amplitude. The generator then identifies the divergent subdiagrams and their forests, and constructs the corresponding UV and IR subtraction terms. Finally, the finite amplitude ready to be integrated by the numerical integration routine is generated [34, 55] . Numerical integration of individual ∆M G is described in the next section. An XB integrand has at least one IR subtraction term. The cancellation of the IR divergence within the integrand is in the form of the inverse power law of the vanishing photon mass. Some of the XB integrals suffer from very severe round-off errors for finite numerical precision, and the VEGAS integration breaks down while the integration is iterated. The simplest solution to this digit-deficiency problem is to use an extended precision for real numbers. In order to accelerate the convergence of numerical calculation on a computer, an algorithm that realizes double-double (dd) precision [56] has been adopted. The arrayed version of the dd library was prepared by one of us (T.A.) and used for productive execution. The 253 of 254 XB integrals have been evaluated with the dd precision in the entire integration domain.
The diagram X008 (abbccddeea) suffers from the most severe IR cancellation, and needs the quadruple-double (qd) precision for real numbers [56] in some part of the integration domain. We divided the entire integration domain of X008 into four, and applied the qd precision for the most dangerous but narrow region. The dd precision is used for the regions including the dangerous edges. In the remaining wide region, the shape of the integrand X008 is relatively smooth, and the double precision is sufficient to carry out the integration.
The same division rule were also adopted for the previous calculation. We moved the borders between four regions slightly in the new calculation.
Unlike IR divergences, UV divergence is in powers of logarithms at most. The double precision for real numbers implemented in a standard hardware is sufficient to handle the UV cancellation. The XL integrals involve no IR subtraction terms and have only UV subtraction terms. They were therefore evaluated in double precision.
It is found that the elapsed wall-clock time needed for VEGAS to perform one iteration of an integration strongly depends on the array parameter of the arrayed dd library. After many trial runs, we determined the array parameters for computers of three different architectures to make numerical computation of Set V as fast as possible.
We follow the next procedure for a VEGAS integration: We start from a flat grid structure. The grid is adjusted automatically after each iteration with 10 7 sampling points, that is iterated for 50 times. Then the number of sampling points is increased to 10 8 in several steps, and additional 50 iterations are carried out. After a good grid structure is formed, the productive calculation starts with sampling points 2.56 × 10 9 or 4 × 10 9 per iteration, depending on the difficulty of the integration. The iteration is repeated at least 2 times, until the estimated uncertainty of VEGAS for the integration result decreases to less than 0.025.
The twelve integrals showing slow convergence and larger uncertainties were evaluated once more with different mappings on a new computer system, HOKUSAI-BigWaterfall, which is almost twice faster than other two systems and allows us to increase the number of sampling points to 1.6 × 10 10 . So far approximately 3.3 × 10 7 core · hours of the computer resources have been dedicated to obtain the 389 new values listed in Table I . All 389 integrals of new calculation have achieved the required precision and every uncertainties have been reduced to less than 0.022. After consistency between new and old calculations were checked for each integral, we combined two results except for the X024 integral. Finally, for every integral, the combined uncertainty is reduced to less than 0.018.
IV. MAPPING OF FEYNMAN PARAMETERS
The convergence speed of the VEGAS integration of a Set V integral does depend on a choice of mapping of the Feynman parameters to the integration variables, although analytically any choices of mappings should give the same value. The shape of an integrand looks very different if a mapping is different. A mapping should be chosen so that the shape of an integrand is as flat as possible in the entire integration domain. In addition, the results of VEGAS numerical integration with different mappings can be regarded as independent of each other.
In general, an integrand of the higher order perturbation theory of the anomalous magnetic moment has very sharp peaks where UV or IR cancellation occurs. Thus, a mapping must be selected in such a way that as small a number of sharp peaks as possible are formed as seen by the VEGAS integration variables. There is no definite rule to select the best mapping, but an integral shows better behavior and faster convergence against the VEGAS iterations if its mapping reflects the structure of divergent subdiagrams. The mappings of the previous calculation in Ref. [34] and also in this work were chosen according to this policy. When a mapping is properly chosen, singular regions are concentrated at the edges of only a few integration variables. This means that the sharp peaks spread out in the surface volumes of the whole integration domain. We further apply the power-law stretches to these edges before performing numerical integration in order to accelerate convergence [51] .
For the new calculation we have rewritten the mappings of all 389 integrals to different but "better" ones. Recalculation of the Set V integrals with different mappings provides us with a useful check of reliability of the VEGAS integration results. Since the choice of mapping is not deterministic, it was not automated in the earlier version of gencodeN, and a default thirteen-dimensional mapping was commonly used for all integrals of Set V.
(The latest version of gencodeN writes down a mapping according to given instructions.)
The mapping part occupies 30 lines of a FORTRAN code within about 100,000 lines of the integrand and it is the only part modified by the human hand before the numerical integration is carried out.
Even though the execution time is limited, the consistent results of the numerical integration with two different "better" mappings indicate that the VEGAS integration result should be reliable.
V. MAPPING ERROR IN X024 CORRECTED
We have integrated all 389 integrals of Set V according to the scheme outlined above.
A preliminary result was reported in Ref. [34] . In order to improve it further we have carried out a new and independent numerical evaluation of the integrals of Set V. During this work we discovered that one of the integrals, called X024, was given a wrong value in the previous calculation due to an incorrect mapping of Feynman parameters onto the VEGAS integration variables. The 14 Feynman parameters of X024 subject to a linear constraint can be mapped onto an 11-dimensional unit hypercube because of the presence of two self-energy subdiagrams.
The X024 has a vertex subdiagram S 78 consisting of the fermion lines 7 and 8 and the photon line e. It causes UV divergence when the sum z 78e = z 7 +z 8 +z e tends to zero. Though its divergence is canceled by a UV counterterm, the integrand shows a very sharp peak near z 78e = 0. So, we assigned one of the VEGAS integration variables q(i), i = 1, 2, · · · , to the sum z 78e as z 78e ∝ q(9) that was further mapped as z 78 = z 78e ×q(10) and z e = z 78e −z 78 . We were supposed to divide z 78 into z 7 and z 8 using the eleventh integration variable such that z 7 = z 78 × q(11) and z 8 = z 78 − z 7 . Instead, we treated z 78 as though the lines 7 and 8 were the adjacent lines of a self-energy subdiagram, and assigned the halved value to z 7 = z 78 /2.
Thus the integral was evaluated with 10 dimensions. This resulted in the wrong value of X024 in the previous calculation.
The correction of this error changes the X024 integral from −6.0902 (246) to −7.3571 (178). We carefully examined the mapping parts of the other 388 integrals and found no error. The new numerical values of these 388 integrals are consistent with the previous results as shown in Table I that lists the results of old evaluation, except that the wrong value of X024 is removed, the results of new independent evaluation, and the statistical combination of these two sets of results.
VI. RESIDUAL RENORMALIZATION TERMS
To obtain the physical contribution of Set V, the standard on-shell renormalization prescription has to be followed. The K-operation prescription adopted in the numerical evaluation, however, is different from that, and thus must be adjusted for the difference. The IR subtraction terms introduced by R-and/or I-operations to make each diagram IR-finite should also be restored. The IR divergences that reside in these two types of adjustments compensate with each other among several diagrams of Set V, leaving finite terms behind.
This residual renormalization leads to the expression of the physical contribution A
∆M n , ∆LB n , ∆dm n are obtained from the magnetic moment amplitudes, the sum of vertex and wave-function renormalization constants, and the mass renormalization constants, respectively, of the nth-order diagrams without a fermion loop. Here the renormalization condition is the standard on-shell one. An asterisk ( * ) indicates that the quantity be derived from diagrams having a two-point vertex insertion. UV divergences of all quantities are removed by the K-operations, while IR divergences are removed by the R-and/or I-operations. The overall IR divergences in the vertex and wave-function renormalization constants L n and B n , respectively, cannot be handled by R-nor I-operations. They are, however, canceled when two are summed because of the Ward-Takahashi identity. The precise definitions of these symbols are given in Refs. [52, 55] . Their numerical values are listed in Table II , where most of the numbers are copied from Table II of Ref. [34] . Now that the eighth-order contribution has been confirmed [32] , it implies that the residual renormalization constants used to derive (10) should also be correct. The value ∆M 8 = 1.738 12 (85) in the previous work is replaced by a new and more accurate value ∆M 8 = 1.738 467 (20) derived from the almost exact eighth-order result Eq. (5) of Ref. [32] .
Among many quantities appearing in (27) 
1 [Set V]. The ∆M n , ∆LB n , and ∆dm n are the sum of the finite magnetic moment amplitudes, the sum of the finite parts of vertex and wave-function renormalization constants, and the sum of the finite parts of the massrenormalization constants, respectively, all derived from the nth order-diagrams without a fermion loop of the QED perturbation theory. ∆M 10 is newly calculated in this work. ∆M 8 is derived from the near-exact result Eq. (5) of Ref. [32] . Other finite integrals are copied from the previous work To obtain the value of ∆LB 8 , we have to deal with 518 eighth-order vertex diagrams and Their values are listed in Table III .
Collecting all these results and substituting numerical values into Eq. (27), we obtain (14) as the best estimate for the Set V contribution to a e .
VII. CONCLUSION
We have re-evaluated all 389 integrals representing the tenth-order Set V diagrams. The error in the integral X024 was identified and corrected. For the other 388 integrals, differ- ent sets of integration variables were prepared and independent numerical evaluation was performed. More statistics have been accumulated which enabled us to obtain the more reliable and accurate numerical results. Together with the semi-analytic eighth-order result, the uncertainty of the QED contribution to the electron anomalous magnetic moment (a e ) has been reduced to the same order of uncertainty as that of the hadronic contribution. To compare theory of a µ to measurement, the hadronic and electroweak contributions must be added to the dominant QED contribution (A2) or (A3). The hadronic vacuumpolarization (HVP) contribution has been calculated by three groups based on newest measurements of the hadronic cross section. The LO-HVP contribution is found in Refs.
[ 39, 66, 67] . Recently a remarkable progress has been achieved in lattice calculation of the LO-HVP contribution [68, 69] , although it is not yet competitive in precision to the dispersion calculation based on measured hadronic cross sections. Reevaluation of the NLO-HVP contribution by means of the dispersion integral is given in Refs. [39, 66] . The NNLO-HVP contribution is given in Ref. [70] . All the HVP contributions are summarized as . Both cover almost all model-dependent results [73] [74] [75] [76] [77] [78] [79] [80] . Recently, the axial meson contribution to the HLbL has been revised [81] , which makes the LO-HLbL contribution smaller. Other revisions have been made for the tensor-exchange contribution [81] and for the π 0 exchange contribution based on the lattice calculation [82] . By collecting these modifications, the LO-HLbL becomes [83] a µ (HLbL, LO) = 10.0 (2.9) × 10 −10 .
The NLO-HLbL term was estimated to be [84] a µ (HLbL, NLO) = 0.3 (0.2) × 10 −10 .
In last few years, lattice QCD calculation of the HLbL contribution has become feasible [85] [86] [87] [88] [89] . Though the systematic uncertainty has not yet been determined, Ref. [87] gives the lattice QCD result as a µ (HLbL, LO) = 5.35 (1.35) × 10 −10 ,
where the uncertainty is due to statistics only.
The data-driven dispersion approach to HLbL similar to but far more complicated than that to HVP has been formulated [90, 91] . It is a very promissing method though it requires long and difficult theoretical works [92, 93] . The contribution from the two-π intermediate states has been recently determined [94] , which is more accurate than that determined using the hadronic models.
For the electroweak contribution, up to two-loop calculations are known [95, 96] . The two-loop weak correction was reevaluated using the latest measured mass of the Higgs boson [39] 116 591 812 (47) × 10 −11 [66] 116 591 820 (52) × 10 −11 [67] .
The difference between measurement and theory ranges from 269 ∼ 306 × 10 −11 corresponding to 3.3 ∼ 3.8 σ discrepancy.
