Abstract-The use of bagging is explored to create an ensemble of fuzzy classifiers. The learning algorithm used was ANFIS (Adaptive Neuro-Fuzzy Inference Systems). We compare results from bagging to those of a single classifier using both crisp and fuzzy classifier combination methods. Results on 20 data sets show that bagging results in a significantly more accurate classifier.
I. INTRODUCTION
There have been a number of papers which show ensembles of classifiers can be used to obtain more accurate predictions on unseen data than those from a single classifier [1] . The question being examined in this paper is whether an ensemble of fuzzy classifiers will result in higher classification accuracy than using a single fuzzy classifier. Of course, using an ensemble may cause you to lose the simplicity and clarity of the fuzzy model. However, if an accuracy gain is available this may suggest there are new ways to build higher accuracy, but still understandable, fuzzy classifiers.
Our work uses ANFIS (Adaptive Neuro-Fuzzy Inference Systems), a fuzzy classifier that is part of the MATLAB Fuzzy Logic Toolbox [2] . Bagging is the ensemble approach whose accuracy is compared to that of a single ANFIS classifier. The Friedman-Holm statistical tests were performed on the results to determine whether there was a significant difference in predictive accuracy between bagging and a single classifier. This test shows that there is significant difference at the 95% level (a = 0.05).
Most datasets used for the experiments came from the UCI repository [3] . A feature selection process was applied to some of them to make them suitable for use with ANFIS. In addition, a stratification process was performed on all data sets for class distribution preservation purposes.
The contents of the paper are organized as follows. The related work section includes a brief description of previous work regarding ensembles of classifiers. Then, a section describing ANFIS is followed by the ANFIS ensemble section, where the bagging process is described. Next comes the experimental evaluation section, which has two subsections, one describing the data set selection process and one containing a description of the experiments. Finally, an analysis of results is given followed by the conclusions.
II. RELATED WORK In general, accuracy obtained from an ensemble of classifiers is expected to be higher than that obtained from a single classifier. The ensemble generation approach studied is bagging, particularly the bagging of fuzzy classifiers.
Bagging was first introduced by Breiman in [4] . Breiman implemented bagging on classification trees using moderate sized as well as larger data sets. Bagging was also applied to regression trees, linear regression and nearest neighbor classifiers. Results showed that bagging improved performance on unstable classifiers. A classifier is said to be stable when relatively small changes in the training set do not cause significant changes in the classifier itself.
ANFIS, the fuzzy classifier utilized in this work, has also been applied in another ensemble approach. In [5] , the authors create ensembles by using different types of fuzzy membership functions within ANFIS. The maximum ensemble size was eight and they used a weighting algorithm to get the final output prediction. They show results on several small data sets for which a single numeric output is desired. They do get less error, but do not address the problem of classification.
A general fuzzy min-max (GFMM) neural network is described in [6] . This method can be used for pure clustering, pure classification, or a combination of both. Hyperbox fuzzy sets are used to represent clusters and classes. Learning is accomplished by placing and adjusting the hyperbox in pattern space. GFMM classification results can be crisp or fuzzy. The IRIS, wine, and ionosphere data sets were tested, and the classification performance of GFMM on the iris data set compares favorably to that of various traditional, fuzzy, and neural classifiers.
The combination of multiple GFMM neuro-fuzzy classifiers was examined in [7] . Conventional resampling methods to generate ensembles of classifiers include boosting and bagging. In these methods, multiple copies of a classifier are generated by applying the base learning algorithm to different subsets of the original training data. In contrast to combining the decisions of multiple copies of the GFMM classifier, an alternative method is proposed that combines hyperbox fuzzy sets from multiple GFMM classifier models into a single classifier model. The resulting performance and stability of the ensemble was improved without sacrificing model transparency and introducing more complexity.
III. ANFIS ANFIS (Adaptive-Network-based Fuzzy Inference System) is a fuzzy inference system implemented under the framework of adaptive networks [8] . An adaptive network can be considered as a superset of feed-forward neural networks with supervised learning. ANFIS is a type of Neurofuzzy network which has the fuzzy rules embedded within the neural network. Figure 1 shows the structure of an adaptive network. Node functions are represented by squares if they have parameters, which make them adaptive, and by circles if they do not have parameters. The links have no associated weights and they only represent direction flow. For further details on ANFIS, see [8] . We applied bagging to build ensembles of ANFIS fuzzy classifiers. In bagging, n bags are formed, each one is obtained via sampling the total set of instances with replacement from the training set, typically, a bag is the same size as the training set. Then, we apply a learning algorithm (ANFIS in our case) using each bag as a training set in order to obtain a separate classifier. Then each classifier predicts the class for each of the instances in the testing set. The final predicted class for each test instance may be computed by a majority vote, see [9] .
V. EXPERIMENTAL EVALUATION First, the reason for the selection of the data sets is reviewed. Next, a detailed description of all experiments performed is provided.
A. Selecting Data Sets
In Table I we show the twenty data sets selected for our experiments from different sources, mostly from the UCI repository [3] . ANFIS results are typically poor for datasets with more than six features due to the size of the fuzzy search space. In the data mining tool, Weka [10] , the gain ratio feature selector was used to choose the best 6 features for data sets with more than six features.
B. Experiments
The The above process was repeated in each experiment for the number of bags we chose to use for experiments, which was 100. Each new bagged and non bagged classifier was formed from the same stratified training set that was selected from the entire data set before the first bag was formed. When all 100 classifiers have been created, two different types of ensemble voting were performed on the outputs generated by the checking FIS for test examples. In the first type of voting, the predictions for each test example consist of the defuzzified outputs from the checking FIS. These real numbers are rounded to crisp values (whole numbers) and any resulting value that is invalid or out-of-range is changed to the closest valid class value. Then the 100 crisp votes are counted and the predicted class for the example is the one with the majority of votes. In the case of ties, the class with the lower number wins.
In the other type of ensemble voting, the 100 defuzzified votes are simply added. Then the mean or average value is determined. This value is then rounded to a valid, crisp class value and is designated as the class predicted by the ensemble. For example, consider the case of 3 classifiers predicting 0.4, 1 and 0.4 respectively for a sample (prediction < 0.5 means class 1 and prediction > 0.5 means class 2). Under the majority-of-votes criteria, these individual predictions are clearly 1, 2, 1, resulting the majority of votes for class 1. Under the mean-of-defuzzified-votes criteria, the mean of the three original predictions is calculated, that is 0.6, resulting in a combined prediction for class 2 for the sample.
The process described above was performed 25 times and average accuracies are reported.
VI. ANALYSIS OF RESULTS
In Table II Figure 2 . Figure 2 shows higher accuracy was achieved with the defuzzified ensemble voting method on fifteen out of twenty test data. The worst accuracy consistently came from the majority vote bagging ensemble method.
In Table III Figure 3 indicate that higher accuracy was achieved on the glass and yeast data sets with bagging using the defuzzified mean. Figure 4 shows a head-to-head comparison of 10 vs. 20 epochs for test accuracies using defuzzified voting of predictions from the checking FIS generated using bags of data. The accuracy with 20 epochs was greater than or equal to that of 10 epochs, except for iris and newthyroid datasets.
The significance of the accuracy difference between bagging and a single classifier was evaluated using the FriedmanHolm Test, which was discussed in [11] . The procedure allows the comparison of two or more classifiers over multiple data sets and determines whether there is a statistically significant difference in the accuracies. It uses the ranks of the classifier on each data set, ranging from 1-3 here. Ties Briefly, the Friedman test is a "non-parametric equivalent of the repeated-measures ANOVA" [11] . ANOVA is a statistical method for testing differences between the performances of classifiers measured on the same test environment with the null-hypothesis being that there is no differences between them. When the null-hypothesis is rejected, a post-hoc test follows. Holm's procedure was applied in our work. It consists of sequentially testing ordered hypotheses starting from the most significant p value, if its corresponding hypothesis is rejected the procedure goes on with the next p value, which is tested and so forth until a null hypothesis that cannot be rejected is found.
The Friedman-Holm test results show that using ANFIS, the bagging approach with the membership function based combination method was statistically significantly better than a single classifier, at the 95% threshold. The mean defuzzified output gave the most accurate results. It is advisable not to make crisp the defuzzified outputs of each FIS before these values are combined in a vote. Otherwise, the benefit of the fuzzy membership functions is lost and lower accuracies result.
The Freidman/Holm test for determining significance of differences in accuracies for our classifier methods was performed, resulting in the conclusion bagging is statistically better than a single classifier at the 95% level.
It is interesting that fuzzy models have enough variability to benefit from an ensemble formulation. This paper shows that an ensemble of fuzzy classifiers can result in higher accuracy than a single fuzzy classifier. The next challenge is to create a single classifier that nears the accuracy of the fuzzy ensemble of classifiers, but retains the understandability of the single classifier.
