Abstract. Let A be a finite set of d × d matrices with integer entries and let mn(A) be the maximum norm of a product of n elements of A. In this paper, we classify gaps in the growth of mn(A); specifically, we prove that limn→∞ log mn(A)/ log n ∈ Z 0 ∪ {∞}. This has applications to the growth of regular sequences as defined by Allouche and Shallit.
Introduction
Let A = {A 1 , A 2 , . . . , A m } be a finite set of matrices and let · be a matrix norm. Let m n (A) denote the maximum norm of a product of n elements of A; specifically, m n (A) := max
Recall that the joint spectral radius of a A is ρ(A) := lim n→∞ |m n (A)| 1/n . The joint spectral radius was first introduced by Rota and Strang [19] in 1960; it arises naturally in a wide variety of areas. We say that A satisfies the finiteness property if the limit ρ(A) is achieved by a finite sequence of matrices; that is, there exists a finite sequence of matrices A i1 , . . . , A i k ∈ A such that ρ(A) = lim n→∞ (A i1 A i2 · · · A i k ) n 1/nk . In 1995, Lagarias and Wang [18] conjectured that all A would satisfy the finiteness property, though this is now known to be false. Non-constructive counterexamples have been given by Bousch and Mairesse [7] , Blondel, Theys and Valdimirov [6] and Kozyakin [17] . The first constructive counterexample was recently given by Hare, Morris, Sidorov and Theys [11] . For more details concerning the joint spectral radius see [5, 8, 10, 12, 14, 15, 16, 20] .
In 2005, Bell [2] showed that if A is a finite set of d × d complex matrices, then the growth of m n (A) is either at least exponential or it is bounded by a polynomial of degree d − 1; moreover, m n (A) is bounded by a polynomial if and only if the joint spectral radius of A is at most 1. This result exhibits a gap in the possible types of growth of m n (A). For example, as Bell points out in his paper, it is impossible to find a finite set of matrices A such that m n (A) ∼ e √ n . Bell's result immediately raises the question of lower gaps in the growth of m n (A). In a recent paper [3] , we provided such a gap result, showing that m n (A) is either bounded or grows at least linearly.
In this paper, we obtain a generalisation of our aforementioned result [3] by providing a complete classification of gaps in the growth of m n (A) for integer matrices. To state our result explicitly, we use the following definitions.
Let A be a finite non-degenerate set of matrices. Here, a set A is called nondegenerate if m n (A) → 0. That is, for all N there exists an n ≥ N with m n (A) = 0. We define the growth degree of A as (1) GrDeg(A) := lim n→∞ log m n (A) log n .
It is not immediately clear that the limit in (1) is well defined, though this will be a consequence of our main theorem, which is the following classification. We point out that we in fact prove a much stronger result (Theorem 10) that deals with semigroups of complex matrices that have the property that every nonzero eigenvalue of each matrix is a root of unity. It is worth observing here that, in the case of integer matrices, if m n (A) → 0, then we necessarily have m n (A) 1, and hence the joint spectral radius in question is bounded below by 1. Moreover, if ρ(A) > 1, then it is easy to see that GrDeg(A) = ∞. So the interesting case is when ρ(A) = 1.
In addition to the gaps provided by Bell [2] , our result provides gaps of smaller and intermediate orders; for example, it is impossible to find a finite set of integer matrices A such that m n (A) ≍ n α for any α ∈ R \ Z. Indeed, our result implies that either m n (A) is bounded or there is a real constant c > 0 such that m n (A) > cn for all n sufficiently large. Moreover, if there is a real number α > 0 such that m n (A) > cn α for some positive constant c, then our result implies that there is a constant C > 0 such that m n (A) > Cn ⌈α⌉ , where ⌈x⌉ denotes the smallest integer greater than or equal to the real number x.
Theorem 1 addresses a question of Jungers, Protasov, and Blondel [16, Problem 2], who asked: is it true that for any finite set of matrices A, the limit
−n m n (A)] log n exists and is always an integer? In particular, does this hold for nonnegative integer matrices?
Theorem 1 shows that, in the special case where A is a finite set of integer matrices, and ρ(A) = 1, the answer to the above question is 'yes'. Note that our result does not require the matrices to have nonnegative integer values. The case of matrices with strictly positive integer values was considered by Jungers, Protasov, and Blondel [16] .
Our original motivation for Theorem 1 was to prove the analogous result in the context of regular sequences as defined by Allouche and Shallit [1] .
Let Σ m = {1, . . . , m} be a finite alphabet, let R be a commutative ring, let M be a finitely generated R-module and let f : Σ that f is (R, m)-regular if, span {f u (w)} w∈Σ * m : u ∈ Σ * m , the R-module spanned by the maps f u (w), is finitely generated. Connecting (R, m)-regularity with more commonly regarded objects, Allouche and Shallit [1, Theorem 2.3] showed that in the case when R = Z, the sequence of values of f can be produced by a deterministic finite automaton with output (that is, f is (Z, m)-automatic) if and only if f is (Z, m)-regular and #{f (Σ * m )} is finite. Moreover, connecting (Z, m)-regularity to semigroups of matrices, they showed [1, Theorem 2.2] that f is (Z, m)-regular if and only if there exist positive integers m and d, matrices A 1 , . . . , A m ∈ Z d×d , and vectors v, w ∈ Z d such that
where
In this way, there is a correspondence between finitely generated semigroups of integer matrices and regular sequences. Using this correspondence, we are led to define the growth degree of a non-
where we have used | · | to denote both the length of a word and the absolute value of a real number. Here f is degenerate if f (w) = 0 for all w sufficiently long. We are taking log |0| = −∞, which is always less than any real number (and hence can only be attained by the lim sup for a degenerate f , which we explicitly disallow).
In the context of (Z, m)-regular sequences, we have the following result, which, in view of the correspondence given by Allouche and Shallit, is a near-restatement of Theorem 1.
is the algebra of sequences generated by automatic sequences with convolution as multiplication.
Note that R 0 (Σ m ) is a subset of the (C, m)-regular sequences that plays the analogous role of the semigroups of matrices with ρ(A) = 1.
In addition to the graded classification of growth types provided, Theorem 2 can be seen as a lower bound version of a result of Allouche and Shallit [1, Theorem 2.10], which states that if f is a (C, m)-regular sequence, then f (w) = O(e c|w| ) for some positive real number c.
As a final remark in this introduction, we relate our second result to the following canonical example. Let Σ 1 = {1}. Then f : Σ * 1 → Z is (Z, m)-regular if and only if f satisfies a linear recurrence. The ring R 0 (Σ 1 ) is all sequences whose generating power series are rational functions in C[ [x] ] with (possible) poles at zero and roots of unity, and moreover, this ring is generated as a C-algebra by the eventually periodic sequences under the convolution product. Theorem 2 generalises this well-known result about the one-variable case to the multivariable case, regarded in the sense of non-commutative rational functions of Berstel and Reutenauer [4] .
Our paper is organised as follows. In Section 2, we prove Theorem 1. We apply this to the case of (Z, m)-regular sequences by proving Theorem 2 in Section 3.
Classification of finite growth degrees
For a finite set of matrices A = {A 1 , A 2 , . . . , A m }, we write A for the semigroup generated by these matrices under matrix multiplication. Here, our semigroups include an identity element, arising from the empty product of elements in A. Let U be the set of all roots of unity. We say that a matrix is tame if all eigenvalues of the matrix lie in U ∪ {0}. We say that A is a tame semigroup if all matrices in A are tame.
To prove Theorem 1, we require the following lemmas.
Lemma 3. Let K be a finitely generated extension of Q and let d be a positive integer. Then the collection Y of roots of unity ω such that ω is the root of a nonzero degree d polynomial with coefficients in K is finite.
Proof. By the primitive element theorem, we can write K = Q(t 1 , . . . , t s )(α), where t 1 , . . . , t s are algebraically independent over Q and α is algebraic over Q(t 1 , . . . , t s ). Let F = Q(t 1 , . . . , t s ). Then there is some natural number m such that
It follows that for ω ∈ Y there exists a nonzero polynomial
s and some i such that p i (a 1 , . . . , a s ) = 0. We note that t 1 , . . . , t s are algebraically independent over Q(ω) since they are algebraically independent over Q, so we can specialise to obtain that md i=0 p i (a 1 , . . . , a s )ω i = 0. In particular, we see that [Q(ω) : Q] md and so Y is finite since there are only finitely many roots of unity with this property.
We next need a version of Burnside's Theorem for tame semigroups.
Lemma 4. Let K be a field of characteristic zero, let d be a positive integer, and
Since every matrix in A has all eigenvalues in U ∪ {0}, if Y ∈ A , then we have that each of the eigenvalues of Y is either zero or is a root of unity. Furthermore each of these eigenvalues has the property that it is the root of a nonzero degree d polynomial (the characteristic polynomial of Y) with coefficients in K. Now let Y denote the set of elements ω of U with the property that ω is a root of a nonzero degree d polynomial with coefficients in K. By Lemma 3, Y is finite. It follows that
is finite.
We claim that φ is injective. To see this, suppose Y, Z ∈ A and
Since the X i span K d×d , we have Tr((Y − Z)U) = 0 for every matrix U ∈ K d×d and this gives Y − Z = 0, so that Y = Z and φ is injective.
Since φ injects A into the finite set Y 
, and
Proof. We prove this lemma by induction on d. If d = 1, then there do not exist infinite finitely generated tame semigroups of d × d matrices. Thus we may assume that d > 1. Now assume that the conclusion holds for all dimensions less than d. Let S denote the K-span of A , and set V = K d . If V is a simple left S-module, then ∆ := End S (V ) is a division ring by Schur's lemma [9, Page 356, Excerise 11] . Since any S-linear map from V to V is necessarily K-linear, we see that ∆ embeds in End K (V ) and so ∆ is finite-dimensional as a Kvector space and hence ∆ = K since K is algebraically closed and hence has trivial Brauer group. Then by the Jacobson Density Theorem [13] , S embeds as a dense subring of End K (V ). Since dim K V < ∞, we see that S = End K (V ) = K d×d . Thus by Lemma 4, we have that A is finite, which contradicts our assumption. Thus we may assume that V is not simple.
Since V is not simple, there is an S-submodule W with 0 W V .
. . , u e is a basis for W and the images of u e+1 , . . . , u d in V /W form a basis for V /W . Let
Then for i = 1, . . . , m we have
, and 0 (d−e)×e is the (d − e) × e zero matrix, as claimed.
The next result shows that if m n (A) is polynomially bounded below infinitely often, then it is polynomially bounded below on an arithmetic progression.
Lemma 6. Let X 1 , . . . , X k be tame d×d complex matrices, and Z 1 , . . . , Z k be d×d complex matrices. Let v and w be vectors in C d . Let
Then there is a positive integer s such that for all ℓ ∈ {0, . . . , s − 1}, the function g(sn + ℓ) is a polynomial in n. In particular, if there is a positive constant C 0 and a nonnegative integer r such that |g(n)| > C 0 n r for infinitely many n, then there is some positive constant C 1 and some ℓ ∈ {1, . . . , s − 1} such that |g(sn + ℓ)| > C 1 n r for all n 0. Corollary 7. Let g(n) be as in the statement of Lemma 6 and additionally suppose that
Proof. Notice that each X i and Z i corresponds to a word over the alphabet A.
Taking the sums of the lengths of the words of X i for s 0 and the sums of the lengths of the words of Z i for ℓ 0 gives m s0n+ℓ0 (A) |g(n)|. By taking the appropriate subsequence the result follows. 
We proceed by induction on these d i .
If any d i = 0, then we have Z i = 0 and g(n) = 0, which is a polynomial in n. This proves the base case.
Assume that each d i > 0 and the inductive hypothesis is true for all (d
d i for all i with strict inequality holding for at least one i.
By telescoping, we have g(n + a) − g(n + b) = k i=1 h i (n). Let j ∈ {1, . . . , k} and define
By construction, we have
In particular, by minimality of (d 1 , . . . , d k ), the function h j (n) satisfies the conclusion of the lemma for j = 1, . . . , k, and so there exist s 1 , . . . , s k such that h j (s j n+ℓ j ) is a polynomial for j = 1, . . . , k and ℓ j ∈ {0, . . . , s j − 1}. We now take s = s 1 · · · s k and obtain the desired result.
Corollary 7 implies, in a straightforward way, that m n (A) is polynomially bounded below for all n 0. Proof. Since our matrix norm is submultiplicative, for any three words u, v, and w such that uv = w, we have
and so
for any nonnegative integers i and j.
Let n be an arbitrary given positive integer that may be taken to be sufficiently large. Define the positive integer N by
Define the integer r ∈ {0, . . . , s} by sN + ℓ = n + r. Then we have
The quantity m r (A) is bounded by a constant, which is independent of the choice of r, but is dependent on s. Specifically By the lower bound assumption on m sN +ℓ (A),
This implies the result for n large enough, and by adjusting the constant as necessary, for all n 0.
Lemma 9. Suppose that A := {A 1 , . . . , A m } is a set of d × d complex matrices that generate a tame semigroup. Then there exists a > 0 (depending only on A and d) and an integer k,
Proof. If A is finite, then there exists some a such that X 2a = X a for all X ∈ A . Thus we obtain the desired conclusion.
By Lemma 5, if A is infinite, then there is a U ∈ GL d (C) such that
where the eigenvalues of the elements of B 1 , . . . , B m and C 1 , . . . , C m are all in U ∪ {0}.
By induction there are a 1 , a 2 > 0 and k 1 and k 2 with
. . , B m , and
This gives
which is the desired result.
We use Lemma 9 to establish the following result that directly implies Theorem 1.
Theorem 10. Let A := {A 1 , . . . , A m } be a non-degenerate set of d × d complex matrices that generate a tame semigroup and let k be the minimal nonnegative integer for which there exists an a such that
Then there exist positive constants C 1 and C 2 such that
for all n 0.
We note that a minimal k necessarily exists by Lemma 9.
Proof of Theorem 10. If A is a finite non-degenerate semigroup, we have m n (A) = 1 for all n. Hence the result holds for k = C 1 = C 2 = 1. Our proof follows by induction on d. When d = 1, our semigroup is a finite non-degenerate semigroup, hence the result follows. Assume that the result is true for all dimensions less than d. By assumption, there is an a > 0 and a k 1 such that
By expanding over products, we see that
By the minimality of k, there exist (fixed)
Now, in general, for n 4,
and let P 2,n (X) := (2X a − I)(X a + I).
Then (4) (X
So by (4),
When we expand this product out, any term consisting of a product containing (
2 P 1,n (X i ) will necessarily be zero, since it will contain at least k factors of the form X 2a − X a . Thus
for the fixed matrices X 1 , . . . , X k−1 , Y 1 , . . . , Y k−1 . By our choice of X i and Y i , we have that C = 0.
Notice that
elements of A , of the form ±X
where α i ∈ {na, a} and β i ∈ {a, 0}. In particular, since C is nonzero, there exist nonzero vectors v and w of norm 1, a positive constant κ 1 , some subset T ⊆ {1, . . . , k − 1}, and matrices {Z i : i ∈ T } ⊆ A such that
has absolute value at least κ 1 n k−1 for infinitely many n. By Lemma 6, there exist natural numbers ℓ and s and a positive constant κ 2 such that |g(sn + ℓ)| ≥ κ 2 n k−1 for all n 0. By Lemma 8, there exists a C 1 > 0 such that |m n (A)| C 1 n k−1 for all n 0.
We now give the corresponding upper bound to prove the theorem. If k = 1, then our semigroup is finite and there is nothing to prove. As before if k > 1, then A is infinite, and so by Lemma 5, V is not simple. Let
where X and Y range over A . Note that V 0 is invariant under A . Then by construction, we have
is identically zero on V 0 . In particular, we have by induction on k that A restricted to V 0 is such that there exists a κ 3 > 0 with m n (A| V0 ) κ 3 n k−2 . We see for all X ∈ A that X 2a − X a maps V to V 0 . Hence, the image of A in End(V /V 0 ) is a finitely generated, periodic, linear semigroup, and so the image is finite.
As the image of the semigroup is finite, we see that there exists an M such that if |w| M , then there is a word w 0 with |w 0 | < M such that
Moreover, we have that
for all non-trivial words w.
We see that A u0 − A u1 takes a unit vector from V and takes it to V 0 . There are only a finite number of words of length M , and hence we can define κ 4 = max |u0|=M,|u1|<M A u0 − A u1 , such that (A u0 − A u1 )V ⊂ V 0 . By our comments before, we have by induction that A v0 acting on V 0 satisfies the inductive hypotheses, and hence satisfies A v0 | V0 κ 3 n k−2 since |v 0 | n. Lastly, we see that |v 0 u 1 | < |v 0 u 0 | and hence |v 0 u 1 | n − 1. This implies that A v0u1 m n−1 (A).
This gives
. . .
for some positive constant C and for all n M . By replacing C by some larger constant C 2 we see that we have that m n (A) C 2 n k−1 for all n 0.
Application to regular sequences
Recall from the introduction that for a finite alphabet Σ m := {1, . . . , m}, we say that a function f : Σ * 
In fact, if R is a PID then after fixing an R-module basis for the module spanned by the maps of the form f u there is a canonical integer d and choice of vectors v, w ∈ R d and matrices A 1 , . . . , A m ∈ R d×d . We give this construction in the following lemma.
As before, for a finite set of matrices A := {A 1 , A 2 , . . . , A m }, we write A for the semigroup generated by these matrices under matrix multiplication. Here again, our semigroups will include an identity element, arising from the empty product of elements in A. We note that we include fields as PIDs.
Lemma 11. Let R be a subring of C. Suppose that R is a principal ideal domain, that f is (R, m)-regular, and that the R-module spanned by the maps f u has Rmodule basis {g 1 , . . . , g d }. Then there is a canonical choice (with respect to our chosen basis) of vectors v, w ∈ R d and matrices A 1 , . . . , A m ∈ R d×d such that span C w T A = C 1×d . In particular, one can take
, where ε is the empty word.
Proof. Since R is a PID and the R-module spanned by maps of the form f u is finitely generated and torsion free, we see that it has an R-module basis. Let {g 1 (w), . . . , g d (w)} be an R-module basis for the R-module spanned by the maps f u (w). Then for i ∈ Σ m the functions g 1 (iw), . . . , g d (iw) can be expressed as Rlinear combinations of g 1 (w), . . . , g d (w) and hence there are d×d matrices A 1 , . . . , A m with entries in R such that
for i = 1, . . . , m and all w ∈ Σ * m . In particular, if we write ε for the empty word, and let w ∈ Σ * be any nonempty word where
We claim that the C-span of the vectors [g 1 (w), . . . , g d (w)], as w ranges over all words in Σ * m , must span all of C 1×d . Indeed, if this were not the case, then their span would be a proper subspace of C 1×d and hence the span would have a nontrivial orthogonal complement. In particular, there would exist c 1 , . . . , c d ∈ R, not all zero, such that
for every w, contradicting the fact that g 1 (w), . . . , g d (w) are R-linearly independent sequences.
, finishes the proof of the lemma.
We call the construction for f in Lemma 11, the canonical representation of f . Note that even though we call this representation 'canonical', it is only unique up to conjugation by elements of GL n (R) and that is why we first fix a basis.
We define the set S 0 (Σ m ) to be the set of all maps f : Σ * m → C such that there is a positive integer d, matrices A = {A 1 , . . . , A m } with A i ∈ C d×d , and vectors v, w ∈ C d such that f (w) = w T A w v, where A w = A i1 · · · A is , when w = i 1 · · · i s and A a tame semigroup. That is, the set S 0 (Σ m ) is the set of all (C, m)-regular functions f whose associated set of matrices A generates a tame semigroup A .
Recall that for a word w ∈ Σ * m , we denote by |w| the length of the word w; we also use |x| for the standard absolute value of the real number x. The contexts of these usages are quite evident and not easily confused in what follows.
The set of (C, m)-regular sequences exhibits algebraic structure. Given f, g :
It is well-known (cf. [1, Theorem 3.1 and Corollary 3.2]) that the set of (C, m)-regular sequences forms a ring under pointwise addition and convolution product, which we denote by R(Σ m ). We denote by R 0 (Σ m ) the C-subalgebra of R(Σ m ) generated by the (C, m)-automatic sequences under the convolution product. (An automatic sequence is a regular sequence taking only finitely many distinct values.)
We say a (C, m)-regular function f : Σ * m → C is polynomially bounded, provided there is a k 0 and c > 0 such that |f (w)| c · |w| k . To aid in the proof of Theorem 2, we prove the following equivalence. 
We prove Theorem 12 by first considering the equivalence of the statements (i) and (ii)-this does not require that f be Z-valued and we show in fact that R 0 (Σ m ) = S 0 (Σ m ). We then show the equivalence of (ii) and (iii), which does require that f be Z-valued. For example, if f : Σ * 1 → C is (C, m)-regular and defined by f (1 n ) = (1/2) n , then f is polynomially bounded, but it is not in S 0 (Σ 1 ). We make use of the following fact. Proof. Let f : Σ * m → C be a (C, m)-automatic function and let {g 1 . . . , g d } be an R-module basis for the R-module spanned by maps of the form f u , and let A be the semigroup of the set of matrices determined by the canonical representation of f and w T be also as given by the canonical representation. By Lemma 11, span C w T A = C 1×d . It suffices to show that A is a tame semigroup. To this end, suppose that A ∈ A and that λ is an eigenvalue of A. Then there is a nonzero vector u such that Au = λu. Let y be a vector such that y T u = 0. Note that one can choose y to be the vector whose ith entry is the complex conjugate of the ith entry of u.
Since span C w T A = C 1×d , there exist c 1 , . . . , c ℓ ∈ C and X i ∈ A such that
For i = 1, . . . , ℓ let x i ∈ Σ * m be the word corresponding to X i and let a ∈ Σ * m be the word corresponding to A; that is x i = i s · · · i 0 , where X i = A xi = A is · · · A i0 , and similarly for a. Then
By assumption, each of {g 1 (n)} n 0 , . . . , {g d (n)} n 0 is in the C-module generated by the maps f u , and since f is automatic, each of the maps f u can take only a finite number of values, so that also each of the functions g i can take only a finite number of values. Thus the sum on the righthand side of (7) can take only a finite number of values as n → ∞, and hence also the lefthand side. This is only possible if λ is an element of U ∪ {0}. Thus A must be tame.
Proof. We first prove the inclusion R 0 (Σ m ) ⊇ S 0 (Σ m ). Let f ∈ S 0 (Σ m ), so that f (w) = w T A w v, where w, v and A are as provided by the definition of S 0 (Σ m ) and the semigroup A is tame. We let d be the natural number for which the elements of our semigroup lie in C d×d , let S denote the C-span of A , and set V = C d . We claim that f ∈ R 0 (Σ m ). We prove this by induction on d.
Notice that if A is finite, then f is automatic, so f ∈ R 0 (Σ m ) and we are done. In particular, this occurs when d = 1 and so we obtain the base case. Now suppose that the claim holds for all dimensions less than d. We may assume that A is infinite. Then by Lemma 5, there is a matrix U and e ∈ {1, . . . , d − 1} such that for i = 1, . . . , m we have
, and 0 (d−e)×e is the (d − e) × e zero matrix.
Notice that all the eigenvalues of the matrices in B 1 , . . . , B m and C 1 , . . . , C m are in U ∪ {0}. Let y T = w T U, x = U −1 v, and write
where x 1 , y 1 are e × 1 vectors and x 2 , y 2 are (d − e) × 1 vectors. Then
By the induction hypothesis, we have that both g(w) := y 
To this end, let f 1 , . . . , f e : Σ * → C be defined by
, where e i is the e × 1 column vector with a 1 in the ith position and zeros in all other positions, and given a word w = i 1 · · · i s , we define the maps g 1 , . . . , g e : Σ * → C by
, where we use the convention that g i (ε) = 0 for ε the empty word. Then
By the inductive hypothesis f 1 , . . . , f e ∈ R 0 (Σ). We now show that g i ∈ R 0 (Σ) for each i ∈ {1, . . . , e}.
To see this, let i ∈ {1, . . . , e}. Recall that by definition, It is immediate that φ j is Σ-automatic for each j = 1, . . . , m. Thus for each j we have φ j ∈ R 0 (Σ m ). By the inductive hypothesis, each h j ∈ R 0 (Σ m ), and so since
we have that g i ∈ R 0 (Σ m ). By definition R 0 (Σ m ) is closed under the convolution product and the taking of finite linear combinations, thus we have that k(w)
Since S 0 (Σ m ) contains all of the (C, m)-automatic sequences, as given by Lemma 13, to show that R 0 (Σ m ) ⊆ S 0 (Σ m ), it is sufficient to prove that S 0 (Σ m ) is closed under taking C-linear combinations and under the convolution product.
It is quite clear that if λ ∈ C and f, g ∈ S 0 (Σ m ) then f + λg ∈ S 0 (Σ m ). For if
and the eigenvalues of A w 0 0 B w are just the eigenvalues of A w and B w , which are in U ∪ {0}. Hence S 0 (Σ m ) is closed under addition.
To see that S 0 (Σ m ) is a C-algebra under the convolution product, let f, g ∈ S 0 (Σ m ) be given as in (8) . Let Then all eigenvalues from matrices in the semigroup generated by C 1,j , . . . , C m,j lie in U ∪ {0}. Thus if we write C w,j = C i1,j · · · C is,j when w = i 1 · · · i s , we have h j (w) := w f (x i1 · · · x i ℓ )g(x i ℓ+1 · · · x is )δ j,i ℓ+1 ∈ S 0 (Σ m ).
Thus (f ⋆ g)(w) = h 1 (w) + · · · + h m (w) + g(ε)f (w) ∈ S 0 (Σ m ).
Proof of Theorem 12. We have shown the equivalence of (i) and (ii) in Proposition 14. We now show these are both equivalent to (iii). We first show that (ii) implies (iii). Suppose that f ∈ S 0 (Σ m ). Then there exist positive integers m and d, matrices A 1 , . . . , A m ∈ C d×d , and vectors v, w ∈ C d such that f (w) = w T A w v, we have constructed an infinite set of words u h x i w n such that
|u h x i w n | 2M
.
Since |λ| > 1, we have that |λ| 1/2M > 1, and thus f is not polynomially bounded. This finishes the proof of the theorem.
Proof of Theorem 2. We prove the stronger result that whenever f : Σ * m → C is in S 0 (Σ m ), then GrDeg(f ) is a nonnegative integer. Since f ∈ S 0 (Σ m ), there exist positive integers m and d, matrices A 1 , . . . , A m ∈ C d×d , and vectors v, w ∈ C We may also assume that the complex span of w T A w as w ranges over Σ * m is all of C 1×d and that the complex span of A w v as w ranges over Σ * m is all of C d×1 ; otherwise, we can work with a smaller representation that has this property and the resulting semigroup will still be tame. Let · be the norm given by A = Tr(AA * ). By Theorem 10, there exists some nonnegative integer k and positive constants C 1 and C 2 such that C 1 |w| k A w C 2 |w| k for all non-trivial words w. In particular, we have |f (w)| C 2 · w · v · |w| k for all non-trivial words w and so GrDeg(f ) k. On the other hand, the fact that A w C 1 |w| k gives that there is some C 3 and some i, j such that |e 
