Existence and uniqueness are proved for Mckean-Vlasov type distribution dependent SDEs with singular drifts satisfying an integrability condition in space variable and the Lipschitz condition in distribution variable with respect to W 0 or W 0 + W θ for some θ ≥ 1, where W 0 is the total variation distance and W θ is the L θ -Wasserstein distance. This improves some existing results where the drift is either locally bounded in the space variable or continuous in the distribution variable with respect to the Wasserstein distance.
Introduction
Consider the following distribution dependent SDE on R d :
where T > 0 is a fixed time, (W t ) t∈[0,T ] is the m-dimensional Brownian motion on a complete filtration probability space (Ω, {F t } t∈[0,T ] , P), L Xt is the law of X t ,
b
are measurable, and P is the space of all probability measures on R d equipped with the weak topology. This type SDEs are also called McKean-Vlasov SDEs and mean field SDEs, and have been intensively investigated due to its wide applications, see for instance [1, 2, 5, 8, 10, 11, 12, 18, 20] and references within.
An adapted continuous process on R d is called a (strong) solution of (1.1), if
and P-a.s.
We call (1.1) (strongly) well-posed for an F 0 -measurable initial value X 0 , if (1.1) has a unique solution starting at X 0 . When a different probability measureP is concerned, we use L ξ |P to denote the law of a random variable ξ under the probabilityP, and use EP to stand for the expectation underP. For any µ 0 ∈ P, (X t ,W t ) t∈[0,T ] is called a weak solution to (1.1) starting at µ 0 , if (W t ) t∈[0,T ] is the m-dimensional Brownian motion under a complete filtration probability space (Ω, {F t } t∈[0,T ] ,P), (X t ) t∈[0,T ] is a continuousF t -adapted process on R d with LX 0 |P = µ 0 , and (1.2)-(1.3) hold for (X,W ,P, EP ) replacing (X, W, P, E). We call (1.1) weakly well-posed for an initial distribution µ 0 , if it has a unique weak solution starting at µ 0 ; i.e. it has a weak solution (X t ,W t ) t∈[0,T ] with initial distribution µ 0 under some complete filtration probability space (Ω, {F t } t∈[0,T ] ,P), and LX [0,T ] |P = LX [0,T ] |P holds for any other weak solution with the same initial distribution (X t ,W t ) t∈[0,T ] under some complete filtration probability space (Ω, {F t } t∈[0,T ] ,P).
Recently, the (weak and strong) well-posedness is studied in [3, 4, 6, 13, 14, 15, 17] for (1.1) with σ t (x, γ) = σ t (x) independent of the distribution variable γ, and with singular drift b t (x, γ). See also [12, 14] for the case with memory. We briefly recall some conditions on b which together with a regular and non-degenerate condition on σ implies the wellposedness of (1.1). To this end, we recall the L θ -Wasserstein distance W θ for θ > 0:
where C (γ,γ) is the set of all couplings of γ andγ. By the convention that r 0 = 1 {r>0} for r ≥ 0, we may regard W 0 as the total variation distance, i.e. set
References [3, 4] give the well-posedness of (1.1) with a deterministic initial value X 0 ∈ R d , where the drift b t (x, γ) is assumed to be linear growth in x uniformly in t, γ,
holds for some function φ ∈ C((0, ∞); (0, ∞)) with · 0 1 φ(s) ds = ∞. Note that for distribution dependent SDEs the well-posedness for deterministic initial values does not imply that for random ones.
[15, Theorem 3] presents the well-posedness of (1.1) with exponentially integrable X 0 and a drift b of type
whereb t (x, y) has linear growth in x uniformly in t and y. Sinceb t (x, y) is bounded in y, b t (x, ·) is Lipschtiz continuous in the total variation distance W 0 . [17] considers the same type drift and proves the well-posedness of (1.1) under the conditions that E|X 0 | β < ∞ for some β > 0 and |b t (x, y)| ≤ h t (x − y)
for some h ∈ L q ([0, T ];L p (R d )) for some p, q > 1 with d p + 2 q < 1, whereL p is a localized L p space.
In [6] the well-posedness of (1.1) is proved for X 0 satisfying E|X 0 | 2 < ∞, and for b given by
where γ(ϕ) := R d ϕdγ for some α-Hölder continuous function ϕ, and |b t (x, r)|+|∂ rbt (x, r)| is bounded. Consequently, b t (x, γ) is bounded and Lipschitz continuous in γ with respect to W α . In [13] the well-posedness is derived under the conditions that
In this paper, we prove the (weak and strong) well-posedness of (1.1) for general type b with b t (x, γ) Lipschitz continuous in γ under the metric W 0 or W 0 + W θ for some θ ≥ 1. This condition is weaker than those in [3, 4, 6, 13] in the sense that the drift is not necessarily continuous in the Wasserstein distance, but is incomparable with those in [15, 17] where b is of the integral type as in (1.4) . Moreover, our result works for any initial value and initial distribution.
In this case, we write ξ = ∇f and call it the weak gradient of f . For p, q ≥ 1, let
We will use the following conditions.
the weak gradient ∇σ t exists for a.e. t ∈ [0, T ] such that |∇σ| 2 ∈ L q p (T ) for some (p, q) ∈ K ; and there exists a constant K 1 ≥ 1 such that
for some constants θ, K 2 ≥ 1, and there exists (p, q) ∈ K such that
, and δ 0 stands for the Dirac measure at the point 0 ∈ R d .
When (1.1) is weakly well-posed for initial distribution γ, we denote P * t γ the distribution of the weak solution at time t.
holds, then (1.1) is strongly and weakly well-posed for any initial values and any initial distribution. Moreover,
for initial value X 0 and weakly well-posed for initial distribution µ 0 . Moreover, there exists a constant c > 0 such that for any µ 0 , ν 0 ∈ P θ ,
In the next section we make some preparations, which will be used in Section 3 for the proof of Theorem 1.1.
Preparations
We first present the following version of Yamada-Watanabe principle modified from [13, Lemma 3.4]. 
has strong uniqueness for some initial value X 0 with L X 0 = µ 0 , then (1.1) has a strong solution starting at X 0 . If moreover (1.1) has strong uniqueness for any initial value X 0 with L X 0 = µ 0 , then it is weakly well-posed for the initial distribution µ 0 .
Proof. (a) Strong existence. Since µ t = LX t |P,X t underP is also a weak solution of (2.1) with initial distribution µ 0 . By the Yamada-Watanabe principle, the strong uniqueness of (2.1) with initial value X 0 implies the strong (resp. weak) well-posedness of (2.1) starting at X 0 (resp. µ 0 ). In particular, the weak uniqueness implies L Xt = µ t , t ∈ [0, T ], so that X t solves (1.1). (b) Weak uniqueness. LetX t under probabilityP be another weak solution of (1.1) with initial distribution µ 0 . For any initial value X 0 with L X 0 = µ 0 , the strong uniqueness of (2.1) starting at X 0 implies
This and the weak uniqueness of (2.1) proved in (a) yield
This and (2.2) imply LX t |P = µ t , so thatX t underP is a weak solution of (1.1) witĥ X 0 =X 0 . By the strong uniqueness of (1.1), we deriveX We will use the following result for the maximal operator: Moreover, for any p > 1, there exists a constant C p > 0 such that
To compare the distribution dependent SDE (1.1) with a classical one, for any µ ∈ B([0, T ]; P), let b µ t (x) := b t (x, µ t ) and consider the classical SDE
According to [23] , assumption (A σ ) together with (A b ) or (A ′ b ) implies the strong wellposedness, where under (A ′ b ) the non-explosion is implied by (1.8) . For any γ ∈ P,
We have the following result. 
(2) If (A b ) holds and γ ∈ P θ , then for any µ ∈ C([0, T ]; P θ ), we have Φ γ · (µ) ∈ C([0, T ]; P θ ). Moreover, for any m ≥ 1 ∨ θ 2 , there exists a constant C > 0 such that for any µ, ν ∈ C([0, T ]; P θ ) and γ 1 , γ 2 ∈ P θ ,
Proof. (1) Let (A ′ b ) hold and take µ, ν ∈ B([0, T ]; P). To compare Φ γ t (µ) with Φ γ t (ν), we rewrite (2.6) as
wherẽ
Noting that (1.5) together with (1.9) implies
by the Girsanov theorem we see that R T := e − T 0 ξs,dWs − 1 2 T 0 |ξs| 2 ds is a probability density with respect to P, and (W t ) t∈[0,T ] is a d-dimensional Brownian motion under the probability Q := R T P.
By the weak uniqueness of (2.6) and L X µ 0 |Q = L X µ 0 = γ, we conclude from (2.9) with Q-Brownian motionW t that
Combining this with (A σ ) and applying Pinker's inequality [16] , we obtain
(2.11)
Let X µ t solve (2.6) and X ν t solve the same SDE for ν replacing µ. We need to find a constant C > 0 such that for any t ∈ [0, T ],
To this end, we make a Zvokin type transform as in [13] and [22] .
For any λ > 0, consider the following PDE for u : [0, T ] × R d → R d :
According to [ 
It is easy to see that (2.13) and the Itô formula imply
In particular, (2.14) and and (2.16) is an SDE for Z t := Θ λ,µ t (X µ t ) with coefficients of at most linear growth, so that L Z· ∈ C([0, T ]; P θ ) and so does L X µ · due to (2.14) and the continuity of Θ λ,µ for some constant c 1 > 0, a local martingale M t , and
Thanks to [22, 
holds for all t ∈ [0, T ] and some constants c 2 , c 3 > 0. Therefore, (2.12) holds for some constant C > 0 and the proof is thus finished.
3 Proof of Theorem 1.1
Assume (A σ ). According to [23, Theorem 1.3], for any µ · ∈ B([0, T ]; P), each of (A b ) and (A ′ b ) implies the strong existence and uniqueness up to life time of the SDE (2.1). Moreover, it is standard that in both cases a solution of (2.1) is non-explosive. So, by Lemma 2.1, the strong well-posedness of (1.1) implies the weak well-posedness. Therefore, in the following we need only cosnider the strong solution.
To prove the strong well-posedness of (1.1), it suffices to find a constant t 0 ∈ (0, T ] independent of X 0 such that in each of these two cases the SDE (1.1) has strong wellposedness up to time t 0 . Indeed, once this is confirmed, by considering the SDE from time t 0 we prove the same property up to time (2t 0 ) ∧ T . Repeating the procedure finite many times we derive the strong well-posedness.
Below we prove assertions (1) and (2) for strong solutions respectively.
Let t 0 = 1 2C . We consider the spaceẼ t 0 := {µ ∈ C([0, t 0 ]; P θ ) : µ 0 = γ} equipped with the complete metricρ (ν, µ) := sup
Then Φ γ is strictly contractive inẼ t 0 , so that the same argument in (a) proves the strong well-posedness of (1.1) with L X 0 = γ up to time t 0 .
Let µ t and ν t be in (a). By (3.4) with γ = µ 0 we obtain
Next, taking γ 1 = ν 0 , γ 2 = µ 0 and µ = ν in (2.8), we derive
Combining this with (3.3) and (3.5), we find a constant C ′ > 0 such that By Gronwall's lemma, this implies (1.11) for some constant c > 0.
