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어떤 때보다 빠르게 지나간 석사 생활을 이 논문으로 마무리 짓게 되었습니다.
힘들었던 만큼 많은 것을 배웠다는 만족감과 조금 더 열심히 하지 못했다는 아쉬
움이 교차합니다.언제나 저의 옆에서 많은 관심과 사랑을 주신 여러분께 감사의
말씀을 짧게 전하려 합니다.
먼저 한없이 부족한 저에게 끊임없는 관심을 가져주시고 많은 것을 가르쳐 주
신 유선국 교수님께 감사의 말씀을 전합니다.또한 언제나 저를 지켜봐 주시며 많
은 도움을 주신 김남현 교수님과 신경외과 김선호 교수님께도 정말 감사드립니다.
언제나 힘들고 어려운 일을 하시면서도 저를 아껴 주시고 예뻐해 주신 동근
이형,너무 죄송하고 감사드립니다.아무것도 모르던 연구실 생활 초창기에 많은
도움과 교감을 나눠 주셨던 병수형,고마워요.썰렁했던 연구실을 웃음으로 채워주
신 우리 민규형,허리 빨리 나으세요.망사 패밀리 정진이와 국진이형,기원이형!!
올해는 좋은 일만 있자구요.그리고 형으로써,선배로써 많은 도움을 주고 싶었지
만 잘 못해준 동헌아,내무반에서 기다릴께.구염둥이 수정인 남자 친구 생겨도 날
버리지 말아주길 바란다.서로 너무 달라서 매력적인 동갑내기 진호,내 사랑 충
기,영재야 너무 고맙다.멀리 있어서 자주 보지는 못했지만 너무 정겹고 좋은 배
신자 재홍이 형과 덕찬이,윤정이,올해는 자주 뵈어요.조금 늦게 알았지만 가슴
깊이 저를 챙겨주신 순만이형,너무 감사드립니다.그리고 마지막으로 호현이 형에
게 남다른 감사의 인사를 드리고 싶습니다.형을 만난 것은 정말 저에게 큰 정말
행운이자 기쁨이었습니다.
십수 년 간 저의 가장 큰 버팀목이자 경쟁상대가 되어준 친구들인 배르주아
석우,제일 부러운 선형,귀염둥이 성구,내 애인 승준,사랑스런 삽질맨 환빈,언
제나 한결 같은 현오(삐질까봐 가나다 순으로 한다.)야 너무 고맙다.미국에 있는
태영아,멀리 있지만 항상 내 마음에 있다.무어라 표현할 수 없는 애정을 갖고 있
는 진상 패밀리 원형,형준아 너무너무 고맙다.그리고 누구보다도 완벽한
synchronizedfrequency를 가지고 내가 가장 힘들고 괴로울 때 옆에 있어준 준구
야!!고맙고 사랑한다.그리고 H씨도...
마지막으로 언제나 내 삶의 기쁨과 영감이 되어준 누나,올바르고 최선을 다하
는 삷이 무엇인지 알려주신 어머니,당신의 모든 것 하나하나가 제 삶의 기틀이자
목표가 되어주신 아버지께 저의 감사와 사랑을 전합니다.제가 가진 이 감사의 마
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국문 요약
환경의 제약이 없는 인터넷 기반의 실시간 멀티미디어 서비스를 이용한 원격 의
료는 시,공간의 제약 없이 환자를 진단하고 적절한 조치를 취할 수 있게 하여 환자
의 생존율,회복률에 긍정적 효과를 끼친다.이를 위해 응급 의료 서비스는 다양한
전문의의 종합적이고 동시적인 서비스가 제공되어야 한다.인터넷을 통하여 실시간
비디오를 전송하기 위해서는 채널의 충분한 대역폭,적은 지연과 적은 패킷 손실 등
의 조건이 보장되어야 한다.그러나 현재의 인터넷은 비디오 전송에 필요한 QoS
(QualityofService)를 만족시키기 위해 네트워크 계층에서 어떠한 기능도 제공하지
못한다.따라서 사용자가 원하는 서비스의 품질 보장은 네트워크 계층 상위에서 수
행되어야만 한다.이를 위해 제안된 것이 수송계층(transportlayer)위에서 동작하
는 실시간 수송 프로토콜(RTP:Real-timeTransportProtocol)과 실시간 수송제어
프로토콜(RTCP:Real-timeTransportControlProtocol)이다.이들은 응용 계층과
수송계층 사이에서 패킷 생성 시 삽입되는 부분이라고 이해하는 것이 타당할 것이
다.실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜(RTCP)을 사용하면,
비디오 전송에서 시간제약에 따른 특성을 고려해 줄 수 있고,네트워크 내에서 발생
하는 손실에 대처할 수 있다.
본 논문에서는 RTP프로토콜을 사용한 실시간 원격 의료 진료시스템을 설계,구
현하였다.우선 의료 정보 데이터에 실시간성을 부여하기 위하여 UDP기반에 RTP
를 적용하였다.무선망에서 TCP를 사용하였을 경우 실시간성이 완벽히 보장되지 않
고 무선망에서의 링크 에러를 병목현상 등의 다른 에러로 인식하기 때문에 불필요
한 윈도우사이즈 조절로 인한 대역폭 낭비현상이 있었다.반면 UDP는 무조건적인
전송으로 인한 비 신뢰적인 전송과 QoS가 보장 되지 않는 단점이 있다.때문에 본
시스템에서는 대역폭을 충분히 활용할 수 있는 UDP기반에서 RTP프로토콜을 적
용하여 실시간성을 부여하고 중요한 환자 데이터는 우선권을 부여하여 전송하였다.
이와 같은 알고리즘을 사용함으로써 응용계층 아래 단에서의 실시간성 보장 효과를
확인할 수 있었다.
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두 번째로는 네트워크의 상태에 유동적으로 대응하기 위한 전송률 제어 알고
리즘을 제안하였다.정확하고 주기적인 네트워크 성능 수집을 위하여 RTCP를 사
용하였다.RTCP는 현재 네트워크의 대역폭,지연,PER등의 정보를 수집하여 최
대 전송 보장 가능한 데이터 사이즈를 송신단에게 알려준다.주어진 정보를 분석
하여 적합한 전송률을 결정,전송함으로써 안정적인 대역폭을 사용할 수 있고,무
조건적인 전송으로 인한 병목현상을 방지함으로써 환자 영상 품질의 보장에 우월
한 성능을 보일 수 있음을 확인하였다.
------------------------------------------------------------------





세계 각국의 네트워크 광대역화로 인터넷 접속 속도가 비약적으로 증가함에
따라 멀티미디어 서비스에 대한 사용자들의 욕구가 증가하고 있다.환경의 제약이
없는 인터넷 기반의 실시간 멀티미디어 서비스를 이용한 원격 의료는 시,공간의
제약 없이 환자를 진단하고 적절한 조치를 취할 수 있게 하여 환자의 생존율과
회복률에 긍정적 효과를 끼치므로,의료 분야에서 중요한 화두로 자리 잡아 가고
있다[12].
원격 진료 시스템과 같은 멀티미디어 서비스의 핵심적 미디어인 비디오는 실
시간성과 많은 정보량으로 특징 지워진다.실시간 비디오의 경우 부호화 시점과
재생 시점이 일정한 시간 관계를 유지해야만 만족할 만한 품질의 비디오를 재생
할 수 있고 궁극적으로 응급환자 발생시 신속한 처치를 기대할 수 있다.인터넷을
통하여 실시간 비디오를 전송하기 위해서는 채널의 충분한 대역폭,적은 지연과
적은 패킷 손실 등의 조건이 보장되어야 한다.그러나 현재의 인터넷은 비디오 전
송에 필요한 QoS(QualityofService)를 만족시키기 위해 네트워크 계층에서 어
떠한 기능도 제공하지 못한다.또한 병원 내부망,ADSL,무선망 등과 같은 이질
적 성능의 상용 네트워크에서는 균등한 품질의 서비스를 제공하는 것에 많은 무
리가 있다.특히 에러가 많은 무선망의 경우 TCP(TransmissionControlProtocol)
로 전송하면 손실 데이터의 재전송과 전송 윈도우 사이즈 축소로 인한 전송률이
저하 되고,UDP(UserDatagram Protocol)로 전송할 경우에는 실시간성을 보장하
는 대신 중요한 데이터의 누락을 야기할 가능성이 있는 tradeoff현상이 발생한
다.따라서 사용자가 원하는 서비스의 품질 보장은 네트워크 계층 상위에서 수행
되어야만 한다.이를 위해 제안된 것이 수송계층(transportlayer)위에서 동작하는
실시간 수송 프로토콜(RTP:Real-timeTransportProtocol)과 실시간 수송제어
프로토콜(RTCP:Real-timeTransportControlProtocol)이다.이들은 응용 계층
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과 수송계층 사이에서 패킷 생성 시 삽입되는 부분이라고 이해하는 것이 타당할
것이다.실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜(RTCP)을 사용
하면,비디오 전송에서 시간제약에 따른 특성을 고려해 줄 수 있고,네트워크 내에
서 발생하는 손실에 대처할 수 있다[6].
실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜(RTCP)을 사용하여
네트워크의 전송률을 제어 할 수 있는 방법 중의 하나가 TCP친화적 체증제어
(TCP-Friendlycongestioncontrol)방식이다.현재의 네트워크에서는 여전히 많은
데이터들이 신뢰성 있는 전송을 위하여 TCP를 사용하고 있다.TCP는 네트워크
혼잡이 발생했을 때 패킷 손실률을 줄이기 위해 전송률 제어를 하는데 이것이 혼
잡제어(CongestionControl)이다.반면 멀티미디어 정보의 전송에는 TCP대신 실시
간성을 보장해 줄 수 있는 UDP를 사용한다.그러나 UDP는 체증제어를 수행하지
않기 때문에 이러한 UDP데이터를 같은 네트워크 망에서 아무런 제약 없이 TCP
와 혼합해서 사용하면 TCP데이터의 수율에 많은 악영향을 주거나 UDP자체의
비 신뢰적 전송으로 인하여 중요한 데이터가 누락될 수도 있다.따라서 UDP를 통
해 데이터를 전송할 때에도 혼잡제어가 필요하며 그 방식을 TCP와 유사한 방식
으로 하는 혼잡제어 방식이 TCP 친화적 혼잡제어(TCP-Friendly congestion
control) 방식이다. 이러한 TCP 친화적 혼잡제어(TCP-Friendly congestion
control)를 수행하기 위하여 위에서 언급한 실시간 수송 프로토콜(RTP)/실시간
수송제어 프로토콜(RTCP)를 사용하는 것이다.이와 같이하면 UDP를 사용하여 실
시간성을 보장해 주는 동시에 네트워크의 혼잡제어도 수행하게 되어 전체 데이터
의 수율에 큰 영향을 미치지 않게 되는 것이다.
본 논문에서는 앞에서 기술한 여러 가지 이슈들을 사용하여 실시간 비디오 전
송 시스템을 구축하고 각종 테스트를 통하여 기존 알고리즘의 효용성을 검증하며,
실제 필드 테스트를 통하여 실제 적합성을 검증한다.또한 체증제어를 위한 여러
방법들을 고찰해 보고,차후과제로서 이번연구에서의 문제점과 해결방안 및 유선
과 무선 네트워크가 결합된 환경에서 전송방법의 문제점을 다루어 보고자 한다.
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1.2논문 구성
논문의 구성은 다음과 같다.2장에서는 인터넷을 통한 실시간 비디오 전송의
개념과 네트워크 혼잡제어의 정의 및 방법,네트워크 혼잡제어의 한 가지 방법으
로서 TCP친화적 혼잡제어(TCP-Friendlycongestioncontrol)방법에 대해서 살
펴본다.3장에서는 실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜
(RTCP)의 개념과 기본포맷,이들 프로토콜의 활용방법에 대해서 살펴본다.4장에
서는 CDMA 1X-EVDO 환경 하에서 비디오 전송시스템의 전체적의 개념과 구성
및 기능에 대해서 자세히 살펴본다.제 5장에서는 fieldtest를 통하여 제안한 방법
의 효율성을 측정 분석해보고,6장에서는 결론과 함께 차후 과제를 살펴본다.
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2.인터넷을 통한 실시간 비디오 전송
2.1실시간 비디오 전송의 개요
인터넷(Internet)을 통한 실시간 비디오의 전송은 많은 인터넷 멀티미디어 응용
분야에서 중요한 부분을 차지하고 있다.실시간 비디오의 효율적인 전송을 위해서
는 충분한 대역폭과 함께 전송 지연 및 패킷 손실이 작아야 한다.하지만 현재의
인터넷은 비디오 전송을 위해 어떠한 QoS(QualityofService)도 보장하지 않는다.
또한 많은 네트워크 환경 및 사용자 시스템의 이질성은 인터넷을 통한 비디오 전
송을 매우 어렵게 하고 있다.
인터넷을 통한 실시간 비디오 전송에서 주요한 과제가 되는 QoS이슈들은 다음
과 같다.첫째가 대역폭 문제이다.사용자가 수용할 수 있는 재생 화질을 얻기 위
해서 실시간 비디오는 최소한의 대역폭 제한을 가져야 한다.둘째가 전송지연 문
제이다.실시간 비디오는 시간제약이 엄격하다.첫 화면이 재생되면 그 다음 화면
부터는 재생되는 시점이 정해지게 되어 일정 시간기준을 넘어서 들어오는 데이터
는 손실과 똑같이 처리된다.셋째가 패킷손실 문제이다.패킷손실이 발생하면 전
송된 영상의 일그러짐이 발생하고,손실이 더욱 많아지면 계속적인 재생마저 어렵
게 된다.따라서 손실률이 일정한 범위 내에 있어야만 좋은 화질을 얻을 수 있다.
위에 설명한 QoS이슈들과 더불어 인터넷에서 비디오를 전송할 때 이질성의
문제가 발생한다.이것은 네트워크의 이질성과 수신단의 이질성을 분류된다.첫째
로 네트워크의 이질성이란 라우터의 처리능력,네트워크의 가용 대역폭,수용 능
력,체증 제어방식에서 서로 다른 네트워크들을 통해 비디오를 전송하면 수신단에
서는 서로 다른 패킷 손실과 전송지연을 얻게 된다는 것이다.둘째로 수신단의 이
질성은 수신단 시스템이 서로 다른 성능을 가지고 있고,또한 각 수신단마다 원하
는 바가 서로 다르다는 것이다.
인터넷을 통하여 비디오를 전송할 때 채널에 과부하가 걸리면 라우터에서 패킷
이 버려지거나 큐에서 서비스를 기다리는 패킷이 생기게 된다.이를 체증
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(Congestion)이라 한다.패킷 손실이 발생하면 수신 단에서 재생된 비디오의 화질
이 크게 저하되고,큐에서의 지연이 증가하게 되면 전송지연의 제약조건을 넘어서
게 되어 결국 쓸모없는 패킷이 될 수 있다 따라서 송신 단은 이러한 체증이 발생
하지 않도록 비디오의 전송률을 조절해야 한다.이러한 일련의 과정을 흐름 제어
(flow control)또는 체증 제어(congestionControl)라 한다.
이 장에서는 이러한 제증제어(congestioncontrol)방법에 대해서 살펴본다.2.2
절에서는 체증제어에 관하여 현재 연구되고 있는 내용을 설명하고 2.3절에서는 체
증제어(congestioncontrol)의 한 방법이면서 이번 시스템에서 구현한 TCP친화적




체증제어는 전송률 제어(ratecontrol)와 적응적 비디오 부호화(rate-adaptive
videoencoding)의 두 부분으로 나뉘어진다.전송률 제어는 채널에서의 체증을 방
지하기위해 전송률을 조절하는 것이고,적응적 비디오 부호화는 결정된 전송률에
맞는 비트량만큼 부호화 양을 조절하는 것이다.
그림 2.1은 실시간 비디오 전송 시스템의 구조를 나타낸다.실시간 비디오 전
송 시스템의 송신단과 수신단은 압축계층과 전송계층으로 나뉘어진다.송신단에서
압축계층(compressionlayer)을 통해 압축된 비트 스트림은 RTP/UDP/IP계층
을 거척 인터넷을 통해 수신측으로 전달된다.여기서 실시간 수송 프로토콜(RTP
:real-timetransportprotocol)은 전송계층과 응용계층 사이에서 동작하며,전송과
정에서 아무런 제어를 수행할 수 없는 UDP의 단점을 보완하는 역할을 한다.송신
단에서 전송되는 패킷은 인터넷에서 손실되거나 시간지연 초과로 인해 수신측에
서 버려질 수 있다.그 외 제 시간에 도착한 패킷들은 IP/UDP/RTP계층을 거쳐
비디오 복호기 (videodecoder)로 전달되어 복호된다.수신측은 패킷을 전달 받은
후실시간 수송 프로토콜(RTP)헤더에 있는 각종 정보를 통하여 패킷 손실률과 지
연 등 네트워크의 상태에 대한 장보를 계산하여 QoS(QualityofService)를 모니
터링 한다.모니터링된 정보는 실시간 수송제어 프로토콜(RTCP)을 통해 송신단예
피드백된다.송신단은 피드백된 정보를 이용하여 현재 채널의 가용 대역폭을 예측
하고,그 값을 적응적 비디오 부호화기로 이를 전달한다.예측값을 전달받은 비디
오 부호화부는 예측된 대역폭에 맞게 스트림의 출력 부호화율을 조절하게 된다.
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그림 2.1실시간 비디오 전송 시스템의 계층적 구조
2.2.1전송률 제어
전송률 제어는 방법에 따라 실험적 전송률 제어(probe-basedratecontrol),모
델기반 전송률 제어(model-based rate control), 수신단 기반 전송률 제어
(receiver-basedratecontrol),계층적 부호화에 의한 전송률 제어(ratecontrolby
layeredcoding),복합 전송률 제어(hybridratecontrol)등으로 분류된다[14}.모델
기반 전송률 제어는 "TCP친화적 (TCP-Friendly)전송률 제어"라고도 불린다.
가.실험적 전송률 제어 (probe-basedratecontrol)
송신측이 전송률을 조정하면서 네트워크의 가용 대역폭을 조사하는 방식이다.
단계 1.최소한의 화질을 얻을 때의 패킷 손실률을 임계치 Pth로 정한다.
단계 2:초기에 R의 전송률로 데이터를 전송하여 패킷 손실률 P를 구한다.
단계 3:패킷 손실률 P가 Pth보다 크면 전송률을 낮추고,P가 Pth보다 작으면
높여서 점차적으로 네트워크의 가용 대역폭을 찾아간다.
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전송률 R 값을 높이고 낮추는 방법은 AIMD (additive increase and
multiplicatiyedecrease)[2]나 MIMD (muitipicativeincreaseandmultiplicative
decrease)[3]를 사용한다.이 방법은 체증상태에 따라 계속적으로 적응을 해가는
방법이므로 체증을 방지할 수 있는 장점이 있으나 전송률 R이 P=Pth근처에서
증감을 반복할 수 있고,초기에 R값이 안정화되는데 시간이 걸리며,채널의 가용
대역폭에 최적화된 값으로 안정화되지는 않는다는 단점을 가진다.
나.모델기반 전송률 제어(model-basedratecontrol)
모델 기반 전송률 제어 방법은 TCP의 수율 모델에서 유도된 식을 사용하여 네
트워크의 가용 대역폭을 예측한다.이 방법에 대한 자세한 내용은 2.4절에서 기
술한다.
이 방식은 TCP의 데이터 흐름을 거스르지 않고 친화적으로 데이터를 보낸다고
하여 "TCP-친화적(TCP-Friendly)"이라고 부르며 데이터의 증감이 심한 TCP의
데이터 흐름을 따르기 때문에 전송률이 크게 증감할 위험이 있다.따라서 네트워
크의 상태가 심하게 변하지 않는다는 가정 하에 유용한 방식이다.
다.수신단 기반 전송률 제어(receiver-basedratecontrol)
앞에 설명한 두 방식은 송신단에서 전송률을 결정하는데 반해 이방식은 수신단
에서 전송률을 결정한다.이 방식은 멀티캐스트 전송에서 이질성(heterogeneity)
문제의 해결에 초점을 두고 있다.송신단은 비디오를 계층적으로 부호화하여 각
계층마다 다른 IP멀티캐스트 그룹으로 전송하면,각 수신단은 자신들의 전송률을
스스로 결정하고 그에 맞는 멀티캐스트 그룹에 참여함으로써 파 수신단마다 자신
들의 상황에 맞는 전송률로 데이터를 수신하게 되는 것이다.
라.계층적 부호화에 의한 전송률 제어(ratecontrolbylayeredcoding)
계층적 부호화는 비디오를 여러 개의 계층(layer)으로 나누어서 부호화한다.재
생을 위한 최하위 계층은 기본 계층(baselayer)이며,그 위의 계층은 향상 계층
(enhancementlayer)이다.기본 계층은 최소한의화질을 가지며 독립적으로 재생
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가능하지만,향상 계층은 기녈 계층의 데이터가 없으면 재생이 불가능하며,향상
계층이 늘어감에 따라 비디오의 화질은 향상된다.따라서 가용 대역폭에 따라 기
본 계층에 덧붙여 향상 계층의 수를 늘며가면서 데이터를 전송한다.이 방식은 앞
에서 설명한 수신단 기반 전송률 제어방식과 함께 사용되어 멀티캐스트 비디오의
전송 성능을 향상시킨다.
마.복합 전송률 제어 (hybridratecontrol)
수신단은 수신 채널 수(수신하는 IP멀티캐스트 그룹의 수)를 통하여 수신률을
정할 수 있고,송신단은 피드백 정보에 기반하여 각 채널(각 If멀티캐스트 그룹)
의 전송률을 조정할 수 있다.송신단 기반 제어방식과의 차이점은 한 개의 채널로
데이터를 전송하는 송신단 기반 방식과 달리 복합 전송률 방식은 여러 개의 채널
로 데이터를 전송한다는 점이다.수신단 기반 제어 방식과의 차이점은 여러 채널
을 통해 데이터를 전송할 때 각 채널의 전송률이 일정한 수신단 기반 방식과 달
리 복합 전송률 제어 방식은 송신단이 네트워크의 체증상황에 따라 각 채널의 전
송률을 조정할 수 있다는 점이다.
2.2.2적응적 비디오 부호화
적응적 비디오 부호화란 전송률 제어에 의해 결정된 전송률에 맞게 부호화하기
위한 방식이다.적응적부호화는 Qp(quantizatioilparameter)를 변화시키거나 프레
임율을 변화시키거나 둘을 동시에 변화시킴으로써 가능하다.MPEG-4나 MPEG-4
에서의 적응적 부호화 방식은 MB(MacroBlock)단위로 Qp를 변화시켜 부호화율
을 맞추고 부호화된 데이터의 발생량이 많아서 Qp를 변화시키는 것만으로 부호화
율을 만족시키지 못할 경우 프레임 스킵을 통하여 프레임율을 변경하는 방법을
사용한다.이 방식의 기본적인 문제는Qp를 어떻게 결정하는가 하는 것이다.이 문
제를 해결하기 위한 방법이 rate-distortion(R-D)모델이며,이 모델을 사용하여
주어진 데이터 양으로 왜곡(distortion)을 최소화 할 수 있는 Qp(quantiration
parameter)를 결정할 수 있다.
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2.3 TCP 친화적 체증 제어(TCP-Friendly congestion
control)
2.3.1TCP친화적 체증 제어의 개요
인터넷에서 패킷 손실은 전송 오류와 체증에 의해서 발생한다.패킷 손실이 발
생할 경우 TCP는 자체적 인 체증 제어 방법에 의해 전송률을 감소시킨다.따라서
유사한 왕복지연시간(RTT)을 가진 TCP연결들이 동일한 채널을 공유하고 있다
면 그 TCP연결들은 가용 대역폭을 균일하게 분배하여 갖게 된다.이제까지는 대
부분의 트래픽이 TCP기반 프로토콜을 사용하여 대역폭 분배가 문제시되지 않았
으나,화상회의와 같은 실시간 응용 서비스와 음성/영상 스트리밍 서비스 같이
Non-TCP트래픽의 양이 증가함에 따라 가용 대역폭의 분배문제가 중요하게 되
었다.하지만 Non-TCP트래픽은 TCP와 양립할 수 있는 체증제어 방법이 없기
때문에 체증발생시 TCP는 전송률을 줄이지만 Non-TCP트래픽은 원래의 전송률
로 계속 전송하여 TCP트래픽에 심각한 영향을 주게 된다.따라서 Non-TCP트
래픽도 TCP와 양립할 수 있는 전송률 제어 메커니즘이 필요하며 Non-TCP트래
픽을 TCP친화적으로 만들어주 어 가용 대역폭을 공정하게 분배 해주는 방법이
TCP친화적 체증제어 방법이다.이에 대한 설명을 하기 전에 우선 TCP에서의 체
증제어 방법에 대해서 설명한 후,TCP친화적 체증제어 방법에 대해 살펴본다.
2.3.2TCP-Reno의 체증 제어 방법
TCP에서 ACK을 받지 않고 보낼 수 있는 패킷의 개수를 TCP 윈도우 크기
(window size)라 하며 초기에 체증 윈도우 크기(congestionwindow size)는 1이
다.그림 2.2는 TCP-Reno의 체증 윈도우(congestionwindow)의 빈차를 나타낸
것이다.
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그림 2.2TCP─ＲENO의 congestionwindow 변화 모습
단계 1(slow start)
송신단에서 윈도우 크기(window size)만큼 패킷을 전송하여 타임아웃(timeout)
이내에 ACK을 전달받으면 윈도우 크기를 전달 받은 ACK의 개수만큼 늘인다.이
단계는 윈도우 크기가 지수적으로 증가하여 윈도우 크기가 임계값을 넘으면 다음
단계로 진입한다.
단계 2(congestionavoidance)
송신단에서 윈도우 크기(window size)만큼 패킷을 전송하여 타임아웃(timeout)
이내에 ACK을 모두 전달 받으면 윈도우 크기를 1씩 증가 시킨다.이 단계는 윈
도우 크기가 선형적으로 증가한다.
단계 3(fastrecovery)
패킷 손실이 발생하여 3개의 중복된(duplicate)ACK을 수신하면 윈도우 크기
(window size)를 현재 크기의 반으로 줄인다.하지만 중복된 ACK 마저 손실이
발생하여 타임아웃(timeout)이 발생할 경우는 윈도우 크기를 1로 한다.
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2.3.3TCP친화적 전송률 추정방법
TCP-친화적 전송률은 TCP등가 수율 모델을 근거로 계산되는데 이는 TCP의
정상 상태에서의 동작을 고려하여 시간 평균 수율을 모델링한 것으로 고려된
TCP의 동작에 따라 여러 가지 형태로 나타낼 수 있으나 기본적으로 식 (2.1)과
같은 형태로 나타낼 수 있다.
R= f(P,RTT) (2.1)
(R은 유효 전송률,P는 패킷 손실률,RTT는 왕복 지연 시간)
ＴＣＰ　Reno모델에 대해 패킷 손실을 3개의 중복 ACK로만 확인할 경우 식






여기서 s는 패킷의 크기,RTT(RoundTripTime)는 왕복시간,ㅠsmsㅁ차fh
확인된 패킷의 개수를 나타낸다.
일반적인 방법으로는 TCPReno모델의 동작원리에 근거하여,TCP가 정상상
태에서 체증 윈도우를 조절하고 있다고 가정하면
-패킷이 솔실될 때,즉 윈도우의 크기가 W일 때
평균 전송률 R= × 

-패킷 손실 후 윈도우의 크기가 W/2이므로
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평균 전송률 R=0.5× × 

이다.
따라서 전 구간에서의 평균 전송률은 R =0.75× × 

이 된다.또한 손실
률 p에 대한 식은 p=1/(W/2+(W/2+1)+...+W)≈1/(3/8×W2)로 구해지므로,W
≈  이 되어 최종적으로 시간 t에서의 유효 전송률 R(t)는 다음과 같은 근사
식으로부터 얻어진다[5].구현한 시스템에서는 식 (2.3)을 응용하여 구현되었다.
R(t)=  × 




본 장에서는 실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜(RTCP)
에 대한 전반적인 내용을 설명한다.3.1절은 실시간 수송 프로토콜(RTP)에 대해서
설명하고,3.2절은 실시간 수송제어 프로토콜(RTCP)에 대해서 설명한다.
3.1실시간 수송 프로토콜(RTP)
실시간 수송 프로토콜(RTP:real-timetransportprotocol)은 여러 명이 참여하
는 영상회의의 필요성에 의해 고안된 프로토콜로서,종단 간에 음성이나 영상 또
는 모의실험 데이터 등 실시간 특성을 가지는 데이터의 전달이 필요한 응용에서
사용되는 프로토콜이다[6].
3.1.1실시간 수송 프로토콜(RTP)의 특징 및 기능
멀티미디어 데이터의 전송 시 사용되는 UDP프로토콜은 데이터를 빠르게 전송
할 수 있지만 다음과 같은 단점이 있다.
◎ 신뢰성 보장 못함
◎ 네트워크의 체증제어를 수행하지 못함
UDP의 이러한 단점을 보완하기 위하여 등장한 것이 실시간 수송 프로토콜
(RTP)로서,이 프로토콜은 다음과 같은 특징 및 기능을 가진다.
◎ IETFRFC1889로 다자간 영상회의를 위해 제안되었음,
◎ H.323등,음성/영상 데이터를 송수신하기 위하여 사용
◎ 음성/영상 사이에 동기를 맞추고,실시간성을 유지하는데 사용
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◎ 패킷화하는 포맷이지 자체로서 상태를 갖는 프로토콜이 아님.
◎ 그 자신이 실시간 전송을 보장하지는 않음
◎ 패킷 손실에 대한 복원 메커니즘은 없음.
◎ 음성과 영상은 각각 다른 RTP세션을 이용
◎ 하위 프로토콜(UDP또는 TCP)에 독립적으로 동작.
그림 3.1은 실시간 응용이 RTP를 통해서 동작할 때 프로토콜 스택(Protocol
stack)구조를 나타낸다.
그림 3.1RTP프로토콜 스택 구조
3.1.2실시간 전송 프로토콜(RTP)패킷의 구조
그림 3.2는 RTP패킷의 구조를 나타낸다.
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그림 3.2RTP패킷의 구조
◎ Version(V):2비트 필드로 현재는 항상 2값을 가진다.
◎ Padding(P):1비트 필드로 1값을 가지면 패킷에 하나 이상의 채워 넣기
바이트가 포함되어 있음을 나타낸다.마지막 채워 넣기 바이트는 현 패킷에서 무
시되어야 하는 채워 넣기 바이트의 수를 나타낸다.
◎ Extension(X):1비트 필드로 1값을 가지면 고정 헤더 이후에 정확히 하나
의 확장 헤더가 등장함을 의미한다.
◎ CSRC Count(CC):4비트 필드로 고정 헤더 이후에 나열되는 CSRC 식별
자의 수를 나타낸다.
◎ Marker(M):1비트 필드로 이 필드의 해석은 프로파일에 의해서 결정된다.
이 필드는 패킷 스트림 내에서 프레임 경계와 같은 중요한 이벤트들을 표시하는
데 이용된다.프로파일은 추가 표시 비트들을 정의하거나 PT 필드를 확장하여 표
시 비트를 없앨 수도 있다.
◎ PayloadType(PT):7비트 필드로 RTP페이로드의 타입을 나타낸다.프로
파일에서 페이로드 타입의 값과 실제 페이로드 형식을 연결한다.
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◎ SequenceNumber(SN):16비트 필드로 송신되는 각 RTP패킷에 대해 1씩
증가하는 값을 가진다.수신 측에서는 패킷 분실을 검출하거나 패킷의 순서를 맞
추는데 이용된다.초기값은 보안을 위해서 무작위로 설정된다.
◎ Timestamp:32비트 필드로 RTP데이터 패킷의 첫번째 바이트의 샘플링
순간을 나타낸다.시계의 주파수는 페이로드의 데이터 형식에 종속되고 형식을 정
의하는 프로파일이나 페이로드 형식 문서에 정적으로 명시된다.초기값은 순번과
마찬가지로 무작위 수로 설정된다.
◎ SynchronizationSource(SSRC)Identifier:32비트 필드로 동기화 소스를
나타낸다.이 값은 같은 RTP세션 내에서 같은 SSRC를 가진 동기화 소스가 두
개 이상 나타나지 않도록 무작위로 선택된다.
◎ ContributingSource(CSRC)Identifiers:이 필드에는 0에서 15목록까지 포
함될 수 있으며 각 목록은 32비트를 차지한다.CSRC는 현 패킷에 포함된 페이로
드에 기여한 제공 소스들을 나타낸다.제공 소스가 15개 이상일 경우에도 15개의
제공 소스만 기록된다.이 필드는 혼합기에 의해 삽입되고 각 목록은 혼합되는 모
든 소스들의 SSRC식별자이다.
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3.2실시간 수송제어 프로토콜 (RTCP)
실시간 수송제어 프로토콜(RTCP:real-timetransportcontrolprotocol)은 발신
지 측의 응용과 목적지 측의 응용사이에서 RTP세션을 제어하거나 관리하는 프
로토콜이다[6].
3.2.1실시간 수송제어 프로토콜(RTCP)의 특징 및 기능
RTCP는 RTP와 쌍(pair)으로 존재하며,이 프로로콜의 특징 및 기능은 다음과
같다.
◎ RTP를 이용한 영상회의에서 QoS를 지원하기 위한 피드백 메커니즘 (체증
제어)
◎ 회의 참가자 전원에게 주기적으로 전송.
◎ 순서번호 (sequencenumber)를 통한 패킷 손실률 조사
◎ 타임스탬프(timestamp)를 이용한 지터(jitter)검사
◎ 송신자 보고(SR),수신자 보고(RR)를 이용하여 전송지연 검사
◎ 패킷은 고정길이 헤더 형식으로 시작하고,언제나 32비트 경계로 끝남
◎ 패킷 유형에 따라 가변길이를 가질 수 있음
◎ 피드백 정보에 따라 직접 RTP의 유료부하의 데이터 발생량에 영향을 울
수 있음.
◎ RTP세션에 참가하고 있는 참가자를 파악하여 세견의 크기 추정 가능.
RTCP의 제약 사항은 다음과 같다.
◎ RTCP의 대역폭은 RTP세션 대역폭의 5% 이내 여야 한다.
◎ compoundRTCP패킷에서 처음 패킷은 한상 SR혹은 RR이어야한다.
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◎ SDESCNAME을 포함해야 한다.
3.2.2실시간 수송제어 프로토콜(RTCP)패킷의 구조
실시간 수송제어 프로토콜(RTCP)패킷은 송신자 보고(SR),수신자 보고(RR),
송신자 서술(SDES),탈퇴(BYE),응용(APP)의 5가지 패킷 유형을 가진다.실제로
띠 논문의 시스템에서 중요한 정보는 SR와 RR에 있기에 나머지 유형의 패킷들은
간단한 설명으로 맺는다.
가.송신자 보고(SR)패킷과 수신자 보고(RR)패킷
송신자보고(SR)패킷은 송수신을 하는 세션 참가자들이 수신한 통계 정보를 보
내는 것이며,수신자 보고(Ra)패킷은 RTP패킷을 송신하지 않고 수신만 하는 참
가자들이 수신한 통계 정보를 보내는 것이다.송신자보고(SR)패킷은 그림3.3과
같이 크게 헤더,송신자 정보,수신보고블록의 세 부분으로 나뉘어 진다.
-헤더
◎ 버전 (v)3RTP버전을 나타낸다.현재는 버전 2.
◎ 패딩 (P):부가적인 패딩 옥텟.주로 암호화를 위해 사용.
◎ 수신보고 카운트(HC):띠 패킷에 포함된 수신보고블록의 개수.
◎ 패킷 유형 (PT):SR='200',Rf='201',SDES='202',BYE='203',APP='204'
가 사용.
◎ 길이 (length):32비트 워드(word)단위,RTCP패킷의 길이에 '1'을 뺀 값
이 기록
◎ 발신지 SSRC:SR패킷 보낸 발신지의 동기화 발신지식별자(SSRC)를 기록
-송신자 정보
◎ RTP(network time protocol) 타임스탬프 :패킷을 보내는 절대 시간
(walclocktime)을 기록.수신자들까지의 왕복지연들 계산하는데 사용하며 단위는
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초 단위 값 32비트와 [us]단위 값 32비트가 쓰인다.여기서 [us]단위 값은 초단
위로 환산한 후 2-32으로 나누어준 값을 입력한다.
◎ RTP타임스탬프 :NTP타임스탬프와 동일한 시간에 대응한 RTP타임스
탬프이며,매체들간,또는 한 매체내의 동기화에 사용
◎ 송신 패킷 수 (sender'spacketcount):전송을 시작한 이래,현재의 송신
자보고 패킷을 보낼 때까지 전송한 총 RTP패킷 수
◎ 송신 옥텟수(sender'soctetcount):전송을 시작한 이래 현재의 송신자보
고(SR)패킷을 보낼 때까지 전송한 총 유료부하의 옥텟 수
-수신 보고 블록
◎ SSRC_n(sourceidentifier)․ 수신 보고 블록에 들어 있는 정보와 관련된
발신지의 동기화 발신지 식별자 (SSRC)가 기록
◎ 손실비(fractionlost):이전 송신자보고(SR)또는 수신자보고(RR)패킷을
보낸 이래,최근 SR또는 RR까지 발신지 SSRC_n이 보낸 RTP패킷이 손실된 비
율
◎ 누적 손실 패킷수(cumulativepacketslost):수신을 시작한 이래,최근 SR
또는 RR까지 발신지 SSRC_n이 보탠 RTP패킷 중 손실된 총 패킷 수
◎ 최대 수신 순서 번호(extendedhighestsequencenumberreceived):발신
지 SSRC_n로부터 최근 SR또는 RR 까지 수신한 RTP패킷 중에서 가장 큰 순서
번호
◎ 도착지연변이 (inter-arrivaljitter)는 RTP패킷들의 도착 시간간격과 송신시
간 간격과의 차이를 통계적으로 추정한 값으로서 RTP타임스탬프 단위로 측정
◎ 마지막 SR(lastSR)-발신지SSRC_n으로부터 수신된 최근의 RTCP송신
자보고(SR)패킷의 NTP타임스탬프 64비트 중에서 가운데 32비트
◎ 마지막 SR이후 지연(delaysincelastSR):발신지 SSRC_n의 마지막 SR
패킷을 수신한 후,수신 보고 블록을 보낼 때까지의 지연은 1/65,536ch단위로 나
타낸 것이다.
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그림 3.3송신자 보고(SR:SenderReport)용 RTCP패킷의 구조
수신자 보고(RR)패킷의 구조는 송신자 보고(SR)패킷과 같은 구조를 보이나,
패킷 유형 구간에 수신자 보고 패킷임을 나타내는 값 '201'이 오고,송신자 정보
부분이 생략된다.나머지 구간은 송신자 보고 패킷과 동일한 의미로 사용된다.
나.송신자 서술 (SDES:sourcedescription)패킷




그림 3.4SDES:소스 설명 RTCP패킷
SDES는 헤더와 0개 이상의 Chunk로 구성된 3-계층 구조로 각 Chunk는 그
Chunk에 식별된 소스를 설명하는 Item들로 구성된다.
◎ PacketType(PT):8비트 필드로,RTCPSDES패킷의 경우에는 202값을
갖는다.
◎ Source Count(SC):5비트 필드로,SDES 패킷에 포함된 SSRC/CSRC
Chunk의 수를 나타낸다.0값도 유효하지만 아무런 의미도 없다.
각 Chunk는 SSRC/CSRC식별자와 SSRC/CSRC에 관계되는 정보를 수송하는
0개 이상의 Item들의 리스트로 구성된다.각 Chunk는 32비트 경계에서 시작한다.
각 Item은 8비트의 종류 필드와 텍스트의 길이를 나타내는 8비트의 바이트 계수,
그리고 텍스트 자체로 구성된다.텍스트는 255 바이트까지 이용할 수 있지만




BYE패킷은 소스가 더 이상 활성화 상태가 아님을 알린다.
◎ PacketType(PT):8비트 필드로,RTCPBYE패킷은 203값을 갖는다.
◎ SourceCount(SC):5비트 필드로 BYE패킷에 포함된 SSRC/CSRC 식별
자의 수를 나타낸다.0값도 유효하지만 의미는 없다.
BYE패킷이 혼합기에 도착하면 혼합기는 SSRC/CSRC식별자 변경 없이 그대
로 전달한다.혼합기가 수행이 중지될 때 자신의 SSRC식별자와 자신이 처리하는
모든 제공 소스들을 나열한 BYE패킷을 보내야 한다.부가적으로 BYE패킷은 8
비트 바이트 계수와 계수 바이트 크기의 탈퇴 이유(예,“cameramalfunction”,
“RTPloopdetected”)를 나타내는 텍스트를 포함할 수 있다.
라.APP:Application-definedRTCP패킷
새로운 응용이나 새로운 기능이 개발되었을 때 패킷 종류 값을 등록할 필요
없이 실험을 목적으로 사용되기 위한 패킷이다.인식할 수 없는 이름을 가진 APP
패킷은 무시되어야 한다.실험 후에 광범위한 이용성이 판명되면 각 APP패킷은




◎ Subtype:5비트 필드로 일련의 APP패킷들이 하나의 유일한 이름으로 정
의될 수 있도록 하는 부 타입으로 사용되거나 응용에 종속되는 데이터를 위해 사
용될 수 있다.
◎ PacketType(PT):8비트 필드로 RTCPAPP패킷은 204값을 가진다.
◎ Name:4바이트 필드로 이 응용이 수신할 다른 APP패킷들에 대해 유일하
도록 APP패킷을 정의하는 이름으로 사용자에 의해 선택된다.
◎ Application-specificData:가변 길이의 필드로 APP패킷에 나타날 수도,
나타나지 않을 수도 있다.이 필드는 RTP에 의해 해석되지 않고 응용에 의해 해
석된다.이 필드의 길이는 32비트의 배수여야 한다.
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4.CDMA 1X-EVDO 환경 하에서의 가변율 비
디오 전송 원격의료 시스템 구현
이 장에서는 본 논문을 위해 구현한 가변율 비디오 전송 시스템에 대한 내용
을 설명한다.4,1절은 CDMA 1X-EVDO의 기본개념에 대해서 설명하고,4.2절은
시스템의 기본 개념과 실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜
(RTCP)의 적용 메커니즘에 대해서 설명한다.이어서 4.3절은 서버-클라이언트 메
커니즘에 대해서 설명하고,마지막으로 4.4절은 시스템의 구현내용에 대해서 기술
한다.
4.1CDMA 1X-EVDO
CDMA 1X-EVDO(Evolution-DataOnly)는 기존의 CDMA 1X 무선 프로토콜
과는 완전히 다른 패킷 데이터 전송을 위한 전용 프로토콜로 최대 전송속도가 전
방향의 경우 2.4576Mbps까지 가능하고 역방향에서 153.6kbps까지 가능한 비대칭
전송 속도 구조를 가진다.기존의 CDMA 1X 역시 무선 구간 전송 속도를
153.6kbps까지 지원하지만 사업자 측면에서 무선 구간의 용량 문제로 VOD(Video
OnDemand)의 경우 64kbps까지 할당하고 무선 인터넷은 평균적으로32kbps를 나
타낸다.또한 기본적으로 음성 활성화율(Voiceactivityrate)에 중점을 두어 지연
시간에 민감하게 반응한다.하지만 1X-EVDO는 무선구간에서가입자의 전송속도
를 동적으로 할당하고,패킷 데이터의 고유한 특성인 잠재 모드(dormantmode)를
최대한 활용하여 무선구간 및 시스템 사용 효율을 극대화하고 있다[20][21].
1X-EVDO 망에서 역시 기지국과 단말기 사이에 RLP를 사용하여 전송을 제어
한다[22].1X-EVDO에서는 RLP버전 3을 사용하는데 이것은 순열 번호에 해당하
는 비트 수를 증가하여 많은 데이터 처리에 유리하도록 하고 가변 프레임 크기를
도입하여 전송 속도의 변화에 민감하게 작용하도록 한다.RLP는 단순히 best
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effortdelivery역할로서 3번까지 오류를 처리하고 상위 계층으로 넘긴다.그림
4.4는 CDMA 1X-EVDO환경에서의 원격진료 시스템과 통신망 구조를 보인다.이
동시 앰뷸런스와 같은 곳에서 역방향 링크를 통해 최대 153.6kbps로 전송된 데이
터는 기지국(BS)에서 사설 데이터망(PDSN)을 통해 IP네트워크로 접속하여 3차
진료기관으로 전송된다.
CDMA 1X-EVDO의 역방향 채널에서 153kbps의 데이터 전송은 그림 4.4와 같
이 EVDO 폰을 노트북에 연결하고 AT Command에서 HDR(HighDataRate)서
비스를 요청함으로써 이루어진다.이것은 기지국으로부터 데이터 전송이 가능한
SCH(SupplementalChannel)를 할당받는 것으로 여러 개의 채널을 동시에 사용하
여 넓은 대역폭을 확보하지만 일반적인 음성 통화 채널과 동시에 사용할 수 없고
높은 서비스 이용 요금이 요구된다.이러한 EVDO에 대한 153.6kbps까지의 역방
향 전송 속도는 CDMA 1X 보다 10배 이상의 대역폭을 보장하기 때문에 원격 진
료를 위한 추가적인 데이터 전송이 가능하다.본 논문에서는 이미지와 생체신호
이외에 화상 회의 데이터 중 비디오 신호의 경우 MPEG-4코덱을 사용하고 음성
신호는 ACELP(AlgebraicCodeExcitedLinearPrediction)을 이용하여 압축한 후
전송한다.획득된 데이터는 UDP(UserDatagram Protocol)/IP프로토콜을 사용하
여 PSDN(PacketSwitchDataNetwork)을 통해 응급실의 유선 네트워크 망으로
연결된다.TCP(TransmissionControlProtocol)가 연결 지향적인데 비해 UDP는
비연결지향 방식이므로 실시간 스트리밍 서비스에 유리하고 에러가 많은 환경에




인터넷(Internet)을 통한 가변율(VBR:VariableBitRate)비디오 전송 시스템
은 서버/클라이언트 모델을 바탕으로 한 단대단 시스템이다(그림 4.1).서버에서
보내는 영상데이터는 실시간 수송 프로토콜(RTP)을 이용하여 단 방향으로 클라이
언트로 전송되며,네트워크 부하상황에 따라 송신단예서 부호화되는 데이터의 양
과 전송하려는 데이터의 양을 제어하기 위한 실시간 수송제어 프로토콜(RTCP)
패킷이 서버와 클라이언트 사이에 양방향 전송을 한다.실시간 수송 프로토콜
(RTP)의 하위계층에는 영상데이터의 실시간성을 보장하기위해 UDP를 사용하지
만 실시간 수송제어 프로토콜(RTCT)은 UDP를 사용할 수도 있고,신뢰성 보장을
위해 TCP를 사용할 수도 있다.
그림 4.1서버/클라이언트 모델
그림 4.2는 인터넷(Internet)실시간 비디오 전송 시스템의 전체적인 구조를 자
세히 나타내고 있다.시스템은 크게 MPEG-4비디오 부호화부(MPEG-4encoder)
와 실시간 비디오 전송 서버(real-timevideotransmissionserver),실시간 비디오
수신기(real-timevideoreceiver)의 3가지로 구분된다.
MPEG-4비디오 부호화(encoder)부는 실시간으로 들어오는 영상데이터를 부호
화하여 비트스트림으로 만든다.부호화율은 사용자가 입력한 최소 전송률과 최대
전송률 중에서 최소 전송률로 초기화 하며,수송 중에 RTCP패킷을 수신하면 채
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널 상태 정보를 통해서 부호화율을 다시 설정한다. 실시간 비디오 전송 서버
(real-timevideotransmissionserver)는 부호화된 데이터를 네트워크를 통해 전
송하며,수신기로부터 제어정보를 수신한 후 전송률을 조정하는 역할을 수행한다.
이 때,데이터 전송은 RTP/UDP를 사용하여 전송하고,제어정보는 RTCP에 UDP
또는 신뢰성 있는 전송을 위해 TCP를 사용할 수 있다.이 과정에서 고려해야 하
는 두 가지 사항이 있다.첫 번째가 서버나 클라이언트 측에 있는 버퍼에 고갈
(underflow)이 발생하지 않게 해야 한다.이를 위해 세션 초반에 일정량의 데이
터를 수신한 후에 비디오 복호화부 프로세스를 동작시킨다. 두 번째가 네트워크
에 과부하를 주어서는 안 된다는 것이고 이를 위하여 TCP 친화적 체증제어
(TCP-Friendlycongestioncontrol)를 수행한다(2.3절 참조).실시간 비디오 수신
기는 서버로부터 받은 데이터를 또.263비디오 복호기에 넘겨주고,수신한 데이터
의 전송 지연,지터(jitter)등의 정보를 분석하여 서버 측에 피드백을 해준다.데이
터 수신 시에는 일정 크기의 버퍼를 두어 비디오 보호기에서 고갈(underflow)이
발생하지 않도록 버퍼 제어를 수행한다.
그림 4.2가변율 비디오 전송 (VBRvideotransmission)시스템
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4.3서버/클라이언트 메커니즘
서버 와 클라이먼트 메커니즘은 스트림의 전송과 관련되는 부분이다.진송 프
로토콜의 구조는 그림 4.3과 같다.전송 계층에서 UDP를 사용하면 TCP보다 실시
간성 응용에 더욱 좋지만 수송의 신뢰성을 보장해 줄 수 없다.따라서 RTCP와
같은 제어정보는 신뢰성을 보장해 주기 쥐해 TCP를 사용할 수 있다.그림 4.3에
서 볼 수 있듯이 실시간 비디오 전송 시스템 자체는 어플리케이션 계층의 응용
프로그램이다.논리적으로는 서버와 클라이언트가 어플리케이션을 통해 바로 연결
되지만,실제 데이터의 송수신은 어플리케이션 계층의 하위계층을 거쳐서 이루어
진다.즉 서버측에서 보내는 데이터는 전송계층에서 일정한 크기마다 UDP혹은
TCP헤더를 추가하여 UDP혹은 TCP패킷을 만든다.이 패킷은 인터넷 계층에
서 IP헤더를 삽입하여 IP패킷이 되고,다시 물리 계층으로 내려가서 실제 물리
계층인 LAN선을 타고 클라이언트로 전달된다.클라이언트는 물리계층을 거쳐 테
이터를 받고,IP헤더를 통해 자신에게 오는 데이터가 맞는지 여부를 판단하게 된
다.자신에게 오는 데이터가 맞으면 IP헤더를 제거한 데이터를 전송계층에 보낸
다.전송계층에서는 에러 여부를 판단하여 에러가 없으면 상위 어플리케이션 계층
으로 패킷을 보내고,에러가 있으면 그 패킷을 버리게 된다.에러발생시 TCP의
경우는 재전송을 요구하지만,UDP의 경우는 재전송을 요구하지 않게 된다.
마이크로소프트사의 윈도우 OS에서 네트워크 프로그래밍은 윈속(winsock)을
통하여 이루어진다.소켓이란 네트워크 프로그램을 개발하기 위한 인터페이스이며,
윈속은 윈도우가 제공하는 소켓이다.윈속에서 UDP를 이용한 데이터의 송수신 과
정은 다음 그림 4.4와 같으며,TCP를 이용한 데이터의 송수신 과정은 다음 (그럼
4.5)과 같다[15].
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그림 4.3UDP를 사용하는 클라이언트 서버 Winsock함수 흐름도
UDP를 사용할 경우 2개의 소켓이 필요하다.먼저 서버와 클라이언트가
socket()함수를 호출하여 서버소켓과 클라이언트 소켓을 생성하고,서버는 bind()
함수를 호출하여 소켓에 이름을 부여한다.bind()함수를 통해 소켓에 IP주소와
Port번호가 입력된다.소켓에 IP주소와 Port번호를 입력하는 이유는 네트워크를
통해 들어오는 데이터는 결국 소켓 인터페이스를 통해 수신을 하게 되는데,들어
오는 데이터가 자신에게 오는 것이 맞는지의 여부를 소켓에 입력된 IP 주소와
Port번호를 통해 확인하기 때문에 소켓에 IP주소와 Port번호를 입력하는 것이
다.데이터의 송신은 sendto()함수,데이터의 수신은 recvfrom()함수를 통해서
이루어진다.소켓의 종료 시에는 closesocket()함수를 호출하여 생성된 소켓을 소
멸시킨다.
TCP를 사용할 경우 모두 3개의 소켓이 필요하다.서버와 클라이언트가 각각
하나씩의 소켓을 가지며 서버는 클라이언트의 접속 요청을 받아들이기 위해 별도
의 소켓을 가지고 있어야 한다.
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그림 4.4TCP를 사용하는 클라이언트 서버 Winsock함수 흐름도
서버는 socket()함수를 호출하여 소켓을 생성하고,listen()함수를 호출하고
클라이언트의 접속 요청을 감시하기 시작한다.서버는 listen()함수를 호출한 후부
터 클라이언트와 접속 요청을 받아들일 수 있는 상태가 된다.클라이언트가 서버
에 접속하기 위해서는 역시 socket()함수를 호출하여 소켓을 생성하고 서버의 IP
주소와 포트 번호를 지정하고 connect()함수를 호출하여 서버에 접속을 요청한다.
클라이언트로부터 접속 요청을 받은 서버 소켓은 별도의 소켓을 생성하고,
accept()함수를 호출하여 새로 생성된 소켓과 클라이언트를 연결 시켜 준다.데이
터를 보내고자 할 때는 send()함수,받을 때는 recv()함수를 호출한다.따라서
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RTP패킷을 전송할 때는 RTP헤더와 유료부하를 구성한 후,그림 4.4의 절차에
의해서UDP소켓을 생성하고,UDP소켓을 통해 RTP패킷을 전송한다.RTCP패
킷을 전송할 때는 RTCP패킷의 내용을 구성한 후,UDP소켓을 통해 전송하려면
그림 4.4의 절차에 의해 전송하게 되고,TCP소켓을 통해 전송하려면 그림 4.5의
절차에 의해서 UDP또는 TCP소켓을 생성하고,생성된 소켓을 통해 RTCP패킷
을 전송한다.
위에 설명한 내용은 기본적인 송수신에 관련된 내용이고,일반적으로 실제 시
스템을 구현할 때 RTP와 RTCP는 별개의 소켓을 구성하여 사용하며,또한 양방
향성(fulduplex)을 지원하기 위해서 송신과 수신용으로 RTP와 RTCP소켓을 각
각 2개씩을 두어 결국 RTP송수신용 2개,RTCP송수신용 2개로 총 4개의 소켓
을 구성하여 구현한다.따라서 서버와 클라이언트는 각각 4개씩의 소켓을 사용하
지만,현재의 시스템은 서버에서 클라이언트로 단 방향 전송만을 하므로 서버 측
에서 RTP패킷에는 송신용 소켓만으로 충분하며,클라이언트 측에서 RTP패킷
수신용 소켓만으로 충분하므로,서버와 클라이언트 각 각 3개씩의 소켓으로 시스
템을 구성하였다.
서버는 채널 가용 대역폭의 변화에 따라 데이터 발생율을 바꿀 수 있어야 하
며,서버측의 패킷 전송속도 또한 조절할 수 있어야 한다.이를 위한 실시간 비디
오 전송 시스템의 송수신 시나리오는 다음과 같다.(그림 4.6)의 시나리오에 따라
우선 서버와 클라이언트는 초기화 정보인 이미지의 형태(QCIF 또는 CIF),실시간
수송제어 프로토콜(UDP또는 TCP),전송할 스트림의 종류 등을 설정한다.그림
4.6은 UDP인 경우를 도시하였다.서버는 일정크기로 패킷을 구성하여 클라이언트
에 보내게 된다.클라이언트는 서버로부터 받은 데이터를 파일에 저장하고,저장된
데이터양이 임계 값을 넘으면 복호화와 디스플레이를 하게 된다.이와 같이 하는
이유는 일종의 버퍼를 두어 고갈(underflow)을 방지하기 위함이다.특히 복호화와
디스플레이가 독립적으로 동작하도록 멀티스레드로 구현함으로써 시스템 자원의
효율이 최대가 되도록 하였다.데이터 전송 중에 서버는 실시간 수송제어 프로토
콜(RTCP)의 송신자 보고(SR)패킷을 클라이언트에 수송하면,클라이언트는 수신
자 보고(RR)패킷을 서버 측에 수송한다.서버는 수신자 보고(RR)패킷을 수신한
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후 채널 가용 전송률을 수정한다.그 후 수송이 모두 마무리되면 서버는 RTCP
탈퇴(BYE)패킷을 클라이언트에 수송한 후 전송을 끝내고,클라이언트는 탈퇴
(BYE)패킷을 수신한 후 수신을 마무리한다.
그림 4.5UDP수송 방식에 의한 송수신 시나리오
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4.4RTP/RTCP프로토콜의 적용 메커니즘
그림 4.6은 실시간 수송 프로토콜(RTP)과 실시간 수송제어 프로토콜(RTCP)의
적용 메커니즘을 도시한 것이다.MPEG-4부호화를 통해 나온 비트스트림은 RTP
모듈을 거치면서 RTP 헤더를 가진다.RTP 패킷은 전송 모듈에 의해 윈속
(wlnsock)으로 전달되고,소켓을 통해 네트워크로 전달된다.수송된 RTP패킷은
수신측에 전달되어 수신측 RTP모듈에서 필요한 정보를 처리한 후 헤더를 제외
한 유료부하 부분만 복호기에 입력되어 복호를 수행한다.이 때 클라이언트에서
RTP패킷을 받을 때마다 저장되는 정보는 RTCP패킷을 구성할 때 사용된다.즉
클라이언트에서 RTP패킷에 있는 정보를 조합하여 RTCP패킷을 서버 측에 수송
한다.서버는 수신한 데이터를 제어 모듈을 통해서 데이터를 분석하여 전송률 제
어(ratecontrol)를 하며.전송부에는 흐름 제어(flow control)를 한다.
그림 4.6RTP/RTCP프로토콜의 적용 메커니즘
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4.5RTP타임스탬프와 NTP타임 스탬프와 지터(Jitter)계
산
이 절에서는 RTP에서의 타임스탬프와 RTCP에서 사용되는 NTP타임스탬프
에 대해서 기술한다.
4.5.1RTP타임 스탬프
미디어간 동기(synchronization)와 지터(jitter)계산에 사용되며 RTP데이터 패
킷에서 첫 번째 바이트를 샘플링한 시간을 나타낸다.타임스탬프의 초기값은 랜덤
넘버를 출력하는 rand(void)함수에 의해 임의의 값을 사용한다.타임스탬프의 쓰
임은 다음과 같다. 예를 들마 초기에 RTP 타임스탬프 값이 임의의 값
1234000[ms]이 나왔다고 가정하자.8kHz샘플링을 하는 PCM coding된 음성의 경
우 초당 8000바이트의 데이터가 발생하는데 사용자가 16000바이트마다 데이터를
RTP패킷을 사용하여 보낸다고 하면 RTP타임스탬프는 매번 2초씩 증가하게 된
다.따라서 RTP타임스탬프는 1234000[ms]-> 1236000[ms]->1238000[ms]로 변
화하게 된다.이와 같이 하지 않고 메모리에 있는 데이터를 일정시간마다 일정 데
이터만큼만 보낸다고 가정하자.초기에 RTP타임스탬프가 12340001ms]으로 설정
되고,매 2초마다 메모리에 있는 데이터를 4000바이트씩 보낸다고 가정하면 RTP
타임스탬프는 1234000[ms]-> 1236000(ms)-> 1238000[ms]로 변화하게 된다.타
임스탬프 값을 구하기 위해 사용하는 윈도우의 함수는 아래와 같다.
◎ intrand(void)-requiredheader:<stdlib.h)
0에서 HAND_MAX사이의 의사 난수(pseudorandom number)를 발생시킨다.
◎ DWORDGetTickCount(VOID)
PC가 켜진 시간부터 (ms)단위로 증가하는 함수이다.이 함수는 컴퓨터가 켜진
채 49.7일 지나면 다시 0으로 돌아가서 값을 증가시킨다.
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◎ void_ftime(struct_timeb*timeptr)- required header:<sys/types.h> and
<sys/timeb.h> 1970년 1월 1일 자정을 기점으로 현재까지의 시간을 초로 표시한
값을 _timeb구조체에 넣어준다.timeb구조체에 [ms]값도 있어서 현재가 몇 초






NTP타임스램프에 사용되는 값은 RTP타임스탬프에서 쓰이는 값과 다른 개념
이다.RTP타임스탬프는 미디어간 동기와 지터를 구하기 위함이고 NTP타임스
탬프는 RTT를 구하기 위함이다.RTP타임스탬프란 네트워크 타임스탬프의 약자
로서 네트워크 내에 서버를 두고 그 서버에 속해있는 모든 컴퓨터들은 같은 NTP
타임스탬프 값을 사용하지만 실제적인 구현은 각 PC께서 _ftime(struct_timeb
.timeptr)값을 사용하여 나온 값을 NTP타임스탬프 값에 맵핑하여 사용한다.앞
절에서 설명했듯이 _ftime()함수는1970년 1월 1일 자정을 기점으로 한 시간이며
NTP타임스탬프는 1900년 1월 1일을 기점으로 한 초 단위의 시간과 1초보다 작
은 시간으로 구성된다.1초보다 작은 시간은 1/(2-32)초 단위의 시간을 가지고 있
다.따라서 위 구조체의 NTP타입스탬프에서 초 단위의 값 secs는 _ftime()으로
구한 시간에서 초 단위의 값에 오프셋으로 2208988800U 칸을 더해주고,1초보다
작은 시간 단위의 값 frac는 _ftime()으로 구한 [us]단위의 시간에 1000을 곱하여






이와 같이 하면 n_frac값을 구할 수 있게 된다.NTP타임스탬프를 구하기 위
한 함수는 앞 절에서 설명한 _ftime함수를 사용한다.
4.5.3지터 (Jitter)계산
지터는 수신 측에서 RTP패킷을 받을 때마다 RTP패킷의 타임스탬프 값을
이용하여 계산한다.지터는 네트워크를 통해 패킷이 전달될 때 전달지연이 얼마나
변동하면서 전달되는지 알 수 있다.계산 방법은 다음과 같다.
D(i,j)=(R1-S1)-(Rj-Si)=(Rj-Rj)-(Sj-Si) (4.1)
J(I)=J(i-1)*15/16+(│D(i-1,j)│ -J(j-1)/16) (4.2)
(Ri:i번째 패킷이 도착한 시간,Si:i번째 패킷을 보낸 시간)
지터는 수신단에서 계산하여 수신자보고를 보낼 때 포함하는 값으로써 이 때
사용하는 값은 RTP패킷의 RTP타임스탬프와 수신단에서의 타임을 이용하여 구
할 수 있다.식 (4.1)에서 보면 현재 D(i,j)값은 결국 송신단에서 두 패킷을 송신
한 시간 간격과 수신단에서 두 패킷을 수신한 시간간격과의 차이를 나타내는 값
이다.따라서 송신단에서 온 두 RTP패킷의 RTP타임스탬프의 차이를 얻고,수
신단에서는 두 패킷을 받은 시간 차이를 구하여,두 값의 차이를 구하면 D(i,j)를
구할 수 있다.그리고 이 값들을 식 (4.2)에서 지터 계산을 위해 사용하게 된다.
이 지터 또한 평균값들을 취해가고 있음을 볼 수 있다.
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4.6왕복지연 시간(RTT)과 패킷손실률 추정 메커니즘
이 절에서는 패킷 손실률과 왕복지연시간을 측정하는 메커니즘에 대해 기술한
다.
4.6.1왕복 지연 시간 측정법
그림 4.7은 왕복지연시간을 구하는 과정을 도시한 것이다.그림에서 볼 수 있
지만 왕복지연 시간은 송신단에서 구할 수 있는 값이다.우선 송신단에서 송신자
보고(SR)를 보내는 것으로 시작된다.이 때 송신자보고(SR)를 보낼 패의 NTP타
임스탬프 값을 송신자보고(SR)에 넣어서 보낸다.수신단은 송신자보고(SR)를 받
은 시간을 기억하고 있다가 수신자보고(RR)를 보낼 때,송신자보고(SR)를 받은
후 수신자보고(RR)를 보낼 때까지의 시간간격을 구하여 수신자보고(RR)패킷의
DLSR (DelaysinceLastSR)필드에 넣는다.그리고 SR에서 받은 NTP타임스
탠프 64비트중에서 가운데 32비트를 떼어내어 수신자보고(RsR)의 LSR필드에 넣
고 송신단에 수신자보고 패킷을 보낸다.송신단은 수신자보고 패킷을 수신할 때
받은 시간 A를 체크한다,그러면 A라는 시간에서 구신자보고 패킷에 있는 DLSR
과 LSR값을 빼면 왕복지연시간이 나온다.
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그림 4.7왕복 지연 시간(RTT)획득 알고리즘
4.6.2패킷 손실률 측정법
송신단은 RTP패킷을 보낼 때 순서번호를 붙여서 보낸다.이 값은 처음에는
무작위 값을 사용하고 그 다음부터는 RTP패킷을 보낼때마다 1씩 증가시켜서 보
낸다.RTP패킷을 수신한 수신단은 계속 순서번호를 저장하고 있게 된다.이와
같이 하면 수신단은 제일 처음에 수신한 패킷의 순서번호를 알고 있고,그 다음부
터 계속 들어오는 패킷의 순서번호를 알고 있게 된다.송신단이 송신자 보고를 보
내면 수신단은 송신자 보고를 받은 후 그 때 까지 받았던 RTP패킷에서순서번호
가 제일 큰 값에서 초기값을 빼서 전체 받은 패킷의 개수를 구한다.그 후 지난번
SR받았을 때까지 받았던 패킷의 개수와 그 이후로 받은 패킷의 개수를 빼서 누
적 손실을 구한다.패킷 손실률의 경우는 가장 최근에 SR를 받았을 때의 가장 큰
순서번호에서 지금 현재 가장 큰 순서번호를 빼서 구간을 구하고,가장 최근에 받
은 SR이후에 실제로 수신한 패킷의 개수를 빼면 가장 최근에 SR과 현재 SR사













4.6.3패킷 손실률과 왕복지연 시간의 이동 평균(MovingAverage)
패킷 손실률과 왕복지연은 네트워크의 상태에 따라 큰 폭으로 변할 수 있다.
따라서 이 값들로부터 계산되는 유효 전송률 역시 큰 폭으로 변동할 수 있는데
가변율 비디오 전송 시스템에서 유효 전송률의 급격한 변동은 화질의 급격한 변
동으로 이어지므로 시각적으로 좋지 않다.비디오의 입장에서는 채널의 특성이 짧
은 시간 간격으로 급격하게 변동하더라도 점진적인 화질 변동을 가져오는 완만한
전송률의 변화가 훨씬 바람직하다.이와 같은 완만한 변화를 얻는 방법은 네트워
크 상태 정보들의 평균값을 이용함으로써 가능하다본 연구에서는 패킷 손실률과




여기서 p(t)는 새로운 손실률 pnew를 수신한 후 시간 t에서 계산하는 패킷 손실
률이고 RTT(t)는 새로운 RTT 값 RTTnew를 계산한 후 시간 t에서 계산하는 왕복
지연시간을 나타낸다.손실률 pnew는 RTCP 패킷의 손실비(fractionlost)필드에
의해 주어지며,RTTnew는 4.1.2절을 통해서 계산된다.i와 j는 가중치로서 네트워
크 상태에 대한 적응속도를 결정한다.이 값들이 클수록 새로운 상태에 빨리 적응
할 수 있으나 유효 전송률의 급격한 변동을 가져오고,반대로 작을수록 네트워크
의 상태에 둔감하게 반응한다.일반적인 TCP체증제어방식에서 i와 j는 0.125가
사용되지만 이번 논문에서는 좀 더 빨리 네트워크의 상태에 적응하기위해서 1와
j를 0.2로 하여 시스템을 구현하였다[1]
4.7패킷 우선 전송 알고리즘
제안한 시스템은 패킷 손실율 정보를 통하여 가변적으로 비디오 전송률을 조
절함으로써 UDP의 무조건적으로 인한 전송으로 인한 체증을 제어 하여 PSNR값
을 보장할 수 있다.그러나 네트워크의 대역폭이 환자 영상을 전송할 수 없을 정
도로 측정된다면,환자의 진단에 우선시 되는 생체신호 데이터를 우선적으로 전송
하여야 한다.이를 위하여 생체신호의 RTP헤더에 Priority Marker를 추가하여
RTCP에서 얻어지는 네트워크 성능에 따라 우선적으로 전송하도록 한다.우선전
송이 실시되는 최대 전송 대역폭 값은 네트워크 상태를 통하여 결정된다.또한
PSNR값이 최고 임계치에 근사했을 경우는 누락되었던 생체신호를 재전송함으로
써 중요 데이터의 복원을 가능케 설계하였다.
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4.8시스템의 구현내용
시스템에서 사용하는 영상 코덱은 MPEG-4비디오 코덱을 사용하였고,전송은
윈속(Winsock)2.0을 사용하였으며,GUI환경을 고려하여 VisualC++6.0을 이
용하여 구현하였다.시스템을 구현한 PC 사양으로는 운영체제는 WindowsXP를
사용하였고,CPU는Pentium IV 3.0Ghz,RAM 512Mbytes를 사용하였다.실시간
비디오 전송 시스템은 크게 서버와 클라이언트로 나뉜다.실시간 비디오 전송 시
스템의 동작을 설명하면 다음과 같다.서버 측에서는 들어오는 비디오 시퀀스를
부호화하여 비트스트림으로 만든 후,그 비트스트림은 네트워크를 통해 클라이언
트에게 전달한다.클라이언트는 미리 수신대기 상태에 있다가 서버로부터 데이터
를 수신하면 들어오는 데이터 복호화와 디스플레이화 한다.이러한 일련의 송수신
과정에서 서버는 클라이언트로부터 수신하는 피드백 정보를 기초로 하여 사용자
가 입력하는 최소 전송률과 최대 전송률 사이에서 체증제어를 하게 되며,결과적
으로 클라이언트는 주어진 환경에서 최적의 데이터를 전송 받게 된다.
그림 4.8CDMA 1X-EVDO망을 사용한 원격 진료 시스템 개념도
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그림 4.9는 원격 진료 시스템의 송신단 화면과 RTCP서버 화면을 나타낸 것
이다.
(a)원격 진료 시스템 송신단 화면
(b)RTCP서버 세팅 화면
그림 4.9(a)원격 진료 시스템 송신단 화면 (b)RTCP서버 화면
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4.9실험 환경
CDMA 1X와 EV-DO 환경에 대한 실제 필드 테스트는 두가지 다른 위치에서
진행되었다.첫 번째는 서울의 외곽지역 고속도로 및 산간이고 두번째는 서울시내
중심부 반경 20km 내외의 교통 정체 및 빌딩이 많은 지역이다.실험은 2시간 간
격으로 아침 10시부터 오후 10시까지 일주일동안 진행되었고 각각의 시도에서 이
동 차량의 속도는 0에서부터 120km/hour까지 20km/hour씩 변화시켰다.특정 시간
대의 접속율의 변화와 특정 지역에서의 지역분포에 의한 영향을 보상하기 위해
측정된 값의 평균을 사용하였다.CDMA 1X 실험은 송신단과 수신단에 CDMA
1X 모뎀((Anydata,LG Telecom Co.,Korea)을 사용하여 인터넷에 연결없이 직접
연결 되었다.이때 RLP(RadioLinkProtocol)에서 분할되어 전송되는 단위는 5ms
당 64비트 (8비트 패딩(padding)을 고려하면 72비트)이고 R-FCH(Reverse
FundamentalCodeChannel)을 사용한다.
CDMA 1X EV-DO 실험은 UDP/IP기반 프로토콜을 사용하여 이동 차량에는
EV-DO 핸드폰을 노트북에 연결하였고 수신단에서는 ADSL을 사용하여 연결하였
다. 여기서의 RLP 전송 단위는 23.6ms당 6400비트이고 R-SCH(Reverse
SupplementalCodeChannel)을 사용한다.실험을 통해 측정한 기본적인 값은 속
도 변화에 따른 전송 속도,에러 발생율,시간에 따른 전송 속도 분포도이며 각각
의 망 상태에 따른 지연 시간 및 재전송 시간을 측정하였다.
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5.실험 결과
5.1CDMA 1X-EVDO 상에서 원격 진료 시스템 평가
CDMA 1X-EVDO를 이용한 의료정보데이터의 송신 시 전송 실험 결과로부터
그림 5.1과 같은 전송 속도의 변화와 패킷 에러율에 대한 분포도를 얻을 수 있다.
이상적 형태로는 이론적 상향 속도인 153.6kbps에 근접한 140kbps의 전송 속도를
평균으로 표준편차 20을 가진 가우시안 분포가 되어야 하지만 실제적인 실험 결
과는 속도 변화에 대한 에러의 증가에 따른 RLP계층에서의 재전송 지연,핸드오
프 지역과 같은 지리적 변화에 대한 전파세기의 약화,인터넷 네트워크 환경 문제
등의 원인으로 인하여 100kbps이하의 전송 속도가 간헐적으로 나타난다.특히 빠
른 속도에서의 핸드오프로 인한 지연과 전파 차단 지역에서는 수십kbps이하의
낮은 전송속도가 유지될 수 있다.따라서 수신단에서는 지속적으로 전송지연과 대
역폭 등을 측정하여 송신단에 알려줌으로써 전송 데이터의 우선권 부여,전송률
조절,압축률조절 등과 같은 자동제어가 이루어지도록 설계하여야 함을 알 수 있
다.
그림 5.1CDMA 1X-EVDO망에서 송신 시 대역폭과 패킷 에러 분포도
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CDMA 1X-EVDO에서의 데이터 송신 시 평균 지연 값(RoundTripTime)은
그림 5.2와 같다.무선망에서의 경우 117ms의 평균 지연 값과 평균 42ms의 평균
지연 편차(jitter)가 나타났다.이는 유선망과 비교하여 평균 지연 값과 지연 값의
편차(jitter)가 큰,불안한 네트워크 성능을 가지고 있음을 알 수 있다[26].이는 단
말기와 기지국 간의 송,수신 강도의 변화,기지국 내 접속자수의 증감 등으로 인
한 네트워크 성능 자체적 지연과 RLP단에서의 패킷 보정으로 인한 지연으로 크게
나누어진다,이와 같은 불안정한 지연 시간을 가지는 네트워크의 경우,원활한 실
시간 멀티미디어 데이터 전송을 위해서는 응용 계층과 같은 네트워크 계층 위에
서의 지터에 대한 보정이 필요함을 알 수 있다.
그림 5.2CDMA 1X-EVDO망에서 송신 시 왕복 지연 시간 값
그림 5.3은 네트워크 성능 평가를 위한 RTCP전송을 그래프로 도시한 것이다.
평균손실률(average loss ratio)은 식 (4.3)에 의해 구한 이동 평균값(moving
average)을 도시하였다.그림의 결과와 같이 무선망에서는 네트워크의 순간적인
변화 값이 크기 때문에 이를 곧장 사용할 때는 급격한 전송률 변화로 인한 화질
의 악화를 초래 할 수 있다.따라서 순간 손실 값에 기반한 이동 평균값을 사용하
면 순간 손실률(instantlossratio)이 크게 변하는 경우에도 평균값은 중간부분에
서 변하게 됨을 알 수 있다.따라서 이동 평균 손실률을 사용하여 전송률을 추정
하면 추정된 전송률이 크게 변화하지 않고 서서히 변하게 된다.전송률이 서서히
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변하면 부호화율도 서서히 변하게 되며 결과적으로 화질의 급격한 변화를 방지할
수 있다.
그림 5.3손실률의 순간값과 이동 평균값 변화
그림 5.4는 RTP만을 사용 하여 의료정보 데이터를 전송하였을 때와 RTCP
패킷을 이용한 네트워크 품질 데이터를 수집 후 전송률 제어 알고리즘 사용 시의
대역폭 분포도이다.평균 대역폭 값을 1로 가정하였을 때 프레임 전송률 조절을
통한 데이터 전송 프로토콜이 안정적인 성능을 보장함을 알 수 있다.이는 RTCP
를 통한 전송률 조절이 네트워크의 병목현상,체증현상을 사전에 예방하기 때문이
다.
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그림 5.4전송 실험 시 평균 대역폭 분포도
표 5.1은 각 네트워크 프로토콜로 전송 시 평균 PSNR(PeakSignaltoNoise
Ratio)를 나타낸 것이다.RTP프로토콜 적용 시 UDP보다 오히려 좋지 않은 성능
을 보였다.이는 RTP 프로토콜은 UDP프로토콜과 마찬가지로 데이터 전송 시
어떠한 신뢰적인 보장도 지원하지 않을 뿐만 아니라,오히려 응용계층에서의 실시
간성의 보장을 위한 헤더 추가와 동기화 과정에서의 부가적 지연 때문인 것으로
추정된다.반면 프레임률 조절을 사용한 RTP의 경우에는 네트워크 상황에 적합한
대역폭을 선택하여 전송하기 때문에 병목 현상 등으로 인한 패킷 손실을 방지하
여 보다 고품질의 환자 데이터를 전송할 수 있음을 알 수 있다.
표 5.1각 프로토콜 전송 실험 시 PSNR(PeakSignaltoNoiseRatio)값
UDP RTP RTP with flow control
PSNR(dB) 33.2 33.1 35.1
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6.결론 및 토의
본 논문에서는 RTP프로토콜을 사용한 실시간 원격 의료 진료시스템을 설계,
구현하였다.시스템의 설계과정은 크게 두 가지 과정으로 진행되었다.
우선 의료 정보 데이터에 실시간성을 부여하기 위하여 UDP기반에 RTP를 적
용하였다.무선망에서 TCP를 사용하였을 경우 실시간성이 완벽히 보장되지 않고
무선망에서의 링크 에러를 병목현상 등의 다른 에러로 인식하기 때문에 불필요한
윈도우사이즈 조절로 인한 대역폭 낭비현상이 있었다.반면 UDP는 무조건적인 전
송으로 인한 비 신뢰적인 전송과 QoS가 보장 되지 않는 단점이 있다.때문에 본
시스템에서는 대역폭을 충분히 활용할 수 있는 UDP기반에서 RTP프로토콜을
적용하여 실시간성을 부여하고 중요한 환자 데이터는 우선권을 부여하여 전송하
였다.이와 같은 알고리즘을 사용함으로써 응용계층 아래 단에서의 실시간성 보장
효과를 확인할 수 있었다.
두 번째로는 네트워크의 상태에 유동적으로 대응하기 위한 전송률 제어 알고
리즘을 제안하였다.정확하고 주기적인 네트워크 성능 수집을 위하여 RTCP를 사
용하였다.RTCP는 현재 네트워크의 대역폭,지연,PER등의 정보를 수집하여 최
대 전송 보장 가능한 데이터 사이즈를 송신단에게 알려준다.주어진 정보를 분석
하여 적합한 전송률을 결정,전송함으로써 안정적인 대역폭을 사용할 수 있고,무
조건적인 전송으로 인한 병목현상을 방지함으로써 환자 영상 품질의 보장에 우월
한 성능을 보일 수 있음을 확인하였다.
위와 같이 제안된 알고리즘을 통하여 CDMA 1X-EVDO 망을 통해 환자 데이
터를 전송한 결과 기존의 전송 방법 보다 효과적인 성능을 나타낼 수 있음을 확
인하였다.이것은 앰뷸런스와 병원을 연결하는 원격 진료 시스템 뿐만 아니라 언
제 어디서나 진료를 받을 수 있는 유비쿼터스 헬스 케어 서비스에 효과적으로 사
용될 수 있을 것이다.
향후 과제는 크게 세 가지로 나눌 수 있다.첫 번째는 가변적인 RTCP전송을
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통한 적절한 네트워크 성능 수집이다.IETF에 의하면 RTCP패킷의 전송 간격은
전체 대역폭의 5% 미만으로 설정하여야 한다고 권고하고 있다.이는 전체 대역폭
의 전송에서 네트워크 상태 측정을 위한 RTCP패킷이 큰 영향을 끼치지 않기 위
함이다.유선망과 같이 안정적인 네트워크 환경에서는 전송망의 품질 변화가 무선
망과 같이 크지 않기 때문에 가변적인 RTCP의 필요성이 적다.그러나 무선망의
경우 기지국내 접속자 수,단말기의 이동 속도,소프트 핸드오프,하드 핸드오프
등 전송속도의 변화를 끼칠 수 있는 가능성이 동시 다발적으로 일어난다.때문에
무선망의 안정성과 변화량에 적절히 대응할 수 있는 유동적인 RTCP전송률 알고
리즘이 필요하다.
두 번째로 네트워크 대역폭이 충분히 보장되지 않는 무선망에서 헤더의 비중
을 줄일 수 있는 알고리즘의 적용도 고려해야한다.현재 RTP의 헤더크기는
12byte로 UDP헤더와 IP헤더를 포함하면 40byte가 소요된다. 그러나
CRTP(CompressedRealtimeTransportProtocol)를 적용할 경우 헤더사이즈를 최
대 4byte까지 줄일 수 있어 전송 가능한 멀티미디어 데이터 사이즈가 상대적으로
증가하는 효과를 기대할 수 있다.
마지막으로 무선망의 에러를 보정하여 QoS(QualityofService)를 증가시키는
방법이다.본 논문에서 구현한 시스템은 RTCP피드백 메시지를 이용한 채널 적
응적인 기법만을 고려하였다.이는 네트워크의 전송률에 중점을 둔 보정 방법이었
으나 HARQ(HybridAutomaticRepeatreQuest),FEC와 같은 전송된 패킷의 에
러를 보정하는 방안이 추가된다면 더욱 무선환경에 강인한 시스템을 구현할 수
있을 것이다.
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