Abstract. The deformed quantum Calogero-Moser-Sutherland problems related to the root systems of the contragredient Lie superalgebras are introduced. The construction is based on the notion of the generalized root systems suggested by V. Serganova. For the classical series a recurrent formula for the quantum integrals is found, which implies the integrability of these problems. The corresponding algebras of the quantum integrals are investigated, the explicit formulas for their Poincare series for generic values of the deformation parameter are presented.
Introduction
Calogero-Moser-Sutherland (CMS) problem in its original form [1] , [2] describes the particles on the line pairwise interacting with the potential U (x 1 , . . . , x n ) = 1≤i<j≤n g 2 ω 2 sin 2 ω(x i − x j )
In the limit ω → 0 one has the rational potential U (x 1 , . . . , x n ) = 1≤i<j≤n g 2 (x i − x j ) 2 Olshanetsky and Perelomov [3] proposed a generalization of these problems related to any root system. Corresponding quantum Hamiltonian has a form
where R + is a positive part of a root system R (which could be non-reduced), and m(α) = m α is a function on R which is invariant under the corresponding Weyl group W . If R is a root system of a compact symmetric space X and m α = µα 2 − 1 where µ α are the multiplicities of the roots then the operator (1) is conjugated to the radial part of the Laplace-Beltrami operator on X L = −∆ + 2
• L •ψ 0 whereψ 0 is the multiplication operator by the function
In this general form this was shown by Olshanetsky and Perelomov [4] but in the special case X = SU (n)/SO(n) it was observed already in 1964 by Berezin et al in [5] . So integrability of the generalized CMS quantum problem (1) in this case follows from the general theory of the invariant operators on the symmetric spaces (see e.g. [6] ). In the general case the proof of integrability was found later by Heckman and Opdam [7, 8] who used very different arguments.
It turned out however that there are other, non-symmetric integrable generalizations of the quantum CMS problems. The first series A n (m) of such "deformed" CMS problems have been found by Chalykh, Feigin and one of the authors in [9] , [10] , later another series C n (m, l) was discovered [11] . Although these deformations since then appeared in different context (see e.g. [12] about relations to WDVV equations) the algebraic nature of them until recently was totally unclear.
An important step was done by one of the authors in [13, 14] who observed that the deformed CMS operator of the type A n (m) for a special value of parameter can be interpreted as the radial part of Laplace-Beltrami operator on certain symmetric superspace. This indicated that the clue to this mystery could be found in this direction.
The goal of the present paper is to develop a systematic theory of the deformed CMS quantum systems related to Lie superalgebras and symmetric superspaces. A crucial role in our approach plays the notion of the generalized root systems introduced by V. Serganova in the paper [15] .
Serganova suggested a version of the standard geometric description of the root systems [16] in the presence of the isotropic roots. She classified all such irreducible systems and showed that they are essentially the root systems of the contragredient Lie superalgebras classified by V. Kac in [17] . All the generalized root systems have partial symmetry described by the Weyl group W 0 generated by reflections corresponding to the non-isotropic ("real") roots.
For any such generalized root system R we construct a family of the deformed quantum CMS systems in the following way. The system R stays the same, we change the scalar product and the multiplicities of the roots (which are not integers anymore) in such a way that the following conditions are satisfied:
1) the new bilinear form B and the multiplicity function stay W 0 -invariant 2) multiplicities of all the imaginary roots are fixed to be 1 3) the corresponding Schrödinger operator (1) has a radial form (2) or equivalently, has an eigenfunction of the form (3) .
The last condition leads to certain relations between the multiplicities and parameters of the form. Our analysis shows that the admissible forms for all generalized root systems depend on one deformation parameter (in the case D(2, 1, λ) we have three parameters but two of them are already in the Lie superalbegra itself), although multiplicities have sometimes more freedom (see Section 2) . We call the corresponding operators the deformed CMS operators related to generalized root system R.
According to Serganova's classification we have two infinite series of such operators related to the classical systems R of the type A(n, m) and BC(n, m), and three exceptional cases corresponding to the exceptional systems G(1, 
for A(n − 1, m − 1), where k is an arbitrary parameter, and
for BC(n, m), where the parameters k, p, q, r, s satisfy the following relations
The system (4) can be considered as the interaction of two groups of particles of masses 1 and 1 k respectively with the special parameters of interaction depending on k. When m = 1 ( i.e. when the second group consists only of one particle) this system was first proposed in [9] . For the general n and m the operator (4) was first introduced by one of the authors in [13] but its rational limit was discovered earlier by Berest and Yakimov, who were looking for a Darboux-type transformations for Calogero-Moser systems [18] .
The system (5) can be interpreted in a similar way under the assumption that the configuration of particles is symmetric with respect to the origin. Although it depends on 5 parameters only 3 of them are independent due to relations (6) (say k, p and q). The system BC(n, m) with m = 1 and p = 0 was first considered in [11] . The case m = 1 is special as the only one when all the parameters could be integer. As far as we know the operator (5) for the general m, n as well as the deformed CMS systems related to the exceptional root systems G(1, 2), AB(1, 3) and D(2, 1, λ) (see the next section) were not considered before.
The conjecture is that all these quantum systems are integrable in the sense that they have enough commuting integrals. In this paper we prove this conjecture for the classical series ( i.e. for the operators (4) and (5)) explicitly constructing the integrals.
The corresponding algebra of integrals seems to be interesting by itself. To describe it we introduce the following algebra Λ R,B related to a deformed generalized root system (R, B). It consists of the polynomials p(x) on V which are invariant under reflections s α corresponding to the real roots (i.e. are W 0 -invariant) and satisfy the conditions
on the hyperplane B(α, x) = 0 for each imaginary root α. Our main result can be formulated as follows.
Theorem. For the classical generalized root systems R and generic values of the deformation parameter k in the form B there exists a monomorphism χ from the commutative algebra Λ R,B into the algebra of differential operators on V such that χ(x 2 ) is the corresponding deformed CMS operator related to R.
In the rational limit a similar result holds for a closely related algebra Λ 0 R,B with the condition (7) in the definition of Λ R,B replaced by its differential version: ∂ α p(x) = 0 when B(α, x) = 0.
The structure of the paper is following. We start with the precise definition of the generalized root systems R and formulate Serganova's classification theorem. Then we define the deformed CMS operators related to such a system R and classify all of them for each generalized root system.
In section 3 we prove the integrability of the deformed quantum CMS problems for the classical series A(n, m) and BC(n, m). The proof is effective: the quantum integrals are given explicitly by some recurrent formula.
Our formula can be considered as a deformed version of the Matsuo's formula (2.3.6) from [19] .
In section 4 we introduce and investigate the algebras Λ R,B and Λ 0 R,B . In particular we show that for the classical series and generic values of the deformation parameter k these algebras are finitely generated and compute the Poincare series for them. We show that the image of the Harish-Chandra homomorphism from the rings of quantum integrals of the deformed CMS problems described in section 2 for generic k is exactly the algebra Λ R,B (in the rational case -Λ 0 R,B ). In the last section 5 we discuss the elliptic and difference generalizations of our operators.
2.
Generalized root systems and deformed quantum CMS problems.
We start with the definition of the generalized root systems due to V. Serganova [15] . We should mention that there are three slightly different definitions of generalized root systems in [15] , we choose one of them which suits best for our purpose.
Let V be a finite dimensional complex vector space with a non-degenerate bilinear form <, >.
Definition. The finite set R ⊂ V \ {0} is called a generalized root system if the following conditions are fulfilled : 1) R spans V and R = −R ; 2) if α, β ∈ R and < α, α > = 0 then 2<α,β> <α,α> ∈ Z and s α (β) = β − 2<α,β> <α,α> α ∈ R; 3) if α ∈ R and < α, α >= 0 then for any β ∈ R such that < α, β > = 0 at least one of the vectors β + α or β − α belongs to R.
The non-isotropic roots are called real, the isotropic roots are called imaginary:
A generalized root system R is called reducible if it can be represented as a direct sum of two non-empty generalized root systems R 1 and R 2 , i.e.
Otherwise the system is called irreducible.
Any generalized root system has a partial symmetry described by the finite group W 0 generated by the reflections with respect to the real roots.
The main result of a remarkable Serganova's paper [15] is the classification theorem for the irreducible generalized root systems which says that they all are contained in the following list.
List of the irreducible generalized root systems.
Classical series
Let V n,m = V 1 ⊕ V 2 be a vector space with the basis {e 1 , . . . , e n+m }, such that {e 1 , . . . , e n } be a basis of V 1 and {e n+1 , . . . , e n+m } be a basis of V 2 . Let e i , i = 1, ..., n + m denote the corresponding basis in the dual space V * n,m . Consider the following bilinear (indefinite) symmetric form on V n,m
where u i , v i are the coordinates of vectors u, v in the basis e i . Let us split the set of the indices I = {1, . . . , n + m} into two groups: I = I 1 ∪ I 2 , where I 1 = {1, . . . , n}, I 2 = {n + 1, . . . , n + m} and rewrite the last formula as
where B is now considered as an element of V * ⊗ V * .
The generalized root system of type A(n − 1, m − 1), n = m is defined as the set R = {e i − e j , i = j, i, j ∈ I} and the corresponding space V is the hyperplane in V n,m generated by this set with the induced bilinear form. It is easy to see that in this case
If we would do the same when m = n then we will have a problem: the restriction of the form B on the corresponding hyperplane V is degenerate. Indeed the vector v = i∈I 1 e i − j∈I 2 e j belongs to V and orthogonal to all the roots (and thus to all V ). In order to have a proper generalized root system in this case we should consider the quotient V = V / < v > and the corresponding set R which is the image of R after such a projection. This is the system of the type A(n − 1, n − 1). Corresponding Lie superalgebra is psl(n|n).
B(n, m)
In this case V = V n,m which is defined above with the same bilinear form B and R is the set {±e i ± e j , i = j, i, j ∈ I, ±e i , i ∈ I, ±2e i , i ∈ I 2 }. The real and imaginary roots are R re = B n ⊕ BC m , R im = {±e i ± e j , i ∈ I 1 , j ∈ I 2 }. This corresponds to the orthosymplectic Lie superalgebra osp(2n + 1|2m).
4. D(n, m), n ≥ 2 V = V n,m is the same as in the previous case, but R is the set {±e i ±e j , i = j, i, j ∈ I, ±2e i , i ∈ I 2 }. We have R re = D n ⊕ C m , R im = {±e i ± e j , i ∈ I 1 , j ∈ I 2 } Corresponding Lie superalgebra is osp(2n|2m).
5. C(0, m) Here V = V 1,m and R is the set {±e i ± e j , i = j, i, j ∈ I, ±2e i , i ∈ I 2 }. In this case R re = C m , R im = {±e 1 ± e j , j ∈ I 2 , }. Corresponding Lie superalgebra is osp(2|2m).
6. C(n, m) Here V = V n,m and R is the set {±e i ± e j , i = j, i, j ∈ I, ±2e i , i ∈ I}, so that R re = C n ⊕ C m , R im = {±e i ± e j , i ∈ I 1 , j ∈ I 2 , }. In this case and in the next one there are no related Lie superalgebras but there are symmetric superspaces with such root systems.
7. BC(n, m) V = V n,m and R consists of {±e i ± e j , i = j, i, j ∈ I, ±e i , ±2e i , i ∈ I}. In this case R re = BC n ⊕ BC m , R im = {±e i ± e j , i ∈ I 1 , j ∈ I 2 } Exceptional cases 8. AB(1, 3) (also known as F (4)) Here V = V 1 ⊕ V 2 , where V 1 is a three dimensional space with the basis {e 1 , e 2 , e 3 } and V 2 is a one-dimensional space generated by e 4 . The bilinear form B is
The root system R is the set
(±e 1 ± e 2 ± e 3 ± e 4 ),
where V 1 is a two-dimensional space, generated by three vectors e 1 , e 2 , e 3 with the condition that e 1 + e 2 + e 3 = 0 and V 2 is a one-dimensional space generated by e 4 . The form B is determined by the following conditions:
B(e i , e j ) = −1 if i = j, B(e i , e i ) = 2, B(e i , e 4 ) = 0, B(e 4 , e 4 ) = −2, where i, j = 1, 2, 3.
R consists of the vectors ±e i , (e i −e j ), ±e 4 , ±2e 4 , ±e i ±e 4 , i = j, i, j ≤ 3,
Here λ = (λ 1 , λ 2 , λ 3 ) are the parameters, satisfying the relation
The space V is V 1 ⊕V 2 ⊕V 3 the direct sum of three one-dimensional spaces generated by e 1 , e 2 , e 3 respectively. The form B is
R is the set {±2e 1 , ±2e 2 , ±2e 3 , ±e 1 ± e 2 ± e 3 },
Now we are going to explain how one can construct a family of the Schrödinger operators related to a generalized root system R ⊂ V .
These operators are defined on the same space V and have the form
but now the brackets ( , ) and the Laplacian ∆ correspond to the new ("deformed") bilinear form B on V. Sometime we would consider this operator on V * (which can be identified with V using B); in that case the brackets (α, x) should be understood as a natural pairing between vectors and covectors. The multiplicities m α are related to B in such a way that the following conditions are satisfied: 1) the new form B and the multiplicities are W 0 -invariant; 2) all imaginary roots have the multiplicity 1; 3) the function ψ 0 = α∈R + sin −mα (α, x) is a (formal) eigenfunction of the corresponding Schrödinger operator (10).
We will call such forms B and multiplicities admissible and the corresponding operators (10) the deformed CMS operators related to generalized root system R. If we replace in (10) x by ωx and let ω tend to 0 (in other words if we replace sin z by z) we will have the rational limits of these operators.
Let us comment on the conditions 1)-3). The first one is very natural: we would like to preserve the (partial) symmetry of the system. The third condition is responsible for the existence of the "radial gauge" of the operator L:
(see [3] , [20] ), and thus is motivated by the theory of symmetric spaces. The second condition (related to condition 3) in Serganova's axiomatics of the generalized root systems) looks very simple but actually is the most difficult to justify. The motivation comes from the theory of the locus configurations, where the first examples of the such deformations have been found [10] , [11] .
In that theory all the multiplicities are integers and 1 is the smallest possible option.
A straightforward check shows that the condition 3) is equivalent to the following main identity:
where α ∼ β means that α is not proportional to β (note that in BC(n, m) there are proportional roots). In that case Lψ 0 = λψ 0 with the eigenvalue
To describe all possible deformations for a given generalized root system one can use the fact that the condition (12) can be checked separately for all two-dimensional subsystems (cf. [11, 20] ). It is enough to consider only the following classical root systems A(n, m), BC(n, m) (from deformation point of view others are simply special cases) and the exceptional root systems G(1, 2), AB(1, 3), D(2, 1, λ). The forms B are obviously defined up to a multiple so we will choose some normalization to avoid unnecessary constants.
A straightforward analysis leads to the following
List of admissible deformations of generalized root systems.
Here B is considered as an element of V * ⊗V * which is non-degenerate and thus determines an isomorphism between V and its dual V * . The formulas for the operators will be written on V * : this is more convenient for several reasons.
In all the cases the admissible forms depend on one parameter. We denote this parameter k and choose it in such a way that the value k = −1 corresponds to the Lie superalgebra case.
Classical series
where k is an arbitrary non-zero parameter. Multiplicities m α = m(α) of the real roots are
(recall that all imaginary roots have multiplicity 1).
Corresponding one-parameter family of the deformed CMS operators has the form (4). We should mention that in the case m = n the vector v = i∈I 1 e i − i∈I 2 e i is not isotropic for the deformed form, so strictly speaking we deform not generalized system of type A(n−1, n−1) but its (degenerate) extension.
BC(n, m)
B is the same as above, multiplicities are
where p, q, r, s are satisfying the relations
Corresponding deformed CMS operators depend on three free parameters and are given by (5).
Exceptional cases
Deformed CMS operator in this case has the form
where the parameters a, b, c are given in terms of deformation parameter k above and the last sum is over all 8 possible combinations of the signs. In this case we have only one free parameter k.
G(1, 2)
In the basis e 1 , e 2 , e 4 the form B has the form
Multiplicities are
where i, j = 1, 2, 3. Corresponding deformation of CMS operator has the form
where the parameters a, b, c, d are given in terms of k above. Again we have one-parameter family.
The form B is
where λ i , i = 1, 2, 3 are arbitrary non-zero parameters. Let us introduce the parameter k = λ 1 + λ 2 + λ 3 − 1 so that when k = −1 we have the Lie superalgebra case. The multiplicities have the form
Corresponding deformed CMS operators are
where the last sum is again over all possible combinations of signs (4 in this case). This family is living on the projective plane with projective coordinates λ 1 : λ 2 : λ 3 . The Lie superalgebra case corresponds to the line λ 1 + λ 2 + λ 3 = 0, so we have again only one deformation parameter (say k).
It is interesting to note that the potentials U of all operators listed above satisfy the so-called locus conditions (see [11] ): the first coefficient in the Laurent expansion of U in the direction of α is identically zero on the hyperplanes sin(α, x) = 0. For the real roots this is obvious by symmetry reasons, but for imaginary roots this is not and follows only from a direct case by case check. If we replace the third condition for admissible deformations by these locus relations we will have essentially the same list of the potentials (some additional possibilities are due simply to the symmetry of the potential under the change m α → (−1 − m α )). We do not have satisfactory explanation of this phenomenon, which seems to be important (cf. [20] , [21] ).
Since the locus configurations (in the rational case) are known to be related to the Huygens' Principle (see [11] ) it is natural to ask about the deformed CMS operators with all multiplicities being integers. A simple check of the cases listed above shows that the only non-trivial cases correspond to the systems A(n, 1) and BC(n, 1) which has already been discovered in [10] , [11] . This indicates that the list of known locus configurations [21] could be in fact complete and therefore could give the answer to the famous Hadamard problem in the theory of Huygens' principle.
Construction of quantum integrals for classical series.
In this section we present a recursive formula for the quantum integrals of the deformed CMS problems (4),(5) (more precisely, for its hyperbolic versions). Our formula is a properly deformed version of the formula used by A. Matsuo in his paper [19] on the relations between CMS quantum problem and KZ equation. We would like to mention also that for m = 1 an equivalent set of integrals was found earlier in [10] using very different ideas.
Let V be n+m-dimensional vector space with the deformed inner product
corresponding to the form B given by (13) . When k = 1 we have the standard Euclidean scalar product which we denote by <, >:
We will be using the fact that the generalized root systems R of type A(n − 1, m − 1) and BC(n, m) with respect to the scalar product < u, v > coincide with the usual root systems A(n + m − 1) and BC(n + m) (see previous section). The corresponding Weyl groups W are generated by reflections with respect to the Euclidean form which we denote as s <α> . Let us introduce the operator B by the relation
Be i = e i , i = 1, ..., n, Be j = ke j , j = n + 1, ..., n + m. We will call a vector v ∈ V homogeneous if it is an eigenvector of B (and thus for any pair of forms in our family). For any homogeneous vector v the following relation holds:
Obviously in our case the set of homogeneous vectors is V 1 ∪ V 2 , where V 1 and V 2 are generated by the first n and last m basic vectors respectively. It will be important for us that for the classical systems there exists an orbit O of the Weyl group W , which consists of homogeneous vectors. Indeed, for A(n − 1, m − 1) root system one can take O = e i and for BC(n, m) such an orbit is O = ±e i .
In this section we will assume that x ∈ V and the brackets (α, x) denote the deformed product given by B.
Let us define for α ∈ R the following functions on V f α (x) = 1 2
They satisfy the following relations:
Let us define now for any natural number p the operator ∂ 
where R + is a positive part of R and s <α> is the reflection corresponding to the root α with respect to the Euclidean form <, >. The formula (17) is a deformed version of the formula (2.3.6) from A. Matsuo's paper [19] . Take now an orbit O of the corresponding Weyl group W consisting of homogeneous elements (see above) and define
One can easily check using the relation
is up to a coefficient the deformed CMS operator (11) (in the hyperbolic version and radial gauge) after a scaling x → 2x. 
The proof is by induction in p. For p = 1 we have the relation
which is easy to check. The proof of the induction step is a long but straightforward calculation. We reproduce the main steps to show the role of the properties of admissible deformations here.
Let us assume that the statement is true for all natural numbers less than p. We have
where we have used the induction assumption and the relation
Let us denote the sum of the last two sums in the previous expression as B:
and the rest of the previous expression as A. Using the homogeneity of v we can rewrite A as
Now let us use that
to rewrite the last expression as
s <β> s<α>v ).
Combining the second and third sums we come to the following expression
which can be rewritten in the form
We claim that this is 0 for any root α. Indeed if α is imaginary then m α = 1 by our assumption (property 2 of admissible deformations). If α is real and < α, v > is not zero, then
<v,v> = 0 for any v from our orbit. Thus we come to the following expression for A :
s <β> s<α>v ). Now let us look at term B. We have
Combining the last term with the term in the second sum of B corresponding to β = α and using the relation
which is zero since
s<α>v ) = 0 for any root: for the real roots the product of the last two brackets is zero while for imaginary roots the first bracket is zero.
Thus we arrive at the following expression for
Let us denote the sum of the last three sums in the previous expression as C. We must show that C is identically zero. Let us notice that
But according to our assumption (third property of admissible deformations)
(see the formula (12) above). Thus C can be rewritten as
where S 1 , S 2 , S 3 , S 4 denote the terms in the first, second, third and forth sums respectively. Choose in the first three sums the terms with β = 2α. We have α S 1 (α, 2α, v) = α S 1 (2α, α, v) = 0 and
Thus we must show only that
This can be done separately for each two-dimensional subsystems (cf. [11] ). Proposition 1 is proven. Now we are ready to prove Theorem 1.
which obviously is identically zero. To prove that these operators commute for any p, q we borrow the idea from T. Oshima's paper [25] . Consider an involution σ on the space of all differential operators on V corresponding to the change x → −x and the standard anti-involution * : operator L * is a formal adjoint to L. We have
Our operators L p have the following properties with respect to these involutions:
. By Jacobi identity [C, L 2 ] = 0, so we can use Berezin's lemma [26] which says that in such a case the highest symbol of C must be polynomial in x. Since in our case it must also be periodic this implies that the highest symbol is constant. We claim that it is actually zero. Indeed
Looking at the highest symbol in this relation we see that it must be zero. This completes the proof of the Theorem 1.
Notice that as follows from the formula for the integrals in the BC n,m case all the integrals L p with odd p are actually vanish, so in that case we will consider only even p.
Recall now that the quantum system in R n is called integrable if it has at least n commuting independent quantum integrals.
Corollary. Deformed CMS problems (4), (5) related to the classical generalized root systems are integrable. The same is true for their rational limits.
To have the integrals in the rational limit one should replace in the formulas of this section sinh z by z and coth z by z −1 , so that f α (x) = (α, x) −1 , ϕ α (x) = −(α, x) −2 .
4. Algebra Λ R,B and Harish-Chandra homomorphism.
Let R ⊂ V be a classical generalized root system and (R, m, B) be its admissible deformation described in the section 1. Let us introduce the corresponding algebra Λ ω R,B as the algebra of polynomial functions p(x) on V, which satisfy the following properties (cf. [22] ): 1) p(x) are invariant with respect to Weyl group W 0 , corresponding to the real roots of the system; 2) p(x + ωα) ≡ p(x − ωα) on the hyperplane (α, x) = 0 for any imaginary root α, where (α, x) is the deformed scalar product determined by B.
In the limit ω → 0 we have the algebra Λ 0 R,B of W 0 -invariant polynomials with the properties 1) and 2) 0 ∂ α p(x) ≡ 0 on the hyperplane (α, x) = 0 for any imaginary root α ∈ R.
One can consider this algebra also as a subalgebra of polynomial functions on V * satisfying the same relation 2) 0 where (α, x) is understood as pairing between vector and covector and ∂ α is defined using the deformed form B. Below we will be using this realization.
Since the algebras Λ ω R,B are obviously isomorphic for all ω = 0 we will assume later on that ω = 1/2 considering only algebras Λ R,B = Λ 1/2 R,B and Λ 0 R,B . We are going to show that for generic k these two algebras are actually isomorphic to the algebras generated by the quantum integrals of the deformed CMS problems from the previous section in trigonometric and rational case respectively.
Remark. We should mention that in the case when all the multiplicities are integer the algebra of quantum integrals is actually much bigger and is called algebra of quasi-invariants, see [11] , [23] ). For example when k = 1 the quasi-invariants are polynomials satisfying the property 2) 0 for all roots, but no symmetry is imposed (see [32] for the latest results in this direction).
It is obvious that the highest order component of any polynomial P ∈ Λ R,B belongs to the algebra Λ 0 R,B . More subtle question is whether for any homogeneous Q ∈ Λ 0 R,B there exists P ∈ Λ R,B such that Q is the highest term of P. We will show that at least for generic values of the deformation parameter k this is true, which means that Λ 0 R,B is the associated graded algebra for Λ R,B .
We are going now to describe the algebras Λ 0 R,B more explicitly. Let us start with the type A(n − 1, m − 1). The corresponding algebra can be realized as the following algebra Λ 0 n,m;k ⊂ C[V * ] = C[x 1 , . . . , x n , y 1 , . . . , y m ] consisting of the polynomials f (x 1 , . . . , x n , y 1 , . . . , y m ) which are symmetric in x 1 , . . . , x n and y 1 , . . . , y m separately and satisfy the conditions
on each hyperplane x i − y j = 0 for i = 1, ..., n and j = 1, ..., m.
It is very easy to check that the deformed Newton sums
belong to Λ 0 n,m;k for all nonnegative integers r. Theorem 2. If k is not a positive rational number then the algebra Λ 0 n,m;k is generated by the deformed Newton polynomials p r (x, y, k), r ∈ Z + .
Notice that for special values of k this is not true. For example, if k = 1 the deformed Newton sums generate the algebra of symmetric polynomials in n + m variables, while Λ 0 n,m;k is a much bigger algebra containing for example p = (x i − y j ) 3 .
To prove the Theorem let us recall that the partition λ of a natural number N is a decreasing sequence of non-negative integers λ 1 ≥ λ 2 ≥ λ 3 ≥ ... such that only a finite number of them are non-zero and their sum is equal to N . This sum λ 1 + λ 2 + λ 3 + . . . is usually denoted as |λ|. To each partition one can relate a Young diagram with N squares in a natural way (see e.g. [24] ).
Proposition 2. If k is not a positive rational then the dimension of the homogeneous component Λ 0 n,m;k of degree N is less or equal than the number of partitions λ of N such that λ n+1 ≤ m.
Notice that the corresponding Young diagrams are precisely the ones contained in the fat (n, m)-hook (see Fig. 1 ). 
The pairs from E reg will be called regular, otherwise -irregular.
Let us prescribe to each pair (I, J) a variable C(I, J) in such a way that C(I, J) = C(σ(I), τ (J)), σ ∈ S n , τ ∈ S m is the same for all orderings of I and J. It is easy to see that the number of different C(I, J), (I, J) ∈ E reg is equal to D N (n, m). For any sequence I let us rewrite the elements of I in non-increasing order and denote this sequence I + . Choose some integers 1 ≤ r ≤ n and 1 ≤ s ≤ m and 1 ≤ p ≤ N and consider the equations
where i occupies the r-th place in I , j occupies the s-th place in J and all other elements of I, J are fixed. All such equations form the system of linear equations on C(I, J), which has the following meaning. Let f be a homogeneous polynomial of degree N , then the system (22) is nothing else but the condition 2) 0 for the coefficients of f ∈ Λ 0 n,m;k . Thus to prove the Proposition it is enough to show that every irregular C(I, J), (I, J) ∈ E nreg can be expressed from the system (22) as a linear combination of C(I, J), (I, J) ∈ E reg .
Let us first prove this statement for n = 1. We will use the induction with respect to the following total order on E nreg . Let (I, J), (K, L) ∈ E nreg . We will say that (I, J) < (K, L) if for the corresponding ordered sets (i, j
So we have for k = 0 that C(0, j) ∈ Span{C(i, j), (i, j) ∈ I reg } For general N (J) > 1 take any (I, J) ∈ E nreg with an ordered J = J + : (i, j 1 , j 2 , . . . ). Consider the equation (22) corresponding to r = 1, s = N (J)−i, p = i+j s . One can check that (I, J) is the largest pair with respect to our order among all irregular pairs (K, L) corresponding to C(K, L) entering the equation with non-zero coefficients. Since the coefficient at C(I, J) is −i + kj s = 0 (because k is not a positive rational) we can express C(I, J) as a linear combination of lower variables. This proves Proposition for n = 1.
For general n we can use the induction in M (I, J). If M (I, J) = 1 we can use the previous arguments. Assume now that M (I, J) > 1. Consider one index r, for which i r < N (J) and apply previous arguments to express C(I, J) as a linear combination of C(I * , J * ) with (I * , J * ) such that i * r ≥ N (J * ). According to inductive hypothesis we can express C(I * , J * ) as a linear combination C(I * * , J * * ) where (I * * , J * * ) ∈ I reg . Proposition 2 is proved. Now let us prove the Theorem. Let us denote by N n,m;k the algebra generated by the deformed Newton sums (21). As we have already mentioned N n,m;k ⊂ Λ 0 n,m;k . To show that N n,m;k = Λ 0 n,m;k it is enough to prove that the dimension of the homogeneous component of degree N of N n,m;k is not less than D N (n, m). To produce enough independent polynomials we will use the theory of Jack polynomials (see e.g. [24] ).
Let Λ be algebra of symmetric functions in infinite number of variables z 1 , z 2 , . . . and p r (z) = z r 1 + z r 2 + . . . be the power sum, P λ (z, θ) be Jack polynomial depending of partition λ(see [24] ). Consider a homomorphism φ from Λ to Λ 0 n,m;k such, that
Such a homomorphism was first used by Kerov, Okounkov and Olshanski in [27] . The image of the Jack polynomials under this homomorphism sometimes is called super-Jack polynomials (see e.g. [28] ). One can show using some results from [24] (see formulas (7.9') and (10.19) from Chapter 6) that for θ = −k
where b λ/µ is some rational function of θ with poles in non-positive rational numbers. Since θ = −k is not such a number by assumption these superJack polynomials are well-defined. From the formula (23) it follows that the leading term in lexicographic order of φ(P λ (z, θ)) has a form = max(0, x). From the definition φ(P λ (z, θ)) ∈ N n,m;k . It is clear that all these polynomials corresponding to the diagrams contained in the fat hook are linearly independent. This completes the proof of Theorem 2.
Remark. The relation with the theory of Jack polynomials is actually much deeper. We discuss this in detail in our paper [38] (see also [13] , [14] ).
As a corollary we can give a formula for Poincare series
of the algebra Λ 0 n,m;k for generic k.
Theorem 3. Poincare series of the algebra Λ 0 n,m;k for generic k has the following form
.
(24) Proof. From Theorem 2 it follows that the corresponding Poincare series is the sum of t |λ| over all partitions λ which fit into fat (n, m) hook:
where |λ| = λ 1 + λ 2 + ... + λ N . It is easy to see that
Since
we arrive at the formula (24) .
Remark. Another (recurrent) formula for the generating function of the Young diagrams which fit into fat hook was found recently by Orellana and Zabrocki [29] in relation with the theory of the Schur functions and characters of Lie superalgebras.
Notice that the symmetry between n and m is not obvious from our formula (24) and leads to some identities which might be interesting.
For R = BC(n, m) the algebra Λ 0 R,B is related to Λ 0 n,m;k in a very simple way: it is easy to check from the definition that it consists of the polynomials p(x 2 1 , x 2 2 , ..., y 2 1 , y 2 2 , ..., y 2 m ) where p belong to Λ 0 n,m;k . Corollary. Poincare series P BC n,m (t) of the algebra Λ 0 R,B for generalized system R of type BC(n, m) and generic values of the deformation parameter has the following form P BC n,m (t) = P n,m (t 2 ),
where P n,m (t) is given by the formula (24). Let us discuss now the Harish-Chandra homomorphism. Let R ∈ V be a generalized root system and R + be a set of positive roots. Let us denote by D[R − ] the algebra of differential operators on V * with coefficients in C[e −α , (e −α − 1) −1 ], where α ∈ R + .
The Harish-Chandra homomorphism ϕ :
where D is the algebra of differential operators on V * with constant coefficients, is uniquely determined by the condition ϕ(e −α ) = 0. The algebra D is isomorphic to the algebra of polynomial functions on the space V * .
Let now R be a classical generalized root systems and consider the algebra Q R,m,B generated by the quantum integrals L s of the corresponding deformed CMS problem (10):
whereψ 0 is the multiplication operator by the functionψ 0 = α∈R + sin −mα (α, x) and L s given by (18) . It is easy to check that all the operators L s belong to the algebra
For generic values of the deformation parameter the HarishChandra homomorphism maps the algebra of quantum integrals of the deformed CMS problems Q R,m,B onto the algebra Λ R,B . In the rational limit the same is true for the algebra Λ 0 R,B . Proof. We will identify V and V * using the form B. Take λ ∈ V and define x) . From (17) we have the following recurrent relations
which can be rewritten as
The shifted functions y
It is easy to see that the the image Z p = ϕ(L p ) of the quantum integrals L p under Harish-Chandra homomorphism has the form
Let (λ, γ) = 0, where γ ∈ R im is an imaginary root. We should prove that
We will prove this for the root system of type A n,m , the case of BC n,m root system is very similar.
Without loss of generality we can assume that γ = e n − e n+1 . Let us introduce y
. We have the following recurrent relations
In A(n, m) case we can give an explicit formula for the generators of the algebra Λ R,B :
where B r (x) are the classical Bernoulli polynomials. One can easily check using the relation B r (x + 1) − B r (x) = rx r−1 that Y r satisfy the relations (25) and have the highest term (28) . We finish this section with the following Theorem 5. Algebra Λ 0 n,m;k is finitely generated if and only if k is not a negative rational number of the form − s r , where 1 ≤ r ≤ n, 1 ≤ s ≤ m. Consider the subalgebra P (k) = C[p 1 , ...p n+m ] generated by the first n+m deformed Newton sums (21) . We need the following result about common zeros of these polynomials (cf. Proposition 1 in [32] ).
Proposition 4. Consider the following system of algebraic equations
If parameter k is not a negative rational number of the form − s r , where 1 ≤ r ≤ n, 1 ≤ s ≤ m then the system has only trivial (zero) solution in C n+m . Converse statement is also true.
To prove this suppose that the system has a nontrivial solution x 1 , . . . , x n+m . We can assume that x i = 0 for all i = 1, . . . , n + m. Let us re-group the set X = {x 1 , x 2 , . . . , x n+m } ⊂ C identifying equal x i 's as {z 1 , . . . , z p }, p ≤ n+m, where all z j are different. Multiplicity of z j is a pair (r j , s j ), where r j shows how many times z j enters the set {x 1 , x 2 , . . . , x n } and s j is the same for the rest of the set X. For the numbers z j , 1 ≤ j ≤ p we have the system
where a j = r j + k −1 s j . Consider the first p of these equations as the linear system on a j . Its determinant is of Vandermonde type and is not zero since all z j are different and non-zero. Hence all a j must be zero which may happen only if k = − s r for some 1 ≤ r ≤ n, 1 ≤ s ≤ m. The converse statement is obvious: if k = − s r then we can take x 1 = x 2 = · · · = x r = z = x n+1 = · · · = x n+s and other x i being zero to have the non-trivial solutions of the system with arbitrary z.
From Proposition 4 it follows that for k = − s r the algebra of all polynomials on V is a finitely generated module over subalgebra P (k). By a general result from commutative algebra (see e.g. Proposition 7.8 from [30] ) this implies that Λ 0 n,m;k is finitely generated. polynomial f (x 1 , . . . , x n , y 1 , . . . , y m ) intô f (x, y) = f (x, x, . . . , x, 0, . . . , 0, y, y, . . . , y, 0, . . . , 0), where x is repeated r times and y is repeated s times. One can easily check that if f is in Λ 0 n,m;k with this particular k thenf (x, y) satisfies the condition (∂ x + ∂ y )f = 0 when x = y, i.e.f belongs to Λ 0 1,1;−1 . The last algebra is actually very simple: it consists of the polynomials which are constant on the line x = y and thus have the form c + q(x, y)(x − y) with arbitrary polynomial q. It is easy to see that this algebra is not finitely generated. Since it is a homomorphic image of the algebra Λ 0 n,m;k this implies that the algebra Λ 0 n,m;k with k = − s r is also not finitely generated. Theorem 5 is proved.
Remark. The case k = −1 is actually very special: in that case the algebra Λ 0 n,m;k is known as algebra of supersymmetric polynomials and plays an important role in geometry (see e.g. [31] , Chapter 3). Notice also that the special values of k in the theorem 2 are positive rationals while in theorem 5 they are negative.
Corollary. For generic values of the deformation parameters the algebras Λ 0 R,B and Λ R,B for the classical generalized root systems are finitely generated.
Indeed, from Proposition 3 it follows that it is enough to show that Λ 0 R,B is finitely generated. For A(n, m) type this follows directly from Theorem 5, to prove this for BC(n, m) one should replace in Theorem 5 all the coordinates by their squares.
An interesting question is whether the algebra Λ 0 n,m;k is free as a module over its polynomial subalgebra P (k), i.e. has Cohen-Macaulay property. If this is true (which we believe to be so) then our formula (24) gives the degrees of its generators for generic values of k.
For example, when m = 1 we have P n,1 (t) = 1 (1 − t)(1 − t 2 ) . . . (1 − t n ) 1 + t n+1 (1 − t) = 1 + t n+2 + t n+3 + · · · + t 2n+1 (1 − t)(1 − t 2 ) . . . (1 − t n+1 ) , which shows that the generators should have the degrees 0, n+2, n+3, ..., 2n+ 1. The conjecture is that one can take the corresponding deformed Newton sums as such generators. For n = 2 this is in a good agreement with the results from [32] , where the Cohen-Macaulay property for the rings of quasi-invariants related to A(n, 1) and BC(n, 1) is established (for any n) and the corresponding Poincare series are found (for n = 2).
Generalizations: elliptic and difference versions.
The deformed quantum CMS systems we discussed have some natural generalizations. First of all if we replace in all the formulas for these operators the function 
where ω 0 = 0, ω l , l = 1, 2, 3 are the half-periods of the corresponding elliptic curve and the 9 parameters k, q l , s l , l = 0, 1, 2, 3 satisfy the following 4 relations
for all l. We conjecture that the elliptic versions of the deformed CMS problems are integrable as well. For m = 1 some results in this direction are found in [33] , [34] (see also recent paper [35] ).
Consider now the difference case. Let us introduce the following deformed Macdonald-Ruijsenaars operator. It depends on two parameters t and q and has the form
where
(y j − qy l ) (y j − y l ) and T q,x i , T t,y j are the "shift operators": (T q,x i f )(x 1 , . . . , x i , . . . , x n , y 1 , . . . , y m ) = f (x 1 , . . . , qx i , . . . , x n , y 1 , . . . , y m ) (T t,y j f )(x 1 , . . . , x n , y 1 , . . . , y j , . . . , y m ) = f (x 1 , . . . , x n , y 1 , . . . , ty j , . . . , y m ). For m = 1 a similar operator was considered by O. Chalykh in [37] . We should mention that there is a small discrepancy between his and our formulas because of the misprint in the formula (7.3) in [37] .
It is interesting that the form of the operator (33) is invariant under the simultaneous interchange of q ↔ t and x ↔ y. In a way the deformed operator (33) is more symmetric than the original Macdonald-Ruijsenaars operator [24] , [36] . In the differential case this duality corresponds to the invariance of the family of the deformed CM operators (4) under the interchange x ↔ y and k ↔ 1 k . One can verify that the operator (33) can be rewritten in terms of the root system R of type A(n, m) as follows (notations are as in Section 3)
where t α = q mα , q α (u) = q (α,u) , (T v f )(u) = f (u + v) and the relation with the previous formula is given by t = q k , x i = q e i , y j = q e n+j .
In this form the operator can be immediately generalized for any reduced generalized root system B n,m , C n,m , D n,m (but not for the general BC(n, m) case). We intend to discuss the properties of these deformed Macdonald operators in a separate paper.
Concluding remarks.
We have constructed for each generalized root system a family of the deformed quantum CMS problems and proved their integrability for the classical series. The proof is effective but not conceptual. We present more conceptual proof for A(n, m) series in our paper [38] , where the algebraic varieties corresponding to the rings Λ 0 R,B and relations with the theory of Jack polynomials are also discussed in more detail.
It is clear that these relations between the theory of Lie superalgebras and quantum integrable systems should be understood better. In particular, the spectral theory for the deformed CMS operators should be related to the representation theory of Lie superalgebras and spherical functions on the symmetric superspaces. We hope to come back to this problem soon.
