A) Sample scene from the simulated image sequence of an agent walking through a wooded environment. The nine red squares mark the areas in from which image patches were sampled to learn receptive fields. B) Nine sets of receptive fields learned with image patches from the corresponding regions marked in A) using the algorithm described in [1]. C) Histogram of the preferred orientation to which learned model neurons are tuned. In each case the meridional direction is plotted in red.
Methods: 1) Artificial sequence generation
To generate the training dataset for the receptive field learning, we used the Unreal Tournament Engine 2.5 from Epic Games. For the forest scenery we build a structured surface with different densities of trees and bushes on a natural textured ground with the provided editor. For the artificial sceneries we used a flat ground with cubes of various sizes that we textured with either only vertical bars, 1/f 2 -noise-patterns, or samples form dead leaf models. In these environments we recorded a walk of a human-controlled avatar in egocentric perspective.
2) Human data
Eye movements of human subjects acting in a natural wooded environment were tracked with a custom-made portable eye tracker. Subjects also wore a bicycle helmet. An HD-video camera mounted on the helmet recorded the visual scene with a diagonal field of view of 75 degrees. This high-resolution video was utilized to extract sequences of individual frames. Three subjects each executed a search task, a ʻfree-viewʼ task, and a walking task. Each task had duration of approximately 90 seconds. Only image sequences from the walking task were considered.
3) Learning algorithm
According to the generative model view, the visual cortex can be thought of implementing a statistical model of how independent causes combine to form observed visual stimuli. Given a visual stimulus, the cortex inverts the model according to Bayes' theorem with the goal of inferring the most likely causes. Several algorithms have been proposed for learning basissets of causes for natural images under the assumption of linear superposition. Here, model receptive fields were learned using the sparse coding [1] and predictive coding [2] algorithms, where the latter was implemented according to [3] . Receptive fields were learned on sets of image patches of size 8x8 pixels separately sampled from nine regions of size 64x64 pixels across the visual field.
