A universalization of a parameterized investment strategy is an online algorithm whose average daily performance approaches that of the strategy operating with the optimal parameters determined offline in hindsight. We present a general framework for universalizing investment strategies and discuss conditions under which investment strategies are universalizable. We present examples of common investment strategies that fit into our framework. The examples include both trading strategies that decide positions in individual stocks, and portfolio strategies that allocate wealth among multiple stocks. This work extends in a natural way Cover's universal portfolio work. We also discuss the runtime efficiency of universalization algorithms. While a straightforward implementation of our algorithms runs in time exponential in the number of parameters, we show that the efficient universal portfolio computation technique of Kalai and Vempala [Proceedings of the 41st Annual IEEE Symposium on Foundations of Computer Science, Redondo Beach, CA, 2000, pp. 486-491] involving the sampling of log-concave functions can be generalized to other classes of investment strategies, thus yielding provably good approximation algorithms in our framework.
1.
Introduction. An age-old question in finance deals with how to manage money on the stock market to obtain an "acceptable" return on investment. An investment strategy is an online algorithm that attempts to address this question by applying a given set of rules to determine how to invest capital. Typically, an investment strategy is parameterized by a vector w ∈ R * = ∞ i=1 R i that dictates how the strategy operates. The optimal parameters that maximize the strategy's return are unknown when the algorithm is run, and the parameters are usually chosen quite arbitrarily. A universalization of an investment strategy is an online algorithm based on the strategy whose average daily performance approaches that of the strategy operating with the optimal parameters determined offline in hindsight.
Consider the constantly rebalanced portfolio (CRP) investment strategy universalized by Cover [5] and the subject of several extensions and generalizations [3, 6, 11, 14, 16, 20] . The CRP strategy maintains a constant proportion of total wealth in each stock, where the proportions are dictated by the parameters given to the strategy. In a stock market with m stocks, the parameter space for the CRP strategy is
the set of vectors in R m whose components are between 0 and 1 and add up to 1. Given a portfolio vector w = (w 1 , . . . , w m ) ∈ W m , w i tells us the proportion of wealth to invest in stock i for 1 ≤ i ≤ m. At the beginning of each day, the holdings are rebalanced ; i.e., money is taken out of some stocks and put into others, so that the desired proportions are maintained in each stock. As an example of the robustness of the CRP strategy, consider the following market with two stocks [11, 16] . The price of one stock remains constant, while the other stock doubles and halves in price on alternate days. Investing in a single stock will at most double our money. With a CRP ( 2 ) strategy, however, our wealth will increase exponentially, by a factor of ( Cover developed an investment strategy that effectively distributes wealth uniformly over all portfolio vectors w ∈ W m on the first day and executes the CRP strategy with daily rebalancing according to each w on the (infinitesimally small) proportion of wealth initially allocated to each w. Cover showed that the average daily log-performance 1 of such a strategy approaches that of the CRP strategy operating with the optimal return-maximizing parameters chosen with hindsight.
This paper generalizes previous results and introduces a framework that allows universalizations of other parameterized investment strategies. As we see in section 2, investment strategies typically fall under two categories: trading strategies operate on a single stock and dictate when to buy and short 2 the stock; portfolio strategies, such as CRP, operate on the stock market as a whole and dictate how to allocate wealth among multiple stocks. We present several examples of common trading and portfolio strategies that can be universalized in our framework. We discuss our universalization framework in section 3. The proofs of our results are very general, and, as with previous universal portfolio results, we make no assumptions on the underlying distribution of the stock prices; our results are applicable for all sequences of stock returns and market conditions. The running times of universalization algorithms are, in general, exponential in the number of parameters used by the underlying investment strategy. Kalai and Vempala [14] presented an efficient implementation of the CRP algorithm that runs in time polynomial in the number of parameters. In section 4, we present general conditions on investment strategies under which the universalization algorithm can be efficiently implemented. We also give some investment strategies that satisfy these conditions. Section 5 concludes with directions for further research. market information, including stock price history, trading volumes, etc.; the parameter vector w is independent of E t and specifies exactly how the strategy S should operate; the investment description S t (w) = (S t1 (w), . . . , S tm (w)) is a vector specifying the proportion of wealth to put in each stock, where we put a fraction S ti (w) of our holdings in stock i, for 1 ≤ i ≤ m. For example, CRP is an investment strategy; coupled with a portfolio vector w, it tells us to "rebalance our portfolio on a daily basis according to w"; its investment description, CRP t (w) = w, is independent of the market environment E t .
There are two general types of investment strategies that we focus upon in this paper. Trading strategies tell us whether we should take a long (bet that the stock price will rise) or a short (bet that the stock price will fall) position on a given stock. Portfolio strategies tell us how to distribute our wealth among various stocks. We should note here that these two classes do not exhaust all investment strategies; there exist strategies that take both long and short positions in several stocks (as in [21] ). Trading strategies are denoted by T , and portfolio strategies are denoted by P . We use S to denote either kind of strategy. For k ≥ 2, let
The investment strategies that we describe below are parameterized by vectors in
for some k ≥ 2 and ≥ 1. We may write w ∈ W k in the form w = (w 1 , . . . , w ), where w ι = (w ι1 , . . . , w ιk ) for 1 ≤ ι ≤ .
Trading strategies.
Suppose that our market contains a single stock. We have m = 2 potential investments: either a long position or a short position in the stock. To take a long position, we buy shares in hopes that the share price will rise. We close a long position by selling the shares. The money we use to buy the shares is our investment in the long position; the value of the investment is the money we get when we close the position. If we let p t denote the stock price at the beginning of day t, the value of our investment will change by a factor of x t = pt+1 pt from day t to t + 1.
To take a short position, we borrow shares from our broker and sell them on the market in hopes that the share price will fall. We close a short position by buying the shares back and returning them to our broker. As collateral for the borrowed shares, our broker has a margin requirement: a fraction α of the value of the borrowed shares must be deposited in a margin account. Should the price of the security rise sufficiently, the collateral in our margin account will not be enough, and the broker will issue a margin call, requiring us to deposit more collateral. The margin requirement is our investment in the short position; the value of the investment is the money we get when we close the position.
Lemma 2.1. Let the margin requirement for a short position be α ∈ (0, 1]. Suppose that a short position is opened on day t and that the price of the underlying stock changes by a factor of x t = pt+1 pt < 1 + α during the day. Then the value of our investment in the short position changes by a factor of x t = 1 + 1−xt α during the day. Proof. Suppose that we have $v to deposit in the zero-interest margin account. Using this as our investment in the short position, we can sell $v/α worth of shares. Combining the proceeds of the stock sale with our margin account balance, we will have a total of v + v/α dollars. At the end of the day, it will cost x t v/α dollars to buy the shares back, and we will be left with v + v α − x t v α dollars, which is positive since x t < 1 + α. Thus, our investment of $v in the short position has changed by a factor of 1 + 1−xt α , as claimed. Should the price of the underlying stock change by a factor greater than 1 + α, we will lose more money than we initially put in. We will assume that the margin requirement α is sufficiently large that the daily price change of the stock is always less than 1 + α.
Remark 2. This assumption can be eliminated by purchasing a call option on the stock with some strike price p < (1 + α)p t . Should the stock price get too high, the call allows us to purchase the stock back for $p. Though its price detracts from the performance of our short trading strategy, the call protects us from potentially unlimited losses due to rising stock price.
If a short position is held for several days, assume that it is rebalanced at the beginning of each day: either part of the short is closed (if x t > 1) or additional shares are shorted (if x t < 1) so that the collateral in the margin account is exactly an α fraction of the value of the shorted shares. This ensures that the value of a short position changes by a factor x t = 1 + 1−xt α each day. Treating short positions in this way, they can simply be viewed as any other stock, so trading strategies are effectively investment strategies that decide between two potential investments: a long or a short position in a given stock. The investment description of a trading strategy T is T t = (T t1 , T t2 ), where T t1 and T t2 are the fractions of wealth to put in a long and short position, respectively. We now describe some commonly used and researched trading strategies [4, 10, 18, 22] and show how they can be parameterized.
MA [k] : Moving average cross-over with k-day memory. In traditional applications [10] of this rule, we compare the current stock price with the moving average over, say, the previous 200 days: if the price is above the moving average, we take a long position; otherwise we take a short position. Some generalizations of this rule have been made, where we compare a fast moving average (over, for example, the past 5 to 20 days) with a slow moving average (over the past 50 to 200 days). We generalize this rule further. Given day t ≥ 0, let v t = (v t1 , . . . , v tk ) be the pricehistory vector over the previous k days, where v tj is the stock price on day t − j. Assume that the stock prices have been normalized such that 0 < v tj ≤ 1. Let (w F , w S ) ∈ W 2 k (where W k is defined in (2.1)) be the weights used to compute the fast moving and slow moving averages, so that these averages on day t are given by w F · v t and w S · v t , respectively. Since the prices have been normalized to the interval 
Note that the dimension of the parameter space for MA[k] is 2(k −1) since each of w F and w S are taken from (k − 1)-dimensional spaces. Possible functions for g include [22] in 1910, this strategy uses the idea that the stock price trades in a range bounded by support and resistance levels. Should the price fall below the support level, the idea is that it will continue to fall, and a short position should be taken in the stock. Similarly, should the price rise above the resistance level, the idea is that it will continue to rise, and a long position should be taken in the stock. If the stock price remains between the support and resistance levels, the idea is that it will continue to trade in this range in an unpredictable pattern, and the stock should be avoided. Support and resistance levels are defined quite arbitrarily in practice, usually as the minimum and maximum prices over the past k days, where k is usually taken to be 50, 150, or 200 [4] . To generalize this rule, given day t ≥ 0, let v t = (v t1 , . . . , v tk ) and v t = (v t1 , . . . , v tk ) be the minimum and maximum price histories, where v tj and v tj are the minimum and maximum prices over the previous j days, normalized so that they are in the range (0, 1]. Let w ∈ W k be the weights for computing the support and resistance levels, so that these levels on day t are given by s t = w · v t and r t = w · v t , respectively. Lemma 2.2. The support level is bounded above by the resistance level:
Proof. This follows from the fact that for all 1
The long/short allocation function will be denoted by h :
. Let p t be the current stock price (normalized to (0, 1] along with v t and v t ). The idea is that h(p t − r t , p t − s t ) tells us the proportion of wealth that we invest in a long position. The full investment description for the SR = SR[k] trading strategy is
The value of h need only be defined on
where the investment allocation 
which approximates h s (x, y) with maximum slope at most
that intersects h s (x, y) at the extreme points (x, y) = (−1, −1), (−1, 1), and (1, 1) of its domain.
Portfolio strategies.
Portfolio strategies are investment strategies that distribute wealth among m stocks. The investment description of a portfolio strategy P is P t = (P t1 , . . . , P tm ), where 0 ≤ P ti ≤ 1 and m i=1 P ti = 1. We put a fraction P ti of our wealth in stock i at time t.
CRP: Constantly rebalanced portfolio [5] . The parameter space for the CRP strategy is W = W m . The investment description is CRP t (w) = w: at the beginning of each day, we invest a w i proportion of our wealth in stock i.
CRP-S: Constantly rebalanced portfolio with side information.
Cover and Ordentlich [6] consider a generalization of CRP. Rather than rebalancing our holdings according to a single portfolio vector w ∈ W m every day, we have k vectors w 1 , . . . , w k ∈ W m and a side information state y t ∈ {1, . . . , k} that classifies each day t into one of k possible categories; on day t we rebalance our holdings according to w yt . By partitioning the time interval into k subsequences corresponding to each of the k side information states and running k instances of the universalization algorithm (one instance for each state), Cover and Ordentlich show that the average daily return approaches that of the underlying strategy operating with k optimal parameters, w * 1 , . . . , w * k ∈ W m , where w * j is used on days t when the side information state is y t = j. We generalize this further by allowing portions of our wealth to be rebalanced according to several of the w j every day. Suppose that the side information is encapsulated in some vector v ∈ R for some . This vector can contain information about specific stocks, such as historic performance and company fundamentals, or macroeconomic indicators such as inflation and unemployment. Let
where v t is the indicator vector for day t. Under such a scheme, we have the flexibility of splitting our wealth among multiple sets of portfolios w 1 , . . . , w k on any given day, rather than being forced to choose a single one. For example, assume that v is a k-dimensional vector, with each v i corresponding to portfolio w i . Define f :
, so that our allocation is biased towards portfolios corresponding to higher indicators while still maintaining a position in the others.
. . , v tmj have been normalized such that there is at least one i such that v tij = 1. Examples of possible indicators include historic stock performance and trading volumes, and company fundamentals. Our goal is to aggregate the indicators for each stock to get a measure of the stock's attractiveness and put a greater proportion of our wealth in stocks that are more attractive. We will aggregate the indicators by taking their weighted average, where the weights will be determined by the parameters. The parameter space is W = W k , and the investment description is
3. Universalization of investment strategies.
Universalization defined.
In a typical stock market, wealth grows geometrically. On day t ≥ 0, let x t be the return vector for day t, the vector of factors by which stock prices change on day t. The return vector corresponding to a trading strategy on a single stock is (x t , 1 + 1−xt α ), where x t is the factor by which the price of the stock changes and 1 + 1−xt α is the factor by which our investment in a short position changes, as described in Lemma 2.1; the return vector corresponding to a portfolio strategy is (x t1 , . . . , x tm ), where x ti is the factor by which the price of stock i changes, where 1 ≤ i ≤ m. Henceforth, we do not make a distinction between return vectors corresponding to trading and portfolio strategies; we assume that x t is appropriately defined to correspond to the investment strategy in question. For an investment strategy S with parameter vector w, the return of S(w) during the tth day-the factor by which our wealth changes on the tth day when invested according to
is the investment description of S(w) for day t, which is a vector specifying the proportion of wealth to put in each stock.) Given time n > 0, let R n (S(w)) = n−1 t=0 S t (w) · x t be the cumulative return of S(w) up to time n; we may write R n (w) in place of R n (S(w)) if S is obvious from context. We analyze the performance of S in terms of the normalized log-return L n (w) = L n (S(w)) = 1 n log R n (w) of the wealth achieved. For investment strategy S, let w * n = arg max w∈R * R n (S(w)) be the parameters that maximize the return of S up to day n. 4 An investment strategy U universalizes
for all environment vectors E n . That is, U is universal for S if the average daily log-return of U approaches the optimal average daily log-return of S as the length n of the time horizon grows, regardless of stock price sequences.
General techniques for universalization.
Given an investment strategy S, let W be the parameter space for S and let µ be the uniform measure over W. Our universalization algorithm for S, U(S), is a generalization of Cover's original result [5] ; we note that a similar algorithm appeared in [20] under the name "Aggregating Algorithm." The investment description U t (S) for the universalization of S on day t > 0 is a weighted average of S t (w) over w ∈ W, with greater weight given to parameters w that have performed better in the past (i.e., R t (w) is larger). Formally, the investment description is
where we take R 0 (w) = 1 for all w ∈ W.
6 Equivalently, the above integral might be interpreted as "splitting our money" equally among all the different strategies and "letting it sit." In the following lemma, we will prove that this strategy has the same expected gain as picking one strategy at random.
Remark 5. The definition of universalization can be expanded to include measures other than µ, but we consider only µ in our results.
Lemma 3.1 (see [3, 6] ).
The cumulative n-day return of U(S) is
which is the µ-weighted average of the cumulative returns of the investment strategies
Proof. The return of U(S) on day t is U t (S) · x t , where x t is the return vector for day t. The cumulative n-day return of U(S) is
The result follows from the fact that this product telescopes.
Rather than directly universalizing a given investment strategy S, we instead focus on a modified version of S that puts a nonzero fraction of wealth into each of the m stocks. Define the investment strategyS bȳ
for t ≥ 0 and some fixed 0 < ε < 1. Rather than universalizing S, we instead universalizeS. Lemma 3.2 tells us that we do not lose much by doing this.
Proof. Statements (2) and (3) follow directly from (1). Statement (1) follows from the fact that for all w ∈ W, R n (S(w)) =
To prove Theorem 3.3, we first prove some preliminary results; the proof follows the same general strategy as in [5, 6] . 
Proof. Assume that the components of a and b are strictly positive. Otherwise, the lemma holds trivially. Let i max = arg max i ai bi and i min = arg min i ai bi , so that
Therefore,
Our next two results are related to the (k−1)-dimensional volumes of some subsets of R k .
Lemma 3.5.
Written in terms of the length r of the line segment passing between the origin and (
Upon differentiation with respect to r,
, where
Proof. This result is proven in Folland [8, Corollary 2.56].
Proof of Theorem 3.3. From Lemma 3.1, the return of U(S) is the average of the cumulative returns of the investment strategies {S(w) | w ∈ W}. Let w * = arg max w∈W R n (S(w)) be the parameters that maximize the return of S. We show that there is a set B of nonzero volume around w * such that for w ∈ B the return R n (w) is close to the optimal return R n (w * ). We then show that the contribution of B to the average return is sufficiently large to ensure universalizability. We begin by bounding the magnitude of the gradient vector ∇R n (w). From Remark 6 and our assumption in the statement of the theorem, for all w, t, i, ι, and j,
where c = 2c ε . Using this fact and Lemma 3.4, the partial derivative of the return function R n (w) = R n (S(w)) = n−1 t=0 r t (S(w)) with respect to parameter w ιj is
We would like to take our set B to be some d-dimensional ball around w * ; unfortunately, if w * is on (or close to) an edge of W, the reasoning introduced at the beginning of this proof is not valid. We instead perturb w * to a pointw that is at least ρ = γ c mn 4 k 2 away from all edges, where 0 < γ < 1 is a constant, and such that R n (w) is close to R n (w * ). To illustrate the perturbation, let w * = (w * Rn(w) by the multivariate mean value theorem and the Cauchy-Schwarz inequality: 
By Lemma 3.1,
(from Lemmas 3.5 and 3.6)
where Λ is some constant depending on γ, m, k, and . Therefore, 
Increasing the number of parameters with time.
The reader may notice from the proof of Theorem 3.3 that an investment strategy S may be universalizable even if the dimensions of its parameter space W grow with time. In fact, even if the dimension of the parameter space (the coefficient of
, where φ(n) is a monotone increasing function, the strategy is still universalizable. This introduces an interesting possibility for investment strategies whose parameter spaces grow with time as more information becomes available. As a simple example, consider dynamic universalization, which allows us to track a higherreturn benchmark than basic universalization. Partition the time interval
. . , I ψ , and let w * Ij be the parameters that optimize the return during I j . In I 1 , we run the universalization algorithm given by (3.1) over the basic parameter space W of S. In I 2 , we run the algorithm over W × W; to compute the investment description for a day t ∈ I 2 using (3.1), we compute the return R t (w 1 , w 2 ) as the product of the returns we would have earned in I 1 using w 1 and what we would have earned up to day t in I 2 using w 2 . We proceed similarly in intervals I 3 through I ψ . This will allow us to track the strategy that uses the optimal parameters w * Ij corresponding to each I j . Such a strategy is useful in environments where optimal investment styles (and the optimal investment strategy parameters that go with them) change with time. Finally, we note that similar ideas appear in the area of "tracking the best expert" in the theory of prediction with expert advice; we refer the reader to [12, 19] for more details.
Applications to trading strategies. By proving an upper bound on ∂Tti(w) ∂wj
for our trading strategies T , we show that they are universalizable. −1) ). Using the long/short allocation function g (t) (x) defined in (2.3), the partial derivative of the investment description with respect to a parameter w F j (or similarly w Sj ) is
where 1 ≤ j < k and i ∈ {1, 2}. Similarly, we can show that using the long/short allocation function g (x) defined in (2.4), Proof. We arrive at the result by differentiating the long/short allocation functions h (t) (x, y) and h p (x, y) with respect to an arbitrary parameter w j and showing that the partial derivative is O(t), as in the proof of Corollary 3.7.
Applications to portfolio strategies. Corollary 3.9. The constantly rebalanced portfolio, CRP, and CRP with side information, CRP-S, portfolio strategies are universalizable.
Proof. The partial derivatives of CRP ti and CRP-S ti with respect to an arbitrary parameter w j are at most 1. Proof. First, we show that 
as we wanted to show.
Fast computation of universal investment strategies.

Approximation by sampling.
The running time of the universalization algorithm depends on the time needed to compute the integral in (3.1). A straightforward evaluation takes time exponential in the number of parameters. Following Kalai and Vempala [14] , we propose to approximate this integral by sampling the parameters according to a biased distribution, giving greater weight to better performing parameters. Define the measure ζ t on W by
Lemma 4.1 (see [14] ). The investment description U t (S) for universalization is the average of S t (w) with respect to the ζ t measure.
Proof. The average of S t (w) with respect to ζ t is
where the final equality follows from (3.1). We now briefly outline our approach, which follows the lines of [2, 14] . The main technical complication is that sampling efficiently with respect to ζ t is not, in general, an easy problem. As a result, we will need some (rather generic) assumption on the investment strategies from which we can sample efficiently.
• Investment strategies with log-concavity properties. In section 4.3, we use straightforward manipulations to prove that any investment strategy S which is linear in the vector of parameters w (such strategies include MA[k], SR[k], CRP, and CRP-S) has a cumulative return function R t (S(w)) that is logconcave. Our efficient sampling techniques are applicable only on such strategies.
• Approximating ζ t byζ t . In section 4.2, we show that for strategies whose cumulative return function is log-concave, it is possible to efficiently sample from a distributionζ t that is "close" to ζ t . This "distribution approximation" incurs some small, bounded error (see Lemma 4.2).
• Approximating the integral forζ t via sampling. With such sampling abilities, it is easy to approximate the average of S t (w) with respect toζ t : simply pick N t (as defined in Lemma 4.3) sample parameter vectors w with respect toζ t and compute their average. The error incurred by this approximation of the average can be bounded in a straightforward manner using Chernoff bounds.
• Sampling with respect toζ t . The critical issue (addressed in section 4.2) is how to pick vectors w ∈ W with respect toζ t . In order to tackle this problem, we "discretize" it by placing a grid on W, and then we perform a Metropolis random walk. The convergence properties of this random walk are discussed in Theorems 4.12 and 4.13. In section 4.2, we show that for certain strategies we can efficiently sample from a distributionζ t that is "close" to ζ t ; i.e., given γ t > 0, we generate samples fromζ t such that
Assume for now that we can sample fromζ t , with γ t = ε 2 4m(t+1) 4 , where ε is the constant appearing in Remark 6. LetŪ t (S) = W S t (w)dζ t (w) be the corresponding approximation to U(S). Lemma 4.2 tells us that we do not lose much by sampling fromζ t .
Lemma 4.2. For all n
≥ 0, (1) R n (Ū(S)) ≥ (1 − ε)R n (
U(S)) and (2) if U(S) is a universalization of S, thenŪ(S) is a universalization of S as well.
Proof. Statement (2) follows directly from (1). To see (1), we need only show that the fraction of wealth that we put into each stock i on day t underŪ(S) is within a 1 − ε 2(t+1) 2 factor of the corresponding amount under U(S); i.e.,Ū ti (S)
By sampling fromζ t , we use a generalization of the Chernoff bound to get an approximationŨ(S) toŪ(S) such that with high probabilityŨ ti (S)
Using an argument similar to that in the proof of Lemma 4.2, we see that ifŪ(S) is a universalization of S, then such aŨ(S) is a universalization of S as well. Choose w 1 , . . . , w Nt ∈ W at random according to distribution ζ t , and letŨ ti (S) = 1 Nt Nt i=1 S ti (w i ). Lemma 4.3 discusses the number of samples N t required to get a sufficiently good approximation toŪ t (S).
samples to computeŨ t (S), where ε is the constant appearing in Remark 6. With probability
Proof. Hoeffding [13] proves a general version of the Chernoff bound. For random variables 0
2 µ 2 . In our case, we would likeŨ ti ≥ (1 − ε 2(t+1) 2 )Ū ti . As this must hold for 1 ≤ i ≤ m and t ≥ 0 with total probability 1 − δ, we require 2 for each i and t. From our assumption stated in Remark 6, µ =Ū ti ≥ ε 2m(t+1) 2 , and the desired probability bound is achieved with
Efficient sampling.
We now discuss how to sample from
We focus on a discretization of the sampling problem. Choose an orthogonal coordinate system on each W k , and partition it into hypercubes of side length δ t , where δ t is a constant chosen below. Let Ω be the set of centers of cubes that intersect W, and choose the partition such that the coordinates of w ∈ Ω are multiples of δ t . For w ∈ Ω, let C(w) be the cube with center w. We show how to choose w ∈ Ω with probability "close to"
.
In particular, we sample from a distributionπ t that satisfies
Note that this is a discretization of (4.1). We will also have that for each w ∈ Ω,
We would like to choose δ t sufficiently small that R t is "nearly constant" over C(w); i.e., there is a small constant ν > 0 such that
for all w ∈ C(w). Such a δ t can be chosen for investment strategies S that have bounded derivative, as we see in Lemma 4.4.
Lemma 4.4. Suppose that investment strategy S satisfies the condition for universalizability given in Theorem 3.3; i.e., ∂Sti(w) ∂wj
Proof. Note that |w − w | ≤ δ t √ k . Let w * be the parameters that maximize the return on the line between w and w . By the multivariate mean value theorem and the bound for |∇R t | given in (3.2),
. By similar reasoning,
completing the proof. We use a Metropolis algorithm [15] to sample fromπ t . We generate a random walk on Ω according to a Markov chain whose stationary distribution is π t . Begin by selecting a point w 0 ∈ Ω according to eitherπ t−1 orπ t−2 ;
7 Remark 8 explains how to do this. If w τ is the position of our random walk at time τ ≥ 0, we pick its position at time τ + 1 as follows. Note that w τ has 2(k − 1) neighbors, two along each axis in the Cartesian product of (k − 1)-dimensional spaces. Let w be a neighbor of w τ , selected uniformly at random. If w ∈ Ω, set w τ +1 = w with probability p = min(1,
Rt(w)
Rt(wτ ) ), w τ with probability 1 − p.
If w ∈ Ω, let w τ +1 = w τ . It is well known that the stationary distribution of this random walk is π t . We must determine how many steps of the walk are necessary before the distribution has gotten sufficiently close to stationary. Let p τ be the distribution attained after τ steps of the random walk. That is, p τ (w) is the probability of being at w after τ steps.
Remark 9. A distinction should be made between t and τ . We use t to refer to the time step in our universalization algorithm. We use τ to refer to "sub-" time steps used in the Markov chain to sample from π t . When t is clear from context, we may drop it from the subscripts in our notation.
Applegate and Kannan [2] show that if the desired distribution π t is proportional to a log-concave function F (i.e., log F is concave), then the Markov chain is rapidly mixing and reaches its steady state in polynomial time. Frieze and Kannan [9] give an improved upper bound on the mixing time using logarithmic Sobolev inequalities [7] . In the random walk described above, if w τ is on an edge of Ω, so that it has many neighbors outside Ω, the walk may get "stuck" at w τ for a long time, as seen in the "π e " term of Theorem 4.5. We must ensure that the random walk has a low probability of reaching such edge points. We do this by applying a "damping function" to R t , which becomes exponentially small near the edges of W. For 1 ≤ i ≤ , 1 ≤ j ≤ k, and w = (w 1 , . . . , w ) = ((w 11 , . . . , w 1k ), . . . , (w 1 , . . . , w k )) ∈ W let f ij (w) = e Γ min(−σ+wij ,0) , (4.6) where σ > 0 and Γ > 2 are constants that we choose below, and let
Lemma 4.6. F t is log-concave if and only if R t is log-concave. 8 Proof. This follows from the fact that log-concave functions are closed under multiplication and the fact that log f ij (w) = Γ min(−σ + w ij , 0), which is concave.
Choose
, where δ t (·) is defined in Lemma 4.4 and γ t is defined in (4.2). Let ζ F ∝ F t be the probability measure proportional to F t . We need to show that, for our purposes, sampling from ζ F is not much different than sampling from ζ t . By Lemma 4.2, we can do this by showing that W |ζ t (w) − ζ F (w)|dw ≤ γ t , which we do in Lemma 4.7.
Remark 10. Before continuing, we show how W can be scaled, which will be useful in future proofs. Take p = (
and let 
A fact we use is that for R t (w) and
Let W eq = {w ∈ W | F t (w) = R t (w)} be the subset of W where F t (·) and R t (·) are equal; W ⊂ W eq since, by construction of w , w ij ≥ σ for all i and j. Let
by bounding W− (ζ t − ζ F ), which also gives a bound for W+ (ζ F − ζ t ), since
where the second-to-last inequality follows from (4.7). This completes the proof. Henceforth, we are concerned with sampling from W with probability proportional to F t (·). We use the Metropolis algorithm described above, replacing R t (·) with F t (·); we must refine our grid spacing δ t so that (4.4) is satisfied by F t ; let δ t be the new grid spacing. 
Proof. By Lemma 4.4, R t (w) and R t (w ) differ by at most a factor of 1 + We are now ready to use Theorem 4.5 to select τ so that the resulting distribution p τ satisfies (4.2) (Theorem 4.12) and (4.3) (Theorem 4.13), with p τ in place ofπ t and F t in place of R t . We begin with some preliminary lemmas. Proof. Take β such that the number of points in Ω is at most (
∈ Ω, the ratio of single-day returns on day t using w 1 and w 2 is
by Remark 6 and Lemma 3.4. The ratio of the cumulative returns up to day t is 
and thus
Rt(w)
by Lemma 3.4, where w = arg max
where the final inequality follows from the discussion in the proof of Lemma 4.9. This proves the result sinceπ .2), and Γ and σ appear in (4.6).
Proof. Extend our δ t -hypercube partition of W to the hyperplane containing W, and let Ψ be the set of centers of the hypercubes in this extended partition. For K ⊂ R k , let Ψ K be the set of grid points w ∈ Ψ such that C(w) ∩ K = ∅, so that Ω = Ψ W . By Lemma 4.8, for K ⊂ W, Let W = W (δ t (ν)) be a "scaled-out" version of W, and extend the domains of F t (·) and R t (·) to W by defining F t (w ) = F t (w ) and R t (w ) = R t (w ) for w ∈ W − W, wherew is the point where the line between w and p = (p, . . . , p) ∈ W intersects the boundary of W. By Lemma 4.8 and the construction of the extension of R t , R t (w ) ≤ (1 + ν)R t (w) and 
Application to investment strategies.
The efficient sampling techniques of this section are applicable to investment strategies S whose return functions R n (S(·)) are log-concave. Theorem 4.14 and Corollary 4.15 characterize such functions.
Theorem 4.14. Given investment strategy S, suppose that S is linear on w, or, more formally, that for all parameters w i and w j , ∂ 2 S ∂wi∂wj = 0. Then R t (w) = R t (S(w)) is log-concave.
