On a Functional Equation in Actuarial Mathematics  by Riedel, T. et al.
Ž .Journal of Mathematical Analysis and Applications 253, 1634 2001
doi:10.1006jmaa.2000.6928, available online at http:www.idealibrary.com on
On a Functional Equation in Actuarial Mathematics
T. Riedel
Department of Mathematics, Uniersity of Louisille, Louisille, Kentucky 40292
E-mail: Thomas.Riedel@louisville.edu
M. Sablik
Department of Mathematics, Silesian Uniersity, 40-007 Katowice, Poland
E-mail: mssablik@uranos.cto.us.edu.pl
and
P. K. Sahoo
Department of Mathematics, Uniersity of Louisille, Louisille, Kentucky 40292
E-mail: sahoo@louisville.edu
Submitted by William F. Ames
Received April 17, 2000
In 1839, De Morgan gave a mathematical justification of Gompertz’s law of
Ž . Ž . Žmortality through a composite functional equation, f x y  f x z  f x
Ž ..h y, z . A slightly more general version of this equation was studied in 1905 by M.
Chini. Both solved their equations in the class of differentiable functions on the
Ž . Ž . Ž Ž ..real line. Here we solve the equation f x  f x y  cf x g y , which is a
generalization of Chini’s equation, on intervals in the class of locally bounded
functions and in the class of continuous functions.  2001 Academic Press
Key Words: law of mortality; composite functional equation; locally bounded
solutions.
1. INTRODUCTION
Today, the law of mortality named for Gompertz is a well-known
concept in actuarial science. This has not always been the case; many years
after Gompertz’s presentation of his paper ‘‘On the nature of the function
 expressive of the law of Human Mortality’’ in 1825, A. De Morgan 4
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notes that it was by no means so well known as it ought to be, een by
actuaries.
Gompertz came to the formulation of the law of mortality using a
physiological approach. Already in 1839, A. De Morgan made an attempt
 to give a mathematical justification of the process. Later in 4 , he repeated
this approach in a more general form and, in particular, arrived at the
functional equation
f x y  f x z  f x h y , z , 1.0Ž . Ž . Ž . Ž .Ž .
where f , h are unknown real functions. De Morgan solves this equation in
the class of differentiable functions defined on the real line.
A more general equation of the same type surfaces about half a century
Žlater, again in connection with actuarial mathematics, when M. Chini cf.
 . Ž3 considers the following composite functional equation see also A.
 .Guerraggio 5 ,
f x y  f x z  cf x h y , z , 1.1Ž . Ž . Ž . Ž .Ž .
Ž . 2where f : the set of reals and h :  are unknown functions,
and c is a non-zero real constant. Chini solved the above equation under
the assumption that f and h are differentiable.
In the next section we present the solution of the functional equation
Ž .1.1 relaxing regularity requirements on f and h, and assuming that the
variables x, y, z range over some intervals. This corresponds better to the
nature of laws of mortality, where the variables are meant to denote
 ‘‘ages.’’ The technique we use is based on Ng’s results from 8, 9 .
In the third section we present an alternative way of approach to solve
Ž .1.1 in the class of continuous functions. Moreover, we actually deal with
a more general equation
f x  f x y  cf x g y , 1.2Ž . Ž . Ž . Ž .Ž .
Ž .which can be derived from 1.1 by letting z 0 and defining g : as
Ž . Ž . Ž .g x  h x, 0 for x. The functional equation 1.2 is a special case of
 a composite equation treated in 6 by Lundberg, namely
f  x  g y   x  h x y .Ž . Ž . Ž . Ž .Ž .
Lundberg determined the general continuous solution of this equation
Žassuming the unknown functions h, , and  to be philandering that is,
.having no interval of constancy . With this assumption on f one can obtain
Ž .the continuous solution of 1.2 from Lundberg’s result. Here we solve
Ž .1.2 directly without assuming f to be philandering. We give a complete
Ž .solution of 1.2 in the class of continuous functions f and g, and hence we
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Ž .derive the general solution of 1.1 in the class of continuous f , and h
continuous with respect to at least one variable.
Ž .2. LOCALLY BOUNDED SOLUTIONS OF 1.1
In this section we will make the following hypothesis.
Ž .H Let I and J be non-degenerate real intervals and assume that
h: J J J is a function, which is continuous in each variable, while f
maps I J into . Moreover, let us assume that f is locally bounded from
Ž .above or from below at each point of I J, and non-constant.
Ž . Ž . Ž .Suppose that a pair of functions f , h satisfies H and Eq. 1.1 , where
Ž .x I, and y, z J. Then for every x I the pair of functions f , h , withx
Ž . Ž .f : J defined by f u  f x u , is a solution of the equationx x
 y   z  c h y , z .Ž . Ž . Ž .Ž .
Since I and J are non-degenerate intervals, the assumption of local
boundedness of f is equivalent to the fact that f is locally bounded fromx
Ž .above or from below at each point of J. Thus in view of C. T. Ng’s result
  Ž  .9, Corollary 1 cf. also J. Pfanzagl 10 we see that f is continuous forx
every x I, whence it easily follows that f is continuous in I J.
Moreover, since f is non-constant, there exists an x  I such that f is0 x 0 non-constant. Let us fix such an x . From another result by Ng 8,0
Theorem 2.0 we derive the existence of functions  ,  : I such that
the following equation
f x y   x f x  y   x 2.1Ž . Ž . Ž . Ž . Ž .0
holds for all x I and y J.
Ž .We will solve 2.1 following the method presented in J. Aczel and J.´
˜ Dhombres 2, Chap. 15 . First of all, fix a y  Int J and put I I x ,0 0
˜ ˜ ˜ ˜ ˜J J y . Observe that I	 J is a non-degenerate interval, and 0 I	 J.0
˜ ˜ ˜ ˜ ˜Further, let us define functions f : I J,  ,  : I by˜
f˜ s t  f x  y  s t ,Ž . Ž .0 0
˜ s   s x ,  s   s x .Ž . Ž . Ž . Ž .˜ 0 0
˜ ˜Ž . Ž .It follows from 2.1 that f ,  ,  satisfies˜
˜ ˜ ˜f s t   s f t   s 2.2Ž . Ž . Ž . Ž . Ž .˜
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˜ ˜ Ž .for every s I and t J. Substituting t 0 in 2.2 we get
˜ ˜ ˜f s   s f 0   s 2.3Ž . Ž . Ž . Ž . Ž .˜
˜ ˜ ˜for every s I. Define g : I J by
˜ ˜g s t  f s t  f 0 ,Ž . Ž . Ž .
Ž . Ž .and substract 2.3 from 2.2 to get
g s t   s g t  g s 2.4Ž . Ž . Ž . Ž . Ž .˜
˜ ˜ ˜for every s I and t J. Observe that the continuity of f , and hence f ,
implies the continuity of g. Moreover, since f is non-constant we inferx 0
Ž .that g  J is non-constant, and hence from 2.4 we obtain the continuity
of  .˜
Let us now consider two cases.
˜ ˜ Ž .Case 1. Suppose   I	 J 1. Then 2.4 becomes˜
g s t  g t  g s , 2.5Ž . Ž . Ž . Ž .
˜ ˜ ˜for all s I	 J and t J, which is Cauchy’s equation on a restricted
Ž  .domain. It is well known cf., e.g., 2 that there exists a constant k
such that
g u  ku 2.6Ž . Ž .
˜ ˜ ˜ ˜ Ž .for all u I	 J
 I J. Using 2.5 one can easily prove that g is
˜ ˜Ž .actually given by 2.6 in I J. Taking into account the definitions of g
˜and f we obtain the following formula for f
f z  kz b 2.7Ž . Ž .
for all z I J, where k and b are some real constants, and k 0
because f is non-constant.
˜ ˜Ž .Case 2. Suppose  s  1 for some s  I	 J. Using the symmetry˜ 0 0
˜ ˜Ž .of the left-hand side of 2.4 we get for all s, t I	 J
 s  1 g t   t  1 g s ,Ž . Ž . Ž . Ž .˜ ˜
whence, putting s s , we derive the formula0
g t  d  t  1 , 2.8Ž . Ž . Ž .˜
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˜ ˜which holds for all t I	 J, and d is a constant. Using continuity of g
Ž . Ž .and  ensures that d 0. Thus, inserting 2.8 into 2.4 we get the˜
˜ ˜following equation for  which holds for all s, t I	 J˜
 s t   s  t .Ž . Ž . Ž .˜ ˜ ˜
ŽAgain the known results on Cauchy equations on a restricted domain cf.,
 .e.g., 2 imply that there is a constant a such that
 s  exp asŽ . Ž .˜
˜ ˜for all s I	 J. Hence we get
g u  d exp au  1 2.9Ž . Ž . Ž .Ž .
˜ ˜ Ž .for u I	 J. Again, using the continuity of g and  as well as Eq. 2.4˜
˜ ˜Ž .we make sure that 2.9 does hold for all u I J. Coming back to the
function f , we obtain therefore the following formula that holds for all
z I J
f z  k exp az  b , 2.10Ž . Ž . Ž .
where k, a, and b are some real constants, and k 0 a since f is
assumed to be non-constant.
Ž . Ž .If we substitute 2.7 into 1.1 we see that the equation can be satisfied
only if c 2, and then h is given by
y z
h y , z  2.11Ž . Ž .
2
for all y, z J. Conversely, it is a matter of a simple calculation that f
Ž . Ž . Ž .given by 2.7 with arbitrary k 0 and b and h given by 2.11 satisfy
Ž .1.1 , if c 2.
Ž . Ž .Now, let us substitute 2.10 into 1.1 . If c 2 then any function of the
Ž . Ž .form 2.10 satisfies 1.1 together with h given by
1 exp ay  exp azŽ . Ž .
h y , z  ln . 2.12Ž . Ž .ž /a 2
Ž . Ž .On the other hand, if c 2 then 1.1 is satisfied by f of the form 2.10 if,
and only if, b 0 and h is given by
1 exp ay  exp azŽ . Ž .
h y , z  ln . 2.13Ž . Ž .ž /a c
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However, we must not forget that h was supposed to map J J into J and
Ž .thus 2.13 imposes some conditions on J, namely
Ž .J1 J; or
Ž . Ž . Ž 4J2 there exists an M such that J , M , , M if
Ž .c 2 a 0;
Ž .  . Ž .4 ŽJ3 there exists an m such that j m, , m, if c
.2 a 0.
Let us summarize the results of this section in the following.
Ž . Ž .LEMMA 2.2.1. Under the hypothesis H , a pair of functions f , h satisfies
Ž .1.1 if , and only if , one of the following holds:
Ž . Ž . Ž .A c 2, f is gien by 2.7 , and h is gien by 2.11 ;
Ž . Ž . Ž .B c 2, f is gien by 2.10 , and h is gien by 2.12 ;
Ž . Ž . Ž . Ž .C c 2, f z  k exp az , z I J, and h is gien by 2.13 , and
Ž . Ž . Ž . Ž .J has one of the forms J1 , J2 , J3 , depending on the sign of c 2 a.
Here k 0, a 0, and b are arbitrary constants.
Non-constancy of f played a very important role in our previous
considerations. However, it is an elementary observation that if c 2 then
Ž .any constant function f and arbitrary h satisfy 1.1 , and if c 2 then
Ž . Ž .f 0 is the only constant function satisfying 1.1 again with arbitrary h .
Thus we may formulate now a theorem on locally bounded solutions
Ž .of 1.1 .
THEOREM 2.2.1. Let I and J be real non-degenerate interals and assume
Ž .that f : I J is locally bounded from aboe or from below at each
Ž .point of I J while h : J J J is separately continuous. Then f , h is a
Ž . Ž . Ž . Ž .solution of 1.1 if , and only if , one of the following holds: A , B , C from
Lemma 2.1, or
Ž .D c 2, f is an arbitrary constant function, and h is an arbitrary
separately continuous function;
Ž . Ž .E c 2, f 0, and h is as in D .
Remark 2.2.1. Let us note that if we restrict ourselves to the situation
motivated by the problem stemming from actuarial science, as it was
 presented in De Morgan’s paper 4 , then the set of solutions will consider-
ably diminish. Indeed, in this case we have to let c 1 and I J 
 .0, which implies that in the class of locally bounded functions f and
Ž . Ž .separately continuous functions h we have only solutions E and C , with
Ž .positive k and a. Since E is a trivial solution, we get exactly the solution
given by De Morgan under the assumption of differentiability.
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Ž .3. CONTINUOUS SOLUTIONS OF 1.2
Ž .In the present section we will solve Eq. 1.2 in the class of continuous
 functions, assuming slightly less than A. Lundberg 6 , who wanted func-
tions to be philandering, i.e., having no intervals of constancy. On the
other hand, we focus now on a situation closer to the original motivation;
Ž .i.e., we consider 1.2 only for non-negative x and y. However, in order to
avoid more restrictions on g, we will allow f to be defined on all of  and
Ž .continuous on   g  , where  denotes here and in the sequel the  
 .interval 0, . For the sake of brevity, let us also introduce the following
Ž .notation. If a function F is defined in  then S stands for   F  . F  
Ž . Ž . Ž .Let f , g be a solution of 1.2 for all x, y . To determine f , g let
us transform the equation to a slightly different form. Substituting y 0
Ž .into Eq. 1.2 , we get
c
f x  f x g 0 , 3.1Ž . Ž . Ž .Ž .
2
Ž . Ž .for every x . Now, with the use of 3.1 we can write 1.2 in the form
c c
f x g 0  f g 0  f x y g 0  f g 0Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .
2 2
 c f x g y  g 0  g 0  f g 0 ,Ž . Ž . Ž . Ž .Ž . Ž .Ž .
which, with  : and 	 :  defined by
 x  f x g 0  f g 0 and 	 x  g x  g 0 ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
becomes, after division by c,
1 1 x   x y   x 	 y , 3.2Ž . Ž . Ž . Ž .Ž .2 2
Ž . Ž .for every x, y . Observe that  0  	 0  0.
Ž .First of all let us note that in the case of c 2 any pair f , g , where g
is an arbitrary function and f  S  is a constant function, is a solutiong 
Ž . Ž . Ž .of 1.2 . In the case c 2, a pair f , g solves 1.2 and f  S  isg 
Ž .constant if, and only if, f  S   0. On the other hand, if a pair f , gg 
Ž .satisfies 1.2 , then constancy of f  S  is equivalent to constancy ofg 
f  S . Let us also observe that in view of the definition of ,   S isg 	
constant if and only if f  S is constant. Therefore if we are interested ing
Ž .solutions of 1.2 with an f non-constant on S then it is enough to restrictg
Ž .our attention to solutions of 3.2 with a  non-constant on S . In the	
sequel, we will make the following hypotheses on  and 	 .
Ž . Ž . Ž .H1  : and 	 :  are continuous,  0  	 0  0,
and   S is non-constant.	
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Ž .We shall also deal with a more general equation than 3.2 , namely
p x  1 p  x y   x 	 y , 3.3Ž . Ž . Ž . Ž . Ž .Ž .
Ž .for every x, y , where p 0, 1 is a fixed number.
Ž . Ž . Ž .LEMMA 3.3.1. If , 	 is a pair of functions satisfying H1 and 3.3
then 	 is inertible.
Ž . Ž . Proof. Suppose to the contrary that 	 y  	 y for some y y . By
Ž .continuity of 	 for every n the set of positive integers we can find
y , y so thatn n
1
  y y  y min y , y  and 	 y  	 y .Ž . Ž .n n n n n½ 5n
Ž . Then it follows from 3.3 that for every x y and n
 x y  y   x y  y   x y  y   x .Ž . Ž . Ž . Ž .Ž . Ž . Ž .n n n n n n
   .   .Hence for every n, y  y is a period of   y , . Thus   y ,n n
  .has a sequence of periods tending to 0, or   y , is microperiodic. As a
  .continuous function   y , is constant. Let
y  inf y S :   y , is constant ,. 40 	
and suppose that y  0. We will now consider three cases.0
Ž . Ž .a 	 0. Then S  and from 3.3 we easily infer that   	  
Ž .is constant, contrary to H1 .
Ž . Ž .  Ž .4b 	 z  0 for some z 0. Put 
min z, 	 z . Then for every
 . Ž .x 	 y  
 , y we have by 3.3 and the definition of y 0 0 0
p x   x 	 z  1 p  x z  p y ,Ž . Ž . Ž . Ž . Ž .Ž . 0
Ž .  .since x 	 z and x z are in y , . This means that  is constant on0
 .y  
 , which contradicts the definition of y . Thus    is constant,0 0 
Ž . Ž .and 3.3 implies that   S is constant, again contrary to H1 .	
Ž . Ž . Ž .c 	 z  0 for some z 0. Then 	  contains an interval
Ž  Ž , 0 for some  0. Take a u , 0 and let y be such that
Ž . Ž .u 	 y . Then putting x y in 3.3 we get0
 y  u  p y  1 p  y  y   y ,Ž . Ž . Ž . Ž . Ž .0 0 0 0
Ž .which contradicts the definition of y . Again, like in the case b , we in-0
Ž .fer that    is constant, and by 3.3 ,   S is constant, which contra- 	
Ž .dicts H1 .
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As we have seen, the assumption that 	 is not invertible leads to a
contradiction. This concludes the proof of the lemma.
In view of the above lemma, as long as we are looking for solutions of
Ž .3.3 with a  non-constant on S , two cases may occur, namely	
Ž . 	 is strictly increasing, or
Ž . 	 is strictly decreasing.
We shall deal first with the former one, and later we show that the latter
one cannot occur.
Ž . Ž . Ž . Ž .LEMMA 3.3.2. If , 	 is a solution of 3.3 satisfying H1 and  ,
then S  and	 
0 	 y  y 3.4Ž . Ž .
 4for eery y  0 .
Ž . Ž .Proof. The equality S  is obvious in view of H1 and  . We	 
show that 	 has no fixed points apart from 0. Indeed, suppose that
Ž . Ž .	 y  y for some y  0. Putting y y into 3.3 we get0 0 0 0
p x   x y  1 p  x y  p x yŽ . Ž . Ž . Ž . Ž .0 0 0
or
 x   x yŽ . Ž .0
for any x . In other words y is a period of   S . As   S is 0 	 	
continuous and non-constant it is not microperiodic as well. Thus
t  inf t 0   x t   x for every x S  0.Ž . Ž . 40 	
Ž .Obviously, t is also a period of   S , and putting y t into 3.3 we get0 	 0
 x   x 	 tŽ . Ž .Ž .0
for every x . The function 	 being strictly increasing, we get in view
Ž . Ž . Ž .of H1 that 	 t  0 and hence 	 t is a period of   S . Thus, taking0 0 	
into account the definition of t , we get0
	 t  t .Ž .0 0
Ž . Ž . Ž .Suppose that 	 t  t . Then 	 t  t for some t  0, t . Putting0 0 1 0 1 0
Ž .y t into 3.3 we get1
1 p
 x t   x 	 t   x   xŽ . Ž . Ž . Ž .Ž .1 11 p 1 p
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for every x , which means that t is a period of   S which 1 	
contradicts the definition of t .0
Ž . Ž . Ž .On the other hand if 	 t  t , then by H1 and  we obtain0 0
Ž .   Ž .	 0, t  0, t . Substituting x 0 into 3.3 , we get0 0
 y  2 	 y 3.5Ž . Ž . Ž .Ž .
 for every y , in particular for every y 0, t . We will show that 0
Ž . Ž . 0, t  0. Indeed, suppose that z  0, t is such that0 0 0
  z max  y : y 0, t  0. 3.6 4Ž . Ž . Ž .0 0
Ž . Ž . Ž . Ž .Write z  	 t for some t  0, t . Then by 3.5 and 3.6 , one obtains0 1 1 0
 z   t  2  	 t  2  z   z ,Ž . Ž . Ž . Ž . Ž .Ž .0 1 1 0 0
 a contradiction showing that  vanishes in 0, t , and hence in S , since t0 	 0
Ž .was a period of   S . This however contradicts H1 , and we finally see	
Ž .that 	 y  y for any y 0.
Ž . Ž .Since 	 is restricted to 0, has no fixed points, to conclude that 3.4
holds it is enough to show that
	 y  y for every y 0 3.7Ž . Ž .
Ž . Ž . 1cannot occur. Indeed, suppose that 3.7 holds. Then 	   and 	 
is a strictly increasing function satisfying
0 	1 y  y 3.8Ž . Ž .
1Ž . Ž .for every y 0. Put x 0 and y 	 z into 3.3 . We obtain
 z  1 p  	1 zŽ . Ž . Ž .Ž .
for every z 0. Hence by an easy induction it follows that
n n z  1 p  	 z 3.9Ž . Ž . Ž . Ž .Ž .
Ž .for every z 0 and n. Letting n , we obtain from 3.9 by the
continuity of  that
 z  0Ž .
Ž . Ž .for every z 0, or   S  0, contrary to H1 . Thus 3.7 is impossible	
Ž .and consequently we get 3.4 for positive y. This completes the proof.
Let us prove now that under the assumptions of Lemma 3.2,    has
to be invertible.
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Ž . Ž . Ž . Ž .LEMMA 3.3.3. If , 	 is a solution of 3.3 satisfying H1 and  ,
then   S is inertible.	
Ž . Ž .Proof. Suppose that  x   z for some x, z , x z, and write
Ž .z x y for some y 0. From 3.3 we get
 x  p x  1 p  x y   x 	 y .Ž . Ž . Ž . Ž . Ž .Ž .
Since by Lemma 3.2 we have that
x x 	 y  x y z ,Ž .
we proved the following: between any two points x, z such that
Ž . Ž . x   z there exists a point w satisfying
 x   z   w .Ž . Ž . Ž .
 Hence it is easy to show, using continuity of , that   x, z is constant.
Let
 z  sup u x :   x , z is constant 40
Ž .and suppose that z  . Since 	 z  x  z  x, there exists a  00 0 0
Ž .  such that 	 z   x  z  x. Let w z , z   and write w x0 0 0 0
 y for some y 0. We have
0 y w x z   x0
hence
	 y  z  x .Ž . 0
Ž . Ž .Thus x 	 y  x, z and consequently0
1 p
 w   x y   x 	 y   x   x ,Ž . Ž . Ž . Ž . Ž .Ž .
1 p 1 p
 which shows that  restricted to the interval x, z   is constant, and0
thus proves that our assumption on z was wrong. Hence0
  x , is constant..
Finally, let
 x  inf x :  x , is constant 40 

ŽŽ ..  and suppose that x  0. Let 
 	 0, and take a u x  , x .0 0 02
Ž . Ž .Let y 0, be such that 
 	 y . We have then

 

u y u 	 y  u 
 x   
 x   x ,Ž . 0 0 02 2
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Ž .whence by 3.3 and the definition of x we obtain0
1 1 p
 u   u 	 y   u y   x .Ž . Ž . Ž . Ž .Ž . 0p p

 .Thus   x  , is constant, contrary to the definition of x , which0 02
Ž .means that   S is constant. This however contradicts H1 and thus the	
proof of invertibility of   S is finished.	
Ž . Ž .Let us prove now that the case  cannot occur if we assume H1 .
Ž . Ž . Ž .LEMMA 3.3.4. If , 	 is a solution of 3.3 satisfying H1 , then 	 is
strictly increasing.
Proof. By Lemma 3.1, 	 is invertible. Suppose 	 is strictly decreasing
Ž . Ž .and put 	 y instead of y into 3.3 . We get
p x  1 p  x y   x 	 2 y ,Ž . Ž . Ž . Ž .Ž .
Ž .for every x, y . Hence, using 3.3 again, we get
2 2p 2 p  x  1 p  x y   x 	 y ,Ž . Ž . Ž . Ž . Ž .Ž .
Ž . 2 Ž .for every x, y . Put p p 2 p and 	 	 . Then p 0, 1 and˜ ˜ ˜
Ž . Ž . Ž .the pair , 	 satisfies H1 with 3.3 replaced by˜
p x  1 p  x y   x 	 y .Ž . Ž . Ž . Ž .Ž .˜ ˜ ˜
Ž .Moreover, 	 satisfies  . Thus in view of Lemma 3.3,  is invertible.˜
Ž .Coming back to Eq. 3.3 we get
x 	 y  1 p x  1 p  x y ,Ž . Ž . Ž . Ž .Ž .
for every x, y . Now, if y 0 then the right hand side of the above
equality lies between x and x y, while the left hand side is less than x
Ž .because 	 is decreasing and 	 0  0. This contradiction shows that 	
cannot be decreasing.
Let us collect the results we got hitherto in the following.
Ž .PROPOSITION 3.3.1. If , 	 is a pair of continuous functions satisfying
Ž . Ž .Eq. 3.3 and H1 , then 	 is strictly increasing, S  , and    is	  
1inertible. In particular, if p and M denotes the quasiarithmetic mean2
generated by    , i.e., if M is gien by 
 x   yŽ . Ž .1M x , y   ,Ž . ž /2
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for x, y , then
u 	   u if 0 u ,Ž .
M u ,   3.10Ž . Ž . ½   	 u if 0 u.Ž .
Ž .Now we are in a position to determine solutions of 3.2 .
Ž .PROPOSITION 3.3.2. If , 	 is a pair of continuous functions satisfying
Ž . Ž .Eq. 3.2 and H1 , then either
1 x  kx and 	 x  x 3.11Ž . Ž . Ž .2
for eery x , where k 0 is an arbitrary constant, or
1 1 exp axŽ .
 x  k exp ax  1 and 	 x  ln 3.12Ž . Ž . Ž . Ž .Ž . ž /a 2
for eery x where k 0 and a 0 are arbitrary constants.
Ž .Proof. Let us observe that 3.10 implies that M is translation invari-
ant. Indeed, we get for every u,  , and s
M u s,   s  u s 	   s u sŽ . Ž .Ž .
 s u 	   uŽ .
 sM u , Ž .
if u . Similarly, if u  we get
M u s,   s  sM u ,  . 3.13Ž . Ž . Ž . 
  Ž .Now in view of 2, Theorem 15.8 we see that 3.13 implies
u
M u ,   3.14Ž . Ž . 2
or
1 exp au  exp aŽ . Ž .
M u ,   ln 3.15Ž . Ž . ž /a 2
for all u,   , where a 0 is a constant. From some well known
Ž .results on the Cauchy equation it follows that 3.14 implies
 u  ku b ,Ž . 1
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Ž .for some constants k 0 and b and every u , while from 3.15 it1 
follows that
 u  k exp au  bŽ . Ž . 2
Ž .for some constants k, b with k 0 and every u . Because of H1 ,2 
we get b  0, and b k.1 2
Ž .Now we can determine 	 using 3.2 with x 0 and, taking into account
invertibility of    , we get that either
1	 y  yŽ . 2
or
1 1 exp ayŽ .
	 y  ln .Ž . ž /a 2
Ž . Ž .One can directly check that the pairs , 	 given by formula 3.11 and
Ž . Ž .3.12 actually solve 3.2 . This completes the proof the proposition.
Let us apply the results from the previous section to the functional
Ž .equation 1.2 . It follows from the definitions of  and 	 that functions f
Ž .and g solving 1.2 are given by the formulas
f x   x g 0  f g 0 3.16Ž . Ž . Ž . Ž .Ž . Ž .
and
g x  	 x  g 0 . 3.17Ž . Ž . Ž . Ž .
Ž .Thus the solution 3.11 implies that g and f satisfy
1g x  x dŽ . 2
for every x , where d is a constant, and
f x  kx bŽ .
 .for every x d, , where k 0 and b are arbitrary constants. Substitut-
Ž .ing these functions into 1.2 we get the equality
c
2 c kx 1 ky 2 c b ckd 0Ž . Ž .ž /2
which is fulfilled for all x d, y only in the case where c 2 and
d 0, b being arbitrary. Consequently, we have S  in this case.g 
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Ž . Ž . Ž .Now, 3.12 yields the solution f , g of 1.2 which has the form
1 1 exp axŽ .
g x  ln  dŽ . ž /a 2
for all x and
˜f x  k exp ax  b 3.18Ž . Ž . Ž .
˜ . Ž .for all x d,  g  , where k 0, a 0, b and d are some con-
Ž .stants. Substituting the above formulas into 1.2 we get the equality
c exp adŽ . ˜1 k exp ax 1 exp ay  2 c b 0Ž . Ž . Ž .Ž .ž /2
1 2which holds for every x d, y only if d ln , and in the case a c
where c 2, we have b 0. Moreover, if d 0 which is possible only if
Ž . Ž . Ž .a c 2  0, then after substituting y 0 in 1.2 , we can calculate f x
Ž . Ž . Ž .for any x . It turns out that f x is given by 3.18 with b 0 on
the whole   S in this case. g
Ž .Since it is a matter of a simple calculation that all the pairs f , g
Ž .determined above actually solve 1.2 , we can summarize the results
Ž .concerning Eq. 1.2 in the following.
Ž .THEOREM 3.3.1. A pair f , g of continuous functions f : and
Ž .g :  is a solution of 1.2 if and only if one of the following holds:
1Ž . Ž . Ž .a c 2, g x  x, f x  kx b, x ;2
Ž .1 1 exp axŽ . Ž . Ž . Ž . Ž .b c 2, g x  ln , f x  k exp ax  b, x ;a 2
Ž .1 1 exp axŽ . Ž . Ž . Ž . Ž . Ž .c c 2, g x  ln , f x  k exp ax , x  g  ; a c
Ž .d c 2, g is an arbitrary continuous function, and f  S  is ang 
arbitrary constant function;
Ž .e c 2, g is an arbitrary continuous function, and f  S   0,g 
where k 0, a 0, and b are arbitrary constants.
Above we allowed g to map  into . If we restrict the range of g to
 , then S 
 . Thus it is enough to assume that f is defined in  g  
and we obtain the following.
Ž .COROLLARY 3.3.1. A pair f , g of continuous functions f :  and
Ž .g :  is a solution of 1.2 if and only if one of the following holds: 
1Ž . Ž . Ž .a c 2, g x  x, f x  kx b;2
Ž .1 1 exp axŽ . Ž . Ž . Ž . Ž .b c 2, g x  ln , f x  k exp ax  b;a 2
Ž .1 1 exp axŽ . Ž . Ž . Ž . Ž .c c 2, g x  ln , f x  k exp a ,a c
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Ž .d c 2, g is an arbitrary continuous function, and f is an arbitrary
constant function;
Ž .e c 2, g is an arbitrary continuous function, and f 0;
Ž .where k 0, a 0, and b are arbitrary constants with, in the case c ,
Ž .a c 2  0.
Ž .From Theorem 3.1 we can also derive the form of solutions of 1.2 , if
we assume that the equation holds for all x, y. Indeed, we obtain the
following.
Ž .COROLLARY 3.3.2. A pair f , g of continuous functions mapping  into
Ž . Ž . Ž . is a solution of 1.2 for all x, y if and only if one of a  e from
Corollary 3.1 holds, where k 0, a 0, and b are arbitrary constants.
Ž . Ž .Proof. If f , g is a solution of 1.2 for all real x and y then a fortiori
Ž .it is a solution of 1.2 for non-negative x and y. Thus we get from
Theorem 3.1 the formulas for g and f restricted to  or   S ,  g
respectively. Now the point is to show that the formulas are valid in the
Ž .whole of . Let us show it in the case c ; the other cases may be treated
similarly. Suppose that
x  inf t : f x  k exp ax , x t . 4Ž . Ž .0
Note that if a 0 or a 0 and c 1 then g   takes on some positive
Ž .  Ž .4values; choose a y 0 so that g y  0 and put 
min y, g y . If
Ž  Ž .x x  
 , x then both x  y and x  g y are greater than x .0 0 0 0 0
Ž . Ž . Ž .Substituting x and y in 1.2 we easily obtain f x  k exp ax , which
Ž .contradicts the definition of x . Now, if a 0 and c 1 then g y  00
Ž . Ž for every y 0. Put 
g y an take x x  
 , x . Inserting x0 0
Ž . Ž . Ž . Ž .g y instead of x into 1.2 we easily calculate that f x  k exp ax ,
which again contradicts the definition of x . Thus the formula for f holds0
Ž . Ž .in , and it suffices to use invertibility of f to determine g y from 1.2 ,
completing the proof.
Ž .We can also state a result about Eq. 1.1 , taking into account that if
Ž . Ž . Ž Ž .. Ž .f , h is a solution of 1.1 , then f , h , 0 is a solution of 1.2 .
THEOREM 3.3.2. Let f : be a continuous function and let h : 
Ž .  be continuous with respect to the first ariable. Then f , h is a
Ž .solution of 1.1 for x, y if and only if one of the following holds:
x yŽ . Ž . Ž .A c 2, h x, y  , f x  kx b, x ;2
Ž . Ž .1 exp ax  exp ayŽ . Ž . Ž . Ž . Ž .B c 2, h x, y  ln , f x  k exp ax  b, xa 2
 ;
Ž . Ž .1 exp ax  exp ayŽ . Ž . Ž . Ž . Ž .C c 2, h x, y  ln , f x  k exp ax , xa c
Ž . h   ; 
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Ž .D c 2, h is an arbitrary function continuous with respect to the first
Ž Ž ..ariable and f      h   is an arbitrary constant function;   
Ž . Ž . Ž Ž ..E c 2, h is as in D and f      h    0.   
Here k 0, a 0, and b are arbitrary constants.
Remark 3.3.1. The above theorem remains valid if we replace  by 
Ž .and assume that 1.1 holds for all x, y. This is a consequence of
Corollary 3.2.
On the other hand, from Corollary 3.1 we can derive the form of
Ž .solutions of 1.1 on   with an additional assumption that the 
range of h is contained in  . It will be the same as in Theorem 3.2,
Ž . Ž .except for C , where a is such that a c 2  0.
Finally, we note that the original equation studied by A. De Morgan is
 x n   y n   x   yŽ . Ž . Ž . Ž .
  z x , y  n   z x , y . 3.19Ž . Ž . Ž .Ž . Ž .
Ž . Ž .He arrived at Eq. 1.0 after differentiating Eq. 3.19 with respect to n. It
Ž . Ž . Ž .is easy to see that if we let h x   x n   x , then h satisfiesn n
Ž .1.0 for each n.
Thus we have, in the case of continuous  and z continuous in one
variable, that the nontrivial solutions according to Theorem 3.2 are
1
z x , y  ln exp ax  exp ay ,Ž . Ž . Ž .Ž .
a
since z does not depend on n and
 x n   x  k n exp ax . 3.20Ž . Ž . Ž . Ž . Ž .
Ž .To solve for  directly, we interchange x and n in 3.20
 x n   n  k x exp anŽ . Ž . Ž . Ž .
and with n 0, we obtain
 x  k x   0 .Ž . Ž . Ž .
Ž .Substituting back into Eq. 3.20 yields
k x n  k x  k n exp ax .Ž . Ž . Ž . Ž .
Ž .We note that this means that k 0  0. After again interchanging x and n,
Ž .solving both equations for k x n , and setting the results equal, we
obtain
k n exp ax  k x  k x exp an  k nŽ . Ž . Ž . Ž . Ž . Ž .
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which in turn implies that
k x  A exp ax  1 , for some A 0.Ž . Ž .Ž .
This means that  is given by
 x  A exp ax  1  B ,Ž . Ž .Ž .
Ž .where B  0 , and we have obtained the solution to De Morgan’s
original problem without the assumption of differentiability.
4. MARSHALL’S PROBLEM
During the 7th International Conference on Functional Equations and
Inequalities, held in September 1999 in Złockie, Poland, J. Aczel presented´
Ž  .the following problem of A. W. Marshall cf. 7 : A. De Morgan states in a
Ž  . Ž .paper author’s remark, see 4 that with slightly changed notation Eq.
Ž . Ž .1.0 x, y, z, and h non-negatie implies that there exist nonnegatie
functions c and F such that
f x z  c x F z . 4.1Ž . Ž . Ž . Ž .
Ingram Olkin and I were unable to fill what was missing here. During the
  Ž .same meeting J. Aczel 1 himself gave an answer, namely that 4.1 can be´
Ž .derived from 1.0 if f is injective. He asked also whether the injectivity
assumption can be weakened. From the results of the present paper two
Ž . Ž .more conditions can be given. One states that 4.1 follows from 1.0 if f
Ž .is not constant and locally bounded from above or from below at any
Ž Ž .point of  and h is continuous in each variable cf. Theorem 2.1 C , with
.I J , c 1, and a 0 . The other possibility is that we assume
continuity of f but relax the assumption on h assuming its continuity with
Ž Ž .respect to one variable only cf. Remark 3.1 and Theorem 3.2 C , with
.c 1 and a 0 . Both answers were presented at the 7th ICFEI by the
Ž  .first two authors cf. 11 .
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