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Abstract
Learning Robust and Discriminative Manifold Representations for
Pattern Recognition
by Sriram Kumar

Face and object recognition find applications in domains such as biometrics,
surveillance and human computer interaction. An important component in
any recognition pipeline is to learn pertinent image representations that will
help the system to discriminate one image class from another. These representations enable the system to learn a discriminative function that can classify a
wide range of images. In practical situations, the images acquired are often corrupted with occlusions and noise. Thus, a robust and discriminative learning is
necessary for good classification performance.
This thesis explores two scenarios where robust and discriminative manifold
representations help recognize face and object images. On one hand learning
robust manifold projections enables the system to adapt to images across different domains including cases with noise and occlusions. And on the other hand
learning discriminative manifold representations aid in image set comparison.
The first contribution of this thesis is a robust approach to visual domain adaptation by learning a subspace with L1 principal component analysis (PCA) and
L1 Grassmannian with applications to object and face recognition. Mapping
data from different domains on a low dimensional subspace through PCA is a
common step in subspace based unsupervised domain adaptation. Subspaces
extracted by PCA are prone to be affected by outliers that lead to noisy projections. A robust subspace learning through L1 -PCA helps in improving performance. The proposed approach was tested on the office, Caltech - 256, Yale-A
and AT&T datasets. Results indicate the improvement of classification accuracy
for face and object recognition task.
The second contribution of this thesis is a biologically motivated manifold learning framework for image set classification by independent component analysis
(ICA) for Grassmann manifolds. It has been discovered that the simple cells in
the visual cortex learn spatially localized image representations. Similar representations can be learnt using ICA.

Motivated by the manifold hypothesis, a Grassmann manifold is learnt using
the independent components which enables compact representation through
linear subspaces. The efficacy of the proposed approach is demonstrated for
image set classification on face and object recognition datasets such as AT&T,
extended Yale, labelled faces in the wild and ETH - 80.
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Chapter 1
Introduction
The human brain is confronted with high dimensional multi-modal sensory
data everyday. The task of visual recognition is performed effortlessly by the
human brain by extracting only the pertinent information from the sensory
data. Even in the presence of occlusion, recognition of objects and faces is done
efficiently. Building a system to accomplish the task of visual recognition is not
trivial. Challenges include recognition under occlusion, noise, unconstrained
environments (a.k.a in the wild), variations in illumination and pose to name a
few. Applications of interest include domains such as robotics, military, surveillance, entertainment and health-care to name a few.
The standard pipeline for a such a task starts with feature extraction followed
by a statistical or machine learning algorithm to learn how to make decisions
from examples and use that knowledge to classify or recognize the objects. The
first task is to extract meaningful representations for the objects [1]. For applications such as face and facial expression recognition, texture based features
are used since they capture shape information and are invariant to illumination variations. Popular texture descriptors include Local Binary Pattern (LBP)
and Local Ternary Pattern (LTP) [2]. On the other hand for applications such
1
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as object recognition, it is desired to extract features that capture local information such as edges and corners. Some popular descriptors include Scale Invariant Feature Transform (SIFT) [3] , Speeded Up Robust Features (SURF) [4]
and convolutional features [5]. Another way of representing objects include
bags of features [6, 7] and feature encoding [8, 9] methods. In simple words,
such a representation encodes the information in a histogram. The above mentioned features are application specific and often parametric, thus require tuning of hyper-parameters to suit the data at hand. In the deep learning front, there
has been a proliferous growth in feature learning. Deep networks have shown
to perform feature extraction, dimensionality reduction and classification, and
thus alleviating users from handpicking features and classifiers to be used [10–
12].
The features that are obtained from the feature extraction process are often high
dimensional. Understanding such high dimensional data can be challenging
as well as computationally demanding for any statistical or machine learning
algorithm. It is advantageous to follow the feature extraction step with dimensionality reduction in the form of manifold learning [13]. Linear dimensionality
techniques include Principal Components Analysis (PCA) and Linear Discriminant Analysis (LDA) find a new subspace that spans the input data. Non-linear
versions of manifold learning include Laplacian eigenmaps [14], ISOmetric feature MAPping (ISOMAP) [15] and Locally Linear Embedding (LLE) [16]. These
methods are referred to as feature embeddings. The above linear and non-linear
dimensionality reduction techniques try to preserve some desirable property of
the data in the reduced space such as variance, neighborhood information or
reconstruction error. It has been shown that these manifold learning techniques
are actually instances of Kernel Principal Component Analysis (KPCA) according to different kernel functions [17].
Recently learning on the Grassmann manifold has received attention because it
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is efficient and discriminative [18, 19]. Grassmann geometry represents linear
subspaces as points on the manifold. Grassmann kernelization embeds subspaces onto a projective space where distance computations can be effectively
performed. Classical algorithms such as nearest neighbors, support vector machines [20] and sparse representation based classification [21] can be performed
on this projective space.
This thesis focuses on two problems in computer vision namely unsupervised
visual domain adaptation and image set classification.

1.1

Why is Domain Adaptation Important?

Learning to ride a motorcycle is easier once a person masters how to ride a
bicycle. This is because, both the activities are similar and the skills can be
transferred. Such an adaptation task is called transfer learning. Visual domain
adaptation is a specific case of transfer learning where the system tries to recognize the same object categories obtained from different domains such as a DSLR
and webcam. The human brain can identify a car if it is shown on a television,
a computer or on the road. When a system learns to identify an image of a car
from a database acquired using a DSLR, it often fails to adapt itself when it tries
to recognize an image of a car obtained from the internet. The process of adaptation which comes naturally to humans is difficult to impart to a system. Recently subspace based techniques have gained popularity in domain adaptation
[22–28]. Specifically, we study three subspace based domain adaptation methods namely Geodesic Subspace Sampling [22], Geodesic Flow Kernel [23] and
Subspace Alignment[24]. These methods perform principal component analysis to derive meaningful subspace representations. Although it is simple and
intuitive, principal components are sensitive to outliers and often extract noisy
projections even in the presence of one outlier and corrupts the representations
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[29]. This is attributed to the formulation of the optimization problem under
L2 norm. To this end, principal components are extracted by performing optimization under L1 norm since it is more robust to outliers. Object and face
recognition is performed where a model is learnt by extracting robust subspace
representations from one domain and applied on another domain having the
same object classes.

1.2

Why is Image Set Comparison Important?

The human eye is presented with rich visual data on a daily basis that is under
constant flux. It is believed that the visual cortex models all the variations of an
object on a manifold [30]. In image set classification, large amounts of data of a
single object or person is available at hand over long periods of time with variation in pose and illumination. It has found a myriad of applications in domains
such as biometrics for security, military for surveillance and entertainment for
face tagging to name a few. Characterizing such images as a manifold enables
efficient modelling and circumvents the problem of “Curse of Dimensionality”.
We derive meaningful representations using independent components analysis and learn a Grassmann manifold where we perform classification. Better
representations are harnessed from image sets rather than a single image, as
this helps in exploiting the underlying geometrical structure. The benefits of
learning a manifold include dimensionality reduction and improved class separation.

Chapter 1. Introduction

1.3

5

Thesis Contributions

The first contribution of this thesis is a robust approach to domain adaptation
with applications to object and face recognition. The second contribution of
this thesis is an algorithmic framework inspired by the human visual system
called the perceptual manifold applied to the problem of image set classification. These contributions are summarised as follows:

• Robust domain adaptation
– Analysis and evaluation of three subspace based domain adaptation
techniques Geodesic Subspace Sampling, Geodesic Flow Kernel and
Subspace Alignment.
– Learning a robust subspace extraction using L1 norm to perform domain adaptation.
• Image set classification
– Analysis and evaluation of Grassmann learning with kernels and
sparse representation for image set classification.
– Proposes a biologically motivated framework for image set classification.
– Extending the proposed approach to incorporate sparse representation based classification.

1.4

Thesis Outline

Following the introduction, Chapter 2 presents the concept unsupervised subspace learning. Classical techniques such as principal component analysis and

Chapter 1. Introduction

6

random projections are discussed. In addition, L1 principal component analysis is also reviewed. This is followed by an overview of manifold learning.
The chapter concludes with the discussion of independent component analysis.
Chapter 3 introduces the Grassmann learning framework. This is followed by
the description of different metrics and kernels defined on the Grassmann manifold. The chapter concludes with the discussion of robust and discriminative
Grassmann learning using L1 principal component analysis and independent
component analysis. Chapter 4 formally introduces the problem of learning
with a statistical perspective. This is followed by an overview of support vector
machines and its kernel extension. The chapter concludes with explanation of
how discriminant analysis and sparse representation based classification can be
performed on the Grassmann manifold. Chapter 5 introduces the problem of
visual domain adaptation. An overview of different methodologies in the literature is presented. This is followed by the discussion of three methods based on
subspace learning namely Geodesic Subspace Sampling, Geodesic Flow Kernel
and Subspace Alignment. The experimental protocol and datasets used in face
and object recognition are then described. The chapter concludes with the discussion of the results and analysis. Chapter 6 introduces the problem of image
set classification and current approaches to the problem. A new algorithmic
framework to model image sets and perform classification by learning a Perceptual manifold is presented. This is followed by the biological motivation behind
this algorithm. Experimental protocols and datasets used in experiments are
then detailed. The chapter concludes with the discussion of the results and
analysis. Chapter 7 summarizes the findings and discusses possible extensions
to pursue.

Chapter 2
Unsupervised Subspace Learning

2.1

Dimensionality Reduction

F IGURE 2.1: Visualization of toy data spread in R1 , R2 and R3 .

Dimensionality reduction is the process of mapping the data from its high dimensional image space to a lower dimensional subspace through some kind of
transformation or mapping. Working with high dimensional data can be computationally challenging and thus some form of reduction in representation
is needed. Images themselves are high dimensional. For example, an image
I ∈ R1000,1000 pixels resides in a high dimensional image space having 1,000,000
dimensions. There is a lot of redundant information since not all the pixels in
the image contain useful information. The human visual system (HVS) is very
7
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F IGURE 2.2: Conceptual illustration of mapping from a high dimensional
space RD to a lower dimensional subspace Rm , m  D

efficient at extracting discriminative image representations images and modelling them in a lower dimensional subspace [30]. Inspired by the working of
the HVS, feature engineering has been an active research with the aim of extracting information relating to textures [2], edges [31], corners [32]. However
this causes additional increase in dimensionality. A common problem associated with big feature spaces is the “Curse of Dimensionality” which was coined
by Richard Bellman [33] in 1961. This phenomenon is illustrated in Figure 2.1. It
can be observed that as dimensionality increases, data samples become sparsely
distributed and thus exponentially large amounts of data are needed with increase in dimensionality [34]. Another problem is that scalability of algorithms
in higher dimensions [35]. The key reasons for pursuing dimensionality reduction techniques can be summarized as follows:

– Computational complexity: Perform classification in a dimensionality reduced space, as it decreases the load on the computation.
– Noise reduction: Mitigate the effects of noise and redundant information
contained in the data and thus display the data in a compact space.
– Visualization: Visualize the spread of data in two or three dimensions and
perform exploratory data analysis.
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– Feature extraction: Harness better representations of the data in the lower
dimensional space that promote discrimination and improve classification
accuracy.
In this thesis we explore unsupervised subspace learning techniques to learn a
transformation or mapping matrix. The idea of dimensionality reduction can be
stated as follows: given the data X ∈ RD , estimate a mapping that transforms
the data to Rm , such that m < rank( D ). The mapping is given by, Y 7→ RX,
where R ∈ Rm,D . This process is illustrated in Figure 2.2. A comprehensive
review of linear dimensionality reduction technique is presented in [36].
We first start by describing Principal Component Analysis (PCA) which is a
classic and common dimensionality reduction technique. In short, PCA finds a
linear transformation matrix which minimizes the reconstruction error between
the original data and the projected data in the least square sense, or equivalently
finds a space that maximizes the variance in the data. This is followed by L1
principal component analysis which is a robust version of the standard PCA,
since it tries to minimize the reconstruction under L1 norm. This formulation
has no closed form solution but many optimal algorithms have been proposed
to solve the problem [37]. We conclude this chapter by describing Independent
Component Analysis (ICA), which is an extension of PCA that utilizes higher
order statistics.

2.1.1

Principal Component Analysis

Principal Component Analysis (PCA) is a statistical technique that transforms
a set of correlated variables into a set of linearly uncorrelated variables using
an orthogonal transformation. It is a linear dimensionality reduction technique
that projects the data from its original space into a new subspace that maximizes the variance. Let X = [ x1 , x2 , . . . , x N ] ∈ RD,N denote the data matrix. We
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assume that the data is mean subtracted, i.e.

10
1
N

N

∑ xi = 0. PCA can be formu-

i =1

lated as a minimum reconstruction error problem, wherein the goal is to find
the orthonormal projection matrix that best minimizes the reconstruction error,
in the mean square sense. Let R ∈ RD,m an orthonormal matrix having rank m.
The PCA problem is defined as:
E2 = k X − RV k2F

(2.1)

where V ∈ Rm,N and V = R T X. This problem can be reformulated as a projection maximization problem by solving,
R L2 = arg max Tr [ R T XX T R]

(2.2)

where, Tr (.) denotes the trace of a matrix. Since k Ak2F = Tr ( A T A), Equation
(2.2) can be re-written as,
R L2 = arg maxk X T Rk2 .

(2.3)

The above problem can be solved by eigenvalue decomposition and the top m
eigenvectors of XX T maximize the variance in the data. Alternatively, principal
components can be computed using singular value decomposition (SVD). An
illustration of PCA is shown in Figure 2.3. The data is generated by sampling
from a multivariate Gaussian distribution. The top two principal components
are overlaid on the data to show the principal directions. We see that the leading
principal component is in the direction of maximum variance of the data. PCA
is a standard tool in any machine learning pipeline due to its simplicity and effectiveness. However, in practical situations, data at hand is contaminated with
noise and outliers. PCA is sensitive to noise and can lead to noisy components
[38]. In the next section, a robust approach is described to learn components in
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F IGURE 2.3: Top two principal components computed from the given data.

the presence of outliers.

2.1.2

L1 Principal Components Analysis

The problem with PCA formulation under L2 -norm approach is sensitive to
outliers [39]. Even a single outlier can affect the direction of the principal component. In order to make it robust, the problem is formulated under L1 norm.
Under the L1 formulation, Equation (2.1) becomes,
E1 = k X − RV k1 .

(2.4)

And the projection maximization formulation presented in Equation (2.3) becomes,
R L1 = arg maxk X T Rk1 .

(2.5)

As a consequence of this reformulation, Equation (2.4) and (2.5) are no longer
equivalent under L1 constraints. The optimal solution to the above L1 problem
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is NP-hard [37]. It was proved that [39] the optimal solution for L1 principal
component is given by,
r L1 =

Xbopt
k Xbopt k2

(2.6)

where bopt is a binary vector having length N and entries from {−1, +1}. It was
also shown that in [39], k X T r L2 k1 = k Xbopt k2 and bopt can be solved by,
bopt = arg maxk Xbopt k2 = arg max b T X T Xb

(2.7)

A fast computation of principal components was presented in [29] and is oerviewd
in the next section.

2.1.2.1

Fast Computation of Eigenvectors

In [29], a fast computation of one principal component was proposed based on
bit flipping. We give an overview of the algorithm below. A binary vector is
initialized from the column of the covariance matrix of the input data. Then the
bits that contribute negatively to the projection energy are flipped. This process
is repeated on every column of the covariance matrix and the optimal binary
vector is converted into an eigenvector. The first step is to identify the bits that
negatively affect the projection energy. The quadratic form of Equation (2.7) is
given by,
b T X T Xb = Tr ( X T X ) + ∑ 2bi
i

n

o
T
b
(
X
X
)
i,j i, j ∈ {1, 2, . . . , N }
∑ j

(2.8)

j >i

In order to identify the bits that have negative effect on the aggregate maximum,
a parameter α is defined as,
αi , ±4bi ∑ b j X T X
j 6 =i


i,j

(2.9)
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Algorithm 1 Computation of L1 principal component [29]
1:
2:

Input: X ∈ RD,N data matrix


[ B]:,n ← single bit flippping

X j , sign



[X T X]


:ni

c ← argmaxi [ B T X T XB]i,i
Return: r̂ L1 = X [ B]:,c /k X [ B]:,c k2
Function: single bit flippping
1: Input: X ∈ RD,N data matrix and b ∈ {±1} N
2: Repeat:


3:
4:

αi ← bi ∑ j6=i b j [ X T X ]i,j ∀i ∈ 1, . . . , N
4: i f (v < 0) b p ← −b p ; else, EXIT
5: Return: b
3:

The bits that negatively contribute can be found using Equation (2.9) and are
flipped. Thus by finding bopt , Equation (2.6) can be used to determine the corresponding eigenvector. An extension of this approach to multiple principal
components by using a greedy strategy was presented in [38, 40].
update

xi

= xi − r (r T xi ) ∀i ∈ {1, . . . , N }

(2.10)

After the first principal component is computed, the contributions of that bit
from all the data is removed and the above Equation (2.10) is updated. The
bit flipping algorithm (even for one principal component) does not guarantee
optimal solution but the principal components are orthonormal. This process
is repeated until the required number of components or eigenvectors are computed. The steps involved in the fast computation of L1 eigenvectors are detailed in [29, 38]. For completeness we present the psuedocode of the bit flipping algorithm for fast computation of L1 principal component in Algorithm 1.
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Manifold Learning

A manifold M is a topological space that is locally homeomorphic to m dimensional Euclidean space Rm , where m is the dimensionality of the manifold. A
topological space X is called locally Euclidean if there is a non-negative integer
d such that every point in X has a neighborhood which is homeomorphic to the
Euclidean space or Rd . Homeomorphism is a function that preserves the local
structure between topological spaces. In computer vision and machine learning
applications, manifolds are often referred as image or signal manifolds which
are subsets of a larger space. Manifold learning algorithms fall under non-linear
methods for dimensionality reduction. They assume that the data is embedded
on a non-linear manifold in high dimensional space. These low dimensional
manifolds are embedded in RD as a non-linear surface. The mapping from high
dimension to low dimension is estimated in a way that the geometrical structure
is preserved as much as possible. Most of the manifold learning techniques involve constructing an adjacency graph based on some metric distance. A comprehensive review of various manifold learning techniques including Laplacian
eigenmaps [14], ISOmetric feature MAPping (ISOMAP) [15] and Locally Linear
Embedding (LLE) [16] are discussed in [41].

2.3

Independent Component Analysis

Independent Component Analysis (ICA) is a generalization of PCA that is sensitive to higher order statistics [42]. We consider the signal x ∈ R N , x which
represents observations and can be written as a linear combination of the mixing matrix A and source signal s:

x = As

(2.11)
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F IGURE 2.4: Two independent components and two principal components
overlaid on the data that is not Gaussian distributed.

where s ∈ R N is the unknown source signal, assumed to be independent, and x
is the observed mixture of signals. The mixing matrix A is invertible. The ICA
algorithm tries to estimate the matrix A, or equivalently the separating matrix
W ∈ R N,N (Section 2.3.2), based on the above assumptions and knowledge of
observations x as follows,

U = Wx = W ( As)

(2.12)

Figure 2.4 shows an example where the ICA correctly identifies the components, in contrast to PCA, when the data is not Gaussian distributed. The steps
involved in the process are described next.

2.3.1

Whitening Transformation

The retina in the eye tries to remove redundancy in the visual cortex [43]. This
is achieved by transforming the visual information into a statistically independent basis by a process called whitening transformation. On average, natural
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(A)

(B)

F IGURE 2.5: Histograms of an imageset data before whitening is shown in
Figure 2.5a and after whitening is shown in Figure 2.5b.

images follow 1/ f law in the frequency domain. When 2D Fourier transform is
applied on a natural image, the magnitude of each component decreases as the
frequency component increases. It could be that the human visual system reduces the redundancy in information by reducing the magnitudes in frequency
domain. Consequently it was shown in [44] that this corresponds to transforming the input data into a new basis in a way that they are uncorrelated. To speed
up the process of ICA learning, the observations are preprocessed by whitening.
This essentially removes correlation and reduces the dimensionality.
We start by centering our data. Let X = [ x1 , . . . , xi , . . . , xc ] ∈ RD,N , i= 1, . . . , c,
denote the data samples of dimension D, where N is the total number of samples and c is the total number of classes. The data is centered by subtracting
e = X − M( X ), where M( X ) =
the mean as, X

1
N

N

∑ xn .The whitening transfor-

n =1

mation matrix is obtained by performing the eigenvalue decomposition on the
covariance matrix,
e ) = ΓΛΓ T
COV ( X
where COV ( X ) =

(2.13)

1 e eT
e
N X X , Γ is the matrix containing the eigenvectors of COV ( X )

and Λ is the diagonal matrix of eigenvalues. It has been shown that in addi
eX
e T ] = I , the whitening
tion to removing correlation among components E[ X
transformation helps the convergence of the ICA algorithm and also improves
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F IGURE 2.6: Extracting statistically independent basis images under
Architecture I.

performance in applications. The histograms before and after whitening transformation for a sample image set from AT&T dataset is shown in Figure 2.5 The
whitening transformation is given by,
e
W = Λ−0.5 Γ X

(2.14)

After performing PCA, only the top components were retained such that they
account for at least 99% of the variance. Mathematically this can be state as,
m

∑ λi

i =1
D

≥ 0.99

(2.15)

∑ λi

i =1

2.3.2

The Information Maximization Algorithm (Infomax)

To compute the independent components we use the Infomax algorithm proposed by Bell & Sejnowski [45]. Other methods for computing the independent
components are presented in [46, 47]. The goal of the Infomax algorithm is to
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maximize the mutual information1 between the input and the output of a single layer neural network. This algorithm was developed based on the idea that
maximum information is transferred when a non-linear function (e.g. logistic
function) is the same as the cumulative distribution function of the independent
components. Let the outputs of the neurons be given as Y = g(U ), whereg is a
mapping function that takes in an input and outputs value in the interval [0, 1].
The logistic function is defined as,

gi (U ) =

1
1 + e −U

(2.16)

The variables U1 , . . . , Un are linear combinations of inputs and can be thought of
as pre-synaptic activations of n-neurons. Similarly, the output variables Y1 , . . . , Yn
are post-synaptic activations. The output values are bounded between [0, 1]
by the logistic activation function. The learning algorithm was derived in [45]
which maximizes the mutual information between input X and output Y of the
neural network. This is achieved by maximizing the entropy of output with
respect to the weight by performing gradient ascent. This is equivalent to maximizing the mutual information between X and Y of the network. The gradient
update is given as,
∆W ∝ ∇W H (Y ) = (W T )−1 E(Y 0 X T )
where Yi0 =

gi00 (Ui )
,
gi0 (Ui )

(2.17)

is the ratio of the second and first derivative of the activation

function. In [48], an efficient natural gradient based learning was proposed to
avoid the inverse computation of the weight matrix. This can be achieved by
the multiplication of W T W. The learning rule based on the natural gradient is
given as,
∆W ∝ ∇W H (Y )W T W = ( I + Y 0 X T )W
1 It

(2.18)

represents the mutual dependence between the two quantities. It is defined as I ( X; Y ) =
p( x,y) 
∑y∈Y ∑ x∈X = p( x, y)log p( x) p(y)
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F IGURE 2.7: Extracting statistically independent basis images under Architecture I.

In this work we used the logistic function, as it was shown to produce optimal
filters. For convergence of the algorithm the learning rate was annealed slowly
[45].

2.3.3

ICA-Architecture I : Independent Basis Images

In [49], two ICA architectures were proposed with applications to face recognition. In this thesis we utilized Architecture I to compute the independent
components, which produces statistically independent basis images. Under
this architecture, each face is considered as a random variable and its pixels
as the observations. The data matrix X consists of faces formed by a linear combination of independent basis images S and a mixing matrix A. In Figure 2.6
a pictorial representation of the algorithm is shown. The ICA algorithm computes the matrix W, which recovers the independent basis images represented
as the rows of matrix U. Before applying the ICA algorithm, PCA is performed
on the data. This is beneficial for two reasons: (a) decorrelation of the data,
which essentially removes the dependencies on second order statistics, or pairwise dependencies, in the data; and (b) Reduced computational complexity due
to dimensionality reduction. Let U be the matrix of dimension ( D, m) be the top
m eigenvectors of Γ (Equation 2.13). The input to the ICA algorithm is U T . The
basis images are obtained by multiplying the weights with X, i.e. WX [50]. Figure 2.7 summarizes this process. Sample basis images learned from ICA and
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PCA are shown in Figure 2.8. In the next chapter we introduce the concept of
Grassmann manifold learning and how linear subspaces such as PCA and ICA
can be used to construct a Grassmann manifold.

(A)

(B)
F IGURE 2.8: Top to bottom 2.8a) ICA 2.8b) PCA .

Chapter 3
Grassmann manifolds

3.1

Grassmannian Geometry

A Riemannian manifold is smooth and differentiable manifold that extends the
notion of Euclidean distances to non-flat spaces. Grassmann manifolds are
a special class of Riemannian manifolds, as they are endowed with similar
structure, which enables the computation of distances between points on the
manifold through geodesics [51]. The geodesic distance between two points
x, y ∈ M denoted by dM ( x, y) is the smallest distance between the two points
on the manifold. Subspaces are a special class of Riemannian manifolds [52].
The set of m dimensional linear subspaces in RD is represented as point G (m, D )
on the Grassmann manifold [19]. Figure 3.1 shows two subspaces representing classes in the high dimensional Euclidean space and their mapping on the
Grassmann manifold, represented as two points which correspond to linear
subspaces for each class respectively. This Grassmann structure enables an efficient way to model and compare image sets [53]. A point on the Grassmannian
is represented as a matrix of dimension ( D, m) whose columns span the same
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F IGURE 3.1: A conceptual representation of the Grassmann manifold. On the
left, two image sets are described by linear subspaces in image space RD . On
the right, the subspaces are mapped as points on the Grassmann manifold.

subspace. The principal angle between two orthonormal matrices is defined as
follows:

cosθk =

max

max

p∈span(Y1 ) q∈span(Y2 )

pkT qk
(3.1)

s.t.k pk2 = 1, kqk2 = 1
pkT pi = 0, qkT qi = 0, i = 1, . . . , k − 1

The principal angles can be computed by the SVD of (Y1T Y2 ) as Y1T Y2 = UcosΘ V T
where U = [ p1 , . . . , pm ], V = [q1 , . . . , qm ], and cosΘ = diag(cos θ1 , cosθ2 , . . . , cosθm ).
Angle Θ takes values in the range of θi = 1 : m ∈ [0, π2 ]. The principal angle can
be viewed as a measure of correlation between the subspaces. A small value of
θ implies that the subspaces are highly correlated and vice-versa. In order to
measure the distance between the points on the manifold, valid distance metrics are defined on the manifold. One such metric is the projection metric, which
is the most commonly used in literature. The projection metric is a measure of
distance between two points on the manifold and is defined in terms of the
principal angles as,
m

d Proj(Y1 ,Y2 ) = m − ∑ cos2 θi
i =1

 12

(3.2)
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Grassmann Metrics

In addition to the projection metric, there are other distance metrics defined on
the manifold and these were explored in [18, 20]. We list out the other distance
metrics expressed in terms of principal angles below in Equations (3.3) through
(3.6).

 12
Binet − Cauchy : d(Y1 , Y2 ) = m − ∏ cos2 θi

(3.3)

i

max correlation : d(Y1 , Y2 ) = (1 − cos2 θ1 ) 2

1

(3.4)

1

(3.5)

min correlation : d(Y1 , Y2 ) = (1 − cos2 θm ) 2
Procrustes : d(Y1 , Y2 ) = 2



m

∑ sin

i =1

3.2

2 θi

2

 12

(3.6)

Grassmann Kernels

Kernel functions can be used as a method for similarity measurement. A kernel function maps the data from the original space into a reproducible kernel
Hilbert space (RKHS), a high dimensional space (possibly infinite) with inner
products h·,·i. With the aid of these kernel functions statistical classifiers such as
a SVM can be used. There are various kernels used to induce isometric embeddings that map the points from the Grassmann manifold to Hilbert spaces [54].
Intutively, “isometric embedding” maps Riemannian manifolds to Euclidean
like spaces. The two common kernels used on the Grassmann manifold are projection and Binet-Cauchy kernels. Amongst the two, the projection kernel has
shown to be the most effective [18] in terms of classification. Let Y1 , Y2 ∈ R( D,m)
be a set of linear subspaces. The projection and Binet-Cauchy kernel functions
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F IGURE 3.2: Constructing the Grassmann manifold from the original space by
extracting linear subspaces.

on the Grassmannian is defined as,

K Proj (Y1 , Y2 ) = tr [(Y1 Y1T )(Y2 Y2T )] = kY1T Y2 k2F

(3.7)

K BC (Y1 , Y2 ) = det(Y1T Y2 Y2T Y1 )

(3.8)

In Figure 3.2, a conceptual flow is presented to construct the Grassmann manifold. In order to map the data from the original space onto the Grassmann
space, the data samples from each class are first grouped together and then linear subspaces are extracted for each class. On the Grassmann manifold, the
linear subspaces are represented as points. There are multiple ways to extract
subspaces from the data. In the next section, we detail two methods namely, L1
principal component analysis and independent component analysis for extracting subspaces.

3.3

L1 - Grassmann manifold

In an unsupervised setting the most common method for subspace generation is
the principal component analysis (PCA). PCA tries to find projections pointing
in the direction of maximum variance by minimizing the mean squared error
as given in Equation (2.3). The apparent problem in this approach is that the
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method lacks robustness to outliers and noise, while trying to find the projection along the direction of highest variance. This leads to finding projections in
the direction of noise, which is not desirable [23, 38]. In order to obtain a robust
subspace that is less susceptible to noise or outliers, we utilize the L1 -PCA to
obtain the subspaces. The L1 -PCA has shown promising results in face recognition with noise [38]. L1 Grassmannian [55] approach for subspace mapping
will be robust to the noise that may occur while mapping the subspace on the
Grassmann manifold.

3.4

Grassmann Manifold Learning with Independent
Component Analysis

An important step in constructing the Grassmann manifold is the subspace construction. We propose a robust and discriminative approach to the problem of
subspace learning by constructing the Grassmann manifold based on independent component analysis. We then utilize sparse representation classification in
kernelized space using kernel embedding [21]. Figure 3.3 shows a flowchart
overview of the proposed approach. The first step is image preprocessing,
which involves cropping, scaling, centering and whitening the data. Then the
images available in each class are used to form a subspace using independent
component analysis and each subspace is mapped to a point on the Grassmann
manifold. The process of kernelization using projection kernel is used to map
to a Hilbert space where classification is performed with discriminant analysis
or sparse representations based on minimum reconstruction error. It is notable
that this framework allows image set comparisons, such as when multiple images are available for use in face and object recognition.
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F IGURE 3.3: Proposed algorithm for image set recognition using perceptual
manifold.

3.4.1

Biological Motivation Underlying the Learning Framework

The human visual system is confronted with high dimensional visual information, but has the ability to extract only perceptually pertinent features [30].
These features intrinsically lie on a low dimensional space. The biological inspiration underlying our learning framework is twofold: (i) the basis functions extracted by independent component analysis resemble Gabor-like filters, which
closely model the responses of V1 simple cells [45]. These filters are spatially
localized and exhibit separate high-order dependencies. Moreover, the high
order statistics contain image phase information. (ii) The manifold hypothesis
states that high dimensional data resides in a low dimensional manifold embedded in a Euclidean space. Once the visual system extracts the features, they
are embedded on a perceptual manifold that characterizes the intrinsic dimensionality of the data [56]. We model this process by utilizing independent component analysis. This process is summarized in Figure 3.3. In the next chapter
we give a statistical overview of classification problem and discuss how pattern
recognition can be performed on the Grassmann manifold.

Chapter 4
Classification Techniques
Today in the age of Big Data, there is unprecedented access to a plethora of visual data. The ability to interpret, and discern the data at hand is a challenging
task. The problem of classification deals with assigning labels to the data based
on their attributes and prior examples. The classification problem can be stated
as follows: We have access to a collection of data called the training set for which
the class labels are given. In the case of visual data, we are given a set of features
which have been engineered from the data and contain meaningful information about the data. This particular setting is termed supervised classification.
Methods such as k-nearest neighbors [57] and support vector machines [58] fall
under this category. With the available information at hand a machine learning
or statistical algorithm is used to learn a model by providing examples. This
stage is known as training phase. During the testing phase an unknown test
sample is given to the model and model assigns a label. In the next section, we
introduce the problem of pattern recognition with a statistical perspective.
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Statistical Learning Theory

The problem of learning can be understood under a statistical learning framework of minimizing expected loss function using observed data. The learning
problem is that of choosing the function f ( x, α∗ ) from the given set of functions f ( x, α), α ∈ Ω that predicts the input data x best. Given a training dataset
that is a set of n random observations [ x1 , . . . , xn ] and their associated labels

[y1 , . . . , yn ] that are independently identically distributed (i.i.d) according to
some unknown probability distribution function, p( x, y) = P( x ) P( x |y).
In the risk minimization problem, the indicator function f ( x, α) is chosen as the
best approximation to the response y out of all possible functionals. The loss
function given by L(y, f ( x, α)) is the measure of response between the difference y to an input x and the output of the functional f ( x, α) provided by the
machine learning algorithm. The expected value of the loss function is given
as,
R(α) =

Z

L(y, f ( x, α)) dP( x, y)

(4.1)

The goal is to find the function f ( x, α∗ ) which minimizes the risk R(α) over
all the possible functions f ( x, α), α ∈ Ω when the joint probability distribution P( x, y) is unknown and only the information in the training data is known
Equations (??). The problem of pattern recognition can be defined as follows:
Let the indicator function be given as f ( x, α), α ∈ Ω which takes only two values 0 and 1. Let the output be y which also takes two values y = {0, 1}. The
loss-function is defined as,

L(y, f ( x, α)) =




0,

y = f ( x, α),



1,

y 6= f ( x, α).

(4.2)

The loss functional in Equation (4.1) provides the probability of classification
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error. The problem, therefore, is to find the function which minimizes the probability of classification errors, when the joint probability P( x, y) is unknown,
but the training data is given. In the subsequent sections, supervised classification techniques and their kernelized versions are over viewed.

4.2

Support Vector Machines

F IGURE 4.1: An optimal hyperplane separating the two classes represented as
“+” (red) and “−” (green) respectively with a maximal margin. The support
vectors represented by data inside the circle help in finding the optimal hyperplane.

The support vector machine (SVM) learning algorithm [58] is one of the most
widely used algorithms for problems in pattern recognition. It is popularly
know for its kernelized version. It achieves high performance and has well
founded concepts from statistical learning theory [59]. Given an unknown pattern x, the SVM assigns a class label y( x ) = ±1 by applying the discriminant
function ŷ( x ) = w T Φ( x ) + b. The function Φ( x ) is a feature mapping function.
The input pattern x is mapped into the feature space using the function Φ. The
parameters w and b denote the parameter vector and offset respectively, and are
learned by the algorithm using the labeled training data ( x1 , y1 ), . . . , ( xn , yn ).
SVM is often referred as a large margin classifier, i.e. if the training data is
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linearly separable then the SVM algorithm finds an optimal hyperplane that
separates the two classes by maximizing the margin as much as possible. A visualization of an optimal hyperplane learnt by SVM separating the two classes
denoted by “+” and “−” is shown in Figure 4.1. The support vectors are represented with a circle and help in constructing the margin. The optimization
problem associated with the above problem is mathematically given as,
minimize F (w, b) =
w

1 2
w
2

(4.3)

T

subject to ∀i yi (w Φ( xi ) + b) ≥ 1
The above optimization problem can be solved by using Lagrange multipliers.
The dual of the Equation (4.3) is given as,
n

maximize D(α) =
α

1 n
T
∑ yi αi y j α j Φ ( xi ) Φ ( x j )
2
i =1
i,j=1



 ∀i
αi ≥ 0,
subject to
n


 ∑ yi αi = 0.

∑ αi −

(4.4)

i =1

The objective function given in Equation (4.4) is computationally easier to solve.
The term α denotes the weights and y ∈ {+1, −1} denotes the ground truth.
Once the weights α∗ are computed, the test point can be classified as,
T

ŷ( x ) = w∗ x + b∗ =

n

∑ yi αi∗ Φ(xi )T Φ(xi ) + b∗

i =1

A nice property of the SVM is that it can be kernelized.

(4.5)
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Kernel Algorithms

Linear methods for classification are efficient when the data is linearly separable. But when the data has a non-linear structure, which is often the case,
kernels provide an efficient way to capture the non-linearity in the data. The
training data points can be mapped into high dimensional space, possibly infinite dimensional, that can capture the complex non-linear pattern in the data.
Equation (4.4) involves computing the dot products between the input patterns.
Alternatively, this dot product operation can be performed in an unknown feature space using a kernel function Φ without explicit mapping into that feature space. In [60], kernel function denoted by K ( x, x ∗ ) = Φ( x ) T Φ( x ∗ ) was
proposed that computes the dot product in some unknown high dimensional
space [61]. For a function to be a valid kernel function it must satisfy certain
properties such as positive semi-definiteness and Mercer’s theorem [62].

4.4

SVM with kernels

The kernelized version of SVM is a powerful algorithm and often achieves state
of the art classification. The dot product in Equation (4.4) can be replaced by a
kernel function as,
n

maximize D(α) =
α

∑ αi −

i =1

subject to

1 n
yi αi y j α j Kij
2 i,j∑
=1




 ∀i

αi ≥ 0,

(4.6)



 ∑i yi αi = 0
where Kij = K ( xi , x ∗j ) is the kernel matrix. Now, a test point can be classified as,
T

ŷ( x ) = w∗ x + b∗ =

n

∑ yi αi∗ K(xi , xi ) + b∗

i =1

(4.7)
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A commonly used kernel is the radial basis function (RBF) which was inspired
from artificial neural networks (ANNs). For two patterns x and x 0 the RBF
kernel is defined as,
0

K ( x, x ) = e

4.4.1

−k x − x 0 k
2σ2



(4.8)

.

Kernel Discriminant Analysis with Grassmann kernels

Using the kernels defined in Section 3.2, kernelized versions of classifiers such
as discriminant analysis [63] can be obtained. Linear discriminant analysis
(LDA) is a supervised dimensionality reduction and classification technique
that finds projections to maximize the class separation by maximizing the ratio
of between-class to the within-class scatter. This ratio is termed as the Rayleigh
quotient. Let [ x1 , x2 , . . . , x N ] be the data vectors and [y1 , y2 , . . . , y N ] be the corresponding class labels yi ∈ {1, . . . , C } respectively. We define µc =
be the mean of class c and µ =

1
N

1
Nc

∑ {i | yi = c } x i

∑i xi be the total mean respectively. Let Nc

and N be the number of samples in each class and total number of samples. The
LDA algorithm tries to maximize the Rayleigh quotient given by,

L (W ) =

|W T S b W |
.
|W T S w W |

(4.9)

The between class Sb and within class Sc scatter matrix is defined as,
Sb =
Sw =

1 C
N ∑ c =1

Nc (µc − µ)(µc − µ) T

1 C
N ∑ c =1 ∑ i | y i = c ( x i

(4.10)

− µc )( xi − µc

)T

The optimal projection matrix W is obtained from the largest eigenvector of
−1 S . The rank of S−1 S is C − 1, where C is the number of classes. The data
Sw
b
w b

projected onto the space spanned by W achieves dimensionality reduction and
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class discrimination. By using the kernel trick, the LDA algorithm can be kernelized [64]. Since the kernels defined on the Grassmann manifold are valid
kernels and satisfy Mercer’s theorem, points from the Grassmann manifold can
be mapped to a Hilbert space. The feature map is defined as, φ : G 7→ H. The
Rayleigh quotient becomes,

L (W ) =

|W T Φ T (V − 1 N 1TN /N )ΦW |
|W T Φ T Sb ΦW |
=
|W T Φ T Sw ΦW |
|W T ( Φ ( I N − V ) Φ + σ 2 I N )W |

(4.11)

where Φ is the kernel matrix, 1 N is a vector of length N, V is a block diagonal
matrix whose c-th block is the uniform matrix 1 Nc 1TNc /Nc and σ2 IN is a regularization term. The algorithm of Grassmann Discriminant Analysis is given in
[18].

4.5

Sparse Representation Classification

Sparse representations (SR) are inspired by studies on selective neurons firing
to a stimuli such as images. Studies suggest that this is a phenomenon occurring in the visual cortex [65]. The idea of SR is to represent a signal by a set
of sparse coefficients. Sparse in this context means that the coefficient vector
has very few non-zero values. In the field of compressive sensing (CS) sparse
representation theory has been very successful for signal reconstructions from
very few samples. The SR framework has also been shown to be discriminative
and robust to outliers. The sparsity and robustness stems from the fact that the
optimization problem is formulated under L1 norm. In [66], SR was used for
robust recognition and was shown to produce huge improvements in classification performance.
SR is closely tied to dictionary learning. Often a dictionary is “overcomplete”
meaning that there are more samples than dimensions of the data. It has been
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shown that learning a dictionary from the data can help in harnessing better
sparse coefficients [67]. Recently SR based classification has been used in conjunction with manifold learning [68]. By using graph-embedding techniques
the local geometry of the data and neighborhood information can be preserved.
Mathematically the SR problem can be formulated as follows: Given a matrix
X = [ X1 | . . . | XC ] ∈ RD× N , where C is the number of classes, N is the total
number of samples D is the dimensionality and X which we will call as the
dictionary. The dictionary X, is said to be overcomplete if N  D. A test
sample y can be represented using the atoms in the dictionary as,

y = Xα

(4.12)

where α0 ∈ Rn is a sparse coefficient vector corresponding to the test sample y.
The sparse coefficient harnessed for sample y has non-zero entires corresponding to the cth class and zero elsewhere. In order to obtain a sparse solution,
Equation (4.12) can be reformulated under L1 norm as,
α̂ = arg min kαk1 s.t. y = Xα

(4.13)

α

where kαk1 = ∑i |α|. The L1 minimization problem promotes sparsity in the
solution [69]. The problem presented in Equation (4.12) can be solved by posing it as a LASSO (least absolute shrinkage and selection operator) regression
problem as,
α̂ = arg min k Xα − yk22 + λ|α|1

(4.14)

α

where λ is L1 norm regularization term that controls the amount of sparsity in
the solution. The solution may be obtained using orthogonal matching pursuit
(OMP) [70] or least angle regression (LAR) [71]. In this thesis we solved the
above problem in a least squares setting using the SLEP toolbox [72]. Given the
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sparse coefficient α̂ for a test sample, images can be classified based on minimum reconstruction error [66]. The minimum residue for a class c is given by,
r ∗ = arg min k X α̂i − yk2

(4.15)

i =1:c

4.5.1

Grassmannian Sparse Representation in RKHS

Algorithm 2 Classification using Grssmannian Sparse Representation [21].
1:
2:
3:

Input: K train , K test
Solve the L1 minimization problem in Equation (4.13)
α∗ = arg min kK train α − K test (i )k22 + λkαk1 s.t. K test = K train α, i =

4:

(1, . . . , Ntest )
Compute the residuals, ri∗ = arg min kK test − K train δi (α∗ )k22 for i = 1, . . . , C

α

i =1:c

where, δi (α∗ ) is a vector whose non-zero elements corresponds to elements
in class i
5: Return: predicted class label (K test ) = arg min ri (K test )
In this section we present the SR based classification on the Grassmann manifold. Following [21], we incorporate sparse representations in RKHS using
kernelization. We construct the projection kernel matrix for the training subspaces: K train ∈ R( Ntrain ,Ntrain ) , where Ntrain is the number of training subspaces,
each one corresponding to a different class. This forms our dictionary. In a
similar way we construct the projection kernel matrix for the test subspaces
K test ∈ R( Ntrain ,Ntest ) , where Ntest is the number of training subspaces. The SR
problem is RKHS is given as,
α∗ = arg minkK train α − K test (i )k22 + λkαk1
s.t. K

test

=K

train

(4.16)

α, i = (1, . . . , Ntest )

Under this setting, image set comparisons are possible, as each atom in our
dictionary is a subspace corresponding to one class. We present the details
for the Grassmannian Sparse Representation based classification in Algorithm
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2. Sparse representation classification on Grassmann manifolds was used to
achieve discrimination and robustness in classification. In Figures 4.2 and 4.3,
we show the sparse coefficients and the residual errors for a test subspace from
AT&T and Yale database respectively. Figures 4.2 and 4.3 illustrate that the test
subspace corresponds to one particular class subspace based on the residues.
In the subsequent chapters, applications of robust Grassmann manifold for visual domain adaptation and perceptual manifold learning for image set classification presented.

(A)

(B)

F IGURE 4.2: Sparse coefficients harnessed using Grassmann ICA based SR and
residual error for a sample class from AT&T database.

(A)

(B)

F IGURE 4.3: Sparse coefficients harnessed using Grassmann ICA based SR and
residual errorr for a sample class from extended Yale database.

Chapter 5
Application of L1 PCA to Domain
Adaptation

5.1

Domain Adaptation

F IGURE 5.1: Sample images across different categories from domains DSLR,
amazon and webcam.

In practical machine learning problems, the data presented at test time is different from that the data used to train the classifier. In Figure 5.1 sample images
from three different domains namely DSLR, amazon and webcam are shown.
The shift in domain is apparent by viewing these images. They vary in illumination, resolution and pose. The three domains have the same object categories,
37
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but contain visually dissimilar images. The process of adaptation comes naturally to humans, but it is hard to achieve for the computer. A model is typically
learnt by the classifier such that it performs satisfactorily on the training data
and can classify a similar test sample from the same dataset. However, when
a test sample from a different dataset is applied to the classifier, it often fails to
classify correctly. This may be attributed to the fact that the model is biased on
the particular training dataset [73]. Torralba et al. [73] showed that the classifier
learns something unique to each dataset. Their results pointed out that, each
dataset has a distinct inherent bias or idiosyncrasy that causes the classifier to
learn a biased model. This often results in poor cross-dataset generalization.
The problem we address here is called visual domain adaptation, which falls
under the category of transductive transfer learning where the train and test
data have the same object categories but the domain shift is unknown [74].
One of the main problems in visual domain adaptation is that the nature of the
domain shift is unknown. This raises the question of what is the best feature
representation for a domain. Ben-David et al. [75] presented a theoretical analysis indicating the choice of features representing the domains is such that the
divergence1 between the distributions in the feature space is minimized. In order to improve on the state of the art, algorithms are tuned towards a particular
dataset. Despite being successful, the same algorithm may not perform as well
on a different dataset. Thus we need a robust system that is able to perform reasonably well on any dataset without being idiosyncratic towards any particular
one. Although this is desirable, it is hard to achieve.
There have been several approaches proposed to tackle this problem [76]. Subspace based methods try to find a latent space that is domain invariant, and then
project the data from different domains onto this space. Finally, classification is
performed in this space. This process is summarized in Figure 5.2.
1 Divergence

is a statistical distance between two distributions
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F IGURE 5.2: The pipeline for subspace based domain adaptation approaches.

5.2

Related Work

The problem of domain adaptation (DA) was first explored in the field of natural language processing (NLP) [77] for applications such as sentiment classification. In computer vision it was presented as the “Dataset Bias” [73]. The
challenging aspect of the problem is that the relationship between the source
and target domain is unknown. Subspace based DA techniques assume the existence of a domain invariant space and try to find a mapping from the original
domain space to this latent space. A common strategy employed is the use of
linear representations such as principal component analysis (PCA) for domain
representations [22–24]. Although dimensionality reduction finds a low dimensional space common to both the domains, it does not guarantee the reduction
in the divergence mismatch between the two domains.
Some recent approaches based on dimensionality reduction are presented in
[26–28]. These approaches try to find a latent space by minimizing the mismatch in the distribution between the two domains using maximum mean discrepancy (MMD)2 . Manifold alignment based methods find a projection by exploiting the local geometry [78, 79]. Metric learning and canonical correlation
analysis (CCA) based DA methods have been explored in [74, 80, 81]. In [81],
2 A non-parametric method to compare two statistical distributions by mapping the data
points to reproducible kernel Hilbert space
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they assume the existence of a linear predictor for both the domains. A robust
approach based on low rank reconstruction that is similar to manifold learning
was proposed in [82].
Recently Grasmmann manifold based approaches have received attention [22,
23, 25, 26]. These approaches first map the data from the source and target domains on the Grassmann manifold, and then find intermediate subspaces which
act as domain invariant representations. In [22, 23, 25], they combine the intermediate subspaces on the Grassmann manifold to construct a projection matrix
and map the source and target data onto the space spanned by the intermediate
subspaces. In [22], the intermediate subspaces are obtained by sampling on the
manifold and then are concatenated to create a projection matrix. In [23, 25], the
intermediate subspaces are integrated to construct a projection matrix. These
Grassmannian based approaches use PCA as their basis for subspace generation. While PCA provides an efficient approach for subspace generation, it is
susceptible to noise and outliers [23, 55]. By using PCA, the projections maximize the noise in data and result in poor classification accuracy. We consider
three approaches namely geodesic subspace sampling (GSS) [22], geodesic flow
kernel (GFK) [23] and subspace alignment (SA) [24] using a robust L1 PCA/Grassmann manifold. In [55] a robust Grassmann manifold based approach
was used to perform face recognition under occlusion and noise. We show empirical results illustrates that a robust Grassmannian approach outperforms the
traditional PCA based approach in object and face recognition experiments.
Under the paradigm of domain adaptation, the training data is called the source
domain ( DS ) and the test data is called the target domain ( DT ). Domain adaptation is the problem of learning a classifier that performs well on the target
domain that is sampled from a different distribution and often has few or no
labeled samples. Let XS and XT denote the samples present in the source and
target domain respectively. YS and YT are the class labels corresponding to the
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F IGURE 5.3: Visual representation of the geodesic subspace sampling (GSS)
on the Grassmann manifold between the source domain webcam and target
domain DSLR. The red and orange dots represent subspaces corresponding to
source and target domains respectively. The intermediate dots represent the intermediate subspaces along the geodesic path connecting the source and target
domain. A domain invariant feature representation is obtained by concatenating the sampled subspaces.

conditional probabilities P(YS | XS ) and P(YT | XT ). Under transductive transfer
learning setting, P(YS | XS ) ≈ P(YT | XT ) while P( XS ) 6= P( XT ) [76]. This kind
of scenario occurs frequently in computer vision problems such as face and object recognition in the wild. In the subsequent sections we discuss the three
techniques that was used for analysis.

5.2.1

Geodesic Subspace Sampling

One of the early works on domain adaptation based on subspace learning was
presented by Gopalan et.al. [22]. The source and target domains are represented
as a collection of linear subspaces generated by PCA on the Grassmann manifold. Then a geodesic flow connecting the source and target subspace is constructed on the manifold. Once the flow is constructed, it is possible to sample
points along the geodesic path. These points represent intermediate subspaces
between the source and target subspaces. The intermediate subspaces contain
information that is present in both source and target domains. The geodesic on
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the Grassmann manifold G(m, D ) starting from source S to target T is given by,

Φ(t) = QetB J


where J = 

(5.1)


ID


, ID is the ( D × D ) identity matrix. B is a block ma-

0m− D,D


T
A 
 0
trix given by 
 and A ∈ R(m− D),D is a skew-symmetric matrix. A
T
−A
0

denotes the directional matrix and is computed using the inverse exponential
map. Once A is computed, subspaces can be sampled from the geodesic on the
manifold. An efficient implementation for the orthogonal completion is presented in [83]. The whole process can be summarized as follows:

1. Generate subspaces for the source and target domains by performing PCA.
2. Compute the geodesic flow between the source and target subspace, by
computing the direction matrix using Algorithm 3.
3. Sample points along the flow by substituting different value for t between
0 and 1, to obtain intermediate representations using Algorithm 4.
4. Project the source and target data onto these intermediate subspaces and
perform classification.

Despite its promising results and intuitive idea, this method had few limitations. The first one is that there is no proper methodology on how to sample the
points. Next is the number of subspaces to represent each domain is not standardized. These parameters had to be tuned through cross-validation, which
can be time consuming. To circumvent these limitations, the geodesic flow kernel approach was proposed by [23], which is described next.
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Algorithm 3 Computing the direction matrix via inverse exponential map [83]
Given the source PS and target PT subspaces.
Find the orthogonal completion Q of PS .
3
T P given by,
Perform 
economic
of Q
T
 decomposition

 CS
U
0
Γ
(
1
)
X
1
A
=
V1T
Q T PT =
e2
− Σ (1)
YA
0 U
4: Compute θi , given by arccos and arcsin of the diagonal elements of Γ and
Σ, i.e. γi = cos(θi ) and σi = sin(θi ). Construct a diagonal matrix Θ, using θ
and its diagonal elements.
e 2 ΘU T .
5: Compute the direction matrix A = U
1

1:
2:
3:

5.2.2

Geodesic Flow Kernel

Gong et al. [23] proposed a Grassmann based approach that constructs a feature space in H∞ by incorporating information from source, target and all the
intermediate subspaces between the two domains on the manifold. The intermediate points on the geodesic line represent the intermediate subspaces between the two domains on the manifold. We denote the source and target subspace as PS andPT . Let Φ(t) denote the geodesic flow curve between PS and
PT parametrized by t ∈ [0, 1], such that Φ(0) = PS and Φ(1) = PT . These
angles can be interpreted as the similarity between the two subspaces or the
amount of overlap or the amount of rotation by which the one subspace differs
from the other. A pictorial representation of the process is shown in Figure 5.4.
Algorithm 4 Sampling along the geodesic [83]
1:

2:
3:
4:

5:

Given
the
 a point on
 Grassmann manifold PS , and the tangent vector
0
AT
B=
.
− AT 0
Find the orthogonal completion Q of PS .
e 2 ΘU T .
Compute the economic SVD direction matrix A = U
1
Compute θi , given by arccos and arcsin of the diagonal elements of Γ and
Σ, i.e. γi = cos(tθi ) and σi = sin(tθi ). Construct a diagonal matrix Θ, using
θ and its diagonal elements.


U1 Γ(t)
Compute Φ(t) = Q
e 2 Σ(t) , for different values of t ∈ [0, 1]
−U
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F IGURE 5.4: Visual representation of the geodesic flow kernel (GFK) on the
Grassmann manifold between the source domain webcam and target domain
DSLR. The red and orange dots represent the basis vectors of the source and
target domains respectively. The intermediate dots represent the intermediate
basis vectors along the geodesic path connecting the source and target domain.
A kernel matrix is implicitly learnt by integrating all the intermediate subspaces, which transforms the source and target data into a high dimensional
space, in which classification is done.

The GFK approach tries to utilize all the subspaces between the source and target domains, unlike the previous approach where intermediate subspaces are
sampled along the geodesic between PS and PT to extract a domain invariant
representation. This approach consists of two steps:

1. construct a geodesic curve between the two subspaces
2. compute a kernel that integrates all the intermediate subspaces

The geodesic curve can be parameterized by t ∈ [0, 1]. Let the subspace be
defined as Φ(t), in which at t = 0 represents the source domain subspace and
at t = 1 represents the target domain subspace. As there are infinite number
of points on a line connecting two points, similarly there are infinitely many
subspaces between PS and PT on the manifold. Let the feature representation
onto a subspace be given by the projection Φ(t) T x. If xi and x j represent the
features from source and target domain respectively, we can define the flow
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=
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(Φ(t)T xi )T (Φ(t)T xi ) dt
xiT (Φ(t)Φ(t) T ) xi dt

(5.2)

= xi GK x j
where, GK ∈ R( D× D) is a positive definite matrix. By doing this, the feature
vectors are implicitly projected on an infinite number of subspaces that are lying
in between and integrating them. This GK is nothing but the kernel matrix and
this process is actually the “kernel trick”. The elements of GK are the pairwise
dot products between the subspaces. The closed form solution for GK is given
by,






 Λ1
GK = PS U1 RS U2 


Λ2 Λ3
U2T RST




Λ2   U1T PST 

(5.3)

where Λ1 , Λ3 are the diagonal elements and Λ2 is the off diagonal element.

λ1i = 1 +

cos 2θi − 1
sin 2θi
sin 2θi
, λ2i =
, λ3i = 1 −
2θi
2θi
2θi

(5.4)

A domain invariant and unbiased representation is obtained by projecting the
source and target features onto this kernel matrix GK . This is followed by classification using one nearest neighbor or SVM.

5.2.3

Subspace Alignment

Fernando et.al [24], proposed the subspace alignment technique for domain
adaptation which provides a straightforward approach. The idea is to find a
linear transformation function that aligns the source coordinate system to that
of the target coordinate system. This is achieved by finding a transformation
matrix M,
F ( M) = k PS M − PT k2F

(5.5)
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F IGURE 5.5: Visual representation of the Subspace Alignment (SA) between the
source domain webcam and target domain DSLR. The blue and red dots represent the basis vectors of source and target domains respectively. The transformation box M takes in both the basis vectors from the source and target
domains and outputs a set of basis vectors that are aligned with the target domain’s basis.

M∗ = arg min F ( M).

(5.6)

M

PS and PT are the top d eigenvectors obtained by performing PCA on the source
and target domains respectively. As the Frobenius norm is invariant to orthogonal transformation, Equation (5.5) can be written as,
F ( M) = k PS0 PS M − PS0 PT k2F

= k M − PS0 PT k2F

(5.7)

Let the optimal M∗ = PS0 PT , which is the transformation required to transform
the source subspace into that of the coordinate of the target subspace. The target
aligned source coordinate system is given by, Pa = PS ( PS0 PT ). A similarity function is used to compare the source and target data. This function is computed
as follows,
Sim( XS , XT ) = ( XS PS M∗ )( XS PT )0

= XS ( PS PS0 PT PT0 ) XT0

(5.8)

= XS AXT0
The matrix A contains the coefficients or contribution of each basis vectors. This
is followed by classification using one nearest neighbor or SVM.
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Although these methods work well, they are often susceptible to noise and are
not robust. This is due the fact that the subspaces are generated using the L2
norm reconstruction error. The subspace generated based on minimizing a least
squares based objective function is susceptible to noise. Hence, we use the L1 norm constraint to generate our subspaces. The robustness of L1 based PCA
has been shown to work well for face recognition [55]. We show that by using
the L1 -PCA framework, we can obtain better recognition rates.

5.3

Experiments

In this section we start by explaining the datasets used and report empirical
results on three subspace based visual domain adaptation methods namely,
geodesic subspace sampling (GSS) [22], geodesic flow kernel (GFK) [23] and
subspace alignment (SA) [24]. We perform object and face recognition experiments and show the validity of the proposed robust approach.

5.3.1

Datasets

5.3.1.1

Office database

The office dataset contains images taken from webcam, DSLR camera and amazon [80]. In each domain there are a total of 31 categories such as headphones,
monitor, laptop, cycle, etc. In addition, images from Caltech – 256 database
are used. The categories which overlapped with the other three domains were
selected from the Caltech - 256 database. We used the precomputed features
provided in [74]. In short, SURF features were extracted from images in amazon dataset and a codebook was learned with 800 codewords using K-means
clustering. Finally, each image is represented by a histogram of visual words.
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(A)

(B)

(C)

(D)
F IGURE 5.6: Sample images from each domain 5.6a) Amazon 5.6b) DSLR 5.6c)
Webcam 5.6d) Caltech256.
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The features were normalized such that, they have unit standard deviation and
zero mean. We perform object recognition experiments on the office and Caltech - 256 datasets. Sample images from each domain are shown in Figure 5.6.

(A)

(B)

F IGURE 5.7: Sample images in AT&T database 5.7a) Source domain 5.7b) Target domain.

5.3.1.2

AT&T database

The AT&T face database [85] consists of 40 distinct subjects, each of which
contains ten samples. Some subjects were taken at different times with varying lighting, facial expressions such as smiling, and facial details such as with
glasses. All the images were taken against a dark homogeneous background

(A)

(B)

F IGURE 5.8: Sample images in Yale database 5.8a) Source domain 5.8b) Target
domain.
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with the subjects in an upright, frontal position. We resized the images to (30 ×
25) pixels.

5.3.1.3

Yale-A database

The Yale-A database [86] consists of a total of 165 images and has 15 different
classes and 11 samples under each class. Each subject has one facial expression
namely happy, sad, surprised, sleepy, wink and normal. In addition, some of
them have an occlusion such as wearing a glass. Some of the images have variations in illumination such as center-light, left-light and right-light. We resized
the images to (30 × 25) pixels.

5.3.1.4

Datasets with domain shift

In order to create the domain shift, we synthesize occlusions of random size
following a uniform distribution bounded by the width of the image, and added
salt & pepper noise. In AT&T database, each subject was corrupted the images
with occlusions on half of the samples chosen at random. In Yale-A dataset,
all the images were corrupted with randomly sized occlusions. This makes
the domain adaptation more challenging. Sample images from the source and
target domain in shown in Figure 5.7 and 5.8. The clean face dataset constitutes
as our source domain and the corrupted dataset as our target domain. The
domain shifts in this case are a variation in illumination, size of occlusion and
noise.
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Results & Analysis

In the unsupervised learning setting, the labels of images in the source domain
are known but that of the labels of the images in the target domain are unknown. In the object and face recognition experiments, we performed 20 random trials in which 20 images from each class were chosen at random. The four
domains Amazon, Caltech-256, webcam and DSLR are denoted as A, C, W and
D respectively. There are 12 possible combinations for the domain adaptation
task. Each face image is represented as a vector and all samples normalized
such that they have zero mean and unit standard deviation. For each domain
we generate L1 -norm constrained basis vectors, such that the number of eigenvectors is same as the dimension of the data. We then performed domain adaptation using three methods GSS, GFK and SA. We report the average of the 20
trials for unsupervised object recognition in Table 5.1 and 5.2. We compare the
three techniques GSS, GFK and SA with L1 and L2 PCA/Grassmannian subspace learning.
We report the accuracies based on one nearest neighbor and SVM. We tuned
the parameter C in the SVM and report results of the tuned SVM. We used the
libsvm package [87] in our experiments. For GFK, we used the default dimensions as provided in [23]. And for GSS, we used partial least squares (PLS) [88]
to learning discriminative classifier and then performed nearest neighbor.
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TABLE 5.1: Recognition accuracy (in %) with unsupervised Domain Adaptation using NN. (A: AMAZON, C: CALTECH, D: DSLR, W: WEBCAM).
Method

C→A

C→W

C→D

A→C

A→W

A→D

L2 -GSS [22]

34.15±1.80 28.47±4.3 32.61±4.5 33.01±2.2 30.10±3.7

L1 -GSS (ours)

34.93±2.2

28.71±3.7 34.04±4.3 33.54±1.6 32.41±4.3 32.48±3.9

L2 -GFK [23]

36.75±2.1

34.19±4.7 35.25±3.2 35.66±1.3 36.08±2.9 36.37±4.2

L1 -GFK (ours)

37.88±2.0

34.37±4.3 38.12±3.8 34.62±1.6 37.76±3.5 33.66±2.9

L2 -SA [24]

36.49±2.9

30.56±4.6 38.91±3.9 35.80±1.4 34.63±2.7 35.73±4.0

L1 -SA (ours)

38.27±2.0

32.90±3.3 37.45±2.6 36.61±1.7 38.41±3.8 38.15±4.3

Method

W→C

W→A

W→D

D→C

D→A

29.52±3.8

D→W

L2 -GSS [22]

25.45±1.6

31.96±2.1 73.47±3.0 28.05±1.7 28.19±3.4

65.10±3.5

L1 -GSS (ours)

26.53±1.7

32.53±1.9 75.54±2.5 30.00±1.8 30.36±2.3 68.20±2.7

L2 -GFK [23]

29.93±1.2

30.27±1.5 78.79±2.2 29.64±1.3 33.06±1.8

L1 -GFK (ours)

27.80±0.6

31.64±1.5 87.19±2.1 29.39±1.0 35.25±1.6 78.17±2.4

L2 -SA [24]

29.54±1.2

35.46±1.4 81.53±2.4 31.69±1.2 34.59±1.4

L1 -SA (ours)

29.45±1.2

32.97±1.1 79.65±2.3 31.09±1.1 33.86±0.8 82.51±2.0

74.49±2.3

79.49±2.5

From Tables 5.1 and 5.2, we observe that DA based on L1 -PCA performs better
than L2 -PCA DA methods in some domains and equally well in other domains.
Adding a robust PCA approach to minimize the effect of noisy projections on
the source and target domains helps the recognition accuracy and improves
adaptation. In particular, for the webcam-DSLR (W→D) domain pair the L1 PCA approach performs exceedingly well and boosts the accuracy from 78.79%
to 87.19%. This may be attributed to the fact that similar images were captured
by both the webcam and DSLR and the images in both the domains appear visually similar which might have caused the adaptation process to work very
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TABLE 5.2: Recognition accuracy (in %) with unsupervised Domain Adaptation using SVM. (A: AMAZON, C: CALTECH, D: DSLR, W: WEBCAM).
Method
L2 -GFK [23]

C→A
46.57±3.8

C→W

C→D

A→C

39.83±4.1 42.39±4.9 40.49±2.3

A→W

40.49±3.0 38.41±3.5

L1 -GFK (ours) 46.69±3.2 41.00±3.8 42.32±4.2 41.03±1.6 40.61±2.8
L2 -SA [24]

46.53±3.8 39.78±3.9

L1 -SA (ours)

46.88±3.3

Method
L2 -GFK [23]

W→C
30.51±1.7

41.66±4.5

40.92±1.7

A→D

38.34±2.8

38.98±3.7
37.13±3.0

39.19±4.2 42.42±3.5 40.23±1.9 39.80±2.8 39.80±2.8

W→A

W→D

D→C

D→A

D→W

34.87±2.4 74.81±3.3 32.89±2.0 38.55±2.0 72.93±3.3

L1 -GFK (ours) 31.24±1.4 37.71±2.1 79.36±2.8 34.82±2.4 36.47±2.5 75.68±2.5
L2 -SA [24]

32.14±1.1 36.41±1.6 79.90±2.4 33.58±1.8 37.24±1.6

L1 -SA (ours)

32.23±1.0

36.05±1.5 77.87±3.0 33.58±1.1

79.19±2.5

37.53±1.6 79.07±2.3

well. Visually the domain shifts might be due to variation in pose, illumination, noise and the L1 -PCA is robust in modeling such variations. Hence, this
particular domain pair performs very well.
We performed multiple one way ANOVA (analysis of variance) across different
domains. The tests indicate statistically significant results for L1 -GFK and L1 GSS. In Tables 5.3, 5.4 and 5.5, 5.6 we report the average recognition accuracies
for the AT&T and Yale-A datasets using nearest neighbor and SVM. We found
that the optimum subspace dimension for AT&T is 10 and for Yale-A is 20. It can
be observed that SVM does not necessarily boost the performance of the domain
adaptation in comparison to nearest neighbor. In lower dimensional space, the
nearest neighbor approach often performs well. Hence, a complex algorithm
is not usually necessary. This is consistent among object and face recognition
results. The results reported in the table correspond to 5 images used from the
Target domain for AT&T and 7 images for Yale-A dataset. We see that for AT&T
dataset, the proposed robust Grassmann manifold based approach outperforms
the traditional Grassmann approach consistently even when there is a smaller
number of images in the target domain. As the number of images from the
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TABLE 5.3: Recognition accuracy (in %) with unsupervised domain adaptation
using NN classification for AT&T dataset.

Method
L2 -GSS [22]
L1 -GSS (ours)
L2 -GFK [23]
L1 -GFK (ours)
L2 -SA [24]
L1 -SA (ours)

Accuracy
90.48±1.34
91.43±1.26
89.56±1.44
90.31±0.67
89.13±1.15
89.83±1.25

TABLE 5.4: Recognition accuracy (in %) with unsupervised domain adaptation
using NN classification for Yale dataset.

Method
L2 -GSS [22]
L1 -GSS (ours)
L2 -GFK [23]
L1 -GFK (ours)
L2 -SA [24]
L1 -SA (ours)

Accuracy
88.00±1.63
87.79±2.32
87.30±2.42
88.03±2.04
85.85±1.76
88.09±1.77

TABLE 5.5: Recognition accuracy (in %) with unsupervised domain adaptation
using SVM classification for AT&T dataset.

Method

Accuracy

L2 -GFK [23]
89.19±1.37
L1 -GFK (ours) 90.65±1.37
L2 -SA [24]
88.60±1.15
L1 -SA (ours)
89.85±1.41

TABLE 5.6: Recognition accuracy (in %) with unsupervised domain adaptation
using SVM classification for Yale-A dataset.

Method

Accuracy

L2 -GFK [23]
90.30±2.20
L1 -GFK (ours) 91.03±1.81
L2 -SA [24]
90.12±2.06
L1 -SA (ours)
89.82±2.10
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target domain increases, both approaches start to perform equally well. In the
Yale-A dataset, we can see that L1 -PCA helps in the domain adaptation for GSS
and GFK. But in the case of SA, both the methods seem to perform equally well.
In specific, we observe that GSS benefits the most from the L1 Grassmannian
learning. As pointed out in [22], a gradual learning framework is necessary
for adaptation such that the system can gradually adapt to the changes in the
domain shift. Sampling robust intermediate subspaces help is achieving this
process.
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(A)

(B)

(C)
F IGURE 5.9: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using GSS for office and Caltech - 256 databases.
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(A)

(B)

(C)
F IGURE 5.10: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using GFK for office and Caltech - 256 databases.
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(A)

(B)

(C)
F IGURE 5.11: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using SA for office and Caltech
- 256 databases.
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(B)

(C)
F IGURE 5.12: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using GSS for AT&T database.

(A)

(B)

(C)
F IGURE 5.13: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using GFK for AT&T database.
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(B)

(C)
F IGURE 5.14: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using SA for AT&T database.

(A)

(B)

(C)
F IGURE 5.15: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using GSS for Yale-A database.
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(B)

(C)
F IGURE 5.16: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain with NN using GFK for Yale-A
database.

(A)

(B)

(C)
F IGURE 5.17: Plot of adaptation accuracies versus number of subspace dimensions as the number of images in target domain using SA for Yale-A database.
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Statistical Significance Test

Statistical significance test is performed to validate the improvements achieved
by the proposed L1 approach. Tests are conducted across each domain pair
for the three methods to see which domain pair benefit by the L1 approach.
To identify which domain pairs got benefited by the proposed L1 approach,
two factor ANOVA (analysis of variance) across each of the 12 domain pairs is
performed. This test will indicate, the domain pairs that benefited by the L1
approach. Figure 5.18 shows the box-plots comparing the two methods. The
median with 95% confidence interval is indicated by the horizontal line. Further statiscally significant results are underlined in Tables 5.1 and 5.2. We also
conducted ANOVA on the face recognition experiments, but the improvements
of the L1 approach were not statistically significant. Out of the three methods,
GSS required more hyper-parameters to tune than GFK or SA. In the Figures 5.9,
5.10, and 5.11 we compare L1 and L2 based DA methods for object recognition
by varying the subspace dimensionality starting from d = 5 to d = 200 for different domain pairs and determined the optimal subspace dimensionality for the
domain pairs. We can observe that, the optimal dimension for the webcam/DSLR pair it is 20, for the DSLR/Caltech pair it is 30 and for the DSLR/Amazon
pair it is 20. It can be seen that L1 -PCA outperforms the L2 -PCA when subspace
dimension d is 20. In face recognition, we conducted an experiment where we
varied the number of corrupted images used from the target domain. Figures
5.12, 5.13, 5.14 and 5.15, 5.16, 5.17, show the change in recognition accuracies
for AT&T and Yale-A dataset as the number of subspace dimensions vary from
d=5 to d=50 and number of corrupted images per class vary from 1 to 5. We
can observe that as the number of samples increases in the target domain, the
classification accuracy increases. It can also be seen that both L2 and L1 PCA/Grassmann perform equally well when there are more samples from the target
domain during training.
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(A)

(B)

(C)
F IGURE 5.18: Box-plots indicating 95% confidence intervals for classification
accuracy across different domain pairs.
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Chapter 6
Application of Perceptual Manifold
to Image Set Classification

6.1

Image Set Classification

Image set classification has attracted a lot of attention in the past decade [53, 89–
97]. Under the paradigm of image set comparison, each set consists of a number of images that belong to the same class and can capture natural variations
in the object’s appearance, e.g. due to pose changes and varying illumination
conditions. Compared to typical classification based on a single image, image
set classification provides a richer representation of the object of interest and is
well-suited for analysis of video and multi-camera data. The challenge is how
to represent image sets due to the large variations displayed by images within
the same class. Methods for image set representation include modelling with
distributions [89], subspace learning [53, 90], and deep learning [97].
Subspace learning methodologies, including manifold learning, suggest that
high dimensional visual data can be efficiently represented using low dimensional subspaces [98]. These representations offer both efficiency due to the
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reduced dimensionality and improved classification accuracy due to better organization of the data in the low dimensional subspace. Learning on the Grassmann manifold has received attention because it is efficient, discriminative and
furthermore it can accommodate image set classification [18, 19, 21, 94]. Grassmann geometry represents linear subspaces as points on the Grassmann manifold. PCA is typically used to obtain sets of basis functions that represent the
subspaces for an image set. However, principal components are based on global
information and are limited in terms of capturing the local structure of the data
within each subspace.
To this end, we propose a biologically inspired framework for perceptual subspace learning based on ICA for Grassmann manifold construction to promote
class discrimination and obtain natural means for image set comparison The
resulting Grassmann ICA Learning (GRAIL) approach is more robust and discriminative compared to standard Grassmann learning using PCA. The independent components [49, 99] effectively capture local image characteristics in
contrast to the principal components that only capture global information. Thus,
the independent components provide natural discrimination capability that plays
a key role in improving classification. The algorithmic framework to learn a
perceptual manifold is presented in Algorithm 5.

6.2

Experiments

In this section, the experimental setup of Grassmann ICA learning is presented.
We focus on image set classification on face and object datasets. The features
used in these experiments are manifold features i.e. linear subspaces extracted
from the image sets. In the subsequent sections we describe the datasets used
in our experiments.
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Algorithm 5 Grassmannian learning via ICA
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:

procedure G RASSMANNIAN T RAINING
for Xitrain ∈ i = 1, 2, . . . , C do
Compute Ui using ICA infomax algorithm on Xitrain
Orthonormalize columns Ui using Gram-Schmidt process
Let Yj = Uj , j = 1, 2, . . . , m
end for
T k
Compute train kernel matrix K train = kYtrain Ytrain
2
end procedure
procedure G RASSMANNIAN T ESTING
for Xitest ∈ i = 1, 2, . . . , C do
Compute Ui using ICA infomax algorithm on Xitest
Orthonormalize columns Ui using Gram-Schmidt process
Let Yj = Uj , j = 1, 2, . . . , m
end for
T k
Compute test kernel matrix K test = kYtrain Ytest
2
end procedure

6.2.1

Datasets

We describe below the datasets that were used in our experiments on image
set classifications. Face datasets include AT&T [85], Extended Yale [86] and
labelled faces in the wild [100] datasets. For object classification ETH-80 dataset
[101] was used. The AT&T on this dataset is presented in Section 5.3.1.2.

6.2.1.1

Extended Yale Face Database

This face database consists of 38 subjects with 9 different poses and 45 different
lighting conditions that vary significantly. Each face image has a dimension of
(192 × 168). Figure 6.1 shows a subset of typical variations in an image set from
this dataset.

6.2.1.2

Labelled Faces in the Wild (LFW)

This challenging face dataset includes 5749 individuals and 13,233 total face images collected from the web. The subjects vary by many parameters including
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F IGURE 6.1: Sample variations in an image set from one subject in Extended
Yale dataset.

F IGURE 6.2: Sample variations in an image set from one subject in LFW
dataset.

pose, lighting, expression, background, race, ethnicity, age, gender, clothing,
hairstyles, camera quality, color saturation, and focus. In order to perform valid
image set comparison, only classes having at least 20 images were considered.
Figure 6.2 shows a subset of typical variations in an image set from this dataset.
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F IGURE 6.3: Sample variations in an image set from one object class from ETH80 dataset.

6.2.1.3

ETH-80

This benchmark dataset for object recognition task has images of 8 object categories with each category including 10 different object instances. Each object
instance has 41 images captured under different views, which form an image
set. Each image has a dimension of (128 × 128). Figure 6.3 shows a subset of
typical variations in an image set from this dataset.

6.3

Results & Analysis

We compare our proposed approach with various image set classification methods such as Mutual Subspace Method (MSM) [102], Discriminant Canonical
Correlation analysis (DCC) [103], Manifold Discriminant Analysis (MDA) [79],
Grassmann Discriminant Analysis (GDA) [18], Grassmannian Sparse Representation (GSR) [21]. Tables 6.1, 6.2, 6.3 and 6.4 show the face recognition rates on
the AT&T, extended Yale and LFW datasets respectively, and Table 6.5 shows
the recognition rates on the ETH-80 dataset, all based on image set comparisons.
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For the Extended Yale dataset the proposed GRAIL approach outperforms the
standard linear subspace methods. When compared with the Grassmann approach constructed with PCA/SVD, GRAIL performs equally well and attains
perfect recognition on the extended Yale datasets. The AT&T and extended
Yale datasets have images varying in illumination and pose which are ideal for
Grassmann modelling. Hence, very high accuracy is not surprising.
In the challenging LFW dataset the proposed approach performs well without
any handcrafted features but does not outperform the results in [21] where local
ternary patterns features are used. It is notable that in [21], only subjects having atleast 20 images and not more than 30 images were used. This resulted in
only 1,673 images in total, but in our experiments we used 3,024 images. When
only the normalized face images were used, the Grassmann Linear Discriminant Analysis (GDA) approach based on standard Grassmann learning gave
poor accuracy in contrast to GRAIL which obtained 91.94% as reported in Table
6.4.
Finally, in the object recognition task GRAIL outperforms the Grassmann approach with LDA. The independent components capture spatially local features
which are essential for object recognition tasks, while PCA captures global information which is not as useful for discrimination.
The subspace construction using PCA is limited to second order statistics and
performs well when images in the image set are not appreciably different. However, the images in LFW vary in pose, background, color, saturation, focus and
camera quality. Hence, the GRAIL approach which extracts independent components based on higher order statistics to construct the Grassmann manifold,
exploits the nonlinearity of data and outperforms the PCA based Grassmann
approach.
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TABLE 6.1: Performance comparison on AT&T dataset with Training using first
five images.Testing using last five images.

Method

Accuracy

Fisherfaces [104]
Kernel Eigenfaces [104]
ICA [104]
2D-PCA [104]
Grassmann PCA + NN
Grassmann PCA + SR
GRAIL + LDA (ours)
GRAIL + SR (ours)

94.5%
94.0%
85.0%
96.0%
100%
100%
100%
100%

TABLE 6.2: Performance comparison on extended Yale dataset based on 2-Fold
Cross Validation (best performance reported for all the methods).

Method

Accuracy

Grassmann PCA [21]
Grassmann LDA [21]
Grassmann LPP [21]
GRAIL + LDA (ours)
GRAIL + SR (ours)

100%
100%
100%
100%
100%

TABLE 6.3: Performance comparison on LFW dataset.

6.4

Method

Features

Accuracy

LDA [21]
SR-RLS [21]
GLDA [21]
GSR-RLS [21]
GRAIL + LDA (ours)
GRAIL + SR (ours)

Local
Ternary
Pattern
(LTP)
-

43.20%
69.53%
58.87%
96.77%
91.94%
88.71%

Sensitivity Analysis

The task of visual recognition can be deteriorated by the effects of variations of
the background such as illumination, image acquisition device (e.g. occlusions,
noise, pose variation) and preprocessing procedure such as image registration.
To this end we test the robustness of our proposed approach by corrupting randomly chosen images with occlusions and noise.
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TABLE 6.4: Performance comparison on LFW dataset.

Method
MSM [102]
Grassmann + LDA [18]
Grassmann + SR [21]
GRAIL + LDA (ours)
GRAIL + SR (ours)

Accuracy
71.00%
61.29%
67.74%
91.94%
88.71%

TABLE 6.5: Performance comparison on ETH-80 dataset.

Method
MSM [93]
DCC [93]
MDA [93]
GDA [93]
COV + LDA [93]
CDL [95]
GRAIL + LDA (ours)
GRAIL + SR (ours)

Accuracy
87.8%
90.5%
89.0%
92.8%
94.5%
92.5%
94.0%
90.8%

To investigate the effects of partial occlusions, we added occlusions in the form
of rectangular patches to 120 randomly selected images i.e. 30% of the entire
database. The size of the patches was varied randomly following uniform distribution bounded by the width of the image, and salt & pepper noise with an
intensity of 0.9 was added on the patches in the images. We then performed
threefold cross validation and repeated the experiment for 20 trials. During
each of the trials, the images that had occlusion were randomized. In Figure 6.6,
we report the average of the 20 trials. Finally, to see the performance limit of
our approach we performed an experiment wherein we gradually increased the
amount of images that were corrupted per class. We selected a random sample
consisting of 10%, 20%, 30%, 40% and 50% of images in the dataset and added
rectangular occlusions as detailed in the description of the Occluded AT&T
database. We then performed three - fold cross validation and repeated the
experiment for five trials. We present some visualizations of independent components learnt by the ICA algorithm on the image sets from different datasets
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TABLE 6.6: Performance comparison on occluded AT&T dataset based on
three-fold cross validation repeated 20 times.

Method

Accuracy

Grassmann PCA + NN [21] 74.13 ± 3.48%
Grassmann PCA + SR [21] 89.00 ± 2.89%
GRAIL + LDA (ours)
89.17 ± 2.78%
GRAIL + SR (ours)
97.08 ± 1.42%
used for face and object recognition. These visualizations give us a visual confirmation that the components learned are spatially local and similar to Gabor-like
filters.

(A)

(B)

F IGURE 6.4: The vertical axis denotes the number of images (in %) that were
corrupted by random sized occlusions. 6.4a) GPCA vs. GRAIL classification of
occluded AT&T database using nearest neighbor classification. 6.4b) GPCA vs.
GRAIL classification of occluded AT&T database using Sparse representation
classification.
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( A ) Class 1.

( B ) Class 2.

( C ) Class 3.

( D ) Class 4.

F IGURE 6.5: Indpendent components learnt from classes 1,2,3 and 4 respectively in the Extended Yale dataset.
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( A ) Apple image set.

( B ) Car image set.

( C ) Cow image set.

( D ) Cup image set.

( E ) Dog image set.

( F ) Horse image set.

( G ) Pear image set.

( H ) Tomato image set.

F IGURE 6.6: Indpendent components learnt from one instance of each category
in the ETH-80 dataset.
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Chapter 7
Conclusion
This thesis explores the application of robust and discriminative Grassmann
learning in object and face recognition applications for domain adaptation and
image set comparison.
Three subspace based domain adaptation techniques: Geodesic Subspace Sampling, Geodesic Flow Kernel and Subspace Alignment were analyzed and evaluated. A robust approach was proposed for these methods using L1 PCA/Grassmannian. For object recognition, the robust L1 Grassmannian achieved
improvement in most cases, and performed comparably with standard L2 Grassmannian approach in other domains. The L1 and L2 PCA/Grassmannian approaches performed equally well when there was overwhelming dissimilarity
between the domains. We also found that L1 Grassmann learning utilized by
GSS and GFK performed better when compared to SA which utilized only L1 PCA learning for object recognition overall. Specifically, L1 -GSS had more improvement across domains in comparison to L1 -GFK.
In the face recognition, robust adaptation is essential since face images are captured in the wild, and are often corrupted with noise and occlusions. The L1
based approach for subspace learning outperformed the standard Grassmann
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learning for adaptation to corrupted face images in our experiments. Both L2
and L1 norm based subspace methods perform equally well as the number of
images in the target domain increases during training.
This thesis also proposes a new biologically inspired algorithmic framework
for image set classification called perceptual manifold learning. By learning
discriminative image representations based on higher order statistics, higher order dependencies between pixels and phase information in the data are utilized
which essential for discriminative representation. Furthermore, modelling these
representations as a manifold exploits the underlying geometry and promotes
discrimination between object classes. In addition, this thesis extends the perceptual manifold learning to incorporate sparse representations based classification to improve discrimination. Results on face and object image set classification indicate that this framework works on par with the current methods and
better than standard Grassmann learning.

7.1

Future Research

Future challenges in domain adaptation lie in learning better models for learning. This work could involve finding novel deep architectures to learn features.
In regards to image set classification, there are multiple research directions to
pursue. The perceptual manifold learning can be extended to learn a manifold
in a hierarchical fashion. Our perceptual manifold framework assumes that the
subspaces corresponding to different classes lie on the same manifold, but this
need not be the case. Possible extensions could be to consider that each class
lies on a different sub-manifold and these sub-manifolds may be combined for
improved performance.
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