Abstract
Introduction
Synthetic aperture radar (SAR) has one primary advantage: all weather and day or night imaging. With the increasing volume of image data which are collected from air and space borne SAR sensors. It is becoming increasingly desirable to develop the techniques for SAR image interpretation. And target detection and recognition in SAR imagery will have wider applications in the short term and into the future [1] . Automatic target detection and recognition of SAR imagery have become a hot-spot of research applications in the field [2] [3] . Automatic target detection is the first stage in automatic target recognition (ATR) systems. So far, there are many algorithms of target detection for SAR image available in literature. Among these algorithms, constant false alarm rate (CFAR) detection, because of its characteristics of simple computation, constant false alarm probability, adaptive threshold, and fast detection of targets from complex background, has been extensively studied [4] [5] and even applied in several SAR ATR systems [6] .
The commonly used CFAR detection algorithms include the cell averaging CFAR (CA-CFAR), greatest of CFAR (GO-CFAR), smallest of CFAR (SO-CFAR), order statistic CFAR (OS-CFAR) [7] , etc. And many researchers have attempted to design adaptive CFAR algorithms. The variability index CFAR (VI-CFAR) proposed by Smith and Varshney [8] and classification CFAR (RC-CFAR) [9] are representative. Each of them has its advantages, disadvantages, and situations of potential application. No single detector performs well in all kinds of scenes. In a recent paper, an automatic censoring approach was proposed based on the idea that the tailed part of the histogram of the SAR image represents target pixels [10] . The implementation of this method is simple and fast because it only requires sorting all the pixels in the SAR image once to obtain a global censoring depth.
Nevertheless, all the methods have some reservations: 1) Usually, an empirical parameter has to be determined apriority; however, the setting of such a parameter requires knowledge about the size or the number of the targets in the image, and the optimal value is yet hard to obtain; 2) for many algorithms, one has to deal with order statistics, which can make the calculation of the probability of false alarm (PFA) extremely cumbersome or even analytically intractable; 3) the speckle, a form of multiplicative, locally correlated noise, plagues SAR imaging applications such as target detection.
In this paper we trade the target detection process as an outlier rejection process, which is also an adaptive approach was proposed based on the idea that the tailed part of the histogram of the SAR image represents target pixels. We use two different space filters to delete the noise for target detection SAR systems generate the images by means of coherent processing of the scattered signals, and consequently, target detection process is susceptible to speckle. SAR systems show a limited bandwidth, and there is a need to filter in obtaining fine detail images even for images having low speckle.
Several conventional speckle filtering algorithms, such as median filters, low-pass and averaging filters, edge preserving filters based on underlying image statistics [11] , and diffusion-like filters, have been researched during the past years [12] . During our test we found target detection process is not sequel to get the best speckle reducing result. So we use the Lee filter [11] which is relatively simple speckle filter that can save computation time.
The Lee filter is designed to eliminate speckle noise while preserving edges and point features in radar imagery. Based on a linear speckle noise model and the minimum mean square error (MMSE) design approach, the filter produces the enhanced data according to (1) Where is the mean value of the intensity within the filter window; and is the adaptive filter window ; and is the adaptive filter coefficient determined by
Here,
and is a constant for a given image and can be determined by either
Or (5) Where ENL is the effective number of looks of the noisy image, and are the intensity variance and mean over a homogeneous area of the image, respectively.
The local statistic plays an essential role in controlling the filter: if , then , and, if , then . In general, the value of approaches zero in uniform areas, leading to the same result as that of the mean filter. On the other hand, the value of approaches unity at edges, resulting in little modification to the pixel values near edges.
ˆˆ( )
s s s s s I I k I I    s I s  s k 2 2 1 u s s C k C   2 2 2 (1 / ) ( ) s p s p s s I I C I       2 u C 2 1/ u C ENL  2 2 var( ') ( ') u z C z  var( ') z ' z s C s u C C  0 s k  s C   1 s k  s k s k 3.2. T comFour its e coef that to z imag F W T
. DCT filter
The discrete mpression [13] rier transform energy is packe fficients to filt most of the en ero, and then ge.
For an image b 
(8)
Otsu target detection
After two times of filtering, we use the Otsu's method to determine the binarization threshold t*. And if the image pixel value large than t*, we take the pixel as target. A 2D gray-level intensity function f (x, y) whose value is the gray-level can generally show the characteristics of an image. If it ranges from 0 to L-1, where L is the number of distinct gray-levels, and the number of pixels with gray-level i is , and n be the total number of pixels in a given image, the probability of occurrence of gray-level i is defined as: (9) The average gray-level of the entire image is calculated as: (10) For single thresholding, the pixels of an image will be divided into two classes = {0, 1,…, t} and = {t+1, t+2,…, L-1}, t is the threshold value. and are normally corresponding to the objects of interest and the background. The probabilities of the two classes are:
Thus, the means of the two classes can be computed as (12) Using discriminant analysis, Otsu [14] showed that the optimal threshold t* can be determined by maximizing the between-class variance; that is: (13) Where the between-class variance is defined as:
An equivalent, but simpler formulation for the Otsu method is given in Liao et al. [15] . The simplified formula for obtaining optimal threshold t* is as follows Fig. 4(a) shows an airborne X-band HH polarization single look SAR image of some region in Beijing, with a resolution of 0.5 × 0.5 m and a size of 200 × 500 pixels. Fig. 4(b) shows a sketch of Fig.  4(a) . The left part of the image shown in Fig. 4(a) is the concrete runway, and the right part is grass. Small trees are spreading in the grass. At the border of the grass and the concrete runway, namely, the clutter edge, there is bush. To the left of the bush, there are some small concrete blocks which are arranged with equidistance and connected by iron fence. clutter model rms the conv pproach was p nts target pixe gorithm. Fig. 4 nal SAR imag 10 . Correspondingly, Fig.  4(d) shows the results by the Gao algorithm given the same false alarm probability. Fig. 4(e) shows the detection results by the proposed algorithm in this paper. Fig. 4(f) shows the result of the proposed algorithm with borderline. [17] Comparing the results in Fig.4(c) -(f), we can see that the proposed method in this paper have comparatively better detection results than the Salazar algorithm and the Gao algorithm. Furthermore, our target detection contours are complete and clear. Such a detection result can aid subsequent processing purposes for target recognition. For example, we can extract the target contours, which can be further used in determining the pose of the targets of interest. [18] 
Experimental results and analysis
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Conclusion
In this paper we have provided an adaptive target detection method in high-resolution SAR images. Unlike traditional CFAR object detection algorithm, we trade the target detection process as an outlier rejection process, which is also an adaptive approach based on the idea that the tailed part of the histogram of the SAR image represents target pixels. First, an edge preserving filter is used to remove the speckle noise which is relatively simple speckle filter that can save computation time. Second, by using the DCT filter, we remove the detail of the image, and get a better image for target detection. Finally, Otsu's method is implemented to detect target. The proposed adaptive method does not need any apriority empirical parameter. And according to the theoretical performance analysis and the experiment results of typical real SAR images, the proposed algorithm is shown to be of good performance and strong practicability.
