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Abstrat
We work in the density model of random groups. We prove that they
satisfy an isoperimetri inequality with sharp onstant 1 − 2d depending
upon the density parameter d. This implies in partiular a property gener-
alizing the ordinary C ′ small anellation ondition, whih ould be termed
marosopi small anellation. This also sharpens the evaluation of the
hyperboliity onstant δ.
As a onsequene we get that the standard presentation of a random
group at density d < 1/5 satises the Dehn algorithm and Greendlinger's
Lemma, and that it does not for d > 1/5.
Statements
Gromov introdued in [Gro93℄ the so-alled density model of random groups, whih
allows the study of generi groups with a very preise ontrol on the number of
relators put in the group, depending on a density parameter d.
A set of m generators a1, . . . , am being xed, this model onsists in hoosing a
large length ℓ and a density parameter 0 6 d 6 1, and hoosing at random a set
R of (2m − 1)dℓ redued words of length ℓ. The random group is then the group
given by the presentation 〈 a1, . . . , am | R 〉. (Reall a word is redued if it does not
ontain a generator immediately followed by its inverse).
In this model, we say that a property ours with overwhelming probability if
its probability of ourrene tends to 1 as ℓ→∞ (everything else being xed).
The basi intuition behind the model is that at density d, subwords of length
(d − ε)ℓ of the relators will exhaust all possible redued words of this length.
Also, at density d, with overwhelming probability there are two relators sharing a
subword of length (2d− ε)ℓ. We refer to [Gro93℄, [Oll04℄ or [Ghy03℄ for a general
disussion on random groups and the density model.
The interest of this way to measure the number of relators in a presentation
is largely established by the following foundational theorem of this theory, due to
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Gromov ([Gro93℄, see also [Oll04℄).
Theorem 1  If d < 1/2, with overwhelming probability a random group at
density d is innite and hyperboli.
If d > 1/2, with overwhelming probability a random group at density d is either
{e} or Z/2Z.
(Ourrene of Z/2Z of ourse orresponds to even ℓ.)
Other properties of random groups are known: Property T for d > 1/3 [Zuk03℄,
the small anellation C ′(1/6) ondition for d < 1/12, spetral properties of the
random walk on the resulting group for d < 1/2 [Oll03a℄, growth exponent for
d < 1/2 [Oll03b℄, and several properties at densities arbitrarily lose to 0 (see
referenes in [Ghy03℄ or [Oll04℄). The onstrution an be modied and iterated
in various ways to ahieve spei goals [Gro03℄.
Hyperboliity for d < 1/2 is ahieved by proving that van Kampen diagrams
satisfy some isoperimetri inequality (we refer to [LS77℄ for denitions about van
Kampen diagrams and to [Sho91℄ for the equivalene between hyperboliity and
isoperimetry of van Kampen diagrams). The main result of this paper is a sharp
version of this isoperimetri inequality.
Theorem 2  For every ε > 0, with overwhelming probability, every redued
van Kampen diagram D in a random group at density d satises
|∂D| > (1− 2d− ε) ℓ |D|
This was already known to hold for diagrams of bounded size (see Proposi-
tion 6), but the passage to all diagrams involves the loal-global hyperboli prini-
ple of Gromov (see e.g. [Pap96℄), whih implies a loss in the onstants. After using
this, the only onstant available for all diagrams was something like (1−2d)/1020.
This inequality is sharp: indeed, at density d there are very probably two
relators sharing a subword of length (2d − ε)ℓ, so that they an be arranged to
form a 2-fae van Kampen diagram of boundary length 2(1−2d+ε)ℓ. At density d
one an always glue some new relator to any diagram along a path of length (d−ε)ℓ,
so that adding relators to this example provides an arbitrarily large diagram with
the same isoperimetri onstant.
Besides its aestheti interest as a sharp onstant depending on density, The-
orem 2 also allows to prove several ombinatorial properties of the presentations
obtained. First we give an immediate (but probably unimportant) orollary having
to do with small anellation. Seond, this improves the estimate of the hyper-
boliity onstant δ. Theorem 2 also allows to prove that the ritial density for
satisfation of the Dehn algorithm and Greendlinger's Lemma is 1/5 (Theorem 5
below). Finally, Theorem 2 will be used in [OW℄ to show that random groups at
densities < 1/6 at on CAT (0) ube omplexes and satisfy the Haagerup property.
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Let us stress that the Dehn algorithm, as well as the properties studied in [OW℄,
ould not be obtained with the previous onstant (1 − 2d)/1020, if only for the
reason that this number is never greater than 1/2... So the improvement allows
qualitative progress, not only a quantitative one as for the hyperboliity onstant
δ.
Corollary 3  For every ε > 0, with overwhelming probability, random groups
at density d satisfy the following: Let D1 and D2 be two redued van Kampen
diagrams and suppose that their boundaries share a ommon redued subword w.
Suppose moreover that the diagram D = D1 ∪wD2 obtained by gluing D1 and D2
along w is redued around w. Then we have
|w| 6 d (|∂D1|+ |∂D2|) (1 + ε)
When D1 and D2 eah onsist of only one fae, this exatly states that random
groups satisfy the C ′(2d) small anellation property (whih implies hyperboliity
only when d < 1/12). So this property is a kind of marosopi small anellation.
Corollary 4  At density d, for any ε > 0, with overwhelming probability the
hyperboliity onstant of a random group satises δ 6 12ℓ/(1− 2d− ε)2.
Of ourse, this is not qualitatively dierent from the 1040 times larger previous
estimate.
Our last appliation of Theorem 2 has to do with the Dehn algorithm and
Greendlinger's Lemma, whih are lassial properties onsidered in ombinatorial
group theory (see [LS77℄). [More refs needed here!℄
One might expet from Theorem 2 that the Dehn algorithm holds as soon as
d < 1/4. Indeed, d < 1/4 implies that some fae of any redued diagram has at
least ℓ/2 boundary edges; but these might not be onseutive. Atually the ritial
density is 1/5.
Theorem 5  If d < 1/5, with overwhelming probability, the standard presen-
tation of a random group satises the Dehn algorithm and Greendlinger's Lemma.
More preisely, for any ε > 0, with overwhelming probability, in every redued
van Kampen diagram with at least two faes, there are at least two faes having
more than
ℓ
2
+ ℓ
2
(1− 5d− ε) onseutive edges on the boundary of the diagram.
If d > 1/5, with overwhelming probability, the standard presentation of a
random group does not satisfy the Dehn algorithm nor Greendlinger's Lemma.
This refers to the random presentation obtained by applying diretly the deni-
tion of the density model. In any δ-hyperboli group, the set of words of length at
most 8δ representing the identity onstitutes a presentation of the group satisfying
the Dehn algorithm ([Sho91℄, Theorem 2.12); however, this set of words is quite
large, and omputing it is feasible but tedious. Moreover it does in general not
satisfy the Greendlinger lemma.
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What happens at d = 1/5 is not known (just as what happens for inniteness
or triviality at d = 1/2), but probably depends on more preise subexponential
terms in the number of relators of the presentation, and so might not be very
interesting.
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Proof of Theorem 2
We are going to prove Theorem 2 by bootstrapping on the loal-global priniple.
First, we reall the result from [Gro93℄ (see also [Oll04℄) on diagrams of bounded
size.
Suppose we are given a random presentation at density d, by redued relators
of length ℓ.
Proposition 6  For every ε > 0 and every K ∈ N, with overwhelming prob-
ability, every redued van Kampen diagram with at most K faes satises
|∂D| > (1− 2d− ε) ℓ |D|
Of ourse, the overwhelming probability is a priori not uniform in K and ε.
Proof  We only have to hange a little bit the onlusion of the proof in [Oll04℄,
p. 613. It is proven there that if D is a redued van Kampen diagram involving
n 6 |D| distint relators r1, . . . , rn, with relator ri appearing mi times in the
diagram (we an assume m1 > . . . > mn), then there exist number di, 1 6 i 6 n
suh that:
|∂D| > (1− 2d) ℓ |D|+ 2
∑
di(mi −mi+1)
and suh that the probability of this situation is at most (2m)inf di ([Oll04℄, p. 613).
In partiular, for xed ε, with overwhelming probability we an suppose that
inf di > −ℓε/2.
If all di's are non-negative, then we get |∂D| > (1− 2d) ℓ |D| as needed.
Otherwise, as 1 6 mi 6 |D| and mi > mi+1 we have
∑
di(mi − mi+1) >
|D| inf di and so
|∂D| > (1− 2d) ℓ |D|+ 2 |D| inf di > (1− 2d− ε) ℓ |D|

Then, using the loal-global priniple of hyperboli geometry (see the Propo-
sition on page 613 of [Oll04℄) we get that
Proposition 7  There exists a onstant C > 0 suh that any redued van
Kampen diagram D (not only those having at most K faes) satisfy
|∂D| > C ℓ |D|
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The onstant C is basially 1 − 2d divided by some huge onstant (of order
1020), so this is not what we need...
We solve the problem by a kind of bootstrapping: we will re-do some kind of
loal-global priniple to sharpen the onstant, using the onlusions of the above
loal-global priniple.
Proposition 8  Suppose that for some C > 0 any redued van Kampen
diagram D satises
|∂D| > C ℓ |D|
Let K > 3000/C5 and suppose that any redued van Kampen diagram D with
at most K faes satises
|∂D| > β ℓ |D|
Then any redued van Kampen diagram satises
|∂D| > (β − 14/
√
KC) ℓ |D|
Remark 9  Here redued ould be replaed by having some property P  with
P a property suh that any subdiagram of a diagram with P also has P . Indeed,
in the proof we only use subdiagrams of a given diagram. In other ontexts (suh
as a version of this relative to a hyperboli initial group), this may be useful with
P being of minimal area, or being stronly redued with respet to a subpresen-
tation (see Denition 29 of [Oll04℄, also ompare the notion of graded reduedness
in [Ols91℄).
Proof 
We need several lemmas.
Lemma 10  Suppose that for some C > 0 any redued van Kampen diagram
D satises
|∂D| > C ℓ |D|
(where we an suppose C 6 1). Set α = 1/ log(1/(1− C)) 6 1/C.
Let D be a redued van Kampen diagram. Then eah fae of D is at distane
at most α log |D| from the boundary of D.
(A fae adjaent to the boundary is said to be at distane 1 from the boundary,
a fae adjaent to suh a fae, at distane 2, et.)
Proof of the lemma  We have |∂D| > Cℓ |D|. So there are at least C |D|
faes of D adjaent to the boundary.
Applying the same reasoning to the (maybe not onneted) diagram obtained
from D by removing the boundary faes, we get by indution that the number of
faes of D lying at distane at least k from the boundary is at most (1−C)k−1 |D|.
Taking k = 1 + α log |D| (rounded up to the nearest integer) shows that there is
less than 1 fae at distane k from the boundary. 
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Lemma 11  Suppose that for some C > 0 any redued van Kampen diagram
D satises
|∂D| > C ℓ |D|
(where we an suppose C 6 1). Set α = 1/ log(1/(1− C)) 6 1/C.
Let D be a redued van Kampen diagram. Then D an be partitioned into
two diagrams D′, D′′ by utting it along a path of length at most 2αℓ log |D| suh
that eah of D′ and D′′ ontains at least one quarter of the boundary of D.
Proof of the lemma  By Lemma 10, any fae of D lies at distane at most
α log |D| from the boundary.
Let L be the boundary length of D and mark four points A,B,C,D on ∂D at
distane L/4 of eah other. As D is α log |D|-narrow, there exists a path of length
at most 2αℓ log |D| joining either a point of AB to a point of CD or a point of
AD to a point of BC, whih provides the desired utting. 
This allows to prove one step of the loal-global passage.
Lemma 12  Suppose that for some C > 0 any redued van Kampen diagram
D satises
|∂D| > C ℓ |D|
and that, for some A > 3000/C4, any redued van Kampen diagram D with
boundary length at most Aℓ satises
|∂D| > β ℓ |D|
Then any redued van Kampen diagramD with boundary length at most 7Aℓ/6
satises
|∂D| > (β − 1/
√
A) ℓ |D|
Proof of the lemma  LetD be a redued van Kampen diagram of boundary
length between Aℓ and 7Aℓ/6. We have A 6 |D| 6 7A/6C.
By Lemma 11, we an partition D into two diagrams D′ and D′′, eah of
them ontaining at least one quarter of the boundary length of D. So we have
|∂D′| 6 3 |∂D| /4 + 2ℓα log |D| 6 ℓ(7A/8 + 2α log(7A/6C)) and likewise for D′′.
Choose A large enough (depending only C) so that 2α log(7A/6C) 6 A/8.
Then both D′ and D′′ have boundary length at most Aℓ. So we have
|∂D′| > βℓ |D′| and |∂D′′| > βℓ |D′′|
Now we hoose A large enough (depending on C) so that 4α log(7A/6C)) 6
√
A
(taking A = 3000/C4 is enough). We have
|∂D| = |∂D′|+ |∂D′′| − 2 |∂D′ ∩ ∂D′′|
> |∂D′|+ |∂D′′| − 4ℓα log |D|
> β ℓ(|D′|+ |D′′|)− ℓ
√
A
> (β − 1/
√
A) ℓ |D|
6
sine |D| > A. 
Now we are ready to prove Proposition 8. Take K = A/C where A > 3000/C4.
Then any redued van Kampen diagram of boundary length at most Aℓ has at
most K faes, so that the assumption of Proposition 8 implies the assumption of
Lemma 12.
So applying this lemma, we know that when going from diagrams of size Aℓ
to diagrams of size 7Aℓ/6, the isoperimetri onstants β worsens by −1/√A. So
by indution we are able to show that diagrams D of size between Aℓ(7/6)k and
Aℓ(7/6)k+1 satisfy the isoperimetri inequality |∂D| > βk ℓ |D| with β0 = β−1/
√
A
and βk+1 = βk − 1√
A(7/6)k
so that βk > β − 14/
√
A for any k. This proves
Proposition 8. 
Now the proof of Theorem 2 is lear: take the isoperimetri onstant C provided
by Proposition 7. Take K so that K > 3000/C5 and 14/
√
KC 6 ε/2. By
Proposition 6, with overwhelming probability, we an suppose that any redued
van Kampen D diagram with at most K faes satises |∂D| > (1−2d−ε/2) ℓ |D|.
Now apply Proposition 8 to end the proof.
Corollary 3 is easy. Let D = D1 ∪w D2. Sine |∂D| > (1 − 2d − ε) ℓ |D|,
the number of internal edges of D is at most (d + ε/2)ℓ |D|. So a fortiori |w| 6
(d+ ε/2)ℓ |D|. Now
|w| 6 (d+ ε/2) ℓ |D| 6 d+ ε
1− 2d− ε |∂D|
=
d+ ε/2
1− 2d− ε (|∂D1|+ |∂D2| − 2 |w|)
and so
|w| 6 (d+ ε/2) (|∂D1|+ |∂D2|)
as needed.
Corollary 4 is obtained by applying Proposition 7 of [Oll03b℄ (whih is only
Theorem 2.5 of [Sho91℄ where we took are of the onstants).
The Dehn algorithm and Greendlinger's Lemma
We now turn to the proof of Theorem 5. Sine the Greendlinger Lemma is stronger
than the Dehn algorithm, it sues to prove the former for d < 1/5 and disprove
the latter for d > 1/5.
Greendlinger's Lemma for d < 1/5. We begin by a lemma whih is weaker
in the sense that we do not ask for the boundary edges to be onseutive. We will
then onlude by a standard argument.
Lemma 13  For any ε > 0, with overwhelming probability, at density d the
following holds:
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Let D be a redued van Kampen diagram with at least two faes. There exist
two faes of D eah having at least ℓ(1 − 5d/2 − ε) edges on the boundary of D
(maybe not onseutive).
Observe that when d < 1/5 this is more than ℓ/2 (for small enough ε depending
on 1/5 − d). This lemma is also valid at densities larger than 1/5 but beomes
trivial at d = 2/5.
Proof of the lemma  Let D be a redued van Kampen diagram with at
least two faes.
Let f be a fae of D having the greatest number of edges on the boundary.
Say f has αℓ edges on the boundary. Suppose that any fae other than f has no
more than βℓ edges on the boundary. We want to show that β > 1− 5d/2− ε. So
suppose that β < 1− 5d/2− ε. (The reader may nd more onvenient to read the
following skipping the ε's.)
Consider also the (maybe not onneted, but this does not matter) diagram D′
obtained by removing fae f from D. We have |∂D′| = |∂D|+ ℓ− 2αℓ.
By denition of α and β we have |∂D| 6 βℓ(|D| − 1) + αℓ and onsequently
|∂D′| 6 βℓ(|D| − 1) + ℓ− αℓ.
But by Theorem 2, with overwhelming probability we an suppose that we
have |∂D| > (1 − 2d − ε/2) ℓ |D| and |∂D′| > (1 − 2d − ε/2) ℓ |D′| = (1 − 2d −
ε/2) ℓ (|D| − 1). So ombining these inequalities we get
(1− 2d− ε/2) |D| 6 β(|D| − 1) + α
(1− 2d− ε/2) (|D| − 1) 6 β(|D| − 1) + 1− α
or, sine we assumed that β < 1− 5d/2− ε,
(1− 2d− ε/2) |D| < (1− 5d/2− ε) (|D| − 1) + α
(1− 2d− ε/2) (|D| − 1) < (1− 5d/2− ε) (|D| − 1) + 1− α
whih yield respetively
|D| < α + 5d/2− 1 + ε
d/2 + ε/2
(1)
|D| < d/2 + 1− α+ ε/2
d/2 + ε/2
(2)
Either α 6 1− d− ε/4 or α > 1− d− ε/4. In any ase, one of (1) or (2) gives
|D| < 3d/2 + 3ε/4
d/2 + ε/2
< 3
(generally, a fae having more than (1 − d)ℓ on the boundary is the frontier at
whih it is more interesting to remove this fae before applying Theorem 2).
The ase |D| 6 2 is easily ruled out. So we get a ontradition, and the lemma
is proven. 
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This somewhat obsure proof and the role of 1/5 will beome learer in the
next paragraph, when we will build a 3-fae diagram for d > 1/5 with only one
fae having more than ℓ/2 boundary edges.
Bak to the proof of Greendlinger's Lemma for d < 1/5. If we fae a diagram
D suh that the intersetion of the boundary of any fae of D with the boundary
of D is onneted, then Lemma 13 provides what we want.
Now we apply a standard argument to prove that this ase is enough. Suppose
that some fae of D has a non-onneted intersetion with the boundary, having
two (or more) boundary omponents, so that this fae separates the rest of the
diagram into two (or more) omponents. Call good a fae having exatly one
boundary omponent and bad a fae with two or more boundary omponents
(there are also internal faes, whih we are not interested in).
Deompose D into bad faes and maximal parts without bad faes. Call suh
a maximal part extremal if it is in ontat with only one bad fae. It is lear that
there are at least two suh extremal parts.
bad
bad
To reah the onlusion it is enough to nd in any extremal part a good fae
having more than ℓ(1 − 5d/2 − ε) edges on the boundary. So let f be a bad fae
in ontat with an extremal part P with no bad faes.
Consider the diagram D′ = P ∪ f . This diagram has no bad faes now, and
so there are two faes in it having more than ℓ(1− 5d/2− ε) onseutive edges on
the boundary. One of these may be f , but the other one has to be in P and so
has more than ℓ(1− 5d/2− ε) onseutive edges on the boundary of D as well.
A ounter-example for d > 1/5. Here we show that the presentation does not
satisfy the Dehn algorithm as soon as d > 1/5. So take d > 1/5 and x some
ε > 0.
We an with overwhelming probability nd two relators r1, r2 sharing a ommon
subword w of length (2d − ε)ℓ. One those are hosen, let x be the subword of
length (d − ε)ℓ of the boundary of the diagram r1 ∪w r2 ourring around the
w-gluing and having length (d − ε)ℓ/2 on eah side of the w-gluing (see piture
below). (When d > 2/5 there is less than this left on the boundary of r1∪w r2; but
the situation is even easier at larger densities and so we leave this detail aside).
At density d, subwords of length (d − ε)ℓ of the relators exhaust all redued
words of length (d−ε)ℓ. So it is possible to nd a relator r3 gluing to r1∪w r2 along
9
x. After this operation r1 and r2 eah have less than 1− (2d−ε)ℓ− (d/2−ε/2)ℓ =
(1− 5d/2 + 3ε/2)ℓ of their length on the boundary (see the piture below), whih
is less than ℓ/2 when d > 1/5, for small enough ε. Compare Lemma 13  whih
is thus sharp.
2dℓ
r1
r2
dℓ/2
dℓ/2
r3
Note for later use that at this step, the boundary length of the diagram so
obtained is (3 − 6d + 4ε)ℓ. This is the smallest possible value ompatible with
Theorem 2, up to the ε's.
But (thanks to the ε's) this will not only happen one but arbitrarily many
times as ℓ → ∞, so we an nd another independent triple (r′1, r′2, r′3) giving rise
to the same onguration.
Now if r3 and r
′
3 share only a single letter in the region of length ℓ/5 opposite
to the position where they glue to r1∪w r2 (resp. r′1∪w′ r′2), and this happens all the
time, then we an form a diagram in whih r3 and r
′
3 beome faes having no more
than ℓ/2 onseutive edges on the boundary (they are bad faes in the terminology
of the previous proof). So if d > 1/5, no fae of this diagram has more than ℓ/2
onseutive edges on the boundary (although the two bad faes have more than
ℓ/2 non-onseutive boundary edges).
2dℓ
r1
r2
dℓ/2
dℓ/2
r3 r
′
3
dℓ/2
dℓ/2
r′1
r′2
2dℓ
This is not enough to disprove the Dehn algorithm: this algorithm only de-
mands that for any redued word representing e, there exists some van Kampen
diagram with the boundary fae property. There ould exist another van Kampen
diagram with the same boundary word as D, in whih some fae would have more
than ℓ/2 onseutive edges on the boundary. So let r4 be this fae; this means that
we an glue r−14 to the previous diagram D to get a new diagram D
′
with 7 faes;
sine r4 has more than half of its length on the boundary we have |∂D′| < |∂D|.
Either D′ is redued or r4 is equal to some relator ri already present in the
diagram.
In the latter ase, this means that we an glue a opy of r−1i along ri on the
boundary of the diagramD along more than ℓ/2 edges. But this means that before
gluing r−1i we ould have folded some letters of ri with neighbouring letters in the
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boundary of D. This is exluded if we assume (as we an always do) that the
boundary of D is redued.
In the former ase when D′ is redued, using what we noted above we get
that |∂D| = (3 − 6d + 4ε)ℓ × 2 − 2 = 6(1 − 2d) ℓ + 8εℓ − 2. Sine |∂D′| < |∂D|
we get |∂D′| < 6(1 − 2d) ℓ + 8εℓ − 2. But by Theorem 2, for any ε′ we have
|∂D′| > 7(1− 2d− ε′)ℓ, whih is a ontradition for small enough values of ε and
ε′.
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