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Abstract
The superconducting properties of the 2D fermion system with local and different types of the
indirect boson-exchange attractions in the cases of s-wave and d-wave pairing are reviewed and
analysed at T = 0. In particular, the possibility of the crossover from the Bose-Einstein conden-
sation regime to the BCS-like superconductivity with the carrier density and coupling changing in
the case of different pairing channels is discussed. Gaussian fluctuations of the order parameter
are taken into account and the carrier density dependence of the gap is studied in this case. The
role of the interaction form in the physical behavior of the systems is also discussed.
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I. INTRODUCTION
The theoretical description of the carrier density dependence of the physicsl properties of
superconductors has a long history. Probably, the first attempt to solve this problem self-
consistently was made by Eagles in Ref. [1], where the author tried to apply his results for
description of the superconducting properties of Zr-doped SrT iO3 [2]. The author studied
the dependence of the superconducting gap at T = 0 and of the mean-field critical temper-
ature on charge carrier density in the two-dimensional (2D) and in the three-dimensional
(3D) systems with phonon-like attraction at low carrier densities. The set of the equations
for the superconducting gap and Fermi energy in two and three dimensions was analyzed.
It was estimated that the diameter of pairs is smaller than distance between pairs at low
carrier densities, therefore, superconductivity at low carrier densities transforms into super-
fluidity of small (local) pairs. Now this phenomena is known as crossover from superfluidity
to superconductivity with carrier density changing. It was also shown by Eagles that there
exists a critical value of the inter-particle coupling below which there is no local pairs at low
carrier densities in the 3D system. It is worth to mention that the possibility of superfluidity
scenario of superconductivity was also proposed by Ogg [3] and Schafroth [4, 5, 6] before
paper [1].
Later the problem of the crossover was studied by Leggett in [7], where the author
studied 3D system with short-range repulsion and finite-range attraction. He analyzed the
properties of the system changing dimensionless parameter 1/(akF ), where a is the scattering
length and kF is the Fermi momentum which defines the particle number in the system. It
was shown that in the limiting cases the system consists of bound “diatomic molecules” at
1/(akF ) =∞, and the Cooper pairing takes place at 1/(akF ) = −∞.
Nozie`res and Schmitt-Rink [8] generalized the results of Leggett on the cases of finite
temperatures and lattice model when the interaction potential is separable. They have
shown that the crossover from superfluidity to superconductivity is smooth with kF and
interaction (attraction) potential V changing, when V is larger than the critical value for
two-particle bound state formation. All the results mentioned above correspond to the case
of the s-wave pairing.
The real boom in the interest to the crossover phenomena has started in the second half
of eighties after the discovery of high-temperature superconductors (HTSCs), materials with
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very unusual dependence of superconducting properties on the carrier density.
Theory of the HTSC still remains one of the most difficult and one of the most important
problems of the modern condensed matter theory. Due to complicated crystal structure,
anysotropic pairing, strong electron correlations, presence of the disorder, low dimensionality
of this materials and some other complications, the construction of the self-consistent theory
of HTSCs is not completed so far.
During the last years many models which take into account some of the cuprate properties
were proposed for describing the doping and interaction dependence of the superconducting
gap and of the superconducting critical temperature.
The 3D crossover from superfluidity to supercondictivity in the s-wave pairing channel
for the model with local attraction was studied in [9, 10, 11, 12, 13, 14, 15, 16] for the model
with local (so called 4F-) attraction, and in [17] for the case of separable potential. In [9]
the additional case with local repulsion and inter-site attraction was considered. The role
of the order parameter fluctuations at T = 0 was analyzed in [18] (3D case) and in [19] (2D
and 3D cases). The quasi-2D model with s-wave pairing at T = 0 was considered in [20].
For the 2D case the problem of the crossover in the s-wave pairing channel was analyzed
at zero temperature (when a long-range superconducting order is still possible in a 2D system
[21]) in [9, 12, 15, 17, 22, 23, 24, 25, 26, 27], and at finite temperatures in [9, 12, 15, 16,
17, 24, 25, 26, 28, 29]. The metal-superconductor phases boundaries on the n − U phase
diagram of the 2D attractive Hubbard model at T = 0 was studied in [30] by means of the
Dynamical Mean-Field Theory. The crossover problem for the 2D phonon-mediated model
in the s-wave channel at T=0 was studied in [31, 32].
The 2D d-wave crossover for models with separable potential was studied in [15, 28, 33]
at T = 0. The Ginzburg-Landau potential with carrier density dependent parameters for
the 2D d-wave superconductor at finite T was considered in [34]. The doping dependence of
the critical temperature in the strongly correlated electron model with the electron-phonon
coupling was studied in [35, 36]. It was shown that the vertex correction to the electron-
phonon interaction in this model leads to the increasing of superconductivity in the d-wave
pairing channel. In paper [25] the cases with different pairing symmetries s, sxy, dxy and
dx2−yy in the 2D system with local, nearest neighbor, and next nearest neighbor attraction
were studied at T = 0 and finite T in order to describe the doping dependence of the
zero superconducting gap and superconducting critical temperature. The possibility of zero
3
temperature s-, d- and mixed s + id pairing in the 2D system as function of coupling were
studied in paper [37]. The same problem in the quasi-2D Hubbard model with nearest
neighbor attraction at finite temperature was studied in [39], where also doping dependence
of the superconducting properties was considered.
The 2D model with the nearest neighbor (n.n.) attraction and next nearest neighbor
(n.n.n.) hopping at T = 0 was considered in [40]. It was shown that at some relation
between n.n. and n.n.n. hopping the system is always in Bose-Einstein condensation regime
and that there is no pairing at low carrier density when coupling is weak (see also [33]).
However, as it was shown in [41] this statement is not correct. The 2D model with local
repulsion and n.n. attraction at T = 0 in the s-wave and d-wave channels was studied in [42].
The role of the n.n.n. hopping was analyzed. The s-wave and d-wave pairing crossover at
T = 0 in the model with doping dependent attraction was considered in [43]. It is interesting
to mention that the boson-fermion model with electron and hole sectors and different kinds
of fermion-boson coupling was proposed in [44] to unify the BEC and BCS phenomena.
Superconductivity or superfluidity regimes take place at different model parameters.
Despite the d-wave pairing symmetry is considered as a typical property of cuprates
[45], there are experimental evidences that the s-wave or mixed s + d pairings take place
in some materials at certain values of doping. Thus, it was shown that optimally doped
Pr1.855Ce0.145CuO4−y at low temperatures demonstrates nodeless gap inconsistent with d-
wave pairing [46], and electron doped superconductor Sr0.9La0.1CuO2 demonstrate s-wave
pairing near optimal doping[47]. The analysis by Zhao [48] shows that dominant bulk sym-
metry of the order parameter in some cuprates is extended or anysotropic s-wave symmetry.
It was also found that the crossover from d-wave pairing in underdoped and optimally doped
regime to s+d-wave pairing in overdoped regime takes place in Y Ba2Cu3O7−δ [49]. Crossover
from d-wave pairing to s-wave pairing with doping near optimal c was found for electron
doped Pr2−xCexCuO4 [50] and for Pr2−xCexCuO4−y, La2−xCexCuO4−y [51]. However, the
s-wave pairing is not always present in overdoped cuprates, d-wave regime in overdoped
T l2Ba2Cu3O6+δ was found in [52].
Below we analyze the behavior of the superconducting systems with different inter-particle
potentials in the s-wave and d-wave pairing channels at T = 0 as functions of particle density
and interaction strength. We shortly review the main properties of different systems. We
apologize for these authors whose results are not presented here, since it is very difficult to
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cover all the results in such wide and fastly growing field as theory of superconductivity,
even in a case of some special topic.
II. THE MAIN EQUATIONS
The most general Hamiltonians, which is usually studied in theory of superconductivity
can be written as:
H = −
∑
n,m,σ
tnmc
†
nσcmσ − µ
∑
n,σ
c†nσcnσ − V0
∑
n
c†n↑c
†
n↓cn↓cn↑ −
∑
n,m
Vnmc
†
n↑c
†
m↓cm↓cn↑
+
∑
n,q
gn(q)c
†
nσcnσ
~Xn(q) +
1
2
∑
n,q
[
~p2n(q)
m(q)
+m(q)ω2n(q)
~X2n(q)
]
, (1)
where cnσ ≡ cσ(τ, n) is a fermionic field operator with spin σ =↑, ↓ at lattice site n and at
time τ , tij describes the nearest neighbor (n.n.), next nearest neighbor (n.n.n.) and other
hopping processes; µ is the chemical potential of the system. The inter-particle interaction
is described by the terms proportional to V0 (local interaction) and Vnm (n.n. or n.n.n.
interaction). The last two terms describe additional electron boson interaction and free
boson parts of the Hamiltonian, where q is a boson mode with coordinate ~Xn(q), momentum
~pn(q) and frequency ωn(q) and gn(q) is the fermion-boson coupling. One can easily pass to
the continuum version of this Hamiltonian with substitution of the n.n. hopping operator tnm
by tnm → δnmt(1− (a2/(2d))∇2) (where a is the inter-cite distance, d is the dimensionality
of the system), introducing radius cut off in the the interaction terms, etc.
In the case of the d-dimensional square lattice the free fermion dispersion relation in the
momentum space has the following form, when the n.n. hopping takes place
ξ(k) = −2t
d∑
j=1
cos(akj)− µ, (2)
where k is a d-dimensional wave vector.
It is convenient to find the thermodynamic potential by using the path integral approach
for studying the properties of a quantum many-particle system. This method is not necessary
in the case of the mean-field solution, but it is extremely useful when the fluctuations are
studied.
The partition function of the system is
Z =
∫
Dψ†Dψe−S (3)
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with the action
S =
∫ β
0
dτ
[∑
n,σ
ψ†nσ(τ)∂τψnσ(τ) +H(τ)
]
. (4)
To study the superconducting properties of the system, we make the Hubbard-
Stratonovich transformation with bilocal fields φnm(τ1, τ2) and φ
†
nm(τ1, τ2) can be applied
[53]:
exp
[
ψ†n↑(τ1)ψ
†
m↓(τ2)Vnm(τ1, τ2)ψm↓(τ2)ψn↑(τ1)
]
=
∫
Dφ†Dφ exp
[
−
∫ β
0
dτ1
∫ β
0
dτ2
( |φnm(τ1, τ2)|2
Vnm(τ1, τ2)
−φ†nm(τ1, τ2)ψn↓(τ1)ψm↑(τ2)− ψ†n↑(τ1)ψ†m↓(τ2)φnm(τ1, τ2)
)]
, (5)
where Vnm(τ1, τ2) includes the effective inter-particle attraction due to boson coupling after
intergations over the field X .
Let us introduce the Nambu spinor
Ψn(τ) =

 ψn↑(τ)
ψ†n↓(τ)

 ,Ψ†n(τ) = (ψ†n↑(τ), ψn↓(τ)) .
In this case the partition function can be written as
Z =
∫
Dψ†DψDφ†Dφe−S(ψ
†,ψ,φ†,φ), (6)
where
S(ψ†, ψ, φ†, φ)
=
∫ β
0
dτ1
∫ β
0
dτ2
∑
n,m
{|φnm(τ1, τ2)|
2
Vnm(τ1, τ2)
− δ(τ1 − τ2)Ψ†n(τ1) [−δnm∂τ2 − τˆz(tnm − δnmµ)]Ψm(τ2)
−φ†nm(τ1, τ2)Ψ†n(τ1)τˆ−Ψm(τ2)−Ψ†n(τ1)τˆ+Ψm(τ2)φnm(τ1, τ2)},(7)
where τˆ± =
1
2
(τˆx ± τˆy) are the Pauli matrices.
The last action is diagonal on fermionic fields, therefore the integration over Ψ† and Ψ
can be performed exactly. The partition function becomes in this case
Z =
∫
DφDφ∗ exp(−βΩ[G]), (β = 1/T )
6
where Ω[G] is the thermodynamic potential, which in the ”leading order” is
βΩ[G] =
∫ β
0
dτ1
∫ β
0
dτ2
∑
n,m
|φnm(τ1, τ2)|2
Vnm(τ1, τ2)
− TrLnG−1 + TrLnG−10 . (8)
The Nambu spinor Green function G satisfies the following equation
[
−δ(τ1 − τ3)∂τ3 Iˆ + δ(τ1 − τ3)(tnm − δnlµ)τˆz + τˆ+Φnl(τ1, τ3) + τˆ−Φ∗nl(τ1, τ3)
]
Glm(τ3, τ2)
= δ(τ1 − τ2)δnm
with anti-periodic boundary conditions
Gnm(τ1 − τ2 + β) = −Gnm(τ1 − τ2).
The thermodynamic potential (8) is the most general form of the superconducting effective
potential with non-local retarded inter-particle interaction. It will be used below to study
the fluctuation effects.
The minimization of the thermodynamic potential with respect to the order parameter
and chemical potential leads to the following system of the coupled equations for Φnm(τn, τm)
and µ:
δΩ
δΦnm(τn, τm)
= 0 (9)
∂Ω
∂µ
= −Nf , (10)
or
Φnm(τ1, τ2) = Vnl(τ1, τ3)trτˆ+Glm(τ3, τ2) (11)
nf = −trτˆzGnn(τ1, τ+1 ), (12)
where nf = Nf/v is particle density in the system (v is the volume of the system).
In general it is very difficult to find the Greens function Gnm(τ1, τ2), therefore some
simplifications must be applied. We shall consider the case of the space and time invariance,
Vnm(τ1, τ2) = Vn−m,0(τ1− τ2). In this case the Green’s function has the following form in the
momentum space:
G(iωn,k) = −iωn + τˆ3ξ(k)− Φ(iωn,k)τˆ+ − Φ
∗(iωn,k)τˆ−
ω2n + ξ
2(k) + |Φ(iωn,k)|2 ,
7
and the system of the equations (11), (12) has the following form:
Φ(iωn,k) =
∫
ddp
(2π)d
∑
m
Φ(ωm,p)
ω2m − ξ(p)2 − |Φ(ωm,p)|2
×
[
V (p,k) + g2b
∫
ddk
(2π)d
ω(p− k)2
−(ωm − ωn)2 − ω(p− k)2
]
(13)
nf =
∫
ddp
(2π)d
[
1−
∑
m
ξ(p)
−ω2m − ξ(p)2 − |Φ(ωm,p)|2
]
, (14)
V (p−k) is the Fourier transform of the non-retarded interaction and the term proportional
to gb describes the inter-partice boson coupling, ωn = πT (2n+1) is the standard Matsubara
frequency. Interaction term in (13) is written in general form. it describes, for example local
non-retarded interaction, when V (p−k) = const, gb = 0, non-local non-retarded interaction,
when V (p − k) 6= const, gb = 0, local retarded interaction, when V (p − k) = const, gb 6=
0, ω(p − k) = const etc. The system (13), (14) will be analyzed in the next Section for
different forms of the inter-particle potential V(p,k) and spectra ω(p− k).
III. SOLUTIONS
A. Model with local non-retarded attraction
The problem of the crossover from small to large fermion density in the model with
local attraction was considered in [1, 9, 10, 11, 12, 13, 14, 15, 16] for the 3D case and in
[1, 9, 15, 22, 27] for the 2D case.
For the simplest case of local non-retarded attraction the interaction parameters in equa-
tions (13), (14) have the following form: V (p,k) ≡ V = const, gb = 0. Therefore, the gap
in this case is momentum and frequency independent
Φ(ωn,k) = ∆ = const.
The summation over frequency in (13), (14) can be easily performed, and one gets the
standard system of the equations:
1 = V
∫
ddk
(2π)d
1
2
√
ξ(k)2 +∆2
tanh
(√
ξ(k)2 +∆2
2T
)
, (15)
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nf =
∫
ddk
(2π)d
[
1− ξ(k)√
ξ(k)2 +∆2
tanh
(√
ξ(k)2 +∆2
2T
)]
, (16)
which have a simple form at T = 0:
1 = V
∫
ddk
(2π)d
1
2
√
ξ(k)2 +∆2
(17)
nf =
∫
ddk
(2π)d
[
1− ξ(k)√
ξ(k)2 +∆2
]
. (18)
Since the gap is momentum independent, the only isotropic s-wave pairing regime is possible
in the model with local attraction.
The s-wave pairing regime in the case of quadratic dispersion law
ξ(k) =
k2
2m
− µ
and indirect pairing with boson energy cut-off θ(|ξ(p)− µ| − ωc) was considered in the 2D
and 3D case for low carrier densities by Eagles [1]. In fact, in this case the integration over
momentum
∫
ddk/(2π)d can be replaced by integration over energy
∫
ρ(ǫ)dǫ, where ρ(ǫ) is
the density of states (DOS), it is constant in the 2D case and ∼ √ǫ in the 3D case.
It is very easy to solve system (17) and (18) in the 2D case. In the case when ǫF << W
(W is a free fermion bandwidth) the solution has a simple form:
∆ ≃
√
2WǫFe
−2pi/(mV ),
µ ≃ ǫF − |εb|
2
,
where εb = −2We−4pi/(mV ) is the two-particle bound state energy. Obviously, the crossover
from superfluidity to superconductivity with doping takes place at any coupling constant,
there exists the value of ǫF when µ = 0 for any V .
This is not true in the 3D case, when the crossover takes place only when the coupling
constant is larger than some critical value Vc. This difference follows from the difference in
the DOS in the gap equation. In the 2D case ρ(ǫ) = const and the gap equation has the
solution ∆ =
√
2W |εb| at µ = 0 and any coupling constant.
In the 3D case the gap equation has the following form
1 = V
∫
k2dk
2π2
1
2
√
k4 +∆2
(19)
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at µ = 0. The integral over k on the right hand side has maximal value
√
2mW/(4π2) at
∆ = 0. Therefore, a simple estimation for Vc is given by the relation 1 ≃ Vc
√
2mW/(4π2),
or Vc ≃ 4π2/
√
2mW .
In the case of the momentum cut-off
∫
ddk
(2pi)d
θ(|ξ(p)− µ| − ωc) the approximate solution
can be also easily obtained in the 2D case:
∆ ≃
√
2|εb|∆BCSθ(ωc − ǫF ) + ∆BCSθ(ǫF − ωc)
µ = ǫF − |εb|
2
,
where ∆BCS = 2ωce
−2pi/(mV ) is the BCS expression for the gap and the bound state energy
in this case is εb = −2ωce−4pi/(mV ). The gap is growing with doping in this case, and
asymptotically reaches its maximal value ∆ = ∆BCS when ǫF >> ωc.
In the 3D case the DOS in equations (17) and (18) can be substituted by the DOS on
the Fermi level, and the 3D solution can be obtained from the 2D one with substitution
mV/(2π) → kFmV/(4π2). In is possible to estimate the critical value of the coupling
constant when the crossover takes place: Vc = 2π
2/
√
mωc. In both cases with and without
momentum cut off the transition from superfluidity to superconductivity is smooth, in other
words the gap is groving with doping continuously.
B. Models with non-local non-retarded interaction
It is important to study a more realistic case of the non-local attraction in presence
of the short range Coulomb repulsion. In order to study the superconducting properties
of such a model in the channels with different pair angular momentum l, it is convenient
(see [28, 29, 43], for example), to approximate the interaction potential by by a separable
function:
Vl(k1,k2) = −λlwl(k1)wl(k2), (20)
where λl is an effective coupling constant, and
wl(k) = hl(k)cos(lϕk), (21)
hl(k) =
(k/k1)
l
(1 + k/k0)l+1/2
, (22)
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k is the momentum modulus k = |k| and ϕk is the momentum angle in polar coordinates
k = k(cos(ϕk), sin(ϕk)). Parameters k0 and k1 put the momentum range in the proper
region - the potential is attractive at r0 < r < r1 and repulsive at r < r0, where k0 ∼ 1/r0
and k1 ∼ 1/r1.
It is easy to see that the interaction potential (20) has the correct asymptotic behavior
at small and large momenta: Vl(k1k2) ∼ kl1kl2 and Vl(k1k2) ∼ 1/
√
k1k2, correspondingly.
Since the region of low carrier concentrations, where the crossover can take place, is the
most interesting, the correct behavior of the interaction potential at small momenta is the
most important. The small momenta give the main contribution to the integrals in the case
of low carrier concentrations (see equations below). We shall study s- and d-wave channels
with l = 0 and 2 separately, so we assume that the parameters λl for both channels are
independent.
In this case the equations for the gap and for the chemical potential have the following
form:
∆l(k) = −λl
∫
dp
(2π)2
∆l(p)
2
√
ε2(p) + ∆l(p)2
Vl(p,k), (23)
∫
dp
(2π)2
[
1− ε(p)√
ε2(p) + ∆l(p)2
]
= nf . (24)
The solution of equation (23) has the following form
∆l(k) = ∆
(0)
l wl(k), (25)
where ∆
(0)
l does not depend on the momentum k.
As it was shown in [28, 29], the crossover from superfluidity to superconductivity is
smooth with doping increasing (see Figs. 1 and 2 below). However, there exists a critical
value of the interaction potential in the d-wave pairing channel, below which the crossover
from superconductivity to superfluidity is impossible in the d-wave pairing channel.
The more realistic case in connection to HTSCs was considered in [43], where the corre-
lation length r0 was considered at small carrier densities as r0 ∼ a/√nf . This dependence
for the length of spin-spin correlations at small carrier densities was found for example in
La2−xSrxCuO4. The magnetic correlation length decreases with carrier density per cell in
this material as 3.8A˚/
√
nf [54]. The value of a was considered to be a =
√
2/πa0, a0 is the
square lattice constant. The following equality gives the value for a: (π/2)r20Nf = a
2
0Ncell,
11
where on the left side the volume of the 2D system is expressed as a volume (circle of the
radius ∼ r0) occupied by one particle, multiplied by the full number of particles Nf , Ncell is
an elementary cell number in the system. The free fermion bandwidth W is connected with
a0 as W = π
2/(ma20). It should be noted, that the relation r0 ∼ a/√nf at a =
√
2/πa0 is
in a good agreement with the experimental data for La2−xSrxCuO4 [54], where the plane
magnetically ordered lattice parameters are equal to 5.354 A˚ and 5.401 A˚, and the corre-
sponding parameter a is ≃ 3.8 A˚.
It was shown the the critical value of the coupling exists even in the s-wave pairing
channel for this case (see Figs.1 and 2).
0
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0 5e-05
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)
FIG. 1: Crossover line coupling-carrier density is presented for the s-pairing channel (solid line).
The dotted line represents the corresponding curve for the case r0(nf ) = const at r0 = a0. The
insert shows the doping dependence of the crossover value for coupling at very low charge carrier
densities [43]. Here and below all parameters are expressed in units of the bandwidth W
Different versions of the previous model can be considered. Namely, the correlation radius
r0(nf ) = a0
√
2/(πnf) can be introduced in a model with exponential decay of the attraction:
Vb(r, t) = ge−b
e−r/r0
r
(26)
Its Fourier transform has the following form:
Db(q) =
ge−br0
(2π)2
√
1 + r20q
2
. (27)
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FIG. 2: The crossover line coupling-carrier density is presented for the d-wave case (solid line).
The dotted line is the crossover curve for the case r0(nf ) = const at r0 = a0 [43].
In addition, the same kind of the short-range repulsion can be introduced in the model. It
is easy to see, that in the 2D case this potential has the following form (see, for example
[55]):
De(q) =
ge−e
q + qTF g(q/2kF )
, (28)
where ge−e ≡ 2πe2, the Thomas-Fermi momentum is qTF = 4e2m/π = 4/πaB, and aB =
1/(e2m) ≃ 0.529 A˚is the Bohr radius. The function g(x) is defined as
g(x) = 1− θ(x− 1)
√
1− 1/x2. (29)
This model in the s-wave pairing channel demonstrates the crossover from superfluidity
to superconductivity at any value of the coupling constant, contrary to the previous case, see
Fig.3. The doping dependence of the gap and of the chemical potential at different values
of the dimensionless interaction parameters λe−b = g
2
e−bmr0/(8π
2), λe−e = g
2
e−emr0/(4π)
is presented in Figs. 4 and 5. As it follows from these Figures, the gap is decreasing with
doping growing. This situation is in a qualitative agreement with the experiments for the
cuprates. One can consider also an interesting situation of the combined local+non-local
attraction, when the local attraction will tend the Cooper pairs to transform into the local
pairs.
The “mixed” case with hl(k) = 1 and λ = λs + λdcos(2φk) was considered in Ref.
13
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FIG. 3: The crossover interaction value λcrosse−b (defined by the condition µ = 0) is presented as a
function of ǫF at λe−e = 0.
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FIG. 4: The gap (a) and the chemical potential (b) as functions of ǫF at different λe−b and
λe−e = 0.
[37, 38]. In particular, it was shown in [37] that the crossover from the d-wave to the s-wave
superconductivity with the intermediate s + d-phase takes place with doping in agreement
with the experiments on some cuprate materials [49, 50, 51].
The d-wave case wd(k) = cos(kx)− cos(ky) was considered in [33, 40, 41]. In particular,
the role of the next nearest neighbor hopping t′ on the on the pairing was studied in [40, 41].
As it was shown in [41], the crossover with doping take place at any value of t′, when the
coupling constant is bigger than Vc.
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FIG. 5: The gap (a) and the chemical potential (b) as functions of ǫF at different λe−e and
λe−b = 0.01.
It was stated in [25], that the model with small on-site repulsion and nearest neighbor V1
and next nearest neighbor V2 attraction with V2 ∼ 60 − 80meV and V2/V1 ≃ 1.3 − 1.5 can
describe the experimental data for hole-doped oxides.
C. Models with retarded interaction
The retardation effects in the interaction can play very important role the supercon-
ducting properties of the system. Let us consider a boson propagator with the dispersion
ω = ω(k):
D(ω,k) =
ω2(k)
ω2 − ω2(k) + iδ , (30)
where the spectra ω(k). For example, in the general case of phonon dispersion one has
ω(k) =
√
ω20 + c
2k2. We shall study this rather general case below with the following
approximation: D(ω,k) ≃ D(ω,kF ), so the effective propagator can be written as
D(ω,k) =
ω20
ω2 − ω20 + iδ
, (31)
where
√
ω20 + c
2k2F is substituted by new effective frequency ω0. This approximation corre-
sponds to the case of the optical phonon attraction (in the case when ω0 6= 0). Generally
speaking, the gap is frequency-dependent in this model. The problem of the crossover in the
model with frequency dependent gap was studied in [32].
The system of the equations for the gap and for the chemical potential in this case is
φ(ω) = −ig2
∫
d2kdν
(2π)2
φ(ν)
ν2 − ξ(k)2 − |φ(ν)|2 + iδ
ω20
(ω − ν)2 − ω20 + iδ
, (32)
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2ǫF = Re
∫ ∞
0
dω[(
ω√
ω2 − |φ(ω)|2 − 1)θ(µ+
√
ω2 − |φ(ω)|2) +
(
ω√
ω2 − |φ(ω)|2 + 1)θ(µ−
√
ω2 − |φ(ω)|2)]. (33)
Let us describe shortly how this system of the equations can be analyzed analytically.
First of all, it is possible to show that the approximation φ(ω) = ∆ = const in (33) is a
rather good one. Then, this equation gives:
µ = ǫF − ∆
2
2ǫF
≃ ǫF − |εb|
2
,
where the two-particle bound state energy εb depends on the coupling parameter in this case
(see below).
After the Wick rotation ω → iω the gap equation becomes
φ(ω) = g2ω20
∫
d2kdν
(2π)3
φ(ν)
ν2 + (k2/2m− µ)2 + φ2(ν)
1
(ω − ν)2 + ω20
, (34)
In polar coordinates, after integration over the angle we obtain:
φ(ω) =
g2ω20
(2π)2
∫ +∞
−∞
dν
φ(ν)
(ω − ν)2 + ω20
∫ ∞
0
kdk
(k2/2m− µ)2 + ν2 + φ2(ν) .
Since φ(ω) is an even function of ω, it can depend only on ω2, we restrict the integration
over ν to the positive values:
φ(ω) =
λω20
2
∫ ∞
0
dνφ(ν)√
ν2 + φ2(ν)
1
(ω − ν)2 + ω20
[
π
2
+ arctan
µ√
ν2 + φ2(ν)
]
. (35)
The coupling constant λ = g2m/(2π) is introduced. The asymptotic behavior for φ(ω) is
φ(ω) |ω→const→ 0, φ(ω) |ω→∞∼ 1
ω2
. (36)
We make the next replacement in the interaction potential [56, 57]:
1
(ω − ν)2 + ω20
=
1
ω2 + ω20
θ(ω − ν) + 1
ν2 + ω20
θ(ν − ω). (37)
Then, the differentiation with respect to ω gives:
φ′(ω) = − λω
2
0ν
(ν2 + ω20)
2
∫ ω
0
dνφ(ν)√
ν2 + φ2(ν)
[
1 +
2
π
arctan
µ√
ν2 + φ2(ν)
]
, (38)
It is evident that φ′ < 0, i.e. φmax = φ(0) ≡ ∆.
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Differentiating once more and introducing a new variable x = ν2/ω20 one gets the following
differential equation
φ′′(x) +
2
x+ 1
φ′(x) +
λ
4
√
x(x+ 1)2
√
x+ (φ(x)/ω0)2
×
[
1 +
2
π
arctan
µ/ω0√
x+ (φ(x)/ω0)2
]
φ(x) = 0. (39)
with the boundary conditions
φ′(x)|x=0 = 0; [φ(x) + (x+ 1)φ′(x)]|x=∞ = 0, (40)
These conditions follow directly from (35), (37) and (38).
The analysis of this equation shows that the approximate solution for the gap in both
weak and strong coupling regimes is (see [32] for details)
∆(ω) ≃ ∆θ(ω20 − ω2),
where ∆ is a parameter, which depends on the coupling and the carrier density, what is very
important. In the weak coupling regime the parameter ∆ has the following coupling and
carrier density dependence:
∆ =
√
2|εb|ω0θ(ω0 − ǫF ) + ∆BCSθ(ǫF − ω0)
where ∆BCS = 2ω0e
−1/λ is the BCS expression for the gap and the bound state energy in
this case is εb = −2ω0e−2/λ. In the strong coupling regime εb ≃ λ and ∆BCS → (4/3)λω0 at
large carrier densities [31, 32].
To summarize, the crossover with carrier density and coupling changing in this effective
model with retarded interaction is smooth and the gap is not small when the pair frequency
is smaller than the boson frequency. This approach can be used for studying the crossover
for the cases of different symmetries of the order parameter.
It is important to mention that the case considered here can be generalized on the case
when one takes into account the vertex correction to the electron-phonon interaction. This
correction is usually small when eF >> ω0 (the Migdal theorem). It was shown in [58], that
this correction is also small when ǫF << ω0. However, in some cases the vertex correction
can lead to strong enhancement of superconductivity [36, 59, 60]. It is also necessary to note,
that this correction even lead to enhancement of the d-wave superconductivity in the strongly
correlated electron system [35, 36], despite phonon interaction due to the symmetry does not
allow d-wave pairing in the case when the short range electron repulsion is not considered.
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IV. FLUCTUATIONS
The role of fluctuations of the order parameter in the 2D and even in the 3D case at
T = 0 can be significant. As it is shown in [19], the Gaussian fluctuation correction to the
s-wave order parameter is non-negligible even in the weak-coupling case. It was shown that
the fluctuations of the order parameter phase lead to increasing of the gap.
In this Section we show that the simultaneous order parameter modulus and phase fluc-
tuations in the model with local attraction lead to strong increasing of the order parameter
at small carrier densities and to small decreasing of the order parameter when the carrier
densities are large.
At zero temperature the thermodynamic potential of the system with local attraction has
the following form:
Ω = v
[ |Φ|2
V
−
∫
d2k
(2π)2
(
√
ξ2(k) + |Φ|2 − ξ(k))
]
.
In other words, it depends on the combination |Φ|2 = (ℜΦ)2 + (ℑΦ)2. For studying fluctu-
ations of the OP, it is convenient to use new real variables:
Φ¯(x) =

 φ1(x)
φ2(x)

 ,
such that Φ¯2(x) = φ21(x) + φ
2
2(x) = |Φ(x)|2. Another possibility is to choose the decompo-
sition of the order parameter on its phase and modulus Φ(x) = ∆(x) exp(iθ(x)). However,
it leads to some difficulties, since one needs to keep the order parameter modulus positive
at functional integration over the fluctuations. The “old” order parameter variables are
connected with the new ones in the following way:
Φ(x) = φ1(x) + iφ2(x), Φ
∗(x) = φ1(x)− iφ2(x).
We assume that the mean-field value of the field Φ¯ is chosen as
Φ¯0(x) =

 ∆
0

 .
The order parameter Φ¯ can be written as
Φ¯(x) = Φ¯0 + δΦ¯(x) ≡

 ∆+ δφ1(x)
δφ2(x)

 (41)
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in the case when its fluctuations are considered. We neglect the fluctuations of the carrier
density nf(r), and consider the homogeneous constant value of nf over the lattice nf(r) =
nf = const.
Substitution of (41) into the expression for the thermodynamic potential gives the fol-
lowing correction to the thermodynamic potential in the second order in the fluctuations
[61]:
δΩ = −
∫ ∞
−∞
dν
(2π)
∫
d2q
(2π)2
δΦ¯(iν,q)Aˆ(iν,q)δΦ¯(−iν,−q), (42)
where Aˆ(iν,q) = 1
V
+ χ(iν,q) is a 2× 2 matrix with the susceptibility components
χjk(iν,q) =
1
2
tr
∫ ∞
−∞
dω
(2π)
∫
d2k
(2π)2
(−1)j+kG(iω+,k+)τˆjG(iω−,k+)τˆk,
where ω± = ω ± ν/2,k± = p± q/2. Integration over ω can be easily performed:
χ11(iν,q) = −
∫
d2k
(2π)2
1
2
E+ + E2
ν2 + (E+ + E−)2
[
1 +
ξ+ξ− −∆2
E+E−
]
,
χ12(iν,q) = −χ21(iν,q) = −
∫
d2k
(2π)2
1
2
E+ξ− + E−ξ+
[ν2 + (E+ + E−)2]E+E−
,
χ22(iν,q) = −
∫
d2k
(2π)2
1
2
E+ + E2
ν2 + (E+ + E−)2
[
1 +
ξ+ξ− +∆
2
E+E−
]
,
where E± =
√
ξ2± +∆
2, ξ± = (k ± q/2)2/(2m) − µ is the free fermion dispersion relation.
After the integrating out of the fluctuation field Φ¯ the correction to thermodynamic potential
has the next form
δΩ =
1
2
∫ ∞
−∞
dν
(2π)
∫
d2q
(2π)2
ln
[
{ 1
V
+ χ11(iν,q)}{ 1
V
+ χ22(iν,q)} − χ12(iν,q)χ21(iν,q)
]
.
The factor ∼ ∆ which appears in the measure of functional integration over ∆ in Z due
to taking into account the symmetry of the thermodynamic potential with respect to the
transformation Φ¯ → eiαΦ¯ (see, for example [61]) is omitted in the last expression. This
factor can be absorbed in the measure of the functional integral over ∆ in the partition
function, where the functional integration can be actually performed over the variable ∆2.
Let us note, that only the first component ( 1
V
+ χ11(iν,q)) under the logarithm in δΩ will
be present when one considers the particular case of the order parameter phase fluctuations.
It is useful to diagonalize the matrix Aˆ, to find the contributions which come from the
phase and the modulus fluctuations of the order parameter. Obviously, the first component
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will correspond to the phase fluctuations and the second - for the modulus fluctuations,
as it follows from the definitions of the field Φ¯. So, it is easy to arrive to the following
representation
δΩ =
1
2
∫ ∞
−∞
dν
(2π)
∫
d2q
(2π)2
ln
[
{ 1
V
+ χθ(iν,q)}{ 1
V
+ χ∆(iν,q)}
]
,
where
χθ(iν,q) =
1
2
[χ11(iν,q) + χ22(iν,q)]−
√
1
4
[χ11(iν,q)− χ22(iν,q)]2 − χ12(iν,q)χ21(iν,q)
χ∆(iν,q) =
1
2
[χ11(iν,q) + χ22(iν,q)] +
√
1
4
[χ11(iν,q)− χ22(iν,q)]2 − χ12(iν,q)χ21(iν,q)
are the effective contributions to the thermodynamic potential from the fluctuations of the
order parameter phase and the modulus, correspondingly.
The equations for the gap and for the chemical potential (25) and (10) have the next
form in the case of the Gaussian correction to the thermodynamic potential due to the order
parameter fluctuations:
∆
V
=
∫
d2q
(2π)2
∆
2
√
ξ(q)2 +∆2
+
1
2
∫ ∞
−∞
dν
(2π)
∫
d2q
(2π)2
[
∂χθ(iν,q)/∂∆
1/V + χθ(iν,q)
+
∂χ∆(iν,q)/∂∆
1/V + χ∆(iν,q)
]
,
nf =
∫
d2q
(2π)2
[
1− ξ(q)√
ξ(q)2 +∆2
]
+
∫ ∞
−∞
dν
(2π)
∫
d2q
(2π)2
[
∂χθ(iν,q)/∂µ
1/V + χθ(iν,q)
+
∂χ∆(iν,q)/∂µ
1/V + χ∆(iν,q)
]
.
Considering the limit of weak coupling, the functions χθ and χ∆ in the denominators
can be neglected, than the integration over ν can be performed and after some trivial
manipulations the following simple equation can be obtained:
1
V
=
∫
dq
(2π)2
1
2
√
ξ2(q) + ∆2
+
V
2
∫
d2k
(2π)2
∫
d2q
(2π)2
ξ+ξ−
E3+E−
, (43)
nf =
∫
dq
(2π)2
[
1− ξ(q)√
ξ2(q) + ∆2
]
+ V
∫
d2k
(2π)2
∫
d2q
(2π)2
∆2(ξ+ − ξ−)
E3+E−
(44)
(compare with (17) and (18)). The substitution q → −q in a part of the terms was made
in obtaining equations (43) and (44). It is interesting to note that in the case of the phase
fluctuations the numerator under integral in the last term of the the gap equation will be
1
2
ξ+(ξ− − ξ+) and the last term in the number equation will be multiplied by 12 . It is also a
good approximation to put µ = ǫF , since in the weak coupling regime µ is different from ǫF
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FIG. 6: The dependence of ∆ on ǫF is presented for the mean-field solution case (solid line) and for
the order parameter fluctuations case (dashed line) at different values of the dimensionless coupling
parameter G = mV/(2π). The dotted line is the estimation of Kosˇ and Millis [19] for the case of
the order parameter phase fluctuations.
only at very low carried densities. The solution of the equation (43) for the gap parameter as
function of ǫF at µ = ǫF and different values of the coupling constant is presented in Fig. 6.
The estimation of the order parameter in the case of phase fluctuation is also presented. As
it was shown in [19] in the 2D case the phase fluctuations lead to an effective increasing of the
coupling constant V → V (1 + 2
pi2
). The gap can be calculated from the standard mean-field
BCS equation. The comparison of different cases shows that the phase fluctuations lead to
the gap increasing, while the total fluctuations lead to much stronger increasing of the gap
at small carrier densities and to decreasing of the gap when the carrier density is large. The
last result is familiar, but the first one is very surprising. The dependence of the gap on
coupling at a small value of the carrier density is presented in Fig.7. These results suggest
that the higher order corrections in fluctuations should be studied to better understand the
behavior of the system.
It should be mentioned that the role of the disorder due dopants in the fluctuations of
the inhomogeneous order parameter was studied by Yu.G. Pogorelov and by the authors
in [62, 63, 64]. We don’t describe this important problem here, since it deserves a special
review.
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FIG. 7: The dependence of ∆ on G is presented for mean field solution case (solid line) and for
order parameter fluctuations case (dashed line) at ǫF = 0.1. The dotted line is the estimation from
[19] for the order parameter phase fluctuations.
V. CONCLUSIONS
In this paper the crossover from superfluidity to superconductivity with doping increasing
at T = 0 in the cases of the s-wave and d-wave pairing was reviewed. In the 3D case this
crossover does not take place at small couplings, and the same situation takes place in the
d-wave pairing case in two-dimensions, when the interaction does not depend on the doping.
In the case when the correlation radius depends on doping the minimal value of coupling for
the two-particle bound state exists even in the s-wave channel. Also the gap can decrease
with the doping in this case.
It was also shown, that the fluctuations of the order parameter play an important role
at T = 0. The fluctuations of the order parameter phase in weak coupling limit in the case
of the s-wave pairing regime lead to increasing of superconductivity at any physical carrier
density, while the modulus fluctuations lead to much stronger increasing of superconductivity
at small carrier densities, while at large carrier densities they lead to suppression of the order
parameter, as a result the gap is decreasing in BCS regime, when both the modulus and
the phase fluctuations are taken into account. This means that the higher order fluctuation
corrections must be investigated in order to understand the self-consistent theory at low
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carrier densities.
We would like to mention some direction which can be interesting for the future investi-
gations. Studying of the problem of the crossover with realistic dispersion relations is not
performed even on the mean-field level in many interesting cases. The interplay between
disorder and superconductivity, and strong correlation and superconductivity is another
interesting topic for the investigations.
The fluctuations in the d-wave pairing channel and in other non-isotropic pairing channels
even in the case of Gaussian fluctuations were not studied carefully so far. It is also important
to go beyond the Gaussian fluctuations, since the pair susceptibility is diverging in the 2D
and in the 3D cases, as it was mentioned in Ref.[19]. The role of the inter-layer coupling is
another problem which is not solved in general at the moment. The solution of the problem
mentioned above will lead to better understanding of the superconducting properties of
systems with arbitrary carrier density and pairing potential.
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