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Abstract
In this paper we study a system of linear operators between finite-dimensional Euclidean spaces. Empha-
sis is made on unbounded systems and sufficient conditions are established for their equi-surjectivity. An
application is presented in which a system of approximate Jacobian matrices is used to obtain a parametric
interior mapping theorem. A multiplier rule for vector problems is also derived.
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1. Introduction
Throughout this paper, Rn denotes the n-dimensional Euclidean space with the Euclidean
norm:
‖x‖ =
√
x21 + · · · + x2n
for x = (x1, . . . , xn) ∈ Rn. The closed unit ball of Rn is the set Bn := {x ∈ Rn: ‖x‖  1}. For
a set A ⊆Rn, the closure of A, the convex hull and the interior of A are respectively denoted by
cl(A), co(A) and int(A). The tangent cone to A at a point x0 ∈ cl(A) is the cone
T (A,x0) :=
{
v ∈Rn: v = lim
k→∞ tk(xk − x0), with xk ∈ A, tk > 0 converging to 0
}
.
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A∗ := {v ∈Rn: 〈v, x〉 0 for all x ∈ A}.
Let us denote by L(Rn,Rm) the space of linear operators from Rn to Rm. It is known that each
element M ∈ L(Rn,Rm) can be represented as a real (m× n)-matrix and vice versa. Therefore,
in the sequel we do not distinguish M as a linear operator and its matrix representation. The
transpose of M is denoted by Mt and is a linear operator from Rm to Rn. The space L(Rn,Rm)
is endowed with the norm
‖M‖ = sup
‖x‖=1
∥∥M(x)∥∥.
The closed unit ball of L(Rn,Rm) and its boundary are denoted respectively by Bm×n and Sm×n.
It is known that M is surjective, that is the image M(Rn) of M coincides with Rm, if and only
if the matrix M has a maximal rank. It is then necessary that m n and the rank of M is equal
to m. The surjectivity of M can also be written as M(0) ∈ intM(Bn), or equivalently
αBm ⊆ M(Bn) for some positive α. (1)
This latter relation is known in mathematical analysis as openness property of the operator M .
Surjective linear operators play an important role in linear algebra, analysis, optimization and
many other areas of applied and pure mathematics. When the relation (1) holds true with α
common for all elements of a given system of linear operators, we obtain some kind of uniform
surjectivity of the system. The purpose of our paper is to study uniform surjectivity of unbounded
systems of linear operators and apply it to prove a parametric convex interior mapping theorem.
As a consequence of the latter theorem a general multiplier rule is deduced for vector optimiza-
tion problems.
2. Equi-surjectivity
Let Γ ⊆ L(Rn,Rm) be a nonempty system of linear operators. In this section we suppose
that C is a nonempty and convex subset of Rn and K is a nonempty convex subset of Rm with
0 ∈ cl(K) \ int(K) (it is not necessary that K have interior points).
Definition 2.1. Let x be a point of the closure cl(C) of C.
(i) An element M ∈ Γ is said to be K-surjective on C at x if
M(x) ∈ int(M(C)+K).
(ii) The system Γ is said to be equi-K-surjective on C at x if there is some positive α such that
αBm ⊆ M
(
(C − x)∩Bn
)+K (2)
for every M ∈ Γ. Given x0 ∈ clC, if the above relation is true for all x ∈ (x0 + δBn) ∩ C for
some positive δ, we say that Γ is equi-K-surjective on C around x0.
It is clear that if Γ is equi-K-surjective on C at x, then every element of Γ is K-surjective
on C at x; and if Γ is equi-K-surjective on C around x, then it is equi-K-surjective on C at this
point. The converse is not true in general as seen by the next examples.
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Mk =
(
1 0
0 1
k
)
, k = 1,2, . . . .
Then with K = {0} and C = co{(1,0), (−1,0), (0,1), (0,−1)} one has
Mk(C ∩Bn) = co
{
(1,0), (−1,0),
(
0,
1
k
)
,
(
0,−1
k
)}
.
Therefore, each element of Γ is K-surjective at 0, but the set Γ is not equi-K-surjective at this
point for the vertices (0,1/k) and (0,−1/k) tend to 0 as k tends to ∞.
Example 2.3. Let us define a system of (1×2)-matrices Γ ⊆ L(R2,R) and a convex set C ⊆R2
by
Γ = {Mk = (k2,−k): k = 1,2, . . .},
C = {(x1, x2) ∈R2: x1  (x2)2, x2  0}.
With K = {0} direct calculation shows that Mk(C ∩ Bn) is the interval [−1/4,1] which means
that the system Γ is equi-K-surjective on C at 0. In the relation (2) the constant α can be taken
equal to 1/4. Now, by choosing ck = (1/(2k)2,1/(2k)) ∈ C, we have
Mk(C − ck) = Mk(C)−Mk(ck) =
[
−1
4
,∞
)
+ 1
4
= [0,∞).
This proves that the system Γ is not equi-K-surjective around 0.
We shall need the following particular case of Robinson–Ursescu’s theorem on metric regu-
larity (see [7] and [21]), the direct proof of which is presented here for the reader’s convenient.
Lemma 2.4. If C and K are convex sets, then a matrix M is K-surjective on C at x0 ∈ cl(C) if
and only if
0 ∈ int(M(T (C,x0))+K).
Consequently, M is K-surjective on C at x0 ∈ cl(C) if and only if it is K-surjective on C ∩
(x0 + εBn) at x0 for every ε > 0.
Proof. Since C is convex, one has C−x0 ⊆ T (C,x0). Hence the K-surjectivity of M on C at x0
implies
0 ∈ int(M(C − x0)+K)⊆ int(M(T (C,x0))+K).
Conversely, if 0 /∈ int(M(C−x0)+K), then the set M(C−x0)+K being convex, by a separation
theorem one can find some ξ ∈Rm \ {0} such that
0
〈
ξ,M(x − x0)+ y
〉
for every x ∈ C and y ∈ K.
As 0 ∈ K , it follows from the latter inequality that 0  〈ξ,M(x − x0)〉 for every x ∈ C and
0 〈ξ, y〉 for every y ∈ K . Hence for every v ∈ T (C,x0), one also has
0
〈
ξ,M(v)+ y〉 for every y ∈ K.
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T (C,x0) = T (C ∩ (x0 + εBn), x0) for ε > 0. 
When C is closed and convex and K is not convex, the conclusion of the previous lemma is
no longer true. This is seen by the next example.
Example 2.5. Let M be the identity (2 × 2)-matrix, K = {(0,0), (0,−2)} and
C = {(x1, x2) ∈R2: (x1)2 + (x2 − 1)2  1}.
For x0 = (0,0) we have
M(C − x0)+K = C ∪
{
C + (0,−2)},
M
(
T (C,x0)
)+K = {(x1, x2) ∈R2: x2 −2}.
This shows that 0 ∈ int(M(T (C,x0))+K), but 0 /∈ int(M(C − x0)+K).
Proposition 2.6. Suppose that C and K are convex, x is a point of cl(C) and M is a matrix
which is K-surjective on C at x. Then we have
(i) rank(M) + dim(K)  m. In particular, when K = {0}, the matrix M has a maximal rank
equal to m. The converse is true provided x is an interior point of C.
(ii) There is a positive ε such that the set M + εBm×n is equi-K-surjective on C around x.
Consequently, every compact set of matrices which are K-surjective on C at x, is equi-K-
surjective around this point.
Proof. For the first assertion we notice that dim(M(C −x)+K) = dim(M(C)+K) = m. Since
M is a linear operator, one has dim(M(C)) rank(M), and therefore
rank(M)+ dim(K) dim(M(C))+ dim(K) dim(M(C)+K)m.
When K = {0}, one has dim(K) = 0. Hence m rank(M)m and equality follows.
To prove the second assertion we suppose to the contrary that for each k  1 there are some
bk ∈ Bm, Mk ∈ Bm×n and xk ∈ C converging to x such that(
1
k
)
bk /∈
(
M +
(
1
k
)
Mk
)
(C − xk)+K, for all k = 1,2, . . . .
The set in the left-hand side of this inclusion being convex, we may find some vector ξk ∈ Rm
with ‖ξ‖ = 1 such that〈
ξk,
(
1
k
)
bk
〉

〈
ξk,
(
M +
(
1
k
)
Mk
)
(y − xk)+ z
〉
for every x ∈ C, z ∈ K and k = 1,2, . . . . Without loss of generality one may assume that ξk tends
to some nonzero vector ξ . We deduce from the latter inequality that
0
〈
ξ,M(y − x)+ z〉
for every x ∈ C and z ∈ K . This shows that M is not K-surjective on C at x. Finally, if Γ
is a compact set whose elements are K-surjective on C at x, then for each M ∈ Γ , the set
M + εMBm×n is equi-K-surjective on C around x. By choosing a finite subcovering from the
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contains Γ and completes the proof. 
Example 2.3 shows that a noncompact system of surjective matrices may fail to be equi-
surjective. Here we provide a sufficient condition for an unbounded system be equi-surjective.
To this end we recall the concept of recession cones. Let Γ be a nonempty subset of L(Rn,Rm).
The recession cone (or asymptotic cone) of Γ , denoted by Γ∞ consists of all limits: limk→∞ tkpk
where tk are positive numbers converging to 0 and pk are elements of Γ . We know that Γ∞ is a
closed cone which is trivial if and only if Γ is bounded. When Γ is convex and closed, one has
equality: Γ + Γ∞ = Γ. The interested reader is referred to [14,21] for more details on recession
cones of nonconvex sets.
Proposition 2.7. Let C ⊂ Rn be a nonempty convex set with x0 ∈ cl(C) and K ⊆ Rm a convex
set with 0 ∈ cl(K) \ int(K). Then a closed set Γ ⊆ L(Rn,Rm) is equi-K-surjective on C around
x0 if either of the following equivalent conditions holds:
(i) All elements of the set Γ ∪ (Γ∞ \ {0}) are K-surjective on C at 0.
(ii) The set Γ does not contain the origin and all elements of the set Γ0 := cl cone(Γ ) ∩ Sm×n
are K-surjective on C at 0.
Proof. We note that the null matrix is not K-surjective because the origin is not an interior point
of K . Therefore, the equivalence between (i) and (ii) is immediate. Let us assume (ii). Since Γ is
closed and does not contain the origin, there exists a positive number γ such that Γ is contained
in the set {tΓ0: t  γ }. It follows from the hypothesis that all elements of the set γΓ0 are K-
surjective on C at 0. Since γΓ0 is compact, in view of Proposition 2.6(ii), there are positive
numbers α and δ such that
αBm ⊆ N
[
(C − x)∩Bn
]+K (3)
for every N ∈ γΓ0 and for every x ∈ (x0 + δBn) ∩ C. Let M ∈ Γ . There is some t  1 and
N ∈ γΓ0 such that M = tN . It follows from (3) that
αBm ⊆ tN
[
1
t
(
(C − x)∩Bn
)]+K
⊆ M
[
1
t
(
(C − x)∩Bn
)]+K
⊆ M[(C − x)∩Bn]+K
for every x ∈ (x0 + δBn)∩C. This completes the proof. 
In Example 2.3, the recession cone of the system Γ is given by Γ∞ = {Mt = (t,0): t  0}.
For this system the hypothesis of Proposition 2.7 is not fulfilled. Indeed, nonzero elements of the
recession cone Γ∞ are not K-surjective on C at 0 because Mt(C) = [0,∞).
3. Stability of equi-surjective systems
Let F :Rn⇒Rm be a set-valued map. We recall that it is lower semicontinuous (respectively
upper semicontinuous) at x0 if for every open set V ⊆ Rm with F(x0) ∩ V = ∅ (respectively
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= ∅ (respectively
F(x) ⊆ V ) for every x ∈ U.
In this section we suppose that Ω is a metrizable space considered as a parameter set, and that
C(.) and K(.) are set-valued maps on Ω with nonempty values in Rn and Rm respectively.
Theorem 3.1. Let ω0 ∈ Ω and x0 ∈ ⋂ω∈Ω clC(ω) be given. Let Γ ⊆ L(Rn,Rm) be a closed
system of linear operators. Suppose that the following conditions hold:
(i) C(.) is lower semicontinuous at ω0 and C(ω) is nonempty and convex for every ω ∈ Ω .
(ii) K(.) is lower semicontinuous at ω0 and K(ω) is convex with 0 ∈ cl(K(ω)) for every ω ∈ Ω .
(iii) Every element of the system Γ ∪ (Γ∞ \ {0}) is K(ω0)-surjective on C(ω0) at x0.
Then there is a neighborhood W of ω0 in Ω such that every element of the system Γ ∪ (Γ∞ \{0})
is K(ω)-surjective on C(ω) at x0 for every ω ∈ W .
Proof. Without loss of generality we may assume that x0 = 0 and that 0 /∈ intK(ω) for all
ω ∈ Ω . According to the equivalence we mentioned in Proposition 2.7, it suffices to show that all
elements of the set G := cl cone(Γ )∩Sm×n are K(ω)-surjective on C(ω) at x0 for ω sufficiently
close to ω0. Suppose to the contrary that there are a sequence {ωk}k1 ⊆ Ω converging to ω0,
and a sequence of matrices {Mk}k1 ⊆ G such that Mk,k = 1,2, . . . are not K(ωk)-surjective on
C(ωk) at x0 = 0, that is,
0 /∈ int(Mk(C(ωk)∩Bn)+K(ωk)).
The set in the right-hand side being convex, by using the separation theorem we find ξk ∈ Rm
with ‖ξk‖ = 1 such that
0
〈
ξk,Mk(x)+ y
〉
for x ∈ C(ωk)∩Bn and y ∈ K(ωk). (4)
Without loss of generality we may assume that limk→∞ ξk = ξ0 with ‖ξ0‖ = 1 and limk→∞ Mk =
M0 ∈ G because G is compact. Moreover, since 0 ∈ K(ωk) and 0 ∈ clC(ωk), inequality (4) is
splitted into two inequalities
0
〈
ξk,Mk(x)
〉
for x ∈ C(ωk)∩Bn,
0 〈ξk, y〉 for y ∈ K(ωk). (5)
The latter inequality and the lower semicontinuity of the map K(.) yield
0 〈ξ0, y〉 for y ∈ K(ω0), (6)
while inequality (5) and the lower semicontinuity of the map K(.) imply
0
〈
ξ0,M0(x)
〉
for x ∈ C(ω0)∩Bn.
This inequality together with (6) contradicts the hypothesis of the theorem. The proof is com-
plete. 
Corollary 3.2. Under the hypothesis of Theorem 3.1, there is a neighborhood W of ω0 in Ω such
that the system Γ is equi-K(ω)-surjective on C(ω) around x0 for all ω ∈ W.
Proof. Invoke Proposition 2.7 and Theorem 3.1. 
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closed convex subsets.
Lemma 3.3. Let C be a convex set with x0 ∈ cl(C). There exists an increasing sequence by
inclusions of closed convex sets {Dk} such that x0 ∈ Dk ⊆ C ∪ {x0} and C ⊆ cl(⋃∞k=1 Dk).
Corollary 3.4. Under the hypothesis of Proposition 2.7, there is a closed and convex set D with
x0 ∈ D ⊆ C ∪ {x0} such that every element of the set Γ ∪ (Γ∞ \ {x0}) is K-surjective on D at 0,
and consequently the set Γ is equi-K-surjective on D around x0.
Proof. This is immediate from Lemma 3.3, Theorem 3.1 and Proposition 2.7. 
To proceed further let us recall that given a cone G ⊆ L(Rn,Rm) and a positive δ ∈ (0,1), the
conic δ-neighborhood of G is the set
Gδ = {p + δ‖p‖Bm×n: p ∈ G}.
Theorem 3.5. Let ω0 ∈ Ω and x0 ∈ ⋂ω∈Ω clC(ω) be given. Let Γ ⊆ L(Rn,Rm) be a closed
system of linear operators. Suppose that the following conditions hold:
(i) C(.) is lower semicontinuous at ω0 and C(ω) is nonempty and convex for every ω ∈ Ω .
(ii) K(.) is lower semicontinuous at ω0 and K(ω) is convex with 0 ∈ cl(K(ω)) for every ω ∈ Ω .
(iii) Every element of the set cl co(Γ )∪ co(Γ∞ \ {0}) is K(ω0)-surjective on C(ω0) at x0.
Then there exist some δ > 0 and a neighborhood W of ω0 in Ω such that for every ω ∈ W one
can find a closed and convex set D(ω) verifying the following properties
(iv) x0 ∈ D(ω) ⊆ C(ω).
(v) The set cl co(Γ + (Γ∞)δ + δBm×n) is equi-K(ω)-surjective on D(ω) around x0.
Proof. Without loss of generality we may assume that x0 = 0. We observe first that if the null
matrix is K(ω0)-surjective on C(ω0) at x0, then the interior of K(ω0) contains the origin and
the conclusion of the theorem is evident. Let us consider the case where both of the sets cl co(Γ )
and co(Γ∞ \{0}) do not contain the null matrix. This, in particular, implies that the cone co(Γ∞)
contains no straight lines. Hence the sets co(Γ∞ \ {0}) and (coΓ )∞ \ {0}) coincide. By this, we
may apply Theorem 3.1 to obtain a neighborhood W0 of ω0 in Ω such that all elements of the
set cl co(Γ ) ∪ [(coΓ )∞ \ {0}] as well as the set G := cl cone(coΓ ) ∩ Sm×n is K(ω)-surjective
on C(ω) at x0 for all ω ∈ W0.
We claim that there exist a positive number β and a neighborhood W ⊆ W0 of ω0 such that
all elements of the set G + βBm×n are K(ω)-surjective on C(ω) at x0 for all ω ∈ W. Indeed, if
this is not the case, one can find a sequence of matrices {Mk}∞k=1 with Mk ∈ G + 1kBm×n and
a sequence {ωk}k1 ⊆ Ω converging to ω0 such that the origin does not belong to the interior
of the convex set Mk[C(ωk)∩Bn] +K(ωk), for all k  1. Since G is compact, we may assume
{Mk}∞k=1 converge to some matrix M ∈ G. Using an argument similar to the proof of Theorem 3.1
we derive from this and the lower semicontinuity of C(.) and K(.) that M[C(ω0)∩Bn]+K(ω0)
does not contain the origin in its interior, which contradicts the hypothesis.
Let γ > 0 be a positive number such that
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cl co(Γ )+ γBm×n ⊆
{
t (G+ βBm×n): t  γ
}
,
(Γ∞)γ ⊆ cone(G+ βBm×n).
This number exists because cl co(Γ ) does not contain the null matrix and the recession cone of
Γ is contained in the cone generated by G. We derive from the latter relations that
cl co(Γ )+ γBm×n + (Γ∞)γ ⊆ cone(G+ βBm×n)+
{
t (G+ βBm×n): t  γ
}
⊆ cone(G+ βBm×n).
Denote the set on the left-hand side of the above inclusions by Aγ . Since the recession cone
(coΓ )∞ is pointed (that is it does not contain straight lines), the set Aγ is closed and does not
contain the null matrix when γ is sufficiently small. By this, there exists a positive δ such that
Aδ ⊆
{
t (G+ βBm×n): t  δ
}
.
Thus, all elements of the set cl cone(Aδ)∩ Sm×n ⊆ G+ βBm×n are K(ω)-surjective on C(ω) at
x0 for every ω ∈ W . It remains now to apply Corollary 3.4 to complete the proof. 
Corollary 3.6. Suppose that Γ (. , .) : Rn × Ω ⇒ L(Rn,Rm) is a set-valued map with closed
values and upper semicontinuous at (x0,ω0) ∈ Rn × Ω and that the hypothesis of Theorem 3.5
is satisfied for Γ = Γ (x0,ω0). Then there exist some δ > 0 and a neighborhood W of ω0 in Ω
such that the set
cl co
[ ⋃
x0+δBn,ω∈W
(
Γ (x,ω)+ (Γ (x,ω))δ∞)
]
is equi-K(ω)-surjective on D(ω) around x0 for some closed and convex set D(ω) with x0 ∈
D(ω) ⊆ C(ω)∪ {x0} and for every ω ∈ W .
Proof. By the upper semicontinuity of the map Γ (. , .), for (x,ω) sufficiently close to (x0,ω0)
one has Γ (x,ω) ⊆ Γ (x0,ω0)+ εBm×n. Hence (Γ (x,ω))∞ ⊆ (Γ (x0,ω0))∞. It now remains to
apply Theorem 3.5 to conclude. 
It is interesting to notice that the set co(Γ∞ \ {0}) figured in the hypothesis of Theorem 3.5
(hence Corollary 3.6 too) cannot generally be replaced by the set (co(Γ ))∞ \ {0}. This can be
seen by the next example.
Example 3.7. Suppose that K = {0} is a subset of R, C coincides with R2 and the system Γ of
linear operators from R2 to R is given by
Γ = {(x,1) ∈R2: x ∈R}.
Direct calculation shows that the set cl co(Γ ) ∪ (co(Γ∞) \ {0}) consists of operators (x,1) with
x ∈ R and (y,0) with y ∈ R and y = 0. Hence all elements of this set are K-surjective on
C at 0. The conclusion of the theorem, however, is not true, because for every δ > 0 the set
cl co(Γ + (Γ∞)δ + δB1×n) contains the null operator that is not K-surjective at 0.
Observe that in this example the cone co(Γ∞) is not pointed, that is it contains a straight line,
therefore the two sets co(Γ∞ \ {0}) and (co(Γ ))∞ \ {0} are distinct. In the other case there is no
distinction between them.
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Let h : Rn → Rm be continuously differentiable in a neighborhood of x0 ∈ Rn. The classical
interior mapping principle, one of the most attractive and most important results of mathematical
analysis states that if the Jacobian matrix ∇h(x0) of h at x0 is surjective, then the following
openness property holds: for every neighborhood U of x0, there is a neighborhood V of h(x0)
such that V ⊆ h(U). Several extensions of the interior mapping principle have been performed
for the case where h is not differentiable and U is a convex subset of a neighborhood of x0 (see
[3,4,8,11,18,20–22]). Further generalizations are concerned with the case in which h is a set-
valued map (see [1,2,6,7,12,17] and some others). As far as we know, the best achievement in
this direction is due to Mordukhovich [17,18], who gave a complete characterization for openness
of set-valued maps with closed graphs by using the concept of co-derivatives. In this section we
study openness property for a family of functions. The approach by approximate Jacobians is
elementary, and particularly useful in those situations in which other generalized derivatives
are difficult to identify. The interested reader is referred to [8,9,11] for some instances of such
situations; see also the example of an optimization problem at the end of this section.
Suppose that the parameter set Ω and the set-valued maps C(.) : Ω⇒Rn and K(.) : Ω⇒Rm
are given with x0 ∈ clC(ω) and 0 ∈ K(ω) for every ω ∈ Ω, and that f :Rn ×Ω →Rm is a con-
tinuous function. We wish to establish sufficient conditions to realize the following openness
property:
f (x0,ω0)+ λBm ⊆ f
(
C(ω)∩ (x0 +Bn),ω
)+K(ω) for all ω ∈ W,
for some λ > 0 and some neighborhood W of ω0 in Ω. Let us recall the concept of approximate
Jacobian matrices of [8] and some calculus rules that will be needed in the sequence.
Let h := (h1, h2, . . . , hm) : Rn → Rm be a continuous function. We say that a closed set of
(m× n)-matrices ∂h(x) ⊆ L(Rn,Rm) is an approximate Jacobian of f at x if for every u ∈Rn
and v ∈Rm, we have
(vh)+(x,u) sup
M∈∂h(x)
〈
v,M(u)
〉
,
where vh is the real function
∑m
i=1 vihi and (vh)+(x,u) is the upper Dini directional derivative
of the function vh at x in the direction u, that is
(vh)+(x,u) := lim sup
t↓0
(vh)(x + tu)− (vh)(x)
t
.
Let F : Rn⇒ L(Rn,Rm) be a set-valued map. If at every x the set F(x) is an approximate
Jacobian of h at x, then we say that F is an approximate Jacobian map of h. We list now some
calculus rules for our use (see [8–10] for proofs).
1. Differentiability. If h is Gâteaux differentiable at x, then its derivative {∇h(x)} is an approx-
imate Jacobian at this point. Conversely, if h admits a singleton approximate Jacobian {A}
at x, then it is Gâteaux differentiable at x and ∇h(x) = A. When h is locally Lipschitz, its
Clarke generalized Jacobian is an approximate Jacobian.
2. Sum rule. Let h,g :Rn →Rm be continuous. If ∂h(x) and ∂g(x) are approximate Jacobians
of h and g, respectively, then the closure of the set ∂h(x)+∂g(x) is an approximate Jacobian
of h+ g.
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approximate Jacobians of h and g respectively at x, then the set ∂h(x)× ∂g(x) is an approx-
imate Jacobian of (h, g) at x.
4. Chain rule. Let h :Rn →Rm be continuous and g :Rm →R be continuously differentiable
at some point h(x) ∈ Rm. If ∂h is an approximate Jacobian map of h which is upper semi-
continuous at x and if ∇g(h(x)) = 0, then for every  > 0, the closure of the set
∇g(h(x)) ◦ [∂h(x)+ (∂h(x))∞]
is an approximate Jacobian of g ◦ h at x.
5. Optimality condition. Let C be a convex set in Rn and let h : Rn → R be continuous. If
x ∈ C is a local minimizer of h on C and if ∂h(x) is an approximate Jacobian of h at x, then
sup
ξ∈∂h(x)
〈ξ,u〉 0, for all u ∈ T (C,x).
Now we are ready to present a parametric convex interior mapping result.
Theorem 4.1. Suppose that the following conditions hold:
(i) C(.) is lower semicontinuous at ω0 and C(ω) is convex with x0 ∈ clC(ω) for every ω ∈ Ω .
(ii) K(.) is lower semicontinuous at ω0 and K(ω) is convex with 0 ∈ cl(K(ω)) for every ω ∈ Ω .
(iii) ∂f (.,ω) : Rn ⇒ L(Rn,Rm) is an approximate Jacobian map of f (.,ω) for every fixed
ω ∈ Ω and the set-valued map (x,ω) → ∂f (x,ω) is upper semicontinuous at (x0,ω0).
(iv) Each element of the set cl co ∂f (x0,ω0) ∪ co((∂f (x0,ω0))∞ \ {0}) is K(ω0)-surjective on
C(ω0) at x0.
Then there exist λ > 0 and a neighborhood W of ω0 in Ω such that
f (x0,ω0)+ λBm ⊆ f
(
C(ω)∩ (x0 +Bn),ω
)+K(ω) for each ω ∈ W.
Proof. By considering the function (x,ω) → f (x+x0,ω)−f (x0,ω0) instead of f if necessary,
we may assume that x0 = 0 and f (x0,ω0) = 0. According to Corollary 3.6 for a sufficiently small
ε > 0 and a sufficiently small neighborhood W0 of ω0, the set
Γ := cl co
[ ⋃
x∈(δBn)∩C(ω),ω∈W
(
∂f (x,ω)+ (∂f (x,ω))ε∞)
]
is equi-K(ω)-surjective on D(ω) around x0 for every ω ∈ W0, where D(ω) is some closed
and convex set verifying 0 ∈ D(ω) ⊆ C(ω) ∪ {0}. Now, f being continuous, one deduces that
f (x,ω)− y is closed to 0 when x, y and ω are sufficiently closed to x0, 0 and ω0, respectively.
Thus, one may assume that for some positive α and some neighborhood W1 ⊆ W0 of ω0,
αBm ⊆ M
(
D(ω)− x)+ f (x,ω)− y +K(ω) (7)
for all x ∈ (δBn)∩D(ω), M ∈ Γ , ω ∈ W1, and y ∈ δBm.
Let us define a real function d :Rn ×Rm ×Ω →R by
d(x, y,ω) := inf ∥∥f (x,ω)− y + z∥∥
z∈K(ω)
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lower semicontinuous at ω0, and d(x0,0,ω0) = 0, one can find some positives δ1 < δ and λ < δ
such that
d(x, y,ω) αδ
4
for all x ∈ (δ1Bn)∩D(ω), ω ∈ W, y ∈ λBm, (8)
where W is some smaller neighborhood of ω0 with W ⊆ W1. We show that for every y ∈ λBm
and for every ω ∈ W the generalized equation
0 ∈ f (x,ω)− y +K(ω), x ∈ (δBn)∩D(ω) (9)
has a solution. This will produce
λBm ⊆ f
(
(δBn)∩D(ω),ω
)+K(ω) ⊆ f ((δBn)∩C(ω),ω)+K(ω)
for every ω ∈ W and complete the proof. To this end, let y ∈ λBm and ω ∈ W be fixed. Consider
the continuous function x → d(x, y,ω) on (δBn) ∩ D(ω). Using (8) and applying Ekeland’s
variational principle [5] to d(., y,ω) one can find some x¯ ∈ (δBn)∩D(ω) such that
d(x¯, y,ω) d(x0, y,ω),
‖x¯ − x0‖ δ2 ,
d(x¯, y,ω) d(x, y,ω)+
(
α
2
)
‖x − x¯‖ for all x ∈ (δBn)∩D(ω). (10)
It follows that x¯ ∈ int(x0 + δBn). Now we prove that d(x¯, y,ω) = 0 which means that x¯ is a
solution of Eq. (9). Indeed, suppose to the contrary that d(x¯, y,ω) = 0. Let y¯ ∈ f (x¯,ω) − y +
cl(K(ω)) realize the distance d(x¯, y,ω), i.e.
‖y¯‖ = d(x¯, y,ω) = inf{∥∥f (x¯,ω)− y + z∥∥: z ∈ K(ω)}.
This y¯ exists and is unique because the set f (x¯,ω) − y + cl(K(ω)) is a nonempty, closed and
convex set. It is clear that the unit vector −v¯ := −y¯/‖y¯‖ belongs to the normal cone to the set
f (x¯,p)− y +K(ω) at y¯:
−v¯ ∈ N(f (x¯,ω)− y +K(ω), y¯)
or equivalently, the vector v¯ belongs to the positive polar cone to the set f (x¯,ω)−y− y¯+K(ω).
Further, set w¯ = y¯ − f (x¯,ω)+ y ∈ K(ω). Then
d(x, y,ω)
∥∥f (x,ω)− y + w¯∥∥ for every x ∈Rn. (11)
Define a real function ϕ :Rn →R by
ϕ(x) = ∥∥f (x,ω)− y + w¯∥∥+
(
α
2
)
‖x − x¯‖
for every x ∈Rn. It follows from (10) and (11) that
ϕ(x¯) = ∥∥f (x¯,ω)− y + w¯∥∥= d(x¯, y,ω) d(x, y,ω)+ α
2
‖x − x¯‖

∥∥f (x,ω)− y + w¯∥∥+ α
2
‖x − x¯‖ ϕ(x)
for every x ∈ (δBn) ∩ D(ω). This and the fact that x¯ ∈ int(x0 + δBn) imply that x¯ is a local
minimizer of ϕ on D(ω). By the optimality condition, one has
sup 〈ξ,u〉 0 for all u ∈ T (D(ω), x¯), (12)
ξ∈∂ϕ(x¯)
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of ϕ. Since y¯ = 0, the function norm y → ‖y‖ is continuously differentiable at y¯ and its deriva-
tive is v¯. By the chain rule, the closure of the set
v¯ ◦ [Jf (x¯,ω)+ (Jf (x¯,ω))ε∞]
is an approximate Jacobian of the function x → ‖f (x,ω)− y + w¯‖ at x¯ provided Jf (.,ω) is an
approximate Jacobian of f (.,ω) which is upper semicontinuous at x¯. Let us construct such an
approximate Jacobian of f . Since the map ∂f (. , .) is upper semicontinuous at (x0,ω0), we may
assume that⋃
x′∈δBn,ω′∈W
∂f (x′,ω′) ⊆ ∂f (x0,ω0)+Bm×n.
We choose a positive δ′ < δ such that x¯ + δ′Bn ⊆ δBn and define
Jf (x,ω) :=
{
∂f (x,ω) if x /∈ x¯ + δ′Bn,
cl(
⋃
x′∈x¯+δ′Bn ∂f (x
′,ω)) otherwise.
It is evident that Jf (.,ω) is an approximate Jacobian of f (.,ω) which is upper semicontinuous
at any point of the interior of x¯ + δ′Bn, hence at x¯ as well, and satisfies the relation(
Jf (x¯,ω)
)
∞ ⊆
(
∂f (x0,ω0)
)
∞,
Jf (x¯,ω)+ (Jf (x¯,ω))ε∞ ⊆ Γ.
Observe further that the set (α/2)Bn is an approximate Jacobian of the function x →
(α/2)‖x − x¯‖ at x¯. By the chain rule and the sum rule, the set
∂ϕ(x¯) := cl
{
v¯ ◦ co[Jf (x¯,ω)+ (Jf (x¯,ω))ε∞]+
(
α
2
)
Bn
}
(13)
is an approximate Jacobian of ϕ at x¯. Denote by
Q := cl co(Jf (x¯,ω)+ (Jf (x¯,ω))ε∞)⊆ Γ,
S := T (D(ω), x¯)∩Bn.
We now show that
sup
M∈Q
inf
v∈S
〈
v¯,M(v)
〉
−α, (14)
inf
v∈S supM∈Q
〈
v¯,M(v)
〉
−α
2
. (15)
If theses inequalities are true, then in view of the minimax theorem we arrive at a contradiction:
−α/2−α. By this d(x¯, y,ω) = 0 achieving the proof. Our debt that remains is to prove (14)
and (15). Indeed, since Q ⊆ Γ , for every M ∈ Q, in view of (7) there exist v ∈ (D(ω)− x¯)∩Bn
and w ∈ f (x¯,ω)− y +K(ω) such that
−αv¯ = M(v)+w.
Then
−1 = −〈v¯, v¯〉 =
(
1
)〈
v¯,M(v)+w〉.
α
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v¯,M(v)
〉
−α.
This yields
inf
v∈S
〈
v¯,M(v)
〉
−α
and (14) is obtained.
For relation (15) let v ∈ S be arbitrarily given. It follows from (12) and (13) that for each
ε1 > 0, one can find M ∈ Q and ξ ∈ Bn such that
v¯ ◦M(v)+
(
α
2
)
〈ξ, v〉−ε1.
Consequently,
〈
v¯,M(v)
〉
−
(
α
2
)
〈ξ, v〉 − ε1 −α2 − ε1.
Hence
sup
M∈Q
〈
v¯,M(v)
〉
−α
2
− ε1.
This being true for every ε1 > 0, we deduce that
sup
M∈Q
〈
v¯,M(v)
〉
−α
2
which implies (15). The proof is complete. 
It is worthwhile noticing that in [7,13] and [17] very general characterizations of surjection
property of set-valued maps have already been given in metric and Banach space setting. How-
ever, the presence of an additional parameter ω in Theorem 4.1 makes it difficult to directly apply
the results of the mentioned works.
An easy consequence of Theorem 4.1 in which no parameter is present produces a quite gen-
eral multiplier rule for vector optimization problems. Suppose that h :Rn →Rk and g :Rn →Rm
are continuous functions, C ⊆ Rn is nonempty and convex, K ⊆ Rm is nonempty and convex.
Suppose further that Rk is partially ordered by a convex and pointed cone S with a nonempty
interior. We consider the following vector optimization problem:
WMin h(x),
subject to x ∈ C,
0 ∈ g(x)+K.
This problem consists of finding a point x0 ∈ C with 0 ∈ g(x0) + K such that no other point
x ∈ C verifying 0 ∈ g(x) + K yields the relation h(x0) ∈ h(x) + intS. Such a point is called
weakly efficient solution of the problem. The interested reader is referred to [14] for more details
on vector optimization problems; see also [19] for a vector problem in which the preference order
is not necessarily generated by a cone, but the objective function is locally Lipschitz. We shall
denote f = (h, g) which is a continuous function from Rn to Rk ×Rm.
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an approximate Jacobian map of the function f which is upper semicontinuous at x0. Then there
is a nonzero multiplier (α, ξ) ∈ S∗ × (g(x0)+K)∗ such that
0 ∈ (α, ξ)[cl co(∂f (x0))∪ co((∂f (x0))∞ \ {0})]+N(C,x0).
Proof. Consider the continuous function φ(x) = (h(x) − h(x0), g(x)) for x ∈ Rn. Since x0 is
a local weakly efficient solution, the origin of the product space Rk ×Rm cannot be an interior
point of the set φ(C ∩ (x0 + εBn))+ S ×K for sufficiently small  > 0. Moreover, as ∂f is also
an approximate Jacobian map of φ, in view of Theorem 4.1, there is at least one element M of the
set cl co(∂f (x0)) ∪ co((∂f (x0))∞ \ {0}) which is not (φ(0) + K)-surjective on C ∩ (x0 + εBn)
at x0. Since the set M(C − x0) + φ(x0) + S × K is convex, one can find a nonzero vector
(α, ξ) ∈Rk ×Rm such that
0
〈
(α, ξ),M(x − x0)+ φ(0)+ (s, y)
〉
for all x ∈ C, s ∈ S and y ∈ K . This implies that α ∈ S∗, ξ ∈ (g(x0) + K)∗ and 0 ∈ Mt(α, ξ) +
N(C,x0) as requested. 
It is worthwhile noticing that when K = {0} × Rm−r+ with some positive integer r  m, the
inclusion 0 ∈ g(x) + K represents a system of r equalities and m − r inequalities. If in addi-
tion C =Rn, Corollary 4.2 gives Theorem 3.2 of [15]. For scalar problems, that is when m = 1,
Corollary 4.2 also gives an improvement of Theorem 4.3 of [11] in which the approximate Jaco-
bian map was required to be upper semicontinuous on a neighborhood of the solution in question.
To illustrate the flexibility of optimality conditions in terms of approximate Jacobians, let us
consider the following problem:
min h(x),
subject to g(x) 0,
x ∈Rn,
where g and h are real functions on Rn. We suppose that g is continuously differentiable at a
feasible solution x0 and h is continuous, differentiable almost everywhere and reconstructible in
a small neighborhood of x0 in the sense that for each segment [a, b] with a and b close to x0, on
which the derivative of h exists almost everywhere,
h(x) = h(a)+
1∫
0
∇h(a + s(x − a))(x − a)ds for all x ∈ [a, b].
Notice that locally Lipschitz functions are reconstructible, but the converse is not true in general.
Let  > 0 be arbitrarily given and let D be the convex closure of all derivatives of h that exists
in x0 + Bn. It can be seen (see [16]) that D is an approximate Jacobian of h at every x ∈
x0 + int(Bn). According to Corollary 4.2, if x0 is a local optimal solution at which the gradient
of g is not zero, then there exists ξ  0 such that the set D ∪ [(D)∞ \ {0}] + ξ∇g(x0) contains
the zero vector. Note that the first multiplier α is nonzero because ∇g(x0) = 0. Let us denote by
D0 and D∞ the upper limits of the set D and (D)∞ respectively when  tends to zero. Then
we obtain the following limiting version of optimality condition at x0: either −∇g(x0) belongs
to the cone D∞ or there is some ξ  0 such that −ξ∇g(x0) belongs to D0.
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