The valence force field (VFF) model is a concise physical interpretation of the atomic interaction in terms of the bond and angle variations in the explicit quadratic functional form, while the machine learning (ML) method is a flexible numerical approach to make predictions based on some pre-obtained training data without the need of any explicit functions. We propose a so-called ML-VFF model, by combining the clear physical essence of the VFF model and the numerical flexibility of the ML method. Instead of imposing any explicit functional forms for the atomic interaction, the ML-VFF model predicts the potential and force with the Gaussian regression approach. We take graphene as an example to illustrate the ability of the ML-VFF model to make accurate predictions with relatively low computational expenses. We also discuss some key advantages and drawbacks of the ML-VFF model. PACS numbers:
I. INTRODUCTION
The atomic interaction plays a fundamental role in governing both static and dynamic progresses for materials on the microscopic atomic level. The first-principles calculations can provide accurate atomic interactions for most materials. However, the first-principles calculations demand rather expensive computational costs for large systems, where empirical potentials are desirable. As a consequence, a large number of empirical potentials have been proposed, including the valence force field (VFF) model, the Stillinger-Weber potential, 1 the Tersoff potential, 2 and the Brenner potential, 3 etc. These empirical potentials have explicit functional forms that are constructed in the spirit of some physical laws. The accuracy of the empirical potential is closely related to the complexity of its functional form. A more complex function can contain more physical effects, so is usually more accurate.
Basically, the task of the empirical potential is to provide (predict) the atomic potential and the atomic force for an arbitrary given structure. The empirical potential is very efficient In terms of prediction, there are some machine learning (ML) approaches, like the Gaussian regression method, that are good at making predictions based on some available data.
Taking advantage of its predictability, the ML approach has been applied to investigate some physical or mechanical processes, such as the modeling of molecular atomization energies, 4 form also causes some limitations for the empirical potential, because the functional form is constructed based on few physical considerations and will inevitably lose some other physical information. For example, the VFF model treats the bond and angle as linear springs, so nonlinear effects are ignored. On the other hand, the ML approach is a purely numerical or mathematical approach, which does not include any physical effects; i.e., no explicit functional form is required. 24 As a consequence of its numerical nature, the ML approach is highly flexible in transferring between different materials, because the ML approach is not constrained by any physical laws in different materials.
We are now aware that the VFF model contains concise physical essences, while the ML approach is extremely flexible. We try to combine these two advanced features. A minimum physical consideration is to assume that the atomic interaction is a function of the bond length and bond angle, V = V (b, θ). In contrast to the usual VFF model, the functional form for V (b, θ) is not assumed, but the atomic potential and force are predicted by the ML approach. In doing so, we actually generalize the linear VFF model to be a nonlinear model, including all high-order nonlinear terms, so this new model will be referred to as the ML-VFF model. The VFF model is the simplest model, so it is the most efficient but less accurate. The
Brenner potential has a much more complex functional form, so it is more accurate but less efficient.
The VFF model assumes that the atomic interaction is a function of the bond variation ∆b and the angle variation ∆θ. It is further assumed that the atomic interaction takes the following quadratic functional form,
where K b and K θ are two parameters. By taking this quadratic functional form, the VFF model is constrained in the linear regime, so it is of high efficiency in computation, but this model is typically less accurate as a trade off. The underlying mechanism for the VFF model is that materials are discretized by bonds and angles that are treated as linear springs.
The Brenner potential is more complex than the VFF model. The atomic interaction is assumed to be a function of the atom's bond-order environment in the Brenner model, and the explicit function has a much more complex form. Specifically, the energy in the Brenner potential is
V R and V A are the repulsive and attractive energy,
with the cut-off function f c (r),
where r is the distance between two atoms. The many-body coupling parameter is
where θ ijk is the angle formed by atoms i, j, and k. All parameters in the Brenner potential can be found in Ref.
3 for carbon materials.
Both the VFF model and the Brenner potential have explicit functional forms, which are constructed based on particular physical essences. The atomic potential and the atomic force can be predicted in an efficient manner by these explicit functions. However, in the meantime, these explicit functional forms will inevitably miss some other physics, which may be important in some materials.
III. ML-VFF MODEL
Similar as the usual VFF model, the atomic interaction is also assumed to be a function of the bond and the angle in the ML-VFF model. However, different from the usual VFF model, no explicit functional form is assumed for the ML-VFF model, because the ML approach can make predictions without explicit functional forms.
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Similar as the GAP model, 19 the total potential is decomposed into atomic potential, which is a collection of the contribution from different Kernel functions. Specifically, the potential energy for atom i in the ML-VFF model is,
where the superscript ml indicates "machine learning". The summation < ij > runs over all neighbors for atom i, and < ijk > runs over all angles for atom i. 
where ξ b and ξ θ are two parameters.
As a result, the total energy for a given structure is
where N is the number of atoms in the structure. The atomic force for atom i can be derived from the atomic potential in Eq. (10),
To determine the coefficients α b and α θ in the training process, we point out that, the total potential and the atomic force are linear functions of the coefficients α b and α θ as shown in Eqs. (13) and (14) . Hence, it is straightforward to determine these coefficients α b and α θ by the linear least-squares fit. The merit function for the linear least-squares fit is defined as
where N t is the total number of structures in the training set. V t is the total potential energy for the training structure t with σ t as the error. F ti is the atomic force for atom i in the training structure t and δ ti is the error. These quantities (V t , σ t ) and ( F ti , δ ti ) are input as training data, which have been pre-obtained experimentally or theoretically. These two quantities V ml t and F ml ti are calculated from Eqs. (13) and (14) for the training structure t. In the training process, the coefficients α b and α θ are determined by minimizing the merit function in Eq. (15) .
In the present ML-VFF model, these two physical quantities, bond length and bond The smaller structure is used for training, while the prediction is made for the larger structure.
atomic positions, 13 atom-centered symmetry functions, 25 and others discussed in the review article.
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IV. APPLICATION TO GRAPHENE
We will now take graphene as an explicit example to illustrate how to train and use the ML-VFF model. The ML-VFF model is trained to the Brenner potential in graphene. Molecular dynamics (MD) simulations are performed to generate the training data. The interaction in graphene is described by the Brenner potential. 3 The standard Newton equations of motion are inte-grated in time using the velocity Verlet algorithm with a time step of 1 fs. A small piece of graphene with 128 carbon atoms as shown in Fig. 1 (a) is biaxially stretched at 100 K temperature. The structure is stretched by the strain of 0.05 after 10000 simulation steps. From the MD simulation, we thus obtain 10000 instant structures, from which we have randomly selected 2000 structures as the training set while another 1000 structures as the testing set.
There are in total 385 data in each training structure, including 1 total potential and 384 atomic forces for the graphene sheet. 
B. Prediction from ML-VFF model
The ML-VFF model can be applied to simulate the stretching for graphene sheet of arbitrary size, though it is trained with small pieces of graphene structures. We stretch a larger graphene sheet with 1792 carbon atoms at 100 K temperature as shown in Fig. 1 (b) . Fig. 3 shows the strain energy for biaxial and uniaxial stretching of the structure that is computed based on either the Brenner potential or the ML-VFF model. We find that the ML-VFF model gives the same strain energies as the Brenner potential for the biaxial and uniaxial stretching processes. In other words, the ML-VFF model is able to make reliable predictions for the stretching process in graphene sheets of larger size. Furthermore, the ML-VFF model is quite flexible. There is no assumption for the functional form of the atomic interaction, so this model is not restricted by any physical effects and is applicable to all kinds of materials. One only needs to provide the training data for the corresponding materials that they are interested in.
C. Limitation of ML-VFF model
We have demonstrated the accuracy and efficiency for the ML-VFF model in the above.
However, there is one common drawback in all ML based predictions, including the ML-VFF model developed in the present work. The common drawback is that the accuracy of the ML based prediction is dependent on the completeness of the information contained in the training set. For instance, no defect has been included in the above training data, so there is no guarantee that the ML-VFF model trained to this training set can make sound predictions for the creation of defects. To resolve this issue, one needs to add some configurations with defects into the training set.
V. CONCLUSION
To summarize, we have proposed a numerical version of the VFF model based on the ML approach, which is referred to as the ML-VFF model. In contrast to the usual VFF model, the ML-VFF model does not have an explicit functional form, while the potential and force for a given structure are predicted by the Gaussian regression approach. The ML-VFF is applicable to describe the interaction for materials, where the interaction can be regarded as a function of the bond length and angle. As an example, we train the ML-VFF model to the Brenner potential of graphene, and apply the resultant ML-VFF model to simulate the mechanical loading process of graphene. It is shown that the results from the ML-VFF model can be as accurate as the Brenner potential at much lower computation expense. We discuss some key advantages and drawbacks for the ML-VFF model in practical applications.
