Abstract. The classical Krein-Naimark formula establishes a one-to-one correspondence between the generalized resolvents of a closed symmetric operator in a Hilbert space and the class of Nevanlinna families in a parameter space. Recently it was shown by V.A. Derkach, S. Hassi, M.M. Malamud and H.S.V. de Snoo that these parameter families can be interpreted as so-called Weyl families of boundary relations, and a new proof of the Krein-Naimark formula in the Hilbert space setting was given with the help of a coupling method. The main objective of this paper is to generalize the notion of boundary relations and their Weyl families to the Krein space case and to proof some variants of the Krein-Naimark formula in an indefinite setting.
Introduction
Let A be a closed symmetric operator with equal (possibly infinite) deficiency indices in a Hilbert space K and let {G, Γ 0 , Γ 1 } be a boundary triplet for the adjoint operator A * . Let A 0 be the self-adjoint extension of A in K corresponding to the boundary mapping Γ 0 , A 0 = A * ↾ ker Γ 0 , and denote the γ-field and Weyl function corresponding to {G, Γ 0 , Γ 1 } by γ and M , respectively. Here the Weyl function M is an L(G)-valued Nevanlinna function with the additional property 0 ∈ ρ(Im M (λ)), λ ∈ C\R. It is well known that in this case the Krein-Naimark formula
establishes a bijective correspondence between the class of Nevanlinna families τ in the parameter space G and the compressed resolvents of self-adjoint extensions A of A in K × H, where H is a Hilbert space. This description of the generalized resolvents of a symmetric operator was originally given by M.G. Krein and M.A. Naimark in [25, 26, 28] for the case that A is densely defined and has finite deficiency indices; see [8, 10, 11, 12, 13, 24, 27] for our more general situation.
Various generalizations of the Krein-Naimark formula in an indefinite setting have been proved in the last decades. E.g. the case that A is a symmetric operator in a Pontryagin space K and H is a Hilbert space was investigated by M.G. Krein and H. Langer in [21] . Later V.A. Derkach considered both K and H to be Pontryagin or even Krein spaces, cf. [7] . Under additional assumptions other variants of (1.1) were proved in [3, 4, 5, 6, 7, 22] . Recently a very interesting new proof of the Krein-Naimark formula in the Hilbert space case was given in [10, 11] by V.A. Derkach, S. Hassi, M.M. Malamud and H.S.V. de Snoo with the help of a coupling method which allows to interpret the parameter family τ as a so-called Weyl family associated to a boundary relation of a symmetric relation in the Hilbert space H. The concept of boundary relations is a generalization of the notion of boundary triplets which has the essential advantage that every Nevanlinna family can be realized as the Weyl family associated to a boundary relation, see [9] .
The basic aim of this paper is to introduce the concept of boundary relations for symmetric relations in Krein spaces and to prove some variants of (1.1) in the Krein space case with a similar method as in [8, 10, 11] . Roughly speaking, if A is a symmetric relation in a Krein space K which possesses a self-adjoint extension A 0 in K with a nonempty resolvent set, then we show in Theorem 3.1 that formula (1.1) gives a correspondence between compressed resolvents of selfadjoint extensions A in K × H, where H is a Krein space, and the Weyl families τ corresponding to boundary relations of symmetric relations in H. In contrast to the Hilbert space case where formula (1.1) makes sense for all λ ∈ C\R it is not immediately clear in our setting for which λ ∈ ρ(A 0 ) the compressed resolvent of A and the inverse of M + τ are bounded operators on K and G, respectively, cf. assertion (a) in Theorem 3.1 and Theorem 3.2. In the special situation that A has finite defect, the fixed canonical extension A 0 locally (with the possible exception of a discrete set) has the same spectral properties as a self-adjoint operator in a Hilbert space and H is a Hilbert space we study the local spectral properties of A in Theorem 3.4, see also [3] for a similar situation.
The paper is organized as follows. Following the lines of [9] we introduce the concept of boundary relations and associated Weyl families for symmetric relations in Krein spaces in Section 2. The special case of boundary triplets and corresponding Weyl functions is briefly reviewed in Section 2.3. Section 3 contains our main results on Krein-Naimark type formulas in the Krein space setting discussed above. Finally, in Section 4 we show that certain classes of relation-valued functions can be realized as Weyl families corresponding to boundary relations of symmetric relations in Krein spaces. As a special case we obtain an alternative proof of the main result in [9] , that is, each Nevanlinna family can be realized as the Weyl family of a boundary relation of a symmetric relation in a Hilbert space.
Boundary relations of symmetric relations in Krein spaces
The main objective of this section is to generalize the notion of boundary relations and associated Weyl families for symmetric relations in Hilbert spaces from [9] to symmetric relations in Krein spaces.
Symmetric, self-adjoint, isometric and unitary relations in Krein spaces
In the following let (K, [·, ·] K ) and (H, [·, ·] H ) be separable Krein spaces and let J K and J H be corresponding fundamental symmetries. The linear space of bounded linear operators defined on K with values in H is denoted by L(K, H). If K = H we simply write L(K). We study linear relations from K to H, that is, linear subspaces of K × H. The set of all closed linear relations from K to H is denoted by C(K, H). If K = H we write C(K). Linear operators from K into H are viewed as linear relations via their graphs. For the usual definitions of the linear operations with relations, the inverse etc., we refer to [14] . The domain (kernel, range, multivalued part) of a linear relation S from K to H will be denoted by dom S (ker S, ran S, mul S, resp.).
The resolvent set ρ(S) of a closed linear relation S ∈ C(K) is the set of all λ ∈ C such that (S − λ) −1 ∈ L(K), the spectrum σ(S) of S is the complement of ρ(S) in C. The extended spectrum σ(S) of S is defined by σ(S) = σ(S) if S ∈ L(K) and σ(S) = σ(S) ∪ {∞} otherwise. The extended resolvent set ρ(S) of S is defined by ρ(S) = C\ σ(S). A point λ ∈ C is an eigenvalue of S if ker(S − λ) = {0}; we write λ ∈ σ p (S). We say that λ ∈ C belongs to the continuous spectrum σ c (S) (the residual spectrum σ r (S)) of S if ker(S − λ) = {0}, ran (S − λ) is dense in K and ran (S − λ) = K (resp. if ker(S − λ) = {0} and ran (S − λ) is not dense in K). We set N λ,S := ker(S − λ) andN λ,S := g λ λg λ | g λ ∈ N λ,S . If U ⊂ K × H is a linear relation from K to H, then the adjoint relation U + ∈ C(H, K) is defined by
The linear relation U ⊂ K × H is said to be isometric (unitary) if
and dom U is closed if and only if ran U is closed, see e.g. [9, Proposition 2.3] . A symmetric relation A ∈ C(K) is said to be of defect m ∈ N ∪ {∞}, if both deficiency indices
Here * denotes the adjoint with respect to the Hilbert scalar product [J K ·, ·] K . We note that the symmetric relation A ∈ C(K) is of defect m if and only if there exists a self-adjoint extension of A in K and each self-adjoint extension
is a Krein space and 
Definition and basic properties of boundary relations and associated Weyl families
The notion of boundary relations and associated Weyl families were introduced in [9] for symmetric relations in Hilbert spaces. The definitions and some of the basic properties remain the same in the Krein space case.
Let A ∈ C(K) be a symmetric relation and let Γ ∈ C(K 2 , G 2 ) be a boundary relation for A + . Then the first relation in (2.1) implies A = ker Γ. The elements in Γ will be written in the form {f ,ĥ} ∈ Γ, wheref = 
We note that ker Γ 0 and ker Γ 1 are symmetric relations in K which in general are not closed.
Definition 2.2. Let A be a closed symmetric relation in K and let Γ be a boundary relation for A + , T = dom Γ. The γ-field γ and the Weyl family τ of the boundary relation Γ are defined by 
In the special case where K is a Hilbert space, this leads to ker(Γ 0 |N λ,T ) = {0} for λ ∈ C\R and hence, if A is a closed symmetric relation in a Hilbert space K and Γ is a boundary relation for A * , then the γ-field γ associated with Γ is an operator-valued function on C\R which maps dom τ (λ) onto N λ,T , cf. [9, §4.2].
Let again K be a Krein space and let G be a Hilbert space. Then the bijective transformation
2 . The mapping (2.3) is called the main transform in [9] . Clearly, if A is closed and symmetric in K then a relation
with the property A = ker Γ is a boundary relation for A + if and only if J (Γ) is self-adjoint. This also implies that for a symmetric relation A ∈ C(K) a boundary relation always exists. The next lemma shows how the Weyl family τ of a boundary relation Γ is connected with the compressed resolvent of J (Γ) onto G. The proof is straightforward and essentially contained in [9, §3] . We leave the details to the reader.
Lemma 2.4. Let A be a closed symmetric relation in K and let Γ ∈ C(K 2 , G 2 ) be a boundary relation for A + with corresponding Weyl family τ . Define J as in (2.3) and denote by P G the orthogonal projection from K × G onto G and by
The Weyl family is symmetric with respect to the real line, i.e. τ (λ) = τ (λ) * for λ ∈ C\R.
Remark 2.5. The class of Weyl families corresponding to boundary relations for symmetric relations in Hilbert spaces is completely described in [9, Theorem 3.9] . Namely, in the case that K is a Hilbert space it follows from Lemma 2.4 that the values τ (λ) of the Weyl family τ are maximal dissipative (maximal accumulative) relations for every λ ∈ C + (resp. λ ∈ C − ), and τ (λ) = τ (λ)
* and −λ ∈ ρ(τ (λ)) holds for all λ ∈ C\R, i.e. τ is a so-called Nevanlinna family; we write τ ∈ R(G). Conversely, by [9, Theorem 3.9] each Nevanlinna family τ ∈ R(G) can be realized as the Weyl family of a boundary relation for a symmetric relation in a Hilbert space (see also Corollary 4.4).
Boundary triplets for symmetric relations in Krein spaces
The concept of boundary relations is an extension of the notion of boundary triplets for symmetric relations in Krein and Hilbert spaces, cf. [5, 6, 7] (and e.g. [12, 13, 15] for the Hilbert space case). Definition 2.6. Let A be a closed symmetric relation in a Krein space K and let Γ ∈ C(K 2 , G 2 ) be a boundary relation for A + with Γ 0 and Γ 1 as in (2.2). If Γ is surjective, then {G, Γ 0 , Γ 1 } is said to be a boundary triplet for A + .
Definition 2.6 coincides with the usual definition of a boundary triplet for a symmetric relation since by (2.1) a surjective boundary relation Γ ∈ C(K 2 , G 2 ) is necessarily an operator defined on A + and therefore Γ 0 and Γ 1 are operators such that the mapping
We briefly recall some important properties of boundary triplets which can be found in e.g. [5, 6, 7, 12, 13] . Let in the following A be a closed symmetric relation in K and let {G,
, be a boundary triplet for A + . The mapping Γ induces, via Assume now that ρ(A 0 ) is nonempty. Then for each λ ∈ ρ(A 0 ) the relation A + is the direct sum of A 0 andN λ,A + and it follows from Definition 2.2, that for λ ∈ ρ(A 0 ) the γ-field γ and the Weyl function M of the boundary triplet {G, Γ 0 , Γ 1 } are given by
Here π 1 denotes the orthogonal projection onto the first component of K × K. The functions γ and M are holomorphic on ρ(A 0 ) and satisfy the relations
holds for each h ∈ K and λ ∈ ρ(A 0 ) With the help of the Weyl function the spectral properties of the closed extensions A Θ ⊂ A + of A can be described. Namely, if Θ ∈ C(G) and A Θ is the corresponding extension of A via (2.5), then a point λ ∈ ρ(A 0 ) belongs to ρ(A Θ ) (σ i (A Θ ), i = p, c, r) if and only if 0 belongs to ρ(Θ − M (λ)) (resp. σ i (Θ − M (λ)), i = p, c, r) and the well-known formula
g. [7] ).
Generalized resolvents of symmetric relations in Krein spaces
If A is a closed symmetric operator or relation with equal (possibly infinite) deficiency indices in a Hilbert space K and {G, Γ 0 , Γ 1 }, A 0 = ker Γ 0 , is a boundary triplet for the adjoint A * ∈ C(K) with corresponding γ-field γ and Weyl function M , then the Krein-Naimark formula
establishes a bijective correspondence between the compressed resolvents of minimal self-adjoint extensions A of A in K × H, where the exit space H is a Hilbert space, and the Nevanlinna families τ , i.e. the Weyl families of boundary relations of symmetric relations in Hilbert spaces (see e.g. [8, 10, 11, 12, 13, 24, 27] ). In this section we prove some variants of (3.1) for the case that K and H are Krein spaces.
Other indefinite generalizations of (3.1) can be found in [3, 4, 5, 6, 7, 21, 22] .
The case of a Krein space as exit space
In the next theorem we show, roughly speaking, that a correspondence of the form (3.1) exists also between the compressed resolvents of the self-adjoint extensions of a symmetric relation in a Krein space K and the Weyl families of boundary relations of symmetric relations acting in Krein spaces H. The idea of the proof is based on the coupling method from [8] .
Theorem 3.1. Let K and H be Krein spaces, let A ∈ C(K) be a symmetric relation and let {G, Γ 0 , Γ 1 } be a boundary triplet for A + with corresponding γ-field γ and Weyl function M . Let A 0 = ker Γ 0 and assume that ρ(A 0 ) is nonempty.
, then there exists a boundary relation Γ ′ ∈ C(H 2 , G 2 ) such that the corresponding Weyl family τ satisfies (a) and (b).
is a boundary relation with corresponding Weyl family τ and (M (λ 0 ) + τ (λ 0 )) −1 ∈ L(G) for some λ 0 ∈ ρ(A 0 ), then there exists a self-adjoint extension A ∈ C(K × H) of A such that (a) and (b) are satisfied.
Proof. (i) 1. The proof of assertion (i) is organized in 4 steps. Let H be a Krein space and let A be a self-adjoint extension of A in K × H. We do not exclude the case of a canonical self-adjoint extension A, that is, H = {0}. It is not difficult to see that the closed linear relations
are symmetric in K and H, respectively. The same arguments as in the Hilbert space case (see [9, Proposition 2.12] ) imply that the closures of the linear relations
Note also that S 0 is an extension of the symmetric relation A.
2. In this step we show that
is a boundary relation for S 
As A is self-adjoint in K × H we have
and choosef 0 ∈ A + such thatĥ =
. Then
∈ Γ ′ and hence
and the choice ofĥ imply 
and denote the Weyl family of Γ ′ by τ . We check that
is a bounded operator defined on G.
∈ τ (λ) and hence there existsf 1 ∈N λ,T 1 such that f 1 ,
∈ A and this implies that {0, f λ } belongs to
Therefore f λ = 0, i.e. Γ 0fλ = 0 and (M (λ) + τ (λ)) −1 is an operator. Next we show
Let g ∈ G and choosef 0 ∈ A + such that
L(G) and the fact that τ (λ) is closed imply that (M (λ)+τ (λ))
−1 is closed and therefore (M (λ)+τ (λ)) −1 ∈ L(G).
Let now λ
We have
Therefore, by the form of P K ( A − λ) −1 ↾ K it remains to show that there existŝ
and this gives Γ 0fλ −γ(λ)
Hence there existsf 1 ∈N λ,T 1 such that
and from (3.4) and (2.6) we obtain Γ 0f0 = Γ 0fλ and Γ 1f0 = γ(λ)
Therefore f 1 ,
belongs to Γ ′ and thus by (3.3)
This completes the proof of assertion (i).
We prove assertion (ii). Let Γ ′ ∈ C(H 2 , G 2 ) be a boundary relation with corresponding Weyl family τ . We claim that
is a self-adjoint extension of A. In fact, for
that is, A is symmetric. Let now
Ifĝ 0 ∈ A = ker Γ 0 ∩ ker Γ 1 we conclude
∈ A from {0, 0} ∈ Γ ′ and (3.6) yields in this casef 0 ∈ A + . By (3.5) it remains to check f 1 ,
For this let {ĝ 1 ,k} ∈ Γ ′ and chooseĝ 0 ∈ A + such thatk =
. By (3.5)
belongs to A and (3.6) implies
shown that A is self-adjoint. Moreover it is not difficult to see that A ∈ C(K × H) is an extension of A. If A is defined by (3.5) then the boundary relation Γ ′ can be written in the form
It was shown in step 2 of the proof of (i) that Γ ′ is a boundary relation for S + 1 (see step 1) and by step 3 and 4 the assertions (a) and (b) of (i) hold. We have proved Theorem 3.1.
The case of a Hilbert space as exit space
We are now concerned with the situation that the exit space H is a Hilbert space. Under this additional assumption assertion (a) of the previous theorem can be improved.
Theorem 3.2. Let K be a Krein space and let H be a Hilbert space, let A ∈ C(K) be a symmetric relation and let {G, Γ 0 , Γ 1 } be a boundary triplet for A + with corresponding γ-field γ and Weyl function M . Let A 0 = ker Γ 0 and assume that ρ(A 0 ) is nonempty.
, then there exists a Nevanlinna family τ ∈ R(G) such that (a) and (b) hold.
(ii) If τ ∈ R(G) is a Nevanlinna family and 
, let τ and γ ′ be the corresponding Weyl family and γ-field and assume that λ ∈ ρ(A 0 ) is chosen such that (M (λ)+τ (λ)) −1 ∈ L(G). In order to show that A − λ is injective, let
i.e.f 0 ∈ N λ,A + andf 1 ∈ N λ,T 1 . Writing A in the form (3.5) and setting h := Γ 0f0 we conclude
and therefore h
we now get h = 0 and since both γ(λ) and γ ′ (λ) are operators (cf. Remark 2.3) here we obtain f 0 = γ(λ)h = 0 and
In order to show the surjectivity of A − λ we construct elementsf 0 ∈ A + and f 1 ∈ T 1 with
for an arbitrary
Let nowf λ ∈ N λ,A + such that Γ 0fλ = h (and hence Γ 1fλ = M (λ)h) holds and since M (λ) + τ (λ) is surjective by assumption there existsl ∈ τ (λ) with
. Therefore there aref 1λ ∈ N λ,T 1 andf 0λ ∈ N λ,A + such that f 1λ ,l ∈ Γ ′ and l = Γ 0f0λ (and
we have {f 1 ,ĥ +l} ∈ Γ ′ and from
we conclude that (3.7) holds, that is, A − λ is surjective.
In Theorem 3.4 below we will impose additional conditions on the symmetric relation A ∈ C(K) and the fixed canonical self-adjoint extension A 0 = ker Γ 0 in order to get more information on the (local) spectral properties of the extensions A. For this we briefly recall the notion of locally definitizable self-adjoint relations.
For a detailed study of (locally) definitizable self-adjoint operators and relations we refer to the papers [16, 19, 23 ] of P. Jonas and H. Langer.
If A 0 is a self-adjoint relation in a Krein space K, then λ ∈ C belongs to the approximate point spectrum of A 0 , denoted by σ ap (A 0 ), if there exists a sequence x n y n ∈ A 0 , n = 1, 2, . . . , such that x n = 1 and lim n→∞ y n − λx n = 0. The extended approximate point spectrum σ ap (A 0 ) of A 0 is defined by σ ap (A 0 ) if 0 ∈ σ ap (A −1 0 ) and by σ ap (A 0 ) ∪ {∞} otherwise. A point λ ∈ σ ap (A 0 ) is said to be of positive type (negative type) with respect to A 0 , if for every sequence x n y n ∈ A 0 , n = 1, 2 . . . , with x n = 1, lim n→∞ y n − λx n = 0 we have
, ∞ is said to be of positive type (negative type) with respect to A 0 if 0 is of positive type (resp. negative type) with respect to A −1 0 . The set of all spectral points of positive type (negative type) with respect to A 0 will be denoted by σ ++ (A 0 ) (resp. σ −− (A 0 ) ). An open subset ∆ of R is said to be of positive type (negative type) with respect to
Let in the following Ω be some domain in C symmetric with respect to the real axis such that Ω ∩ R = ∅ and the intersections of Ω with the upper and lower open half-planes are simply connected. Let A 0 be definitizable over Ω and let e be a discrete (possibly empty) set of points in Ω ∩ R. Then the property that (Ω ∩ R)\e is of positive type with respect to A 0 is equivalent to the fact that σ −− (A 0 ) is discrete in Ω.
Theorem 3.4. Let K be a Krein space and let H be a Hilbert space, let A ∈ C(K) be a symmetric relation of finite defect and let {G, Γ 0 , Γ 1 } be a boundary triplet for A + with corresponding γ-field γ and Weyl function M . Assume that A 0 = ker Γ 0 is definitizable over Ω and that σ −− (A 0 ) is discrete in Ω.
in Ω.
(ii) If τ ∈ R(G) is a Nevanlinna family and
Proof. The statement of Theorem 3.4 follows from Theorem 3.2 if we show that the extension A in (i) satisfies assertion (c).
For this, let S 0 and S 1 be the symmetric relations in the Krein space K and the Hilbert space H, respectively, defined in step 1 of the proof of Theorem 3.1. As A is of finite defect the deficiency indices n ± (J K A) of the symmetric relation J K A in the Hilbert space (K, [J K ·, ·]) are both equal to n < ∞ and hence the deficiency indices n ± (J K S 0 ) of the symmetric relation J K S 0 are both equal to m ≤ n. Considerations very similar to those in [9, Lemma 2.14] show that the deficiency indices n ± (S 1 ) of S 1 coincide and are also equal to m.
Let B 0 be a self-adjoint extension of S 1 in the Hilbert space H. We claim that the self-adjoint relation A 0 × B 0 ∈ C(K × H) is definitizable over Ω and Since A and A 0 × B 0 are self-adjoint extensions of the symmetric relation S 0 × S 1 in K × H and ρ( A) ∩ Ω is nonempty we conclude that
is a finite rank operator. Hence we can apply [2, Theorem 2.2] and it follows that A is definitizable over Ω and σ −− ( A) is discrete in Ω.
Realization of relation-valued functions as Weyl families
We show in Theorem 4.1 that certain classes of C(G)-valued functions can be realized as Weyl families corresponding to boundary relations Γ ∈ C(K 2 , G 2 ) of symmetric relations in Krein spaces K. Lemma 2.4 (i) and the proof of [9, Theorem 3.9] suggest that for a given C(G)-valued function τ the function λ → −(τ (λ) + λ) −1 has to be realized as the compressed resolvent of some self-adjoint relation J (Γ) in K × G.
We briefly recall the notion of (locally) definitizable functions introduced and studied by P. Jonas in [17, 18, 19, 20] . Let, as in Definition 3.3, Ω be a domain which is symmetric with respect to the real axis such that Ω∩R = ∅ and the intersections of Ω with the upper and lower open half-planes are simply connected. For an L(G)-valued function G meromorphic in Ω\R we denote the set of all λ ∈ Ω\{∞} such that τ can analytically be continued in λ in a unique way by h(G).
An
for all λ ∈ C\R is called definitizable if there exists a scalar rational function r such that rG is the sum of a Nevanlinna function N and an L(G)-valued rational function n whose poles belong to h(G),
for all points λ ∈ C\R of holomorphy of rG, cf. [18, §3] . If Ω is a domain as above, then an L(G)-valued function G meromorphic in Ω\R satisfying G(λ) = G(λ) * for all λ ∈ Ω\R is said to be locally definitizable in Ω, if for every domain Ω ′ with the same properties as Ω, Ω ′ ⊂ Ω, G can be written as the sum G d + G h of a definitizable function G d and a function G h locally holomorphic on Ω ′ (see [20] ).
Theorem 4.1. Let G be a Hilbert space, let τ be a C(G)-valued family and assume that the function
is an L(G)-valued locally definitizable function in Ω. Then for every domain Ω ′ with the same properties as Ω, Ω ′ ⊂ Ω, there exists a Krein space K, a closed symmetric relation A ∈ C(K) and a boundary relation Γ ∈ C(K 2 , G 2 ) for A + such that the corresponding Weyl family coincides with τ in Ω ′ ∩ h(G).
Proof. Let us fix some domain Ω ′ , Ω ′ ⊂ Ω, and a point λ 0 ∈ Ω ′ ∩ h(G). Since G is a definitizable function in Ω by [1] the same holds for the function holds for all λ ∈ Ω ′ ∩ h(G 1 ). By (4.1) we have G 1 (λ 0 ) = iIm λ 0 and Re G 1 (λ 0 ) = 0 which together with (4.2) yields γ + γ = I G . Since γγ + is a self-adjoint projection in the Krein space K we can identify G with the Hilbert subspace ran γ in K. Then the orthogonal companion K := G
[⊥] of G in K is a Krein space and K = K[+]G holds. Moreover γ is the embedding of G into K and γ + the projection P G in K onto G. Hence (4.2) can be rewritten as A similar construction as in the proof of Theorem 4.1 yields an alternative proof of the main realization theorem in [9] . 
