Abstract-We propose a novel, Bayesian formulation of the edge-stopping (diffusivity) function in a nonlinear diffusion scheme in terms of edge probability under a marginal prior on noise-free gradient. This formulation differs from the existing probabilistic diffusion approaches that give stochastic formulations for the conductivity but not for the diffusivity function of the gradient. In particular, we impose a Laplacian prior for the ideal gradient, but the proposed formulation is general and can be used with other marginal distributions. We also make links to related works that treat correspondences between nonlinear diffusion and wavelet shrinkage.
I. INTRODUCTION
N ONLINEAR diffusion [1] has found numerous applications and has attracted research attention in image processing. Let denote a -band image defined on a finite domain , where is the position vector on defining the coordinates of image pixels. The following system of coupled partial differential equations (PDEs) produces a family of diffused images , which are smoothed versions of : on (1) where is the partial derivative over , is the so-called conductance coefficient, which controls the diffusion process at each position , and is the continuous scale parameter. is the image boundary, with denoting the normal direction to it.
is the band index. In a nonlinear diffusion, the conductance coefficient varies spatially to encourage intra-region smoothing while preventing the distortion of region boundaries. In the widely 
where is the so-called edge stopping or diffusivity function. The diffusivity function is a nonnegative monotonically decreasing function [2] . It ensures that important edges and region boundaries are less blurred than flat low-contrast regions. The parameter (contrast parameter) in these functions controls the shape of the diffusivity function, balancing the degrees of inter-region smoothing and edge enhancement in the diffusion process. Black et al. [3] showed that various edge-stopping functions are closely related to the corresponding error norms and influence functions in robust statistics [5] .
The main required property of the edge-stopping functions is that they should have a smaller value for those gradient magnitudes that are more likely to present image edges. In this sense, the edge stopping functions implicitly express the probabilities of the absence of an edge. To our knowledge, no attempts were made so far to explicitly express the diffusivity function as the probability that represents no edge under a suitable marginal prior for the ideal, noise-free image gradient. This problem is the scope of this letter.
In related work, several researchers have recently proposed stochastic formulations of the conductance coefficients in (1) [6] , [7] , which is usually called "probabilistic" diffusion. These approaches replace the classical diffusivity function of the image gradient by a stochastic conductance coefficient, which is not an explicit function of the image gradient.
In this letter, we return to the classical Perona-Malik formulation of the nonlinear diffusion, where diffusivity is an explicit function of the image gradient, and we revisit this formulation within a Bayesian framework. In particular, we impose a prior distribution on the ideal image gradient, and we derive the diffusivity function as the probability that the observed noisy gradient presents no edge of interest. We make a parallel to the related recent developments in wavelet processing [8] . Other researchers have studied connections between nonlinear diffusion and wavelet shrinkage [9] - [11] . In this letter, we investigate new relationships between the two domains by deriving new, 1070-9908/$20.00 © 2006 IEEE Bayesian diffusivity functions based on the statistical image models that were initially developed for wavelet processing.
This letter is organized as follows. Section II presents the proposed Bayesian formulation of the edge-stopping function. We start from the prior specification in Section II-A, and then we formalize the diffusivity in terms of the corresponding edge probability in Section II-B. In Section III, we discuss the shape of the resulting diffusivity function and compare it to other, often used diffusivity functions. The concluding remarks are in Section IV.
II. PROPOSED APPROACH
The main idea of our approach is to express the diffusivity function as a probability that the observed gradient presents no edge of interest under a suitable marginal prior distribution for the noise-free gradient.
A. Specifying a Suitable Prior for the Ideal Gradient
Noise-free image histograms are typically sharply peaked at zero and longtailed [12] . In the following, we denote by the noise-free gradient and by its noisy, observed version.
The Laplacian or double exponential prior (3) is often used in wavelet processing [12] , [13] because of its analytical simplicity and because in denoising and compression schemes, its performance loss compared to more complicated priors like generalized Laplacian [14] is often negligible (see [13] and the references therein). For the noise model (4) where is additive white Gaussian noise , the parameter is accurately estimated as [15] (5) with denoting the variance of the noisy signal. Since each wavelet subband can be interpreted as a partial derivative of the smoothed image in a given direction [14] , marginal statistics of wavelet coefficients directly apply to other smoothed gradient formulations in nonlinear diffusion.
In nonlinear diffusion schemes, the gradient is often approximated by absolute difference of neighboring pixel values on a four-connected grid [1] . For color images, the color distances between the neighboring pixels are typically used [16] .
B. Proposed Probabilistic Diffusivity Function
Similar to some recent wavelet processing schemes [8] , [17] , we define an edge-element of interest as noise-free gradient magnitude that exceeds a specific threshold, , and we relate this threshold to the noise standard deviation as it is explained later in this letter. Hence, we formulate two hypotheses: : "an edge-element of interest is absent" and : "an edge-element of interest is present" as and (6) We define the diffusivity function of the observed gradient as (7) where is a normalizing constant. By choosing (8) we ensure that , because the minimum of is at (see Fig. 1 ), and thus, peaks at . The Bayes' rule yields , where presents prior odds, and is the likelihood ratio. Denoting , our diffusivity function becomes (9) Let denote the cumulative distribution of the standard normal distribution , and define . For the Laplacian prior (3), we have [8] (10) and we can show that (see the Appendix) (11) and (12) where (13) (14) We define , where is a small positive constant (we use ), which ensures the existence of the solution when . When decreases, has a sharper minimum at (see Fig. 1 ), and consequently, has a sharper peak at , meaning no smoothing except at negligible gradient values.
III. SHAPE OF THE PROPOSED FUNCTION
We compared the proposed diffusivity function to the ones given from [1] , [3] , and [4] , for which we optimized the diffusion performance by estimating the contrast parameter according to [3] . We estimate the noise standard deviation using a median absolute deviation (MAD) estimator [14] , where is estimated by the gradient's MAD divided by 0.6745. Our experiments showed that the new probabilistic diffusivity function automatically fits in the cluster of the reference edge-stopping functions with optimized values of the contrast parameter. This is illustrated in Fig. 2 for two different test images. Similar behavior is observed on a series of other tested images. While for the reference functions, different procedures exist for estimating the contrast parameter (and in practice often manual tuning), the proposed function leaves no parameters to adjust. The results of the diffusion process using the proposed diffusivity function are illustrated in Fig. 3 in comparison with the standard diffusivity functions. The results of the proposed function are shown in the last two images for the Laplacian prior [i.e., using (11)- (14) in (9)] and for the generalized Laplacian prior (solving (9) numerically). The results demonstrate an improvement over the standard functions and no significant difference in using the generalized Laplacian instead of the Laplacian prior.
It is interesting to notice that a link exists between the proposed Bayesian diffusivity function and the result of [10] and [11] that establishes a correspondence between nonlinear diffusion and the wavelet shrinkage. Assume again the noise model (4), and denote a wavelet shrinkage estimator by . The authors of [10] and [11] show that in a shift-invariant wavelet representation (with cycle spinning) using the Haar wavelet, one cycle of the shrinkage estimator amounts to nonlinear diffusion with the edge-stopping function (15) where is a constant related to the time step in the diffusion process. If we note that the scaling factor in the right-hand side of this expression comes from a specific normalization of the gradient (or wavelet coefficient values) and if we define like in [8] , then (15) yields the proposed diffusivity function (7) . This means that the proposed Bayesian diffusivity function can be derived from a Bayesian wavelet shrinkage estimator of [8] using the correspondences between the two domains established in [10] and [11] . Notice, however, that this is only one interpretation of the proposed Bayesian diffusivity function, which is by no means restricted to the analogy with the wavelet shrinkers.
IV. CONCLUSION
We propose a Bayesian formulation of the diffusivity function by imposing a prior on the noise-free gradient. All other probabilistic approaches provide stochastic formulations for the conductivity but not for the diffusivity function of the gradient. The proposed diffusivity function has no free parameters to optimize, and it fits well in the cluster of the reference backward-forward diffusivities. The new function can be derived from a Bayesian wavelet shrinker using the methodology of [10] and [11] . An interesting issue for future investigation is the use of a series expansion of the derived expressions as well as the use of other highly curtotic priors. 
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