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Network analysis uses centralities as a method to order the actors and the links
between them according to their importance based on the structural properties of the
given network. In mathematical terms a network can be modelled as an instance of
the abstract object graph, where the actors of the network are vertices and the links
are represented by edges. An intuitive form of visualization of a centrality is placing
its vertices on concentric circles. Vertices with a higher centrality value are situated
close to the center. With decreasing importance vertices are placed on circles further
away from the center. We extended the already existing radial and circular layout
and deﬁned the term orbital layout, where both interorbit and intraorbit edges are
allowed. To be able to produce a conceptional drawing, visual complexity needs to
be reduced. The ﬁrst approach is based on crossing minimization to achieve a good
readability. Two heuristics are presented, the ﬁrst one is based on string matching
and the second heuristic is an extension of the radial sifting algorithm to orbital
layout. A second idea, based on planarization, is to ﬁrst planarize the input graph
and then reinsert the deleted edges. We introduce three greedy algorithms based on
edge centrality to compute maximal planar subgraphs in circular, radial and orbital
layout as the original problem, the determination of the maximum planar subgraph
is NP-hard for all three layouts.Table of Contents
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5Introduction
Network analysis is an approach to examine the structural properties in networks.
One measure is centrality analysis which determines the importance of vertices in
a network based on a speciﬁed connectivity within the network. Network analysis
can be applied to all kinds of networks. So far the most intensively studied ﬁelds of
application are social and biological networks.
Social network analysis is a technique based on graph-theoretic methods to study
the structure of social networks [24] and investigate the relational aspects of these
structures. A social network consists of a set of actors and their relations among and
towards each other are analyzed. Centrality is a common tool for this analysis. It
maps values to the individual actors of a social network representing their importance
or inﬂuence within the considered community.
Centrality is also used for investigating the relations of underlying biological processes
in the life sciences.
However there are a number of diﬀerent centrality measures and to choose the appro-
priate centrality measure for the analysis of a special relation in one speciﬁc network
is usually a challenge as it should provide a clear and comprehensible evaluation of
the structural properties of the network.
Once a centrality has been chosen and computed another aspect is the visualization
of the resulting network. As the mathematical interpretation of a network is the
abstract object of a graph, this is a problem in the range of graph drawing.
Graph drawing provides some frameworks for drawing a graph and thus representing
the underlying complex relational data structure in a geometric, visual way. Based
on the commonly acknowledged standard procedure, the Sugiyama Framework, the
drawing needs to fulﬁl certain drawing conventions and should implement aesthetic
criteria to improve the readability of the resulting output.
The Sugiyama Framework has originally been introduced and deﬁned for hierarchical
layout, i.e. the disjoint subsets of vertices of the input graph are placed on diﬀerent
parallel horizontal layers and then reordered such that a minimal number of crossings
is obtained.
Apart from the hierarchical layout, the circular and radial layout have been presented.
In circular layout all vertices are placed on a single circle and edges are chords within
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the inner face of this circle, so called intraorbit edges. In comparison radial layout
deals with disjoint subsets of vertices again. Each subset of vertices is placed on a
diﬀerent concentric circle. Edges can only connect two vertices placed on distinct
concentric circles and are therefore denoted as interorbit edges.
As the representation of a centrality usually includes both types of edges, interorbit
edges and intraorbit edges, we introduce a new layout, the orbital layout, that allows
the existence of these two kinds of edges. Orbital layout thus is a combination of
circular and radial layout as vertices are placed on concentric circles while combining
the speciﬁc edges of both layouts. Using concentric circles the structural properties
of the network to be drawn are further emphasized in a geometrical sense.
The reduction of visual complexity achievable through crossing minimization is one
of the main aesthetic criteria of any graph drawing algorithm. Another approach to
increase readability is to ﬁrst planarize a graph and then reinserted the deleted edges.
This thesis is organized as follows:
Chapter 1 provides an overview of the relevant background topics for this thesis. An
introduction for the ﬁelds of graph theory and drawing is given and a particular fo-
cus is set on the standard framework of drawing graphs in hierarchical layout, the
Sugiyama Framework. As this thesis deals with the visualization of networks and
especially centralities applied to speciﬁc networks such as social networks the basics
of network analysis and centralities are presented.
In the next chapter, chapter 2, a new layout, the orbital layout is deﬁned. To be able
to display a centrality we give a problem deﬁnition of one-sided two-layer crossing
minimization in orbital layout and prove that this problem is NP-hard. By reducing
the number of crossings we want to reduce visual complexity. Two heuristics of how
to reduce crossings in orbital layout are presented. The ﬁrst approach is based on
the idea of string matching and merges two crossing reduced input strings of vertices.
The second heuristic is an extension and combination of the sifting algorithm in radial
and circular layout. Both heuristics are implemented and extensive tests have been
run in order to compare them in terms of performance.
Again motivated by the aim of reducing visual complexity and thus increasing the
readability of a drawing in orbital layout, chapter 3 deals with yet another approach
to achieve this objective. The idea is to ﬁrst planarize the graph and then reinsert
the deleted edges. Hence chapter 3 presents three algorithms of how to ﬁnd maximal
planar subgraph in circular, radial and orbital layout, as the task of determining the
maximum planar subgraph is NP-hard in all three layouts. As all presented heuris-
tics construct their output following the greedy principle, edges are scored according
to their centrality values to further emphasize and exploit the given structure of the
input graph.8
Finally chapter 4 proposes an adaption of the Sugiyama framework to orbital lay-
out. Moreover we summarize the content of the thesis and propose several topics for
further research.Chapter 1
Background
1.1 Graph Drawing
Graph drawing is the framework for the visualization of complex data structures in
geometric representations and drawings. A graph is the abstract model to represent
the information given by such structures. Therefore the aim is to draw the complex
information structures modeled by graphs in a way that makes it easy to understand,
read and interpret the given data.
There are applications of graph drawing in the ﬁelds of software engineering, databases,
information systems and network analysis among others.
The underlying relational data structures consist of entities and relationships be-
tween them. In terms of graph theory the entities are modeled as vertices and the
relationships as edges between two vertices. Hence it is crucial to draw the graph in
a way that makes it easy to track the relations between the entities. A ’bad’ drawing
can even mislead the reader and provoke wrong interpretations of the represented
information.
1.1.1 Graph Theory
In order to describe these informally deﬁned relational data structures in mathemat-
ical terms we use the concepts and notations of graph theory. A graph G = (V,E)
consists of a set V of vertices (nodes) and a set E of edges (connections) that repre-
sent a link between two vertices. If two vertices are joined by an edge they are called
adjacent, while the edge is called incident to the vertices. A graph G can be directed
or undirected depending on the fact if the order of the end vertices of the set of edges
is taken into consideration or not. In a directed graph an edge is deﬁned by its start
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and end vertex, whereas the speciﬁcation of start and end vertex is neglected in the
undirected case.
It is often necessary to assign a numerical value to the vertices and edges of a graph
G. G is then called a weighted graph. Weights can be represented mathematically as a
function ωE : E → R that assigns a value ωE(e) to each edge e ∈ E resp. ωV : V → R
for the set of vertices V . Edge weights are used to describe several features of edges
such as cost, capacity or strength of interaction. Vertex weights can give further
information on the importance or integration of the vertices within the graph. The
interpretation of the weight function depends on the context of the graph.
Given an undirected graph G = (V,E) the degree of a vertex v ∈ V denoted as d(v)
is deﬁned by the cardinality of the set of its incident edges E(v). Let’s denote the set
of adjacent vertices of v, the set of neighbors, as N(v). If G = (V,E) is a directed
graph the degree of a vertex v can be further divided into the in-degree d−(v) and
out-degree d+(v). The in-degree of v depends on the number of edges that have v as
destination. The number of edges with v as start vertex determines the out-degree of
v. Then the corresponding set of incoming edges is denoted as E−(v) resp. the set of
outgoing edges as E+(v). N−(v) resp. N+(v) is the set of adjacent start resp. end
vertices of v.
If only a subset of the set of vertices V 0 ⊂ V and edges E0 ⊂ E is considered we
obtain a subgraph G0 = (V 0,E0) of the original graph G = (V,E).
A path within a graph G is an alternating sequence v0,e1,v1,e2,v2,...,vk−1,ek,vk of
vertices vi and the connecting edges ei = (vi−1,vi). Each edge ei can occur only once,
i.e. ei 6= ej for i 6= j. If each vertex occurs only once, vi 6= vj for i 6= j, the path is
called a simple path. If the start and end vertex of a path is the same vertex, v0 = vk,
the path is called a cycle.
A k-level graph G = (V,E,φ) with k ≤ |V | has a level-assignment φ = V 7→
{1,2,...,k} that assigns each vertex v ∈ V to a level. The graph G is thus par-
titioned into k pairwise disjoint subsets V1 ˙ ∪ V2 ˙ ∪... ˙ ∪ Vk,Vi = φ−1(i),1 ≤ i ≤ k.
A k-level graph G = (V,E) is called proper, if its subset of edges, that connect two
vertices on diﬀerent levels, only contains edges e = (u,v), φ(v)−φ(u) = 1 where the
incident vertices lie on neighboring levels.
At this point it is crucial to emphasize that a graph and its drawing are diﬀerent
objects. Generally speaking, one graph has several drawings. Relating the two ob-
jects, i.e. the graph and its drawing, the term planar is of special importance. A
drawing Γ(G) is planar if no two edges cross each other. A graph G is planar if
there exists a planar drawing Γ(G). The elements of the class of planar graphs have
special properties that make them especially important. Firstly the absence of cross-
ings increases readability. Secondly, they are sparse, i.e. the cardinality of their set
of edges |E| is linear to the cardinality of their set of vertices |V |. Euler proved11
|E| = 3|V | − 6 [3] for a simple planar graph G = (V,E).
1.1.2 Drawing Conventions
In order to be able to produce comprehensible drawings of graphs some guidelines
have been introduced, namely drawing conventions, aesthetics and constraints.
Drawing Conventions A drawing convention is a rule a drawing must fulﬁll. It
comprises the representation of vertices as p.e. dots, boxes or rectangles. How
to draw edges is determined as well. Edges can be drawn as polylines or straight
lines. In orthogonal drawing they are drawn as a connected sequence of vertical
and horizontal line segments. Grid drawing requires integer coordinates for all
vertices, edge bends and crossing points. In planar drawing edge crossings are
prohibited. Given a directed graph the upward (resp. downward) drawing of
the graphs requires that all edges are directed vertically upwards (downwards).
Aesthetic deﬁnes desirable properties of the drawing, that we try to achieve as much
as possible to improve readability. The most popular aesthetic criteria include
the reduction of crossings between edges and the minimization of the total area
covered by the drawing. The edge length is an important feature as well, includ-
ing the minimization of the total edge length, minimization of the maximum
length of an edge and the minimization of the variance concerning the edge
lengths. Minimization of the total number of edge bends resp. the maximum
number of bends per edges facilitates to keep track of the edges. Angular res-
olution (maximize the smallest angle between two edges incident to the same
vertex), aspect ration (similar length of two opposite sides of the rectangular
that limits the area of the drawing) and symmetry (display of symmetries of
the graph) are further aesthetic criteria.
Constraints only refer to parts of the graph,i.e. to subgraphs, whereas the drawing
conventions and aesthetic criteria are applied to the drawing of the entire graph.
Commonly used constraints include the center (place a speciﬁed vertex in the
middle) and external (place a speciﬁed vertex on the boundary) constraint. The
cluster constraint positions a subset of vertices close together. Dealing with a
subset of vertices the left-right (top-bottom) sequence constraint aims to align
the vertices horizontally (vertically) while the shape constraint draws a given
subgraph according to the speciﬁc predetermined shape.12
1.1.3 Graph Drawing Approaches
Given these rules several approaches exist of how to draw a graph. Usually the
drawing process is divided into several algorithmic steps that independently fulﬁl
certain aesthetic aspects. It depends on the constraints that have been chosen which
method is suitable.
Topology-Shape-Metrics Approach This approach has been modeled in order to
construct orthogonal grid drawings. The idea behind is based on three features
of orthogonal (resp. polyline) drawings that deﬁne equivalence classes.
• Topology: Two orthogonal (polyline) drawings have the same topology if
one can be derived from the other drawing without alternating the edge
sequence.
• Shape: Two orthogonal (polyline) drawings have the same shape if they
are equal in terms of topology and one drawing can be derived from the
other one by only changing the lengths of the edges.
• Metrics: If two orthogonal (polyline) drawings are congruent they have
the same metrics.
Each of these features is a reﬁnement of the previous characteristic. Hence these
properties are used to model the algorithmic steps of the approach.
1. In the ﬁrst step, the planarization step, the graph is planarized and the
topology of the graph is determined.
2. Given a topology, in the orthogonalization step the shape of the drawing
is deﬁned.
3. The aim of the third step, the compaction step, is to compute the ﬁnal
coordinates of the vertices and edge bends while minimizing the total area
covered by the drawing.
Hierarchical Approach , also known as the Sugiyama Framework [15], is a down-
ward drawing that is designed to place the vertices on parallel horizontal lines.
It consists of a preprocessing step to remove cycles and three main steps:
1. In the layer assignment step partitions the set of vertices into k disjoint
subsets, each representing one level. Each edge connects a start vertex
with an end vertex, that lies on a level below the start level.
2. The crossings reduction step computes the order of the vertices on each
level with the objective to minimize the number of crossings in the drawing.13
3. Finally the x-coordinate assignment for each vertex is computed in the
third and last step.
Force-Directed Approach The idea of the force-directed approach simulates a sys-
tem of forces based on the input graph and gives a energy minimized output
graph. The force system is modeled by assigning positive forces to the vertices
that are connected to each other and repulsive forces to all edges, in order to
avoid edge crossings. As we aim to obtain a conﬁguration of the graph that is
in a locally minimum state of energy, usually simple iterative methods derived
from numerical analysis are implemented to model this step.
Divide and Conquer Approach This approach again consists of three steps: ﬁrst
the graph is partitioned into subgraphs, which are drawn recursively in the
second step and put together in the third step.
1.1.4 Sugiyama Framework - Crossing Reduction
As the hierarchical approach (1.1.3), the so-called Sugiyama [15], is a very intuitive
approach to draw graphs, it is often used in practice. Currently it is the standard
framework for drawing graphs. Its second step, crossing reduction in hierarchical
layout, has been extensively studied as it reduces visual complexity of a drawing
and thus increases readability, a very important aesthetic criterium. We will give an
overview of the main approaches to solve this problem.
Let’s assume that the input graph is a proper, layered input graph. It is a combi-
natorial problem to ﬁnd an optimal ordering of the vertices on each level in order to
minimize the number of edge crossings. The problem of minimizing the crossings in
a level graph is NP-hard even if there are only two levels [12].
The general method of most approaches is based on the layer-by-layer sweep. In the
beginning a ﬁxed order of the vertices on the ﬁrst level L1 is chosen. For the following
levels Li, i = 2,3,...,k the vertex order of level Li−1 is assumed to be ﬁxed. The
vertices on level Li are reordered such that the number of crossings between edges
that connect a vertex on level i − 1 with a vertex on level i is reduced. In order
to reduce the crossings of edges between two levels i − 1,i, with the ordering of the
vertices on level Li−1 ﬁxed, an approach for solving the one-sided two-layer cross-
ing minimization problem is needed. As this problem is known to be NP-hard [12],
heuristics are needed.
Given a two-level input graph G = (V1 ˙ ∪V2,E) consisting of two disjoint subsets of
vertices on the ﬁrst level V1 and second level V2 and a set of edges E = V1×V2, we ﬁrst
deﬁne the crossing number. It’s deﬁnition is motivated by the fact, that, if u,v ∈ V2
are two vertices on level 2, then the number of crossings between edges ei ∈ E(u)14
incident to vertex u and edges fj ∈ E(v) incident to vertex v only depends on the
relative order of u,v and not on other vertices. Thus the crossing number between
edges incident to u and v is denoted as cuv, with x2(u) < x2(v). Three basic heuristic
methods are presented to minimize the total number of crossings in a bipartite graph:
Sifting This heuristic is based on a sorting algorithm and is an extension of the
greedy-switch heuristic. In a preprocessing step the total crossing number needs
to be computed, which can be done in O(
P
u,v cuv). Originally sifting was
introduced for vertex minimization in ordered binary decision diagrams [22]. It
has been extended to ﬁt the one-sided two-layer crossing minimization problem
later. The idea is to move every vertex to every position, i.e. in one sifting
step vertex v is swapped iteratively with its successor, and update the crossing
number after every move. A vertex changes its locally optimal position, if a
reduction in the crossing number between the incident edges of the current
vertex v and all remaining edges, a formula representing the objective function,
has been achieved. I.e. an adjacent pair of vertices u,v, x2(u) < x2(v) swaps
positions x2(v) < x2(u) if cvu < cuv. Hence the aim is to minimize the objective
function for all vertices v ∈ V2 by placing each vertex to its locally optimal
position. This procedure guarantees, that the total number of crossings does
not increase in any step of the heuristic.
In hierarchical layout the eﬃcient computation of the updated crossing numbers
after each swap is guaranteed by the crossing matrix, which can be computed
in O(|V2| · |E|). The cells of the crossing matrix store the crossing number
between incident edges of pairs of vertices. Due to the data structure of the
crossing matrix, after each successful swap that places a vertex in a new locally
optimal position only a small number of updates is necessary.
The crossing reduction algorithm itself can be implemented to run in O(|V2|2).
Thus the whole algorithm runs in O(|V2| · |E|).
Barycenter Heuristic The idea of this heuristic is to compute the x-coordinate
of each vertex v ∈ V2 as the barycenter (average) of the x-coordinates of its
neighbors N(v) on the ﬁrst level, that are ﬁxed. Hence the x-coordinate of a
vertex v ∈ V2 is computed as
bary(v) = x2(v) =
1
d(v)
X
u∈N(v)
x1(u) (1.1)
Given the case that two vertices v1,v2 ∈ V2 have the same barycenter value they
are separated arbitrarily by a small distance. The barycenter heuristic can be
implemented in O(|E| + |V2|log|V2|).
Median Heuristic As a variation of the Barycenter Method the Median Heuristic
does not operate with the average value of the x-coordinates of the neighbors of a15
vertex, but with the median. Hence the x-coordinate of a vertex v ∈ V2 is deﬁned
by the median of its neighbors on the ﬁrst level. The median of an ordered
sequence of vertices u1,u2,...,ui ∈ V1 with x1(u1) < x1(u2) < ··· < x1(ui)
is deﬁned as median({u1,...,ui}) = x1(ubi/2c). We assume that the set of
neighbors of v on the ﬁrst level is N(v) = {u1,...,ui}. Then the median value
of v is computed as
med(v) = median(N(v)) = x1(ubi/2c) (1.2)
If v has no neighbors on the ﬁrst level the value of its median is 0, med(v) = 0.
To order the vertices on the second level, they are sorted according to their
median value. If two vertices have the same median, ties are broken in favor of
the vertex with an odd degree which is placed further left. If the two vertices
are both of either odd or even degree, they can be ordered arbitrarily. The
median heuristic can be implemented in O(|E| + |V2|log|V2|).
1.2 Network Analysis
The term network is used to describe a set of elements that are related to each other
by interaction or connections. One example of a network is the Internet as an object
that consists of nodes (routers and hosts) that are connected by cables that enable
the interaction between the nodes. The concept of a network can also be applied
to a group of people, that ﬁt the concept of a social network, and to many other
ﬁelds. These areas include among others electrical circuits, transportation systems,
communication networks, bioinformatics and text analysis [27].
Centralities
Applying a centrality index to a network is a way to compute values to represent
the importance or centrality of its components based on certain criteria. Centrality
indices model these aspects in mathematical terms by assigning a numerical value to
the nodes and links of the network. As centralities were created to emphasize the
importance of a vertex or edge under a speciﬁc point of view, many centralities have
been designed to meet the diﬀerent requirements. We will only present some of the
most common centralities.
A centrality intuitively gives an order of importance on the set of vertices or edges
of a graph by assigning numerical values. Yet there is no general deﬁnition of ’im-
portance’. Therefore a number of diﬀerent centralities exist that evaluate the set16
of vertices or edges under diﬀerent aspects. But a centrality always gives an order
based on the structural characteristics of a graph. Hence a centrality index is always
a structural index. Nevertheless not every structural index also implies a centrality
index.
Deﬁnition 1.2.1. [27] Let G = (V,E) be a weighted, directed or undirected graph
and let X represent the set of vertices or edges of G, respectively. A real-valued
function s is called a structural index if and only if the following condition is satisﬁed:
∀x ∈ X : G ' H =⇒ sG(x) = sH(Φ(x)), where sG(x) denotes the value of s(x) in G.
Based on this deﬁnition and the fact that a centrality measure must be a structural
index, every centrality induces at least a semi-order on the set of vertices or edges.
This semi-order allows us to compare two vertices/ edges under the application of one
centrality. Thus, given an order after having applied centrality c, we can interpret
the relation c(x) ≥ c(y), x,y ∈ V as x being more central or important than y.
Based on distances and neighborhoods of the vertices within the network, centralities
have been designed to evaluate the reachability of a vertex in the overall context of
the network.
Degree Centrality This measure gives a good interpretation of static networks, e.g.
the results of an election. In this case we want to know which actor gained most
direct votes. Thus degree-centrality (cd) of a vertex v is deﬁned as
cd(v) = deg(v) (1.3)
As the value assigned to a vertex v only depends on the number of neighboring
vertices |N(v)|, degree centrality is a local index.
Problems that require a measurement that comprises the whole network, in other
words a global centrality, are the so-called facility location problems. Whether we
are dealing with a hospital, shopping center or any commercial facility, the aim is to
minimize the maximum distance or the sum of travel time from any other position in
the network to the speciﬁc facility. This diﬀerent approach of establishing an order
of the vertices of a graph is based on the concept of paths within the graph.
Eccentricity Centrality is a global centrality and is based on paths and their
length within the network. The eccentricity ecc of a vertex v is deﬁned as
ecc(v) := maxu∈Vdist(v,u) and the eccentricity centrality ce as
ce(v) =
1
ecc(v)
(1.4)17
The reciprocal of the eccentricity is crucial as it ﬁnally assigns a higher value to
vertices that are close to the rest of the vertices of the network, which is what
we want to achieve.
Closeness Centrality gives an order that prioritizes vertices that are closest to all
other vertices within the network. The vertex from which the total distance to
all other vertices has the smallest value is the most important vertex. Hence
closeness centrality is deﬁned as the reciprocal of the total distance
cC(v) =
1
P
u∈V d(v,u)
(1.5)
Betweenness Centrality Also based on distances but more focused on structural
characteristics is the Betweenness centrality. If we want to interpret a com-
munications network the mediators deserve a special importance. Therefore it
is sensible to measure which actor can mediate and observe a communication.
Several approaches to model communication, for instance over shortest paths,
paths with maximum ﬂow or random walks have been presented so far. We only
present one variant of the betweenness centrality here based on shortest paths.
Let δst(v) denote the ratio between shortest paths between s and t that contain
v (σst(v)) and the set of shortest paths between s and t (σst): δst(v) =
σst(v)
σst .
Then the Shortest Path Betweenness Centrality of a vertex v is deﬁned
as
cB(v) =
X
s6=v∈V
X
t6=v∈V
δst(v) (1.6)
Another possibility of ﬁnding an order for the vertices of a network is based on the
idea of feedback. The importance of one vertex v depends on the importance of its
neighbors, i.e. the importance of v is higher the more important its neighbors are.
Hence the centrality value of a single vertex is determined by the centrality values of
its neighbors.
Bonacich’s Eigenvector Centrality is inspired by the eigenvector computation
λS = AS. Bonacich transformed this problem into the deﬁnition of a centrality
by interpreting the centrality as the eigenvector of the largest eigenvalue (cE :=
S) and by working with the adjacency matrix A of the graph. If we apply
these transformations to the original deﬁnition of the eigenvector centrality
cE(u) =
P
v∈N(u) cE(v) we obtain
cE(vi) =
n X
j=1
aijcE(vj) (1.7)18
As the World Wide Web is a huge network whose importance is on the rise, web cen-
tralities are gaining importance. They are measures to rank webpages. An ordering
is especially useful for search engines that exploit the structure of the world wide web
which is interpreted as a network.
PageRank is a centrality index that scores a web page according to its topological
attributes. In other words its location within the network is important whereas
its contents are not considered. PageRank is a feedback centrality as well since
the score of a web page p depends on the number and centrality value of web
pages pointing to it. PageRank is deﬁned as
cPR(p) = d
X
q∈N−
p
cPR(q)
d+(q)
+ (1 − d) (1.8)
where cPR(q) is the PageRank of page q and d is a damping factor.
Hubs & Authorities In contrast to PageRank the Hubs&Authorities centrality
does not only consider the topological score of a web page but also takes into
consideration the content of the page. To be able to formulate a mathematical
deﬁnition we need to work with the adjacency matrix of the input graph G:
A(G). The Hub centrality is deﬁned as
cH(G) = cE(A(G)A(G)
T) (1.9)
the Authority centrality is deﬁned as
cA(G) = cE(A(G)
TA(G)) (1.10)Chapter 2
Crossing Minimization in Orbital
Layout
2.1 Introduction
In hierarchical graph layout vertices are usually drawn on parallel horizontal lines.
Extending this concept we assume in the following that the vertices are placed on
concentric circles instead of the parallel horizontal lines. This form of representation
is known as radial layout.
Bachmaier, Fischer and Forster present in their paper Radial coordinate assignment
for level graphs [1] several advantages of the radial layout compared to the hierarchi-
cal layout, while dealing with proper graphs where only edges in between two orbits
are allowed. One of the advantages is that, by placing the vertices on concentric
circles, the additional freedom of routing the edges results in fewer edge crossing and
therefore reduced visual complexity. Another feature of the radial layout is the higher
probability of no crossings because of the fact that the set of level planar graphs is a
proper subset of radial planar graphs [5].
So far, only edges connecting two vertices on adjacent orbits are allowed.
Another approach is placing vertices on a circle, called circular drawing. The diﬀer-
ence to the above mentioned radial drawing is that all vertices are placed on one circle
and therefore only edges connecting vertices lying on the same orbit are considered.
In order to be able to display any given 2-level graph G = (V1 ˙ ∪ V2,E), consisting
of both edges connecting vertices on the same and on adjacent orbits, a new layout,
the orbital layout will be introduced. After deﬁning this extended layout, we want to
ﬁnd an easily readable embedding for an input graph, in other words a representation
of the graph with few crossings. Two diﬀerent approaches of how to obtain such an
embedding are given. We present two heuristics for the orbital one-side ﬁxed two-level
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crossing minimization problem.
This problem of crossing minimization in orbital layout is motivated by the task to
visualize one centrality on concentric circles. As centralities usually are not restricted
to either only edges connecting two adjacent orbits or only edges connecting vertices
placed on the same orbit, we introduce the orbital layout to draw the centrality. In
orbital layout both types of edges are allowed. The graph with the chosen centrality
applied is partitioned into a k-level, graph where vertices with high centrality values
are placed on an orbit closer to the center and vertices with decreasing centrality
vertices are placed on orbits further away from the center. In order to improve read-
ability and to reduce visual complexity, we aim to minimize the number of crossings
in this orbital layout.
2.2 Background
2.2.1 Crossing Reduction in Circular Layouts
Introduction
In circular layouts all vertices are placed in diﬀerent positions on the perimeter of
one circle. Crossing minimization in such layouts is NP-hard [23]. There exist several
heuristics [9, 18, 25] and a factor O(log2|V |) approximation algorithm [13].
Brandes and Baur propose a two-phase heuristic for this problem as well [2]. The
ﬁrst phase consists of a greedy append heuristic, where they produce a good input
by placing vertex by vertex to either end of a linear layout with few crossings. In
the second phase circular sifting is applied in order to further reduce the number of
crossings by locally optimizing the positions of the vertices.
Preliminaries
Throughout this section let G = (V,E) be a simple undirected graph. n = |V | denotes
the number of vertices, m = |E| the number of edges in G. N(v) = {(u ∈ V : {u,v} ∈
E)} is the neighborhood of a vertex v ∈ V . A circular order of G is in mathematical
terms a bijection π : V → {0,...,n−1}, determining the counter-clockwise sequence
of the vertices placed on the perimeter of a circle.
From π linear orders ≺π
s with s ∈ V being the reference vertex can be found. ≺π
s is
deﬁned as21
u ≺
π
s v ⇐⇒ (π(u) − π(s) mod n) < (π(v) − π(s) mod n) (2.1)
for all u,v ∈ V . In other words that means, that u is a predecessor to v regarding
the order π in a traversal of the circumference of the circle with starting point s.
Two vertices u,v ∈ V are consecutive, u yπ v, if π(v) − π(u) ≡ 1 mod n. A subset
W ⊂ V is consecutive, if w0 yπ w1 yπ ··· yπ w|W|−1,wi ∈ W holds for an order of
the vertices of subset W.
In order to deﬁne a crossing of two edges e1 = (u1,v1),e2 = (u2,v2) ∈ E let
χ({u1,v1},{u2,v2}) =
(
1 if u1 ≺π
u1 u2 ≺π
u1 v1 ≺π
u1 v2
0 otherwise
(2.2)
w.l.o.g. π(ui) < π(vi). If χ(e1,e2) = 1 then e1,e2 ∈ E cross.
In order to obtain the crossing number of the circular order π we sum up all cross-
ings χ(π) =
P
e1,e2∈E χπ(e1,e2). The circular crossing number of G is the minimum
crossing number in respect to the order χ(G) = minπχ(π).
Theorem 2.2.1. [23] Circular crossing minimization is NP-hard.
Two-phase Heuristic
Initial Layout
The basic idea of the ﬁrst step is derived from the fact, that if edges are shorter
they tend to cause fewer crossings with other edges. In the beginning a layout only
contains one vertex and then all the remaining vertices are added one by one placing
them to either end of a linear order. At the end all vertices are inserted and the
resulting layout can be regarded as circular.
Three diﬀerent parameters are to be set:
• the start vertex, which is chosen randomly
• the processing sequence
• the end to place the next vertex
Furthermore, two types of edges are characterized. An edge is open, if one of its
incident vertices is placed while the other one is unplaced, or closed if both vertices
are placed. Baur and Brandes investigated four diﬀerent approaches to determine the
processing sequence with the aim to keep the number of open edges low. The rules
determining the insertion order depend on:22
1. Degree. Insert vertices sorted in decreasing order according to their degree.
2. Inward Connectivity. At each step, choose the vertex with the largest number
of already placed neighbors.
3. Outward Connectivity. At each step, choose the vertex with the least number
of not yet placed neighbors.
4. Connectivity. At each step, choose the vertex with the least number of not
yet placed neighbors. Ties are broken in favor of the vertex with most placed
neighbors.
There are also four diﬀerent approaches concerning the end of the order where the
next vertex is to be inserted:
1. Random Choose any end randomly.
2. Fixed Always choose the same end.
3. Length Choose the end where the insertion of the new vertex causes less increase
in total edge length.
4. Crossings Choose the end where the insertion of the new vertex and its incident
edges yields less crossings with the already placed vertices and their correspond-
ing open and closed edges.
Algorithm 1: Greedy-Append Heuristic
place start vertex s ∈ V arbitrarily
V ← V \ {s}
while V 6= ∅ do
greedily choose v ∈ V
append v at either end of the current layout
V ← V \ {v}
Experiments show that the combination of the insertion order based on the Con-
nectivity criteria with the rule where to append a new vertex based on Crossings
tends to cause less crossings than any other combination.
Theorem 2.2.2. The Greedy-Append heuristic with Connectivity insertion order
and end-to-append selection based on Crossings can be implemented to run in O((n+
m)logn) time.23
Circular Sifting
After having computed an initial layout, circular sifting is applied to it for further
reduction of the crossing number.
Sifting (1.1.4) is well-known heuristic for for the one-sided crossing minimization
problem [7] in hierarchical layout. In order to reduce the number of crossings each
vertex is moved along the order of the vertices and thus its locally optimal position
is found where the number of crossing is minimal.
In hierarchical layout the crossing number is eﬃciently computed by constructing a
crossing matrix. Yet this method cannot be extended to the circular case since there
is no linear order given.
cuv(π) =
X
x∈n(u)
X
y∈N(v)
χπ({u,x},{v,y}) (2.3)
deﬁnes the crossing number for two consecutive vertices u y v ∈ V .
The following Lemma is the basis of sifting and holds both in layered and circular
layouts.
Lemma 2.2.3. Let u yπ v ∈ V be consecutive vertices in a circular layout π, and
let π0 be the layout with their positions swapped, then
χ(π
0) = χ(π) − cuv(π) + cvu(π
0) (2.4)
= χ(π) −
X
x∈N()u
|{y ∈ N(v) : y ≺
π
x u}| +
X
y∈N(v)
|{x ∈ N(u) : x ≺
π0
y v}| (2.5)
As mentioned above the sifting algorithm bases on this lemma. Hence each ver-
tex is swapped iteratively with its neighbor and the current number of crossings is
recorded. After one round the vertex is placed where the crossing number reaches its
minimum and therefore the vertex is in its locally optimal position.
Theorem 2.2.4. One round of circular sifting takes O(nm) time.
According to the results of their experiments Baur and Brandes state that only
few rounds of circular sifting are enough to achieve a local minimum.24
Algorithm 2: Circular sifting
for u ∈ V do
let v0 = u ≺u v1 ≺u ··· ≺u vn−1 denote the current layout;
for v ∈ V do
sort adjacency list of v according to the current layout;
χ ← 0;χ∗ ← 0;v∗ ← vn−1;
for k ← 1,...,n − 1 do
let x0 ≺vk ··· ≺vk xr−1 denote the adjacency list of u without vk;
let y0 ≺vk ··· ≺vk ys−1 denote the adjacency list of vk without u;
c ← 0;i ← 0;j ← 0;;
while i < r and j < s do
if xi ≺vk yi then
c ← c − (s − j);i ← i + 1;;
else if yj ≺vk xi then
c ← c + (r − i);j ← j + 1;;
else
c ← c − (s − j) + (r − i);i ← i + 1;j ← j + 1;;
χ ← χ + c;
if χ < χ∗ then
χ∗ ← χ;v∗ ← vk;;
move u so that v∗ y u;25
2.2.2 Crossing Reduction in Radial Layout
Introduction
Let G = (V,E) be a proper graph. Regarding two vertices u,v ∈ Vi on the same
level an order or horizontal embedding of G is a partial order ≺ of V such that
either u ≺ v or v ≺ u. In mathematical terms this order is a bijective function
πi : Vi → {0,...,|Vi|−1} with u ≺ v ⇔ πi(u) < πi(v) for any two vertices u,v ∈ Vi
and π = (πi)1≤i≤k. Hence π matches each vertex v ∈ Vi to a speciﬁc position on level
i.
The set of predecessors of a vertex v ∈ V , i.e. its adjacent vertices on the previous
level, in a horizontal embedding is deﬁned as N−(v) = {u | (u,v) ∈ E}. Let sgn :
R → {−1,0,1} be the signum function. Given the horizontal embedding we now
want to produce a radial embedding. Some supplementary information like where
the orders start and end on each level is necessary. A ray is deﬁned that indicates
the borderline between the start and end vertices. This ray is drawn as a line from
the center to inﬁnity between these extremal vertices. Hence cut edges are the edges
that cross the ray.
In comparison to the horizontal embedding where the crossing of two edges only
depends on the order of their end vertices for a radial embedding the direction the
direction in which an edge is wound around the center is crucial as well. Besides being
wound around the center clockwise or counterclockwise an edge can be wound around
the center several times. The direction and the number of times an edge is wound
around the center is the oﬀset ψ : E → Z. In other words |ψ(e)| counts how often
e ∈ E crosses the ray. If ψ(e) < 0 (ψ(e) > 0), e is a clockwise (counter-clockwise) cut
edge. I.e. the mathematical terms the direction of e can be determined by sgn(ψ(e)).
If e ∈ E does not cross the ray, i.e. if e is no cut edge, ψ(e) = 0 holds. Hence a radial
embedding E of a level graph G = (V,E,ψ) consists of the edge oﬀset ψ and vertex
order π, E = (π,ψ).
Another feature of radial embeddings is the rotation of level i. Without changing
the order and hence the crossing number a clockwise rotation moves the vertex v
with πi(v) = 0 over the ray to the levels maximum position πi(v) = |Vi| − 1. The
position values of the other vertices vi are updated accordingly by shifting them one
position in clockwise direction. A counterclockwise rotation works simultaneously in
the opposite direction. The ”cyclic order”, i.e. the corresponding to the horizontal
order is preserved whereas the oﬀset values of the edges incident to v must be updated.
If an clockwise (counterclockwise) rotation is executed the oﬀset of incoming edges of
v must be decreased (increased) by 1 and respectively the outgoing edges of v have
to be increased (decreased) by 1.
Crossing reduction most commonly is performed on only two consecutive levels at a26
(a) Edge (1,3) drawn coun-
terclockwise and clockwise
(dotted)
(b) ψ((1,2)) = +3
Figure 2.1: Oﬀsets of edges [1]
time executed recursively top-down. We assume a random order on the ﬁrst level and
reorder the vertices v ∈ V2 in order to reduce crossings between edges e ∈ E1, i.e.
edges that connect the ﬁrst two levels. This one-sided two-level crossing reduction
problem is NP - hard [12].
Applying the same strategy to radial level embedding we consider the radial one-sided
two-level crossing reduction. Let G = (V1 ∪ V2,E,φ) be a 2-level graph. We aim to
compute an order for the set of vertices on the second level V2 and oﬀsets for the
edges E with few crossings.
Properties
The crossing number between two interorbit edges in radial layout is deﬁned as follows:
Lemma 2.2.5. Let E = (π,ψ) be a radial embedding of a 2-level graph G = (V1 ˙ ∪V2,E,φ).
Then the number of crossings between two edges e1 = (u1,v1) and e2 = (u2,v2) is
χE(e1,e2) = max{0,|ψ(e2) − ψ(e1) +
b − a
2
| +
|a| + |b|
2
− 1},where
a = sgn(π1(u2) − π1(u1)) and
b = sgn(π1(v2) − π1(v1))
The following corollary states how swapping two vertices v,w ∈ V2 aﬀects the
number of crossings between their incident edges.27
Corollary 2.2.6. Let E be a radial embedding of a 2-level graph G = (V1 ˙ ∪V2,E,φ).
Swapping the position of two vertices v,w ∈ V2 changes the number of crossing between
two edges (·,v),(·,w) ∈ E by at most 1.
Another property that follows from placing vertices on concentric circles in radial
layout concerns the oﬀsets of edges that have the same end vertex on the second orbit.
Lemma 2.2.7. Let G = (V1 ˙ ∪V2,E,φ) be a 2-level graph and let e1 = (u1,v) ∈ E and
e2 = (u2,v) ∈ E be two edges with a common target vertex v. Then in any crossing
minimal radial embedding E = (π,ψ) of G, π1(u1) < π1(u2) implies ψ(e1) − ψ(e2) ∈
{0,1}.
Lemma 2.2.8. Radial one-sided two-level crossing minimization in NP-hard.
As the current problem is NP-hard, heuristics are necessary to solve the problem
in polynomial time.
Cartesian Barycenter Heuristic
One heuristic for the one-sided two-level crossing minimization in radial layout is the
Cartesian Barycenter Heuristic(1.1). This heuristic is an extension of the well-known
Barycenter Heuristic which is applied for crossing minimization in horizontal layout.
The basic idea of the heuristic is that a vertex should be placed close to the average
position of its neighbors on the previous level. In the radial embedding the terms
position and average are to be understood in a geometrical sense.
Let the vertices v ∈ V1 be uniformly distributed on a unit circle according to their
order π1. Now Cartesian coordinates (x(u),y(u)) ∈ R2 for all u ∈ V1 are deﬁned. In
the second step we need to calculate the Cartesian barycenter for all v ∈ V2 [1]
bary(v) =
 P
u∈N−(v) x(u)
N−(v)
,
P
u∈N−(v) y(u)
N−(v)
!
(2.6)
N−(v) denotes the neighbors of vertex v on the previous level.
The vertices v ∈ V2 are now to be sorted according to their angles of bary(v) in polar
coordinates.
β(v) = arctan
y(bary(v))
x(bary(v))
+ π · H(−x(bary(v))) · sgn(y(bary(v))) (2.7)28
where the unit step function H is H(x) = 0 for x ≤ 0 and H(x) = 1 for x > 0.
Now the vertices v ∈ V2 are sorted by their barycenter values. Then they are uni-
formly distributed on a concentric circle and the oﬀset for each edge e ∈ E is chosen
(∈ {−1,0,1}) so that the shortest edge in the geometrical sense can be drawn.
Algorithm 3: Cartesian Barycenter Heuristic
distribute v ∈ V1 uniformly on a circle;
for v ∈ V1 do
deﬁne Cartesian coordinates (x(u),y(u)) ∈ R2;
for v ∈ V2 do
bary(v) =
P
u∈N−(v) x(u)
N−(v) ,
P
u∈N−(v) y(u)
N−(v)

;
sort v ∈ V2 according to their angles β(v);
distribute v ∈ V2 uniformly on a concentric circle;
for e ∈ E do
choose oﬀset ψ(e);
The running time of the Barycenter Heuristic for radial embeddings stays the
same as for the horizontal embedding
Theorem 2.2.9. The running time of the Cartesian barycenter heuristic is O(|E|+
|V2|log|V2|).
Radial Sifting
Another approach for reducing the crossing number in radial layout is an extension
of the sifting heuristic in hierarchical layout (1.1.4). It is slower in terms of time
complexity but performs better, i.e. produces embeddings with signiﬁcantly less
crossings. Extending the sifting in hierarchical layout is necessary as two vertices in
radial layout cannot be said to be in a speciﬁc linear order on radial levels [1].
Let E = (π,ψ) and E0 = (π0,ψ0) be two radial embeddings of a two-level graph
G = (V1 ˙ ∪V2,E). E0 is deduced from E by swapping the vertex v ∈ V2 with its
successor w ∈ V2 according to π2, the order of the nodes on the second level, i.e.
π0
2(w) = π2(v) and π0
2(v) = π2(v) + 1. Given that swapping v and w only has an
impact on the crossing number between their incident edges, the number of crossings
in E0 can be computed as
χ(E
0) = χ(E) − cE(v,w) + cE0(v,w), where (2.8)29
cE(v,w) =
X
u∈N−(v)
X
x∈N−(w)
χE((u,v),(x,w)) (2.9)
For radial embedding however, the idea of circular sifting cannot be directly adopted
as the crossing number between interorbit edges also depends on their oﬀsets, which
are not necessarily constant.
Therefore the second step is crucial. It deals with the update of the oﬀsets of incident
edges to v, while the vertex is moved along the second orbit in counterclockwise direc-
tion. Because of Lemma 2.2.7 not every possible combination of oﬀsets for v’s incident
edges has to be considered, but the focus is on the position of the parting. Bachmaier
and Forster propose to start with a large oﬀset ψ(e) = 1 for all incident edges e of v
and decrease the oﬀsets by 1 according to the order of the edges determined by the
ﬁrst orbit π1. If an update of the oﬀset improves the number of crossings, then it is
saved as the currently best set of oﬀsets. Concerning the parting, it can move around
the circle twice, as oﬀsets can be decreased from 1 to -1.
Theorem 2.2.10. [1] Given a 2-level graph G = (V,E, φ), the radial sifting runs in
O(|V |2 · |E| + |E|2).
2.3 Preliminaries
Throughout this chapter, let G = (V,E) be a simple, undirected graph. In order to
deﬁne the orbital layout we have to give some deﬁnitions ﬁrst.
Let G = (V,E,φ) be k-level graph with k ≤ |V | and the level-assignment φ = V 7→
{1,2,...,k} that assigns each vertex v ∈ V to a level. Hence G is partitioned into
k pairwise disjoint subsets V1 ˙ ∪ V2 ˙ ∪... ˙ ∪ Vk,Vi = φ−1(i),1 ≤ i ≤ k. Regardless
whether G is directed or not, an edge e ∈ E is denoted as e = (u,v) if it is incident
to the vertices u,v ∈ V .
The set of edges E is partitioned into two disjoint subsets E = Einter ˙ ∪Eintra, where
Einter denotes the set of interorbit edges and Eintra the set of intraorbit edges.
An edge e ∈ Einter is called an interorbit edge if φ(u) < φ(v). The direction in which
an interorbit edge is wound around the center is determined by its oﬀset (2.2.2). Let
Einter,i denote the set of incoming interorbit edges on orbit i.
The case φ(u) = φ(v) = i indicates an intraorbit edge f ∈ Eintra,i, i.e. f connects
two vertices u,v ∈ Vi placed on level i. Intraorbit edges are drawn as a sequence of
a spiral segment, a circle segment and another spiral segment. The circle segment
has diﬀerent radii depending on the length of the intraorbit edge. An intraorbit
edge lies in the inner face of its corresponding orbit, but must not intersect with30
the previous orbit. f = (u,v) denotes an intraorbit edge that is wound in counter-
clockwise direction around the center starting at vertex u and ending at vertex v,
where the positions of u,v are determined by the order π2 of the vertices V2 on the
second orbit. Therefore f = (u,v) is to be considered an outgoing intraorbit edge of
u and an incoming intraorbit edge of v.
There are three diﬀerent kinds of vertices : inter vertex, intra vertex and mixed vertex.
In order to deﬁne the type of a vertex v ∈ Vi one must examine the edge list of the
node. The type of a vertex always depends on the set of incoming interorbit edges
from the previous orbit Einter,i(v) and the set of intraorbit edges of the same orbit
Eintra,i(v). If the edge list Einter,i ∪ Eintra,i of v only contains interorbit edges, i.e.
Eintra,i = ∅, v is called an inter vertex. In the case that Einter,i = ∅,v is called an
intra vertex. If both Einter,i 6= ∅ and Eintra,i 6= ∅,v is called a mixed vertex.
In orbital layout both interorbit and intraorbit edges are allowed, in other words in
merges the set of edges of radial and circular layout.
Concerning the crossing number, a third combination of crossing edges is introduced,
the so called mixed or interIntra crossing number. In addition to the crossing between
two interorbit edges cinter and between two intraorbit edges cintra which are already
familiar from radial and circular layout, now crossings between an interorbit and
intraorbit edge can occur. We denote this new kind of crossing as cinterIntra. In order
to compute the overall crossing number in orbital layout we therefore have to sum
up these three diﬀerent kind of crossings and the resulting total crossing number is
c = cinter + cintra + cinterIntra.
2.4 Problem Deﬁnition
The problem of crossing minimization in orbital layout is motivated by the task
to visualize one centrality using concentric circles. As centralities usually are not
restricted to either only interorbit edges or only intraorbit edges, we us the recently
introduced orbital layout to draw the centrality. As a ﬁrst step we apply a chosen
centrality to a graph G = (V,E) and compute the centrality value for all vertices v ∈
V . We now can partition G into a k-level graph V = V1 ˙ ∪... ˙ ∪Vk where vertices with
high centrality value are placed on an orbit closer to the center, and with decreasing
centrality vertices are placed on orbits further away from the center. This k-level
graph G is the input graph. Here we only address the problem instance of a two-
level input graph G = (V1 ˙ ∪V2,E), and assume that the order of the vertices on the
ﬁrst orbit v ∈ V1 is ﬁxed, π1. The aim is to permutate the order of the vertices on
the second orbit v ∈ V2 in order to produce a crossing minimal embedding in orbital
layout. This problem of minimizing the number of crossings is the one-sided two-layer
crossing minimization problem in orbital layout.31
Theorem 2.4.1. Orbital one-sided two-level crossing minimization is NP-hard.
Proof. We show the NP-hardness by reduction from the crossing minimization
problem in circular layout and the radial one-sided two-level crossing minimization,
which are known to be NP-hard (2.2.1 2.2.8).
Given a 2-level graph G = (V1 ˙ ∪V2,E,φ) with a ﬁxed permutation π1 of the ﬁrst orbit
one special case is that the set of edges E only consists of intraorbit edges E = Eintra.
The set of interorbit edges Einter is empty. Then crossing minimization needs to be
executed only on the set of intraorbit edges that connect vertices on the second or-
bit. This problem now is equivalent to the crossing minimization problem in circular
layout which is known to be NP-hard 2.2.1.
Given a 2-level graph G = (V1 ˙ ∪V2,E,φ) with a ﬁxed permutation π1 of the ﬁrst orbit
we assume that the set of edges E only consists of interorbit edges E = Einter. The set
of intraorbit edges Eintra is empty. Then crossing minimization needs to be executed
only on the set of interorbit edges. This case is the radial one-sided two-level crossing
minimization problem which is known to be NP-hard 2.2.8.
2.5 Crossing Minimization in Orbital Layout
2.5.1 Heuristic based on String Matching
In the following chapter a heuristic will be presented, that allows input graphs with
both inter- and intraorbit edges. It presents a polynomial heuristic for the one-sided
two-level crossing minimization problem in orbital layout. The input of the algorithm
is a two-level graph G = (V1 ˙ ∪V2,E). We propose a four-phase approach for obtaining
an orbital layout with few crossings.
In the initialization, vertices on the ﬁrst orbit are ordered according to the output of
any algorithm that reduces crossings in circular layout. The result actually provides
us with the required information concerning the ﬁxed layer, i.e. the ﬁrst orbit. The
second step of the initialization deals with the set of vertices assigned to the second
orbit. As further subroutines we apply an algorithm that reduces the crossing number
in circular layout to compute an order for the set of intra and mixed vertices. On the
set of inter and mixed vertices any heuristic that reduces crossings in radial layout is
used to compute an order of the input set of vertices with reduced crossings.
Based on these inputs the main step of the heuristic computes the order of inter, intra
and mixed vertices with the aim of keeping the number of crossings as low as possible.
Given the previously computed orders, ﬁrst a string matching algorithm is applied32
to the intersection of the two vertex sets, the set of mixed vertices. After having
calculated the best match of these two strings the necessary swaps are performed
in the second phase. There are at most four possibilities of performing the change.
Each of the resulting orders need to be merged in order to obtain a sequence that
determines the position of all vertices v ∈ V2 in the third step. The output causing
fewest crossings is chosen as output in the last step.
Steps of the Heuristic
Initialization
First we compute the ﬁxed order of the vertices on the 1st orbit v ∈ V1. As the set of
interorbit edges Einter,1 on the 1st orbit is empty, we only apply the heuristic Cross-
ing Reduction in Circular Layouts [2] to the subgraph Gcircular,1 = (Vintra,1,Eintra,1)
in order to reduce the number of crossings between the intraorbit edges e ∈ Eintra,1
on the ﬁrst orbit. As a result we obtain the order of the vertices v ∈ Vintra,1 ˙ ∪Vmixed,1
and denote it as πV1.
We place the vertices that are not incident to any intraorbit edge u0,...,u|V1|−nintra,mixed ∈
V1 \ (Vintra,1 ˙ ∪Vmixed,1), where nintra,mixed = |Vintra,1 ˙ ∪Vmixed,1| at the end of this order,
i.e. πV1(ui) = nintra,mixed + i.
In order to obtain the input orders necessary for the main step of the heuristic, we
apply a heuristic to reduce crossings to both sets of vertices Vradial = Vinter ˙ ∪Vmixed
and Vcircular = Vintra ˙ ∪Vmixed in the second step.
We chose the Cartesian Barycenter Heuristic for the subgraph Gradial,2 = (Vradial,2,Einter,2)
of G = (V1 ˙ ∪V2,E2) as it outperforms radial sifting in terms of running time. After
running the algorithm on the input graph Gradial we obtain an order πradial(Vradial) of
the inter and mixed vertices on the second orbit with reduced crossings between the
interorbit edges e ∈ Einter,2.
The Circular Crossing Reduction Heuristic presented by Baur and Brandes [2] is
chosen to reduce crossings between interorbit edges Eintra,2). The resulting order is
denoted as πcircular(Vcircular).
Heuristic
So far we have reduced the crossing number for the set of interorbit edges Einter and
the set of intraorbit edges Eintra separately. The aim of the heuristic is to reduce the
overall crossing number which consists of the crossings between only interorbit edges
cinter, between only intraorbit edges cintra and between interorbit edges and intraorbit
edges cinterIntra.
The basic idea of the heuristic is to ﬁrst apply a string matching algorithm to the
intersection of the so far deﬁned vertex sets, i.e. the set of mixed vertices. After that
we combine the two previously computed orders, and perform a change of the order33
of the intersection of the two orders Vradial ∩ Vcircular = Vmixed in order to obtain as
few crossings as possible.
We use the fact that the circular order can be rotated without changing the crossing
number, whereas if we rotate the radial order, the crossing number stays the same as
well, but the oﬀset of the edges must be updated.
1. Find best match for common vertices Vmixed
Regarding the intersection of both sets of vertices, we need to ﬁnd a common
order for the set of mixed vertices Vmixed. Let’s denote the order of the mixed
vertices in the radial layout as πradial,mixed, in the circular layout as πcircular,mixed.
The following step can be seen as a variation of the string matching problem
if we consider πradial,mixed and πcircular,mixed as two strings and want to ﬁnd
the best match between them. As mentioned above, there is no deﬁned start
vertex for the circular layout nor is there a ﬁxed direction which is why we
also regard the order of the reversed circular layout πcircularRev and the position
of the mixed vertices πcircularRev,mixed. Now we compute how often we have to
rotate πcircular,mixed/πcircularRev,mixed in order to achieve the highest number of
matching pairs. In other words we want to change the position of as few mixed
vertices as possible. That is how we try to not increase the number of either
crossings between interorbit edges cinter, if the position of mixed vertices in
πinter is changed, or crossings between intraorbit edges cintra, if the position of
mixed vertices in πintra is changed, too much.
In order to achieve the best match, πcircular,mixed is shifted to the left and then
again compared to πinter,mixed. The mismatching pairs of the best match between
the two strings are saved and later swapped. The same procedure is repeated
for πcircularRev,mixed.
2. Perform swaps
Depending on the number of pairs saved we now have two lists (one based on
πintra,mixed, the other one based on πintraRev,mixed) containing the mismatching
pairs of mixed vertices (u,v), u,v ∈ Vmixed with πradial,mixed(u) = πcircular,mixed(v).
For one list of mismatching pairs exist two possibilities of where to change the
position of the indicated nodes: either the order of the mixed vertices in the
radial order πradial or in the circular order πcircular resp. πcircularRev can be
changed. Therefore we have got four diﬀerent possibilities of where to change
the mismatching mixed vertices and as a result four diﬀerent approaches for
which we have to compute the following merging step and the resulting number
of crossings.
After having performed the swap, all mixed vertices are in the same order both
concerning πradial and πcircular resp. πcircularRev.34
(a) Step 1: Find best match (b) Step 2: Perform swaps
Figure 2.2: Step 1 and 2 of the heuristic
3. Merge
This step is run once for all four previously computed combinations and per-
mutations of the radial and circular ordering.
To get an order of all vertices v ∈ V2 we need to merge the two existing orders,
i.e. the corresponding radial and circular ordering.
As we know the relative position of inter vertices Vinter and intra vertices Vintra
towards mixed vertices Vmixed, we now only have to merge the set of inter ver-
tices and the set of intra vertices that lie between the same two mixed vertices
v1,v2 ∈ Vmixed.
So far, we have not considered the crossings between inter- and intraorbit edges
cinterIntra yet. Our only freedom of placing vertices is now reduced to merely
choose the position of inter vertices. In order to place them in their locally
best position, which is already limited by the previous mixed vertex and the
following mixed vertex, the number of intraorbit edges that an interorbit edge
crosses deﬁnes the number of crossing it adds to the overall crossing number c.
Therefore we want to reduce the number of intraorbit edges an interorbit edge
crosses.
To do so, let’s divide the circular layout deﬁned by πcircular into |Vcircular| sec-
tors. For each sector, which is determined by a vertex v ∈ Vcircular and limited35
(a) Divide circular layout into sectors (b) Select best sector for each mixed ver-
tex
Figure 2.3: Step 3: Merge
by the consecutive vertex u : πcircular(u) = πcircular(v)+1 to v, we compute the
number of intraorbit edges that pass this sector. For each intraorbit edge up-
date the number of passing edges of the sectors it passes by 1. This is possible
as the direction of an intraorbit edge e = (vstart,vend) ∈ Eintra,2 is determined
by the order of its incident vertices. e passes sectors determined by the vertices
starting with sector(vstart) and ending with sector(vend−1).
After having computed the sector numbers, we determine the best sector s be-
tween two mixed vertices v1,v2 ∈ Vmixed bestSector(v1) = s, which is the sector
where the smallest amount of intraorbit edges pass. This is where we ﬁnally
place the inter vertices w0,...,wi ∈ Vinter, that are lying in between v1 and v2.
Let π2 ← πcircular be a copy of the order for intra- and mixed nodes. Then
pos(s) = π2(s) is the position of the best sector s. Insert the inter vertices
w0,...,wi after s, i.e. π2(w0) = pos(s+1),...,π2(wi) = pos(s+1+i) and shift
all successor vertices of s i+1 positions to the right.
4. Choose best layout
After having performed this merging step we now can compute the number of
crossings of the current orbital layout.
In the end we have got four diﬀerent possibilities of orbital embedding for our
input graph. Let’s select the layout with the smallest overall crossing number36
c = cinter + cintra + cinterIntra as the deﬁning layout for the output π2, i.e. the
ﬁnal order of the vertices on the second orbit v ∈ V2.
Computational Complexity
The previously presented heuristic consists of mainly two phases. The ﬁrst one is the
initialization or computation of the inputs and required information. This includes to
ﬁx the order of the vertices on the ﬁrst orbit and the computation of the radial and
circular order concerning the second orbit. The computational complexity therefore
depends on which heuristics are chosen to reduce crossings in circular and radial
layout.
The second part of the heuristic actually works on the initialized data and we give
its time complexity.
Theorem 2.5.1. Given a 2-level graph G = (V,E,φ), the main step of the Heuristic
Crossing Reduction in Orbital Layout runs in O(|V | · |E| + |E|2).
Proof. The main step of the heuristic can be divided into several points that are
dealt with now.
The ﬁrst step, the string matching, requires O(|Vmixed|·|Vmixed|) as only the sequence
of mixed vertices in one of the two precomputed orders, the circular order, is shifted
around exactly |Vmixed| times.
As at most |Vmixed| mismatching pairs of vertices exist the second step, i.e. perform-
ing the changes takes O(|Vmixed|).
The most time consuming part of the merge step is computing the number of in-
traorbit edges that pass a sector. For each intraorbit edge e ∈ Eintra the number of
updates is determined by its length which can be at most |Vintra∪mixed|/2. Therefore
step three needs O(|Eintra| · |Vintra∪mixed|).
In order to choose the best layout, i.e. the one with fewest crossings, the overall cross-
ing number of each layout needs to computed. Computing cinter needs O(|Einter|2),
cintra can be computed in O(|Eintra|+cintra) [25]. cinterIntra depends on the interorbit
degrees of the vertices that each intraorbit edges passes. Its complexity therefore is
O(|Eintra| · |V2|).
The overall running time is dominated by the last step and is O(|V | · |E| + |E|2). 2
2.5.2 Sifting in Orbital Layout
Originally sifting was used as a heuristic for vertex minimization in ordered binary
decision diagrams [22] and later further developed to an adaption for the one-sided37
Algorithm 4: Crossing Reduction in Orbital Layout
Input: two-level graph G = (V1 ˙ ∪V2,E), V2 = Vinter ˙ ∪Vintra ˙ ∪Vmixed
// precompute radial order;
let πradial denote the order of Vinter ˙ ∪Vmixed after applying the Cartesian
Barycenter heuristic;
// precompute circular order;
let πcircular denote the order of Vintra ˙ ∪Vmixed after applying the Circular
Crossing Minimization heuristic;
let πcircular,rev denote the reversed order of πcircular;
let π2 denote the order of mixed vertices v ∈ Vmixed in πradial;
let π1 denote the order of mixed vertices v ∈ Vmixed in πcircular;
let π1,rev denote the order of mixed vertices v ∈ Vmixed in πcircular,rev;
// step 1: String Matching;
// initialize lists containing tuples of mixed vertices that are in diﬀerent
positions regarding the radial and circular order of the best match found;
bestSwap, bestSwapRev ← ∅ ;
bestLength, bestLenghtRev ← 9999;
for i ← 0 to |Vmixed| − 1 do
swap, swapRev ← ∅ // initialize current lists;
for j ← 0 to |Vmixed| − 1 do
// if vertex u at position j in the radial order 6= vertex v in position j in
the circular order: add the tuple (u,v) to swap;
if π2[j] 6= π1[j] then
swap ← swap ∪{(π2[j],π1[j])}
if π2[j] 6= π1,rev[j] then
swapRev ← swapRev ∪{(π2[j],π1,rev[j])};
if |swap|< bestLength then
bestSwap ← swap, bestLength ← |swap|;
if |swapRev|< bestLengthRev then
bestSwapRev ← swapRev, bestLengthRev ←|swapRev|;
node ← π1.remove(0), π1.add(node);
node ← π1,rev.remove(0), π1,rev.add(node);
// in order to assimilate the order of mixed vertices in radial and circular
order, their position needs to be changed in one of the precomputed orders;
for swap do
// change order of mixed vertices in πradial and compute ﬁnal order πfinal
by calling the subroutine computeLayout;
πa = computeLayout(swap, radial);
cπa = cradial,πa + ccircular,πa + cinterIntra,πa // compute number of crossings;
πb = computeLayout(swap, circular);
cπb = cradial,πb + ccircular,πb + cinterIntra,πb;38
Algorithm 5: Crossing Reduction in Orbital Layout - continuation of 4
// do the same for the reversed circular order;
for swapRev do
πc = computeLayout(swapRev, radial);
cπc = cradial,πc + ccircular,πc + cinterIntra,πc;
πd = computeLayout(swapRev, circularRev);
cπd = cradial,πd + ccircular,πd + cinterIntra,πd;
// step 4: select order corresponding to smallest crossing number c;
cπbest = min{cπa,cπb,cπc,cπd};
return πbest
crossing minimization problem [7]. The main idea of sifting is to ’keep track’ of the
objective function, which in this case is the number of crossings between the edges
incident to vertex v and all other edges, while a vertex v ∈ V2 iteratively swaps
position with all other vertices of V2. After being moved around vertex v is then
placed to its locally optimal position. Sifting can therefore be seen as a modiﬁed
greedy-switch heuristic [10].
In hierarchical layout the use of a crossing matrix allows eﬃcient computation of the
updated crossing numbers. The crossing matrix is computed in a preprocessing step
based on the linear order and whenever a vertex changes its position only a small
number of updates is necessary. Unfortunately the idea of precomputing the crossing
number cannot be extended neither to the radial nor to the circular layout, as vertices
are not in a linear relative order if placed on circles.
Circular Sifting
In a circular layout the crossing number between two consecutive vertices u y v ∈ V
2.4(a) is deﬁned as
cuv(π) =
X
x∈N(u)
X
y∈N(v)
χπ({u,x},{v,y}) (2.3)
As already mentioned in 2.2.3 the change in the number of crossings by swapping two
consecutive vertices u y v ∈ V 2.4(b)can be eﬃciently computed by only considering
edges incident to either of the vertices u,v.39
Procedure computeLayout - main step of 4
// list contains the tuples of mixed vertices that have to be exchanged;
// string indicates the order in which the order of mixed vertices is changed;
computeLayout(list swap, String order);
// step 2: perform change; example: String order == radial;
forall (u,v) ∈ swap do
// replace u in πradial by v;
πradial(u) ← v;
for v ∈ (Vintra ˙ ∪Vmixed) do
compute number of intraorbit edges passing the sector determined by v and
limited by v,vi+1, where i = πcircular(v);
for u ∈ Vmixed do
determine sector with fewest intraorbit edges passing between u and uj+1,
where j = π1(u);
// initialize output order πoutput of all vertices v ∈ V2;
πoutput ← πcircular;
// step 3: Merge;
for u ∈ Vmixed do
π2(uj+1) = π2(u) + 1 // uj+1 is consecutive mixed vertex to u;
// initialize list containing all inter vertices placed between u and uj+1 in
the radial order;
interNodes = (πradial[u + 1],πradial[uj+1 − 1]);
// insert interNodes in πoutput where they cross as few intraorbit edges as
possible;
πoutput(bestSector(u)) = k;
// shift from position k +1 onwards all vertices |interNodes| to the right;
// insert interNodes after vertex u;
πoutput(interNodes[i]) = k + 1;40
(a) Compute number of cross-
ings before swap
(b) Update number of cross-
ings after swap
Figure 2.4: Circular Sifting
Radial Sifting
Let’s now consider radial embedding. Let E = (π,ψ) and E0 = (π0,ψ0) be two radial
embeddings of a two-level graph G = (V1 ˙ ∪V2,E). E0 is deduced from E 2.5(a) by
swapping the vertex v ∈ V2 with its successor w ∈ V2. Then the crossing number in
E0 can be computed as
χ(E
0) = χ(E) − cE(v,w) + cE0(v,w), where (2.8)
cE(v,w) =
X
u∈N−(v)
X
x∈N−(w)
χE((u,v),(x,w)) (2.9)
A second step is crucial as the ﬁrst step does not consider the possible change in
oﬀsets. It deals with the update of the oﬀsets of incident edges to v 2.5(b).
Orbital Sifting
Given these two variations of sifting, we have to further extend them in order to be
able to adapt it to the orbital one-sided ﬁxed two-layer crossing minimization prob-
lem.
The required extension features need to deal with the additional crossings, the cross-
ings between intraorbit edges and interorbit edges. Another alteration is the fact that
intraorbit edges are not straight lines anymore, but are wound around the center in
counterclockwise direction, i.e. the start vertex u and end vertex v of an intraorbit
edge e = (u,v) determine the direction of an edge.
In respect to the number of crossings between two intraorbit edges cintra(e1,e2),41
(a) Compute number of crossings
before swap
(b) Update number of crossings
and edge oﬀsets after swap
Figure 2.5: Orbital Sifting
e1,e2 ∈ Eintra nothing changes and it clearly does not aﬀect the radial crossing num-
ber either. It is however crucial for cinterIntra = (e,f), e ∈ Eintra,f ∈ Einter.
Therefore we deﬁne how an intraorbit edge e ∈ Eintra is routed. In general we always
seek to minimize the length of e which is deﬁned by the number of vertices v ∈ V2
lying between the start vertex and the end vertex according to the current order π2.
In the case that the number of vertices on the second orbit is even, we have to treat
the case where e is incident to two vertices that are placed opposite to each other
specially. Ties are broken in favor of the direction that causes less interIntra crossings.
The number of interIntra crossings caused by e is the sum of the incoming degree of
interorbit edges of the vertices lying between the start and end vertex.
cinterIntra,e(π2) =
i=π2(vend)−1 X
i=π2(vstart)+1
|N
−
inter(vi)|, if π2(vstart) < π2(vend) (2.10)
cinterIntra,e(π2) =
i=|V2|−1 X
i=π2(vstart)+1
|N
−
inter(vi)| +
i=π2(vend)−1 X
i=0
|N
−
inter(vi)|, else (2.11)
Let π2 and π0
2 be two orders of V2, where π0
2 is computed from π2 by swapping the
vertex u ∈ V2 and its successor v ∈ V2 according to π2, i.e. π0
2(v) = π2(u) and
π0
2(u) = π2(u) + 1. The number of interIntra crossings between the two consecutive
vertices u y v ∈ V2 in orbital layout 2.6(a), 2.6(b) is deﬁned as
χ(π
0
2) = χ(π2) − cuv(π2) + cvu(π
0
2), where (2.12)
cuv(π2) =
X
x∈N+
intra(u)
N
−
inter(v) +
X
y∈N−
intra(v)
N
−
inter(u) (2.13)42
(a) Compute number of cross-
ings before swap
(b) Update number of cross-
ings before swap
(c) Route intraorbit edge opti-
mally
Figure 2.6: Orbital Sifting: crossings between interorbit and intraorbit edges
Furthermore we have to take into account, that the length of all incoming intraor-
bit edges of u, e ∈ N
−
intra(u) and all outgoing intraorbit edges of v, f ∈ Nintra+(v) is
increased by 1. Likewise the length of all outgoing intraorbit edges of u,e ∈ N
+
intra(u)
and all incoming intraorbit edges of v, f ∈ Nintra−(v) is decreased by 1. In the case
of an increase in length it can happen that the edge is not of shortest possible length
anymore. In this case additional computation has to be executed counting the dif-
ference in the crossing number regarding the intraorbit edges that change direction
2.6(c).
χe(π
0
2) = χe(π2) − cintraInter,e(π2) + cintraInter,e(π
0
2) (2.14)
Steps of Orbital Sifting for vertex v
Let v be the vertex that is moved along the second orbit and let vi+1, v y vi+1 ∈ V2
be its successor in the order π2.43
1. Initialization
If v has incident interorbit edges e ∈ Einter(v) determine their best parting and
oﬀset. Update cinter if there was an improvement.
for i ← 0 to |V2| − 2 do step 2 - 5
2. Compute crossing number: v y vi+1
(a) Crossings between interorbit edges incident to v,vi+1: cinter(v,vi+1)
(b) Crossings between intraorbit edges incident to v,vi+1: cintra(v,vi+1)
(c) Crossings between inter- and intraorbit edges incident to v,vi+1: cinterIntra(v,vi+1)
(d) For all intraorbit edges incident to either v or vi+1 that changes direction
we have to compute e’s mixed crossing number for π2: cinterIntra(e)
The overall crossing number before swapping is:
cbefore = cinter(π2) + cintra(π2) + cinterIntra(π2)
3. Swap vertices v and vi+1 and denote the new order with π0
2.
4. Update crossing number for π0
2: vi+1 y vi
(a) Compute cinter(vi+1,v)
(b) Compute cintra(vi+1,v)
(c) Compute cinterIntra(vi+1,v)
(d) Compute cinterIntra(e) for all intraorbit edges that have previously been
changed.
(e) Determine new best parting and oﬀset for v’s incident interorbit edges.
Update cinter(π0
2) if there was an improvement.
The overall crossing number after swapping is:
cafter = cinter(π0
2) + cintra(π0
2) + cinterIntra(π0
2)
5. Comparison
If the diﬀerence cdiff ← cdiff − cbefore + cafter is the smallest so far computed
value, then the current position of v π0
2(v), the current parting, oﬀset and dif-
ference are saved.44
Algorithm 7: Orbital Sifting - one round
Input: two-level graph G = (V1 ˙ ∪V2,E,φEinter)
Output: updated embedding E, i.e. positions π2 and oﬀsets φEinter
foreach v ∈ V2 do
// put v to the ﬁrst position;
foreach w ∈ V2 with π2(w) < π2(v) do π2(w) ← π2(w) + 1 π2(v) ← 0;
Let {v = v0,...,v|V2−1|} ← V2 be ordered by π2;
Let Einter(v) ← {e0,...,e(deg(v)−1)} be the interorbit edges (u,v) ∈ Einter
ordered by π1(u);
// initialize oﬀsets as 1;
foreach ev ∈ Einter(v) do ψ(ev) ← 1
// initialize counters for position, oﬀset, parting and crossing number;
i∗ ← 0;j∗ ← j ← 0;l∗ ← l ← 0;c∗ ← cinter ← cintra ← cinterIntra ← 0;
// search the best position for v;
for i ← to |V2| do
if v 6= intra vertex then
repeat
// step 1 & 4(e): try to improve the parting by reducing the
oﬀset of the next edge;
c1 ←
P
e∈Einter χE(el,e);
ψ(el) ← j;
c2 ←
P
e∈Einter χE(el,e);
// if successful, then try again, else restore the oﬀset;
if c2 ≤ c1 then
cinter ← cinter − c1 + c2;
l ← l + 1;
if l = deg(v) then
j ← j − 1;
l ← 0;
else ψ(el) ← j + 1
until c1 < c2 ;
// step 5: remember the best position, oﬀset, parting and crossing
number;
if (cinter + cintra + cinterIntra) < c∗ then
i∗ ← i;j∗ ← j;l∗ ← l;c∗ ← (cinter + cintra + cinterIntra)
if i 6= (|V2| − 1) then
sift(v,vi+1) // step 2-4;
// place v to the best position;
foreach w ∈ V2 with π2(w) ≥ i∗ do π2(w) ← π2 + 1 π2(v) ← i∗;
// set the best oﬀsets for v’s incident interorbit edges e ∈ Einter(v);
for i ← 0 to l∗ − 1 do ψ(ei) ← j∗ for i ← l∗ to deg(v) − 1 do
ψ(ei) ← j∗ + 145
Procedure sift(v,vi+1)
// step 2-4: compute the crossing number, swap v and vi+1 and update the
crossing number;
sift(v,vi+1);
Let N
−
inter(v) be the set of interorbit edges (·,v) ∈ C incident to v;
Let N
−
intra(v) be the set of incoming intraorbit edges (·,v) ∈ D incident to v;
Let N
+
intra(v) be the set of outgoing intraorbit edges (v,·) ∈ D incident to v;
// step 2(a): number of crossings between interorbit edges before swap;
cinter ← cinter −
P
ev∈N−
inter(v)
P
evi+1∈N−
inter(vi+1) χE(ev,evi+1);
// step 2(b): number of crossings between intraorbit edges before swap;
cintra ← cintra −
P
x∈Nintra(v)
P
y∈Nintra(vi+1) χπ({u,x},{v,y});
// step 2(c): number of crossings between inter- and intraorbit edges before
swap;
cinterIntra ← cinterIntra − |N
−
intra(vi+1)| · |N
−
inter(v)|;
cinterIntra ← cinterIntra − |N
+
intra(v)| · |N
−
inter(vi+1)|;
swapv,swapvi+1 ← ∅;
// step 2(d);
for f = (w,v) ∈ N
−
intra(v) do
if direction of f needs to be changed to f = (v,w) then
cinterIntra ← cinterIntra −
Pj=π2(v)−1
j=π2(w)+1 |N
−
inter(vj)|;
swapv ← swapv ∪ {f};
for f = (vi+1,w) ∈ N
+
intra(vi+1) do
if direction of f needs to be changed to f = (w,v) then
cinterIntra ← cinterIntra −
Pj=π2(w)−1
j=π2(v)+1 |N
−
inter(vj)|;
swapvi+1 ← swapvi+1 ∪ {f};
// step 3: swap vertices;
π2(vi+1) ← i;π2(v) ← i + 1;
// step 4(a): number of crossings between interorbit edges after swap;
cinter ← cinter +
P
ev∈N−
inter(v)
P
evi+1∈N−
inter(vi+1) χE(ev,ev+1);
// step 4(b): number of crossings between intraorbit edges after swap;
cintra ← cintra +
P
x∈Nintra(v)
P
y∈Nintra(vi+1) χπ({u,x},{v,y});
// step 4(c): number of crossings between inter- and intraorbit edges after
swap;
cinterIntra ← cinterIntra + |N
−
intra(v)| · |N
−
inter(vi+1)|;
cinterIntra ← cinterIntra + |N
+
intra(vi+1)| · |N
−
inter(v)|;
// step 4(d);
for f = (v,w) ∈ swapv do
cinterIntra ← cinterIntra +
Pj=π2(w)−1
j=π2(v)+1 |N
−
inter(vj)|;
for f = (w,vi+1) ∈ swapvi+1 do
cinterIntra ← cinterIntra +
Pj=π2(vi+1)−1
j=π2(w)+1 |N
−
inter(vj)|;46
Computational Complexity
For orbital sifting we extended the radial sifting algorithm. In orbital sifting the
number of crossings between intraorbit edges and between intraorbit and interorbit
edges have to be considered in addition to the crossings between only interorbit edges.
As a result we get the following time complexity.
Theorem 2.5.2. One round of Orbital Sifting can be implemented to run in
O(|V2|2 · |E| + |E|2).
Proof. The worst case in terms of computational complexity occurs for the current
vertex v being a mixed vertex. In that case the running time for one round of radial
sifting is O(|V2|2 · |E| + |E|2) and for circular sifting O(|V2| · |E|).
The computation and update of the mixed crossing number between two consecutive
vertices v y vi+1 without any intraorbit edges involved that change their direction
runs in O(1). As in one round of sifting each vertex is in each position once, this
step contributes O(|V2|2) to the overall running time. If an intraorbit edge e ∈ Eintra
changes direction the computation of cinterIntra(e) runs in O(|V2|). Let us consider
only one sifting step, i.e. one vertex v is moved along the periphery of its orbit.
e = (u,w) is incident to two vertices u,w ∈ V2 where u,w 6= v. Both u and w only
change their position once during the sifting step of v. Therefore e can change its
direction at most two times in one sifting step. Considering the incident intraorbit
edges of v they can change their direction as most twice as well as v is shifted along the
circle. Therefore the contribution to the complexity for one sifting step is O(|V2|·|E|)
and for one round of sifting is O(|V2|2·|E|). Hence computing and updating cinterIntra
contributes with O(|V2|2 · |E| + |V2|2) to the overall running time.
The running time consumed by radial sifting still dominates all other parts of the
algorithm. 2
2.6 Implementation and Experimental Results
2.6.1 Implementation Details
2.6.2 Experimental Analysis
In order to be able to analyze the performance of our heuristics we performed extensive
experiments. The experiments are run on random input graphs. Several diﬀerent47
values for parameters of the input graphs are taken into consideration to point out
the relative behavior of variations of the heuristic based on string matching. We
compared the crossing number of the random input graphs with the crossing numbers
of variants of the heuristic based on string matching and orbital sifting. The distinct
parameters are
• Number of vertices
• Type of vertices
• Ratio of interorbit edges to intraorbit edges
• Edge density
We test graphs that have the same number of vertices on the ﬁrst and the second
orbit |V1| = |V2| ∈ {20,30,40,50,60,70,80,90,100}.
Another parameter deals with the type of vertices that are allowed in a random input
graph. As the set of vertices of a graph G = (V,E) displayed in orbital layout can be
partitioned into three diﬀerent disjoint subsets, we run our experiments on diﬀerent
combinations of these subsets. Namely the set of vertices on the second orbit V2
consists of intra vertices Vintra, inter vertices Vinter and mixed vertices Vmixed. We
included the combinations mixed, inter and intra vertices (V = Vmixed ˙ ∪Vinter ˙ ∪Vintra),
mixed and inter vertices (V = Vmixed ˙ ∪Vinter) and mixed and intra vertices (V =
Vmixed ˙ ∪Vintra) in our experiments.
Varying the ratio of interorbit edges Einter to intraorbit edges Eintra rat =
|Eintra|
|Einter|
seemed to be an interesting approach concerning the heuristic based on string match-
ing. Three diﬀerent ratios have been tested: rat = {0.5,1,2}.
The edge density covers the ratio of the number of edges to the number of vertices on
the second orbit ed =
|E|
|V2|. We only tested sparse graphs where |E| ∈ O(|V |). More
speciﬁcally we used the following values: ed = {2,4,6,10}.
All algorithms have been implemented in Java. The data points concerning the per-
formance of the variations of the heuristic based on string matching are the average
of 100 runs with diﬀerent random input graphs. The data points of the orbital sifting
algorithms are obtained by computing the average number of crossings after 20 runs,
each performing 5 sifting rounds. The amount of 5 sifting rounds has been selected
as it has been shown that only a few sifting rounds are necessary in circular and
radial sifting to achieve results close to the optimum [2], [1]. As the running time
for orbital sifting is remarkably higher in practice as well as in theory than it is for
the string matching heuristic, the average of only 20 runs has been computed. The
random input graphs fulﬁll all the characteristics required by the parameter setting
and the tests have been performed on sensible combinations of the formerly presented
parameters.48
To determine the relative behavior of the modiﬁed versions of the string matching
heuristic and the orbital sifting we use the random input graphs
Gi = (V1 ˙ ∪V2,Einter ˙ ∪Eintra), the heuristic for crossing minimization in circular lay-
out [2] applied to subgraphs G0
i = (V2,Eintra) and the cartesian barycenter heuristic [1]
applied to subgraphs G00
i = (V1 ˙ ∪V2,Einter) as base references for the comparison.
The variants of the heuristic based on string matching diﬀer from the original heuris-
tic in a diﬀerent initialization phase. One approach is to only compute a crossing
reduced input of the set of mixed and intra vertices, whereas the second approach
only compute a crossing reduced ordering in respect of the set of mixed and inter
vertices.
The results show that not all diﬀerent approaches produce an embedding with fewer
crossings than the random input graphs. In general we observe that applying only
the cartesian barycenter heuristic, which does not aim to reduce crossings between
intraorbit edges nor between intraorbit and interorbit edges, even increases the num-
ber of crossings in the output compared with the random input graphs. The variant
of the ﬁrst heuristic, that reduces crossings between interorbit edges in the initial-
ization step, performs slightly better in terms of crossing number compared with
the random input graphs. Considering the original version of the heuristic based on
string matching, its variant that only reduces crossings between intraorbit edges in
the initialization and the circular crossing reduction heuristic we notice a very similar
performance in terms of crossing reduction. Orbital sifting achieves the most signif-
icant reduction in respect to the overall number of crossings, but performs worse in
terms of running time.
If the number of interorbit edges is increased in comparison to the amount of in-
traorbit edges rat = 0.5 the results slightly change. Now only applying the cartesian
barycenter heuristic does reduce the number of crossings in the output compared with
crossing number of the random input graphs and has a resembling performance, as
the variant where only the number of crossings between interorbit edges is reduced
initially. However the denser the graph becomes, i.e. if the edge density increases
neither of these two approaches achieves any considerable improvements towards the
randomly created graphs. The performance of the other approaches remains the same.
2.7 Discussion
We presented two heuristics for solving the one-sided two-level crossing minimization
in orbital layout.
The experimental results show that the orbital sifting outperforms the heuristic based49
(a) Edge density |E| = 2 · |V2|
(b) Edge density |E| = 10 · |V2|
Figure 2.7: Number of crossings with mixed, inter and intra vertices allowed and edge
ratio
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(b) Edge density |E| = 10 · |V2|
Figure 2.8: Number of crossings with mixed, inter and intra vertices allowed and edge
ratio
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Figure 2.9: Number of crossings with mixed, inter and intra vertices allowed and edge
ratio
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(a) Edge density |E| = 2 · |V2|
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Figure 2.10: Number of crossings with mixed and inter vertices allowed and edge
ratio
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(a) Edge density |E| = 2 · |V2|
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Figure 2.11: Number of crossings with mixed and inter vertices allowed and edge
ratio
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(a) Edge density |E| = 2 · |V2|
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Figure 2.12: Number of crossings with mixed and intra vertices allowed and edge
ratio
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(a) Edge density |E| = 2 · |V2|
(b) Edge density |E| = 10 · |V2|
Figure 2.13: Number of crossings with mixed and intra vertices allowed and edge
ratio
|Eintra|
|Einter| = 256
on string matching in terms of crossing reduction. This can be explained by the pro-
cessing of the heuristics. The orbital sifting is based on the local comparison of the
number of crossings after each update, which is computed in each step, and therefore
ensures that the crossing number never increases. On the other hand, the heuristic
based on string matching works based on good initial inputs, and does not take the
number of crossings into consideration in its ﬁrst two steps, but tries to ﬁnd a good
matching of the input orderings. Based on the results of the string matching variant
four diﬀerent possibilities are computed and in the third step, where the ﬁnal order
of vertices on the second orbit is calculated, we try to minimize the crossings between
interorbit and intraorbit edges. In the fourth step the order causing fewest crossings
is chosen over the other results. As orbital sifting works more locally from the begin-
ning it is not surprising that it produces a layout with fewer crossings.
However in respect to the running time the string matching heuristic gives better re-
sults, which is due to the necessary rerouting of edges in the orbital sifting algorithm.
Independently to our work, Bachmaier and Forster presented a heuristic based on
the idea of sifting for crossing reduction of extended k-level graphs in hierarchical lay-
out [6]. This problem is very similar to the discussed one-sided two-level crossing
minimization problem in orbital layout. It extends the well-studied problem of cross-
ing minimization in hierarchical drawings with only edges, that connect two vertices
on successive levels, to hierarchical drawings that also allow edges connecting two
vertices on the same level. One round of their extended hierarchical sifting algo-
rithm needs O(|V |·(|E|+|H|)), where E is the set of interlevel edges and H the set
of intralevel, or horizontal edges. In comparison one round of orbital sifting needs
O(|V2|2 · |E| + |E|2).
Bachmaier and Forster have already showed by empirical evidence that a drawing of
a two-level graph in radial layout produces fewer crossings than a drawing of the same
graph in hierarchical layout [1]. Furthermore we know that the class of level planar
graphs is a proper subset of the class of radial level planar graphs [5]. Therefore
it would be interesting to investigate the relation between the number of crossings
in hierarchical and orbital layout of graphs with both interlevel and intralevel edges.
Based on previous results, we assume that the orbital layout outperforms hierarchical
layout in terms of crossing reduction.Chapter 3
Planarization in Orbital Layout
3.1 Background
3.1.1 Planarization to reduce visual complexity
As presented in the previous chapters, a common approach for drawing graphs is the
well-known two-phase method. In the ﬁrst step the vertices of a graph are partitioned
into a set of k levels and in the second step a heuristic is applied in order to min-
imize the number of crossings and therefore reduce visual complexity. Concerning
the second step Mutzel presents a diﬀerent approach based on edge deletion and a
resulting k-level planar graph [20]. In this paper she suggests to solve the k-level pla-
narization problem instead of solving the k-level crossing minimization problem and
reinsert the removed edges into the planar drawing. Experiments show that, although
the planarization approach with reinsertion of removed edges tends to produce more
crossings in the ﬁnal layout and does not produce crossing minimal embeddings, the
perception and readability of such drawings might be better, i.e. visual complexity
is improved [20].
3.1.2 Planarizing Graphs
There are several diﬀerent approaches to planarize a graph G. A graph is said to be
planar if it can be drawn without edge crossings. Without considering parallel or on-
line algorithms, Liebers [16] gives a survey of methods to planarize ﬁnite, undirected,
simple graphs. Apart from operations of a structural nature such as vertex splitting,
thickness and crossing number, there are also approaches like vertex deletion and
edge deletion which are not entirely focused on the structure. While deleting vertices
seems to have an impact on the graph that is too drastic in practice, deleting edges
does not modify the information represented by the graph too much. Edge deletion
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is a common approach and has been studied intensively.
Deﬁnition 3.1.1. [16] If a graph G0 = (V,E0) is a planar subgraph of a graph
G = (V,E) such that there is no planar subgraph G00 = (V,E00) of G with |E00| > |E0|,
the G0 is called a maximum planar subgraph of G.
Deﬁnition 3.1.2. [16] In a graph G0 = (V,E0) is a planar subgraph of a graph
G = (V,E) such that every graph G00 ∈ {(V,E0 ∪ {e})|e ∈ E \ E0} is non-planar, the
G0 is called a maximal planar subgraph of G.
3.1.3 Edge centralities
In the background chapter about Network Analysis we have so far introduced node
centralities. Another possibility of evaluating the importance of structural elements
in a network is to assign values to the edges by computing their edge centrality. This
area has not been studied as extensively as node centralities yet. In the following the
same denotations are used as in the deﬁnitions of the diﬀerent node centralities. Let
G be the class of all strongly connected graphs, let S be the class of all graphs.
Deﬁnition 3.1.3. The extension of the Betweenness-Centrality to edges is deﬁned
as
cB(G)e =
X
s,t∈V
σG(s,t|e)
σG(s,t)
, G = (V,E) ∈ G
The Betweenness-Centrality for the edges can be computed by extending the al-
gorithm for Betweenness which is a modiﬁcation of the breadth ﬁrst search algorithm
by dependencies of the edges. Therefore the computational complexity is O(nm).
Deﬁnition 3.1.4. The extension of the Closeness-, Inﬂuence- and Eigenvector-Centralities
to edges is deﬁned as
cC(G)e =
1
P
e0∈E dG(e,e0)
, G = (V,E) ∈ S
cI(G)(u,v) =
X
(v,w)∈E
α · (1 + ci(G)(v,w)), G = (V,E) ∈ G
cE(G)(u,v) =
1
λ
·
X
(u,w)∈E
cE(G)(v,w), G = (V,E) ∈ S
for suitable α,σ.
The Closeness-, Inﬂuence- and Eigenvector-Centralities for edges can be computed
by slightly modifying the respective vertex centrality algorithm.59
3.2 Planarization of Circular Layouts
3.2.1 Introduction
We ﬁrst discuss how to planarize a graph G = (V,E) in circular layout, i.e. all vertices
v ∈ V are placed a circle and the edges e ∈ E are drawn as straight lines in the inner
face of the circle.
Deﬁnition 3.2.1. A graph is outerplanar iﬀ it can be drawn on the plane such that
all its vertices are placed on the periphery of a circle, i.e. on the exterior face, and
no two edges cross.
Deﬁnition 3.2.2. [19] A maximal outerplanar graph is an outerplanar graph G =
(V,E) such that the addition of an edge E0 = E∪(u,v) between any two non-adjacent
vertices u,v ∈ V,(u,v) / ∈ E results in a non-outerplanar graph G0 = (V,E0).
Theorem 3.2.1. [21] [29] [17] Determining the maximum outerplanar subgraph of
a given graph G = (V,E) is NP-complete.
3.2.2 Related Work
Circular embedding of trees
If the input graph G = (V,E) is a tree, there is always a planar circular embedding
of G. The order of the set of vertices is obtained by applying a depth ﬁrst search
traversal of G which takes O(|V | + |E|). As the input graph G is assumed to be a
tree, dfs runs in O(|V |), as for every tree the number of edges |E| is determined by
the number of vertices |E| = |V | − 1 [25].
Outerplanarity testing of biconnected graphs
Some of the crucial features of maximal outerplanar graphs help to deﬁne a outerpla-
narity test.
Lemma 3.2.2. [14] Every maximal outerplanar graph with n vertices contains
• exactly 2n - 3 edges
• at least two vertices of degree 2.
Theorem 3.2.3. [19] A graph G with n vertices is maximalouterplanar if and only
if either G is a triangle or
• G has 2n - 3 edges60
• G has at least two 2-vertices
• no edge of G lies on more than two triangles
• for any 2-vertex u, G \ u is maximal outerplanar
Corollary 3.2.4. [19] If G is maximal outerplanar, then G does not have a vertex
w of degree 2 whose two neighbors u and v are not adjacent.
Lemma 3.2.5. [19] A graph G = (V,E) is outerplanar if and only if it can be
transformed to a maximal outerplanar graph by triangulation.
The following algorithm is designed to test whether a biconnected graph is out-
erplanar or not. It is based on the fact that any maximal outerplanar graph has a
unique Hamiltonian cycle which determines the order of the vertices. The input graph
without its Hamilton circuit forms a triangulation if the graph is maximal outerpla-
nar. For testing a graph on outerplanarity the graph is extended by triangulation
edges in order to achieve a maximal outerplanar graph which is only possible if the
graph is outerplanar.
As both edges of a degree-2 vertex are part of the Hamiltonian circle the algorithm
starts with decomposing the graph by removing these vertices sequentially. In order
to obtain a biconnected graph after the removal we add a triangulation edge con-
necting the two neighbors of the removed vertex if they are not connected. In the
case that this edge already exists let’s denote it a pair edge. Both triangulation and
pair edges are internal edges, i.e. they do not lie on the external face and are stored
and marked as such. The algorithm repeats this procedure until a triangle remains.
The insertion of the edge connecting the two neighbors of the last removed 2-vertex
ensures that a triangle remains. Then the two edge lists, one containing both internal
and external edges and the other one containing only the internal (triangulation and
pair) edges are lexicographically sorted. A comparison of the two lists tests if the
condition of only one existing edge between the vertices adjacent to 2-vertices holds.
Theorem 3.2.6. [19] The algorithm outerplanar test runs in O(|V |).
Circular embedding of outerplanar biconnected graphs
Given that the input Graph G has been tested to be outerplanar we obtain the
Hamilton circuit by removing all the stored edges PAIRS, i.e. all internal and
triangulation edges from the set of edges E. Thus the required order of the vertices
on the periphery of the embedding circle can be computed by applying a depth ﬁrst
search traversal on the graph with the remaining edges E0 = E \ PAIRS. The
number of edges |E| of an outerplanar graph is determined by the number of vertices,
|E| ≤ 2|V | − 3. Therefore the running time of dfs is bounded by O(|V |) [25] [19].61
Algorithm 9: Outerplanar Test
Input: A biconnected graph G = (V,E),|V | = n,|E| = m
if m > 2n − 3 then
printincorrect edge count;
break;
LIST ← list of vertices of degree 2;
PAIRS ← ∅ stores internal and triangulation edges;
if LIST.size < 2 then
print not enough 2-vertices;
break;
L ← 1;
while L ≤ n − 2 do
NODE ← LIST.get(L);
NEAR,NEXT ← {vertices adjacent to NODE };
if e = (NEAR,NEXT) / ∈ E then
e is triangulation edge;
else
e is internal pair edge;
if e = (NODE, NEAR) is triangulation edge then
E ∪ e add triangulation edge to E;
else if e = (NODE, NEXT) is triangulation edge then
E ∪ e add triangulation edge to E;
PAIRS ∪ (NEAR,NEXT) add the pair to the list PAIRS;
G \ {NODE} remove vertex NODE from G;
if any vertices become 2-vertices add them to LIST;
forall v ∈ V : deg(v) = 2 do LIST ∪ {v} if LIST.size − L < 2 then
print removing NODE leaves non-outerplanar graph;
break;
L ← L + 1;
E ∪ (NEAR,NEXT) add the last edge (NEAR, NEXT) to list of edges;
sort E lexicographically;
sort PAIRS lexicographically;
if (u,v) ∈ E and (u,v) / ∈ PAIRS then
print graph is not outerplanar;
else
print graph is outerplanar;62
Circular embedding of non-tree non-biconnected graphs
So far algorithms for the circular embedding of trees and biconnected outerplanar
graphs have been considered. Let’s now assume that the input graph G is neither a
tree nor a biconnected graph, but outerplanar.
If G is connected we decompose it into biconnected components. In the case that G
is not connected apply the following steps to each of its components, and place these
components on the circle successively.
Using a variation of the depth ﬁrst search algorithm the so called articulation nodes
can be found. An articulation node is a node that connects two biconnected com-
ponents and is responsible for non-biconnectivity of the graph. The graph is now
decomposed into biconnected components. Each biconnected component can now
be represented as a dummy vertex which is linked to the corresponding articulation
nodes that are part of the component. The now obtained structure is called a block-
cutpoint tree [25], modeling all characteristics of a tree. This blockcutpoint tree can
now be embedded on a circle following the algorithm described above.
Algorithm 10: Biconnected Components
Input: stack SE (edges in open components)
Output: array of edges component (points to representative)
traverse(vertex v, edge e, vertex w);
if e is loop then
component[e] ← e;
else
push e → SE;
if e is tree edge then
push e → C;
if e is backwards edge then
while w ≺ top(C) do pop C
backtrack(vertex w, edge e, vertex v);
if e = top(C) and e 6= nil then
pop C;
repeat
pop e0 ← SE;
component[e0] ← e;
until e0 = e ;63
In the next steps the dummy vertices are replaced by the biconnected compo-
nents they represent. We apply the algorithm presented above in order to determine
the order of the vertices of each biconnected component. As the articulation nodes
are represented as proper vertices in the blockcutpoint tree structure, they are al-
ready placed and do not have to be drawn again. Place the rest of the vertices of a
biconnected component in relation to its articulation nodes.
Computational Complexity
Assume that the given graph G is outerplanar. Then the number of its edges is
limited by the number of vertices |E| ≤ 2|V | − 3.
The discovery of articulation nodes and the decomposition of a graph into biconnected
components runs in O(|V | + |E|). Therefore it runs in O|V |) for the input graph G.
Performing a depth ﬁrst search on the blockcutpoint tree costs O(|V |) and applying
the algorithm to calculate the circular embedding on all outerplanar biconnected
components requires O(|E1|) + O(|E2|) + ...O(|Ek|) with |Ei| being the number of
edges in component i. As
P
(|Ei|) = E and |E| is bounded by the number of vertices
|V | because of outerplanarity the time complexity of this step is O(|V |). Hence the
overall running time of the algorithm is O(|V |).
3.2.3 Heuristic for ﬁnding a maximal outerplanar subgraph
based on edge centrality
We now present a greedy edge insertion heuristic to ﬁnd a maximal outerplanar sub-
graph based on the fact that a graph is outerplanar if and only if each of its biconnected
components is outerplanar [14].
So far Djidjev has already presented a O(|V |+|E|) time algorithm for ﬁnding a max-
imal outerplanar subgraph of G = (V,E) [8]. However his solution is based on a very
complex data structure created for ﬁnding a general maximal planar subgraph and
therefore hard to implement. There are no speciﬁc details given for the specializa-
tion of the algorithm to outerplanar subgraphs. In contrast to that our algorithm is
a simple greedy approach designed for planarizing centralities in circular layout by
computing the insertion order of the edges based on their centrality value.
In the ﬁrst step the centrality values of the edges are computed and the edges are
sorted in descending order according to their centrality value. In the second phase of
the heuristic we examine if the current edge can be inserted without violating out-
erplanarity of the graph. We start with the empty set of edges and successively try
to insert the edges. In order to maintain outerplanarity, we decompose the current
graph with the new edge inserted into its biconnected components and prove if the64
new edge is part of such a component. If it is not, then it cannot destroy outerpla-
narity and therefore is inserted. In the case that the new edge is part of a biconnected
component Bi = (Vi,Ei), we have to test if Bi is outerplanar which takes O(|Vi|). If
Bi is outerplanar, e can remain in G0, otherwise it has to be removed. Correctness of
the algorithm is guaranteed as the input graph G = (V,∅) is outerplanar and outer-
planarity is maintained in each step.
The output graph therefore is outerplanar and a layout can be computed in polyno-
mial time, in O(|V |) by running the above presented algorithm using the blockcut-
point tree structure.
Algorithm 11: Greedy Edge Insertion - Circular Layout
Input: graph G = (V,E)
Output: circular embedding of outerplanar subgraph G0 = (V,E0)
compute edge centrality values for G;
sort E in decreasing order according to the centrality values;
E0 ← ∅;
G0 = (V,E0) // G0 denotes the current graph;
forall e ∈ E do
E0 ← E0 ∪ {e} // insert e;
B = ˙ Si=k
i=0Bi denotes the set of biconnected components of
G = (V,E0 ∪ {e});
if e ∈ Bi then
test biconnected component Bi on outerplanarity;
if Bi is not outerplanar then
E0 ← E0 \ {e} // remove e as it destroys outerplanarity
else
// insert e as it does not destroy outerplanarity;
else
// insert e as it does not destroy outerplanarity;
Computational Complexity
Theorem 3.2.7. The Greedy Edge Insertion heuristic runs in O(|V | · |E|).
Proof. For each edge e ∈ E it needs to be tested if it is part of a biconnected
component, which can be implemented as a variation of the depth ﬁrst search algo-
rithm and runs in linear time. If the edge is part of a biconnected component Bi
it must be tested for outerplanarity which can be done in O(|VBi|). Therefore the
overall running time is O(|V | · |E|). 265
3.3 Planarization of 2-layer Radial Layouts with 1
layer ﬁxed
3.3.1 Introduction
In the following chapter we only accept bipartite graphs as input graphs. A graph
G = (V,E) is bipartite if its set of vertices V can be partitioned into two disjoint
subsets of vertices V = V1 ˙ ∪V2 so that no two vertices v1,v2 ∈ V1 or v3,v4 ∈ V2 within
the same set of vertices are adjacent. A bipartite graph is a special case of a k-partite
graph, with k = 2.
Given a bipartite graph we can further specialize it and deﬁne a biplanar graph, i.e.
a bipartite graph without any edge crossings in a 2-layer drawing.
In order to formulate a formal characterization of biplanar graphs we need to introduce
the structure of a caterpillar. A graph is a caterpillar if after removing all the leaves
a path (possibly empty) is left. This path is called the spine or backbone of the
caterpillar. [10], [28]
Figure 3.1: Forest of caterpillars, bold line marks backbone
Deﬁnition 3.3.1. [10] A bipartite graph is level biplanar if and only if it is a
collection of disjoint caterpillars.
In order to planarize the bipartite input graph, we naturally aim to create a
maximum planar subgraph in radial layout. It has already been proved that this
problem is NP-complete in hierarchical layout. [12]
Deﬁnition 3.3.2. Given an bipartite graph G = (V1,V2,E) and a positive integer K
we want to know if there exists a biplanar subgraph (not necessarily induced) of G
with at least K edges. This is the Maximum Biplanar Subgraph Problem.
Theorem 3.3.1. [12] The hierarchical one-side ﬁxed two-level Maximum Biplanar
Subgraph Problem is NP-complete.
We now show that the MBS-problem is also NP-hard in radial layout.66
Theorem 3.3.2. The one-side ﬁxed two-level maximum radial planar subgraph (MBS)
problem is NP-hard.
Proof. We show the NP-hardness by reducing the problem from the maximum
biplanar subgraph (MBS) problem for one-side ﬁxed two-level layouts which is proven
to be NP-complete [12].
Given a 2-level graph G = (V1 ˙ ∪V2,E,φ) with a ﬁxed permutation π1 of the ﬁrst
level, a new 2-level graph G0 = (V 0
1 ˙ ∪V 0
2,E0,φ0) is built in the following way: ex-
tend G by inserting |E|2 new vertices x0,...,x|E|2−1 at the right end of the ﬁrst
level π0
1(xi) = |V1| + i,φ0(xi) = 1. Furthermore insert one new vertex y on the sec-
ond level φ0(y) = 2 that is connected to the new vertices of level 1 by new edges
e0,...,e|E|2−1,ei = (xi,y).
Let E0 = ((π0
1,π0
2),ψ) be a radial embedding of G0 that is a maximum biplanar sub-
graph. We can assume w.l.o.g. (because of rotation and Lemma 2.2.7) that π0
2 = |V2|
and ψ(ei) = 0 for all new edges. Then none of the new edges has a crossing with
any of the original edges, because this would lead to |E|2 crossings, contradicting the
planarity of the embedding. Therefore there are no cut edges, and π2 = π0
2|V2 is a
solution of the original horizontal MBS problem for one-side ﬁxed two-layer layout. 2
3.3.2 Related Problem: Planarization of 2-layer Radial Lay-
outs with 2 layers ﬁxed
If we modify the problem slightly and ﬁx the order of the vertices v ∈ V2 on the second
layer as well, we obtain the radial two-sided two-level maximum biplanar subgraph
problem. There exists a polynomial solution for this problem in hierarchical layout.
Theorem 3.3.3. [11] A maximum biplanar subgraph C of a two-level graph G =
(V1,V2,E) with the positions of all vertices on both layers ﬁxed can be found in time
O(mlogr + nlogn), where m = |E|, r = |C| and n = |V1| + |V2|.
In the following we show that the solution for the hierarchical layout can be
extended to the according problem in radial layout. Therefore a maximum biplanar
subgraph can be found in polynomial time for a two-layer two-sided ﬁxed input graph
in radial layout.
Given a two-level graph and both the order of vertices on level 1 π1 and on level 2 π2
we place the vertices on 2 concentric circles representing orbit 1 respectively orbit 2
according to their order. The vertices are distributed uniformly on their respective
orbit. As proposed by Bachmaier and Forster [1] we introduce a ray in order to deﬁne
where the orders start and end on each level. After having introduced the ray, we
route all the edges in order to minimize the number of crossings and compute their67
oﬀsets. For all edges e ∈ E holds that ψ(e) = {−1,0,1} in order to avoid long edges
that would cause more crossings. Let’s denote the thus obtained crossing minimal
radial embedding for the two-sided ﬁxed two-layered graph G with E = ((π1,π2),ψ).
Figure 3.2: Radial drawing with assigned oﬀsets
Lemma 2.2.7 [1] Let G = (V1 ˙ ∪V2,E,φ) be a two-level graph and let e1 = (u1,v)
and e2 = (u2,v) ∈ E be edges with a common target vertex v. Then in any crossing
minimal radial embedding E = (π,ψ) of G, π1(u1) < π1(u2) implies ψ(e2) − ψ(e1) ∈
{0,1}.
Lemma 3.3.4. Let G = (V1 ˙ ∪V2,E,φ) be a two-level graph and let e1 = (u,v1) and
e2 = (u,v2) ∈ E be two edges with a common source vertex u. Then in any crossing
minimal radial embedding E = (π,ψ) of G, π2(v1) < π2(v2) implies ψ(e1) − ψ(e2) ∈
{0,1}.
Proof. Assume that ψ(e1)−ψ(e2) / ∈ {0,1}. Then Lemma 2.2.5 implies χE(e1,e2) >
0. Let’s choose an arbitrary crossing between e1 and e2 and show how the embedding
can be modiﬁed to reduce the number of crossings 3.3.
We exchange the routing of e1 and e2 between u and the crossing: e1 is routed
along the previous course of e2 till it reaches the crossing. The routing from there till
v1 is not changed. Do the equivalent for e2. In the new embedding e1 and e2 have
one crossing less and the crossing number has not changed otherwise, contradicting
the assumption and proving the lemma.2
Because of the two latter lemmas (2.2.7, 3.3.4), it is obvious that only embeddings68
Figure 3.3: u is common source vertex of v1, v2
with a clear parting between all incident interorbit edges to a vertex v need to be
considered. The parting is the position of the edge list of v that indicates where
the value of the oﬀsets changes from ψ0 to ψ0 + 1. The parting is crucial to avoid
unnecessary crossings between the incident edges.
We now proof that, in a crossing minimal embedding with a clear parting 3.4, the
order of the incident vertices of two edges with oﬀset +1 and −1 is predeﬁned.
Lemma 3.3.5. Given a two-level graph G = (V1,V2,E) with a radial embedding
E = ((π1,π2),ψ) so that the vertices are uniformly distributed on their respective
orbit and the edges are directed fulﬁlling the minimal crossing criteria, then for any
two edges e1 = (u1,v1) ∈ E,ψ(e1) = −1 and e2 = (u2,v2) ∈ E,ψ(e2) = +1, u1 6= u2
holds 3.6:
π1(u1) < π1(u2) and π2(v1) > π2(v2)
Proof.We prove the above lemma by contradiction. Assume π1(u1) > π1(u2).
1. π2(v1) > π2(v2)
contradicts minimal crossing embedding 3.7(a)
2. π2(v1) = π2(v2)
⇒ v1 = v2 3.3.2 ψ(e1) − ψ(e2) = −1 − 1 = −2 / ∈ {0,1} contradiction
3. π2(v1) < π2(v2)
contradicts minimal crossing embedding 3.7(b)
Assume π2(v1) < π2(v2).
1. π1(u1) < π1(u2)
contradicts minimal crossing embedding 3.8(a)69
(a) Parting with common target ver-
tex
(b) Parting with common target
vertex
(c) Parting with common source ver-
tex
(d) Parting with common source
vertex
Figure 3.4: Parting
2. π2(u1) = π2(u2)
⇒ u1 = u2 3.3.4 ψ(e1) − ψ(e2) = −1 − 1 = −2 / ∈ {0,1} contradiction
3. π1(u1) > π1(u2)
contradicts minimal crossing embedding 3.8(b)2
The following lemma shows that any two edges with ψ(e) = −1 and ψ(f) = +1
always cross in a crossing minimal embedding. This fact is later needed, as these
crossings won’t be explicitly modeled in the transformation from the radial to the
hierarchical layout.
Lemma 3.3.6. A cut edge e ∈ E with offset(e) = ψ(e) = −1 crosses all cut edges
f ∈ E : ψ(f) = +1. A cut edge f ∈ E with offset(f) = ψ(f) = +1 crosses all cut
edges e ∈ E : ψ(e) = −1.70
Figure 3.5: No parting
Figure 3.6: Crossing of two edges with oﬀset −1, +1
Proof. Let e = (u1,v2),ψ(e) = −1,e ∈ E and f = (u2,v2),ψ(f) = +1,f ∈ E be
cut edges. Then the crossing number between e,f always equals 1. 3.3.5, 2.2.5
π1(u1) < π1(u2),π2(v1) > π2(v2)
⇒ a = sgn(π1(u2) − π1(u1)) = +1,b = sgn(π2(v2) − π2(vu1)) = −1
χE(e,f) = max

  
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0,|ψ(f)
|{z}
+1
−ψ(e)
|{z}
−1
+
b − a
2 | {z }
−1
| +
|a| + |b|
2 | {z }
+1
−1

  
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= 1 2
Given the introductory lemmas the radial MBS problem with two layers ﬁxed can
be reduced from the hierarchical MBS problem with two layers ﬁxed and therefore a
polynomial solution for the radial problem exists.
Theorem 3.3.7. A maximum biplanar subgraph C of a two-level graph G = (V1,V2,E)
and a given crossing minimal radial embedding EG = ((π1,π2),ψ) with the positions71
(a) case 1: π2(v1) > π2(v2) (b) case 3: π2(v1) < π2(v2)
Figure 3.7: π1(u1) > π1(u2)
(a) case 1: π1(u1) < π1(u2) (b) case 3: π1(u1) > π1(u2)
Figure 3.8: π2(v1) < π2(v2)
of all vertices on both layers ﬁxed (radial two-sided two-level MBS problem) can be
found in polynomial time O(mlogr + nlogn), where m = |E ∪ Edummy|, r = |C| and
n = 2|V1| + |V2|.
Proof. We show the existence of a polynomial solution by reduction from the
maximum biplanar subgraph problem in a hierarchical two-side ﬁxed two-layer lay-
out [11].
Given the radial embedding E of G we can extract the cut edges of the graph
f ∈ E : ψ(e) 6= 0 which need to be treated specially in order to obtain the cor-
responding hierarchical problem.
Let’s denote the subset of cut edges as F ⊆ E : F = {f ∈ E : ψ(f) 6= 0}.
F = F1 ˙ ∪F2 consists of the disjoint subsets F1 = {f ∈ F : ψ(f) = +1} and F2 = {f ∈
F : ψ(f) = −1}.72
Figure 3.9: Two-level graph in radial layout, cut-edges are marked
Let V2 ⊇ P = {v ∈ V2 : f = (u,v) ∈ F1} denote the set of vertices on orbit 2 that
have incident cut edges f ∈ F1, i.e. ψ(f) = +1. Let V2 ⊇ N = {v ∈ V2 : f = (u,v) ∈
F2} denote the set of vertices on orbit 2 that have incident cut edges f ∈ F2, i.e.
ψ(f) = −1.
Now we extend V2 by introducing dummy vertices to the second level. For each n ∈ N
add a dummy vertex n0,...,n|N|−1 to the left end of π2, π0
2(pi) = i,φ0(pi) = 2. Shift
the old vertices v ∈ V2 to the right π0
2(v) = π2(v) + |N|.
For each p ∈ P add a dummy vertex p0,...,p|P|−1 to the right end of π0
2, π0
2(pj) =
π0
2(|N| + |V2|) + j,φ0(pi) = 2.
The order of the ﬁrst level π1 remains.
(a) Dummy vertices for edges with oﬀ-
set −1
(b) Dummy vertices for edges with oﬀset
+1
Figure 3.10: Dummy vertices on the second level
The edges e ∈ E are now inserted as follows:73
Figure 3.11: All necessary dummy vertices on the second level
• e = (u,v) ∈ E F,ψ(e) = 0
Insert e connecting a vertex u ∈ V1,φ0(u) = 1 with the correct vertex v ∈ V2.
• e = (u,v) ∈ F1,ψ(e) = +1
Create the edge f1 = (u,dummy(v)) ∈ FD1. Insert f1 connecting the cor-
rect vertex u ∈ V1 with the corresponding dummy vertex dummy(v) = p ∈
P,φ0(p) = 2 .
• e = (u,v) ∈ F2,ψ(e) = −1
Create the edge f2 = (dummy(v),u) ∈ FD2. Insert f2 connecting the cor-
rect vertex u ∈ V1 with the corresponding dummy vertex dummy(v) = n ∈
N,φ0(n) = 2.
As shown above (Lemma 2.2.7) we create at most one dummy vertex for each
original vertex v ∈ V2, as each v ∈ V2 can either have only edges e ∈ E : ψ(e) ∈
{0,+1} or e ∈ E : ψ(e) ∈ {−1,0}. The set of edges now consists of E0 = (E (F1 ∪
F2)) ∪ FD1 ∪ FD2.
The now obtained two-level graph G0 = ((V1,V2∪N ∪P),E0) represents the reduction
to the corresponding problem in hierarchical layout. For G0 the MBS problem can be
solved by ﬁnding the longest ascending subsequence [11] with one further restriction.
So far we have not considered the fact, that cut edges with diﬀerent oﬀsets do cross
each other. As lemma 3.3.6 proofs, each edge f1 ∈ F1 crosses all edges f2 ∈ F2. These
crossings are not modeled in the current hierarchical layout, but must be considered
when computing the longest ascending subsequence. There are two cases:
1. edge e ∈ FD1 becomes part of the longest ascending subsequence
Delete the set FD2 ⊆ E0 from E0 as χ(e,f) = 1,∀f ∈ FD2.
2. edge e ∈ FD2 becomes part of the longest ascending subsequence
Delete the set FD1 ⊆ E0 from E0 as χ(e,f) = 1,∀f ∈ FD1. 274
3.3.3 Heuristics for ﬁnding a maximal radial planar subgraph
As we have previously shown that the one-side ﬁxed two-level maximum radial planar
subgraph (MBS) problem is NP-hard (Theorem 3.3.2), we now present two diﬀerent
approaches to ﬁnd a maximal radial planar subgraph in polynomial time. The ﬁrst
idea is to greedily insert edges and test the resulting graph for radial planarity whereas
the second approach is based on caterpillars.
Greedy Edge Insertion Algorithm
Analog to the greedy edge insertion approach for maximal outerplanar subgraphs
(Algorithm 11) we now use the same algorithm with one modiﬁcation. Instead of
testing the subgraph for outerplanarity it is now tested for radial planarity.
Bachmaier, Brandenburg and Forster [5] present a linear time algorithm for testing
radial level planarity. Their approach is based on SPQR trees, a radial extension
of the PQ-tree-structure. MORE DETAILS!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! Further details of
this radial level planarity testing algorithm can be found in the corresponding journal
paper [5].
Algorithm 12: Greedy Edge Insertion - Radial Layout
Input: graph G = (V,E)
Output: radial embedding of radial level planar subgraph G0 = (V,E0)
compute edge centrality values for G;
sort E in decreasing order according to the centrality values;
E0 ← ∅;
G0 = (V,E0) // G0 denotes the current graph;
forall e ∈ E do
E0 ← E0 ∪ {e} // insert e;
if G0 is not radial planar then
E0 ← E0 \ {e} // remove e as it destroys radial planarity;
else
// insert e as it does not destroy radial planarity;
The overall running time of this greedy insertion algorithm is O(|V | · |E|) as the
subgraph must be tested for radial level planarity in O(|V |) after inserting each edge
e ∈ E.75
Heuristic based on caterpillar
The previously introduced greedy edge insertion heuristic is based on the level pla-
narity testing. This part of the algorithm involves the very complex data structure
of SPQR trees.
In order to avoid using such complex data structures we propose a diﬀerent approach
for obtaining maximal radial level planar subgraphs.
In this section we introduce a greedy heuristic where edges are inserted in descending
order according to their centrality value. A data structure modeling caterpillars in
radial layout is created with an additional feature that does not allow long edges and
thus aims to increase the number of inserted edges while maintaining radial planarity.
While in hierarchical layout circles in the input graph indicated non-biplanarity, cir-
cles are allowed in radial layout as long as they do not contradict the cyclic caterpillar
structure.
Preliminaries
Let G = (V1 ˙ ∪V2,E) be a two-level graph. Given the order of the vertices on the ﬁrst
orbit v ∈ V1, π1 we create a new data structure. In radial layout only interorbit edges
are allowed, i.e. each edge e ∈ E connects one vertex v ∈ V1 on the ﬁrst orbit with
one vertex u ∈ V2 on the second orbit.
We now introduce a new data structure, the so called caterpillar structure. Each
vertex v ∈ V1 can have several children ui ∈ V2 on the second orbit, with v being
the father of {ui}. In general v’s children are not in a ﬁxed order, except for v’s
leftmost child left(v) ∈ V2 and rightmost child right(v) ∈ V2. Regarding the relative
counterclockwise order of v’s children, left(v) ≺π2 {ui|ui 6= {l,r} and father(ui) =
v} ≺π2 right(v) holds. Let Nϕ2(v) denote the set of the children of v.
Concerning a child u ∈ V2 it can have several diﬀerent fathers v ∈ V1 in general. Let
Nϕ1(u) denote the set of u’s fathers.
The distance between two vertices ui,uj ∈ V1 on the ﬁrst level is deﬁned as
follows. Let’s assume w.l.o.g. i ≤ j, then ui ≺ uj holds and d(ui,uj) := (j − i) while
d(uj,ui) := (|V1| − j + i) 3.13.
In order to formulate a formal characterization of radial planar graphs we need to
extend the structure of a caterpillar (3.3.1) to a cyclic caterpillar. A graph is a cyclic
caterpillar if after removing all the leaves a cycle, i.e. a path p0,...,pn with p0 = pn
is left. This cycle is called the cyclic spine or cyclic backbone of the cyclic caterpillar.
Algorithm
We now present a greedy edge insertion heuristic to ﬁnd a maximal radial planar sub-
graph G0 = (V,E0) of the two-layer input graph G = (V,E). This greedy heuristic is76
(a) v1 is the rightmost child of u1,
right(u1) = v1 = left(u2), and, at
the time, the leftmost child of u2.
v2,v3 are further children of u2, but
are in no speciﬁc order.
(b) The set of fathers of the
vertex v is the vertex set
{u1,u2,u3,u4}
Figure 3.12: Visualization of the caterpillar structure
based on the fact, that every biplanar graph is a forest of caterpillars, a characteristic
which is extended to radial layout by allowing the existence of at most one cyclic
caterpillar.
The main idea of this algorithm is to insert an edge only if it neither destroys the
caterpillar structure nor violates the constraint of the maximal distance between two
vertices on the ﬁrst orbit that are connected to the same vertex on the second orbit.
A caterpillar structure consists of either exactly one cyclic caterpillar or a forest of
level caterpillars. As a graph is level biplanar iﬀ it is a collection of disjoint cater-
pillars 3.3.1 this deﬁnition is extended to radial biplanarity by including the cyclic
caterpillar. In order to avoid the planarity test after the insertion of an edge, an edge
is only inserted if the caterpillar structure is preserved. The caterpillar structure is
deﬁned by the leftmost left and rightmost right children of the vertices on the ﬁrst
orbit and their relative ordering.
The heuristic consists of two loops. In the ﬁrst round the maximal distance constraint
is applied, whereas in the second round the maximal distance is neglected in order to
obtain a maximal radial planar subgraph as output. The assumption is that applying
the maximal distance constraint in the ﬁrst round improves the output subgraph,
i.e. increases the number of edges in the radial planar subgraph as it avoids long
edges. The maximal distance is calculated between two vertices on the ﬁrst orbit
connected to a common vertex on the second orbit. It depends on the direction in
which the connecting edges are wound around the center respectively the ordering of
the two vertices on the ﬁrst order towards each other. Long edges should be avoided77
Figure 3.13: Distance between two vertices ui, uj
(a) Cyclic caterpillar, bold
line marks cyclic spine
(b) Forest of caterpillars in
radial layout
Figure 3.14: Cyclic caterpillar
as they prohibit the insertion of edges connected to the vertices lying between the
two involved vertices afterwards.
In order to be able to insert long edges if possible and hence obtain a maximal
radial planar subgraph in the output, a second round is crucial. In the second loop
the maximal distance constraint is neglected and all remaining edges are inserted if
planarity is maintained. However no edge whose incident vertex on the second orbit
has not been inserted yet needs to be considered. All these edges have been examined
and could not be inserted in the planar subgraph in the ﬁrst round. As their insertion
does not depend on the maximal distance they cannot be inserted in the second round
either.78
(a) Embedding without
maximal distance
(b) Embedding with maximal
distance
Figure 3.15: Comparison of drawing with and without a maximal distance constant
Steps of the Caterpillar Heuristic
Initialization
Let’s initialize the set of neighbors of u on the second level Nϕ2(u) and the set of
neighbors of v on the ﬁrst levelNϕ1(v) as empty sets.
The centrality values for all edges e ∈ E are computed and then E is sorted in
descending order according to the centrality of the single edges.
Let k be the maximal distance between two adjacent vertices of v on the ﬁrst level.
This maximal distance is introduced in order to avoid long edges and thus enable the
insertion of more edges while maintaining planarity. k must be smaller than b|V1|/2c.
Now an edge e = (u,v), u ∈ V1,v ∈ V2 is inserted, if it fulﬁlls all the constraints of
the new structure and thus radial planarity is maintained.
We start with an empty set of edges and successively try to insert all the edges. As in
the beginning none of the vertices on the second orbit v ∈ V2 is in any speciﬁc order,
there is no information about the leftmost left(u) and rightmost right(u) children of
the vertices on the ﬁrst orbit u ∈ V1 available. This information is saved while vertices
v ∈ V2 are inserted.
Caterpillar Heuristic - one round
Mainly two cases occur: either v is not incident to an already inserted edge or v has
already been placed on the second orbit because one of its incident edges has been
inserted.
1. In the ﬁrst case, v has not been inserted yet, i.e. v has no neighbors Nϕ1(v) = ∅79
on the ﬁrst orbit. If none of the following two cases occurs e = (ui,v) can be
inserted and planarity is preserved.
(a) right(ui) = left(ui) = y (b) right({ui−k,...,ui−1}) =
left({ui+1,...,ui+k}) = y
Figure 3.16: v is not inserted
3.16(a): Let’s assume that the leftmost and rightmost child of ui are the same
vertex y. This fact implies that y is the leftmost child and rightmost child of
other vertices on the ﬁrst orbit, which is why e cannot be inserted into the
existing graph without causing crossings.
3.16(b): If ui has no neighbors on the second orbit, the only case that would
cause crossings if e = (ui,v) was inserted, is, that any of ui’s predecessors’
rightmost children is vertex y. If at the same time y is the leftmost child of
one of ui’s successors edge e would cause at least one crossing. The distance
between the predecessor and the successor is at most k, where k is determined
by the maximal distance constraint. Thus the set of predecessors we have to
consider is {ui−k+1,...,ui−1} and the set of successors {ui+1,...,uu+k−1}. As
the length of an edge is bounded by the maximal distance k, the following step
runs in O(k2).
2. In the second case v has been placed, and consequently has at least one neigh-
bor on the ﬁrst level, Nϕ1(v) 6= ∅. Several diﬀerent cases can occur that do not
allow the insertion of an edge e = (u,v).
(a) Let’s examine the case where w is v’s only adjacent vertex on the ﬁrst orbit
Nϕ1(v) = {w}, in other words an edge f = (w,v) has already been inserted
and the current subgraph is still radial planar. At the same time we assume
that w is predecessor of u on the ﬁrst level w ≺π1 u, i.e. d(w,u) = 1, in
respect to the order of vertices on the ﬁrst level π1. e cannot be inserted
if one of the following cases occurs.80
(a) y = right(w) 6=
{v,null}
(b) y = left(u) 6= null (c) v = left(w) ,
|Nϕ2(w)| > 1
Figure 3.17: Nϕ1(v) = {w}
3.17(a): As the edges f1 = (w,v) and f2 = (w,y) have already been
inserted and if the rightmost child right(w) of w is not equal to either v or
has not been determined yet, e = (u,v) cannot be inserted as there would
be at least one crossing between e and f2.
3.17(b): If the leftmost child of u is a vertex y, left(u) = y, and not v,
the insertion of e = (u,v) would cause at least one crossing with f =
(w,y). This happens because the fact that y is the leftmost child of u
implies, according to the caterpillar structure, that it is simultaneously
the rightmost child of one of u’s predecessor on the ﬁrst level.
3.17(c): Assume that left(w) = v and |Nϕ2(w)| > 1, i.e. w has got more
children succeeding v in respect to the ordering of vertices on the second
level π2, v ≺π2 v0 ≺π2 ··· ≺π2 vn. Adding e = (u,v) would cause crossings
with edges f0 = (w,v0),...,fn = (w,vn).
(b) If w is not u’s direct predecessor, but if there are at most k −1 vertices in
between, i.e. d(w,u) ≤ k, where k is the initially ﬁxed maximal distance
between two father vertices of v ∈ V2, then these vertices x1,...,xk−1 ∈ V1
have to fulﬁll certain criteria as well in order to maintain planarity.
(a) |Nϕ2(x)| > 1 (b) |Nϕ2(x)| > 1 and
Nϕ2(x) 6= {v}
Figure 3.18: Vertex v has been inserted, w ≺π1 x ≺π1 v81
3.18(a): If any of the vertices x1,...,xk−1 has at least two neighbors on
the second level, |Nϕ2(xj)| > 1, j = 1,...,k − 1, e = (u,v) would cross all
edges fji = (xj,vi) except for the edges fj = (xj,v).
3.18(b): Thus if for each vertex xj ∈ {x1,...,xk−1} holds, that it has no
neighbor on level two |Nϕ2| = 0, e can be inserted. If xi has exactly one
neighbor on level two |Nϕ2| = 1 which is not equal to v, Nϕ2 = {yi} 6= {v},
e would cross the edge f = (xj,vi), and therefore cannot be inserted.
(c) Given that v has more than one neighbor on level one, Nϕ1(v) = {w0,...,wl},
we are interested in the closest vertex to v, wj, in respect to the distance,
i.e. either d(v,wj) = min{wi|0 ≤ i ≤ l} or d(wj,v) = min{wi|0 ≤ i ≤ l}.
The set of neighbors is sorted according to the position of its vertices on
level 1, starting with the vertex {w0|left(w0) = v,right(w0) 6= v}, followed
by {wi|left(wi) = right(wi) = v,0 ≤ i < l − 1)} and ending with vertex
{wl|right(wl) = v,left(wl) 6= v}.
(a) d(w3,u) =
min{d(wj,u),d(u,wj)}
(b) d(u,w0) =
min{d(wj,u),d(u,wj)}
(c) d(w1,u) = d(u,w2) =
min{d(wj,u),d(u,wj)}
Figure 3.19: Vertex v has more than one neighbor on level 1
3.19(a): If the shortest distance between u and any of its neighbors {w0,...,wl}
is dmin = d(wl,u), then this is the equivalent case to 3.18(a) 3.18(b)
3.19(b): Assume that the shortest distance regarding u and {w0,...,wl}
is dmin = d(u,w0). Then we have the equivalent case as above 3.19(a) with
the positions of u and w swapped. It is analogous to the previous case
with the notations of the leftmost and rightmost children swapped.
3.19(c): Given that u is closest to wj, j 6= {0,l}, e can be inserted without
causing any crossing and v becomes the left- and rightmost child of u.
So far we have only considered the case that w is a predecessor to u,
dmin = (w,u). If the positions are swapped, i.e. u ≺π1 w and dmin = (u,w)
the analogous conditions with the notations of left, right swapped apply.82
Caterpillar Heuristic - update caterpillar structure
Some updates concerning the caterpillar structure need to be accomplished in the
case that e = (u,v) can be inserted. First of all we need to add e to the set of
inserted edges E0 ← E0 ∪ {e}. Furthermore the settings of the leftmost left(u) and
rightmost child right(u) and the set of neighbors Nϕ1(v) must be updated. This is
how the actual structure is built up as in the beginning the leftmost and rightmost
child of all vertices u ∈ V1 on the ﬁrst orbit are undeﬁned as well the set of neighbors
concerning vertices on the ﬁrst orbit. Again several diﬀerent cases are possible.
(a) right(w)=left(u)=v,
Nϕ2(v) = {w,u}
(b) right(u)=left(w)=v,
Nϕ2(v) = {u,w}
(c) right(u)=left(u)=v,
Nϕ2(v) = {w0,w1}∪
{u} ∪ {w2,w3}
Figure 3.20: Insert e = (u,v) and update caterpillar structure
3.20(a): Given that dmin = (w,u), i.e. w is predecessor of u, and e = (u,v) is
inserted, then the v becomes the rightmost child of w, right(w), and the leftmost child
of u, left(u). Moreover u is added at the end of the set of neighbors of v to maintain
the internal order of the neighbors on the ﬁrst level.
3.20(b): Let dmin = (u,w) be the shortest distance between u and w. After inserting
e, v becomes the rightmost child of u, right(u), and the leftmost child of w, left(w).
Furthermore u is inserted at the beginning of the list containing the neighbors of v
on the ﬁrst level.
3.20(c): In the more speciﬁc case that v has already got several adjacent vertices
{w0,...,wr} on level one we assume that wj is the vertex closest to u in respect to
the distance dmin = d(wj,u), where j 6= {0,r}. Now v becomes the rightmost child
of u, right(u), and the leftmost child of v, left(u). Moreover u is inserted in the list
of neighbors of v after wj.
After the ﬁrst round of edge insertion the output graph G0 = (V,E0) is not a maximal
radial planar subgraph of G = (V,E) because of the limited edge length. There might83
still be edges left in E \E0 that could be inserted without destroying radial planarity
but have not been inserted so far, because they did not fulﬁl the maximal distance
constraint. Obviously, these edges connect a vertex v ∈ V2 that has already been
placed, i.e. Vϕ1 6= ∅, as the insertion of a not placed vertex does not depend on k, the
maximal distance between two father vertices.
In the second round this constraint is abolished. In other words the maximal distance
is now limited only by the number of vertices on the ﬁrst orbit |V1|. This change of
k does not aﬀect the free vertices u ∈ V2 that have no incident edges. Therefore
another round of edge insertion is only run on the edges f = (u,v) ∈ E \ E0 that
connect already positioned vertices, vertices that have adjacent vertices on the ﬁrst
orbit, Nϕ1(v) 6= ∅. Because now k is not a limited constant anymore, this second
round is necessary to guarantee maximal planarity of the output graph.
At the end of the second round all free vertices v ∈ V2 that are not incident to any of
the inserted edges e ∈ E0 are placed at the end of the order of vertices on the second
orbit π2.
Algorithm 13: Radial Caterpillar Heuristic
initialize E0 ← ∅ // set of inserted edges;
initialize Nϕ2(u) ← left(u) ← right(u) ← ∅ for all u ∈ V1;
initialize Nϕ1(v) ← ∅ for all v ∈ V2;
// run ﬁrst and second round algorithm 14, 15, maximal distance k constant;
set k;
forall e = (ui,v) ∈ E do
//case 1: v has not been inserted yet;
if Nϕ1(v) = ∅ then
caterpillarRound1(V2, e, k);
//case 2: v has been inserted;
else
caterpillarRound2(V2, e, k);
// run second round 15, maximal distance k = |V1|;
k ← |V1|;
E00 ← E (E0 ∪ {(u,v)|v is not inserted});
forall e = (ui,v) ∈ E00 do
//case 2: v has been inserted;
caterpillarRound2(V2, e, k);84
Procedure caterpillarRound1(V2, e, k)
//Radial Caterpillar Heuristic - one round: case 1;
//case 1: v has not been inserted yet, case only occurs in ﬁrst round;
caterpillarRound(V, e, k);
if Nϕ1(v) = ∅ then
// ﬁgure 3.16(a);
if left(ui) 6= right(ui) 6= ∅ then
// ﬁgure 3.16(b) the distance between (x,z), x ∈ {ui−k+1,...,ui−1},;
// z ∈ {ui+1,...,ui+k−1} with y = right(x) = left(z), is ≤ k;
if right({ui−k+1,...,ui−1}) 6= left({ui+1,...,ui+k−1}) then
E0 ← E0 ∪ {e};
Nϕ2(ui) ← {v};
Nϕ1(v) ← Nϕ1(v) ∪ {ui};
Computational Complexity
Theorem 3.3.8. The Radial Caterpillar Heuristic runs in O(k2 ·|E|+|V1|·
|E|).
Proof. The ﬁrst part of the algorithm to contribute to the running time is the
case where edge e = (u,v) is to be inserted with v not having been connected to the
ﬁrst orbit yet. It runs in O(k2) ∈ O(1). As this step is only performed in the ﬁrst
round of the algorithm and as we assume that k is a constant this step contributes
O(k2 · |E|). In the second round when k is not a constant anymore but depends on
the number of vertices on the ﬁrst orbit, k ← |V1|, this step is not performed.
If v already has a neighbor w on the ﬁrst layer there can be at most k vertices
x0,...,xk−1 positioned between w and u. To ensure planarity, none of these vertices
x0,...,xk−1 must have neighbors on the second layer, which can be proved in O(k).
In the second round with k ← |V1| this step takes O(|V1|) for each edge which results
in an overall running time of O(|V1| · |E|). 2
3.4 Planarization of 2-layer Orbital Layouts with
1 layer ﬁxed
In the previous chapters, heuristics for obtaining maximal planar subgraphs in circu-
lar and radial layout have been presented. The current problem is ﬁnding a maximal
planar subgraph of a two-layer one-sided graph in orbital layout as we will show that85
Procedure caterpillarRound2(V2, e, k)
//Radial Caterpillar Heuristic - one round: case 2;
//case 2: v has already been inserted;
caterpillarRound2(V, e, k);
Nϕ1(v) = {w0,...,wr};
// let x0,...,xl ∈ V1 denote the vertices that lie between wj and ui:
wj ≺ x0 ≺ ··· ≺ xl ≺ ui resp. between ui and wj: ui ≺ x0 ≺ ··· ≺ xl ≺ wj;
// ﬁgure 3.19(a) ui is successor of wr: wr ≺ ui;
if e / ∈ E0 and d = d(wr,ui) then
// ﬁgure 3.18(a), 3.18(b);
if ∀x : (|Nϕ1(x)| = 0) or (|Nϕ1(x)| = 1 and Nϕ1(x) = {ui}) then
insert(e, wj, ui) // algorithm 16;
// ﬁgure 3.19(b) w0 is successor of ui: ui ≺ w0;
if e / ∈ E0 and d = d(ui,w0) then
// ﬁgure 3.18(a), 3.18(b);
if ∀x : (|Nϕ1(x)| = 0) or (|Nϕ1(x)| = 1 and Nϕ1(x) = {ui}) then
insert(e, ui, wj) // algorithm 17;
// ﬁgure 3.19(c) distance d between wj and ui must be smaller than the
maximal allowed distance k;
if 1 ≤ minDistance(wj,ui) ≤ k, wj 6= {w0,wr} then
// update caterpillar structure: ﬁgure 3.20(c);
E0 ← E0 ∪ {e};
right(ui) ← left(ui) ← v;
Nϕ2(ui) ← Nϕ2(ui) ∪ {v};
// maintain order of father vertices:;
if d(wj,ui) ≤ d(ui,wj) then
// insert ui after wj;
Nϕ1(v) ← {w0,...,wj} ∪ {ui} ∪ {wj+1,...,wr};
else
// insert ui before wj;
Nϕ1(v) ← {w0,...,wj−1} ∪ {ui} ∪ {wj,...,wr};86
Procedure insert(e, wj, ui)
// Insert e, d(wj,ui) is minimum distance;
// assume w.l.o.g.: wk ≺π1 ui;
e = (ui,v) ∈ E;
insert(e, wj, ui);
// ﬁgure 3.17(a);
if (right(wj) = {v,∅}) then
// ﬁgure 3.17(b);
if (left(ui) = ∅) then
// ﬁgure 3.17(c);
if ¬ ((left(wj) = v) and (|Nϕ2(wj)| > 1)) then
// update caterpillar structure: ﬁgure 3.20(a);
E0 ← E0 ∪ {e};
right(wj) ← left(ui) ← v;
Nϕ2(ui) ← Nϕ2(ui) ∪ {v};
Nϕ1(v) ← Nϕ1(v) ∪ {ui};
Procedure insert(e, ui, wj)
// Insert e, d(ui,wk) is minimum distance;
// order of ui, wj in respect to π1 has changed; swap notations of leftmost and
rightmost children in the pseudocode if the order is changed compared to
algorithm 16;
// assume w.l.o.g.: ui ≺π1 wj;
e = (ui,v) ∈ E;
insert(e, ui, wj);
if (left(wj) = {v,∅}) then
if (right(ui) = ∅) then
if ¬ ((right(wj) = v) and (|Nϕ2(wj)| > 1)) then
// update caterpillar structure: ﬁgure 3.20(b);
E0 ← E0 ∪ {e};
left(ui) ← right(wj) ← v;
Nϕ2(ui) ← Nϕ2(ui) ∪ {v};
Nϕ1(v) ← {ui} ∪ Nϕ1(v);87
determining the maximum planar subgraph of a two-layer one-sided graph in orbital
layout is NP-hard.
An approach based on the two mentioned heuristics is presented. Let G = (V1 ˙ ∪V2,E)
be the 2-level input graph. First the set of edges E is partitioned into two disjoint
subsets E = Einter ˙ ∪Eintra. A basic structure is built by running the planarization
heuristic for radial layout on the set of interorbit edges Einter. The resulting radial
planar subgraph G0
inter = (V,E0
inter) is either a forest of caterpillars or a cyclic cater-
pillar. In the second phase of the algorithm we insert intraorbit edges by testing if
the components formed in the ﬁrst phase, the so-called radial components, remain
outerplanar.
3.4.1 Problem Deﬁnition
The problem of planarization in orbital layout is again motivated by the task to
visualize one centrality using concentric circles. We refer to Mutzel’s proposition of
using planarization in order to reduce visual complexity [20]. As already mentioned
centralities usually contain both interorbit and intraorbit edges which is why we
propose to use orbital layout to display a centrality.
Applying a chosen centrality to a graph G = (V,E) and computing the centrality
value for all vertices v ∈ V is the ﬁrst step of the initialization. A partition of G into
a k-level graph V = V1 ˙ ∪... ˙ ∪Vk then allows a display of the centrality that represents
the importance of a vertex in a geometrical way. Again the problem instance is
restricted to a two-level input graph G = (V1 ˙ ∪V2,E) and furthermore we assume
that the order of the vertices on the ﬁrst orbit v ∈ V1 is ﬁxed, π1. The aim is to
compute an order of the vertices on the second orbit v ∈ V2 in such a way that
the output is planar in orbital layout and contains as many edges as possible. This
problem of maximizing the number of edges while maintaining orbital planarity is
determining the maximum planar subgraph of a two-layer one-sided graph in orbital
layout.
Theorem 3.4.1. Determining the maximum planar subgraph of a two-layer one-
sided ﬁxed graph in orbital layout is NP-hard.
Proof. We show the NP-hardness by reduction from the maximum outerplanar
subgraph problem and the one-side ﬁxed two-level maximum radial planar subgraph
(MBS) problem, which are known to be NP-hard [21] [29] [17] 3.3.2.
Given a 2-level graph G0 = (V1 ˙ ∪V2,E0,φ) with a ﬁxed permutation π1 of the ﬁrst orbit
one special case is that the set of edges E only consists of intraorbit edges E = Eintra.
The set of interorbit edges Einter is empty. Then we only aim to ﬁnd the maximum
planar subgraph considering a set of intraorbit edges. This problem now is equivalent
to the determination of the maximum outerplanar subgraph problem.88
Given a 2-level graph G00 = (V1 ˙ ∪V2,E00,φ) with a ﬁxed permutation π1 of the ﬁrst
orbit we assume that the set of edges E only consists of interorbit edges E = Einter.
The set of intraorbit edges Eintra is empty. Finding the maximum planar subgraph
of G is the radial one-sided two-level crossing minimization problem which is known
to be NP-hard 3.3.2.
3.4.2 Preliminaries
First of all we deﬁne a radial component. Let’s assume we have already constructed
the radial caterpillar structure. Then we are interested in the vertices v ∈ V2 marked
as either the leftmost left(uj) or rightmost right(uj) child of one of the vertices
uj ∈ V1. A radial component 3.21(a) is limited by a leftmost vertex left(ui) and
a rightmost vertex right(ui+k) on the second orbit and by the corresponding vertices
ui and ui+k on the ﬁrst orbit. As the order of vertices on the ﬁrst orbit is ﬁxed, a
radial component is determined by the interorbit edges connecting the leftmost and
rightmost vertices with the ﬁrst orbit and the sequence of edges connecting all ver-
tices {ui,...,ui+k} with its consecutive vertex according to π1. These connecting
edges {(ui,ui+1),...,(ui+k−1,ui+k)} are added to the set of edges E 3.21(b).
(a) Division of drawing into radial compo-
nents
(b) Radial component deter-
mined by the set of edges
{(4,3),(4,5),(5,6),(6,7),(7,19)}
Figure 3.21: Radial components in a radial embedding
These edges are necessary in order to maintain the predetermined order of the
vertices on the ﬁrst orbit while testing outerplanarity. If we did not create these
additional dummy edges the radial component could be tested outerplanar with the89
order of the ﬁrst orbit vertices changed (3.22(a), 3.22(b)). We do not need to take
into consideration the order of the leaves of the spine on the second orbit as their
order can be changed depending on the fact if outerplanarity is maintained.
(a) Insert edge e = (14,16) (b) Edge e = (14,16) inserted,
component is still outerplanar but
positions of 5,6 on ﬁrst orbit
swapped
Figure 3.22: Order of vertices on the ﬁrst orbit has been changed
If there are k vertices v ∈ V2 marked as leftmost and rightmost children, then there
exist exactly k radial components in this embedding. Each vertex that is incident to
an interorbit edge v ∈ V2 is part of the same radial component as its neighbor on the
ﬁrst orbit. The left- and rightmost children are part of two radial components (3.23).
Figure 3.23: All leftmost/rightmost vertices are part of its two adjacent radial com-
ponents.90
3.4.3 Algorithm
We now present a greedy edge insertion, two-phase heuristic to ﬁnd a maximal orbital
planar subgraph G0 = (V,E0) of the two-layer input graph G = (V,E). The set of
edges E of the input graph G is divided into two disjoint subsets E = Einter ˙ ∪Eintra
of interorbit and intraorbit edges.
In the ﬁrst phase of this heuristic we try to insert as many interorbit edges as pos-
sible and thus construct a maximal radial planar subgraph. This algorithm uses the
caterpillar heuristic in order to achieve such a maximal planar subgraph.
In the second phase the heuristic aims to insert as many intraorbit edges as possible
while preserving orbital planarity. Whether an intraorbit edge can be inserted or not
is tested locally by exploiting the information provided by the formerly constructed
caterpillar structure and the recently introduced radial components. An intraorbit
edge can only be inserted if its two incident vertices are part of the same radial com-
ponent. In that case planarity is maintained if the corresponding radial component
stays planar, or more speciﬁcally outerplanar, after the insertion of an extra edge
which can be easily veriﬁed by applying an outerplanarity test. Thus the planarity
testing can be limited to the current radial component.
If an intraorbit edge e = (u,v) ∈ Eintra can be inserted, updates concerning the radial
components and the order of vertices on the second orbit are necessary. In the case
that u and v are part of one common radial component comp, e becomes part of this
radial component. A special case occurs if either one or both of e’s incident vertices
are so called dangling vertices. Let’s deﬁne a dangling vertex as a vertex y ∈ V2 on
the second orbit. The crucial feature of a dangling vertex is, that it is either con-
nected to a leftmost/rightmost vertex ∈ Vmixed or to another dangling vertex. This
implies that its adjacent vertices are not assigned to one speciﬁc radial component
but are part of two radial components compi, compi+1. As a matter of fact, as this
heuristic is a greedy approach, we do not know whether the insertion of e to compi or
to compi+1 will allow more edges to be inserted in the future progress of the heuris-
tic at the moment of insertion of e. Hence e and the dangling vertex become part
of both neighboring radial components compi and compi+1. As soon as a dangling
vertex is connected to a non-dangling vertex by an intraorbit edge it looses its status
and becomes a ﬁxed vertex. This transformation is passed on recursively to all its
adjacent dangling vertices. The corresponding vertices and their connecting edges
become part of only one radial component, which is determined by the ﬁxed vertex,
and are removed from their second radial component.91
Steps of the Heuristic for Planarization in Orbital Layout
Initialization
1. Compute Edge Centrality
Given a two-level input graph G = (V1 ˙ ∪V2,E) we initialize the set of edges by
computing the edge centrality values for all edges e ∈ E. Then partition the
edge set into two disjoint subsets E = Einter ˙ ∪Eintra.
2. Insert Interorbit Edges
Another step of the initialization is the insertion of a maximal set of interorbit
edges Einter while maintaining radial planarity and thus construct a maximal
radial planar subgraph as basic structure. Therefore we apply the previously
introduced heuristic to ﬁnd a maximal planar subgraph in radial layout of the
subgraph Ginter = (V1 ˙ ∪V2,Einter). Based on the resulting caterpillar structure
we are able to determine the radial components of G by exploiting the infor-
mation about the set of leftmost and rightmost vertices on the second orbit of
G.
Heuristic - Insert Intraorbit Edges
In the second and main phase of the heuristic the set of intraorbit edges Eintra is
left to be inserted. Initially we do not strictly stick to the precomputed order of the
edges, that are sorted by their centrality value. Instead, the set of intraorbit edges
is partitioned according to the types of their incident vertices. Intraorbit edges can
be incident to either two mixed vertices u,v ∈ Vmixed, to one mixed and one intra
vertex u ∈ Vmixed,v ∈ Vintra or to two intra vertices u,v ∈ Vintra. This distinction
is necessary as the single steps of the heuristic, except for the last one, deals with
edges that are incident to at least one vertex that is part of a radial component. We
require this constraint, as otherwise too many diﬀerent possibilities of where to place
the two free incident vertices exist, a fact that increases the complexity of the problem.
1. e = (u,v), u,v ∈ Vmixed
We ﬁrst insert intraorbit edges that are incident to two mixed vertices u,v ∈
Vmixed as these are already part of a radial component due to the character of
the caterpillar structure and the deﬁnition of radial components. This subset
of Eintra again is sorted in descending order according to the centrality values
of its elements. In order to insert the edge e = (u,v) ﬁrst of all its two incident
vertices must lie in the same radial component compi, 1 ≤ i ≤ k, i.e. u,v ∈
compi. Given that u and v are elements of distinct radial components, the
insertion of the edge e = (u,v) would always cause at least one crossing with92
an interorbit edge 3.24(a).
If the two incident vertices are part of the same radial component, u,v ∈ compi,
the current edge e can be inserted if the common radial component compi is
still outerplanar after the insertion of e 3.24(b), 3.24(c).
(a) e = (13,14) :
13,14 ∈ comp2
e = (14,16) :
14 ∈ comp2, 16 ∈ comp3
(b) e = (13,15) :
13,15 ∈ comp2
(c) Positions of 13,14
swapped, e can be inserted
without causing any crossing
Figure 3.24: The two incident vertices of e must be part of the same radial component.
2. e = (u,v), u ∈ Vmixed, v ∈ Vintra
In the next step intraorbit edges e ∈ Eintra with one incident vertex being a
mixed vertex u ∈ Vmixed and the second being an intra vertex v ∈ Vintra are
examined. This subset again is sorted in non-increasing order according to the
centrality value of its edges. The ﬁrst condition that needs to be fulﬁlled is
again that u and v are part of the same radial component.
(a) v is not inserted
i. v is not inserted
If the intra vertex v has not been inserted so far it automatically
becomes an element of u’s radial component comp(u) and e = (u,v)
can be inserted.
ii. v is not inserted, u is leftmost/rightmost child
However special treatment is required if u is a left- and rightmost
child, as it then is part of its two neighboring radial components. In
that case the decision which radial component performs better for v
cannot be made yet as this is a greedy heuristic. Hence we do not
know to which radial component v should be assigned in order to be
able to insert a maximal amount of intraorbit edges later. Therefore
v is assigned to be part of both neighboring radial components. As it
is not part of the biconnected component of these radial components93
their outerplanarity is maintained in any case. Additionally, each left-
/rightmost vertex needs to contain the information about its adjacent
edges and vertices that have not been assigned to one speciﬁc radial
component but are part of both adjacent radial components 3.25(a).
Let’s denote these vertices as dangling vertices.
As soon as one of these dangling vertices vi is connected to a ﬁxed
vertex w, i.e a vertex that is part of exactly one radial component, by
inserting an edge (vi,w), the dangling vertex vi and recursively all its
adjacent vertices and the according edges are removed from u’s list and
become part of only w’s radial component comp(w) 3.25(b). Simulta-
neously the adjacent vertices of the now ﬁxed, but formerly dangling
vertex ,and their according edges are removed from the second radial
component.
(a) Insert edge e = (15,20) :
20 ∈ comp2,comp3
e ∈ comp2,comp3
(b) Insert edge f = (14,20) :
20 ∈ comp2, / ∈ comp3
f ∈ comp2, / ∈ comp3
Figure 3.25: Dangling vertex 20
(b) v is inserted
If v has already been inserted, i.e. it is part of a radial component, and
if it is part of the same radial component as u then we insert e = (u,v)
and test their radial component for outerplanarity. Again all the deﬁning
edges of the radial component need to be part of the radial component in
order to ensure the correct order of the vertices on the ﬁrst orbit.
While assigning a radial component to the intra vertex v, all incident edges
e = (u,v) with both incident vertices being intra vertices u,v ∈ Vintra are
stored in a heap to indicate that v is part of a radial component. The heap is
built according to the centrality value of the intraorbit edges.
3. e = (u,v), u,v ∈ Vintra, at least one vertex is inserted
This heap is the next subset of intra edges to be considered. Only intraorbit94
edges e = (u,v), u,v ∈ Vintra with two intra vertices are left. The next edge to
be considered is the maximal element of the heap.
Again two cases can occur: w.l.o.g. we assume that only u is placed, or that
both vertices are placed.
(a) v is not inserted
i. v is not inserted
In the ﬁrst case e = (u,v) can be inserted and v becomes part of the
same radial component as u.
ii. v is not inserted, u is a dangling vertex
If u is a dangling vertex because it is adjacent to a left-/rightmost node
w, add v to w’s list of dangling vertices and add e to both neighboring
radial components 3.26(a).
(a) Insert edge e = (20,21) :
{20,21} ∈ comp2,comp3
{(15,20),(20,21)} ∈ comp2,
comp3
(b) Insert edge (21,14) :
{20,21} ∈ comp2, / ∈ comp3
{(15,20),(20,21)} ∈ comp2,
/ ∈ comp3
Figure 3.26: Dangling vertex 21
In any case the incident edges of v are inserted in the heap if edge e does
not cause any crossing.
(b) both u and v are inserted
In the second case both u and v have been inserted. For inserting e its two
incident vertices need to be part of the same radial component, and this
radial component must remain outerplanar after the insertion of the edge
e.
If either only one 3.26(b) or even both vertices are dangling vertices they
need to be part of a common radial component comp. In that case the95
insertion of e must not destroy the outerplanarity of their common radial
component comp in order to maintain planarity after its insertion. The
further proceeding is identical to case 2(c).
4. e = (u,v), u,v ∈ Vintra, u,v are not inserted
The only edges left to be examined are intraorbit edges connecting two intra
vertices that both have not been inserted, and therefore are not part of a radial
component yet. These edges are disconnected from the rest of the graph but may
be incident to each other. Therefore we try to ﬁnd a maximal outerplanar subset
of this edge set and its incident vertices and choose to place this outerplanar
subgraph at the end of the ordering of vertices of the second orbit π2. This
outerplanar subgraph does not interfere with the rest of the graph.
Computational Complexity
Theorem 3.4.2. The heuristic for Planarization in Orbital Layout runs in
O(k2 · |E| + |V | · |E|).
Proof. The initialization needs O(k2 · |E| + |V1| · |E|) for constructing the radial
caterpillar structure by inserting interorbit edges where the constant k is the maximal
distance.
As we try to insert an intraorbit edge e the only signiﬁcant step is the test for
outerplanarity of its corresponding radial component which has a time complexity of
O(|Vcomp|). Inserting an intraorbit edge in the heap takes O(log|Eintra|). Therefore
building the heap runs in O(|E|log|E|). The rest of the algorithm only works on
properties that can be implemented within the data structure.
Hence the computational complexity is dominated by the initialization combined with
outerplanarity testing and takes O(k2 · |E| + |V | · |E|). 2
3.5 Discussion
In this chapter we have presented algorithms for determining maximal outerplanar
subgraphs, maximal planar subgraphs in radial layout and maximal planar subgraphs
in orbital layout. All these algorithms can be used as heuristics for the original max-
imum planar subgraph problem which is NP-hard for all cases. Our approaches are
greedy algorithms based on rather simple data structures.
Future work could include the implementation of the presented heuristics and evalu-
ation of their performance. It would be interesting to investigate their performance
in terms of reduction of visual complexity compared with the corresponding crossing
minimization approaches for the diﬀerent layouts as well.96
Algorithm 18: Planarization in Orbital Layout
Input: two-level graph G = (V1 ˙ ∪V2,E), π1 order of V1
Output: maximal radial planar subgraph G0 = (V1 ˙ ∪V2,E0)
// Initialization step 2: caterpillar structure is constructed by inserting
interorbit edges;
partition set of edges E = Einter ˙ ∪Eintra;
perform Radial Caterpillar Heuristic 13 on Ginter = (V1 ˙ ∪V2,Einter);
determine and store radial components compi, 1 ≤ i ≤ k;
// Heuristic: insert intraorbit edges;
// case 1: insert edges with two incident mixed vertices;
Eintra ← Eintra \ EmixedMixed;
forall e = (u,v) ∈ EmixedMixed do
insertEdge(e);
// case 2: insert edges with one incident mixed and one incident intra vertex;
// assume w.l.o.g.: e = (u,v), u ∈ Vmixed,v ∈ Vintra;
Eintra ← Eintra \ EmixedIntra;
forall e = (u,v) ∈ EmixedIntra do
insertEdge(e);
// case 3: insert edges with two incident intra vertices, at least one of them is
part of a radial component;
// assume w.l.o.g.: e = (u,v), comp(u) = compi, comp(v) = compj or ∅;
repeat
e = (u,v) ← heap.getMax;
insertEdge(e);
until heap is empty ;
// case 4: compute maximal outerplanar subgraph G0
intra = (V,E0
intra) for
remaining subgraph Gintra = (V,Eintra);
E0 ← E0 ∪ E0
intra;97
Procedure insertEdge(e)
//e = (u,v) ∈ Eintra;
insertEdge(e);
// v is not inserted 2(a), 3(a);
if comp(v) = ∅ then
// u is part of one radial component 2(a)i., 3(a)i.;
if |comp(u) = 1| then
comp(v) ← comp(u) = compi;
compi ← compi ∪ {e};
else
// u is part of two radial components: u is dangling vertex 2(a)ii.,
3(a)ii.;
comp(v) ← comp(u) = {compi,compi+1};
compi ← compi ∪ {e};
compi+1 ← compi+1 ∪ {e};
u.unplacedEdges ← u.unplacedEdges ∪{e};
u.unplacedNodes ← u.unplacedNodes ∪{v};
heap ← heap ∪ v.edges // if v is intra vertex;
Eintra ← Eintra\ v.edges;
E0 ← E0 ∪ {e} // insert e;
// u and v are inserted 1, 2(b), 3(b);
else if comp(u) = comp(v) = compi then
compi ← compi ∪ {e};
E0 ← E0 ∪ {e};
testOuterplanarity(compi);
if compi not outerplanar then
compi ← compi \ {e};
E0 ← E0 \ {e} // don’t insert e;
else
// insert e;
for {u,v} do
if u is dangling vertex then
comp(u) = {compi,compi+1}, comp(v) = {compi};
// remove dangling vertex, its adjacent vertices and edges from
compi+1;
comp(u) ← comp(u) \ compi+1;
compi+1 ← compi+1 \ {e};
mark u as placed and delete u and e from their respective
unplaced list;
if v is dangling vertex then
// analogous;Chapter 4
Conclusion
4.1 Summary
We deﬁned a new layout, the orbital layout, for drawing graphs that is especially de-
signed for representing centralities. By placing the vertices of a graph on concentric
circles the structural relations between the actors of a network are emphasized in a
geometrical way. This improves the readability, as important vertices are placed on
circles closer to the center and with reduced importance, vertices are moved further
away from the center of the concentric circles or orbits. This form of representation
is intuitively understandable and easy to interpret. We combined the circular and
radial layout and the result is called orbital layout. The orbital layout extends the
radial layout by introducing intraorbit edges, i.e. edges that connect two vertices on
the same orbit. These edges were formerly only allowed in circular layout. Thus we
created an embedding that allows to draw any centrality without restricting the type
of edges.
Having deﬁned the features of orbital layout, in order to reduce visual complexity two
heuristics for crossing minimization have been presented: a heuristic based on string
matching and orbital sifting, an extension of radial sifting. Based on the results of ex-
tensive tests we found out that in respect to the reduction in crossings orbital sifting
outperforms the string matching heuristic. On the other hand the string matching
heuristic performs better than orbital sifting in terms of running time.
Another approach to improve readability of a graph embedded in orbital layout is
based on planarization. The idea is that a smaller number of crossings is not crucial
in order to be able to produce a clear and easily understandable drawing of a graph.
Instead we ﬁrst compute a maximal orbital planar subgraph and then reinsert the
missing edges. To further stress the structural characteristics of a network the greedy
heuristics we presented for ﬁnding maximal planar subgraphs insert edges according
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to their importance which is determined by their centrality value. In order to deter-
mine a maximal planar subgraph in orbital layout we ﬁrst presented heuristics for the
circular and radial layout. Based on the structure of the radial layout including as
many interorbit edges as possible, radial components can be determined. An intraor-
bit edge is then locally inserted in one of these radial component if outerplanarity of
the current radial component is maintained.
4.2 Extension of the Sugiyama Framework to Or-
bital Layout
In order to be able to draw a centrality, the standard drawing algorithm [15] must
be adapted to orbital layout. As we are working on dimple, undirected input graphs,
we need to adapt the last three steps of the Sugiyama framework, which are level
assignment, crossing minimization and coordinate assignment.
In the ﬁrst step orbits are assigned to the vertices and dummy vertices are intro-
duced in order to represent the bends of an interorbit edge that connects two original
vertices that are placed on not-neighboring orbits. The level resp. orbit of a vertex
is determined by its centrality value. As we work with concentric circles instead of
horizontal lines, the same preconditions as in radial layout are given.
Therefore we propose to adapt the radial level assignment [1] to centralities, i.e. we
want to take advantage of the fact that the perimeter on concentric circles is increased
proportional to the radius. Hence more vertices can be placed on circles further away
from the center of the drawing. Bachmaier and Forster propose to modify the Coﬀ-
man/Graham algorithm which computes a leveling of a set of vertices and bounds the
number of vertices per level by a given constant W. In order to exploit the growing
perimeter they change the constant W to a function w(i) that takes the increasing
perimeter per orbit i into consideration: w(i) = W · i. As in our case the ordering
of the vertices is determined by their centrality value we only have to modify the
bounding value to the function w(i). In the second phase the partition of the set of
vertices is computed according to the radial case. Starting with the vertex with the
highest centrality value one vertex at a time is placed on orbit i = 1. The orbits are
ﬁlled starting with the inner orbit and moving outwards. If orbit i is full the next
vertex to be considered is placed on orbit i + 1. In the last step, the level graph is
made proper. Dummy vertices are inserted to subdivide interorbit edges that connect
two vertices on not-neighboring orbits.100
The next step, crossing minimization, is necessary to reduce visual complexity. Or-
derings of the vertices on their respective orbit are computed. We presented several
heuristics in the main part of this thesis that can be applied in this phase. If a k-level
graph is given, a chosen heuristic can be applied recursively top-down.
So far the orderings of the vertices on each orbit have been computed, but no exact
coordinates are known. In hierarchical layout the value of the y-coordinate of a vertex
is determined by its level. As we use concentric circles as references this information
is not valid anymore. Again we extend the proposition made for radial layout, the
so-called radial coordinate assignment [4]. It adapts the Brandes/Kpf algorithm [26]
to radial layout. This linear time algorithm produces not more than two bends per
interlevel edge and draws segments of interlevel edges that are incident to two dummy
vertices vertically if there are no crossings. It consists of three steps. The ﬁrst two
steps, the vertical alignment and horizontal compaction are computed four times,
depending on the reference point which is moved to the four edges of the rectangle
limiting the horizontal drawing. The results are merged together in the third step, the
so-called balancing. Adapting this algorithm to the radial layout resulted in the linear
time radial coordinate assignment algorithm [4]. In the preprocessing step all orbits
are unwind, i.e. no interorbit edge crosses the ray, that determines the beginning
and end of the ordering of vertices on the orbits, more often than once. Furthermore
by rotating the orbits it can be achieved that all interorbit edges that connect two
dummy vertices have oﬀset 0 and thus do not cross the ray at all. In the next step
the horizontal layout is computed. Eventually the resulting cartesian coordinates of
each vertex are interpreted as polar coordinates and mapped to their corresponding
new cartesian coordinates that lie on the concentric circles.
As the paramount objective of coordinate assignment in radial layout is to minimize
the number of bends of interorbit edges that are subdivided by dummy vertices, we
suggest to adapt this approach to orbital layout. In orbital layout the only extension
compared to radial layout are intraorbit edges. As in connection with intraorbit edges
no bends occur resp. no dummy vertices are involved, we suggest to neglect the set
of intraorbit edges in this step. However, intra vertices can not be removed, but are
still represented as vertices that are not connected to a vertex neither on the previous
nor on the next orbit, and treated in the usual way.
4.3 Future Work
Future research on the topic of crossing minimization in orbital layout could include
an improvement in the eﬃciency of orbital sifting. Moreover an empirical compari-
son between orbital and hierarchical sifting with inter- and intraorbit edges would be101
useful in order to see the diﬀerence in the performance concerning crossing reduction.
We assume that orbital sifting produces less crossings but is less eﬃcient in terms of
running time.
Further investigations on orbital layout, especially exploiting the freedom of routing
of intraorbit edges both inside and outside the corresponding orbit might be con-
ducted. So far intraorbit edges are restricted to lie on the inner face of the orbit
where its incident vertices are placed.
Concerning the planarization algorithms they have not been implemented so far. It
would be interesting to compare the drawings in term of visual complexity achieved by
crossing minimization and planarization with reinserting the deleted edges afterwards.Bibliography
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