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Abstract
In this paper, minimax theorems due to Stepan A. Tersian were generalized, the existence and uniqueness
of solutions for several semilinear equations were proved by employing our generalized theorems, and
the existence and uniqueness results of nonresonance problem for these semilinear equations under the
asymptotic un-uniformity conditions were presented.
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1. Introduction
Let H be a real Hilbert space, f : H → R be of class C2,∇f and D2f be the gradient and
the Hessian of f , respectively. It is well known that if there exists a positive constant m such that
for ∀u ∈ H and ∀w ∈H〈
D2f (u)w,w
〉
m‖w‖2,
then there exists a unique u0 ∈H such that ∇f (u0) = 0 andf (u0)= minu∈H f (u) .
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situation.
Theorem 1.1 (LLM [1]). Let X and Y be two closed subspaces of a real Hilbert space H such
that X is finite-dimensional and H = X ⊕ Y (X and Y are not necessarily orthogonal). Let
f : H → R be a C2 functional and let ∇f and D2f denote the gradient and Hessian of f ,
respectively. Let m1 and m2 be two positive constants such that for ∀u ∈H,∀x ∈X and ∀y ∈ Y〈
D2f (u)x, x
〉
−m1‖x‖2,
〈
D2f (u)y, y
〉
m2‖y‖2.
Then there exists a unique v0 ∈ H , such that ∇f (v0) = 0 and v0 satisfies
f (v0) = max
x∈X miny∈Y f (x + y).
In [2], Manasevich extended LLM theorem to the case where X and Y are not necessarily
finite-dimensional and the conditions on the Hessian of f are that there exist two continuous
nonincreasing functions α : [0,+∞) → (0,+∞), β : [0,+∞) → (0,+∞), such that
+∞∫
1
α(s) ds = ∞,
+∞∫
1
β(s) ds = ∞, and
〈
D2f (x + y)h,h〉−α(‖x‖)‖h‖2, 〈D2f (x + y)k, k〉 β(‖y‖)‖k‖2
for all x ∈X,y ∈ Y,h ∈ X and k ∈ Y . Under these conditions, there exists a unique critical point
v0 of f which is characterized by
f (v0) = max
x∈X miny∈Y f (x + y) = miny∈Y maxx∈X f (x + y).
In 1983, Manasevich presented a nonvariational version of LLM theorem [3], and in 1998
Huang et al. [4] improved Manasevich’s nonvariational version.
The above results were employed to probe the existence and uniqueness of solutions of bound-
ary value problems by some authors [3–8].
Tersian [9] generalized Theorem 1.1 in the other direction. In Tersian’s theorems, X and Y
are not necessarily finite-dimensional and f : H → R is not C2 smooth. Tersian’s theorem is as
follows.
Theorem 1.2. Let X and Y be two closed subspaces of the real Hilbert space H such that
H = X⊕ Y , i.e., X∩ Y = {0} and H = X+ Y , and let f :H → R be a functional with Gâteaux
derivative ∇f : H → H everywhere defined, demicontinuous and satisfying for h1, h2 ∈ X,
x ∈ X, k1, k2 ∈ Y , y ∈ Y ,〈∇f (h1 + y)− ∇f (h2 + y),h1 − h2〉−m1‖h1 − h2‖2, (1.1)〈∇f (x + k1)− ∇f (x + k2), k1 − k2〉m2‖k1 − k2‖2, (1.2)
where m1,m2 are two positive constants. Then f has a unique critical point v0 ∈ H such that
∇f (v0) = 0, and v0 is characterized by the equality
f (v0) = max
x∈X miny∈Y f (x + y) = miny∈Y maxx∈X f (x + y).
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Φ(u) and a minimax theorem in L2 space.
The purpose of this paper is to generalize the above Tersian’s [9] theorems. In our main
Theorem 2.3, in Section 2, we replaced Tersian’s conditions (1.1) and (1.2) by the conditions〈∇f (u)− ∇f (v), x1 − x2〉−α(‖u− v‖)‖x1 − x2‖,
u, v ∈H, x1 = Qu ∈X, x2 = Qv ∈ X,〈∇f (u)− ∇f (v), y1 − y2〉 β(‖u− v‖)‖y1 − y2‖,
u, v ∈H, y1 = Ru ∈ Y, y2 = Rv ∈ Y,
where α : [0,+∞) → (0,+∞), β : [0,+∞) → (0,+∞) satisfying α(s) → +∞, β(s) → +∞,
as s → +∞ and Theorem 1.2 is a corollary of our theorem. Our proofs are different from the
proofs given by Tersian [9]. In Section 3, we apply our theorems to the existence and uniqueness
of solutions of the boundary value problems of some semilinear differential equations.
2. The main theorems
In our present paper, we denote by H a real Hilbert space with inner product 〈·,·〉 and norm
‖ · ‖. Suppose that X and Y are orthogonal closed vector subspaces of H such that H = X ⊕ Y .
We denote by Q : H → X,R : H → Y the projections and let S = Q − R. We note that S is
everywhere defined, selfadjoint closed bijection on H and a continuous automorphism on H by
closed graph theorem.
The following theorems will be employed to prove our main theorems.
Theorem 2.1 (Minty–Browder [10, Theorem 12.1, p. 117]). Let X be a real reflexive Banach
space, T : X → X∗ hemicontinuous, monotone and coercive, i.e.,
〈T x,x〉
‖x‖ → ∞ as ‖x‖ → ∞.
Then T is onto X∗.
Corrollary 2.1. Let H be a real Hilbert space, T : H → H hemicontinuous, monotone and
coercive, i.e.,
〈T x,x〉
‖x‖ → ∞ as ‖x‖ → ∞.
Then T is onto H .
Theorem 2.2 (Browder [11, Theorem 16]). Let T : D(T ) ⊂ H → H be a mapping with dense
and linear domain. Let T = L+G, where L is linear and G :H →H is nonlinear, such that G
is hemicontinuous and bounded, L is linear, closed and L∗ = L∗|D(L)∩D(L∗), T is monotone and
coercive operator. Then R(T ) = H .
Now, we will show our main theorems.
Theorem 2.3. Let H be a real Hilbert space, X and Y are orthogonal closed vector subspaces
of H such that H = X ⊕ Y,f : H → R be an everywhere defined functional with Gâteaux
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continuous functions α : [0,+∞) → (0,+∞), β : [0,+∞)→ (0,+∞) satisfying
α(s) → +∞, β(s) → +∞ as s → +∞, (2.1)
and 〈∇f (u)− ∇f (v), x1 − x2〉−α(‖u− v‖)‖x1 − x2‖, (2.2)〈∇f (u)− ∇f (v), y1 − y2〉 β(‖u− v‖)‖y1 − y2‖ (2.3)
for u ∈ H , v ∈ H , x1 = Qu ∈ X, x2 = Qv ∈ X, y1 = Ru ∈ Y , y2 = Rv ∈ Y . Then
(a) f has a unique critical point v0 ∈ H such that ∇f (v0) = 0;
(b) f (v0) = maxx∈X miny∈y f (x + y)= miny∈Y maxx∈X f (x + y).
Proof. Consider the operator T = −S ◦ ∇f . It is clear that T is an everywhere defined and
hemicontinuous operator, and that there exists v0 ∈ H such that ∇f (v0) = 0 is equivalent to the
operator equation T u= −S ◦ ∇f (u) = 0 admits a solution v0 ∈ H . Denote
δ(s) = min
s∈[0,+∞)
{
α(s),β(s)
}
.
It is clear that δ(s) → +∞ as s → +∞ by (2.1).
By (2.2), (2.3), for u = x1 + y1 ∈ H , v = x2 + y2 ∈ H , x1 = Qu ∈ X, y1 = Ru ∈ Y , x2 =
Qv ∈ X, y2 = Rv ∈ Y , we have
〈T u− T v,u− v〉 = 〈−S ◦ ∇f (u)− (−S ◦ ∇f (v)), u− v〉
= 〈−∇f (u)− (−∇f (v)), Su− Sv〉
= 〈−∇f (u)− (−∇f (v)), (Qu−Ru)− (Qv −Rv)〉
= −〈∇f (u)− ∇f (v), (x1 − x2)− (y1 − y2)〉
= −〈∇f (u)− ∇f (v), x1 − x2〉+ 〈∇f (u)− ∇f (v), y1 − y2〉
 α
(‖u− v‖)‖x1 − x2‖ + β(‖u− v‖)‖y1 − y2‖
 δ
(‖u− v‖)‖u− v‖. (2.4)
Hence,
〈T u,u〉 = 〈T u− T θ,u− θ〉 + 〈T θ,u− θ〉 δ(‖u‖)‖u‖ − ‖T θ‖‖u‖.
By (2.1),
〈T u,u〉
‖u‖  δ
(‖u‖)− ‖T θ‖ → +∞ as ‖u‖ → +∞.
In the light of Corollary 2.1, T is onto H . Moreover, (2.4) implies that if u = v, then 〈T u −
T v,u− v〉> 0 as a result T u = T v. This means that T is one to one from H onto H . Therefore
there exists a unique v0 ∈ H such that T v0 = −S ◦∇f (v0)= 0 and this implies that ∇f (v0) = 0.
The idea to prove that v0 is a saddle point of f comes from [9]. We noticed that X and Y
are closed subspaces in H and (2.3) and (2.2) imply that f is convex on Y and concave on X,
respectively. We will employ the general criterion on saddle points to differentiable functionals
(see [12, Chapter 6, Proposition 1.6]). For J (x, y) = f (x + y), x ∈X,y ∈ Y ,
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• y → J (x, y),∀x ∈ X, is a convex and continuous functional,
• ∂/∂xJ (x0, y0) = ∇f (x0 + y0) = ∇f (v0) = 0,
• ∂/∂yJ (x0, y0) = ∇f (x0 + y0) = ∇f (v0) = 0, and
• v0 = x0 + y0 is a saddle point to J (x, y) = f (x + y), i.e.,
f (v0)= max
x∈X miny∈Y f (x + y)= miny∈Y maxx∈X f (x + y).
The proof of Theorem 2.3 is completed. 
Next, we will show our minimax theorem for the functionals of the type
g(u) = 2−1〈Au,u〉 −Φ(u), (2.5)
where A : D(A) ⊂ H → H is a selfadjoint operator, Φ : H → R is an everywhere defined
functional such that its Gâteaux derivative F = ∇Φ is an everywhere defined, continuous and
bounded operator.
Theorem 2.4. Let X and Y be two orthogonal closed subspaces of a real Hilbert space H such
that H = X ⊕ Y and F = ∇Φ : H → H be a potential operator with potential Φ : H → R and
bounded on H and let the projections Q :H →X,R :H → Y be such that
Q
(
D(A)
)⊂ D(A), R(D(A))⊂ D(A). (2.6)
Suppose that there exist a bounded selfadjoint operator B(u, v) (u, v ∈ H) such that
F(u)− F(v) = B(u, v)(u− v) (2.7)
and two continuous functions α : [0,+∞) → (0,+∞), β : [0,+∞) → (0,+∞) satisfying
α(s) → +∞, β(s) → +∞ as s → +∞, (2.8)
and for u= x + y ∈H,x = Qu ∈X ∩D(A), y = Ru ∈ Y ∩D(A),〈(
A−B(u))u,x〉−α(‖u‖)‖x‖, (2.9)〈(
A−B(u))u,y〉 β(‖u‖)‖y‖, (2.10)
where B(u) = B(u, θ). Then the equation ∇g(u) = 0 possesses exactly one solution u0 and it is
a saddle point of the functional (2.5), i.e.,
g(u0)= max
x∈X miny∈Y g(x + y)= miny∈Y maxx∈X g(x + y).
Proof. First, Q and R are orthogonal projections and hence selfadjoint operators because of X
and Y being two orthogonal closed subspaces of H , and S = Q−R is everywhere defined, self-
adjoint, closed bijection on H and a continuous automorphism on H by closed graph theorem.
We note that by (2.6) the restriction of S to D(A) is a bijection and L = S ◦A is a linear closed
operator with domain D(L) = D(L∗) = D(A)(see [13, Lemma 2.3]) and L∗ = L∗|D(L)∩D(L∗),
and that S ◦ F is a continuous and bounded mapping because of F bounded on H .
Let N = −S ◦ (A − F) = −(L − S ◦ F), then the equation ∇g(u) = 0 is equivalent to the
equation Nu = 0. By (2.7), for u = x + y ∈ H,v = x1 + y1 ∈ H,x = Qu ∈ X,y = Ru ∈ Y,
x1 = Qv ∈ X,y1 = Rv ∈ Y , we have
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= 〈−∇g(u)+ ∇g(v), S(u− v)〉
= 〈−Au+Av + F(u)− F(v), Q(u− v)−R(u− v)〉
= 〈−(A(u− v)− (F(u)− F(v))), Q(u− v)〉
+ 〈A(u− v)− (F(u)− F(v)), R(u− v)〉
= 〈−(A−B(u, v))(u− v), x − x1〉
+ 〈(A−B(u, v))(u− v), y − y1〉. (2.11)
And hence, by (2.9), (2.10), for u = x + y ∈H,x = Qu ∈X ∩D(A), y = Ru ∈ Y ∩D(A),
〈Nu,u〉 = 〈Nu−Nθ,u− θ〉 + 〈Nθ,u− θ〉
= 〈−(A−B(u, θ))u,x〉+ 〈A−B(u, θ)u, y〉+ 〈Nθ,u〉
 α
(‖u‖)‖x‖ + β(‖u‖)‖y‖ + 〈Nθ,u〉
 δ
(‖u‖)(‖x‖ + ‖y‖)+ 〈Nθ,u〉 δ(‖u‖)‖u‖ − ‖Nθ‖‖u‖, (2.12)
where δ(‖u‖)= minu∈H {α(‖u‖), β(‖u‖)}. By (2.8), for u = θ we have
〈Nu,u〉
‖u‖  δ
(‖u‖)− ‖Nθ‖ → +∞ as ‖u‖ → +∞,
that is to say, N is a monotone and coercive operator. Furthermore, (2.9)–(2.11) implies N is a
strictly monotone operator. By virtue of Theorem 2.2, there exists a unique u0 ∈ D(N) = D(A)
such that Nu0 = 0, and this implies that ∇g(u0) = Au0 − ∇Φ(u0) = 0. Moreover, as in the
proof of Theorem 2.3, u0 is a saddle point of the functional I (x, y) = g(x + y) : X ⊕ Y → R.
The proof of Theorem 2.4 is completed. 
Lastly, we will generalize Tersian’s semi-abstract result in L2 space. Let Ω be a measurable
domain with the positive Lebesque measure of the real Euclidean space Rs , s  1, and H =
L2(Ω,Rn) ∼= L2(Ω)×L2(Ω)× · · · ×L2(Ω), n 1. Let p ∈ Ω and ξ ∈ Rn be arbitrary points
and the mapping f (p, ξ) : Ω × Rn → Rn is a potential Carathéodory function and f (p, θ) ∈
L2(Ω,Rn). Suppose that there exists a bounded symmetric n × n matrix b(u) = b(u, θ) which
comes from the set of all symmetric endomorphisms on Rn such that
f (p, ξ)− f (p, θ) = b(ξ)ξ (2.13)
for a.e. p ∈Ω and ξ ∈ Rn.
An inequality∥∥f (p, ξ)− f (p, θ)∥∥ b‖ξ‖, ∀ξ ∈ Rn, (2.14)
was induced by (2.13), where b is a certain constant. (2.14) admits f (p, ξ) to generate a Ne-
mytskii operator F : L2(Ω,Rn) → L2(Ω,Rn),F (u) = f (p,u(p)), i.e., there exist functions
aj (p) ∈ L2(Ω), j = 1,2 . . . , n, and a constant b > 0 such that
f (p, ξ) = (f1(p, ξ), f2(p, ξ), . . . , fn(p, ξ))
satisfies the inequalities
∣∣fj (p, ξ)∣∣ aj (p)+ b n∑ |ξk|, j = 1,2, . . . , n,
k=1
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For any fixed u ∈H , we define B(u) :H →H for every symmetric n× n matrix b(u) by(
B(u)w
)
(p, ξ) = b(u)(w(p, ξ)) for w(p, ξ) ∈ H and a.e. p ∈ Ω.
B(u) = B(u, θ) is said to be the multiplication operator induced by b(u). (2.13) implies that
for u ∈ H there exists a bounded selfadjoint operator B(u) such that
F(u)− F(θ) = B(u)u. (2.15)
Clearly, for fixed u ∈ H , σ(B(u)) = σp(B(u)) = σ(b(u)), where σ(·) denotes the spectrum
and σp(·) denotes the point spectrum. Let λk(v), k = 1,2, . . . , n (λ1(v) λ2(v) · · · λn(v)),
be the eiqenvalues of b(v) where each eigenvalue is repeated according to its multiplicity.
We consider the equation
Au= f (p,u), p ∈ Ω, (2.16)
where f : Ω × Rn → Rn is a potential Carathéodory function and f (p,0) ∈ L2(Ω,Rn) and
A : D(A) ⊂ H → H is a selfadjoint operator such that for v ∈H
(C1) B(v) commutes with A,
(C2) σp(B(v))∩ σ(A) = ∅.
Denote
δ
(‖v‖)= min‖v‖∈[0,+∞) min1kn minλ∈σ(A)
{∣∣λk(v)− λ∣∣> 0}, v ∈H. (2.17)
For any fixed v ∈H , let {ek: k = 1,2, . . . , n} be orthonormal bases of Rn such that
b(v)ek = λk(v)ek, (ek, em)= δkm =
{
1, k = m,
0, k = m (k,m = 1,2, . . . , n).
Then b(v) has the spectral resolution
b(v)ξ =
n∑
k=1
λk(v)(ek, ξ)ek, ξ ∈ Rn,
where (·,·) denotes the inner product in Rn.
Let Qk be the orthogonal projector onto the eigenspace Mk(v) = Ker(B(v)−λk(v)I ) of B(v).
It is clear that Qk are the multiplication operators induced by the projections qk : Rn → Rek ,
qkξ = (ek, ξ)ek . Then
B(v) =
n∑
k=1
λk(v)Qk.
For v ∈ H , define Q(v) and R(v) by
Q(v) =
n∑
k=1
E
(−∞, λk(v)) ◦Qk, R(v) = n∑
k=1
E
(
λk(v),+∞
) ◦Qk,
and let
X = Q(v)H, Y = R(v)H. (2.18)
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x = Q(u)u =
n∑
k=1
E
(−∞, λk(u))Qku, y = R(u)u = n∑
k=1
E
(
λk(u),+∞
)
)Qku.
(2.19)
We have the following
Lemma 2.1. Let conditions (C1) and (C2) be satisfied and δ(s) be the function defined by (2.17).
Then for u= x + y ∈H , x = Qu ∈X, y = Ru ∈ Y ,
〈(
A−B(u))u,x〉−δ(‖u‖)〈u,x〉, x ∈X ∩D(A),〈(
A−B(u))u,y〉 δ(‖u‖)〈u,y〉, y ∈ Y ∩D(A).
Proof. Since A is a selfadjoint operator, it possesses spectral resolution
A =
+∞∫
−∞
λdEλ
with a right continuous spectral family {Eλ: λ ∈ R}. We let
E(ξ,η)=
η∫
ξ
dEλ
for all ξ, η ∈ ρ(A)∩ {±∞} with ξ < η. Since B(v) commutes with A then Qk (k = 1,2, . . . , n)
commute with Eλ, λ ∈ R (see [13]). Then the selfadjoint operator A − B(v) has the spectral
resolution
A−B(v) =
n∑
k=1
+∞∫
−∞
(
λ− λk(v)
)
dEλ ◦Qk, v ∈H. (2.20)
By (C2) and (2.18), we have
E
(−∞, λk(v))= I −E(λk(v),+∞),
and hence
R(v) = I −Q(v)
and
H = X ⊕ Y, X and Y are orthogonal. (2.21)
By (2.20), (2.19), and (2.21), we have
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A−B(u))u,x〉=
〈
n∑
k=1
+∞∫
−∞
(
λ− λk(u)
)
dEλ ◦Qku,
n∑
k=1
E
(−∞, λk(u))Qku
〉
=
〈
n∑
k=1
λk(u)∫
−∞
(
λ− λk(u)
)
dEλ ◦Qku,
n∑
k=1
E
(−∞, λk(u))Qku
〉
+
〈
n∑
k=1
+∞∫
λk(u)
(
λ− λk(u)
)
dEλ ◦Qku,
n∑
k=1
E
(−∞, λk(u))Qku
〉
=
n∑
k=1
λk(u)∫
−∞
(
λ− λk(u)
)
d‖EλQku‖2
−δ(‖u‖) n∑
k=1
λk(u)∫
−∞
d‖EλQku‖2
= −δ(‖u‖)‖x‖2 = −δ(‖u‖)(〈x, x〉 + 〈y, x〉)
= −δ(‖u‖)〈u,x〉, x ∈X ∩D(A),
〈(
A−B(u))u,y〉=
〈
n∑
k=1
+∞∫
−∞
(
λ− λk(u)
)
dEλ ◦Qku,
n∑
k=1
E
(
λk(u),+∞
)
Qku
〉
=
〈
n∑
k=1
λk(u)∫
−∞
(
λ− λk(u)
)
dEλ ◦Qku,
n∑
k=1
E
(
λk(u),+∞
)
Qku
〉
+
〈
n∑
k=1
+∞∫
λk(u)
(
λ− λk(u)
)
dEλ ◦Qku,
n∑
k=1
E
(
λk(u),+∞
)
Qku
〉
=
n∑
k=1
+∞∫
λk(u)
(
λ− λk(u)
)
d‖EλQku‖2
 δ
(‖u‖) n∑
k=1
+∞∫
λk(u)
d‖EλQku‖2
= δ(‖u‖)‖y‖2 = δ(‖u‖)(〈y, y〉 + 〈x, y〉)= δ(‖u‖)〈u,y〉,
y ∈ Y ∩D(A).
Define the functional g :H → R by
g(u) = 2−1〈Au,u〉 −G(p,u), u ∈ H,p ∈ Ω, (2.22)
where G is a functional such that fj (p, ξ) = ∂/∂ξj (G(p, ξ)), j = 1,2, . . . , n. We note that u0 ∈
D(A) ⊂ H is a critical point of g if and only if u0 is a solution of the equation Au = F(u) and
hence a solution of Eq. (2.16). 
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Theorem 2.5. Let f : Ω × Rn → Rn in Eq. (2.16) satisfy (2.13) and conditions (C1) and (C2)
be satisfied and δ(s) defined by (2.17) be a function satisfying
δ : [0,+∞) → (0,+∞) and s · δ(s) → +∞ as s → +∞, (2.23)
then Eq. (2.16) has exactly one solution u0 and it is a saddle point of the functional defined by
(2.22).
Proof. Analogous to the proof of Theorem 2.4. We let L = S ◦ A and N = −S ◦ (A − F) =
−(L− S ◦ F), then equation Au = F(u) is equivalent to the equation Nu= 0.
Similar to the process of proving (2.11), we can prove that for u = x + y ∈ H , x = Qu ∈ X,
y = Ru ∈ Y ,
〈Nu−Nθ,u− θ〉 = 〈−(A−B(u, θ))(u− θ), x〉+ 〈(A−B(u, θ))(u− θ), y〉.
By Lemma 2.1,
〈Nu,u〉 = 〈Nu−Nθ,u− θ〉 + 〈Nθ,u− θ〉
= 〈−(A−B(u, θ))u,x〉+ 〈(A−B(u, θ))u,y〉+ 〈Nθ,u〉
 δ
(‖u‖)〈u,x〉 + δ(‖u‖)〈u,y〉 − ‖Nθ‖‖u‖ = δ(‖u‖)〈u,u〉 − ‖Nθ‖‖u‖
= δ(‖u‖)‖u‖2 − ‖Nθ‖‖u‖.
By (2.23),
〈Nu,u〉
‖u‖  δ
(‖u‖)‖u‖ − ‖Nθ‖ → +∞ as ‖u‖ → +∞.
By the same reasons as in the proof of Theorem 2.4, there exists a unique u0 ∈ D(N) = D(A)
such that Nu0 = 0 and u0 is a saddle point of the functional
I (x, y) = g(x + y) : X ⊕ Y → R.
Theorem 2.5 is proved. 
3. Applications of the main theorems
Consider the boundary value problem of the nonlinear wave equation⎧⎪⎨
⎪⎩
u+ βu+ g(u) = f (t, x),
(t, x) ∈ Ω3 ≡ (0, T )× P2, x = (x1, x2) ∈ P2 ≡ (0,π)× (0,π),
u(0, x) = u(T , x), ut (0, x) = ut (T , x), x = (x1, x2) ∈ P2,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂P2,
(3.1)
where u : [0, T ] × [0,π] × [0,π] → R,  = ∂2/∂t2 − ∂2/∂x21 − ∂2/∂x22 is the wave operator,
β is a constant, g : R → R is a potential Carathéodory function, f :Ω3 → R.
Kim and Pavel [14] studied the existence of solution of the problem (3.1), and here we will
probe the existence and uniqueness of solution of the problem (3.1).
Let
ejlm(t, x) = 2√ ei 2jπT t sin lx1 sinmx2 for j ∈ Z,m ∈ N ∪ {0} = N∗.
T π
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be written as the Fourier series
u(t, x) =
∑
j∈Z, l,m∈N∗
Cjlmejlm(t, x),
Cjlm = 2√
T π
∫
Ω3
u(t, x)ei
2jπ
T
t sin lx1 sinmx2 dx1 dx2 dt
and
u =
∑
j∈Z, l,m∈N
(
l2 +m2 − 4π
2
T 2
j2
)
Cjlmejlm(t, x).
It is well known that
σ() =
{
l2 +m2 − 4π
2
T 2
j2: j ∈ Z, l,m ∈ N
}
,
σ (−) =
{
4π2
T 2
j2 − l2 −m2: j ∈ Z, l,m ∈ N
}
,
where −= ∂2/∂x21 + ∂2/∂x22 − ∂2/∂t2 is a selfadjoint operator.
Define
H =
{
u ∈ L2(Ω3,R): u(t, x) = 0, (t, x) ∈ (0, T )× ∂P2,
u(0, x) = u(T , x),ut (0, x) = ut (T , x), x ∈ P2,
∂u/∂t ∈ L2(Ω3,R), ∂u/∂x1 ∈ L2(Ω3,R), ∂u/∂x2 ∈ L2(Ω3,R),∑
j∈Z, l,m∈N∗
(
l2 +m2 − 4π
2
T 2
j2
)2
|Cjlm|2 < +∞
}
.
Clearly, H is a Hilbert space for the inner product and norm given by
〈u,v〉 =
∫
Ω3
[
(∂u/∂t, ∂v/∂t)+ (∂u/∂x1, ∂v/∂x1)+ (∂u/∂x2, ∂v/∂x2)
+ (u, v)]dx1 dx2 dt,
u, v ∈ H , and
‖u‖2 =
∫
Ω3
(|∂u/∂t |2 + |∂u/∂x1|2 + |∂u/∂x2|2 + |u|2)dx1 dx2 dt, u ∈ H,
respectively, where 〈·,·〉 and | · | denote the usual inner product and norm in Rn, respectively.
Let |ν| = ν1 + ν2 + · · · + νs and Dνu be the partial derivative of u up to order k,
Hk,s =
{
u ∈ L2(Ωs,R): Dνu ∈ L2(Ωs,R), |ν| k
}
,
and
‖u‖k,s =
∑∥∥Dνu∥∥2
k,s
.|ν|k
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of T -periodic functions. Let C∞s be the set of real-valued infinitely differentiable mappings ϕ :
R
s → Rn (n 1) and Ds be the space C∞s topologized by the family of seminorms {pk(ϕ): k =
0,1, . . . ,+∞} where
pk(ϕ) =
∑
|ν|k
sup
Ωs
∥∥Dνϕ(t, x)∥∥
n
,
∥∥Dνϕ(t, x)∥∥2
n
=
n∑
k=1
(
Dνϕk(t, x)
)2
, (t, x) ∈ Ωs.
Let D′s be the set of continuous linear functionals on Ds . It is clear that H2,3 ⊂ D′s .
The domain D() of  is determined as
D() = {u ∈ L2(Ω3,R): u ∈ C, u(t, x) = 0, (t, x) ∈ (0, T )× ∂P2, u(0, x) = u(T , x),
ut (0, x) = ut (T , x), x ∈ P2, ∂u/∂t ∈ L2(Ω3,R), ∂u/∂x1 ∈ L2(Ω3,R),
∂u/∂x2 ∈ L2(Ω3,R), u ∈ L2(Ω3,R)
}
.
Clearly, D()= H .
Now, we will show the following
Theorem 3.1. Assume that
g(u)− g(θ)
u
∩
{
4π2
T 2
j2 − l2 −m2 − β: j ∈ Z, l,m ∈ N
}
= ∅ (3.2)
are achieved for every u ∈H, (t, x) ∈Ω3. Denote
α
(‖u‖)= min‖u‖∈[0,+∞) minj∈Z, l,m∈N
{∣∣∣∣g(u)− g(θ)u − 4π
2
T 2
j2 + l2 +m2 + β
∣∣∣∣> 0
}
. (3.3)
If the function α(s) defined by (3.3) satisfies
α : [0,+∞) → (0,+∞) and s · α(s) → +∞ as s → +∞, (3.4)
then the boundary value problem (3.1) has exactly one generalized solution u0 ∈H .
Proof. Define the functional J :H → R by
J (u) = 2−1〈−(+βI)u,u〉−G(t, x,u), u ∈H, (t, x) ∈ Ω3, (3.5)
where I is an identity operator and G is a functional such that
f ∗(t, x,u) = g(u)− f (t, x) = ∂/∂u(G(t, x,u)).
u0 ∈D(− −βI) = D() ⊂ H is a critical point of J defined by (3.5) if and only if u0 is a
solution of the equation
−( +βI)u = f ∗(t, x,u) = g(u)− f (t, x) (3.6)
and hence a solution of the problem (3.1).
Denote
b(u) = b(u, θ) = g(u)− g(θ)
u
.
We have for u ∈D(), u = θ, (t, x) ∈ Ω3,
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= g(u)− g(θ)
u
· u = b(u)u
and b(u) commutes with −( +βI) and satisfies (3.2).
From the conditions (3.3) and (3.4) and Theorem 2.5 we conclude that Eq. (3.6) and hence
the boundary value problem (3.1) has exactly one generalized solution u0 ∈ H . Theorem 3.1 is
proved. 
Next we consider the boundary value problem of the bending of an elastic beam equation at
nonresonance:{
d4u
dx4
− π4u+ g(x,u) = e(x),
u(0) = u(1) = u′′(0) = u′′(1) = 0,
(3.7)
where u : [0,1] → R, g : [0,1] × R → R is a potential Carathéodory function, e : [0,1] → R.
Gupta [16] studied the solvability and the existence and uniqueness of solution of the problem
(3.7). In the present paper we will study the existence and uniqueness of solution of the problem
(3.7) at nonresonance.
Let em(x) =
√
2 sinmπx, m ∈ N∗ {em: m ∈ N} is a complete orthonormal set in L2[0,1].
Each u ∈ L2[0,1] can be written as the Fourier series
u(x) = √2
∞∑
m=1
Cm sinmπx, Cm =
√
2
1∫
0
u(x) sinmπx dx.
Denote L4 = d4/dx4,L4u =
√
2
∑∞
m=1 m4π4Cm sinmπx,σ (L4)= {n4π4: n ∈ N} and L4 is
a selfadjoint operator,
D(L4) =
{
u ∈ L2[0,1]: u(0) = u(1) = u′′(0) = u′′(1) = 0, u,u′, u′′, u′′′ are absolutely
continuous on [0,1], u(4) ∈ L2[0,1]}.
Using the similar technique of Theorem 3.1, we can prove the following
Theorem 3.2. Assume that for some positive integer n ∈ N and for x ∈ (0,1)
n4 − 1 < −g(x,u)− (−g(x, θ))
uπ4
< (n+ 1)4 − 1 (3.8)
is achieved for every u ∈D(L4) ⊂ L2[0,1]. Denote
α
(‖u‖)= min‖u‖∈[0,+∞) minx∈(0,1)
{ −g(x,u)− (−g(x, θ)
uπ4
− n4 + 1 > 0,
(n+ 1)4 − 1 − −g(x,u)− (−g(x, θ))
uπ4
> 0
}
. (3.9)
If the function α(s) defined by (3.9) satisfies
α : [0,+∞) → (0,+∞) and s · α(s) → +∞ as s → +∞, (3.10)
then the boundary value problem (3.7) has exactly one generalized solution u0 ∈ D(L4) ⊂
L2[0,1].
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Au= f (x,u), x ∈ (0,1) (where A= L4 −π4I and f (x,u) = −g(x,u)+ e(x)) has exactly one
solution u0 and hence the boundary value problem (3.7) has exactly one generalized solution
u0 ∈ D(L4) ⊂ L2[0,1]. 
Lastly, we will probe the existence and uniqueness of periodic solutions for a 2kth order
differential equation
k∑
j=1
αju
(2j)(t)+ (−1)k+1f (t, u(t))= 0, (3.11)
where u ∈ Rn, αj (j = 1,2, . . . , k − 1) and αk = 0 are constants.
In 1998, Cong [17] studied the existence and uniqueness of periodic solutions of (3.11) under
the conditions:
f ∈ C1(R × Rn), f (t + 2π,u(t))= f (t, u(t)) and
Jacobian matrix fu = (fiuj ) is a symmetric n× n matrix. (3.12)
In 2001, Li [18] generalized the results of Cong [17] under the same conditions (3.12).
In our present paper we studied the existence and uniqueness of periodic solutions of (3.11)
under the conditions:
f : R × Rn → Rn is a potential Carathéodory function and
f
(
t + 2π,u(t))= f (t, u(t)).
Define the linear operator
L2k = (−1)k
k∑
j=1
αj
d2j
dt2j
:D(L2k) ⊂ L2[0,2π] → L2[0,2π] by
L2ku(t) = (−1)k
k∑
j=1
αj
d2j u(t)
dt2j
.
It is easy to see that
σ(L2k) =
k∑
j=1
(−1)k−jαjN2j (N = 0,1,2, . . . ,+∞)
and L2k is a selfadjoint operator. Clearly, Eq. (3.11) is equivalent to the operator equation
L2ku(t) = f
(
t, u(t)
)
. (3.13)
Define
H = { u(t) ∈ L2([0,2π],Rn) ∣∣ u(i)(0) = u(i)(2π), i = 0,1,2, . . . ,2k − 1;
u(i)(t), i = 0,1,2 . . . ,2k − 1, are absolutely continuous on [0,2π] and
u(2k)(t) ∈ L2([0,2π],Rn)},
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〈u,v〉 =
2π∫
0
[
k∑
j=1
(−1)k−jαj
(
u(j)(t), v(j)(t)
)+ (u(t), v(t))
]
dt.
Clearly, D(L2k) = H .
Suppose that for a.e. t ∈ [0,2π] and u ∈ Rn there exists a bounded symmetric n × n matrix
b(u) which comes from the set of all symmetric endomorphisms on Rn such that
f (t, u)− f (t, θ) = b(u)u, (3.14)
and that γ1(u) γ2(u) · · · γn(u) are the eigenvalues of b(u).
Let F : L2([0,2π], Rn) → L2([0,2π], Rn), F (u) = f (t, u(t)) be a Nemytskii operator gen-
erated by f (t, u(t)) and for any fixed u ∈ H,B(u) be the multiplication operator induced by
b(u). (3.14) implies that for u ∈H
F(u)− F(θ) = B(u)u, (3.15)
where B(u) is a bounded selfadjoint operator. It is clear that σ(B(u)) = σp(B(u)) = σ(b(u)).
Now we will present the following theorem.
Theorem 3.3. Let f : R × Rn → Rn be a potential Carathéodory function satisfying (3.14) and
f (t + 2π,u) = f (t, u). Suppose that B(u) in (3.15) commutes with L2k and that there exist
nonnegative integers Ni , i = 1,2, . . . , n, satisfying
N2ki +
1
αk
k−1∑
j=1
(−1)k−jαjN2ji <
1
αk
γi(u) < (Ni + 1)2k + 1
αk
k−1∑
j=1
(−1)k−jαj (Ni + 1)2j
(i = 1,2, . . . , n). (3.16)
Denote
α
(‖u‖)= min‖u‖∈[0,+∞) min1in
{∣∣∣∣∣γi(u)−
k∑
j=1
(−1)k−jαjN2ji
∣∣∣∣∣> 0,∣∣∣∣∣
k∑
j=1
(−1)k−jαj (Ni + 1)2j − γi(u)
∣∣∣∣∣> 0
}
. (3.17)
If α(s) defined by (3.17) satisfies
α : [0,+∞) → (0,+∞) and s · α(s) → +∞ as s → +∞, (3.18)
then differential equation (3.11) has exactly one 2π -periodic solution u0 ∈ D(L2k) ⊂ L2[0,2π].
Proof. (3.16) implies that (C2) holds. We noticed (3.18) and the fact that B(u) in (3.15) com-
mutes with L2k , and employing Theorem 2.5, we can see that Eq. (3.13) and hence Eq. (3.11)
has exactly one 2π -periodic solution u0 ∈D(L2k) ⊂ L2[0,2π]. 
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