The effects of variabilities in mel frequency cepstrum coeffcients on speaker recognition by Uludağ Üniversitesi/Teknik Bilimler Meslek Yüksek Okulu/Mekatronik Programı. et al.







MEL FREKANSI KEPSTRUM KATSAYILARINDAKİ DEĞİŞİMLERİN 





Özet: Konuşmacıya özgü bilgileri karakterize eden özniteliklerin çıkartılması, konuşmacı tanıma sisteminin 
performansı için hayati öneme sahiptir. Bu makalede, TIMIT ve NTIMIT veritabanları kullanılarak öznitelik 
vektörü oluşturma aşamalarının her biri için parametre değişiminin konuşmacı tanımaya etkisi incelenmekte ve 
tanımayı arttırıcı en iyi parametre değerleri bulunmaktadır. Bu veritabanları ile yapılacak diğer konuşmacı tanı-
ma çalışmaları için,  kaynak olabilecek optimum öznitelik değerleri belirlenmiştir. Bu sayede diğer araştırmacıla-
rın, en iyi parametreleri bulmak için tekrar deney yapmalarına gerek kalmayacaktır.  
Anahtar Kelimeler: Mel frekansı kepstrum katsayıları, Konuşmacı tanıma, Gauss karışım modeli, 
TIMIT/NTIMIT veritabanları. 
 
The Effects of Variabilities in Mel Frequency Cepstrum Coeffcients On Speaker Recognition 
 
Abstract: Extraction of speaker-specific features which characterize the information towards identification of 
the correct speaker is vital importance. In this work TIMIT and NTIMIT databases are used. The effect of chang-
ing the feature vector elements to the speaker identification is analyzed and the best identifying elements are 
found. The best identifying feature vector elements may also be used for other speaker identification studies 
using the same databases. This way, any future work using these databases may not need to optimize the feature 
vectors towards identification.   
Key Words: Mel frequency cepstrum coefficients, Speaker identification, Gaussian mixture model, 
TIMIT/NTIMIT databases. 
1. GİRİŞ 
Konuşmacının sesinden kendisini karakterize eden değerlerin çıkartılması işlemine öznitelik 
çıkartma işlemi adı verilir. Öznitelik çıkartma, bir konuşmacıyı sonradan tanımlayabilmek için ses 
sinyalinden elde edilmiş küçük bir veri topluluğu oluşturmaya yarayan bir işlemdir.  
Wolf (1972) ideal özniteliklerin sahip olması gerektiği özellikleri tanımlamıştır. İdeal öznite-
likler, konuşmacıyı tanımaya yardımcı olacak özelliklere sahip olmalıdır. Bu özellikler şunlardır. 
 Kolay ölçülebilmeli 
 Tabii olarak meydana gelmeli ve konuşmada sıkça oluşmalı 
 Zamanla değişmemeli 
 Konuşmacının sağlık değişimlerinden etkilenmemeli 
 İletim şartlarından oluşan gürültüden etkilenmemeli 
 Taklide karşı dayanıklı olmalıdır. 
Pratikte, özniteliklere ait istenen bu özelliklerin eş zamanlı olarak elde edilmesi çok zordur 
(Reynolds, 1992). Uygulamaya bağlı olarak bu öznitelik standartlarında kısmi değişimler oluşabilir.  
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İdealde istenen öznitelik özelliklerinden ilk ikisi göz önüne alındığında, eğer bir öznitelik, ko-
nuşmacı ayırımında yüksek oranda etkili olmasına rağmen az sıklıkta oluşuyor veya güvenli olarak 
çıkartılması zor ise bu öznitelik bir konuşmacı tanıma sisteminde az kullanılır veya hiç kullanılamaz. 
Sonraki üç madde özniteliklerin gürbüzlüğü ile ilgilidir. Pratikte, konuşma işaretinden elde edilen 
öznitelikler çıkartılırken pek çok değişikliğe uğrayacaktır. Bu değişiklikler anatomik sebeplerle oluşa-
bilir. Soğuk algınlığı ile veya zamanla bir kişinin sesinde değişimler olabilir. Bu değişimler, çoğunluk-
la mikrofon veya telefon ortamından ses kaydı esnasındaki akustik ortama (gürültülü veya sessiz) bağ-
lı olmaktadır. Bir kişinin kaydedilen ses örneklerinden çıkartılan öznitelikleri ile sistem her zaman o 
kişiyi doğru tanıyabilmelidir. En güvenli konuşmacı tanıma başarımı elde etmek için konuşma işare-
tinden değişken şartlara karşı en tutarlı öznitelikler çıkartılmalıdır. İdeal öznitelik özelliklerindeki son 
madde güvenlik sistemleri için gereklidir. Eğer bir konuşmacı tanıma sistemi giriş kontrolünde kulla-
nılıyorsa (örn. banka işlemleri, kişisel bilgi koruma) sistem yanıltıcı kişilere karşı korunmalıdır. Bu-
nunla birlikte özellikle konuşmacı doğrulama sistemleri için taklit problemi bir sorun teşkil etmekte-
dir.   
Konuşma spektrumunun öznitelik olarak kullanılma yöntemleri değişim göstermektedir. Yay-
gın spektrum gösterim yöntemleri; doğrusal öngörü katsayıları ve onun değişik dönüşümleri, süzgeç 
dizisi enerjileri ve onun kepstral gösterimleri sayılabilir. Doğrusal öngörü katsayıları (DÖK), konuş-
mada gürültü olması durumunda konuşmanın spektral karakteristiğini modellemede yetersiz kalmak-
tadır (Reynolds ve Rose, 1995). Kepstrum katsayıları elde edilirken farklı frekans bantların enerjileri 
doğrudan ölçülür ve herhangi bir model sınırlamasına bağlı değildir. Bununla birlikte süzgeçlerin bant 
genişlikleri ve merkez frekansları, kulağın seçici olduğu kritik bantlara uygun olarak ayarlanabilir. Bu 
sayede konuşma işaretinin önemli karakteristikleri daha iyi tutulur. Mel ölçek süzgeç  dizisi enerjileri-
nin kepstral gösterimi konuşmacı tanıma için istenen öznitelik katkısını sağlar (Davis ve Mermelstein, 
1980; Reynolds, 1992). Bu öznitelikler, bir dizi işaret işleme süreci kullanılarak çıkartılır. Konuşmacı 
tanıma sisteminin en önemli kısmı öznitelik vektörü elde etme işlemidir. Bu çalışmada bu işlem adım 
adım incelenip her bir öznitelik vektörü parametresinin konuşmacı tanıma üzerine etkisi araştırılmak-
tadır.  
Deneylerde veritabanı olarak sıklıkla kullanılan TIMIT (Zue ve diğ., 1990) ve NTIMIT (Jan-
kowski ve diğ., 1990) kullanılmıştır. TIMIT veritabanında Amerikan İngilizcesinin 8 ana lehçesine 
sahip bölgelerden seçilmiş 438 erkek, 192 kadın olmak üzere toplam 630 konuşmacıya ait 10’ar fone-
tik olarak zengin cümle bulunmaktadır. Konuşmalar sessiz ortamda mikrofon kullanılarak kaydedilmiş 
ve 16 kHz’de örneklenmiştir. NTIMIT ise TIMIT veritabanının telefon hattı üzerinden geçirilmesiyle 
elde edilmiştir. 
2. MEL FREKANSI KEPSTRUM KATSAYILARI (MFCC) 
Öznitelik vektörü olarak kullanılan kepstrum katsayıları elde edilirken, genellikle konuşmacı 
tanıma uygulamalarında MFCC kullanılır (Matsui ve diğ., 1995). Bunun nedeni, MFCC insan kulağı-
nın frekans seçiciliğini taklit ederek iyi bir şekilde konuşmacıları ayırt edici değerler elde edilmesidir. 
Ayrıca MFCC katsayıları değişimlerden, ses dalga yapısından çok daha az etkilenir.  Reynolds (1992), 
tarafından önerilen MFCC vektörü çıkartımı blok diyagramı şekil 1’de görülmektedir. 
Bazı çalışmalarda (Davis ve Mermelstein, 1980), önvurgulama çerçevelemeden önce uygula-
nıp, pencerelemeden sonra işaretin 
2
FFT  yerine FFT ’si alınmakta ve farklı bir Mel ölçekte dizil-
miş üçgen süzgeç dizileri kullanılmaktadır. MFCC elde edilirken kullanılan bu farklı yöntemlerin ko-






















 MFCC özniteliklerinin çıkarılma işleminin blok diyagramı 
2.1. Çerçeveleme 
Ses üretim organlarının sözcüklere bağlı olarak yer değiştirmesinden dolayı konuşma işareti 
de sürekli olarak değişir. Konuşma işareti, parametrelerin sabit kaldığı kabul edildiği çerçeve olarak 
adlandırılan küçük parçalara ayrılmalıdır. Çünkü tüm işaret boyunca FFT hesaplanırsa, farklı fonemle-
re ait spektral bilgilerin tutulmasında kayıplar oluşur. Tüm işaretin FFT’sini almak yerine çerçevenin 
FFT’si hesaplanır. Çerçeve uzunluğu 10-30 msn arasında değişir. Bu aralıkta konuşma oldukça sabit 
akustik karakteristik gösterir (Karpov, 2003). Her bir çerçeveye örtüşme uygulanır. Çerçevelerin ör-
tüşme oranı, çerçeve uzunluğunun % 30’u ile % 75’ i arasında alınır (Kinnunen, 2003). Örtüşme uygu-
lanması ile çerçeve sonundaki işaretin önemlerini kaybetmemesi sağlanır. 
Konuşma örneğinden ortalaması çıkartıldıktan sonra, konuşma değişimlerine karşı sabit kabul 
edilebilecek parçalar şu şekilde ifade edilir. Konuşma işareti N örnek uzunluğunda konuşma parçaları-
na bölünür. İlk çerçeve N örnekten oluşurken sonraki çerçeve ilk çerçeveden M örnek sonra başlar ve 
böylece N-M örnek örtüşür (Rabiner ve Juang, 1993). Şekil 2 ’de bir konuşma işareti üzerinde çerçe-




Şekil 2:  
Bir konuşmanın çerçevelere bölünmesi 
2.2. Pencereleme  
Mel frekansı kepstrum katsayılarını elde etmek için ikinci yapılan işlem pencerelemedir. Pen-
cerelemenin amacı çerçeveleme işlemi sonucunda oluşan spektral etkilerin azaltılmasıdır. Pencereleme 
ile çerçevelerde süreksizliğin önüne geçilir (Rabiner ve Juang, 1993). Bu sayede sesin orta bölgeleri 
güçlendirilirken kenar bölgeleri zayıflatılır. Yaygın olarak kullanılan Hamming, Hanning, Blackman, 
Gauss, dikdörtgen ve üçgen pencereleme fonksiyonlarının matematiksel ifadeleri aşağıdaki gibidir. 
 
Hamming: 
























































































  Nk 0  ve 2  (4) 
Dikdörtgen:  
,1]1[ kw  1...,,.........0  Nk  (5) 
Üçgen: 
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 Pencereleme fonksiyonları 




Şekil 4’de 25 msn’lik konuşma çerçevesi ve bu konuşma çerçevesinin hamming pencereleme 
uygulandıktan sonraki durumu görülmektedir. Şekil 4’den görüleceği üzere Hamming pencerelenen 
bir çerçevelik konuşma parçası, sıfıra yakın bir değer ile başlayıp çerçeve süresinin yaklaşık 1/3’ünden 
itibaren çerçevelenen işaretin değerlerini takip etmekte ve sıfıra yakın bir değer ile sonlanmaktadır. Bu 
şekilde çerçevelerin sonunda oluşacak ani değişimlerin önüne geçilir (Karpov, 2003) ve NTIMIT veri-
tabanı için pencereleme uygulanmadığı duruma göre daha yüksek tanıma başarımı sağlanmaktadır. 
 
Şekil 4: 
Konuşma çerçevesi ve hamming pencereden geçirilmiş hali 
 
2.3. Hızlı Fourier Dönüşümü (FFT) 
MFCC elde edilmesinde, pencereden geçirilen işaretin genlik spektrumu FFT ile hesaplanır. 
FFT ile N örnekten oluşan zaman alanındaki her bir çerçeve, frekans alanına çevrilir. FFT, ayrık fou-
rier dönüşümünden üretilmiştir. Bir çerçevenin 110 ,...,, Nxxx , ayrık fourier dönüşümü denklem 












  (8) 
Burada genellikle ][kX ’ler kompleks sayılardır.  Sonuç olarak elde edilen dizi { ][kX }: sıfır 
frekansı k=0 a karşılık gelip, pozitif frekanslar ( 2/0 sff  ), 1)2/(1  Nk  değerlerine karşı-
lık gelirken, negatif frekanslar ( 02/  ff s ),  11)2/(  NkN ’e karşılık gelir. Burada, fs 
örnekleme frekansıdır (Claudio, 1999). 
Bir konuşma parçasının FFT’sinin .k  harmonik bileşeni ][][][ kjXkXkX ımre   şeklinde 
bir kompleks sayı olarak ifade edilsin. Bu ifade kutupsal olarak denklem 9’daki gibi tanımlanır. 
][][][ kXjekXkX   (9) 
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Burada, ][kX  .k harmonik bileşene ait genlik, ][kX  ise fazı olarak adlandırılır (Kinnu-
nen, 2003). Konuşma gibi gerçel işaretler için genlik spektrumu N/2 ile simetriktir. Konuşma analizin-
de faz spektrumu genellikle ihmal edilir. Çünkü konuşma ile ilgili önemli bilgi taşımamaktadır (Furui, 
1989). 
Bir işaretin FFT’si hesaplanırken işaretin uzunluğu M2   NM  şeklinde başka bir değişle 
2’nin kuvvetleri şeklinde olmalıdır. Örneğin işaret 400 örnekten oluşuyorsa işaretin uzunluğu 512 
olana kadar işarete sıfır eklenir ve bu şekilde FFT’si hesaplanır. İşaretin başına veya sonuna sıfır ek-
lenmesi FFT sonucunu değiştirmez.  
Konuşmacı tanıma ile ilgili yapılan bazı çalışmalarda (Reynolds, 1992; Reynolds ve Rose, 
1995; Sarma, 1997; Besacier ve Bonastre, 1998; Slaney, 1998) FFT’nin güç spektrumu (
2
FFT ) 
alınmaktadır. Şekil 5’de NTIMIT veritabanında 25 msn’lik pencerelenmiş konuşma parçasının 
2
FFT  





FFT  ve FFT  alınmış hali 
2.4. Önvurgulama 
Önvurgulama ile ses yolunun, yüksek frekansları, -6 dB/oktav zayıflatmasının telafi edilmesi 
amaçlanır. Ünlü sesler için gırtlak -12 dB/oktav yüksek frekansları zayıflatırken, dudaktan yayılma 
esnasında bu zayıflama 6 dB/oktav azaltılır. Sonuç olarak ses yolunda toplam -6 dB/oktav’lık zayıfla-
ma oluşur (Lincoln, 1999). Ünlü sesler için bu zayıflamayı gidermek için genellikle birinci dereceden 
yüksek geçiren süzgeç kullanılır. Ünsüz sesler için spektrum düzgün olduğundan önvurgulamaya ihti-
yaç olmaz (Kinnunen, 2003). Denklem 12’de verilen 1. dereceden süzgeç ile işaret 6 dB/oktav iyileşti-
rilir.  
11)(  zzH   (12) 
Burada  , önvurgulamanın derecesini yansıtıp genellikle 0.9 ile 1 arasında alınır (Wilder-
moth, 2001). Konuşma analizinde genellikle   değeri 0.95 alınmaktadır (Rabiner ve Juang, 1993). 
Süzgeç çıktısı y(n), fark denklemi olarak denklem 13’deki gibi ifade edilir. 




)1()()(  nxnxny    1-N0,1,2 n   (13) 
Genellikle konuşma işlemede önvurgulama işaretin çerçevelenmesinden önce, işareti spektral 
olarak düzleştirmek ve daha sonra oluşacak olan belli etkilere daha az duyarlı hale getirmek için kul-
lanılmaktadır (Rabiner ve Juang, 1993). Önvurgulamanın spektral düzleştirme etkisi DÖK analizinde 
daha belirgin olarak görülmektedir (Kinnunen, 2003).  
Bazı konuşmacı tanıma uygulamalarında işaretin çerçevelenmesi aşamasından önce önvurgu-
lama uygulamak yerine güç spektrumu alındıktan sonra önvurgulama işlemi uygulanmaktadır (Rey-
nolds, 1992; Reynolds ve Rose, 1995). Deneylerde birinci olarak işaret çerçevelenmeden önce önvur-
gulamanın etkisi incelenecek, ikinci olarak işaretin güç spektrumu alındıktan sonra vurgulama işlemi 
uygulanmasının etkisi incelenmektedir.  
Bir cümle için yüksek frekanslı bileşenlerin güçlendirilmesi zaman-frekans eğrisinde (spekt-
rogram) daha iyi belirlenebilmektedir. Şekil 6’da TIMIT veritabanına ait bir cümlenin önvurgulama-
dan ( 95.0 ) önce ve sonra zamana bağlı olarak frekansındaki değişimler görülmektedir. İşaret 
çerçevelenmeden önce önvurgulama işlemi uygulanmaktadır. Şekil 6 (b) den görüleceği üzere şekil 6 
(a)’ya göre yüksek frekanslı bileşenler daha belirginleşmektedir. 
 
Şekil 6: 
 Bir cümlenin birinci dereceden süzgeçten ( 95.0 ) (a) geçirilmeden (b) geçirildikten sonra zaman-
frekans değişimi 
 
Şekil 7’de ise güç spektrumu alınmış işarete ön vurgulanma uygulanması durumunda değişim 
görülmektedir. Şekil 7 (b) ile 7 (c) karşılaştırıldığında işaretin düşük frekanslı bileşenlerin genliğinin 
zayıflatıldığı görülmektedir. Şekil 8’de işaretin ön vurgulamasız ve ön vurgulama uygulandıktan son-
raki halleri üst üste çizdirilmiştir. Şekil’den görüleceği üzere işaretin düşük frekanslı bileşenlerinin 















 (a)Yirmi msn uzunluğunda  bir konuşma parçası (b)  bu konuşma parçasının  
2
FFT  spektrumu  (c) 
spektrumu alınmış işaretin ön vurgulanmış hali 
 
Şekil 8:  
İşaretin 
2
FFT  alınmış hali üzerindeki ön vurgulamanın etkisi 
2.5. Süzgeç Dizileri 
Mel ölçek kepstrum katsayıları, ilk olarak Davis ve Mermelstein (1980) tarafından tanımlan-
mıştır. Davis ve Mermelstein (1980), işaretin genlik spektrumunu alıp üçgen şeklindeki süzgeç dizile-
rinden geçirmiştir. Süzgeç sayısı FS, seçilen işaret bant genişliği [0,  fs/2] Hz ve  fs örnekleme frekansı 
olarak tanımlanmıştır. Üçgen süzgeç dizilerinden biri l olsun, l є [1, FS],  bu süzgecin merkez frekansı 




fcl olup alt ve üst bant geçiren frekansları ise;  fcl-1 ve fcl+1 olarak ifade edilir. Buna bağlı olarak fco=0 ve 
























































1  olup l’inci süzgecin merkez, üst ve alt frekans-
larıdır (Reynolds, 1992). Kullanılan üçgen süzgeç dizilerinin merkez frekansları, Mel ölçeğinde eşit 
olarak yerleştirilir.  
Davis ve Mermelstein (1980) tarafından tanımlanan ilk 10 süzgecin merkez frekansları doğru-
sal olarak, sonraki 10 süzgeç ise logaritmik olarak yerleştirilmiştir. Tüm süzgeçler eşit genliğe sahiptir.  
Son yıllarda konuşmacı tanıma uygulamalarında Slaney’in (1998) MFCC elde etme yöntemi 
yaygın olarak kullanılmaktadır (Sarma, 1997; Ganchev, 2005). Slaney, 133-6854 Hz frekans aralığına 
40 adet süzgeç yerleştirmiştir. İlk on üç süzgecin merkez frekansı 200-1000 Hz aralığında, 66.67 Hz 
aralıkla yerleştirilmiştir. Kalan yirmi yedi süzgecin merkez frekansları 1071-6400 Hz aralığında 
1.0711703 logaritmik adımla yerleştirilmiştir.  
Slaney’in önerdiği süzgeç dizilerinin genliği, süzgecin bant genişliği ile ters orantılı olarak de-
ğişmektedir. Yani süzgecin bant genişliği küçük ise (1000 Hz altı doğrusal Mel ölçek bölgesi) süzge-
cin genliği büyük olmakta, süzgecin bant genişliği büyük olursa (1000 Hz üstü logaritmik Mel ölçek 
bölgesi) süzgecin genliği küçük olmaktadır.  
Ön vurgulanan 1x512 boyutundaki konuşma işareti, Mel ölçek süzgeç dizilerine ait değerler 
(40x512 boyutunda) ile çarpılır. Mel ölçekte hazırlanan birinci süzgeç, 40x512 boyutundaki matrisin 
birinci satırı ile ifade edilir. Aynı şekilde kırkıncı süzgeç, matrisin 40. satırı ile ifade edilir. Çarpım 
sonucunda şekil 9’da görüldüğü gibi 1x40 boyutunda çıkış değeri elde edilir ve her süzgeç çıkışı bir 
değer ile temsil edilmektedir.  
 
Şekil 9: 
 İşaretin süzgeç dizisinden geçirildikten sonraki durumu 
2.6. Logaritma Alma 
Konuşma işaretinin süzgeç dizisinden geçirildikten sonra logaritması alınır. Spektrum’un loga-
ritması alınmasının nedeni şu şekilde açıklanabilir. Konuşma işareti, )()()( jwjwjw eFeXeS   
olarak ifade edilir. Burada ,S  X  ve F  sırası ile konuşma işareti, kaynak ve süzgece karşılık gelmek-
tedir. Kaynak, ses telleri tarafından üretilen ve değişime uğramamış ses işaretini temsil eder. Süzgeç 
ise ses yolu olarak ifade edilen sesin izlediği yola karşılık gelmektedir (Kinnunen, 2003). Ses yolunun 




etkisini kaynaktan ayırmak için logaritma kullanılır. Logaritma alınarak, konuşma işaretinin bileşenle-
rinin çapımı, bileşenlerin toplamına )(log)(log)(log jwjwjw eFeXeS   dönüştürülmüş olur. 
Logaritmik spektrum farklı frekanslara sahip bileşenlerin bileşimi olarak düşünülebilir. Daha sonra bu 
iki bileşene ters FFT uygulanarak hızlı ve yavaş değişen bileşenler hakkında bilgi sahibi olunabilir. 
Denklem 15 ile gösterilen işlem sonunda elde edilen katsayılar kepstrum katsayıları olarak adlandırılır.  
))))()512.(((log(1 nxhammFFTFFTceps     (15) 
Burada )(nx , çerçevelenmiş konuşma parçasına karşılık gelmektedir. Şekil 10’da bir konuş-
ma parçasının denklem 15 uygulandıktan sonra elde edilen şekil görülmektedir. 
 
Şekil 10: 
Konuşma parçasına denklem 15  uygulanması durumunda elde edilen kepstrum katsayıları 
 
Kepstrum katsayılarına ait şekil 10’dan görüleceği üzere orijin civarında çok fazla ayrıntı ve 
yüksek tepeler oluşmakta yani ses yolu (yavaş değişen bileşen olarak) bu kepstrum katsayılarına karşı-
lık gelmektedir. Ses tellerinden geçirilmiş ses kaynağı (hızlı değişen bileşen olarak) yüksek sayılı 
kepstrum katsayıları karşılık gelmektedir. Bu bölgede en yüksek genliğe sahip katsayı (70. örnek civa-
rı) perde periyodu hakkında bilgi vermektedir. 
Konuşma spektrumu x , sıfıra yakınsadığı durumlarda )log(x  eksi sonsuza yönelir. Logarit-
ma fonksiyonu x ’in küçük değerlerine karşı çok hassastır. Spektrumda düşük güce sahip yerler 
(SNR’ın düşük olduğu) en hassas kısımlardır. Spektrumun küçük değerleri için )log(x  yerine 
)log( cx   kullanılır (Hunt, 1999). Burada c  küçük bir sabittir. Kinnunen (2003), konuşmacı tanıma 
deneylerinde )log(x  değerine 1 sabitini eklemektedir. 
Konuşma spektrumu x , sıfıra yakınsadığında oluşan problemlerden dolayı konuşma güç 
spektrumunun logaritma fonksiyonu yerine güç (.)  veya kök /1(.)   fonksiyonu gösterimi önerilmiş-
tir (Lim, 1979). Ses şiddeti ve algılanan duyma düzeyi arasındaki doğrusal olmayan bir ilişkinin varlı-
ğına dayanılarak bu ilişkinin modellemesi yapılır. Algılanan sesin düzeyi sesin şiddetinin küp köküne 
eşittir. Spektrumun küp kökünü alma gürültü içeren konuşma tanıma deneylerinde (Alexandre ve 
Lockwood, 1993; Chu ve diğ., 2003) logaritma fonksiyonuna göre daha iyi sonuçlar elde edilirken, 
temiz konuşma için düşük başarım elde edilmiştir. Sarıkaya ve diğ. (2001), kök değeri olarak 0.008 
kullanarak MFCC’ye göre % 84 daha iyi fonemleri ayrıştırma başarımı elde etmiştir.  
Kinnunen (2003), Helsinki ve TIMIT veritabanı ile vektör nicemleme konuşmacı tanıma yön-
temini kullanarak yaptığı deneylerde spektrumun küp kökünü ve logaritma fonksiyonunu alarak karşı-
laştırmıştır. Değişik kod kitabı uzunluğu için küp kökünü kullanmanın tanıma başarımını arttırdığını 
göstermiştir.  
l. süzgec için logaritmik enerji çıkışı denklem 16’da görüldüğü gibi )(lmfb olarak ifade edilir. 























lmfb   (16) 
Burada lA süzgeçlerin bant genişliğine bağlı olarak kullanılan normalizasyon katsayısı olup 
  1 1 ][
U
Lk ll
kFA  olarak tanımlanır. Sonuç olarak elde edilen vektöre Mel-süzgeç dizisi vektörü de-
nir. Logaritma alarak, dinamik sıkıştırma yapılıp, öznitelik vektörleri, dinamik değişimlere karşı daha 
az hassas olmaktadır (Claudio, 1999). Şekil 11’de işaretin logaritması alındığında işaretteki değişimler 
görülmektedir.   
 
Şekil 11: 
İşaretin süzgeç çıkışı ve logaritmalı hali 
 
2.7. Ayrık Kosinüs Dönüşümü (AKD) 
MFCC elde edilmesinde en son olarak kepstrum katsayıları hesaplanır. Kepstral gösterimi ile 
kayıt ve iletim ortamından dolayı oluşan spektral şekil değişimleri kaldırılır. Ayrıca kepstral katsayı-
lar, yüksek derecede istatiksel bağımsızlık gösterip genlik spektrum gösteriminden daha yüksek tanı-
ma oranı verirler. Gerçel kepstrum, logaritmik genlik spektrumun ters fourier dönüşümü olarak tanım-
lanıp, gerçel işaretler için kosinüs dönüşümü kullanılarak hesaplanır. Mel frekansı kepstrum katsayıla-


























, .1,...,1  FSi  (17) 
Mel ölçek süzgeç sayısı 40, kepstrum katsayı sayısı 21 için  ayrık kosinüs dönüşümü şekil 













 Ayrık kosinüs dönüşümü 
2.8. Gauss Karışım Modeli (GKM) 
Metinden bağımsız konuşmacı tanıma için GKM yapısı incelenecektir. GKM içindeki Gauss 
bileşenlerin her biri ile spektral yapı olarak bilinen geniş fonetik sınıflar kolayca karakterize edilir. Bu 
fonetik sınıflar bazı konuşmacı bağımlı ses yolu yapılarını yansıtıp, konuşmacı kimlik modellenme-
sinde kullanılır (Reynolds, 1992). Ayrıca Gauss karışım yoğunluğu, bir konuşmacıdan alınan sözcük-
lerle gözlemlerin uzun süreli dağılımında düzgün bir yaklaşım sağlamaktadır (Bhattacharyya ve diğ., 
2001). 
Bir Gauss karışım yoğunluğu, M bileşenli yoğunlukların toplamının ağırlıklandırılması olup 









   (18) 
Burada x

, D boyutlu rastgele değişen vektör, ),(xbi

 bileşen yoğunlukları ),......,1( Mi   ve 
,iw  karışım ağırlıklarıdır. Her bir bileşen için D boyutlu Gauss fonksiyonu denklem 19’da görülmek-
tedir. 





























şeklinde sınırlandırılır. Gauss karışım modeli, her bileşenin ortalama vektörü, ortak değişinti matrisi 
ve karışım ağırlık değerleri olarak denklem 20’deki gibi ifade edilmektedir. 
 iiiw  ,,

       Mi ,...,1  (20) 
3. DENEYLER 
Öznitelik vektörü oluşturma sonucu ortaya çıkan ve konuşmacıyı tanımlayıcı özelliği olan öz-
nitelik vektörleri, sınıflandırma aşamasında konuşmacı için bir model oluşturmakta kullanılır. Konuş-
macıların modellenmesinde Gauss karışım modeli kullanılmaktadır. Sınıflandırma için kullanılan tek-
niklerin dayandığı ortak durum, aday konuşmacı ile referans alınan modellerin benzerliğin hesaplan-
masıdır.  




Konuşmacı tanıma sisteminin en iyi başarıyı vermesi için öznitelik vektörlerin oluşturulduğu 
tüm adımların, konuşmacı tanıma üzerine etkisi incelenmektedir. Bu adımların her birinde sabit olarak 
şu ayarlamalar yapılmıştır. TIMIT ve NTIMIT veritabanlarının test dizinindeki 168 kişinin her birine 
ait 10 cümleden 8’i (yaklaşık 24 saniye) eğitim için, kalan 2 cümle ( yaklaşık 3’er saniye) ise ayrı ayrı 
kullanılarak toplam 336 test yapılmıştır. 
Beklentinin maksimumlaştırılması (BM) parametre kestirimi, benzerlik fonksiyonunun mak-
simum olduğu model parametre değerlerinin bulunmasıdır. BM algoritmasının temelindeki fikir, ilk 
model başlangıcının yeni model  , )()(  XpXP   olarak kestirilmesidir (Dempster, 1977). 
Eski model yerine yeni model yerleştirilir ve bu işlem, yakınsama süreci eşik değerine ulaşılana kadar 
devam edilir. Deneylerde eğitim için BM algoritması kullanılıp, Gauss karışım sayısı 32 alınmaktadır.  
BM algoritması, her bir özyineleme benzerlik fonksiyonunun artışını sağlar. Özyineleme sayı-
sı, pratik anlamda benzerlik fonksiyonunun yeterli oranda yakınsayıp yakınsamadığını bulmak için 
gereklidir. Özyineleme sayısının 15 alınması yeterli yakınsamayı sağlamaktadır. Modelin eğitimi es-
nasında oluşan model değişinti değerlerinin sıfıra yönelmesini önlemek için sabit değişinti sınırlaması 
uygulanır. Değişinti sınırlaması olarak min2 =0.01 değeri kullanılmaktadır (Reynolds, 1992).  
Model başlangıç değerleri için ilk olarak Linde Buzo Gray (LBG) algoritması (Linde ve diğ., 
1980) kullanılıp elde edilen değerler k-ortalama algoritması ile model başlangıç değerleri olarak belir-
lenmektedir. Bu yöntemde ilk olarak öznitelik vektörlerinin ortalaması bulunmakta daha sonra ikili 
ayırma tekniği (binary splitting) kullanılarak ortalama değer 2’ye bölünmekte bu işlem istenen sayıda 
ortalama değer elde edilene kadar devam ettirilmektedir (Rabiner ve Juang, 1993). 
MFCC elde edilmesinde çerçevelerin örtüşme oranı 10 msn alınıp, çerçevelere Hamming pen-
cereleme uygulanmaktadır. Pencerelenen sesin 512 örnek FFT’si alınıp, Slaney (1998) tarafından ta-
nımlanan Mel ölçekte, üçgen süzgeç dizilerinden geçirilir. Süzgeçten geçirilen işaretin logaritması 
alınıp ayrık kosinüs dönüşümü alınır. Her bir çerçeveye karşılık olarak TIMIT veritabanı için 24, 
NTIMIT veritabanı için 20 boyutlu öznitelik vektörleri kullanılmaktadır. Bu şartlarda şekil 1’de belir-
tilen öznitelik vektörü elde etme adımlarının her biri değiştirilerek konuşmacı tanıma üzerine etkileri 
incelenmektedir. 
3.1. Çerçeveleme 
En ideal çerçeveleme süresi veritabanlarına ve kullanılan yöntemlere bağlı olarak değişmekte-
dir. Yukarıda öznitelik vektörü elde edilmesinde kullanılan parametreler için çerçeve sürelerine bağlı 
olarak elde edilen konuşmacı tanıma oranları Tablo I’deki gibidir. Deneyde TIMIT ve NTIMIT verita-
banları için hamming pencereleme fonksiyonu kullanılmaktadır. 
 
Tablo I. Çerçeveleme sürelerinin konuşmacı tanımaya etkisi (%) 
Veritabanları 
Çerçeveleme süreleri (msn.) 
30 25 20 15 
TIMIT 99.4 99.4 99.4 99.4 
NTIMIT 67.9 67.9 69.9 68.1 
 
Tablo I’den görüleceği üzere TIMIT veritabanı için çerçeveleme süresi değişimi konuşmacı 
tanıma başarımını değiştirmez iken, NTIMIT veritabanı için 20 msn çerçeveleme süresi en yüksek 
tanıma oranını vermektedir.   
Kolay uygulanabilir olmasından dolayı çerçeve uzunluğu genellikle sabit alınır. Oysaki sabit 
çerçeve uzunluğu, konuşma esnasında oluşan sesteki değişimleri tam olarak tutamaz. Perde periyodu 
değişimi (Huang ve diğ., 2001), ardışıl çerçeve parametreleri arasında öklit uzaklığı hesabının ölçül-
mesi (Zhu ve Alwan, 2000) gibi değişik metotlar ile uyarlamalı çerçeve uzunluğu kullanılabilir. 
3.2. Pencereleme  
Konuşmacı tanıma sisteminde başarımı en yüksek pencereleme fonksiyonunu bulmak için 
Hamming, Hanning, Blackman, Gauss, dikdörtgen ve üçgen pencereleme fonksiyonları çerçevelere 




uygulanmaktadır. Konuşmacı tanıma sistemi parametreleri bir önceki deneyle aynı alınmıştır. Çerçe-
veleme süresi bir önceki deneyde en yüksek sonuç alınan değer, 20 msn, alınmıştır. Pencereleme fonk-
siyonlarına bağlı olarak elde edilen konuşmacı tanıma oranları tablo II’deki gibidir. 
 




Hamming 99.4 69.9 
Hanning 99.4 69.3 
Blackman 99.7 68.4 
Gauss 99.7 67.6 
Dikdörtgen 99.1 64.9 
Üçgen 99.4 67.6 
 
Tablo II’den görüleceği üzere TIMIT veritabanı için Gauss ve Blackman pencereleme fonksi-
yonları, NTIMIT veritabanı için ise Hamming pencereleme fonksiyonu kullanılarak en yüksek konuş-
macı tanıma başarımı elde edilmiştir. En düşük tanıma başarımı pencereleme uygulanmama durumuna 
karşılık gelen dikdörtgen pencereleme ile elde edilmiştir.  
3.3. Hızlı Fourier Dönüşümü 
Bir önceki deneyde belirtilen öznitelik vektörü üretim, eğitim ve test şartlarında, konuşma işa-
retinin genlik ve güç spektrumu konuşmacı tanımaya etkisi incelenecektir. Her iki veritabanı içinde 
çerçeveleme süresi 20 msn alınıp, TIMIT veritabanı deneyleri için Gauss, NTIMIT veritabanı deneyle-
ri için hamming pencereleme kullanılmaktadır. FFT kuvvetlerinin konuşmacı tanımaya etkisi tablo 
III’de görülmektedir. 
 
Tablo III. FFT kuvvetlerinin konuşmacı tanımaya etkisi (%) 
Veritabanları 
FFT kuvveti 
FFT  2FFT  
TIMIT 99.4 99.7 
NTIMIT 66.1 69.9 
 
Tablo III’den görüleceği üzere TIMIT ve NTIMIT veritabanı için konuşma işaretinin güç 
spektrumunu almak, genlik spektrumu kullanılmasına göre daha yüksek konuşmacı tanıma başarımı 
elde edilmesini sağlamaktadır. Çünkü 2FFT  işlemi konuşma işaretini daha fazla pürüzsüzleştirilmek-
tedir ve konuşmadaki düşük genlikli gürültü bileşenlerinin etkinliğini azaltmaktadır (Ganchev, 2005). 
Bu şekilde düşük yoğunluktaki seslerin, özellikle ünsüz sürtünmeli seslerin zayıflatılması sağlanır. 
Şekil 13’de, 20 msn. uzunluğunda ünsüz ve ünlü konuşma parçalarının FFT ve 
2
FFT  alınmış hali 















Yirmi msn uzunluğunda (a)  konuşma parçası (b)  bu konuşma parçasının FFT  (c) 
2
FFT  
 alınmış hali 
3.4. Önvurgulama 
TIMIT ve NTIMIT veritabanları kullanılarak önvurgulamanın konuşmacı tanımaya etkisi in-
celenecektir. Önvurgulama süzgeci olarak denklem 13 kullanılıp ve 95.0  alınmaktadır. Konuşma 
işaretine tablo IV’de görülen şekillerde ön vurgulama uygulanmaktadır. Deneyde her iki veritabanı 
içinde çerçeveleme süresi 20 msn alınıp TIMIT veritabanı deneyleri için Gauss, NTIMIT veritabanı 
deneyleri için hamming pencereleme kullanılmaktadır. Konuşma işaretinin güç spektrumu alınmakta-
dır. Bir önceki deneyde verilen konuşmacı tanıma sistemi parametrelerine bağlı olarak elde edilen 
konuşmacı tanıma oranları tablo IV’de görülmektedir. 
 
Tablo IV. Önvurgulamanın konuşmacı tanıma üzerine etkisi (%) 
Önvurgulama uygulama şekilleri Veritabanları 
TIMIT NTIMIT 
Çerçevelemeden önce 99.4 70.2 
Çerçevelemeden sonra 99.4 60.1 
Pencerelemeden sonra 99.4 69.1 
Güç spektrumu alındıktan sonra 99.7 67.3 
Önvurgulama yok 99.7 69.9 
 
Tablo IV’den görüleceği üzere TIMIT veritabanı için önvurgulama uygulanmadığı durumda 
ve güç spektrumu alındıktan sonra önvurgulama uygulandığında en yüksek konuşmacı tanıma başarı-




mına ulaşılmıştır. NTIMIT veritabanı için önvurgulamanın çerçevelemeden önce uygulandığı durum-
da, en yüksek konuşmacı tanıma başarımı elde edilmiştir.  
3.5. Mel Ölçekte Dizilmiş Süzgeç Dizileri 
Davis ve Mermelstein (1980) ve Slaney (1998) tarafından tanımlanan Mel ölçek süzgeç dizile-
rinin konuşma tanımadaki başarımları karşılaştırılacaktır. TIMIT veritabanında (konuşma bant genişli-
ği 0-8 KHz) yapılan deneylerde Davis ve Mermelstein’in (1980) tanımladığı Mel ölçeğinde 24 süzgeç, 
Slaney’in (1998) tanımladığı Mel ölçeğinde 40 süzgeç kullanılmaktadır. NTIMIT veritabanı ile yapı-
lan deneylerde Davis ve Mermelstein’in (1980) tanımladığı Mel ölçeğinde, 3-19 indisler arasında ka-
lan süzgeçler, Slaney’in (1998) tanımladığı Mel ölçeğinde ise 3-31 indisleri arasında kalan süzgeçler 
kullanılmaktadır. Süzgeçler bu şekilde telefon ortamı bant genişliği olan 300-3400 Hz arasına sınır-
landırılmaktadır. 
Deneyde konuşmaların çerçeveleme süresi 20 msn alınıp TIMIT veritabanı deneyleri için Ga-
uss, NTIMIT veritabanı deneyleri için hamming pencereleme uygulanmaktadır. Pencerelenen sesin 
güç spektrumu alınıp Davis ve Mermelstein (1980) ve Slaney (1998) tarafından tanımlanan Mel ölçek-
te yerleştirilmiş üçgen süzgeç dizilerinden geçirilmiştir. Süzgeçten geçirilen işaretin logaritması alınıp 
ayrık kosinüs dönüşümü alınmıştır. Her bir çerçeveye karşılık olarak TIMIT veritabanı için 24, 
NTIMIT veritabanı için 20 boyutlu öznitelik vektörleri kullanılmaktadır. Ön vurgulama, TIMIT veri-
tabanı için güç spektrumu alındıktan sonra, NTIMIT veritabanı için çerçevelemeden önce uygulan-
maktadır. Bu parametrelere bağlı olarak elde edilen konuşmacı tanıma oranları tablo V’de görülmek-
tedir. 
 
Tablo V. İki farklı Mel ölçek için konuşmacı tanıma oranları (%) 
Veritabanları 
Mel Ölçek 
Davis ve Mermelstein (1980) Slaney (1998) 
TIMIT 99.4 99.7 
NTIMIT  67.9 70.2 
 
Tablo V’den görüleceği üzere TIMIT ve NTIMIT veritabanında Slaney (1998)’in önerdiği 
Mel ölçekte dizilmiş süzgeç dizileri, Davis ve Mermelstein (1980) tarafından tanımlanan Mel ölçeğe 
göre daha iyi başarım sağlamaktadır. Slaney  (1998)’in önerdiği Mel ölçekteki süzgeç dizlerinin daha 
iyi olmasının temel nedeni, süzgeçlerin bant genişliklerinin daha dar olması ve bu şekilde orta ve yük-
sek frekans bandının daha iyi modellenmesidir.  
3.6. Logaritma Alma 
Süzgeç çıkışlarının logaritmasının alınmasının konuşmacı tanıma üzerine etkisi incelenecektir. 
Süzgeç dizisinden geçirilen işaret x  ile ifade edilsin. Süzgeç çıkışlarının logaritması alınması ve 
alınmama durumları ile konuşma tanımada başarım artışı elde edilen süzgeç çıkışının (1/3) ve (0.008) 
kuvvetlerinin alınmasının her iki veritabanı için sonuçları incelenecektir (Alexandre ve Lockwood, 
1993; Chu ve diğ., 2003; Sarıkaya ve diğ., 2001).  
Deneyde her iki veritabanı içinde çerçeveleme süresi 20 msn alınmaktadır. TIMIT veritabanı 
deneyleri için Gauss, NTIMIT veritabanı deneyleri için hamming pencereleme uygulanmaktadır. Pen-
cerelenen sesin güç spektrumu alınıp Slaney (1998) tarafından tanımlanan Mel ölçekte yerleştirilmiş 
üçgen süzgeç dizilerinden geçirilmiştir. Ön vurgulama, TIMIT veritabanı için güç spektrumu alındık-
tan sonra, NTIMIT veritabanı için çerçevelemeden önce uygulanmaktadır. Tablo VI’da bu parametre-










Tablo VI. Süzgeç çıkışlarının logaritması ve kuvvetleri alınmasının tanımaya etkisi (%) 
 Veritabanları 
TIMIT NTIMIT 
)log(x  99.7 70.2 
3/1x  86.6 15.2 
008.0x  35.1 13.1 
x 13.7 3.3 
 
Tablo VI’dan görüleceği üzere süzgeç dizilerinin çıkışlarının logaritmasının alınması her iki 
veritabanı içinde tanıma oranını önemli oranda arttırmaktadır. Çünkü işaret logaritma alınarak 610 lı 
değerlerden 20 aralığına kaymaktadır. Süzgeç çıkışının (1/3) ve (0.008) kuvvetlerinin alınması, her 
iki veritabanı için konuşmacı tanıma başarımını düşürmektedir. İşarete hiçbir işlem uygulamadan 
AKD alınarak MFCC elde edildiği durumda, iki veritabanı içinde en düşük tanıma başarımı elde edil-
mektedir. 
4. SONUÇLAR 
Bu makalede, TIMIT ve NTIMIT veritabanlarının kullanıldığı bir konuşmacı modeli, MFCC 
parametre değişimlerine karşı incelenip, en yüksek tanıma oranını verecek ideal parametreler belir-
lenmiştir. TIMIT veritabanı, gürültü olmayan ortamda mikrofon ile veriler toplandığından dolayı te-
miz bir veritabanı olarak tanımlanmaktadır. NTIMIT veritabanı, konuşmalar telefon ortamından iletil-
diğinden dolayı telefon ahizesi ve iletim hattının etkilerini içermektedir. TIMIT ve NTIMIT veritaba-
nının bu farklılıklarından dolayı ideal parametreler, bu veritabanlarına bağlı olarak farklılık arz etmek-
tedir. Reynolds (1992), tarafından önerilen şekil 1’deki öznitelik vektörü elde etme blok diyagramın-
da, önvurgulamanın yeri güç spektrumu alındıktan sonra gösterilmektedir. Tablo IV’den görüleceği 
üzere NTIMIT veritabanı için en yüksek başarım, önvurgulama çerçevelemeden sonra yapıldığı du-
rumda gerçekleşmektedir. Dolayısıyla şekil 1’deki bazı parametreler veritabanlarına bağlı olarak de-
ğişmektedir.  
Deneylerden elde edilen sonuçlardan konuşmacı tanıma etkisini arttırıcı, ideal Mel frekansı 
kepstrum katsayı parametreleri şunlardır. TIMIT veritabanı için öznitelik vektörleri çıkartılırken çer-
çeve süresi değişimi tanıma başarımını değiştirmemektedir. Çerçevelere Gauss veya blackman pence-
releme fonksiyonu kullanılması, çerçevelerin genlik spektrumu yerine güç spektrumu alınması, Sla-
ney’in (1998) önerdiği Mel ölçek kullanılması ve önvurgulamanın uygulanmadığı veya güç spektrumu 
alındıktan sonra uygulanması  durumlarında en iyi konuşmacı tanıma başarımı elde edilmektedir. 
NTIMIT veritabanında öznitelik vektörü elde edilmesinde; konuşma 20 msn’lik çerçevelere 
ayrılması, hamming pencereleme fonksiyonu kullanılması, çerçevelerin genlik spektrumu yerine güç 
spektrumu alınması, Slaney’in (1998) önerdiği Mel ölçek kullanılması ve işarete çerçevelemeden önce 
önvurgulama uygulanması  durumlarında en iyi konuşmacı tanıma başarımı elde edilmiştir.  
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