In this paper, we investigate a problem dual to the unification problem, namely the Common Term (CT) problem for string rewriting systems. Our main motivation is computing fixed points in systems, such as loop invariants in programming languages. We show that the fixed point problem is reducible to the common term problem. We also prove that the common term problem is undecidable for the class of dwindling string rewriting systems.
Introduction
Unification, with or without background theories such as associativity and commutativity, is an area of great theoretical and practical interest. The latter problem, called equational or semantic unification, has been studied from several different angles. Here we investigate some problems that can be viewed as dual to the unification problem. Our main motivation for this work is theoretical, but, as explained below, we are also interested in a practical application that is shared by many fields.
In every major research field, there are variables or other parameters that changes over time. These variables are modified -increased or decreased -as a result of a change in the environment. Computing invariants, or expressions whose values do not change under a transformation, is very important in many areas such as Physics, e.g., invariance under the Lorentz transformation.
In Computer Science, the issue of obtaining invariants arises in axiomatic semantics or FloydHoare semantics, in the context of formally proving a loop to be correct. A loop invariant is a condition, over the program variables, that holds before and after each iteration. Our research is partly motivated by the related question of finding expressions, called fixed points, whose values will be the same before and after each iteration, i.e., will remain unchanged as long as the iteration goes on. For instance, for a loop whose body is the value of the expression X + 2Y is a fixed point.
We can formulate this problem in terms of properties of substitutions modulo a term rewriting system. One straightforward formulation is as follows:
Fixed Point Problem (FP)
Input: A substitution θ and an equational theory E.
Question: Does there exist a non-ground term t ∈ T (Sig(E), Dom(θ )) such that θ (t) ≈ E t?
Example 1: Suppose E is a theory of integers which contains linear arithmetic. Let θ = {x → x − 2, y → y + 1} and we would like to find a term t such that θ (t) ≈ E t. Note that x + 2y is such a term, since
We plan to explore two related formulations, both of which can be viewed as dual to the wellknown unification problem. Unification deals with solving symbolic equations: thus a typical input would be either two terms, say s and t, or an equation s ≈ ? t. The task is to find a substitution such that θ (s) ≈ θ (t). For example, given two terms s 1 = f (a, y) and s 2 = f (x, b), where f is a binary function symbol, a and b are constants, and x and y are variables, the substitution σ = {x → a, y → b} unifies s 1 and s 2 , or equivalently, σ is a unifier for the equation
There are two ways to "dualize" the unification problem:
Common Term Problem (CT):
Input: Two ground substitutions θ 1 and θ 2 , and an equational theory E. (i.e., VRan(θ 1 ) = / 0 and VRan(θ 2 ) = / 0 )
Example 2: Consider the two substitutions
If we take the term rewriting system R lin 1 in the appendix as our background equational theory E, then there exists a common term t = x − y that satisfies θ 1 (t) ≈ E θ 2 (t).
We can easily show that the fixed point problem can be reduced to the CT problem.
Lemma 2. The fixed point problem is reducible to the common term problem.
Proof. Let θ 2 be the empty substitution. Assume that the fixed point problem has a solution, i.e., there exists a term t such that θ (t) ≈ E t. Then the CT problem for θ and θ 2 has a solution since θ 2 (t) ≈ E t (because θ 2 (s) = s for all s). The "only if" part is trivial, again because θ 2 (s) = s for all s.
Alternatively, suppose that Dom(θ ) consists of n variables, where n ≥ 1. If we map all the variables in VRan(θ ) to new constants, this will create a ground substitution θ 1 = {x 1 → a 1 , x 2 → a 2 , ..., x n → a n }. θ 1 will be the one of the substitutions for the CT problem. The other substitution, θ 2 , is the composition of the substitutions θ and θ 1 . The substitution θ 1 will replace all of the variables in VRan(θ ) with the new constants, thus making θ 2 a ground substitution. Now if θ (t) ≈ E t, then θ 2 (t) = θ 1 (θ (t)) ≈ E θ 1 (t); in other words, t is a solution to the common term problem.
The "only if" part can also be explained in terms of the composition above. Suppose that θ 1 (s) and θ 2 (s) are equivalent, i.e., θ 1 (s) ≈ E θ 2 (s) for some s. Since θ 2 = θ 1 • θ , the equation can be rewritten as θ 1 (θ (s)) ≈ E θ 1 (s). Since a 1 , . . . , a n are new constants and are not included in the signature of the theory, for all t 1 and t 2 , θ 1 (t 1 ) ≈ E θ 1 (t 2 ) holds if and only if
Common Equation Problem (CE):
Input: Two substitutions θ 1 and θ 2 with the same domain, and an equational theory E.
Question: Does there exist a non-ground, non-trivial (t 1 ≈ E t 2 ) equation t 1 ≈ ? t 2 , where t 1 ,t 2 ∈ T (Sig(E), Dom(θ 1 )) such that both θ 1 and θ 2 are E-unifiers of t 1 ≈ ? t 2 ?
By trivial equations, we mean equations which are identities in the equational theory E, i.e., an equation s ≈ ? E t is trivial if and only if s ≈ E t. We exclude this type of trivial equations in the formulation of this question.
However, there is no term t on which the substitutions agree, i.e., there aren't any solutions for the common term problem in this example. Thus, CT and CE problems are not equivalent as we observe in the example above.
In this document we will discuss (and survey) these three problems for the string rewriting case.
Definitions
We start by presenting some notation and definitions on term rewriting systems and particularly string rewriting systems. Only some definitions are given in here, but for more details, refer to the books [2] for term rewriting systems and to [5] for string rewriting systems.
A signature Σ consists of finitely many ranked function symbols. Let X be a (possibly infinite) set of variables. The set of all terms over Σ and X is denoted as T (Σ, X ). The set of ground terms, or terms with no variables is denoted T (Σ). A term rewriting system (TRS) is a set of rewrite rules that are defined on the signature Σ, in the form of l → r, where l and r are called the left-and righthand-side (lhs and rhs) of the rule, respectively. The rewrite relation induced by a term rewriting system R is denoted by → R . A term is irreducible iff no rule of TRS R can be applied to that term. The set of terms that are irreducible modulo R is defined by IRR(R) and also called as terms in their normal forms. A term t ′ is said to be an R-normal form of a term t, iff it is irreducible and reachable from t in a finite number of steps; this can be written as t → ! R t ′ . String rewriting systems are a restricted class of term rewriting systems where all functions are unary. These unary operators, that are defined by the symbols of a string, applied in the order in which these symbols appear in the string, i.e., if g, h ∈ Σ, the string gh will be seen as the term h(g(x)) 1 . The set of all strings over the alphabet Σ is denoted by Σ * and the empty string is denoted by the symbol λ . Thus the term rewriting system {p(s(x)) → x, s(p(x)) → x} is equivalent to the string-rewriting system {sp → λ , ps → λ } If R is a string rewriting system (SRS) over alphabet Σ, then the single-step reduction on Σ * can be written as:
For any u, v ∈ Σ * , u → R v iff there exists a rule l → r ∈ R such that u = xly and v = xry for some x, y ∈ Σ * ; i.e.,
For any string rewriting system R over Σ, the set of all irreducible strings, IRR(R), is a regular language: in fact, IRR(R) = Σ * {Σ * l 1 Σ * ∪ ... ∪ Σ * l n Σ * }, where l 1 , . . . , l n are the left-hand sides of the rules in T .
Throughout the rest of the paper, a, b, c, . . . , h will denote elements of the alphabet Σ, and l, r, u, v, w, x, y, z will denote strings over Σ. Concepts such as normal form, terminating, confluent, and convergent have the same definitions in the string rewriting systems as they have for the term 1 It may be more common to view gh as g(h(x)) with function application done in the reverse order.
rewriting systems. An SRS T is called canonical if and only if it is convergent and inter-reduced, i.e., no lhs is a substring of another lhs.
A string rewriting system T is said to be:
-monadic iff the rhs of each rule in T is either a single symbol or the empty string, e.g., abc → b.
-dwindling iff, for every rule l → r in T , the rhs r is a proper prefix of its lhs l, e.g., abc → ab.
-length-reducing iff |l| > |r| for all rules l → r in T , e.g., abc → ba.
Fixed Point Problem
Note that for string rewriting systems the fixed point problem is equivalent to the following problem:
Input: A string-rewriting system R on an alphabet Σ, and a string α ∈ Σ + .
Question: Does there exist a string W such that αW *
This is a particular case of the Common Term Problem discussed in the next section and is thus decidable in polynomial time for finite, monadic and convergent string rewriting systems. It is also a particular case of the conjugacy problem. Thus for finite, length-reducing and convergent systems it is decidable in NP [11] . The NP-hardness proof in [11] also applies in our particular case: thus the problem is NP-complete for finite, length-reducing and convergent systems.
Common Term Problem
Note that for string rewriting systems the common term problem is equivalent to the following problem:
Input: A string-rewriting system R on an alphabet Σ, and two strings α, β ∈ Σ * . Question: Does there exist a string W such that αW * ←→ R βW ? This is also known as Common Multiplier Problem which has been shown to be decidable in polynomial time for monadic and convergent string-rewriting systems (see, e.g., [13] , Lemma 3.7). It is also known that the CT problem is undecidable for convergent string rewriting systems; in fact, Otto et al. [13] proved that the CT problem is undecidable even for convergent and length-reducing string rewriting systems.
In this paper, we focus on the decidability of the CT problem for convergent and dwindling string rewriting systems. The dwindling convergent systems are especially important because they are widely used in the field of protocol analysis; in particular, digital signatures, one-way hash functions and standard axiomatization of encryption and decryption. This class is also known as subterm convergent theories in the literature [1, 3, 7, 8] . Tools such as TAMARIN prover [10] and YAPA [4] use subterm-convergent theories since these theories have nice properties (e.g., finite basis property [6] ) and decidability results [1] .
Dwindling CT problem
We show that the CT (Common Term) problem is undecidable for string rewriting systems that are dwindling and convergent. We define CT as the following decision problem:
Given: A finite, non-empty alphabet Σ, strings α, β ∈ Σ * and a dwindling, convergent string rewriting system S.
Question: Does there exist a string W ∈ Σ * such that αW ≈ S βW ?
Note that interpreting concatenation the other way, i.e., ab as a(b(x)), will make this a unification problem.
We show that Generalized Post Correspondence Problem (GPCP) reduces to the CT problem, where GPCP stands for a variant of the modified post correspondence problem such that we will provide the start and finish dominoes in the problem instance. This slight change does not affect the decidability of the problem in any way, i.e., GPCP is also undecidable [9, 12] . We work towards showing that the CT problem defined above is undecidable by a many-one reduction from GPCP. First, we show how to construct a string-rewriting system that is dwindling and convergent from a given instance of GPCP.
the set of "intermediate" dominoes and (x 0 , y 0 ), (x n+1 , y n+1 ), the start and end dominoes respectively, be given. Suppose Σ is the alphabet given in the instance of GPCP. Without loss of generality, we may assume Σ = {a, b}. Then setΣ := {a, b} ∪ {c 0 , .. c n+1 } ∪ {¢ 1 , ¢ 2 , B, a 1 , a 2 , a 3 , b 1 , b 2 , b 3 } which will be our alphabet for the instance of CT.
Next we define a set of string homomorphisms used to simplify the discussion of the reduction. Namely, we have the following:
such that each h i : Σ →Σ + is a homomorphism.
We are now in a position to construct the string rewriting system S, with the following collections of rules, named as the Class D rules:
and,
The erasing rules of our system consists of three classes. Class I rules are defined as:
and Class II rules (for each i = 1, 2, . . . , n),
and finally Class III rules,
Clearly, given an instance of GPCP, the above set of rules can effectively be constructed from the instance data. Also, by inspection, we have that our system is confluent (there are no overlaps between left-hand sides of any rules), terminating, and dwindling.
We then set α = ¢ 1 and β = ¢ 2 to complete the constructed instance of CT from GPCP.
It remains to show that this instance of CT is a "yes" instance if and only if the given instance of GPCP is a "yes" instance, i.e., the CT has a solution if and only if the GPCP does. In that direction, we prove some results relating to S.
Proof. Suppose γ is a minimal counter example with respect to length and γ ∈ IRR(R). In order for the terms to be reducible, γ = c i B γ ′ (this follows by inspection of S). After we replace the γ at the equation in the lemma, we get:
by applying the Class II rules and finally Class I rule to erase the ¢ signs. Then, however, γ ′ is also a counterexample, and |γ ′ | < |γ|, which is a contradiction.
We are now in a position to state and prove the main result of this section.
Theorem 1. The CT problem is undecidable for dwindling convergent string-rewriting systems.
Proof. We first complete the "only if" direction. Suppose CT has a solution such that
where Z is a minimal solution. We show that Z corresponds to a solution for GPCP.
is the longest prefix of Z such that the following relationship holds:
h 1 (Z 1 ) can be rewritten to h 3 (Z 1 ) and h 2 (Z 1 ) by applying the Class D rules. Thus, we will get
In order for terms to be reducible simultaneously, Z 2 must be of the form Z 2 = c n+1 B Z ′ 2 . Thus
i.e., Z 1 = Z ′ 1 x n+1 and Z 1 = Z ′′ 1 y n+1 . By applying the Class III rules, these equations will reduce to:
We now apply Lemma 6 to conclude that Z ′ 2 ∈ {c 1 B, c 2 B, . . . , c n B} * c 0 .
At this point we have that:
Then the sequence of dominoes
will be a solution to the given instance of GPCP with solution string Z 1 since the left-hand sides of the Class I, II, III rules consist of the images of domino strings under h 2 and h 3 . More specifically, there is a finite number of B's and c i 's in Z 2 , so there must be a decomposition of h 1 (Z 1 ):
and
Thus, we have the following reductions with Class D rules:
Finally, by Class I, II, III rules:
and Z 1 is a solution to the instance of the GPCP.
We next prove the "if" direction. Assume that the given instance of GPCP has a solution. Let w be the string corresponding to the matching dominoes, and let First apply the Class D rules to get:
but then we can apply Class I, II, III rules to reduce both of the above terms to λ .
This result strengthens the earlier undecidability result of Otto for string-rewriting systems that are length-reducing and convergent.
Common Equation Problem
For the class of string rewriting systems the common equation problem is equivalent to the following problem:
Input: A string-rewriting system R on an alphabet Σ, and strings α 1 , α 2 , β 1 , β 2 ∈ Σ * . (This also shows that, in the string-rewriting case, CT is a particular case of CE.)
For monadic and convergent string rewriting systems, the Common Equation (CE) problem is decidable. This can be shown using Lemma 3.6 in [13] . (See also Theorem 3.11 of [13] .)
