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Abstract
If a periodic function f with period 2π has a discontinuity at ξ ∈ [−π,π), then the partial sums of its Fourier conjugate series
diverge to + or − infinity at ξ . It was shown in [F. Lukács, Über die Bestimmung des Sprunges einer Function aus iher Fourierreihe,
J. Reine Angew. Math. 150 (1920) 107–122] that, if we divide these partial sums at n by lnn, however, we obtain essentially the
length of the jump in the limit, as n tends to infinity. But the convergence rate in this way is very slow. This result has been
improved if these partial sums are replaced by other sequences, similar to appropriate summability sequences (see [N.S. Banerjee,
J. Geer, Exponentially accurate approximations to piecewise smooth periodic functions, ICASE report 95-17, NASA Langley
Research Center, 1995; B.I. Golubov, Determination of jump of a function of bounded p-variation by its Fourier series, Math.
Notes 12 (1972) 444–449; G. Kvernadge, Determination of jumps of a bounded function by its Fourier series, J. Approx. Theory 92
(1998) 107–122]). In the present paper we obtain still stronger results along these lines. We will prove that there are concentration
factors {μn,k} such that the condition of Dini-type introduced in [A. Gelb, E. Tadmor, Detection of edges in spectral data, Appl.
Comput. Harmon. Anal. 7 (1999) 101–135] can be canceled and for piecewise smooth functions the convergence speed keeps the
same rate as A. Gelb and E. Tadmor’s method shown in [A. Gelb, E. Tadmor, Detection of edges in spectral data, Appl. Comput.
Harmon. Anal. 7 (1999) 101–135].
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Set T = [−π,π). Let L(T ) be the set of all integrable and periodic functions with period 2π . For any f ∈ L(T )
denote by
S˜[f ] :=
∞∑
k=1
ak sin kx − bk coskx (1.1)
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ak := 1
π
π∫
−π
f (t) coskt dt and bk := 1
π
π∫
−π
f (t) sin kt dt, k = 1,2, . . . .
The nth partial sum of (1.1) is denoted by S˜n(f, x). If f has a discontinuity at ξ ∈ T , then S˜n(f, ξ) diverges to +∞
or −∞ as n tends to +∞. In 1920 F. Lukács [6] (also see A. Zygmund [10, Chapter 2, (8.13)]) proved that if ξ ∈ T
and the finite limit
dξ (f ) = lim
t→0+
[
f (ξ + t) − f (ξ − t)] (1.2)
exists, then
lim
n→∞−
πS˜n(f, ξ)
lnn
= dξ (f ). (1.3)
If dξ (f ) = 0, then the convergence in this way is at an unacceptably slow rate of O(1/ lnn) even for piecewise smooth
functions. To improve the convergence rate in 1999 A. Gelb and E. Tadmor [2] created the method of concentration
factors and established a criterion on concentration factors generated by a function σ ∈ C2[0,1]. They found some
concentration factors such that for any piecewise function the convergence rate is O(lnn/n). The idea of concentration
factors was motivated by summability methods of series and several results obtained by [1,3,5].
Let
M := {μn,k}(k,n)∈N2
be a given trigonometric matrix, i.e. μn,k = 0 if k > n. Denote
S˜μn (f, x) :=
n∑
k=1
μn,kA˜k(x),
where A˜k(x) := ak sin kx − bk coskx. If the finite limit (1.2) exists at ξ ∈ T and
lim
n→∞ S˜
μ
n (f, ξ) = dξ (f ), (1.4)
then {μn,k} are called concentration factors of f at the point ξ .
For the case where μn,k are generated by one function σ ∈ C2[0,1] in the following way
μn,k =
{
σ
(
k
n
)
, if 1 k  n, n = 1,2, . . . ,
0, if k > n, n = 1,2, . . . .
A. Gelb and E. Tadmor [2] established a criterion that later improved by Q.L. Shi and X.L. Shi [9]:
Theorem A. Assume ξ ∈ T and σ ∈ Lip1[0,1]. Then for any f ∈ Dξ , the factors {σ( kn )}k=1,2,...,n;n=1,2,..., are con-
centration factors of f at ξ if and only if
1∫
0
σ(x)
x
dx = −π.
Here Dξ denotes the set of functions f ∈ L(T ) that satisfy
(i) dξ (f ) exists;
(ii) ψξ (t)−dξ (f )
t
∈ L[0,1], where ψξ (t) = f (ξ + t) − f (ξ − t).
In equality (1.3) Lukács did not add any additional assumption on f except the existence of dξ (f ). But in the Gelb–
Tadmor’s criterion or Theorem A the functions f are assumed to satisfy a condition of Dini type, i.e. condition (ii).
In some papers the condition of Dini type is replaced by some kind of generalized BV condition (see [3–5]). We pose
the following problem:
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for any piecewise smooth function the convergence rate is O(lnn/n)?
The aim of the present paper is to solve this problem. Denote
μn,k = μn,k − μn,(k+1)
and
2μn,k = μn,k − μn,(k+1).
In Section 2 we will prove the following theorem.
Theorem 1. If for any f ∈ L(T ) the equality (1.4) holds at its simple discontinuous point ξ , then the matrix M
satisfies the following conditions:
(iii) for any fixed k
lim
n→∞μn,k = 0;
(iv) limn→∞
∑n
k=1
μn,k
k
= −π ;
(v) B := sup1kn,n=1,2,... |μn,k| < ∞.
Conversely, if the conditions (iii), (iv) and (v) are satisfied and
(vi) for any fixed k
lim
n→∞(lnn)
2μn,k = 0;
(vii) ∑nk=1 |2μn,k|k(1 + ln nk ) = O(1),
then for any f ∈ L(T ) the equality (1.4) holds.
In Section 3 we will give some examples of concentration factors that satisfy the conditions (iii)–(vii) and for
piecewise smooth functions the convergence rate of (1.4) is O(lnn/n). For some special cases the convergence rate
even arrives at O( 1
n
).
In 2003 F. Moricz [7,8] proved several results for Abel–Poisson mean of Fourier conjugate series. Then in their
paper [9] Q.L. Shi and X.L. Shi introduced the concept of concentration factors of Abel–Poisson type and established
a criterion. We can prove similar results for discrete concentration factors.
2. Proof of Theorem 1
2.1. Some lemmas
To prove Theorem 1 we establish several lemmas first.
For f ∈ L(T ) and ξ ∈ T denote
σ˜n(f, x) := 1
n
n∑
k=1
S˜k(f, x)
and
f˜
(
ξ,
π
n
)
= − 1
π
π∫
π
ψξ (t)
2 tan t2
dt,n
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C1 := 1
π
∞∫
0
sinu − uχ[0,π](u)
u2
du, (2.1)
where χ[0,π] denote the characteristic function of [0,π]. Furthermore for δ > 0 write
ω+ξ (f, δ) = sup
0tδ
∣∣f (ξ + t) − f (ξ + 0)∣∣, ω−ξ (f, δ) = sup
0tδ
∣∣f (ξ − t) − f (ξ − 0)∣∣,
and
ω∗ξ (f, δ) = max
[
ω+ξ (f, δ),ω
−
ξ (f, δ)
]
.
We have the following
Lemma 1. Let f ∈ L(T ) and ξ ∈ T . If the finite limit (1.2) exists, then
σ˜n(f, ξ) − f˜
(
ξ,
π
n
)
=
(
C1 − 1
π
lnn
n
)
dξ (f ) + O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t2
dt
)
. (2.2)
Proof. Denote
K˜n(t) := 1
π
[
1
2 tan t2
− 1
n
sin(n + 1)t − sin t
4 sin2 t2
]
.
We see (see A. Zygmund [10, Chapter 3])
σ˜n(f, ξ) − f˜
(
ξ,
π
n
)
= −
π
n∫
0
ψξ (t)K˜n(t) dt +
π∫
π
n
ψξ (t)
[
1
π
1
2 tan t2
− K˜n(t)
]
dt
= −
π
n∫
0
(
ψξ (t) − dξ (f )
)
K˜n(t) dt +
π∫
π
n
(
ψξ (t) − dξ (f )
)[ 1
nπ
sin(n + 1)t − sin t
4 sin2 t2
]
dt
− dξ (f )
π
n∫
0
K˜n(t) dt + dξ (f )
π∫
π
n
1
nπ
sin(n + 1)t − sin t
4 sin2 t2
dt
= Q1 + Q2 + Q3 + Q4, say.
It is easy to see that
Q1 + Q2 = O
(
ω∗ξ
(
f,
π
n
))
+ O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t2
dt
)
= O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t2
dt
)
.
For Q3 and Q4 we have
Q3 = O
(
1
n
)
− dξ (f )
π
π
n∫
0
[
(n + 1)t − sin(n + 1)t
nt2
]
dt = O
(
1
n
)
− dξ (f )
π
π∫
0
u − sinu
u2
du,
Q4 = dξ (f )
nπ
π∫
π
(
1
4 sin2 t2
− 1
t2
)
sin(n + 1)t dt + dξ (f )
nπ
π∫
π
sin(n + 1)t
t2
dt − dξ (f )
nπ
π∫
π
sin t
4 sin2 t2
dtn n n
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(
1
n
)
+ dξ (f )
π
(
n + 1
n
) (n+1)π∫
π
sin t
t2
dt − dξ (f )
π
lnn
n
= O
(
1
n
)
+ dξ (f )
π
∞∫
π
sinu
u2
du − dξ (f )
π
lnn
n
.
Thus we get
Q3 + Q4 =
(
C1 − 1
π
lnn
n
)
dξ (f ) + O
(
1
n
)
,
where C1 is defined as in (2.1). Hence (2.2) holds. 
Lemma 2. The following identity holds
n∑
k=1
2μn,kk = μn,1.
The proof is simple, we omit it.
Lemma 3. For any matrix M holds
n∑
k=1
2μn,kk lnk =
n∑
k=1
μn,k
k
+
n∑
k=1
μn,k
k2
+ O
(
n∑
k=1
|μn,k|
k2
)
+ O
(
n∑
k=1
|μn,k|
k3
)
(n → ∞). (2.3)
Proof. We see
n∑
k=1
2μn,kk lnk =
n∑
k=1
[μn,k − μn,(k+1)]k lnk
= μn,22 ln 2 +
n∑
k=3
μn,kk
(
ln k − ln(k − 1))+ n∑
k=3
μn,k ln(k − 1).
Since for k  3 we have
ln k − ln(k − 1) = − ln
(
1 − 1
k
)
= 1
k
+ 1
2k2
+ O
(
1
k3
)
,
it follows from the above identity that
n∑
k=1
2μn,kk lnk = μn,22 ln 2 +
n∑
k=3
μn,k + 12
n∑
k=3
μn,kk
−1
+
(
n∑
k=3
|μn,k|O
(
k−2
))+ n∑
k=3
μn,k ln(k − 1)
= I1 + I2 + I3 + I4 + I5, say. (2.4)
We see
I1 + I2 = O
(
max
1k3
|μn,k|
)
= O
( |μn,k|
k3
)
(2.5)
and
I3 = 16μn,3 +
1
2
n∑
k=4
(
1
k
− 1
k − 1
)
μn,k = −12
n∑
k=1
μn,k
k2
+ O
(
n∑
k=1
|μn,k|
k3
)
,
I5 = μn,3 ln 2 +
n∑
k=4
(
ln(k − 1) − ln(k − 2))μn,k = μn,3 ln 2 + n∑
k=4
(
1
k − 1 +
1
2(k − 1)2 + O
(
1
(k − 1)3
))
μn,k
=
n∑ μn,k
k
+ 3
2
n∑ μn,k
k2
+ O
(
n∑ |μn,k|
k3
)
. (2.6)k=1 k=1 k=1
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Lemma 4. If M satisfies the conditions (iii), (iv) and (v) then
n∑
k=1
2μn,kk lnk = −π + o(1). (2.7)
Indeed by Lemma 3 we see
n∑
k=1
2μn,kk lnk =
n∑
k=1
μn,k
k
+
n∑
k=1
μn,k
k2
+ O
(
n∑
k=1
|μn,k|
k2
)
+ O
(
n∑
k=1
|μn,k|
k3
)
.
Then by (iv) we have
n∑
k=1
μn,k
k
= −π (n → ∞).
By (iii) and (v) it is not hard to see that
n∑
k=1
μn,k
k2
+ O
(
n∑
k=1
|μn,k|
k2
)
+ O
(
n∑
k=1
|μn,k|
k3
)
= o(1),
as n → ∞. Thus we have (2.7).
Lemma 5. If M satisfies the conditions (iii), (iv), (v) and (vii) then
μn,1 lnn = O(1) (n → ∞).
Indeed by (vii) we see
n∑
k=1
∣∣2μn,k∣∣k ln n
k
= O(1).
This implies
n∑
k=1
2μn,kk lnn =
n∑
k=1
2μn,kk lnk + O(1).
By Lemma 3, it follows that
μn,1 lnn = −π + O(1) = O(1).
2.2. Proof of Theorem 1
Proof. We prove the necessity of the conditions (iii), (iv) and (v) first. Assumed that M are concentration factors for
any f ∈ L(T ) at its simple discontinuous point ξ . Let k ∈N and set
gλ(x) :=
∞∑
m=1
βλm sinmx,
where
βλm =
{
1
m
, if m = k,
λ + 1
m
, if m = k.
It is clear that for ξ = 0 we have dξ (gλ) = π . Since
S˜μn (g0, ξ) = −
n∑ μn,m
m
cosmξ − μn,kλ coskξ,m=1
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lim
n→∞ S˜
μ
n (g0, x) = d0(go) = π
implies (iv). Now we assume λ = 0, then by (iv) and d0(gλ) = π we get μn,k → 0 (n → ∞). This completes the proof
of (iii).
Next we prove (v). Assume that
sup
1kn
n=1,2,...
|μn,k| = +∞. (2.8)
By (iii) we see for a fixed k ∈N
Bk := sup
1n<∞
|μn,k| < ∞.
By (2.8) the sequence {Bk} is unbounded. Set k1 = 1 and choose n1  k1, such that
|μn1,k1 |
1
2
Bk1 .
If n n1 and k > n1 then μn,k = 0. We choose k2 > n1 such that
Bk2  4 · 22Bk1 .
If n < k2 and k > k2 then μn,k = 0. Next we choose n2  k2 such that
|μn2,k2 |
1
2
Bk2 ,
and then choose k3 > n2 such that
Bk3  4 · 32(Bk1 + Bk2).
Continue this procedure, then we get a sequence {μn1,k1 ,μn2,k2, . . . ,μnj ,kj ,...} that satisfies
k1  n1 < k2  n2 < · · · < kj  nj < · · · ,
|μnj ,kj |
1
2
Bkj
and
Bkj  4j2(Bk1 + · · · + Bkj−1), j = 1,2, . . . .
It is clear that Bkj → ∞. Set
f (x) =
∞∑
k=1
sin kx
k
+
∞∑
j=1
sin kjx
j2
.
Then for ξ = 0 we have dξ (f ) = π . Write
S˜μnl (f,0) = −
nl∑
k=1
μnl,k
k
−
l∑
j=1
μnl,kj
j2
= P1 + P2, say.
By (iv), P1 → π as nl → ∞. If M is concentration factors then S˜μnl (f,0) → π , hence
lim
l→∞P2 = 0. (2.9)
But by the selection of μnj ,kj we see
|P2| 1
l2
|μnl,kl | −
l−1∑
|μnl,kj |
1
2l2
Bkl −
l−1∑
Bkj  2
l−1∑
Bkj −
l−1∑
Bkj =
l−1∑
Bkj → ∞,j=1 j=1 j=1 j=1 j=1
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the conditions (iii), (iv) and (v).
Next we prove the sufficiency. Assume that the matrix M satisfies the conditions (iii)–(vii). By Abel transform we
see
S˜μn (f, ξ) =
n∑
k=1
μn,kA˜k(f, ξ) =
n∑
k=1
μn,kS˜k(f, ξ) =
n∑
k=1
2μn,kkσ˜k(f, ξ).
By Lemma 1, we see
σ˜n(f, ξ) − f˜
(
ξ,
π
n
)
= C1dξ (f ) + n,
where
n = −dξ (f )
π
(
lnn
n
)
+ O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t2
dt
)
= o(1) (n → ∞).
Hence, S˜μn (f, ξ) can be decomposed into the following three parts:
S˜μn (f, ξ) = −
1
π
n∑
k=1
2μn,kk
π∫
π
k
ψξ (t)
2 tan t2
dt + C1dξ (f )
n∑
k=1
2μn,kk +
n∑
k=1
2μn,kkk
= I1 + I2 + I3, say. (2.10)
Let us estimate I1 first. Write
I1 = 1
π
n∑
k=1
2μn,kk
π
k∫
π
n
ψξ (t) − dξ (f )
2 tan t2
dt − 1
π
n∑
k=1
2μn,kk
π∫
π
n
ψξ (t) − dξ (f )
2 tan t2
dt
− dξ (f )
π
n∑
k=1
2μn,kk
π∫
π
k
dt
2 tan t2
= I11 + I12 + I13, say. (2.11)
Denote
C2 =
π∫
0
(
1
2 tan t2
− 1
t
)
dt.
We see
π∫
π
k
dt
2 tan t2
= C2 + ln k + O
(
1
k
)
.
Thus we have
I13 = −dξ (f )
π
n∑
k=1
2μn,kk lnk − C2dξ (f )
π
n∑
k=1
2μn,kk +
n∑
k=1
∣∣2μn,k∣∣kO(1
k
)
. (2.12)
By Lemma 4,
n∑
2μn,kk lnk = −π + o(1) (n → ∞).
k=1
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n∑
k=1
2μn,kk = o(1) (n → ∞).
The conditions (iii) and (vii) imply
n∑
k=1
∣∣2μn,k∣∣kO(1
k
)
= o(1) (n → ∞).
Thus by (2.12) we obtain
I13 = dξ (f ) + o(1).
To estimate I11 we choose η > 0 such that |ψξ (t) − dξ (f )| < , when 0 < t < η. Decompose I11 into two parts as
follows:
I11 = 1
π
∑
1k<[π/η]
2μn,kk
π
k∫
π
n
ψξ (t) − dξ (f )
2 tan t2
dt + 1
π
∑
[π/η]kn
2μn,kk
π
k∫
π
n
ψξ (t) − dξ (f )
2 tan t2
dt
=
∑
1
+
∑
2
, say.
By (vi) we have
∑
1
= O(1)
[1/η]−1∑
k=1
∣∣2μn,k∣∣kO(lnn) = o(1) (n → ∞).
By condition (vii) we see∣∣∣∑
2
∣∣∣O() n∑
[1/η]
∣∣2μn,k∣∣k ln(n
k
)
= O().
Hence we get
I11 =
∑
1
+
∑
2
= o(1) (n → ∞).
By Lemmas 2 and 5, the condition (iii) implies
|I12| 1
π
|μn,1|
η∫
π
n
|ψξ (t) − dξ (f )|
2 tan t2
dt + 1
π
|μn,1|
π∫
η
|ψξ (t) − dξ (f )|
2 tan t2
dt
= O(|μn,1|)O(lnn) + o(1) = O() + o(1),
and hence
I12 = o(1) (n → ∞).
Therefore by (2.11) we obtain
I1 = dξ (f ) + o(1) (n → ∞). (2.13)
By Lemma 2 and the condition (iii) we have
I2 = C1dξ (f )μn,1 = o(1) (n → ∞). (2.14)
For given ′ > 0 choose K such that |k| < ′ when k > K . Thus by (iii) and (vii) we see
|I3|
K∑∣∣2μn,k∣∣k|k| + ′ n∑ ∣∣2μn,k∣∣k = o(1) + O(′).k=1 k=K+1
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|I3| = o(1) (n → ∞). (2.15)
By combining (2.10), (2.13), (2.14) and (2.15) we obtain (1.4). This completes the proof of Theorem 1. 
Corollary 1. Assume that M satisfies
(viii) 2μn,k = O( 1n2 ),
where “O” is not relative to k. Then for any f ∈ L(T ), the equality (1.4) holds at its simple discontinuous point ξ if
and only if M satisfies the conditions (iii), (iv) and (v).
The proof of Corollary 1 is simple, we omit it.
3. Convergence rate
In this section we construct a class of concentration factors without any additional assumptions on function f and
the convergence rate is O(lnn/n) when f is a piecewise smooth function.
Let ϕ be a function in C2[0,1] with ϕ(0) = ϕ(1) = ϕ′(1) = 0 and
1∫
0
ϕ(t)
t
dt = −π. (3.1)
Define M by
μn,k =
{
ϕ
(
k
n
)
, if k = 1,2, . . . , n,
0, if k > n,
n = 1,2, . . . . (3.2)
If 1 k  n − 1, then there exists ξn,k ∈
[
k
n
, k+1
n
]
such that
μn,k = 1
n
ϕ′(ξn,k).
If 1 k  n − 2, then there exists ξ ′n,k ∈ [ξn,k, ξn,(k+1)] such that
2μn,k = 1
n
(
ϕ′(ξn,k) − ϕ′(ξn,(k+1))
)= ξn,k − ξn,(k+1)
n
ϕ′′(ξ ′n,k) = O
(
1
n2
)
.
If k = n − 1, then by ϕ′(1) = 0 we see
2μn,(n−1) = 1
n
ϕ′(ξn,(n−1)) − 1
n
ϕ′(1) = O
(
1
n2
)
.
If k = n, then 2μn,n = 0. Thus M = {μn,k} satisfies the condition (viii). It is easy to see that M satisfies (iii) and (v).
By
n∑
k=1
ϕ( k
n
)
k
=
1∫
0
ϕ(t)
t
dt + O
(
1
n
)
.
We see that (3.1) implies (iv). Thus M satisfies all the conditions of Corollary 1.
We have the following
Theorem 2. Let M be defined as in (3.2). Then for any f ∈ L(T )
S˜μn (f, ξ) − dξ (f ) = O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t2
dt
)
+ O
(
1
n
dξ (f )
)
. (3.3)
X.L. Shi, H.Y. Zhang / Appl. Comput. Harmon. Anal. 26 (2009) 1–13 11Proof. By (2.10) we see S˜μn (f, ξ) can be written as the summation of I1, I2 and I3. By (2.11), I1 is the summation of
I11, I12 and I13. Consider I13 we see
I13 = −dξ (f )
π
n∑
k=1
2μn,kk ln k − C2dξ (f )
π
μn,1 +
n∑
k=1
∣∣2μn,k∣∣kO(1
k
)
. (3.4)
For any fixed k we have μn,k = O(kn), μn,k = O( 1n ), 2μn,k = O( 1n2 ). Thus we see
n∑
k=1
2μn,kk lnk =
n∑
k=1
μn,k
k
+
n∑
k=1
μn,k
k2
+ O
(
1
n
)
.
By (3.4), it follows that
I13 = −dξ (f )
π
n∑
k=1
ϕ( k
n
)
k
− dξ (f )
π
n∑
k=1
ϕ( k
n
)
k2
+ O
(
dξ (f )
n
)
= dξ (f ) − dξ (f )
π
n∑
k=1
ϕ( k
n
)
k2
+ O
(
1
n
∣∣dξ (f )∣∣).
For I11 and I12 we have
I11 + I12 = O
(
1
n2
n∑
k=1
k
π
k∫
π
n
ω∗ξ (f, t)
t
dt
)
+ O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t
dt
)
.
Thus we get
I1 = I11 + I12 + I13
= dξ (f ) − dξ (f )
π
n∑
k=1
ϕ( k
n
)
k2
+ O
(
1
n
)
dξ (f ) + O
(
1
n2
n∑
k=1
k
π
k∫
π
n
ω∗ξ (f, t)
t
dt + 1
n
π∫
π
n
ω∗ξ (f, t)
t
dt
)
.
For I2 and I3 we have
I2 = C1dξ (f )μn,1 = O
(
1
n
)
dξ (f )
and
I3 = −dξ (f )
π
n∑
k=1
2μn,k lnk + O
(
1
n2
n∑
k=1
π∫
π
k
ω∗ξ (f, t)
t2
dt
)
.
Since
n∑
k=1
2μn,k lnk =
n∑
k=1
μn,k
(
ln k − ln(k − 1))= n∑
k=2
μn,k
k
+ 1
2
n∑
k=2
μn,k
k2
+
n∑
k=2
μn,kO
(
1
k3
)
= μn,2
2
−
n∑
k=3
μn,k
k2
+ 1
2
n∑
k=2
μn,k
k2
+
n∑
k=2
μn,kO
(
1
k3
)
= −
n∑
k=1
μn,k
k2
+ O
(
1
n
)
,
we obtain
I3 = dξ (f )
π
n∑
k=1
ϕ( k
n
)
k2
+ O
(
1
n
)
+ O
(
1
n2
n∑
k=1
π∫
π
ω∗ξ (f, t)
t2
dt
)
.k
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S˜μn (f, ξ) − dξ (f ) = O
(
1
n2
n∑
k=1
π∫
π
k
ω∗ξ (f, t)
t2
dt
)
+ O
(
1
n
)
+ O
(
1
n
π∫
π
n
ω∗ξ (f, t)
t
dt
)
.
The last estimation implies (3.3) This completes the proof of Theorem 2. 
Remark 1. Usually a continuous modulus ω(f, t) = o(t) implies f = const. But ω∗ξ (f, t) = o(t) does not imply
f = const.
Remark 2. If ω∗ξ (f, t) = O(t) (t → 0+), then
S˜μn (f, ξ) − dξ (f ) = O
(
lnn
n
)
. (3.5)
Remark 3. If ω∗ξ (f, t) = O(t1+) (t → 0+), then
S˜μn (f, ξ) − dξ (f ) = O
(
1
n
)
. (3.6)
Example 1. For p > 0 and q > 1 set
ϕ(x) := Cpqxp(1 − x)q, (3.7)
where
Cpq := −π(p + q + 1)
(p)(q + 1) .
If p,q > 2 then ϕ(x) ∈ C2[0,1] and satisfies all conditions of Theorem 2. Thus μn,k = ϕ
(
k
n
)
, k = 1,2, . . . , n;
n = 1,2, . . . , are concentration factors of any f ∈ L(T ) at its simple discontinuous points ξ . If 0 < p < 2 or 1 < q < 2,
then ϕ /∈ C2[0,1]. But {μn,k} are still concentration factors of any f . Indeed we can verify the conditions (iii)–(vii)
of Theorem 1.
Set 0 < δ < 1. If 1 k < δn, then
2μn,k = 1
n2
O
(
max
k
n
<x k+2
n
∣∣ϕ′′(x)∣∣)= O( 1
n2
(
k
n
)p−2)
.
If δn k  n − 1, then
μn,k = 1
n
ϕ′(ξn,k),
k
n
 ξn,k 
k + 1
n
,
and hence
2μn,k = O
(
1
n2
(
1 − k
n
)q−2)
,
if δn k  n − 2. If k = n − 1, then
2μn,k = μn,(n−1) = 1
n
ϕ′(ξn,(n−1)),
n − 1
n
 ξn,(n−1)  1.
Thus we have
n∑
k=1
∣∣2μn,k∣∣k(1 + ln n
k
)
=
[δn]∑
k=1
∣∣2μn,k∣∣k(1 + ln n
k
)
+
n∑
k=[δn]
∣∣2μn,k∣∣k(1 + ln n
k
)
= O
(
1
np
[δn]∑
k=1
kp−1 ln n
k
)
+ O
(
1
nq−1
n−2∑
k=[δn]+1
(n − k)q−2
)
+ O
(
1
n
(
1
n
)q−1)
= O(1),
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Next we prove (vi). Indeed for fixed k
2μn,k =
⎧⎪⎨⎪⎩
(
k
n
)p
, if 0 < k
n
< δ,
O
( 1
n2
(
n−k
n
)q−2)= O( 1
nq
)
, if δn k  n − 2,
O
( 1
n
)
, if k = n − 1.
Thus 2μn,k lnn = o(1) as n → ∞, i.e. (vi) holds.
The conditions (iii), (iv) and (v) are evident.
Example 2. If p > 1 and q > 1, μn,k = ϕ( kn ) where ϕ is defined as in (3.7), then by the proof of Theorem 2 we see
ω∗ξ (f, t) = O(t1+) (t → 0+) implies
S˜μn (f, ξ) − dξ (f ) = O
(
1
n
)
,
where  > 0. For example, if f is defined by
f (x) :=
{
x2, if −π < x  0,
1 + x3, if 0 < x  π,
then ω∗0(f, t) = O(t2), and hence we have
S˜μn (f,0) − d0(f ) = O
(
1
n
)
with d0(f ) = 1.
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