The Exponential Power Distribution (EPD), also known as Generalized Error Distribution (GED), is a flexible symmetrical unimodal family belonging to the exponential family. The EPD becomes the density function of a range of symmetric distributions with different values of its power parameter . A closed-form estimator for  does not exist, so the power parameter is usually estimated numerically. Unfortunately the optimization algorithms do not always converge, especially when the true value of  is close to its parametric space frontier. In this paper we present an alternative method for estimating , based on the Normal Standardized Q-Q Plot and exploiting the relationship between  and the kurtosis. It is a direct method that does not require computational efforts or the use of optimization algorithms.
Introduction and Motivation
The density function of the Exponential Power Distribution (EPD) with mean µ ∈ (−∞, ∞), scale parameter σ ∈ (0, ∞) and power parameter β ∈ (−1, 1] is f EP D (x; µ, σ, β) = e 
This family is also known as Generalized Error Distribution (GED) and it is a flexible symmetrical, with respect to the mean, unimodal member of the exponential family (Box and Tiao (1973) , Harvey (1990) ).
The value of β makes (1) become the density function of a range of symmetric distributions such as the uniform (β → −1), the double exponential (β = 1) and the normal ones (β = 0) (i.e. to obtain the standard normal distribution we set β = 0, µ = 0 and σ = 1 in (1)); tails are more platykurtic for β < 0 and more leptokurtic for β > 0 than the normal distribution. In statistical modeling the EPD has thus been used when the concentration of values around the mean or the tail are of particular interest.
Thanks to its flexibility properties, the EPD family has many applications such as models for atmospheric noise, for sub band encoding of audio and video signals (see Sharifi and Leon-Garcia (1995) ) or for the error distribution in time series analysis (see Nelson (1991) , Chen et al. (2008) ).
The odd central moments are zero while the even moments are given by
The EPD parametrization, reported in (1), was originally proposed by Box and Tiao (1973) . Others are available in the literature. In particular let v > 1 the new power parameter; the following relationship links v with β, v = . Substituting v to β in (1), we obtain the widely diffused parametrization adopted in Nelson (1991) .
We decided to adopt the parametrization reported in (1) because the power parameter has a finite domain, property useful in the next sections of the study.
The aim of this paper is to introduce a method to solve an open problem, regarding the EPD: the estimation of β. In fact in the literature maximum-likelihood (ML) and method of moments (MM) estimators have been studied but these estimators do not have closed-form solutions, hence parameter estimates need to be obtained by numerical methods. While the ML estimator is asymptotically more efficient than the MM estimator, the likelihood function does not always have a well-defined maximum. Thus, optimization algorithms do not always converge, especially when the true value of β is close to its boundary space and/or the number of observations is small (see Agro' (1995) ). The MM estimator, on the other hand, does not necessarily exist for the whole parameter space of β and can only be approximated for certain ranges of β (see Varanasi and Aazhang (1989) ); furthermore the probability of a real solution depends on the true value of β; for this reason we do not consider this approach in our work (see Dominguez-Molina et al. (2009) ).
To solve this kind of difficulties we propose a method based on the Normal Standardized Q-Q Plot. The existence of our estimator does not depend on the true value of β. Furthermore, it does not need relevant computational efforts. We compare by simulation the properties of the Maximum Likelihood Estimation with those of our method up to 1,000 observations; we find that our proposal behaves better for small sample sizes.
This paper is organized as follows. In Section 2 we describe the Normal Standardized Q-Q Plot. Section 3 presents our proposal. In Section 4 an extensive Monte Carlo study comparing our proposal performances with the likelihood method is summarized. Concluding remarks are provided in Section 5.
Normal Standardized Q-Q Plot
Let α n = (α 1 , ..., α n ) denote the vector of n expected values of standard normal order statistics, and let N (1) , ..., N (i) , ..., N (n) be an ordered random sample of size n from a standard normal distribution so that
Since α i in (3) is unknown, we use the approximation proposed by Royston (1982) . Please note that in any situation the values assumed by the elements of α n are function of n only. Given a set of ordered observations x (.) = (x (1) , ..., x (n) ) the Normal Standardized Q-Q Plot is constructed by plotting
against α i , where µ and σ are the sample mean and the sample standard deviation, respectively. If the estimates of location and scale parameters are selected such that z (i) =
x (i) − µ σ is location and scale invariant, then any linear transformation of the original data will not alter any point of the Normal Standardized Q-Q Plot. Furthermore the intercept and the slope of the best fit line of z in function of α have to be 0 and 1 respectively.
A very interesting feature of the Normal Standardized Q-Q Plot is given by the fact that samples drawn from non normal symmetrical distributions tend to assume typical S-shaped curves. Consider for example Figure 1 : in panel 1 we display different EPD density shapes for some β values, while in panel 2 we represent the same EPD on the Normal Standardized Q-Q Plot.
Analyzing this figure we see that the families of symmetrical distributions with tails heavier than the normal distribution are represented by symmetric, with respect to the origin of the axes, inverted S-shaped curves, while families of symmetrical alternatives with tails lighter or shorter than the normal distribution are represented by symmetrical, with respect to the origin of the axes, S-shaped curves.
The Normal Standardized Q-Q Plot properties summarized above are well known in the literature, for precise discussion of these familiar pattern see for instance Wilk and Gnanadesikan (1968) , section 6.5 of Chambers et al. (1983) or pag. 382-383 of Bickel and Doksum (1977) , furthermore for methods derived from these properties, see for example Kuczmarski and Rosenbaum (1999) or Coin (2008) . In appendix A we provide a more formal proof of these empirical results. Here we would like to investigate the possibility of deriving an estimator for β exploiting the relationship, firstly between S-shaped curves and kurtosis and secondly, between the traditional measure of the kurtosis β 2 and the power parameter β given by the following relationship
which is easily derived from (2). This is the subject of the next section. Let x (.) = (x (1) , ..., x (n) ) denote an n dimensional vector of ordered random observations. If x (.) is drawn from a normal distribution with unknown parameters µ and σ we can write
where µ and σ become the intercept and slope of the best fit line on a Normal Q-Q Plot and is the vector of errors (see Balakrishnan and Cohen (1991) ). For sufficiently large n, the x (i) may be considered independent and consequently can be assumed to be homoscedastic, see Gupta (1952) and Shapiro and Francia (1972) . Thus, the two parameters in (5) may be consistently estimated by the simple least squares method (LS). We mentioned that if the estimates of location and scale parameters are selected such that z (i) =
is location and scale invariant, then any linear transformation of the original data will not alter any point of the plot. Thanks to the properties of the Normal Standardized Q-Q Plot, mentioned above, if we use the standardized form for x (i) in (5), we should have µ LS = 0 and σ LS = 1, where µ LS and σ LS indicate the values of the parameters of (5) estimated with least squares method.
In order to capture the S shapes of the Normal Standardized Q-Q Plot, Coin (2008) considered the following model
and proposed to estimate β 3 with least squares, obtaining β 3 . Since β 3 values sensibly differ from zero when the Normal Standardized Q-Q Plot assumes Sshaped or inverted S-shaped curves, the author proposed to use a transformation of β 3 as statistic to test composite null hypothesis of normality. Therefore it seems reasonable to consider β 3 as a statistic measuring the propensity to the S or the inverted S shapes of the Normal Standardized Q-Q Plot. Above we have suggested a reasonable relationship between S-shaped curves and kurtosis; furthermore (4) states a relationship between the kurtosis and β. It emerges that both β and β 3 are linked to the kurtosis, hence we deduce that a function connecting β 3 and β should exist.
Polynomial Estimator of the Power Parameter
Our proposal consists in deriving a plug-in estimator based on an appropriate function of β 3 and n in β. Formally, let g n = (g (1) , ..., g (n) ) be an n-size ordered sample drawn from G, an EPD with unknown β, µ and σ, in symbol
Denote with g * n the corresponding standardized ordered sample given by
where, as usual, µ and σ denote the sample mean and the sample standard deviation.
obviously it is possible to estimate β 3 by ordinary least squares. If we assume the existence of a function f (.) such as
9 we can use as plug-in estimator for β the followinĝ
whereβ 3 is the estimation with least squares of β 3 in (8).
In order to define f n,β 3 we need α (β) n = (α (β) 1 , ..., α (β) n ), the vector of n expected values of a standard ordered EPD with power parameter β. It is clear that α (β) n is a function of n and β only. If we replace α (β) i to g * (i) in (8) we get
a deterministic relationship by which we will obtain f (.).
Since α (β) n is unknown, we estimated it by simulation. We considered the following sample sizes n = (50, 60, 70, 80, 90, 100, 150, 200, 250, 300, 350, 400, 450, 500, 600, 700, 800, 900, 1000) and the following values for β β = (-0.99, -0.95, -0.90, -0.85, -0.80, -0.75, -0.70, -0.65, -0.60, -0.55, -0.50, -0.45, -0.40, -0.35, -0.30, -0.25, -0.20, -0.15, -0.10, -0.05, 0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.00 ).
For each combination of n and β we generated 200,000 standard ordered samples from an EPD with µ = 0 and σ = 1 by the function rnormp available in the R package by Mineo (2007) . Given a specific n-size sample, let s (β) (i)j denote the i th ordered observation in the j th simulated samples: then we will estimate α (β) i with
In Table 1 we report as an example some of the estimated α (β) i for n = 50. After having replaced α (β) i with α (β) i in (11) we estimate β 3 with ordinary least squares for any combination of β and n. In any case we systematically obtain a coefficient of determination R 2 > 0.9985. In this way we got for any n and β their relative β 3 . In table 2 we present a selection of the estimated β 3 for some β and n.
Afterwards we plot the data partially reported in Table 2 in figure 2, which clearly shows a regular functional relationship between β and α (β) i .
We used a Taylor approximation inβ 3 and n to define f (.) in (10). In order to estimate efficiently β we adopt a bivariate polynomial model whose degrees were chosen with a forward stepwise approach. The resulting model is in the follows:
where n is the sample size. In Table 3 we report the estimates of the parameters in (13) obtained with least squares. We pointed out that we obtain a coefficient of determination R 2 > 0.9998. We are now able to define our power parameter estimation procedure. Let g n be an ordered n-size sample drawn from an EPD with unknown parameters. The first step consists in standardize g n obtaining g * n . Secondly the coefficient β 3 in (8) is estimated with ordinary least squares method obtaining β 3 .
Finally we substitute the estimation β 3 to β 3 in (13) in order to obtain a plug-in estimation for β, in symbol
4 Monte Carlo Study
In order to investigate some properties and performances of the f β 3 estimator we performed a Monte Carlo study. Table 3 : Estimated parameters of (13).
We simulated 200,000 standard ordered samples with the function rnormp for any combination of n and β included in the set considered in Section 3.
Then, for any sample, we estimated β using f β 3 ; furthermore, for comparison purposes, we did the same using the function gedFit which maximizes the likelihood function of the EPD by an optimization algorithm. This function is included in the R package by Wuertz and Miklovic (2008) .
The performances of this two methods were evaluated through their mean and their square error (MSE).
In the previous sections, we stated that the likelihood function does not always have a well-defined maximum and in this case the ML estimations are unreliable. This is clearly proved by the results reported in table 4, 5 and 6. In fact table 4 reports the percentage of convergence of the ML algorithm while tables 5 and 6 13 present the corresponding estimated mean and MSE. By the analysis of table 4 we see that the convergence ratio is very low especially when the true β is close to its parametric space frontier and for moderate sample sizes. Furthermore when the algorithm has not converged the estimations returned are unreliable. Analyzing tables 5 and 6 we see that MSE could be extremely large and the punctual estimation completely wrong. This kind of problem is overtaken by our procedure, in tables 7 and in table 8 we report the estimated mean and MSE of our procedure performed over the corresponding samples where the ML showed to be unreliable. It emerges an overall better performance. The MSE of our method never diverges since it is a closed form plug-in estimator, on the contrary the ML needs the convergence of an optimization algorithm; when we are not in such situation it can return point estimations that are outside from the space parameter bounds (see table 5 ).
We now focus on the situation where the ML algorithm converges. In table 9 and 11 we report the mean of f β 3 and maximum likelihood estimates, while in table 10 and 12 we report the mean square errors. In this case both the methods seem to be consistent and asymptotically correct even if the MLE seems to perform a little bit better in terms of MSE.
Finally, in order to evaluate the properties of our plug-in estimator we report the Estimated Expected Values (see table 13) and the MSE (see table 14) computed on the whole simulated samples.
Analyzing table 13 it emerges that the f β 3 is biased but asymptotically correct, its rate convergence depends on the true value of β, it is faster for β closer to −1. The results reported in table 14 prove that f β 3 is consistent, since the MSE tends to 0. Even in this case the rate of convergence depends on the true value of β and it is again faster for β closer to −1. This phenomenon is not only caused by the bias but mainly because the f β 3 is less accurate when β → 1. In order to show this statement we derive bias and variance, the two component of the MSE and thanks to the following relationship we can get the variance (The bias could be easily obtained from table 13):
The results, reported in table 15, again show that the value of this indicator is connected with the true value of β. By the comparison with the performances of f β 3 and MLE it emerges that if the ML algorithm converges it is preferable to adopt its estimation: on the contrary in the not rare situation of no convergence our estimator could supply more reliable estimations. 14 The computational time of both the procedures are negligible.
Concluding Remarks
In this paper an original method to estimate the power parameter for Exponential Power Distribution is presented. This approach shows some appealing features such as definiteness, negligible computational time, asymptotic correctness and consistency.
We proved it is very useful because it is always able to provide reliable estimation in any situation, even when the existing methodologies are affected by different problems.
Moreover we think that our procedure can be easily implemented in any statistical package.
It remains to find the asymptotic distribution of our estimator. This task awaits further research.
A In-depth examination of the S-Shapes
Samples drawn from unimodal and symmetric respect to the mean distributions with lighter or shorter (heavier) tails than a normal density tend to assume symmetrical, with respect to the origin of the axes, S-shaped (inverted S-shaped) curves when represented on the Normal Standardized Q-Q Plot. This feature, based on empirical observations, is widely accepted in the literature and it can be more formally proved. In the following we will only explore the case of distribution with lighter or shorter tails (the other can be obtained by similar arguments). Consider f X (x) to be a continuous, symmetrical and unimodal density and a normal density f N (x), without loss of generality we set mean and median equal to 0 and variance equal to 1 both for X and N . If f X (x) has lighter or shorter tails than f N (x) then we have
where a is a positive constant. Furthermore we get
where 0 < b < a and F X (x) and F N (x) are the cumulative distribution function of X and N respectively. If f X (x) and f N (x) have only two intersection in −a and a then b = 0. Let α(X) n be the n-size vector ordered expected values of X. Since the (16) means that X is stochastically smaller than N for x < −b, thanks to the properties of stochastic orderings (see for example theorem 4.4.1 in David and Nagaraja (1981) ) then exists an integer values k ≤ n 2
if f X (x) and f N (x) have only two intersection) such that:
Furthermore thanks to the properties of symmetry of X and N we have
If f X (x) has a monotonic growth for x < 0 the conditions reported in (17) and in (18) determine that the vector of α(X) i plotted over a Normal Standardized Q-Q Plot assume symmetrical, with respect the origin of the axes, S-shaped curves for i ≤ k and i ≥ n − k + 1 (for any i if f X (x) and f N (x) have only two intersection). Finally we would like to point out that there is a direct relationship between light or heavy tails and kurtosis, this is clearly proved in Finucan (1964) and Dyson (1943) .
B Tables of the Monte Carlo Study n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 4 : Percentage of Convergence of ML algorithm. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 6 : Estimated Mean Square Errors of MLE for samples when the ML algorithm did not converge. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 8 : Estimated Mean Square Errors of f β 3 for samples when the ML algorithm did not converge. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 9 : Estimated Expected Values of MLE for samples when the ML algorithm converged. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 10 : Estimated Mean Square Errors of MLE for samples when the ML algorithm converged. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 11 : Estimated Expected Values of f β 3 for samples when the ML algorithm converged. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 12 : Estimated Mean Square Errors of f β 3 for samples when the ML algorithm converged. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 14 : Estimated Mean Square Errors of f β 3 , whole simulated samples. n = 50 n = 100 n = 200 n = 300 n = 400 n = 500 n = 1000 -0. Table 15 : Estimated Variance of f β 3 , whole simulated samples.
