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18. NORMÁLNÍ SOUSTAVA VEKTORŮ 
18.1. Definice vektoru řádu fc. Nechť A je libovolná čtvercová 
matice stupně w. 
Vektor x, který se lineární substitucí o matici Ak transfor­
muje v nulový vektor 0, kdežto lineární substitucí o matici Ak~l 
v nenulový vektor, přičemž k ž 1, nazýváme vektor řádu k mati­
ce A (stručněji: vektor řádu k). 
Pro vektor x řádu k (2> 1) tedy platí vztahy 
A*x = 0, A f c l x + O.1 
18.2. Úmluva. O matici A stupně n budeme předpokládat, 
že má a-násobný charakteristický kořen 0, kde a ^ 1, a že 
ai S a2 ^ ... *z ar > 0 
jsou charakteristická čísla příslušná ke kořenu 0. 
Jak víme, mají matice 
A,A\...,Ar 
nulity 
a,, at + a2,..., a t + ... + aP = a , 
přičemž všechny další mocniny matice A mají stále nulitu a. 
V dalších úvahách opět položíme 
nul Ak = yk, 
přičemž pro 1 ^ fc <S r platí 
a, + a2 + ... + ak « yk. 
18.3. Věta. Nechť matice A splňuje předpoklady odst. 18.2. 
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Nechť 1 <í k ̂  r. Pak existuje ak vektorů 
které se vyznačují tím, že vektory 
(1) Xj, x2, ....x^ jsou řádu k9 
(2) Axj, Ax2, ..., Axafe jsou řádu k — 1, 
(k) A ^ x j , A* - 1x2,..., A*™^ Jsou řádu 1, 
přičemž všechny uvedené vektory jsou lineárně nezávislé. 
Důkaz: Protože yk = nul A
k
f existuje yk nezávislých vekto­
rů, které se lineární substitucí o matici Ak transformují v nulový 
vektor, např. vektory 
X!,x 2 . . . .,x 7 k . (87) 
Označme pro m = 1, 2,..., yk vektory 





= Akxm = 0 . 
Vezměme v úvahu vektory 
x^xrV.-X;1. * (90) 
Jsou-lí tyto vektory vesměs nulové, plyne z předposlední rovnosti 
(89), že se vektory (87) transformují v nulové vektory lineární 
substitucí o maticí A*""*1. Tato matice má nulitu rovnou yk-i9 takže 
největší počet nezávislých vektorů, které transformací o matici 
A*""1 přejdou v nulový vektor, je roven yk~x. Protože yk > yk~~íf 
došli jsme ke sporu. Odtud soudíme, že mezi vektory (90) je aspoň 
jeden nenulový. 
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Nechť h(^í) značí největší počet vektorů (90), které jsou 
nezávislé, a nechť jsou označeny tak, že jsou to právě vektory 
x * - 1 , . . . , ^ - 1 . (91) 
Pak každý vektor (90) je lineární kombinací vektorů (91), takže 
je 
h 
w La wvAv 
v = l 
neboli 
h 
A Xm = 2^
 amv** Xv > 
v = l 
kde amv jsou vhodné konstanty. Poslední rovnost můžeme psát ve 
tvaru 
h 
**"*[*» -L****v] = ° -
v = l 
Odtud vidíme, že všechny vektory 
h 
W 2a "WV*V 
V = l 
jsou lineárními kombinacemi vhodných, pro všechny vektory týchž 
nezávislých vektorů v počtu yk^i$ neboť nul A
4™1 = yk-v Odtud 
pak plyne dále, že všechny vektory (87) jsou lineárními kombi­
nacemi těchto nezávislých vektorů (v počtu y*-}) a vektorů 
Xj, ..., xh$ v počtu /i, tedy celkem h + yk„% vektorů. 
Protože vektory (87) jsou nezávislé a je jich yk9 máme 
Tfc S Yh-i + * 
neboli 
h£yk- v*-! « ah. 
Tím jsme zjistili, že vektory 
'k~l . . - t 1 (92) 4 * 
jsou lineárně nezávislé. 
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Nyní ukážeme, že pro /* = 0, 1,..., k ~~ 1 jsou vektory 
vektory řádu k — /L 
Nuže, pro /? = 1, 2,..., % platí vztahy 
A^A^) = A*x, = 0 , 
A"'*-1^,,) = A*"Jx^ = x*"1 # 0, 
čímž je tvrzení dokázáno. 
Zbývá zjistit, že pro /Í = 0, 1,..., k — 1 a pro P = 1, 2,..., ak 
jsou vektory 
nezávislé. 
V opačném případě platí relace tvaru 
Oílc &k Ct fc 
Z 0O*** + I *!**** + ... + Z <*k-LfiA
k~lXfi = °. ( 9 3) 
t*=i # = i # = i 
v níž všechny koeficienty a^ nejsou nulové. Vynásobením rovnosti 
(93) maticí Ak~l obdržíme 
1^4"* +o +... + o = o, 
# = i 
odkud plyne a0/í = 0 vzhledem k tomu, že vektory (92) jsou nezá­
vislé. Podobně vynásobením maticí Ak"~2 obdržíme 
010 = 0 , a t d . , 
* 
takže v relaci (93) jsou všechny koeficienty a^fi nulové. Tím dochá-
zíme ke sporu, čímž je důkaz proveden. 
18.4. Věta. Nechť matice A splňuje předpoklady odst. 18,2. 
Pak existuje oe = ax + ... + aF vektorů 
Xj,..., xar; Xj,.,., xar_ t;..., x1 ?..., xai \"^J 
s těmito vlastnostmi: 
128 
1. vektory 
xu * * •» xlr J
scm ^du r , 
x?,...» x£_ Jsou řádu r - 1 , 
xři?..., x^ jsou řádu 1 ; 
2. pro fe = 1, 2,..., r — 1 platí 
A y & v fc + 1 jt Ic , fe + 1 
3. vektory (94) jsou nezávislé. 
Důkaz (úplnou indukcí): Je-li r = 1, je věta správná podle 
předcházející věty 18.3. Budiž tedy r í> 2. Nechť fc = 1, 2,..., r — 1 
a předpokládejme, že existují vektory 
r t . 
které mají tyto vlastnosti: 
1. vektory 
x},..., x\ jsou řádu r, 
(95) 
xki, ..., x* r^k+Jsou řádu r - fc + 1 ; 
2. pro 1 <L tt S fe - 1 platí 
3, vektory 
*4x^,..., Ax*r k + Jsou řádu r - fe 
Ar~~fcx*,..., Ar kxkr k + Jsou řádu 1 
(96) 
4. všechny vektory (95) a (96) jsou nezávislé. 
Tento předpoklad je splněn pro fc = 1, jak plyne z věty 18.3, 
píšeme-li v ní r místo fe. Ukážeme, že pak existují další vektory 
'1 » • ••, *\sf r.»k 
xì + i (97) 
takové, že o vektorech (95) a (97) platí hořejší výroky 1 až 4, 
v nichž místo fc píšeme fc + 1. Tím bude důkaz věty 184 proveden. 
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Nuže označme 
A J ,yJe+l * J v l c + l 
MAt — J t x , . . . , ^ p _ k + 1 — A a r _ k + , , 
takže hořejší vzorce platí i pro |i = fc. Protože 
nul Ar~k =. y r„ fc, 
existuje yr_fc nezávislých vektorů, které se lineární^substitucí 
o matici Ar"~fe transformují v nulový vektor. Podle předpokladů 
3 a 4 jsou vektory 
k+l k+l 
*l > -"> K a r - k + í 
řádu r — k, a tedy se lineární substitucí o matici Ar~* transformují 
v nulový vektor a jsou nezávislé. Existují tudíž další vektory 
k+l k+í 
Mar-k + i + 1» * * *'
 A V r - k 
v počtu yr_k — otr„fc+1 takové, že se všechny vektory 
_jc +1 k + i 
* 1 , . . . , A y r _ k 
transformují lineární substitucí o matici Ar"k v nulový vektor 
a jsou nezávislé. 
Pro m = 1, 2,..., yr^k označme 
yfc + 2 jtWk"M j-r J j y r - i 




xl + 2 = Axl + I, 
x r = Ar 
0 = Ar-kxkm
+l . 
Vezměme nyní v úvahu vektory 
*., . . . ,*; . . . , . (98) 
Mezi těmito vektory je aspoň oír^.k+í nezávislých vektorů, totiž 
(jak plyne z předpokladu 4) vektory 
r r 
A l 5 •••» * a r ~ k + l • 
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Podobně jako jsme v důkazu věty 18.3 zjistili o vektorech (podle 
tamnějšího označení) (90), zjistíme i nyní, že mezí vektory (98) 
je aspoň h nezávislých vektorů, kde 
li £ yr_k - y^-t = a r _ t . 
Při vhodném označení jsou tedy nezávislými vektory 
xr xr 
Nyní ukážeme, že pro fi = 0, 1, ..., r — k — 1 jsou 
J-l ^ j , . . . , i-1 < « a r _ k 
vektory řádu r — k — /L Pro /? = 1,2,..., oer_4 platí totiž vztahy 
A'-*-M(A/«x* + i ) = A
r ~ * 4 + 1 = 0 , 
^r-.*-M-i(A/*x* + i ) = A^^x**
1 = x̂  4= 0. 
Zbývá zjistit, že všechny vektory 
i i 
-*% i , . . . , ^ ^ , 
fc+i fc+i 
* * 1 5 * ' **» ^ 3 r r _ fc ' 
Ayfc+1 ü i f f t + 1 
W A i -••••> * * Ä « r _ k * 
mr-k-í fc + l Ar-fc-lvfc+l 
jsou nezávislé. V opačném případě totiž platí relace tvaru 
ar ZXr~k <*r~k 
X« ] v x v + ... + I í i t + Ji¥x*v
+I +Ia*+2,v<A*í + 1 + ••• + 
v = 1 v •• 1 v = 1 
+ Y«r*.4r~*"lJtv
+I = 0 , 
v - 1 
přičemž všechny koeficienty alv,..., arv nejsou rovny 0. Násobíme-
li však tuto rovnost postupně maticemi Ar~~\ Ar™~2,..., A°, 
zjistíme, že všechny koeficienty a l v,..., arv jsou rovny nule. Tím 
jsme dospěli ke sporu a důkaz věty je ukončen. 
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Soustava a vektorů (94) o uvedených vlastnostech se nazývá 
normální soustava vektorů příslušná k (a-násobnému) charak­
teristickému kořenu 0 matice A. Tento pojem nyní rozšíříme. 
18.5. Definice. Nechť A je libovolná matice stupně «, nechť 
A l5..., Xs jsou všechny vzájemně různé charakteristické kořeny 
matice A a nechť a, /?,..., o značí násobnosti těchto kořenů, takže 
Pak kořen 0 charakteristické rovnice matice 
A — Xfi je oc-násobný , 
A — Xfi je /?-ná$obný , 
A — Xfi je a-násobný . 
Nechť normální soustava vektorů příslušných k charakteristickému 
kořenu 0 matice 
A - Xfi je fli, a2,..., oa , 
A - A2E je fc^bj k „ (99) 
A - XJE. je s,, i2, ..., s,. 
Pak soustava všech vektorů (99) v počtu n je tzv. normální soustava 
vektorů matice A. 
18.6. Věta. Vektory soustavy (99) jsou nezávislé, takže 
čtvercová matice stupně n 
[flj,..., fla, b l f . . . , b^ ..., Si,..., sď] 
je regulární. 
Důkaz; Ve skupině vektorů o l s . . . , oa nechť jsou vektory 
uspořádány tak, že vektory vyššího řádu předcházejí vektory 
nižšího řádu. Podobně tomu budiž v ostatních skupinách soustavy 
(99). 
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Předpokládejme, že vektory (99) nejsou lineárně nezávislé, 
takže existuje lineární relace 
a fi o 
E "V1-+ Í>»b» + ••• + I P B - * = O, (100) 
jtt-= 1 v = 1 %-1 
přičemž některá z čísel m^ wv,..., pn nejsou nuly. Můžeme před­
pokládat, že některá z čísel pn nejsou nuly, neboť v opačném pří­
padě si obdobnou situaci opatříme vypuštěním posledního součtu, 
popř. několika posledních součtů vlevo. Označme relaci (100) 
stručně symbolem 
{oj,..., oa, b t , . . . , bfi,..., s,,..., sff] = 0 . 
Když vektor na levé a na pravé straně v relaci (100) vynásobíme 
maticí A — ÁtE, obdržíme 
t „-„[(A - AtE) a j + ... + £ pJjA - A.E) s„] = 0 . 
j t = - l n = l 
(101) 
Když vektory o l 9 . . . , oa označíme tak jako v (94), vidíme, že 
vzhledem k relaci (88) je 
£ "»„[(-* - ^E) o j « m,xj + m2x^ + ... + m , ^ + 
+ ... + m ^ X a » m ^ * , + m 2 o ď ř + 2 + ... + m . - ^ o ^ . , + . 2 
Dále např. je 
nl(A - AXE) bv] » W,[(A - A2E) + (A2 - A,) E] bv = 
= nv(A - A2£) bv + «V(A2 — A,) bv , 
takže 
Е и,[(А - Д,Е)ЬУ] = (А2 - .Я.)Гп.Ь. + ... + и Д ] + 
v = l 
+ tчv+1 + •••> 
přičemž /řf2 je poslední charakteristické číslo matice A — A2£ pří­
slušné ke kořenu 0. 
Je tedy relace (101) tvaru 
{a«r+i> •••> a«>*i» •••> V ***>si> .--^s,} = 0. 
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Případnými dalšími násobeními maticí A — XtE a pak maticemi 
A — A2E, ..., A — As_-E dojdeme k relaci 
{*!,...,*„} = 0. (102) 
Podle předpokladu nejsou všechna čísla p-,..., pn rovna nule. 
Je-li např. pi 4= 0, podobně jako výše obdržíme 
Pí[(A - A,E) $ 1 ] = P l[(A - ASE) + (As - *i) E] st = 
= Pi(4 - Xl)sl + P í s ď o 4- . . . , 
kde ď0 > 1. Je tedy koeficient při st v relaci (101) 
Pi(K ~~ A,). 
Podobně koeficient při s, v relaci (102) je jvkrát součin 
vhodných mocnin rozdílů l-t — /lk pro ř 4= fc. Je tedy tento koe­
ficient různý od nuly. To je však nemožné, neboť podle významu 
jsou vektory s1? ...,$„ lineárně nezávislé. Tím je veta dokázána. 
18.7, Invariantní podprostory určené normální soustavou vek­
torů. V tomto odst. nechť T značí těleso komplexních čísel. 
Buď A čtvercová matice stupně n nad tělesem T a Vn arit­
metický fi-rozměrný vektorový prostor nad tělesem T Buď dále 
si zobrazení prostoru Vn do sebe určené maticí A, takže pro každý 
vektor x e Vn je $tx = Ax e Vn. 
Buď ) n charakteristický kořen matice A s násobností a(í> l) 
a«i,,,.,« r příslušná charakteristická čísla. Podle věty 18.4 existuje 
normální soustava vektorů příslušných ke kořenu Á{ 
a *, . . , , a , 
o?, . . . . . . ; < . „ (io3) 
*m* srn* 
aí9 . . . . . . . . . . . . , o a i . 
Tato soustava se vyznačuje tím, že se každý vektor, pokud jeho 
symbol není v posledním řádku, transformuje maticí A — /^E 
ve vektor, jehož symbol je právě pod ním, kdežto vektory v posled­
ním řádku se transformují ve vektor 0. 
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neboli 
Platí tedy vzorce 
(A - XtE) a* = <
 + 1 pro 1 ^ /* g r - 1 , 
(A - /jE) a^ = 0 pro # = r 
(v = l , . . . 5 a r _^ + 1 ) , 
A< = ;„!< + < + 1 pro 1 S /1 ^ r - 1 . 
Aa^x = A-a? pro ju = r . 
Tyto vzorce ukazují, že vektory, jejichž symboly stojí v tabul­
ce (103) v témže sloupci, určují v prostoru Vn podprostor, který 
je při zobrazení sá invariantní. Rozměr tohoto podprostoru je 
dán počtem vektorů v onom sloupci. 
Např. podprostor v prostoru V„ určený vektory v prvním 
sloupci tabulky (103) je při zobrazení si invariantní, protože 
^/-ohraz každého z těchto vektorů leží opět v tomto podprostofu: 
s/a\ = ;. jo| + a\%sfa\ = Xxa\ + a\% ...%s/a\~
l = 
=. / . J O J " 1 + a\% sta\ = Áta\ ; 
uvažovaný podprostor je zřejmě r-rozměrný. 
Vidíme, že normální soustava vektorů příslušných k charak­
teristickému kořenu AX matice A určuje v prostoru Vn podprostory, 
které jsou při zobrazení s/ invariantní, a sice 
y.r podprostoru r-rozměrných , 
a r . t — ir podprostoru r — 1-rozměrných , 
a i ~~ y-i podprostoru 1-rozměrných , 
celkem tedy a1 invariantních podprostoru. 
Ke každému charakteristickému kořenu Xi%..., As matice A 
patří taková soustava podprostoru v prostoru Fn, z nichž každý je 
při zobrazení s/ invariantní. Při označení jako v definici 18.5 
tvoří báze těchto podprostoru dohromady bázi prostoru Vn 
a{% ..., a%; bi%..., b(};...; $i%..., sff . 
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Prostor Vn je tedy přímým součtem oněch invariantních podprosto-
rů, jichž je celkem at + fít + ... + ax, přičemž ovsem al9 fil9... 
..., crt značí největší charakteristické číslo patřící ke kořenu k%9 A2, 
..., ks. Podle odst. 8.4. má matice souřadných vektorů j^-obrazů 
prvků uvedené báze diagonální tvar. 
Např. matice souřadných vektorů ^/-obrazů prvků báze 
a\9...9a\ invariantního r-rozměrného podprostoru o němž byla 
výše řeč, je vzhledem k oné bázi 
"Áx 0 0 ... 0 0 
1 ^ 0 ... o o 
0 1 kx ... o o 
0 0 0 1 д. 
0 0 0 ... 0 0 
0 o o ... o o 
Všimněme si, že podle odst. 8.4. platí vztahy 
B^QlAQ9 
přičemž B značí matici souřadných vektorů ^/-obrazů prvků hořej­
ší báze prostoru V„ a Q matici této báze. 
Došli jsme k tomuto výsledku: 
K maticí A existuje čtvercová matice B stupně w, která má 
tvar 
B = QXAQ 
a je blokově diagonální 
B = ái*g(Bu...9Bk). 
Přitom každá z (čtvercových) matic Bu ..., Bk patří k některému 
kořenu a matice A a je tvaru 
"a 0 ... 0 O" 
l a . - . O O 
0 0 ... 1 a 
Počet matic patřících k témuž kořenu a je roven největšímu 
z charakteristických čísel matice A příslušných k tomuto kořenu. 
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