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 In spite of the high fishing pressure and landings, the Gulf of Maine (GOM) American 
lobster (Homarus americanus) population abundance has increased dramatically since the early 
1990s. Various hypotheses have been developed to explain such an increase, ranging from 
improved habitat to conservation measures that protect female spawners. However, no 
systematic study has been done to evaluate these hypotheses. This study aims to examine roles of 
environmental drivers and conservation measures in regulating the dynamics of lobster 
population, and evaluate the performance of monitoring programs. A geographical weighted 
regression model was developed to examine the non-stationary environmental effects on the 
lobster distribution. An individual-based lobster simulator was used to assess the impact of 
minimum and maximum legal sizes on the lobster population dynamics from 1982 to 2013. 
Various quantitative measures were used to evaluate the effectiveness of existing sampling 
design for the lobster monitoring programs and the accuracy of modeled bottom water 
temperatures in the GOM. This study shows that bottom water temperature had a more 
significant positive impact on the increase of lobsters in the eastern GOM than in the western 
GOM. Minimum and maximum legal sizes also made a great contribution to the dramatic 
increase of the GOM lobster fishery. An increase of 2 mm carapace length in minimum legal size 
with no changes in maximum legal size would result in a 279.92% increase in landings compared 
with the reference landings in 2013. The current lobster and temperature monitoring programs 
could capture the temporal trend of lobster catches and bottom water temperature. A systematic 
subsampling of only 50% of the reference samples could produce similar information on lobster 
catches and size composition for the Lobster Sea Sampling Program. The estimation of locally 
varying relationships can further improve regionally informed management plans. The estimated 
impacts of conservation measures address some concerns from stakeholders regarding the 
necessity of these measures in the fishery. This study also provides spatial-temporal specific 
sampling advice for the monitoring programs and optimization which can be applied to other 
monitoring programs to facilitate the development of cost-effective surveys. 
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CHAPTER 1 
AN INTRODUCTION TO AMERICAN LOBSTER (HOMARUS AMERICANUS) 
1.1 American lobster fishery and stock condition 
 The American lobster (Homarus americanus), currently the most valuable fishery 
resources in the Northeast United States, is widely distributed in the coastal and deep shelf 
waters from Labrador, Canada, to North Carolina, United States (Phillips, et al., 2013). The 
lobster landings have reached 158.6 million pounds with a value of $666.7 million in 2016 
(NMFS, 2017). The volume and value of landings in 2016 have increased more than 8% 
compared with 2015. The fishery occurs mostly near-shore (< 100 m depth) within the Gulf of 
Maine, and offshore in southern areas such as Georges Bank and southern New England (Phillips 
et al., 2013). However, the landings have not increased uniformly along the coast. The majority 
of national landings are produced by Maine and Massachusetts in the Gulf of Maine (GOM; 94% 
total landings) while the lobster fishery in southern New England is near historic lows (Phillips 
et al., 2013; NMFS, 2017). Despite the high fishing pressure, the continued increase in lobster 
abundance in the GOM is of great interest to the scientists, managers, and industries.  
 The American lobster fishery has experienced a long history and dramatic increase since 
the 1990s in the GOM. The fishery began along the coast of Massachusetts in 1800 and 
expanded to Maine waters in the 1840s (Rathbun, 1884). The growth of the fishing effort, area, 
and season resulted in a decline in catch rates and the average size of lobsters from 1870 to 
1880s (Rathbun, 1884). The coast-wide decline in landings led to various implementations of 
conservation rules in states (ASFMC, 2015). For example, Maine increased the minimum legal 
size and instituted the protection for egg-bearing females in 1907 (Krouse, 1987). The landings 
remained low but started increasing steadily from the 1990s to 2010s (ASFMC, 2015).  
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 Even though the fishing pressure and landings were high, the GOM lobster population 
has increased dramatically since the early 1990s (ASMFC, 2015). During the most recent stock 
assessment, the estimated abundance of the GOM stock was at a record high and recruitment was 
also near record high (ASMFC, 2015). With the dramatic increase in abundance and relatively 
low exploitation rate, the stock assessment scientists concluded that the GOM lobster stock was 
not depleted and overfishing was not occurring (ASMFC, 2015).  
1.2 Critical components of lobster research and management 
 Various hypotheses have been developed to explain such an increase, ranging from 
improved habitat with warming temperature (Tanaka and Chen, 2016) and reduced biomass of 
major predators (e.g. Atlantic cod; Steneck and Wahle, 2013) to conservation measures that 
protect female spawners (Le Bris et al., 2018). However, no systematic study has been done to 
quantify the impact of each component to the lobster population. It is important to develop a 
comprehensive study to understand the environmental effects on the lobster distribution, quantify 
the impact of conservation measures on the lobster population, and evaluate the performance of 
monitoring programs to provide sufficient data to various types of research. 
  Environmental factors have a considerable impact on the distribution of lobsters. Bottom 
water temperature, salinity, and acidification can influence the metabolism, spawning, and 
growth of lobsters (Boudreau et al., 2015). Temperature is the primary driving force and 
therefore climate change is expected to significantly impact the distribution of lobsters (Mills et 
al., 2013; Pinsky et al., 2013).  The warming water with an increasing number of days in the 
ideal temperature range of 12 - 18 °C in the GOM provides a potential benefit to juvenile 
lobsters with expanded and improved habitat (Steneck and Wahle., 2013; Tanaka and Chen., 
2016). As the water temperature is predicted to continue warming in the future, there is a 
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growing need to estimate the environmental effects on the lobster distribution in the GOM 
(IPCC, 2013).  
 Undoubtedly, the lobster conservation measures can also affect the lobster population in 
addition to the environment. Properly determined and established conservation measures could 
ensure consistently high catches over years (Krouse, 1987). A set of unique conservation 
measures has been used in the Maine lobster management system for more than a century. The 
conservation measures include minimum and maximum legal sizes, V-notching egg-bearing 
lobster (e.g. clip a V-shaped mark on the tail of an egg-bearing female), and prohibiting the 
harvest of egg-bearing and V-notched lobsters (Maine Law Title 12, Sections 6431 and 6436). 
Minimum legal size allow lobsters the opportunity to spawn at least once in their life span, and 
maximum legal size protects large spawners that tend to be more fecund than smaller ones 
(Krouse, 1987).  
 The impact of some conservation measures on lobster landings have been evaluated in 
several studies. The effects of changes in legal sizes on lobster landings have been evaluated by 
quantifying the changes in landing weight with commercial size composition data (Krouse, 
1987). The results showed that a 1/8 inch increase in minimum legal size would increase annual 
landings by 6% to 7% after a short period of decreased landings. Le Bris et al. (2018) also 
suggested that without the conservation management, lobster abundance in the GOM would have 
only increased by 242% instead of 515%. Since only a few alternative management strategies 
have been evaluated in the past, the understanding of the effectiveness of these conservation 
measures on the lobster population are still limited. It is urgent to quantify the impact of 
conservation measures with more management scenarios regarding growth variability, 
recruitment dynamics, and seasonal variability in fishing intensity. The quantified impact would 
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address some concerns from stakeholders regarding the necessity of implementing these 
measures in the lobster fishery and facilitate the management of the lobster fishery in a changing 
GOM. 
 Any research on quantifying the environmental effects or conservation measure impact 
on lobster population requires sufficient data from various monitoring programs (Lohr, 1999). 
Biological data from lobster monitoring programs and high-resolution environmental data from 
quantitative ocean circulation models have been widely used by the scientific community to 
capture lobster distribution and its stock conditions (ASMFC, 2015; Tanaka and Chen, 2015; Li 
et al., 2017). However, performance evaluation on the sampling designs and rigorous skill 
assessment of modeled benthic water properties remain scarce, which may result in a lack of 
confidence in lobster distribution modeling and stock assessment. 
 Lobster monitoring programs have provided critical information to the lobster stock 
assessment (ASMFC, 2015). For example, the American Lobster Settlement Index Program is a 
fishery-independent survey that provides information on temporal trend of lobster recruitment 
(Wahle et al., 2010). Unlike most of the monitoring programs, which follow random sampling 
designs, the settlement survey sampled fixed stations over years (Li et al., 2015). It is necessary 
to evaluate the effectiveness of such a design in capturing temporal variability of newly settled 
lobsters. In addition to the surveys that monitor newly settled lobsters, the Lobster Sea Sampling 
program monitors the size composition of lobsters in the GOM. By measuring each lobster that is 
caught on a boat, it provides detailed information including discards of egg-bearing and v-
notched lobsters (ASMFC, 2015). Often the number of lobsters caught on each trip is too large to 
record the relevant information on every lobster. It is urgent to develop a subsampling plan to 
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achieve time-effective monitoring of lobsters and provide sufficient catch and size composition 
data to the scientific community (Miller et al., 2007). 
 The Finite Volume Community Ocean Model is one of the core ocean circulation models 
of the Northeast Coastal Ocean Forecast System, and its bottom water temperature outputs are 
widely used to hindcast and forecast the distribution of benthic and groundfish species (Guan et 
al., 2017). The accuracy and reliability of the model need to be examined by comparing observed 
and modeled bottom water temperature using statistical and quantitative measures. The assessed 
quality of modeled water temperature will assist the scientific community to identify potential 
issues associated with the predicted thermal fields and potentially lead to better use of the data.  
 The lobster fishery is a critical piece of the economy along the coast of the Northeast of 
United States and Atlantic Canada. It is important to understand the contribution of each 
component that affects the lobster resource and its management in a changing GOM. The case 
studies of the American lobster in this dissertation confirm that a better understanding of the 
effects of the three components on the lobster resource would greatly improve the management 
of lobster fishery by identifying spatially varied dominant factors that pose risks to the lobster, 
quantifying the contribution of conservation measures to the improved lobster abundance and 
landings, and making recommendations on the current monitoring programs.  
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CHAPTER 2 
ESTIMATING SPATIAL NON-STATIONARY ENVIRONMENTAL EFFECTS ON 
AMERICAN LOBSTER DISTRIBUTION IN THE GULF OF MAINE 
2.1 Introduction 
 Understanding the effects of environmental changes on species distribution is required 
for many aspects of resource management and environmental research (Franklin and Miller, 
2009). There is a growing body of literature suggesting that changes in the spatial structure of a 
population may be caused by shifts in distribution in response to variations in environmental 
conditions (Ciannelli, et al., 2012; Kotwicki and Lauth, 2013; Szuwalski and Hollowed, 2016). 
The distribution of a species is influenced by many abiotic (e.g. temperature and salinity) and 
biotic (e.g. predator, prey, and disease) drivers that operate simultaneously with different 
strengths at different spatial scales or locations, and may change over time. The dominant drivers 
of the distribution pattern may depend on the spatial scale and vary by subarea when the spatial 
scale changes. Therefore, it is difficult to disentangle the effects of multiple environmental 
variables on the presence or density of a species spatially (Ciannelli et al., 2012). This would 
require a study being conducted at multiple finer spatial scales. Identification of the spatial non-
stationary environmental effects on the distribution of a species can improve our understanding 
of the species spatial dynamics at finer scales (Windle et al., 2010). 
 The strength of an environmental effect on a species changes with its life stage or along 
the species' range if there are sharp hydrographic or biogeographical gradients such as 
differences in local food availability (Frank et al., 2006). For example, the distribution of 
American lobster is regulated by both abiotic and biotic drivers but primarily driven by water 
temperature in the Gulf of Maine (GOM, Boudreau et al., 2015; Tanaka and Chen, 2016). The 
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effect of predation on the lobster population increases and dominates at the cold and warm 
extremes of the thermal range (Boudreau et al., 2015; Le Bris et al., 2018). Post-settlement 
natural mortality rates have increased dramatically with the onset of disease at the southern end 
of the species' range (Wahle et al., 2009). Previous studies have also indicated that lobster 
recruitment is derived from local sources in the GOM and the stock-recruitment relationships 
differ between eastern and western GOM (Chang et al., 2015). This is a result of the variation in 
primary production that is affected by different temperatures and circulation patterns across these 
two areas (Incze et al., 2010). Given the differences in the eastern and western GOM, it is 
important to evaluate the spatial non-stationary environmental effects on the lobster distribution 
in this area. 
 As there is a regional decrease in the degree of vertical mixing from the eastern to the 
western GOM, lobsters can be exposed to a wide range of bottom temperatures. In the western 
GOM, the bottom water temperature is below the lower bound of ideal temperature range (i.e. 12 
to 18 °C) for lobsters, whereas in the eastern GOM at the same depth stratum bottom temperature 
is within the ideal range the temperature except very shallow nearshore areas in spring and fall 
(Crossin et al., 1998; Kleisner et al., 2016). Therefore, the depth-wise distribution of lobsters 
may be expected to vary from east to west during the year because of seasonal differences in the 
degree of vertical mixing. Other environmental variables, such as salinity and sediment type, 
may further influence the coastal distribution and density of lobster, and may interact with 
temperature effects on lobster density (Jury et al., 1994).  
 Previous studies suggest that recent increases of lobsters in the GOM are related to 
warming bottom temperature (Chang et al., 2010; Tanaka and Chen, 2016; Le Bris et al., 2018), 
but these increases have not been uniform in space (ASMFC, 2015). The annual mean density of 
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lobsters from the Maine-New Hampshire Bottom Trawl Survey showed that lobsters have 
increased considerably more in the eastern GOM than in the west (Sherman et al., 2015). The 
magnitude of environmental effects from two different temperature conditions may result in this 
density difference. It is important to understand how densities of lobsters change over space 
under different environmental conditions. Descriptions of the varied temperature-presence and 
temperature-density relationships over space would provide managers and fishermen greater 
insight into the role of temperature on the expansion of lobsters into the eastern GOM. 
 Regression models are the most common technique used to evaluate statistical 
relationships between species abundance and environmental variables (Windle et al., 2010; 
Tseng et al., 2013; Ward et al., 2015). However, global regression models (e.g. generalized linear 
regression models) estimate only a single relationship between environmental variables and 
species with the assumption of spatial stationarity over large spatial scales. This creates a 
challenge in understanding complex local patterns (Cadenasso et al., 2007; Hoeting, 2009; 
Windle et al., 2010). Given the reality that the impact of environmental variables on the 
distribution and abundance of a species may differ in intensity in different areas of the species 
range, local models may better characterize spatially varying relationships between abundance 
and environmental variables (Brunsdon et al., 1998; Fotheringham and Brunsdon, 1999; Franklin 
and Miller, 2009; Windle et al., 2010; Tseng et al., 2013; Runge et al., 2014). 
 There are several approaches which can improve our understanding of non-stationary 
effects of environmental variables on the distribution of a species, such as linear mixed models 
and geographically weighted regression (GWR) models. Both linear mixed models and GWR 
models are able to provide geographically varying intercepts and species-environment 
relationships (Franklin and Miller, 2009). Linear mixed models incorporate random parameters 
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and model the variability detected for a given phenomenon among different locations (Thorson, 
et al., 2015). The GWR model estimates intercepts and coefficients of each predictor variable at 
each observation point (Fotheringham and Brunsdon, 1999). It shows promise in verifying 
spatial variability of environmental effects on species distribution and identifying dominant 
environmental drivers at potential subareas. Previous studies also suggested that the GWR could 
make relatively good predictions (Zhang and Gove, 2005). For example, Windle et al. (2010) 
compared several models in predicting presence of cod in the North Atlantic Ocean. The results 
showed that the GWR produced more accurate predictions and less spatial pattern in the 
residuals compared with global logistic regression and generalized additive model (GAM).  
 In this study, we conduct a comprehensive GWR model framework to analyze the local 
relationships between environmental variables and presence and density of American lobster in 
the GOM. To detect locally varied relationships between lobsters and environmental variables in 
the study area, we developed a two-stage season-, sex-, and size-specific model implementing 
the GWR approach to explore the presence and density distribution of lobsters. We also 
conducted a simulation approach to examine whether the GWR model under- or overestimates 
lobster density with spatial patterns. The developed analytical framework is suitable for testing 
the non-stationary environmental effects on the distribution of other species. 
2.2 Materials and methods 
2.2.1 Study area and data sources 
 The lobster density data were collected from the Maine-New Hampshire Inshore Bottom 
Trawl Survey. This biannual survey has been conducted in the coastal waters of Maine and New 
Hampshire since fall 2000. The survey area includes 16001 km2 of coastal shelf from Downeast 
Maine to southern Maine and New Hampshire (Figure 2.1; Sherman et al., 2005). This stratified 
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random survey has a target number of 115 stations for each survey resulting in a sampling 
density of one station for every 137 km2 (Sherman et al., 2005). However, the actual number of 
surveyed stations is smaller than 115 for various reasons (Chen et al., 2006). The target tow 
duration is 20 minutes covering a length of approximately 1.48 km. Data from 261928 individual 
lobsters were included in this study.  
 
Figure 2.1. Catch density (log number of lobsters/0.016 km2; Top panel) of the Maine-New 
Hampshire Inshore Bottom Trawl Survey and observed bottom water temperatures (Bottom 
panel) from 2000 to 2014. The red symbol in the USA map shows the location of the GOM.  
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 Lobster biological data were collected from 2000 to 2014. At each survey station, the 
carapace length (CL), sex, and weight of each individual lobster was measured. Lobster catch per 
tow was standardized according to tow distance by dividing catch quantity with tow distance 
then multiplying target tow distance. The standardized lobster densities, measured as the number 
of lobster per 0.016 km2 (ASMFC, 2015), were grouped by seasons (i.e. fall and spring), sexes 
(i.e. female and male), and two size classes (i.e. juvenile and adult). Juveniles were lobsters less 
than 50 mm CL; this classification is based on the differences in activity patterns (Lawton and 
Lavalli, 1995). Lobsters less than 50 mm CL show limited movement, whereas adult lobsters 
show more active seasonal movement (Lawton and Lavalli, 1995). A total of eight groups (two 
seasons × two sexes × two sizes) of data were modeled independently.  
 Environmental data and spatial information, such as bottom water temperature (°C, 
Figure 2.1), bottom water salinity, depth (m), latitude (decimal degree), and longitude (decimal 
degree), were collected during the survey. Distance offshore (km), which is defined as the 
shortest distance from the sampling station to the shore, was calculated by using the gdistance 
package in R (Etten, 2015). Sediment mean grain size (phi; -log of grain size) was obtained from 
the U.S. Geological Survey East-Coast Sediment Texture Database (McMullen et al., 2014). The 
average value of grain size in units of phi was estimated for each survey station using ArcGIS 
interpolation with kriging. Grain size decreases with increasing phi values, and the range of grain 
size was from 5.93 to 10.62 phi with a resolution of 0.01 phi.  
2.2.2 Model development 
 Two-stage GWR models were used to evaluate the relationships between lobster density 
and environmental variables. The first stage GWR was used to estimate the probability of lobster 
presence (p) as a function of environmental variables with a binomial error distribution: 
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(2.1) 𝐺𝑊𝑅𝐼:  𝑙𝑜𝑔𝑖𝑡 𝑝! = 𝛽! 𝑋! ,𝑌! + 𝛽! 𝑋! ,𝑌! 𝑇! + 𝛽! 𝑋! ,𝑌! 𝑆! + 𝛽!(𝑋! ,𝑌!)𝐷𝑒! + 𝛽!(𝑋! ,𝑌!)𝐷𝑂! +𝛽!(𝑋! ,𝑌!)𝑆𝑒!                                                                                                                       
The second stage GWR estimated the log-transformed lobster density (d) with a Gaussian error 
distribution: 
 (2.2) 𝐺𝑊𝑅𝐼𝐼:   𝑙𝑛 𝑑! = 𝛽! 𝑋! ,𝑌! + 𝛽! 𝑋! ,𝑌! 𝑇! + 𝛽! 𝑋! ,𝑌! 𝑆! + 𝛽!(𝑋! ,𝑌!)𝐷𝑒! + 𝛽!(𝑋! ,𝑌!)𝐷𝑂! + 𝛽!(𝑋! ,𝑌!)𝑆𝑒!                                                                                                                    
where 𝑝 is the probability of presence of lobster at location i, d is the density of lobster at 
location i, 𝛽! is the intercept specific to location i, and (𝑋!,𝑌!) is the coordinate of the ith location. 𝛽! 𝑋! ,𝑌!  to 𝛽!(𝑋! ,𝑌!)  are coefficients of independent variables varying conditionally on 
location i. 𝑇! , 𝑆! , 𝐷𝑒! , 𝐷𝑂! , and 𝑆𝑒! , are bottom water temperature (°C), salinity, depth (m), 
distance offshore (km), and mean grain size of sediment (phi) at location i, respectively.  
 A preliminary variance inflation factor (VIF) analysis was conducted to remove variables 
with multicollinearity. We excluded environmental variables with VIFs that exceeded 3 for each 
model (Sagarese et al., 2014). Based on VIF results and p-value (<0.05) from the generalized 
linear regression model using all the data, temperature, distance offshore, and sediment size were 
included for all the GWR models. Salinity was included in the first-stage male adult and spring 
male juvenile GWR models. Depth was only included for second-stage fall female juvenile 
GWR model. The input variables were centered on zero because the interpretation of regression 
coefficients is often sensitive to the scale of the input variables (Franklin and Miller, 2009). The 
GWR models were conducted by applying a generalized linear regression model at each survey 
station using data from the nearest stations with a defined weight. With the moving generalized 
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linear regression model going through each station, location specific intercepts, coefficients, and 
significances of each explanatory variable (p < 0.05) were determined.  
 The weighting matrix was calculated based on type of distance, kernel function, and 
bandwidth (Gollini et al., 2014; Nakaya, 2014). The final weighting matrix was determined 
based on model optimization criteria such as the smallest corrected Akaike's Information 
Criterion (AICc) value. The great circle distances between spatial coordinates were used in this 
study to calculate shortest distance between two points with consideration of the curvature of the 
Earth (Collini et al., 2014). A bi-square kernel function was applied by giving a unit weight to 
each sample point, but null weights to observations with a distance greater than the bandwidth 
(Gollini et al., 2014). Adaptive bandwidth with a fixed number of points was selected to establish 
the weight matrix after model optimization (Nakaya, 2014). Golden section search, which is an 
efficient optimization tool for locating the maximum or minimum of a function by searching 
between potential bandwidth intervals, was used in order to find an optimal bandwidth: 
(2.3) 𝑤!" = (1− 𝑑!"! /𝑏!(!)! )!       𝑖𝑓 𝑑!" < 𝑏!(!)0                           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                              
where 𝑤!" is the weight value of the observation at station j for estimating the coefficient at 
station i, 𝑑!"  is the great circle distance between stations i and j, and 𝑏!(!)  is the adaptive 
bandwidth size defined as the kth nearest neighbor point. The bandwidth of the model that 
produced the smallest corrected AICc value was determined as the optimal bandwidth. The 
GWR analysis was conducted using GWR 4.0 software. 
2.2.3 Model fitting and validation 
 Area under the receiver operating characteristic curve (AUC) was used to verify the 
abilities of the first stage GWR models to fit presence of lobsters. The AUC values range from 0 
to 1, and a high AUC value implies that model has a high probability in fitting the presence of 
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lobsters correctly (Zou et al., 2007). Root mean square error (RMSE) and Moran's I were used to 
assess the model fitting performance of the second stage GWR models. RMSE was calculated to 
quantify the discrepancy between observed and fitted densities and a value close to 0 indicates 
better model fit (Stow et al., 2009). Moran's I statistic evaluates whether the pattern of model 
residuals expressed is clustered, dispersed, or random (Lu et al., 2014). A Moran's I value near 1 
indicates strong positive autocorrelation of the residuals, and a value near -1 indicates strong 
negative autocorrelation (Windle et al., 2010).  
 The eight groups of data for each model were divided into training and testing data to 
calibrate the model and validate the predictions. Partitioning of training and testing data varies 
between different models. The proportion of testing data for each model was 1/(1+ 𝑝 − 1), 
where p is the number of predictor variables (Franklin and Miller, 2009). Presence and density of 
lobsters at locations of testing data were predicted based on the model developed using training 
data. The AUC values were used to evaluate the discrepancy between observed and predicted 
presence. The adjusted R2s from linear regression model were used to measure the similarity 
between observed and predicted density. We repeated the cross validation 100 times for each 
GWR model and averaged the estimated performance measures.  
2.3 Results 
2.3.1 Model performance and validation 
 The bi-square kernel bandwidth adapted itself in size depending on the original data 
density (Table 2.1). For example, the presence of adults showed a larger spatial coverage in the 
GOM than juveniles. With few absence values, adults required a larger bandwidth size than 
juveniles to develop the GWRI model; therefore, the GWRI models for juveniles showed better 
performances than models for adults with higher deviance explained and AUC values (Table 
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2.1). The performance results from GWRII models indicated that the models for adults fitted 
better in explaining the variation of the density because of the lower RMSE values (Table 2.1). 
The mean of 100 cross validation results from the simple linear regression analysis showed that 
the models had reasonable prediction skill because the fitting lines were close to the 1:1 line 
(Figure 2.2). The global Moran's I ranged from -0.04 to 0.09 and indicated weak autocorrelation 
of model residuals for all models (Figure 2.3). The estimated coefficients were not highly 
correlated with observed environmental variables (Table 2.2).  
 
Table 2.1. Summary of optimal bandwidth and model performance for the GWR models. The 
unit of bandwidth is number of points. 
Model 
Sample 
Size Bandwidth 
Deviance 
(%) AUC 
CV_AUC 
±SD 
FLFJ I 1059 161 42.77 0.92 0.90±0.05 
FLFA I 1059 377 34.10 0.90 0.87±0.10 
FLMJ I 1059 131 40.67 0.91 0.89±0.05 
FLMA I 1059 495 37.42 0.92 0.67±0.13 
SPFJ I 1406 156 34.19 0.90 0.88±0.05 
SPFA I 1406 445 20.71 0.83 0.80±0.14 
SPMJ I 1406 162 38.26 0.92 0.75±0.07 
SPMA I 1406 412 34.84 0.91 0.66±0.12 
Model 
Sample 
Size Bandwidth RMSE R2 
CV_R2 
±SD 
FLFJ II 561 64 0.37 0.43 0.39±0.12 
FLFA II 976 48 0.85 0.54 0.58±0.12 
FLMJ II 572 53 0.47 0.41 0.42±0.11 
FLMA II 957 48 1.04 0.51 0.60±0.11 
SPFJ II 676 58 0.63 0.34 0.37±0.11 
SPFA II 1316 62 0.70 0.43 0.57±0.10 
SPMJ II 670 65 0.58 0.30 0.30±0.12 
SPMA II 1259 65 0.76 0.43 0.55±0.10 
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Figure 2.2. GWRII models cross validation comparing the predicted versus observed lobster 
density.  The light gray solid lines are 100 linear regression lines fit to all of the data. The black 
solid line is the mean of 100 cross validation results. The dashed line is the 1:1 line. 
 
 
Figure 2.3. Correlograms of Moran's I values for residuals of the second-stage GWR models. 
FLFJ: FL denotes fall, F denotes female, and J denotes juvenile. SPMA: SP denotes spring, M 
denotes male, and A denotes adult. NN represents number of nearest point. 
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Table 2.2. Correlations between estimated coefficients and observed environmental variables.  
Model Temperature Distance 
Offshore 
Sediment Depth Salinity 
FLFJ I -0.15 0.03 0.16   
FLFA I -0.27 0.02 0.25   
FLMJ I -0.04 -0.04 0.30   
FLMA I 0.21 -0.16 0.06  0.09 
SPFJ I 0.07 0.02 0.09   
SPFA I -0.30 0.23 -0.01   
SPMJ I 0.11 -0.11 -0.14  -0.06 
SPMA I 0.19 0.12 0.04  -0.06 
FLFJ II -0.06 0.02 0.05 -0.15  
FLFA II -0.14 0.03 0.05   
FLMJ II -0.04 0.09 0.02   
FLMA II -0.12 -0.03 0.01   
SPFJ II -0.01 -0.11 -0.12   
SPFA II -0.01 -0.01 -0.14   
SPMJ II -0.05 -0.10 -0.01   
SPMA II -0.10 -0.03 -0.22   
 
2.3.2 Environmental and spatial variables 
 Non-stationary environmental effects on the distribution of lobsters were visually 
explored by mapping the local coefficient estimates of each predictor variable. Overall, there was 
a positive relationship between bottom water temperature and presence of lobsters. The 
coefficients between presence of lobsters and bottom water temperature varied from -0.44 to 
2.97. Positive relationships between presence and bottom water temperature were significant in 
the eastern GOM, while the western GOM showed non-significant relationships for most of the 
modeling groups (Figure 2.4). Near the Mid-Coast region of the GOM, presence of spring female 
adults showed significant positive relationships with bottom water temperature. However, this 
relationship was not significant in fall. The significant positive relationships between lobster 
density and bottom water temperature were more spread throughout the study area (Figure 2.4). 
The coefficients for the relationship between lobster density and bottom water temperature 
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ranged from -0.42 to 1.30. When considering different seasons, sex and size of lobsters, there 
was no large difference in coefficients in GWRII relationship patterns.  
 
Figure 2.4. Local coefficient estimates derived from the GWR models for bottom water 
temperature. The black dots denoted that the bottom water temperature were not significant to 
the models at these locations. FLFJ I: FL denotes fall, F denotes female, J denotes juvenile, and I 
denotes first stage model. SPFA II: SP denotes spring, F denotes female, A denotes adult, and II 
denotes second stage model. 
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 The estimated coefficients of the distance offshore varied from -0.81 to 0.34 and -0.64 to 
0.88 for GWRI and GWRII respectively. The negative relationships between the presence of 
lobster and distance offshore were stronger for juveniles than for adults (Figure 2.5). The mean 
sediment size (phi) displayed significant negative relationships with presence of lobsters at most 
stations. However, there was a cluster of significantly positive relationships between spring adult 
lobster and sediment size in the Downeast Maine region. The positive relationships indicated that 
the probability of presence of lobster increases with finer sediment since large phi values indicate 
finer sediment. In the relationships between presence of lobster and sediment size, the magnitude 
of the coefficients ranged from -2.80 to 1.99. Lobster density showed patterns of non-significant 
relationships with sediment size and the range of relationship coefficients was from -5.03 to 2.24 
(Figure 2.6). There was no large difference in sediment coefficients among seasons and sexes. 
The estimated intercepts were the mean of the response when all predictors were zeros and they 
also varied over space with ranges of -2.8 to 8.81 and -0.28 to 13.36 for GWRI and GWRII 
respectively. The presence of lobsters showed a lower probability of occurrence outside of the 
Penobscot Bay compared with the eastern and western GOM and the density of lobsters slightly 
decreased with increased distance offshore.  
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Figure 2.5. Boxplot of coefficients from distance offshore (top panel) and sediment (bottom 
panel) at different regions. The regions from 1 to 5 represent New Hampshire and Southern 
Maine, Mid-coast, Penobscot Bay, Mt. Desert Area, and Downeast Maine region respectively. 
SPFJ I denots presence model with spring female juveniles and SPFA denotes presence model 
with spring female adults.  
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Figure 2.6. Local coefficient estimates derived from the GWR models for sediment. The black 
dots denoted that the sediment was not significant to the models at these locations. FLFJ I: FL 
denotes fall, F denotes female, J denotes juvenile, and I denotes first stage model. SPFA II: SP 
denotes spring, F denotes female, A denotes adult, and II denotes second stage model. 
 
 Salinity and depth were only included in a few models. The relationships between 
presence of lobster and salinity were significant in the western GOM in fall and in the eastern 
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GOM in spring. Most of the salinity coefficients were negative and as large as -5.06 (Figure 2.7). 
In spring, juvenile lobster presence showed a similar pattern with adult lobster presence. Depth 
showed a weak relationship (-0.07 to 0.08) with the density of female juveniles in fall (Figure 5). 
The most significant positive relationship between lobster density and depth was in Mid-Coast 
Maine, and a negative relationship appeared in Mt. Desert outer inshore areas.  
 
Figure 2.7. Local coefficient estimates derived from the GWR models for salinity. The black 
dots denote that salinity are not significant to the models at these locations. FLMA denotes fall 
male adult, SPMJ denotes spring male juvenile, SPMA denotes spring male adult, and I denotes 
first stage of model. 
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Figure 2.8 Local coefficient estimates derived from the GWR models for depth. The black dots 
denote that the depth is not significant to the models at these locations. FLFJ I denotes first stage 
of model for fall female juveniles. 
2.4 Discussion 
 We developed a modeling approach for understanding the local relationships between 
environmental variables that influence season-, size-, and sex-specific distribution of American 
lobster in the GOM. Bottom water temperature, distance offshore, and sediment size were the 
key variables that affect the spatial distribution of American lobster. The relationships between 
lobster distribution and these environmental variables varied locally over the GOM. One 
implication of rapidly changing coefficients in space is that the strength of environmental effects 
on lobster distribution was non-stationary because of the spatial variations of the environmental 
variables, showing the importance of spatial scale in studying interactions between lobster 
distribution and environmental variables.  
 Temperature has long been recognized to be a key determinant of the distribution and 
abundance of American lobster using global models (Chang et al., 2010; Tanaka and Chen, 
2016). In this study, the GWR models with finer spatial scale showed that the temperature had a 
significantly positive effect on lobster distribution but the strength of temperature effects varied 
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spatially in the GOM. The relationships were significantly positive in the eastern GOM while 
most of the area in the western GOM showed non-significant relationships. In addition to the 
non-significant relationships found in this study, the influence of temperature on lobster presence 
and density may be obscured by other factors in the western GOM. 
 It is possible the estimated relationships differed between the western and eastern GOM 
because there is limited water in the favorable temperature range in the western GOM. A thermal 
front separates the cold, vertically stratified water in the western GOM from the warm, tidally 
mixed, bottom water in the eastern GOM (Townsend et al., 2006). Thus, except for the 
shallowest, nearshore trawl sites, most of the bottom water temperatures in the western GOM 
were below the ideal temperature range for lobsters, whereas the temperatures at sites in the 
eastern GOM were above the range. Although the warm stratified layer is not well established in 
the west at time of the spring trawl survey, it is more conspicuous in the fall survey, when it 
included depth strata shallower than 37 m (Figures 2.9 and 2.10). With limited favorable 
temperature in the western GOM at the seasons of sampling, there was no statistically significant 
positive relationship between lobster and temperature. The fluctuations of water temperature 
showed a negligible effect on the presence and density of lobsters. The non-significant 
relationship between temperature and presence and density of lobsters indicates that other factors 
(e.g. predators) or a combination of temperature and other factors may influence the lobster 
population in this region. The relative influence of predators in regulating the lobster population 
may intensify at thermal range boundaries (Boudreau et al., 2015). 
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Figure 2.9. Histogram of fall bottom water temperature at stratum 1 from the Maine-New 
Hampshire Inshore Bottom Trawl Survey. The red line and values in the figure titles represent 
median temperature from each region. West region includes water temperature from New 
Hampshire and Southern Maine. Center represents Penobscot Bay region. East region includes 
Mt. Desert Area and Downeast Maine. 
 
Figure 2.10. Map of all sample points (gray) and degree-points that are greater than 12 °C (red) 
from fall bottom trawl survey. 
 Distance offshore might be one of the useful variables to predict the lobster distribution 
in the western GOM. In the western GOM, some relationships between distance offshore and 
lobster were significantly negative. The rate of decrease in juvenile presence was faster than that 
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of adults given the same value of distance offshore. Juveniles exhibit less mobility than adults 
(Lawton and Lavalli, 1995; Wahle et al., 2013a); thus, the distance offshore is a better predictor 
for juveniles than adults, because the limited movement ability of juveniles restricts them inshore 
where they have been found to settle at highest density (Wahle et al., 2013a). In addition to 
distance offshore, sediment size was also an important variable showing spatial varying 
relationships with presence and density of lobsters. The presence of adult lobster in spring 
showed both positive and negative relationships with sediment size in different regions. The 
sediment size has no large distance offshore-wise gradient in the Downeast Maine region 
according to the data from the U.S. Geological Survey East-Coast Sediment Texture Database 
(McMullen et al., 2014). The sediment size in other areas gradually changes from coarse to fine 
with increasing distance offshore. With more options in terms of sediment types, the presence 
and density of lobsters decreased with increasing sediment size in regions other than the 
Downeast Maine region. This pattern was not detected in previous studies (Chang et al., 2010) 
and suggests that the adult lobster is less restricted to the coarse, rocky, cobble sediment found in 
the Downeast Maine region.  
 Alternatively, coarse substrate such as boulders and cobble may limit trawl sampling 
efficiency. The complex relationships between lobster and sediment size require further 
exploration as catchability of lobsters by the trawl survey may explain some of the spatial 
variability in apparent lobster density (Somerton et al., 2013). Lobsters often prefer boulder and 
rocky substrates (Steneck and Wilson, 2001), but the trawl survey generally showed higher 
lobster catches in clay and silt areas. The trawl survey in general has poor catch efficiency in 
rocky substrates (Chang et al., 2010); therefore, the model might underestimate the importance 
of sediment related variables. In addition to sediment, the variation in estimated temperature 
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coefficients might be induced by varied catchability at different temperatures. The contrast of 
temperatures in the western and eastern GOM might cause differences in catchability and 
therefore, likely affects the explanatory power of temperature in the models from these regions. 
  All the environmental variables examined in this study are abiotic, and we have not 
investigated any biotic variables that can impact the distribution of American lobster. Boudreau 
et al. (2015) suggested that both biotic and abiotic effects could affect the abundance of 
American lobster in the northwest Atlantic Ocean by altering lobster interactions with predators 
and abiotic environmental variables. Given the non-significant relationship between lobster and 
temperature in the western GOM, incorporating biotic variables such as the abundance of cod, a 
predator of the American lobster, into the GWR model may further explain the spatial dynamics 
in the western GOM. The abundance of cod is higher in the western GOM than in the eastern 
GOM, which is the opposite pattern of the density of American lobster (NEFSC, 2013; Wahle et 
al., 2013b).  
 The model validation results suggest low spatial autocorrelation of model residuals, 
which is consistent with the results of previous GWR model studies (Zhang et al., 2005; Windle 
et al., 2010; Lu et al., 2014). While global models often assume independence between 
observations and model residuals, the GWR model assumes and quantifies spatial dependence 
between observed variables. The lack of spatial patterns in model residuals suggests relative 
good performance of the GWR models. The GWR model is particularly useful when the target 
species tends to have a patchy distribution which requires consideration of spatial dependence.  
 Although using a GWR model to predict the spatial distribution of a marine species has 
many advantages, GWR models have limitations. Coordinates were the only information 
required by the GWR model for coefficients prediction at unobserved locations. Thus, the 
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estimated parameters are not suitable to predict future distribution of a species if there are 
substantial changes in ocean conditions. Like Chang et al. (2010), we assumed that the lobster 
behavioral response to environmental gradients did not vary much between years. Year-to-year 
variations in lobster density could be used to set up time blocks to explore the distribution under 
different density conditions. However, data could not be divided into several time blocks because 
the lobster density from the trawl survey did not have an obvious shift within the study period 
(2000 to 2014). Shifts in estimated relationships can be assumed if low- and high-density periods 
exist and if there is a density dependent behavior of lobsters. In addition to the difficulty in 
adding year as a factor into the models, the GWR model may need to be carefully examined if it 
is used to conduct annual analyses. The AUC values from the model validation results were 
lower than the fitting results with an average decrease of 10.83%. This decline is a result of the 
model being developed with training data, which has fewer data points than the full data set. 
Therefore, a model developed with a single year's data may not be sufficient to produce 
ecologically interpretable results. GWR model, compared with global models (e.g. GAM), may 
have less flexibility in forecasting presence or density of species if there is a sudden change in 
the environment. The large data quantity required to estimate locally varied relationships 
constrain the application of the GWR model. 
 Windle et al. (2010) and Lu et al. (2014) suggested using the GWR model and global 
regression model together to better understand how the distribution of a species varies with 
different factors in a large ecosystem. The GWR model has the ability of producing results that 
are as accurate as the more frequently used global regression models (Zhang, et al., 2008). In 
addition to the similar performance in prediction, the GWR model can explore spatial non-
stationarity of environmental influences at various scales. The GWR can be used as an identifier 
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to determine the spatial scale relationships between species and environmental variables become 
stationary (Segovia, et al., 2016). Thus, the GWR model can first be used to detect the non-
stationarity scale, and this defined scale could be used to divide the study area into subareas. 
Using both GWR and global models can further improve the hindcast or forecast of the species 
distribution outside of the temporal range of existing data. Furthermore, the estimated 
coefficients maps can clearly reveal heterogeneity of the relationships throughout the study area 
and facilitate interpretation of model results (Segovia, et al., 2016). The GWR model is also able 
to predict coefficients/relationships at unsampled locations without additional measurements.  
  Non-stationary relationships between species and environmental variables have several 
important implications for management. First, a dominant driver in different subareas can be 
identified by comparing the magnitudes of the estimated relationships. With a careful 
examination of the biological mechanism underlying the estimated relationship, a more specific 
monitoring program can be developed by focusing on sampling data for the identified dominant 
drivers (e.g. predators). In addition to identifying dominant drivers at subareas, such an analysis 
will facilitate derivation of spatially explicit species abundance indices if the species is managed 
under multiple management areas. Furthermore, the abundance indices can be simulated under 
various climate scenarios to inform temperature-explicit conservation plans.  
 Improved conservation of the American lobster requires locally informed management 
plans to better serve the region's economically and culturally important coastal fishing 
communities. Fishing communities along the coast may be at a risk if the local lobster density 
starts to decline with a change in environment. In addition, variation in timing and location of 
fishing may lead to an increase of variation in the temporal trends of lobster density in different 
areas. Regarding the different trends of lobster density, each of the seven Maine lobster 
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management zones needs to develop a local management plan to respond to the different 
challenges it may face. For example, the management zones in the eastern GOM may have laxer 
management rules because the fishery is likely to be more abundant if temperature continues to 
rise within the favorable temperature range of lobsters. On the other hand, zones in the western 
GOM may need more information on the impact of predation on the fishery before relaxing their 
management rules. 
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CHAPTER 3 
EVALUATING IMPACTS OF LEGAL SIZES ON LOBSTER POPULATION 
DYNAMICS IN A CHANGING GULF OF MAINE 
3.1 Introduction 
 It is now widely acknowledged that in fisheries management it is necessary to account for 
both environmental change and human impacts on the population dynamics of a fishery resource 
(Jul-Larsen et al., 2003). There is a growing body of literature exploring environmental impacts 
such as effects of climate change on population productivity or distribution (Brander, 2010). 
However, simulation studies that quantify the contribution of fishery management regulations to 
population dynamics remain scarce (Chavez et al., 2003; Stewart et al., 2016). Management 
strategy evaluation involves using simulation to compare the relative effectiveness of alternative 
management regulations and determine the performance of existing regulations (Punt et al., 
2016). Fisheries management with efficient conservation regulations can lead to positive 
development of a fishery with increased landings and abundance of a fisheries resource (Worm 
et al 2009). Therefore, simulation studies provide an effective framework for evaluating the 
trade-offs among alternative conservation regulations and for assessing the consequences of 
uncertainty for achieving management goals (Punt et al., 2016). 
 The American lobster (Homarus americanus) fishery is the most commercially important 
fisheries in the United States with a dramatic boom in landings in the Gulf of Maine (GOM) 
since the 1980s (Acheson and Steneck, 1997; Tanaka and Chen, 2016). The dramatic increase in 
landings and abundance have been attributed to changes in the environment such as warming 
temperature, reduced predation, and improved habitat (Wahle et al., 2013; Tanaka and Chen, 
2016; Pinsky, 2018). In spite of various environmental impacts, effects of conservation measures 
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on the lobster population have also been explored. For example, Le Bris et al. (2018) used a 
simulation model to evaluate "what if" scenarios and suggested that about half of the increase in 
lobster abundance can be attributed to the conservation measures. Gendron (2005) has also 
suggested that an increase of 1 mm carapace length per year in minimum legal size would lead to 
a doubling of egg-per-recruit production of American lobsters in the Canadian Magdalen Island 
after seven years. However, some of these studies do not include recruitment variability or the 
simulation work is hard to validate (Sundelof et al., 2014; Pinsky, 2018). The models used in 
previous simulation may not be able to realistically capture lobster population and fisheries 
dynamics because of the complexity in the life history and fishery process (Chen et al., 2005). It 
is thus necessary to explore a more flexible and powerful modeling framework, such as an 
individual-based model, to more realistically quantify the lobster life history and fishery 
processes and evaluate different conservation measures (Butler, 2003; Chen et al., 2005; 
ASMFC, 2009; Kanawai et al., 2010; Chang et al., 2011) 
 Conservation measures, which have been implemented in the American lobster (Homarus 
americanus) fishery for over 140 years, are likely to have contributed to the dramatic increase in 
the GOM lobster abundance (ASMFC 2015; Le Bris et al., 2018). The most important 
conservation measures include minimum and maximum legal sizes, v-notching (i.e. put a v-
shaped notch cut in the tail of lobsters) egg-bearing female lobsters, and prohibition on taking 
egg-bearing or v-notched females (Acheson and Gardner, 2011). Minimum and maximum legal 
sizes are the most common conservation measures that set the smallest and largest carapace 
lengths that a lobster can be legally retained if caught (Hill, 1992). The minimum legal size 
ensures that the lobsters spawn at least once in their life span (Acheson and Reidman, 1982). The 
maximum legal size protects the larger and more fecund females. It allows the larger females to 
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spawn more than once and increases the numbers of eggs per spawning (Hill, 1992). The lobster 
population is likely to fluctuate if there is a change in minimum or maximum legal size. It is 
important to quantify the impact of legal sizes on the lobster population with size explicit 
simulation scenarios.  
 The value of implementing minimum legal size in the lobster fishery has been well 
recognized while the effectiveness of maximum legal size on lobster fisheries has been debated 
for years. The ICES Homarus Working Group has shown that an increase in minimum legal size 
along with a decrease in fishing mortality would lead to an increase in stock biomass and reduce 
the risk of fishery-induced recruitment failure (Bennett and Edwards, 1981). However, it is 
difficult to decide how large a stock of breeding females is required for adequate recruitment to 
the fishery since no clear stock-recruitment relationship has been defined in the lobster fishery 
(Thomas, 1965; ASMFC, 2015). Therefore, it is important to apply different stock-recruitment 
relationships to the lobster data and verify how the choice of the stock-recruitment relationship 
may influence the management policy (Bannister and Addison, 1986). 
 This study attempts to use an individual-based lobster simulator to assess the impact of 
current legal sizes and potential effects of alternatives on the American lobster population in the 
GOM. We considered four types of stock-recruitment relationships in order to project reasonable 
variations in recruitment after changing legal sizes. We examined 25 different legal size 
scenarios based on combinations of 0, 1, and 2 mm increment and decrement in the current 
minimum and maximum legal sizes. The potential changes in lobster landings, abundance, and 
size composition in each scenario were quantified and evaluated in this study. The developed 
simulation framework may be also suitable for other fisheries with similar conservation 
measures.   
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3.2 Materials and methods 
3.2.1 Individual-based lobster simulator and input data 
 We explored specific legal sizes simulation scenarios using an individual-based lobster 
simulator to evaluate alternative management strategies. The individual-based lobster simulator 
was originally described in Chen et al. (2005), ASMFC (2009), and Chang (2015).  It models 
lobsters from 53 mm to 223+ mm carapace length (CL) in the GOM (Figure 3.1). The simulator 
mimics the life history and fishery processes a lobster experiences. The life history section 
determines the molt, maturity, and egg-bearing conditions of a lobster. It also tracks the lobster 
through time and determines whether it is dead due to natural mortality or it is available to the 
fishery. A live lobster may then be caught by the fishery and landed if it is not v-notched, is not 
bearing eggs, and is within the legal sizes during the fishery processes. The simulator 
summarizes landings, abundance, biomass, population size composition, spawning stock 
biomass, and recruitment at each season (Chang, 2015). The reference scenario was determined 
by tuning the simulator to minimize the difference between predicted catch and observed catch.  
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Figure 3.1. Map of study area and the historical landings and abundance of lobsters from 1982 to 
2013. 
  
3.2.2 Stock-recruitment relationships 
 The historical simulation of the lobster population and fishery does not require a defined 
stock-recruitment relationship because we used the recruitment estimates from the stock 
assessment as input data to the simulator. However, the projected recruitment varies by season 
with changes in spawning stock biomass that results from changing the legal sizes. Therefore, a 
season-specific stock-recruitment relationship for summer and fall following the stock 
assessment settings was built into the projection function of the simulator.  
 Four types of stock-recruitment relationships were explored in this study and the one that 
produces best fits of recruitment was used for further simulations. These stock-recruitment 
relationships estimate recruitment by season through (1) sampling recruitment from the historical 
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recruitment with a coefficient of variation (CV) of 50%, (2) Beverton-Holt model, (3) Ricker 
model, and (4) sampling recruitment from the recruitment distributions at different spawning 
stock biomass levels (Quinn II and Deriso, 1999). The spawning stock biomass and recruits used 
to estimate the relationship were the estimated spawning stock biomass and recruitments from 
the historical simulation of the individual-based lobster simulator. For the type 4 relationship, 
dividing the spawning stock biomass into 6 levels produced the least root mean square error 
between predicted recruitment and the observed recruitment from the simulator. The recruits 
ranged from 53 mm to 73 mm CL and they were recruits to the fishery. It takes a lobster an 
estimated 5 to 7 years to grow into this size range, depending on water temperature (ASMFC, 
1997; Wahle et al., 2004). Therefore, we tried different time lags between stock spawning 
biomass and recruitment in the stock-recruitment relationship assessment. A time lag of 5 years 
was used for further simulations with least disagreement between predicted and observed 
recruitment.  
(3.1) 𝑅 ~ 𝑁(𝐻𝑅,𝐻𝑅×𝐶𝑉) 
(3.2) 𝑅 = !!!!!!!! 𝑒! 
(3.3) 𝑅 = 𝛼!𝑆𝑒!!!!!! 
(3.4) 𝑅~ 𝑁(𝑅!, 𝑆𝐷!)                         𝑆 ≤  𝑆!                                                         𝑁(𝑅!!!, 𝑆𝐷!!!)                  𝑆! < 𝑆 ≤ 𝑆!!!, 1 ≤ 𝑖 ≤ 5                         𝑁((𝑅 𝑆)!, 𝑆𝐷!)×𝑆            𝑆 ≥ 𝑆!                                                             
where R is the predicted recruitment in each season, N represents normal distribution, HR is the 
historical recruitment from the 2015 stock assessment report, S is the spawning stock biomass, α1 
and α2 represents the number of recruits per spawner at the low number of spawners, β1 and β2 
controls the levels of density dependence and is proportional to fecundity and density-density 
dependent mortality (Quinn II and Deriso, 1999), ε is the error with mean of zero and variance of 
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σ2, R1, Ri+1, SD1, and SDi+1 represent the mean recruitment and standard deviation at spawning 
stock biomass level 1 (S1) and i+1 (Si+1), (R/S)6 and SD6 is the recruitment to spawning stock 
biomass ratio and standard deviation at spawning stock biomass level 6 (S6) or above.   
 The performances of the four types of stock-recruitment relationships were compared 
using Pearson’s correlation (Li et al., 2017). The performances of type 2 and 3 were further 
compared with the linear regression model that has an assumption of density independence 
between recruits and spawners using ANOVA test (Ogle, 2015). For each type of stock-
recruitment relationships, we repeat the simulation process 50 times to account for the variability 
in predicted recruitment. We compared the mean of the 50 predicted recruitments with the 
estimated historical recruitment to estimating the performance of different types of stock-
recruitment relationships.   
3.2.3 Legal sizes simulation scenarios 
 We explored 25 simulation scenarios that included all possible combinations of 5 
minimum and 5 maximum legal sizes. Each legal size scenario was iterated 50 times. These legal 
sizes represented changes of -2, -1, 0, +1, +2 mm CL on the reference minimum and maximum 
legal sizes respectively. The scenario with no change in minimum and maximum legal sizes was 
the reference scenario. The reference scenario used the minimum (1982-1987: 81 mm CL, 1988: 
82 mm CL, and 1989-2013: 83 mm CL) and maximum (1982-2013: 127 mm CL) legal sizes 
from the 2015 stock assessment report. Other scenarios used the same values from the reference 
scenario for other parameters besides the minimum and maximum legal size. We summarized the 
relative changes in landings, abundance, and size composition observed from the other scenarios. 
We used an ANOVA test to compare the mean values from 2013 estimates under different 
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scenarios and tested the significance of minimum and maximum legal sizes impact on the lobster 
population.  
3.3 Results 
3.3.1 Stock-recruitment relationships 
 The recruitment projected from using different stock-recruitment relationships showed 
various degrees of correlation with the estimated recruitment from the simulated population 
(Figure 3.2). The estimation in summer exhibited less discrepancy with the observations and 
variations compared with the projection in fall (Table 3.1). The usage of the historical 
recruitment type relationship (type 1) produced the highest correlation between estimated and 
observed recruitments. However, the type 1 relationship had a tendency of overfitting the 
recruitment without a functional link to predict recruitment reliably under different management 
strategies. The predicted recruitment in response to different spawning stock biomass levels 
(type 4) yields the second highest correlation. The predictions with Beverton-Holt (type 2) and 
Ricker (type 3) types of relationships showed relatively similar trends. The magnitude of 
correlation between predictions and observations for the type 2 and 3 were lower than other 
types of relationships. The fits of the stock-recruitment relationship from type 2 and 3 were no 
better than the fits from the density independent models according to the ANOVA test (p > 0.05).  
Table 3.1. Correlation between predicted and observed recruitment using four types of stock-
recruitment relationships with a five-year lag. 
 Summer Fall 
Type 1 0.99 0.99 
Type 2 0.85 0.68 
Type 3 0.85 0.67 
Type 4 0.96 0.83 
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Figure 3.2. Temporal trends of the predicted recruitments from the reference scenario and 
scenarios using four types of stock-recruitment relationship. 
 
3.3.2 Changes in landings, abundance, and size composition 
 The 25 legal size scenarios were then explored using the type 4 stock-recruitment 
relationship with a 5-year lag since the type 4 relationship showed a relatively good performance 
in predicting the recruitment. We summarized the simulation results in terms of relative changes 
in landings, abundance, and size composition.  
3.3.2.1 Landings 
 Minimum legal size showed a greater impact on lobster landings than maximum legal 
size. The predicted landings in 2013 were up to 279.92% higher than the reference landings 
when change only happened in minimum legal size (Table 3.2). Given the same minimum legal 
size, the predicted landings showed a similar trend when there was a -2 mm CL change in 
maximum legal size compared with no change in maximum legal size (Figure 3.3). The predicted 
landings from different scenarios showed similar trends over 1982 to 1989 and the variability in 
predictions occurred after 1990. Overall, the predicted landings were lower than the mean of the 
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reference landings after 1990 while there was a decrease in minimum legal size and vise versa 
(Figure 3.3).  
 
Figure 3.3. The boxplot of relative change in landings (%) from 50 iterations of 6 legal sizes 
scenarios.  The reference value was the mean landings from the scenario with no change in 
minimum and maximum legal sizes. 
 The positive change in landings was greatest in 2013 when there was a 2 mm CL increase 
in minimum legal size. The greatest negative change occurred when there was a 2 mm CL 
increase in maximum legal size and a 2 mm CL decrease in minimum legal size (Table 3.2). For 
the scenario that produced the highest positive change in 2013 landings, the landings experienced 
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a fluctuation around the reference landings for the first 7 years and the landings produced only 
positive changes after 1989.  
Table 3.2. Relative changes in lobster landings (t) and abundance in 1997 and 2013.  
Min Legal 
Size 
Max Legal 
Size 
Landings (%) Abundance (%) 
1997 2013 1997 2013 
-2 -2 -15.11 -45.23 -17.74 -47.75 
-1 -2 -11.35 -29.17 -11.51 -30.65 
0 -2 -0.93 12.77 2.02 12.91 
1 -2 7.76 81.28 11.55 92.58 
2 -2 21.56 276.97 32.28 316.34 
-2 -1 -18.68 -44.51 -21.62 -47.81 
-1 -1 -11.53 -30.40 -11.01 -33.16 
0 -1 0.10 0.22 0.65 1.73 
1 -1 10.73 90.03 13.13 93.87 
2 -1 22.52 255.25 32.41 288.91 
-2 0 -13.22 -43.68 -16.27 -46.21 
-1 0 -11.41 -29.06 -12.55 -31.33 
0 0 0.00 0.00 0.00 0.00 
1 0 8.99 89.76 12.30 96.19 
2 0 26.66 279.92 41.63 319.68 
-2 1 -21.52 -45.97 -23.94 -48.39 
-1 1 -6.87 -25.21 -7.63 -27.73 
0 1 0.99 3.63 2.22 4.39 
1 1 10.50 106.60 15.38 117.70 
2 1 21.68 239.09 33.10 263.05 
-2 2 -17.94 -46.29 -20.18 -49.29 
-1 2 -11.21 -31.89 -12.69 -33.63 
0 2 -3.05 -4.41 -2.03 -3.14 
1 2 11.80 96.09 15.88 104.92 
2 2 21.33 251.48 31.46 285.32 
 
3.3.2.2 Abundance 
 The relative change in abundance showed a similar temporal trend compared with the 
relative change in landings (Figure 3.4). The scenario with a 2 mm CL increase in the minimum 
legal size showed the highest positive change in 2013. The scenario with a 2 mm CL increase in 
maximum legal size but a 2 mm CL decrease in minimum legal size produced the most negative 
changes in abundance in 2013. The lobster abundance was more sensitive to changes in 
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minimum legal size than maximum legal size. Any increase in minimum legal size leaded to a 
positive change of abundance in 2013 while a decrease in minimum legal size produced negative 
change in abundance (Appendix S1). However, given no changes in minimum legal size, the 
abundance slightly increased with decreased maximum legal size. A 1 mm CL increase in 
maximum legal size resulted in 4.39% increase in abundance during 2013 while a 2 mm CL 
increase leaded to 3.14% decrease in abundance (Table 2). The impact of changing minimum 
legal size (p < 2e-16) was significant according to the ANOVA test while the maximum legal 
size (p = 0.36) showed no significant impact on the lobster abundance. 
 
Figure 3.4. Relative changes in abundance (%) from the 25 scenarios compared with the scenario 
with no changes in minimum and maximum legal sizes.  
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3.3.2.3 Size composition 
 Given the same maximum legal size, increasing minimum legal size produced increased 
lobster weight at different size bins (Figure 3.5). There was no clear pattern on changes in size 
composition at a fixed minimum legal size (Figure 3.5). Besides the scenario with a 2 mm CL 
increase in minimum legal size, other scenarios produced comparable size composition under 
different levels of maximum legal size. Under a 2 mm CL increase in minimum legal size 
scenario, the size composition slightly decreased over size bins when there was an increase in 
maximum legal size (Figure 3.5). With a 2 mm CL increase in minimum legal size, a 1 mm CL 
decrease in maximum legal size produced less lobster weight per size bin, but a 2 mm CL 
decrease in maximum legal size could lead to a small increase in the lobster weight per size bin 
(Figure 3.5).  
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Figure 3.5. The size distribution of population weight (t) at size from 25 simulation scenarios.  
 
3.4 Discussions 
 American lobster studies tend to focused on the improvement of understanding 
environmental effects alone on the abundance and distribution of the lobsters, whereas 
quantification on the impact of conservation measures has received relatively less attention until 
recently (Le Bris et al., 2018; Pinsky, 2018). Most of the research has quantified the impact of 
conservation measures based on yield-per-recruitment assessment that lack the consideration of 
recruitment variability, size-dependent mortality, maturity and growth (Sundelof et al., 2014). 
Along with the scarce model simulation and validation, there is little study to evaluate the effect 
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of a maximum legal size on the population dynamics when double-gauge regulation is developed 
for the fishery. This study quantifies the impact of both minimum and maximum legal sizes on 
the American lobster fishery in the GOM using simulations. The simulation model was validated 
by comparing predicted and observed catches. The assessment incorporated the recruitment 
variability by consideration of four types of the stock-recruitment relationships. The results 
derived from this study would improve our understanding of the contribution of legal size 
regulations to the dramatic increase of lobster landings and abundance in the GOM.  
 This study has considered recruitment variability when quantifying the impact of legal 
sizes on the lobster population by exploring four different types of stock-recruitment 
relationships. The relationship using sampled recruitments from customized recruitment 
distribution from different spawning stock biomass levels provided the best projection of 
recruitments. The historical recruitment with a large CV could not reveal the variability in 
recruitment due to the lack of a functional link between recruitment and spawning stock. The 
recruitment does not respond to the variations in spawning stock biomass that result from 
changes in legal sizes because there is no functional link between the recruitment and the stock. 
The classic stock-recruitment models could not fit the observations well (Chang et al., 2015). 
The performance of these classic models is no better than a density-independent model. 
Sampling recruitment from recruitment distributions that developed for different spawning stock 
biomass levels has produced the best predictions in this study. The objective of the study has not 
been to define the stock-recruitment relationship for American lobster, but to use simulations to 
see which stock-recruitment relationship could be applied to the lobster data for further 
management strategy evaluation. Further exploration on estimating the lobster stock-recruitment 
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relationship is necessary since the landings are likely to be governed by the shape of the stock-
recruitment relationship (Bannister and Addison, 1986).  
 It is urgent to quantify the effect of different stock-recruitment relationships on the 
lobster stock assessment so that the population projections under different conservation strategies 
can be carried out accurately. Bannister and Addison (1986) have described how various stock-
recruitment relationships affect the relation between yield and different management strategies. 
They have suggested that a highly overcompensatory stock-recruitment curve tends to reduce the 
benefits of increasing minimum legal size or of setting a maximum legal size. Chang et al. 
(2016) has quantified the stock-recruitment relationships for American lobsters in the inshore 
GOM. The recruitment in their study is newly settled young-of-year lobster (around 10 mm CL) 
and they found that the functional stock-recruitment relationship could vary by area and spatial 
scales. The recruitment in this study is the recruitment to the fishery and it is an essential 
component in the lobster stock assessment (ASMFC, 2015). A thorough study on estimating the 
stock-recruitment relationship is vital to understand the population dynamics of the lobster and 
would improve our studies on quantifying the impact of different conservation measures on the 
lobster fishery (Wahle, 2003).  
 The minimum and maximum legal sizes have been implemented in the Gulf of Maine 
lobster fishery with a long history but the strength of their impacts on the lobster population are 
different. The responses from fishermen showed that 90.4% of the fishermen expect minimum 
legal size to be very effective but the expectation on maximum legal size is lower (Acheson and 
Gardner, 2011). The results from this study further indicate that changes in minimum legal size 
showed greater influence on the lobster landings, abundance, and size composition than changes 
in maximum legal size. For example, at the fixed maximum legal size situations, changes in 
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minimum legal sizes could result in almost a three-fold difference in relative changes in 2013 
landings. However, given a fixed minimum legal size, changes in maximum legal size only 
produce a lesser difference in relative changes in landings. This may be one of the reasons that 
there were more changes in minimum legal size than in maximum legal sizes in the lobster 
fishery (Acheson and Steneck, 1997). Minimum legal size is expected to be more effective for 
achieving goals such as a doubling egg per recruitment (Gendron 2014).   
 The effects of minimum and maximum legal sizes on the lobster population are not a 
one-way trip. An increase in minimum legal size may produce increased landings but increasing 
maximum legal size may create a mixed picture. The results from this study suggested that a 1 
mm increase in maximum legal size with no change in minimum legal size may result in a small 
increase in landings but a 2 mm increase would lead to negative changes in landings. The current 
maximum legal size supports relatively good performance in lobster landing and abundance. To 
produce large changes in lobster landings, abundance, and size distribution, a greater change 
(e.g. ±5 or ±10 mm CL) in maximum legal size may be required.  
 The impact of maximum legal size on the lobster population depends on how it is 
combined with the minimum legal size and other conservation measures. Therefore, this 
simulation study with different combinations of minimum and maximum legal sizes greatly 
improve our view on the effect of maximum legal size on the lobster population in the GOM. 
However, the views on effectiveness of maximum legal size remain controversial. The maximum 
legal size is developed to protect the large lobsters that are particularly valuable not only because 
they carry more eggs, but also because they can extrude eggs twice after a molt (Waddy and 
Aiken, 1986). However, some observers think the maximum legal size is biologically unsound 
because Massachusetts and New Hampshire do not have the maximum legal size measure but 
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still experienced the boom of lobsters in the 1990s (Acheson and Steneck, 2011). The results 
from this study also imply that the lobster population is not sensitive to 1 or 2 mm CL change in 
maximum legal size.  
 There is a tendency that the lobster landings increase steadily with a 1 mm CL increase in 
minimum legal size after a very short term loss and a medium term fluctuation (e.g. 13 years). 
This is similar with the real patterns in Maine lobster fishery. The minimum legal size has been 
increased 1 mm CL in 1989 (Acheson and Steneck, 1997). The catch per unit effort fluctuated 
from 1990 to 2007 but had a two-fold increase from 2007 to 2013 (Steneck et al., 2017). The 
relatively good match between prediction and history highlights the benefits of using the 
individual-based lobster simulator for the management strategy evaluation. The increase in 
lobster landings and abundance may not be only influenced by the increased minimum legal size, 
but also other conservation measures such as v-notch practice, no-take egg bearing lobsters, 
reduced trap limits, and limited entry (Steneck and Wahle, 2003; Steneck et al., 2017). 
Evaluating the effectiveness of these conservation measures would greatly improve our 
understanding of the lobster population dynamics. 
 The quantified impact of minimum and maximum legal size on the lobster population 
provides numerous management implications. The effect of difference in legal sizes by stock 
area on the lobster population may require further exploration. The American lobster is managed 
with different legal sizes by different stock areas (ASMFC, 2015). It is urgent to apply the 
simulation approach developed in this study to the extended study area and to quantify the 
impact of difference in legal sizes on the lobster population. The difference in legal sizes by 
stock area would be necessary if the species shows different size at maturity by stock area (Hill, 
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1992). Depending on the size at maturity along the coast, a minimum legal size that is less than 
the size at maturity may cause local disappearance of the fishery.  
 Examinations on impact of different sizes by sex and season may provide us better 
understanding of the current conservation measures. The minimum and maximum legal sizes in 
the lobster fishery are developed to primarily protect female lobsters (Steneck et al., 2017). 
Inappropriate size measures such as same legal size for both female and male lobsters may 
induce adverse sex ratio in the lobster population. Furthermore, lobsters experience seasonal 
migration from offshore to inshore. There is a need to quantify the impact of legal sizes on the 
lobster population using a finer spatial-temporal resolution (e.g. inshore/offshore- and season-
specific legal sizes).  
 In conclusion, current conservation measures, such as minimum and maximum legal 
sizes, have made a great contribution to the dramatic increase in the American lobster fishery in 
the GOM. The effect of minimum legal size is greater than the effect of maximum legal size on 
the lobster landings, abundance, and population weight at sizes. A 2 mm CL increase in 
minimum legal size with no changes in maximum legal size would produce the largest positive 
relative change in landings in 2013. Further estimation on the effect of different stock-
recruitment relationship on the lobster population would improve the reliability of the predicted 
landings, abundance, and size distribution. Developing a simulation approach with a finer 
spatial-temporal resolution would further improve our understanding of the legal size effects on 
the lobster population. 
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CHAPTER 4 
EVALUATING THE PERFORMANCE OF LOBSTER MONITORING PROGRAMS IN 
CONDUCTING LOBSTER RESEARCH IN A CHANGING GULF OF MAINE 
4.1 Evaluating the effectiveness of fixed-station sampling for monitoring American lobster 
settlement 
4.1.1 Introduction 
The American Lobster (Homarus americanus) supports one of the most valuable 
commercial fisheries in the U.S. and requires continuous monitoring of its abundance and 
distribution. The landings of American Lobster were over 67800 metric tons and worth over 
$461 million in 2013 (NOAA Annual Commercial Landing Statistics 2013). More than 85% of 
the total landings in the U.S. occur from the inshore waters of the Gulf of Maine (ASMFC 2009; 
NOAA Annual Commercial Landing Statistics). However, the distribution and abundance of the 
American Lobster varies along the Gulf of Maine over years (Chen et al. 2006). There have been 
many studies done about the distribution of the American Lobster (Bowlby et al. 2008; Steneck 
and Wahle 2013; Green et al. 2014), including studies of the effects of the environment on the 
spatio-temporal distribution of abundance of the American Lobster (Cooper et al. 1975; Cowan 
et al. 2001; Selgrath et al. 2007; Chang et al. 2010). The spatial and temporal patterns of adult 
lobster abundance were found to be associated with postlarval settlement indices (Wahle et al. 
2004; Xue et al. 2008).  
Long-term monitoring of the benthic settlers can provide vital information for 
understanding the recruitment dynamics of the American Lobster in the Gulf of Maine. Such a 
program needs to collect data about species density and associated environmental and spatial 
variables at selected sites annually. Initiated in 1989, the American Lobster Settlement Index 
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(ALSI) is an annual diver-based survey of newly settled YOY and older juvenile lobsters in the 
Northeast U.S. and Atlantic Canada (Wahle et al. 2010). This settlement survey covers the 
longest monitoring time series, more than 20 years, in the mid-coast region of the Gulf of Maine. 
Unlike most of the fishery-independent monitoring programs, which follow (stratified) random 
station design (NRC 2000; Liu et al. 2009), the ALSI monitoring program follows a fixed-station 
design with the sampling station unchanged throughout the survey time period. The effectiveness 
of such a design in capturing the temporal variability of newly settled lobsters has not been 
evaluated. Thus it is unclear if this settlement survey can quantify temporal variability of YOY 
lobsters, particularly in response to changes in the spatial distribution of the Gulf of Maine 
lobsters in the last two decades (ASMFC 2009; Wahle et al. 2010).  
There has been debate on the advantages and disadvantages of fixed and random station 
sampling designs (Warren 1994; Seng 1951; Quist et al. 2006). A random station sampling 
design tends to yield unbiased estimates and is often used for its precision. Fixed-station 
sampling is often examined for its accuracy in identifying possible biases as a result of lack of 
randomness in the selection of samples (Warren 1994). One objective of this study was to 
evaluate whether the fixed-station sampling design that has been used in the ALSI settlement 
survey can capture the temporal dynamics of lobster settlers. Specifically, we simulated temporal 
“true” populations of the distribution of newly settled lobster in the mid-coast region of the Gulf 
of Maine based on a two-stage GAM model; and then applied both fixed- and random designs to 
sample the simulated population.  We compared the estimated and “true” population densities for 
both the fixed- and random survey designs to calculate estimation error. The estimation errors 
were then compared between the fixed- and random survey designs to determine their 
performance in capturing the temporal variability of the lobster settlers. Additionally, persistence 
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indices were calculated to evaluate the fixed-station sampling’s power of detecting temporal 
trends in lobster density. 
4.1.2 Materials and Methods 
The fixed-station sampling data from ALSI can be used to evaluate its power to detect 
temporal trends in lobster density. Since we want to compare fixed- and random station sampling 
designs, we need to simulate a “true” population of American Lobster in the mid-coast region of 
the Gulf of Maine so that both sampling designs can be applied to sample the simulated 
population. The generalized additive model (GAM; Hastie and Tibshirani 1990) can be used to 
quantify the statistical relationship between the abundance of American Lobster and 
environmental and spatial variables. If we have these data and are able to develop such statistical 
models, they can be used to project the spatial distribution of the lobsters which can then be 
considered as a “true” population for evaluating the fixed- and random station sampling designs. 
The data availability, development of GAM, and design of simulations are described below.  
4.1.2.1 Maine-New Hampshire Inshore Trawl Survey data 
 Data from 2000 to 2012 obtained in the fall Maine-New Hampshire inshore bottom trawl 
survey were used to build the GAM model. The Maine-New Hampshire Inshore Trawl survey 
has been conducted along the coastal waters of Maine and New Hampshire since the fall of 2000 
(Chen et al. 2006). It is a biannual survey done in spring (April-June) and fall (September-
November). The trawl survey has a target tow duration of 20 minutes for each site and collected 
environmental data such as temperature, salinity, and depth at each sampling site in addition to 
the collection of biological information such as for carapace length (CL), weight, and the sex for 
each lobster. The number of sampling sites covered in a given year varies from 54 to 99 stations 
within four depth strata (Figure 4.1). The standardized lobster density (around 0.01 km2 per tow) 
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was estimated based on the lobsters less than 60 mm CL. The data from early benthic phase 
lobsters and older juveniles were used in this study to develop and validate the habitat model for 
simulating the distribution of newly settled lobsters.  
 
Figure 4.1. Maine-New Hampshire trawl survey region with four depth strata. 
 
4.1.2.2 Environmental and spatial data 
 The environmental and spatial data that are associated with potential sampling stations in 
the mid-coast region were obtained for the development of GAM model. Bottom water 
temperature, salinity, latitude, longitude, depth, distance offshore, sediment type, and distance to 
sediment boundary were identified as environmental and spatial variables influencing the 
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distribution and abundance of lobster (ASMFC 2009; Chang et al. 2010), and they were included 
in the GAM in this study. The bottom water temperature (°C) and salinity from the trawl survey 
were directly used to build the GAM. The bottom water temperature and salinity data associated 
with potential sampling stations were obtained through spatially interpolating the data from 
Finite-Volume, primitive equation Community Ocean Model (FVCOM). We extracted the depth 
(m) data from U.S. Coastal Relief Model for the Northeast Atlantic region. The sediment 
information was gathered from the map of sediment grain-size distribution for U.S. east coast 
(Continental Margin Mapping Program; Poppe et al. 2005). The distance to sediment boundary 
was calculated using Arc GIS 10.3 (Chang et al. 2010).  
4.1.2.3 Lobster settlement data 
We used lobster density data from ALSI settlement survey between 1989 to 2013 to 
analyze the fixed-station sampling’s power of detecting temporal trends. Unlike the bottom trawl 
survey that collects data for multispecies, the ALSI survey using the fixed-station sampling 
design targets American Lobster. The program follows a fixed-station design and covers coastal 
areas from Nova Scotia to Rhode Island. This diver-based suction sampling was conducted in all 
the sites at the end of the settlement season each year. Divers collected lobsters from 12 to 20 
quadrats (0.5 m2 per quadrat) by using an air-lift suction sampler (Pershing et al. 2012). The size 
of YOY lobsters are less than 10.5 mm CL and the size of juvenile lobsters up to 60 mm CL 
(Wahle and Steneck 1992).  We chose the mid-coast region of Gulf of Maine as the study area as 
it has one of longest time series data among all of the whole coastal areas (Figure 4.2). In this 
region, 10 fixed sampling stations were revisited every year (Figure 4.2). 
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Figure 4.2. Map of mid-coast region of the Gulf of Maine and potential sampling stations. 
4.1.2.4 Development of two-stage generalized additive model 
The GAM has been used for predicting density of American Lobster and Blue Crab 
(Callinectes sapidus) as a function of environmental and spatial variables (Jensen et al. 2005; 
Chang et al. 2010). The GAM is flexible and can fit non-linear response curves to individual 
predictor variables. We developed a two-stage GAM to quantify the relationship between lobster 
survey data and environmental data. Following Chang et al. (2010), the environmental variables 
built into the model include water temperature (T, °C), salinity (S), settlement type (Se), depth 
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(D, m), distance offshore (DO, decimal degree), distance to the settlement boundary (DS, 
decimal degree), latitude (La), and longitude (Lo). The first stage GAM estimates the presence of 
lobsters (p) by using a logit link function with a binomial error distribution. The second stage 
GAM estimates the log-transformed lobster density (d) by using an identity link function with a 
Gaussian error distribution (Berry and Welsh 2002). The comprehensive log-transformed lobster 
density ln(y) (log# per 0.01 km2) was estimated by combining the results generated from the first 
and second stages of the GAM. 
(4.1.1) GAM1: 𝑙𝑜𝑔𝑖𝑡 𝑝 = 𝑠 𝑇 +  𝑠 𝑆 + 𝑠 𝐷𝑒 + 𝑠 𝐷𝑂 + 𝑠 𝐷𝑆 + 𝑠 𝐿𝑎 + 𝑠 𝐿𝑜 + 𝑆𝑒 +ɛ       
(4.1.2) GAM2: 𝑙𝑛 𝑑 = 𝑠 𝑇 +  𝑠 𝑆 + 𝑠 𝐷𝑒 + 𝑠 𝐷𝑂 + 𝑠 𝐷𝑆 + 𝑠 𝐿𝑎 + 𝑠 𝐿𝑜 + 𝑆𝑒 + ɛ            
(4.1.3) 𝑙𝑛 𝑦 = 𝑙𝑛 𝑝 + 𝑙𝑛(𝑑)                                                                                                                   
where s is spline smoother. 
We conducted a preliminary analysis to evaluate the significance of variables in both 
single and interaction terms. Eight variables were included initially in each stage of the GAM, 
then the most significant single terms were selected and included as the main effects in the 
models based on correlation analysis and Chi-square statistical significance (p < 0.05; Jensen et 
al. 2005; Chang et al. 2010). Then we evaluated all the possible interaction terms for each stage 
of the GAM. The most significant interaction term was added to the model as one of the main 
effects. We compared the model with interaction terms and the model without interaction terms 
based on the explanatory power. The interaction term was kept if the explanatory power of the 
model with interaction term increased by at least 5% compared to the model without the 
interaction term (Chang et al. 2010). 
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 The performance of the derived model was evaluated using a cross-validation approach 
(Franklin and Miller 2009). We divided the fall trawl survey and environmental data into training 
and testing data sets before validating the model. The partitioning of training and testing data sets 
are random and based on a ratio of 3:1 since the number of predictors was more than five 
(Franklin and Miller 2009). We compared the lobster density ln(y) (log# per 0.01 km2) predicted 
based on the model developed using training data with the observed lobster density ln(y’) (log# 
per 0.01 km2) of the testing data by using the following simple linear-regression model: 
(4.1.4) 𝑙𝑛 𝑦′ = 𝑎 + 𝑏×𝑙𝑛(𝑦)                                                                                                    
We ran the cross-validation100 times and averaged the estimated performance measures 
(Fielding and Bell 1997). The averaged a and b values indicate bias in predicted density. An a = 
0 and b =1 imply that predicted lobster density and observed lobster density (i.e. testing data) 
have similar spatial patterns and the model has good predictive performance. 
4.1.2.5 Simulation study  
The density (log# per 0.01 km2) distributions of early benthic phase lobsters and older 
juveniles in the mid-coast region from 1989 to 2012 were simulated using the GAM model. 
These distributions were considered as “true” populations for applying fixed and random 
sampling schemes. There are 1971 potential sampling stations identified in the mid-coast region 
of the Gulf of Maine (Figure 4.2). The GAM model yielded the prediction of lobster density and 
associated standard deviation for each potential sampling station for each year from 1989 to 
2012. For each year, 1000 realizations of the “true” population were generated based on the 
variation in the predicted lobster density among potential sampling stations.  
Both fixed and random sampling designs were applied to the 1000 realizations of the 
“true” population each year with the sample size of 10. For the fixed sampling scheme, 10 
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stations out of the 1971 potential sampling stations that are closest to the 10 fixed-stations used 
in the actual settlement survey were selected. For the random sampling scheme, the sampling 
process was repeated 100 times with a sampling size of 10 for a given realization of the “true” 
population. The 100 repeats were averaged to obtain the “true” random sampling results for each 
given realization. As a result, the two sampling schemes each yielded 1000 sets of estimated 
mean lobster settler density (log# per 0.01 km2) for each year. The 1000 sets of the estimated 
mean lobster density for each sampling scheme were compared with the mean of “true” 
population parameter 𝑉!"#$  (Yates 1946; Chen 1996; Kimura and Somerton 2006). We 
calculated relative estimation error (REE) and relative bias (RB) to quantify the comparison: 
(4.1.5) 𝑅𝐸𝐸 = (!!!"#$%&#!'!!!"#$)!!!!! !!!"#$ ×100%                                                                                           
where 𝑉!!"#$%&#!"  is the estimated mean lobster density of 10 sampling stations in the ith 
sampling; i is from 1 to 1000. 𝑉!"#$ is the mean lobster density of 1971 potential sampling 
stations for each simulation, and N is the sampling times for a given realization of the “true” 
population (i.e. 100 in this study). The REE values reflect the difference between sampling 
results and true lobster density in an area over time and measure both bias and variation in the 
evaluation. The RB measures the estimation bias and is quantified as: 
(4.1.6) 𝑅𝐵 = !!!"#$%&#!'!!!! ! !!!"#$!!"#$ ×100%                                                                                                  
A sampling approach with smaller REE and RB values indicates better performance 
(Chen 1996). The fixed-station sampling design was thought to have biased estimation compared 
to the random station sampling design, and was expected to have a higher value of RB.  
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4.1.2.6 Persistence index analysis 
 We estimated stability in American Lobster density (# m-2) by measuring persistence. 
The measure of degree of persistence (ϖ) was estimated based on lobster density data from the 
ALSI settlement survey (1989 - 2013). We did a pairwise comparison of lobster density of all the 
years and estimated the fixed-station sampling’s power of detecting temporal trend of the 
American Lobster density in mid-coast region of the Gulf of Maine. The value of ϖ can be 
calculated as (Warren 1994): 
(4.1.7) ϖ =  !!! !!!!!!!! !                                                                                                                                    
(4.1.8) 𝑠!! =  (!!"! !!)!!!!!!!!!!(!!!!!!!)   
(4.1.9) 𝑠!! =  (𝑑! − 𝑑)! (𝑚 − 1)!!!!                                                                                                       
where ϖ is the measurement of persistence degree. A smaller value of ϖ indicates a greater 
degree of persistence (Table 4.1; Warren 1994). In Table 4.1, values of Prob (χ2<(1+ϖ)/2ϖ) for 
selected ϖ are presented.  𝑠!! measures the difference in lobster density of the same site between 
different years, and 𝑠!! reflects the difference in lobster density between different sites in the 
same year. 𝑥!" is observed lobster density in site i and year y,  x! is the mean observation of year 
y, 𝑚! 𝑎𝑛𝑑 𝑚! are the number of stations in the 1st and 2nd years, respectively, included in the 
pairwise comparison, 𝑑! is the difference in density between the two years in site i, 𝑑 is the mean 
of the density difference, and m is the number of fixed-stations.  
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Table 4.1. The relationship between ϖ values and the probability of fixed-station design being 
able to estimate inter-annual change (Warren 1994). The probability value indicates the power of 
the fixed-station design to detect the temporal trend of the lobster settler density in the mid-coast 
region of the Gulf of Maine.  
ϖ Probability (%) 
0.1 98.1 
0.2 91.7 
0.3 85.9 
0.4 81.4 
0.5 77.9 
0.6 75.2 
0.7 73.0 
0.8 71.1 
0.9 69.6 
 
4.1.3 Results 
4.1.3.1 Two-stage GAM selection and performance 
 There were 25 pairs of explanatory variables that had significant correlations among all 
possible pairs of variables. Latitude and longitude were highly correlated (r = 0.93). Based on a 
regression tree analysis, we dropped latitude from the main explanatory variables. The two-stage 
GAM with the remaining seven variables explained 36.5% and 48.8% variances for the first and 
second stages, respectively. There were five variables in each stage of the GAM after non-
significant variables (p > 0.05) were removed (Table 2). Salinity (S) and distance to sediment 
boundary (DS) were found not significant in both stages of GAM. All possible interaction terms 
for both stages of the GAM did not increase explanatory power. Thus no interaction terms were 
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included in the final model. The final first stage GAM had a value of 37.7% for deviance and 
0.40 for adjusted R2; and the second stage GAM had 48.8% for explained deviance and an 
adjusted R2 of 0.47 (Table 4.2).  
Table 4.2. Model selection and performance for first stage general additive model (GAMI; 
presence/absence) and second stage GAM (GAMII; abundance). The significance test p-values 
of initial 7 variables were given for each model. Significant variables were in bold (p < 0.05). 
The data size N and adjusted R2 were also explained for each model. 
Model T S De DO DS Lo Se N R2 adj 
GAMI 0.001 0.671 <0.001 <0.001 0.271 <0.001 0.02 877 0.40 
GAMII <0.001 0.712 <0.001 <0.001 0.557 <0.001 0.01 658 0.46 
 
 The response curves were presented in Figure 4.3 for significant variables longitude (Lo), 
bottom water temperature (T), depth (De), distance offshore (DO), and sediment type (Se). 
Lobster presence and density were found to have linear relationship with temperature. As 
temperature increased, presence probability and density of the American Lobster also increased. 
The other environmental variables showed complex relationships with lobster presence and 
density. The peak presence and density of lobster occurred within depth ranges of 50 to 75 m. 
Effects of distance offshore were significant in both stages of the model. The presence and 
density of lobsters decreased with increased distance offshore. The probability of presence and 
density of lobster were significantly higher in the gravel sediment and lower in the sand-silt/clay 
sediment. The response curves from the two-stage GAM support our understanding of lobster 
biology. 
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Figure 4.3. Response curves for significant variables of two-stage GAM. The y-axis is the 
normalized effect of the variables on presence and density component. The x-axis is the observed 
values. Dashed lines give 95% confidence intervals. Sediment type: 1 = gravel, 2 = gravel-sand, 
3 = sand, 4 = clay-silt/sand, 5 = sand-clay/silt, 6 = sand-silt/clay, 7 = sand/silt/clay. 
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4.1.3.2 Model evaluation 
 The adjusted R2 values for the 100 cross-validation runs varied from 0.24 to 0.48. There 
was a positive relationship between predicted and observed lobster densities (Figure 4.3). The 
intercept values (mean ± standard error) were 0.86 ± 0.27, and the slope values were (mean ± 
standard error) 0.83 ± 0.08. The intercept values were significantly larger than 0 (p < 0.001), and 
the slope values were significantly different from 1 (p < 0.001).  This indicates that the two-stage 
GAM might have biased predictions for lobster density in the mid-coast region of the Gulf of 
Maine. However, its predictive performance is sufficient for simulating a reasonable distribution 
of the “true” population in this study for evaluating the two sampling designs. 
4.1.3.3 Predicted distribution of early benthic phase lobsters and older juveniles 
 The predicted lobster density (log# per 0.01 km2) varied from 1.38 to 6.29 during 1989 to 
2012 (Figure 4.5). The lowest density was found in 1993 with the mean ± SE as 1.38 ± 0.42. The 
density increased dramatically in 2012 with the mean ± SE as 6.29 ± 0.61. The models predicted 
stable spatial patterns of the lobsters on sampling stations. The lobster density was higher in the 
inshore region of Kennebec and Damariscotta rivers than in the Sheepscot River (Figure 4.5). 
There were several hot spots that have high lobster density in the mouth of the rivers. The lobster 
density decreased as distance offshore increased. The spatial patterns were similar for all 
predicted years.  
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Figure 4.4. Model cross-validation was accomplished by comparing the predicted lobster density 
(log# per 0.01 km2) and the observed lobster density (log# per 0.01 km2) for the bottom trawl 
survey data. The light gray solid lines are 100 linear regression lines fit to all of the data. The 
black solid line is the mean of cross validation results. The dashed line is the one-to-one line.  
 65	
 
Figure 4.5. Simulated lobster density (log# per 0.01 km2) at potential sampling stations in 2012. 
 
The mean of the “true” population of 1000 realizations for each year was measured 
(Figure 4.6). The mean density (log# per 0.01 km2) of the American Lobster was low during the 
late 1990s, but increased dramatically from 2008 to 2012 (Figure 4.6). The mean density of 1000 
simulations for each sampling design (i.e., fixed-station and random design) was estimated 
(Figure 4.6) and showed temporal trends similar to the “true” population for both the sampling 
designs. However, the variability of estimates for the fixed-station sampling was much greater 
than that for the random sampling design. The mean density of random station sampling and the 
mean density of the “true” population were the same, suggesting that random design yielded 
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unbiased estimates. The fixed-station sampling, however, underestimated the “true” simulated 
population.  
 
Figure 4.6. Temporal trends of means of sampling designs and “true” population from 1989 to 
2012. The dashed lines represent the 95% confidence intervals for fixed-station sampling (a), 
random station sampling with 100 repetitions (b), and random station sampling without 100 
repetitions (c). 
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 The fixed-station sampling process had a relatively high variation compared to the 
random station sampling in this study because the variability of random sampling for a given 
realization of “true” population was averaged out. Random sampling was repeated 100 times for 
a given realization and the estimated mean was the average of the 100 sets of sample mean. We 
conducted fixed-station sampling and random station sampling once in each year for a given 
realization of “true” population, the random station sampling design yielded a larger variance of 
mean density compared with fixed-station sampling design (Figure 4.6). The reason we repeated 
the random station sampling 100 times for each realization was to obtain the “true” random 
station sampling result for a given realization. For the same reason, Moffett et al. (2011) also 
used 100 repetitions of random port removal for error index estimation to evaluate the impact of 
reducing sampling effort on a northern shrimp port monitoring program. 
4.1.3.4 Relative estimation error and relative bias  
 Based on the REE values, the random station sampling design had better performance 
than the fixed-station sampling design (Figure 4.7). The mean REE of the fixed-station sampling 
over years ranged from 12.49 ± 2.97% (mean ± SD) to 16.50 ± 3.26%.  The mean REE for the 
random station sampling varied from 5.10 ± 0.36% to 6.30 ± 0.46%. Year 2012 had the smallest 
REE values for both sampling designs. Year 1998 had the largest REE values for fixed-station 
sampling, and year 1993 showed the greatest REE value for random station sampling. The REE 
temporal changes for both sampling designs showed positive correlations. The fixed-station 
sampling design was less precise.  
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Figure 4.7 Performance index relative estimation error (%) of two sampling designs from 1989 
to 2012 (Tukey style boxplots). The solid lines are the mean of REE, and the dashed lines are 95% 
confidence intervals. 
 
 The random sampling design was unbiased, but the fixed-station sampling design did not 
have evenly distributed RB values around zero (Figure 4.8). The annual mean RB of the random 
station sampling ranged from -0.03 ± 0.55% to 0.04 ± 0.59 %.  The average mean RB of fixed-
station sampling varied from -16.50 ± 3.26% to -12.49 ± 2.97%. The smallest bias was in 2000, 
and the largest bias was in 1998 for the fixed-station sampling. The annual mean RB of 1000 
simulations for random station sampling design was less than 0.1%. The fixed-station sampling 
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design showed relatively larger variation of RB values than random station sampling design 
(Figure 4.8). 
 
Figure 4.8. Performance index relative bias (%) of two sampling designs from 1989 to 2012 
(Tukey style boxplot). The solid lines are the mean of the RB, and the dashed lines are 95% 
confidence intervals.  
 
4.1.3.5 The index of persistence for given 2 years 
 The mean settlement density (# m-2) was calculated from settlement survey data in the 
Gulf of Maine for 25 years (1989 to 2013) and 10 fixed stations respectively. There were 10 
fixed stations in this area, and the number of successful sampling sites varied from 8 to 10. There 
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were only 8 sites that had lobster density data during 1989 to 1994. The stations with no lobster 
data were dropped from our analysis. The mean lobster density (# m-2) showed considerable 
inter-annual variability (Figure 4.9).  
 
Figure 4.9. Mean lobster density (# m-2; ± 95% CI) from the settlement survey in the mid-coast 
region of the Gulf of Maine across years (a) and across stations (b). 
 
 The index of persistence was estimated for each pair of years by using the newly settled 
lobster density data from the settlement survey. The lower the values of index ϖ, the greater the 
persistence between two adjacent years. The persistence between two pairs of years was strong 
during most years (Figure 4.10). The ϖ value for the year pair 1993 and 2008 was the highest 
with a value of 3.02 which implied the worst degree of persistence. The mean ± SD ϖ value for 
the 24 successive pairs of years was 0.39 ± 0.21. The corresponding probability that fixed-station 
sampling would detect the temporal trend of the lobster density in the mid-coast region of the 
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Gulf of Maine was greater than 81.4% (Table 4.1). The mean ϖ value for all pairs of years was 
0.51 ± 0.35. The corresponding probability that fixed-station sampling would detect the temporal 
trend of the lobster density was around 77.9%. 
Figure 4.10. Persistence index matrix for paired years (1989 - 2013). The smaller the ϖ value, the 
greater the persistence the fixed-station sampling obtains, and the greater the power of 
differentiating inter-annual changes in the settler abundance. 
 
4.1.4 Discussion 
The objectives of a monitoring program need to be clearly identified before designing the 
program because they may influence the choice of monitoring designs. An objective of 
comparing temporal change of species abundance in an area or an objective of observing spatial 
patterns of a species between two areas can have different optimal sampling designs (Bijleveld et 
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al. 2012). Bijleveld et al. (2012) concluded that none of the sampling designs would fit all the 
criteria of an objective. For a given objective, sample size can also affect the monitoring results. 
Smaller sample size reduces estimation precision and even influences the ability to detect 
temporal changes (Quinn and Keough 2005). The lobster ALSI settlement survey is designed to 
monitor temporal changes of settlers and juveniles, which can then be used to monitor the 
dynamics of recruitment (Pershing et al. 2012). Hence, a sampling design that utilizes a small 
sample size with enough power to detect temporal trend is an ideal sampling design.  
For historical reasons, a fix-station design is used in the settlement survey. In this study, 
we evaluated the ability of fixed-station sampling design to detect the temporal changes in the 
density of the newly settled lobster in the mid-coast region of the Gulf of Maine. The results 
from the simulation study indicate that the fixed-station sampling design underestimated the 
absolute density of American Lobster settlers. The fixed-station sampling sites in this study were 
distributed along the inshore estuary, where the predicted “true” density of American Lobster 
was relatively lower compared with other potential sampling sites. This may contribute to the 
low estimation of the fixed-station sampling design. The random station sampling is an unbiased 
sampling design for monitoring the newly settled lobster density, and captured both the “true” 
population values and the temporal trend of the lobster settler density. Despite this, the fixed-
station sampling yielded temporal patterns of the settler density similar to the “true” population 
trend over time.   
Although the fixed-station sampling was thought biased, the effectiveness of this 
sampling design or the power of estimating temporal trend can be evaluated in terms of the 
probability of detecting temporal change (Millard and Lettenmaier 1986). The power calculation 
in Van der Meer’s study (1997) indicates that the fixed-station sampling yielded the higher 
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power of detecting temporal change than random station sampling. Warren (1994) also 
concluded that the fixed-station sampling was able to estimate changes with relatively good 
precision. A sudden change between two stations for one given year or two successive years can 
induce a loss in persistence. We need to understand the change of the habitat characteristics 
associated with the 10 sampling stations over time. Understanding the effect of environmental 
changes could help explain the temporal trend of American Lobster density in the mid-coast 
region and fixed-station sampling results. The reduced persistence may cause a loss in precision 
of the estimated change in the American Lobster density.  
The results of persistence analysis in this study are sensitive to the definition of YOY 
lobster. The persistent measurements in this study consistently used the YOY lobster data that 
are less than 10.5 mm CL. The definition of YOY lobster is determined by the size frequency 
distribution of lobsters in the benthic collections at the end of the settlement season. The upper 
limit of the YOY lobster definition might change over time. This may result in a change in 
persistence because the calculated density includes larger lobsters. The persistence increases 
even when we increase the upper limit by 0.5 mm. This suggests that the fixed-station sampling 
design has more power to detect the temporal trend of lobster density when the size range used to 
definite YOY lobster is expanded.  
The challenge of our study was to identify the mechanisms that affect the accuracy of the 
prediction for the density of the American Lobster. Statistical modeling provides an effective 
method for simulating the population of the American Lobster (Cao et al. 2014). However, the 
predictive ability may be affected by the temporal coverage of the data. The model validation 
from Jensen’s study (2005) indicated that the model had lower discriminatory power if they used 
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one year’s data to predict other years. In this study, the bottom trawl survey data were collected 
from 2000 to 2012, which is short compared with the prediction period of 1989 to 2012.  
The predictive ability of the model could be limited by the environmental data collected 
from different sources. There were five variables that were included in the two-stage GAM. In 
addition to bottom water temperature, the other five variables such as sediment type and depth 
were constant for each year. Only bottom water temperature data changed over years. The water 
temperature data used to fit the model were extracted from the FVCOM model, and highly 
affected the temporal prediction of the newly settled lobster density. Bottom water temperature is 
the most important variable correlated with the temporal prediction of the American Lobster 
density from 1989 to 2012. Chang et al. (2010) also indicated that temperature was highly 
correlated with lobster density and the lobster density increased linearly as water temperature 
increased. A strong environmental trend could affect the temporal trend of predicted lobster 
density, but the temporal trends of relative estimation error and relative bias of two sampling 
designs did not show the same pattern with water temperature trend. 
We used trawl survey data to build the GAMs and generate the “true” population. In 
reality, the trawl survey data used in this study were imbued with considerations of catchability 
and selectivity. The YOY lobsters could be excluded from the trawl survey data because of the 
mesh size. Therefore, the prediction of the YOY lobster population in both presence and density 
could be affected, and the simulated “true” population may only explain the distribution of early 
benthic phase lobsters and older juvenile lobsters that are greater than 10.5 mm CL. In addition, 
the two-stage GAM is very flexible in adding or dropping predictor variables, but it is very 
difficult to balance the trades-off between developing a high explanatory power of model and 
eliminating random noise in the model. The two-stage GAM in this study was used to predict a 
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reasonable distribution of early benthic phase lobsters and older juvenile lobsters for comparing 
the fixed- and random station sampling designs. It should be noted that the GAM may not have 
enough power to predict absolute density of YOY lobsters, but is sufficient for simulating the 
spatial structure of the lobster population for this study. 
The simulated distribution of American Lobster in each year shows reasonable prediction. 
Although we included different environmental and spatial variables in the final models, the 
response curves of the same predictor variables had the same trend as the response curves in 
Chang et al. (2010). The GAM results from Chang et al. (2010) predict lobster density in the 
Gulf of Maine well, but with a slight underestimation. This is consistent with our predictions of 
lobster density. The general spatial pattern of predicted lobster density from this study supports 
our understanding of lobster biology. However, the model may not be suitable for predicting 
lobster density in the mid-coast region of the Gulf of Maine if there are significant changes in 
ocean conditions. In this case, a re-analysis may be necessary.  
In conclusion, the fixed-station sampling design is biased, underestimating the absolute 
value of American Lobster settlers density. The random station sampling design is not biased. 
However, the fixed-station sampling has the ability to detect substantial changes in temporal 
trend of density. This study suggests that the density index from the ALSI program can capture 
the temporal variability of the density of lobster settlers and juveniles. It is valuable to keep this 
monitoring program as a useful predictor of future trends in recruitment to the American Lobster 
fishery.  
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4.2 Optimizing the subsampling design on catch and size composition estimation of 
American lobster for the Lobster Sea Sampling Programs in the Gulf of Maine 
4.2.1 Introduction 
 Fishery-dependent monitoring programs provide catch data and size composition 
information that are critical for conducting reliable stock assessments (Pennino et al., 2016). The 
quantity and quality of the fishery-dependent data can largely influence the reliability of 
assessment model outputs and subsequent management reference points (Moffett et al., 2011). 
Optimizing the sample size for a monitoring program in order to provide sufficient catch and size 
composition data is fundamentally important to the stock assessment and management of 
fisheries. Monitoring programs usually conduct two-stage cluster sampling to collect biological 
data. The trips are often randomly selected in the first stage and random samples are collected 
from each trip in the second stage (Chih, 2010). These trips are generally accompanied by some 
objectives and those objectives could be better achieved with a useful subsampling design and 
subsample size requirement (Dumont and Schlechte, 2004).  
 Evaluation of the efficiency of various sampling designs and sample sizes for fishery-
dependent monitoring programs can be applied to the empirical data through a simulation 
approach. Optimal sampling design and sample size can be determined through comparisons 
between simulation results and the empirical reference data (Zhang and Cadrin, 2013). With 
minimized sample size per trip, the sampling effort can be more efficient and better utilized in 
increasing spatial-temporal resolution of the monitoring program. The intensified sampling 
frequency can improve the quality of the catch and size composition data.  
 The Lobster Sea Sampling Program (LSSP) is a fishery-dependent monitoring program 
that collects catch, effort and biological information for American lobster (Homarus ameircanus) 
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in the Gulf of Maine (GOM) since 1985 (Maine DMR, 2015). The LSSP data include the number 
of lobsters per category (e.g., legal, sublegal, and oversize lobsters) and biological information of 
individual lobsters (e.g., carapace length, sex, egg development stage, molt condition). The LSSP 
data provide important commercial catch data and size composition information for the 
assessment of the American lobster stock (ASMFC, 2015).  
 The American lobster is managed under three statistical areas and seven management 
zones (ASMFC, 2015). The LSSP currently samples each management zone at least three times a 
month from May to November (Maine DMR, 2015). A limited winter sampling program (at least 
one trip per month per statistical area) has been conducted to cover December through April. The 
LSSP records catch number and biological information of each lobster from each trap for each 
trip. Often the number of lobsters caught in each trip is too large to record relevant information 
of every lobster (Miller et al., 2007). Therefore, the LSSP needs a subsample size in each trip to 
meet its objectives.  
 We developed a comprehensive simulation-based approach to evaluate the performance 
of potential subsampling designs and subsample sizes for the LSSP. The key goals of the study 
were 1) to compare the temporal trends of lobster catch in different categories under various 
subsampling scenarios; 2) to quantify the changes in size composition under different 
subsampling scenarios; and 3) to find optimal subsampling design and subsample size in order to 
provide spatial-temporal explicit sampling advice for the monitoring program. The optimized 
sampling strategy can facilitate developing cost-effective monitoring programs to improve 
sampling efficiency. 
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4.2.2 Materials and Methods 
4.2.2.1 Lobster Sea Sampling Program 
 The catch number and size composition data from 2360 trips between 2000 to 2013 were 
used in this study. The number of traps measured varied from 100 to 589 traps per trip (Figure 
4.11). The lobster catch data were divided into 16 categories based on size and sex information. 
For example, total number of male and female lobsters per trap was recorded. Sublegal (<83 mm 
carapace length; CL), legal (83-127 mm CL), and oversize (>127 mm CL) lobsters were 
summarized for each sex (Maine DMR, 2015). Information on V-notch (i.e. a V shape on the tail 
to protect egg-bearing females) and egg condition was further used to divide sublegal, legal, and 
oversize females into more categories.  
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Figure 4.11. Map of American lobster trap density (number per 10 minutes grid) from the 
Lobster Sea Sampling Program.  
 
4.2.2.2 Subsampling designs and subsample sizes 
 The observed lobster data were assumed to represent the "true" lobster sample population 
and were defined as reference data in this study. Simple random sampling and systematic 
sampling designs were applied to the reference data in order to quantify the changes in catch 
number in different lobster categories and size composition between subsample results and 
reference data. The following procedures were applied on each sampling trip (Figure 4.12): (1) 
the reference number of traps per trip (N) was recorded, (2) simple random sampling was applied 
to subsample n traps randomly without replacement (Wang et al., 2009), and (3) systematic 
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sampling was applied to select a random start sample between 1 and sampling interval k (i.e. 
k=N/n; Iachan, 1982). Every kth sample thereafter was selected until a subsample size of n was 
obtained. Both simple random sampling and systematic sampling processes were repeated 100 
times and averaged outputs were treated as the subsample results (Chen, 1996; Kimura and 
Somerton, 2006).  
 
Figure 4.12 Flowchart of the simulation framework for optimizing the subsample sizes for the 
Lobster Sea Sampling Survey. 
 
 Two different types of subsample sizes were considered for both subsampling designs. 
The fixed subsample size was set as a fixed value from 5 to 100 (i.e. minimum traps per trip 
from observation) traps per trip with interval of 5. The proportional subsample size was defined 
as a value proportional to the reference number of traps per trip, such as M% traps per trip from 
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5% to 100% with an interval of 5%. However, these intervals of proportion scenarios could not 
be directly used in the systematic subsampling scheme. The sampling interval (e.g. 
k=N/(N×M%)=1/60%) may not be an integer which will lead to a size of actual samples larger 
than the desired sample size n if k is rounded up. A few specific scenarios of subsample size, 
such as 2%, 4%, 5%, 10%, 20%, 25%, 50%, and 100% were used for the systematic sampling 
scheme with the consideration of application in practice.  
 Such designs resulted in the following four scenarios (2 subsampling designs × 2 
subsample sizes) that were analyzed independently: simple random subsampling with fixed 
subsample size (scenario 1), systematic subsampling with fixed subsample size (scenario 2), 
simple random subsampling with proportional subsample size (scenario 3), and systematic 
subsampling with proportional subsample size (scenario 4).  
4.2.2.3 Quantitative and statistical measures for catch number assessment 
 Performance of each subsampling design was evaluated with relative estimation error 
(REE) and relative bias (RB) (Fitzpatrick, 2009; Cao et al., 2014; Li et al., 2015). The estimated 
subsample means were compared with reference means for each lobster category (Kimura and 
Somerton, 2006). 
(4.2.1) 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟 (𝑅𝐸𝐸) = (!!!"#!$%&'(!!!"#$)!!"#$!!! !"#!!"#$ ×100%                                                                           
(4.2.2) 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑏𝑖𝑎𝑠 (𝑅𝐵) = !!!"#!$%&'(!!!! !"# !!!"#$!!"#$ ×100%                                                                                                 
where 𝑌!!"#!$%&'(  is an estimated subsampled mean number of lobsters per trip in the ith 
subsampling; 𝑌!"#$ is a mean number of lobsters in each category per trip in the reference data;  
and sim is number of simulation conducted for each scenario (=100). Smaller values of relative 
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estimation error and relative bias suggest better performance of the subsampling design and 
subsample sizes (Chen et al., 1996; Cao et al., 2014).  
 The annual mean subsample results and reference data were compared using correlation 
coefficient (CC), average error (AE), root mean square error (RMSE), and coefficient of 
variation (CV) to quantify temporal discrepancy (Stow et al., 2009; Li et al., 2017);   
(4.2.3) 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝐶𝐶) = (!!!!)(!!!!)!!!!(!!!!)!(!!!!)!!!!!                                                                   
(4.2.4) 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑒𝑟𝑟𝑜𝑟 (𝐴𝐸) = !!!!!!!!!!                                                                                                  
(4.2.5) 𝑅𝑜𝑜𝑡 𝑚𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 𝑒𝑟𝑟𝑜𝑟 (𝑅𝑀𝑆𝐸) = (!!!!!)!!!!! !                                                                     
(4.2.6) 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 (𝐶𝑉) = !!! ×100%                                                   
where, t is number of years; 𝑆! and 𝑇! are subsample means (e.g. for a particular subsample size 
scenario such as 10%) and reference means of each year respectably; 𝑆 and 𝑇 are mean of 
subsample means and mean of reference means from 2000 to 2013, respectively; 𝜎! is standard 
deviation of subsample means and reference means during 2000 to 2013; 𝑌 is average mean of 
subsample means or reference means over years. 
 Correlation coefficient was used to measure the strength of correlation and dependence 
between subsample means and reference means over time (Stow et al., 2009; Li et al., 2017). It 
varies from -1 to 1 and a correlation coefficient close to 1 indicates a close match between the 
two time series. Average error and root mean square error were used to quantify temporal bias 
between subsample means and reference means over time (Li et al., 2017). A value close to zero 
implies a strong similarity between the two time series. Coefficient of variation that tends to be 
stable over time indicates that the subsampling process yields similar information of lobsters 
under different subsample sizes (Lohr, 1999). 
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 A least squares regression analysis was used to quantify the correlation between time 
series of subsampled and reference data (Li et al., 2017):  
(4.2.7)  𝑇 =  𝛼𝑆 + 𝛽 
where T and S represent annual reference means and subsample means respectively; 𝛼 and 𝛽 are 
slope and intercept coefficients. The magnitude of differences between the slope and 1 shows the 
degree to which the bias may change within the reference data range. The R2 measures the 
goodness-of-fit and indicates how much of the variance in the reference data the model can 
explain (Li et al., 2017). 
4.2.2.4 Quantitative measures for size composition assessment 
 A dispersion index was calculated to reflect the variability in size composition within and 
between trips (Chih, 2010). All length data have been grouped into 5 mm size bins following 
stock assessment setting (ASMFC, 2015). The dispersion index (DI) was calculated for each trip: 
(4.2.8) 𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 𝑖𝑛𝑑𝑒𝑥 (𝐷𝐼)  =  (𝑃!×(1− 𝑃!))!!!!      
where n is the number of size bins, Pi is the proportion-at-length for size bin i. The value of the 
dispersion index represents the variability within a trip (Chih, 2010). A large dispersion index 
indicates length samples are evenly distributed among all size bins while a dispersion index that 
is close to zero implies all observation are skewed into few size bins. The distribution of 
dispersion index from all trips has been examined for variability between trips (Chih, 2010).  
 Sum of absolute difference (SADP), sum of squared difference (SSDP), and mean 
squared difference (MSDP) in proportion-at-length bins between subsamples and reference size 
composition have been calculated to measure the accuracy of the subsampled size composition: 
(4.2.9) 𝑆𝑢𝑚 𝑜𝑓 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑆𝐴𝐷𝑃) =  |𝑆𝑃! − 𝑅𝑃!|!!!!    
(4.2.10) 𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑆𝑆𝐷𝑃) = (𝑆𝑃! − 𝑅𝑃!)!!!!!    
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(4.2.11) 𝑀𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑀𝑆𝐷𝑃) = (!"!!!"!)!!!!! !      
Where n denotes number of size bins, SPi and RPi represent subsample and reference proportion-
at-length for size bin i respectively. The smaller the difference, the greater the similarity between 
the subsample and reference size composition (Vokoun et al., 2001).  
 Year-, season-, and zone-specific differences have been calculated to explore the causes 
of dissimilarity in size composition. The highest and lowest difference between subsample and 
reference size composition have been identified in terms of time and space. Season- and zone-
specific sampling advice has been summarized based on the temporal-spatial differences. 
4.2.3 Results 
4.2.3.1 Original catch per category 
 The catch composition of lobsters did not vary greatly over time (Figure 4.13). Sublegal 
and legal males, and sublegal and legal females without eggs and v-notch were greater than 10% 
of the total catch from 2000 to 2013 (Figure 4.13). Proportion of oversize lobsters and female 
lobsters with eggs and without v-notch remained low throughout the time covered in this study 
with values less than 1% of the total catch (Figure 4.13). 
 85	
 
 
Figure 4.13 Lobster density (number of lobsters per trip) of several categories over time. "m" in 
the color key represents male lobsters, "f" denotes female lobsters without egg and v-notch, "fe" 
indicates female lobsters with eggs and without v-notch, "fve" indicates female lobsters with egg 
and v-notch, "fven" implies female lobsters with eggs and received a new v-notch, and "fv" 
shows female lobsters without egg and with v-notch. 
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4.2.3.2 Quantitative and statistical measures for catch assessment 
 The relative estimation error decreased with increased subsample size under different 
scenarios. Median relative estimation error remained stable and were under 10% when 
subsample size was greater than 25 traps per trip or 10% of reference data (Table 4.3). In 
general, oversize lobsters tended to have a higher relative estimation error than lobsters from 
other categories (Fig. 4.2.4).  
 
Table 4.3. Median relative estimation error (REE; %) and relative bias (RB; %) of subsamples 
from lobsters of all categories over different subsample size. The design I represents simple 
random subsampling with fixed subsample size, the design II represents systematic subsampling 
with fixed subsample size, the design III represents simple random subsampling  with 
proportional with subsample size, and the design IV represents systematic subsampling with 
proportional subsample size. 
 
 
 
 
 
 
 
 
 
  
Subsample Size Subsample Size Subsample Size
(traps/trip) REE RB REE RB (% traps/trip) REE RB (% traps/trip) REE RB
5 17.69 -0.68 17.12 -1.30 5 10.20 0.15 2 17.31 0.00
10 12.83 -1.29 12.52 -1.18 10 6.71 0.04 4 12.02 0.00
15 10.14 -1.30 10.58 -1.13 15 5.50 0.04 5 10.82 0.18
20 9.74 -1.00 10.19 -1.36 20 4.81 0.01 10 7.09 -0.04
25 8.82 -1.21 9.12 -1.25 25 4.11 -0.03 20 5.03 0.05
30 8.11 -1.33 8.82 -1.43 30 3.47 0.00 25 4.05 0.01
35 8.29 -1.38 8.44 -1.28 35 3.18 -0.01 50 2.58 0.00
40 7.40 -1.29 7.73 -0.79 40 2.81 0.03 100 0.00 0.00
45 7.45 -1.24 6.87 -0.97 45 2.75 0.00
50 7.46 -1.41 6.95 -0.79 50 2.18 0.01
55 6.92 -1.53 6.33 -0.74 55 2.08 0.00
60 6.65 -1.63 6.55 -1.19 60 1.87 0.03
65 6.39 -1.21 6.27 -0.70 65 1.69 0.01
70 5.80 -1.26 6.09 -0.86 70 1.53 -0.01
75 6.02 -1.24 5.75 -0.81 75 1.42 0.00
80 5.85 -1.33 6.40 -0.73 80 1.21 0.01
85 5.88 -1.24 5.84 -0.58 85 1.00 0.00
90 5.70 -1.34 5.80 -0.34 90 0.78 0.00
95 5.68 -1.23 5.65 -0.38 95 0.55 0.00
100 5.60 -1.41 5.28 -0.51 100 0.00 0.00
Design I Design II Design III Design IV
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Figure 4.14. Mean relative estimation error of the scenario 1 (A), 2 (B), 3 (C), and 4 (D) for 
different categories of lobsters over different subsample sizes.  
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 The mean relative bias from scenarios with fixed number of subsample size was 
relatively stable over different subsample sizes. The mean relative bias fluctuated around 0 and 
the magnitude of the relative bias decreased with increased subsample size when subsample size 
was proportional (Figure 4.15). The relative bias from scenario 4 tended to be close to 0 when 
subsample size was 50% of the reference data, indicating virtually no bias in the subsampling 
estimates (Table 4.3). Overall, systematic subsampling 50% of the reference data (scenario 4) 
could achieve relatively low relative estimation error and relative bias. Systematic subsampling 
also could be implemented on fisherman's boat easily since it is easy to track the number of 
subsampled lobster traps. 
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Figure 4.15. Mean RBs of the scenario 1 (A), 2 (B), 3 (C), and 4 (D) for different categories of 
lobsters over different subsample sizes.  
 
 For scenario 4, the correlation coefficients indicated that there were relatively high 
temporal correlations (> 0.9) between trends of reference means and subsample means. Only 
oversize female lobsters showed a greater fluctuation of correlation coefficients at low 
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subsample sizes (Figure 4.16). Both average error and root mean square error suggested that the 
magnitude of the errors decreased over increased subsample size and the error became stable 
when subsample size was greater than 20% of reference data (Figure 4.16). The coefficients of 
variation remained constant when subsample size was greater than 20% of the original number of 
sampled traps per trip (Figure 4.16). 
A) 
 
B) 
 
C) 
 
D) 
 
Figure 4.16. Mean CC (A), AE (B), RMSE (C), and CV (D) of the scenario 4 for different 
categories of lobsters as function of different subsample sizes.  
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 The results from the simple linear regression analysis showed that the temporal trend of 
subsample means were similar with the trend from the reference means. For scenario 4, the 
slopes from all categories of lobsters fell in 0.95 and 1.05 when subsample sizes were greater 
than 20% of the reference data. The R2 showed an increasing trend and they were greater than 
0.9 when subsample size was greater than 5% of the reference data (Figure 4.17). 
A) 
 
B) 
 
Figure 4.17. Mean slope (A) and R2 (B) of the simple linear regression model from the scenario 
4 for different categories of lobsters as function of different subsample sizes.  
 
4.2.3.3 Quantitative measures for size composition assessment 
 The distribution of trip dispersion indices tended to be stable when subsample size was 
greater than 15 traps per trip or 20% of reference data (Figure 4.18). Differences in proportion-
at-length bins started to be stable when subsample size was greater than 35 traps per trip, 25 traps 
per trip, 30% of the reference samples, and 25% of the reference samples for scenario 1 to 4 
respectively (Figure 4.19).  
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Figure 4.18. Distribution of trip dispersion indices over different subsample size (the percentage 
values on the top right corner) from the scenario 4.  
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Figure 4.19. The sum of absolute difference (SADP), sum of squared difference (SSDP), and 
mean of squared difference (MSDP) over different subsample sizes from the scenario 4. 
 
 Difference between subsample and reference proportion-at-length bins showed temporal 
and spatial patterns. For scenario 4, year 2012 had the lowest difference and year 2004 had the 
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highest differences (Figure 4.20). Among seasons, winter showed the highest difference and fall 
revealed the lowest difference (Figure 4.21). As for zones, zone G showed the highest difference 
while zone D revealed the lowest difference (Figure 4.22).  
 
Figure 4.20. The sum of absolute difference (SADP) and sum of squared difference (SSDP) of 
the scenario 4 over years with two scenarios of subsample sizes. 
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Figure 4.21 The sum of absolute difference (SADP) and sum of squared difference (SSDP) of the 
scenario 4 over seasons with two scenarios of subsample sizes. Here, season 1 to 4 represented 
winter, spring, summer, and fall respectively.  
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Figure 4.22. The sum of absolute difference (SADP) and sum of squared difference (SSDP) of 
the scenario 4 over different management zones from two scenarios of subsample sizes.  
 
4.2.4 Discussion 
 This study examined four subsampling scenarios and evaluated their performance on 
capturing key statistics of data collected in the Lobster Sea Sampling Program. The procedure 
included 1) comparison of the temporal trends between subsample catch and reference data and 
2) estimation of the changes in size composition under various subsampling scenarios. The 
optimization procedure could be applied to other monitoring programs and facilitate developing 
cost-effective monitoring programs.   
 Systematic subsampling design could achieve a similar, but slightly higher relative 
estimation error and relative bias than simple random subsampling design when the subsample 
size is proportional to the reference data. However, simple random subsampling may be hard to 
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implement on fisherman's boat since it is difficult to track the number of randomly selected 
lobster traps. Therefore, systematic subsampling can be considered, as it allows easier tracking of 
lobster traps and reduction in sampling time. This time and cost effective approach can be 
undertaken for optimal subsampling design. 
 The scenarios with proportional subsample size showed an increase trend of precision 
and decrease trend of bias with increased subsample sizes whereas scenarios with fixed 
subsample size did not show any patterns. Given the reference data varied significantly from 100 
to 589 traps per trip, sampling with fixed subsample size such as a maximum subsample size of 
100 traps per trip may have resulted in information loss, especially from the trips that sampled 
significantly more traps than 100. Therefore, subsampling with fixed subsample size could not 
account for the variation in the reference data. However, subsampling with proportional 
subsample size can greatly improve subsampling efficiency to achieve the same level of 
precision and bias since proportional subsampling can yield a great coverage of the data.  
 The estimated optimal subsample size can be adjusted according to the relative 
management importance of different lobster categories. The performance of the sampling 
scenarios varied among the 16 categories of lobsters. The estimated optimal subsample size was 
50% of the reference samples when considering all lobster categories. Since the management 
focuses on sublegal and legal lobsters, the optimal subsample size could be as low as 25% of the 
reference samples without consideration of oversized lobster and all mean relative estimation 
errors were less than 30%. 
 The subsample data could capture temporal trend of the reference samples according to 
the quantitative measure results. The results from the linear regression analysis further provided 
information on when the subsamples means underestimate or overestimate the reference means. 
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For example, based on the slope values, subsample mean of oversized lobsters was frequently 
overestimated during years with relatively low density of lobsters, and underestimated the 
reference means during years that had a high density of lobsters. Subsample mean for sublegal 
lobsters was often underestimated when lobster density was low. Such information can be 
beneficial to subsequent post-sampling analysis of lobster catch. 
 Distribution of trip dispersion index allows a direct comparison of trip variability among 
different subsample sizes (Chih, 2010). The relatively stable distribution of trip dispersion 
indices indicated that all observations are almost evenly distributed among all length categories 
even though the subsample size changed. Because the similarity between distributions of trip 
dispersion indices, changes in subsample size did not influence the within and between trips 
variability much when subsample size is greater than 20% of the reference samples.  
 The other three indices, such as the sum of absolute difference (SADP), sum of squared 
difference (SSDP), and mean of squared difference (MSDP), further indicate the size distribution 
did not vary much when subsample size is greater than 20% of reference samples. However, the 
temporal and spatial patterns of the errors suggested different subsampling strategy. When year 
and season were used as the criteria, year 2004 and winter showed the highest discrepancy in 
size distribution and requires larger subsample size to minimize the errors. When management 
zone was used as the criteria, zone G requires larger subsample size to achieve relatively similar 
size composition.  
 The underlying mechanisms behind the temporal and spatial patterns of errors are 
different. These patterns may relate to the reference sample size that result from the migration 
and distribution patterns of lobsters or original sampling efforts. For example, year 2012 
experienced the lowest error when subsampling 25% of reference data and year 2004 had the 
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highest error. The warm temperature in 2012 may induce early inshore migration of lobsters in 
the Gulf of Maine and the monitoring program could estimate size distribution with less 
sampling effort (Mills et al., 2013; Wahle et al., 2015). Year 2004 with a relatively cold water 
temperature may require a larger subsample size to estimate the size composition. Winter has a 
limited sampling effort and needs a large subsample size to reduce the discrepancy in the size 
composition compared with the reference size composition. Zone G had lower traps density than 
other zones. A larger subsampling frequency and subsample size would increase the accuracy of 
size composition in zone G.  
 In conclusion, the best subsampling design for the Lobster Sea Sampling Program would 
be systematic sampling with proportional subsample size. The results showed that systematic 
subsampling 50% of the reference data could capture the temporal trend of catch over time and 
the size composition of lobsters. The saved time could be used to collect more detailed 
information such as bycatch. The difference between the subsampling size composition and the 
reference size composition showed seasonal and spatial patterns. The saved time from 
subsampling could be utilized for increasing sampling effort in winter and zone G. These 
patterns may be a result of the variation in lobster migration patterns and sampling efforts. This 
study provides spatial-temporal specific sampling advice for the monitoring program to collect 
sufficient biological data for the stock assessment. The optimization strategy can be applied to 
other monitoring programs and facilitate developing cost-effective sampling programs. 
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4.3 Assessing the quality of modeled bottom water temperatures from the Finite-Volume 
Community Ocean Model in the Northwest Atlantic Shelf region 
4.3.1 Introduction 
Quantitative ocean circulation models have been widely used by the scientific community 
to capture past, present and future climate-driven oceanographic profiles (Blumberg and Mellor, 
1987; Stock et al., 2011). In general, ocean circulation models apply fundamental physical laws 
to numerically discretize model dynamics in time and three-dimensional space. While spatial and 
temporal resolutions of model outputs have improved considerably commensurate with increases 
in computer processing capabilities, modeling uncertainties inherently emerge from processes of 
model development and parameterization and complexity of processes at different scales 
(Murphy et al., 1998).  
The Finite Volume Community Ocean Model (FVCOM) is an ocean circulation model 
developed by collaborative efforts between the University of Massachusetts-Dartmouth and the 
Woods Hole Oceanographic Institution (Chen et al., 2006). FVCOM is one of the core models of 
the Northeast Coastal Ocean Forecast System (NECOFS), and widely used to investigate 
interannual variability of water properties, circulation, and geophysical conditions from global to 
estuarine scales (Chen et al., 2006). The model’s unstructured-grid feature makes FVCOM well 
suited for examining the interannual variability in oceanographic and circulation patterns of 
inshore areas that are often characterized by complex coastlines and bathymetry. FVCOM has 
been configured to hindcast, nowcast, and forecast key ecosystem processes on the Northwest 
Atlantic Shelf (NAS; hereafter referred to as FVCOM-NAS) that include major Large Marine 
Ecosystems (LMEs) such as Scotian Shelf (SS), Gulf of Maine (GOM), Georges Bank (GB), and 
Mid Atlantic Bight (MAB) (Townsend et al., 2006). As of 2016, the FVCOM-NAS has been 
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integrated for the time period 1 January 1978 to 31 December 2013, providing hourly currents 
and hydrography information in the NAS region (Chen et al., 2015).  
 An increasing number of coupled biophysical models rely on FVCOM outputs to 
examine the impact of climate change and interannual variability on oceanographic conditions 
(e.g. Huret et al., 2007; Ji et al., 2008; Tanaka and Chen, 2015 & 2016) and to facilitate the 
decision-making process for the management of marine resources in the NAS region. Recently, 
several bioclimate modeling efforts have been made for commercially important benthic and 
groundfish species such as scallops, cod, and American lobster (Ji et al. 2008; Li et al. 2015a; 
Tanaka and Chen, 2015 & 2016). These biological and fisheries models are being developed 
downstream of NECOFS due to its ability to simulate bottom water constituents out of the view 
of remote sensing technology. However, rigorous skill assessment of FVCOM outputs for key 
benthic water properties such as bottom water temperature and salinity remain scarce, which may 
result in lack of confidence in coupled biophysical modeling studies based on the FVCOM 
outputs. Such skill assessment requires comprehensive comparison with observed data collected 
within the time and space domain of model integration.  
In this study, using in situ hourly bottom temperature data collected throughout the NAS 
region, we compared observed and modeled bottom water temperatures to assess the accuracy 
and reliability of FVCOM. To our knowledge, this study provides the first systematic 
examination of the quality of modeled bottom water temperature from FVCOM-NAS over 
extensive temporal and spatial scales and over a large geographic area characterized by steep 
thermal gradients. Our results provide critical information on the quality of FVCOM outputs, 
identify potential issues associated with the FVCOM-predicted thermal fields, and potentially 
lead to better use of the data. 
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4.3.2 Materials and methods 
4.3.2.1 Study area 
 The NAS (Figure 4.23) is a broad region extending more than 200 km offshore and 
supports some of the most productive fisheries in the world (Townsend et al., 2006; Fernandez et 
al., 2015). The coastal and shelf waters throughout the NAS region are strongly influenced by the 
large-scale circulation of the Northwest Atlantic Ocean (Loder et al., 1998), and characterized by 
a steep latitudinal temperature gradient (Townsend et al., 2006).  The water properties in the 
region are also influenced by the supply of fresh water from the Arctic outflow (Greene and 
Pershing, 2007). The region receives relatively fresher water from the southwesterly Labrador 
Current, the St. Lawrence River, and local smaller rivers (Townsend et al., 2006). The 
northward-flowing Gulf Stream brings warm and relatively saltier waters into the region (Xue et 
al., 2008). The physical oceanography of the Northwest Atlantic continental shelf is regulated by 
dynamics of the North Atlantic sub-polar and sub-tropical gyres, and the major current systems 
such as the Gulf Stream, Labrador Current, and adjoining shelf and slope water currents 
(Townsend et al., 2006; Townsend et al., 2015). Both Gulf Stream and Labrador Current systems 
are key components of the North Atlantic climate system, and their interannual and inter-decadal 
variability are linked to the North Atlantic Oscillation (NAO) (Hurrell, 1995). Bottom water 
properties in the NAS vary under the competing influence of warm and salty Warm Slope Water 
(8-12 °C and 34.7-35.5) that originates in North Atlantic Central Water, and cold and relatively 
fresher Labrador Slope Water (4-8 °C and 34.3-35) that flows southwest (Townsend et al., 
2006). The two slope waters are mixed along the shelf break under NAO influence and play a 
vital role in determining the characteristics of the deep and bottom water properties in the region 
(Townsend et al., 2006). 
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Figure 4.23. Spatial domain and node locations (red dot) of the Finite-Volume Community 
Ocean Model (FVCOM) configured in the Northwest Atlantic Shelf (NAS) region. 
 
4.3.2.2 FVCOM-NAS 
 FVCOM-NAS is a three-dimensional, unstructured, free surface, primitive equation 
model, which solves the governing momentum and thermodynamic equation through a second 
order finite-volume flux discrete scheme (Chen et al., 2006).  Its computational capability 
ensures mass conservation on the individual control volumes and entire computational domain 
(Chen et al., 2006).  The FVCOM employs a non-overlapping, unstructured triangular grid that 
incorporates the advantages of finite-element methods for geometric flexibility and finite-
difference methods for computational efficiency (Chen et al., 2006). This makes the model well 
suited to simulating geophysical marine environments characterized by a complex and irregular 
coast (Chen et al., 2006).  
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 While the FVCOM-NAS has been configured with three generations of model grids (G1-
3: Chen, 2015), the skill assessment in this study was conducted with the G3 model grids with 
48,450 nodes (Chen, 2015; Figure 4.23). The unstructured FVCOM-G3 grid provides horizontal 
resolution ranging from as fine as ~20 m inshore to as coarse as ~10 km at the open boundary off 
the continental shelf (Chen et al., 2006). The FVCOM allows interpolation of missing 
oceanographic data (e.g. temperature and salinity data) at various temporal and spatial scales, 
which is one of its useful features. The FVCOM-NAS domain contains GOM, SS north to 45.2 
°N, and the MAB south to 39.1 °N (Cowles et al., 2008; Figure 4.23). Hourly bottom 
temperature data are modeled at 48,451 nodes. The FVCOM-NAS applies vertical grid 
discretization using a total of 45 terrain-following sigma layers (Chen et al., 2011). The bottom 
boundary layer has a variable thickness depending on given bathymetry (Chen et al., 2011). The 
FVCOM-NAS uses the USGS 15-arcsec digital bathymetry data set (Roworth and Signell, 1998) 
to determine water depth at each node with a minimum depth of 3 m in shallow coastal waters. 
The FVCOM-NAS incorporates assimilation of high-resolution satellite-derived sea surface 
temperature data and salinity observations at all surface nodes, as well as temperature fields on 
the open boundary (Cowles et al., 2008). The FVCOM-NAS began assimilation of the eMOLT-
derived bottom temperature in 2008 (Manning et al., In Review).   
4.3.2.3 Environmental Monitors on Lobster Traps (eMOLT) 
 A collection of observed bottom temperatures provided by the eMOLT program served as 
the observational data set. The eMOLT program began in 2001 through an interdisciplinary-
collaborative effort to monitor the physical environment of the GOM and the Southern New 
England shelf (Manning and Pelletier, 2009).  Using internally recording temperature probes 
attached to lobster traps, the eMOLT provides observed hourly bottom temperature data from 
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2001 to 2013 at 201 sites in the NAS region (Figure 4.12). The spatial coverage of these study 
sites varied over time. The depth of these study sites varies from 0.2 to 356.6 m. The primary 
temperature probes are ONSET TidbiT Water Temperature Data Logger and Minilog II-T 
Temperature Data Logger with ± 0.2 °C accuracy (Manning and Pelletier, 2009). The eMOLT 
provides an ideal array of bottom water property observations for the initialization, assimilation, 
and validation demands of ocean circulation models in the NAS region.  
 
Figure 4.24. Locations of the Environmental Monitoring on Lobster Traps (eMOLT) sites (n = 
201) in the U.S. Northeast Continental Shelf and Nova Scotia, Canada. 
 
4.3.2.4 Pairing modeled and observed bottom temperatures 
 Modeled bottom water temperatures at hourly temporal resolution served as the subject of 
skill assessment in this study. For comparisons between modeled (FVCOM- NAS) and observed 
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(eMOLT) bottom temperatures, modeled quantities were matched to in situ observations at 
hourly resolution at each eMOLT instrument location (Figure 4.25). The observations with 
bottom water temperature less than 0 °C were excluded from this analysis. First, a hypothetical 
square with a side 0.01 decimal degree in length was simulated around each eMOLT instrument 
location to identify nearby FVCOM nodes. Second, an arithmetic mean of modeled quantities 
within the hypothetical square was paired with corresponding eMOLT observation at 1-hour 
temporal resolution. A total of 2,124,867 pairs of FVCOM-eMOLT quantities were identified 
using this approach. The coupled FVCOM-eMOLT quantities were obtained throughout the 
FVCOM-NAS domain (Depth 0.2-356.6 m; Latitude 39.55-44.81 °N; Longitude 73.05-63.86 
°W) over the period 2001-2013, allowing us to assess the skill of FVCOM at various temporal 
and spatial scales. 
 
Figure 4.25. A schematic of the process used to match predicted and observed data. A 
hypothetical square with sides of 0.01 decimal degrees in length was simulated around an 
Environmental Monitoring on Lobster Traps (eMOLT) site to identify nearby Finite Volume 
Community Ocean Model (FVCOM) nodes. 
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4.3.2.5 Statistical and quantitative measures for FVCOM-NAS bottom water temperature 
skill assessment 
 The literature suggests that a number of statistical and quantitative measures can be used 
to assess the skill of modeled estimates (Fitzpatrick, 2009; Stow et al., 2009). The following six 
statistical measures were used for the pair-wise comparison of modeled and observed data (Stow 
et al., 2009). 
(4.3.1) Correlation coefficient (r): 𝑟 = !!!! !!!!!!!!!!!! !!!!! !!!! !!!!!       
(4.3.2) Average relative error (ARE): 𝐴𝑅𝐸 = !!!!!!!!! !       
(4.3.3) Average absolute error (AAE): 𝐴𝐴𝐸 = !!!!!!!!! !       
(4.3.4) Root mean square error (RMSE): 𝑅𝑀𝑆𝐸 = (!!!!!)!!!!! !      
(4.3.5) Reliability index (RI): 𝑅𝐼 = 𝑒𝑥𝑝 !! (𝑙𝑜𝑔 !!!!)!!!!!      
(4.3.6) Modeling efficiency (ME): 𝑀𝐸 = !!!! !! !!!! !!!!!!!!! !!!! !!!!!     
where 𝑛 is the number of data-model pairs (n = 2,124,867); 𝐸! is the ith eMOLT observation; 𝐸 
represents the average of the observations; 𝐹! represents the ith FVCOM prediction; and 𝐹 is the 
average of the predictions. 
 The correlation coefficient (r) of Equation (4.3.1) measures the magnitude of correlation 
and dependency between the modeled and observed data (Stow et al., 2009). The correlation 
coefficient can vary from -1 to 1, with negative values indicating an inverse relationship between 
the observed and predicted values and values close to 1 indicating excellent agreement.    
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The average relative error (ARE) of Equation (4.3.2) measures the possible overall bias 
of FVCOM-modeled data, and average absolute error (AAE) and root mean square error 
(RMSE) of Equations (4.3.3) and (4.3.4) quantify the overall spatio-temporal bias and variability 
between predictions and observations (Fitzpatrick, 2009). Values close to zero for these indices 
indicate a close match between modeled and observed data.  
The reliability index (RI) quantifies the magnitude of differences between modeled and 
observed values in terms of average factors (Leggett and Williams, 1981). An RI of 2 indicates a 
model predicts the corresponding observation within a multiplicative factor of 2 on average, 
while RI closer to 1 indicates a better prediction (Stow et al., 2009).  
The modeling efficiency (ME) quantifies the accuracy of model prediction relative to the 
average of the observation (Loague and Green, 1991; Nash and Sutcliffe, 1970). A negative ME 
or a ME close to zero indicates that the average of observations is a better predictor than an 
individual predictor. A ME near 1 implies close match between prediction and observation. 
We also compared predictions and observations by site. We use the RMSE of bottom 
water temperature at each site to provide a spatial picture of reliability of FVCOM-NAS-
modeled bottom water temperature. 
A regression analysis is a common statistical approach to complement the bivariate 
observed versus predicted comparison plot. A set of linear regression coefficients such as the 
coefficient of determination (r2), slope (α), and intercept (β) obtained by minimizing the sum of 
the squares of the differences between modeled and the observed data can produce several 
criteria. Estimating 𝛼 and 𝛽 can assess how the bias may change within the observed range (e.g., 
the magnitude that 𝛼 differs from 1) and a potential bias inherent in the predictions (e.g., changes 
in discrepancy between 𝛽 and 0). The r2, similar to r in equation (4.3.1), can measure the 
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goodness-of-fit, which can account for the amount of the variance in the observed data that is 
explained by the model (Fitzpatrick, 2009).  The following linear regression model was used to 
examine the bivariate observed versus predicted plot:  
(4.3.7) 𝐸 = 𝛼𝐹 + 𝛽        
where 𝐸  and 𝐹  are observations and predictions respectively; 𝛼  and 𝛽  represent the slope 
coefficient and intercept of the regression model. A 𝛼 of 1, 𝛽 of 0, and r2 of 1 imply that 
FVCOM-NAS has unbiased model skill.  
 Taylor diagrams have become a common tool in evaluating multiple aspects of the skill 
of different models (Wu et al., 2013; Miao et al., 2014). They provide a concise graphical 
summary of how closely patterns match each other in terms of correlation, centered RMSE, and 
standard deviation that represent the magnitude of their variations (Taylor, 2005). The similarity 
between modeled and observed bottom water temperature was summarized using standardized 
Taylor diagrams for four temporal and spatial criteria; month (January-December), year (2001-
2013), depth (0.2-356.6 m), and distance offshore (0.0-2.9 decimal degree). The distance 
offshore was calculated as the shortest distance to the coastline from each eMOLT site. Fisher's 
natural breaks classification can divide a sequence of numeric values into multiple classes such 
that the sum of the squared deviations from the class means is minimal (Bivand et al., 2013), thus 
the classification method was used to divide the depth and distance offshore each into 10 classes 
by minimizing the intra-class variance and maximizing the inter-class variance (Bivand 2013). 
 The temporal similarity between the modeled and observed bottom water temperature 
time sequence was analyzed. A dynamic time warping (DTW) was used to compute the optimal 
alignment and subsequent cumulative distance between monthly averages of modeled and 
observed temperature time sequences. DTW is a time series comparison that can account for 
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differences in time shift and scaling, and allows a non-linear comparison of two temporal 
sequences that may vary in frequency (Gu and Jin, 2006). Through the minimization of the 
distance between the modeled data and observed data, DTW can derive the least cumulative 
distance of the alignments between the two time sequences (Gu and Jin, 2006). The dtw R 
package was used to implement DTW analysis (Giorgino, 2009).  
Modeled and observed time sequences of monthly bottom temperature anomalies were 
also compared to assess how well the FVCOM-NAS captures the “true” seasonal trend. Monthly 
climatological values were calculated by producing mean bottom water temperature in each 
calendar month between 2001 and 2013. Anomalies were calculated by subtracting 
climatological means from the monthly mean observations. A positive anomaly indicates that the 
temperature is warmer than the monthly average, while a negative anomaly indicates that the 
temperature is colder than the monthly average. 
A generalized additive modeling (GAM) approach was implemented to evaluate whether 
the model skill of FVCOM-NAS exhibits any systematic biases at specific spatial and temporal 
scales. GAMs blend properties of generalized linear models and apply a flexible and automated 
approach to capture the nonlinear relationships between predictors and response variables 
(Hastie and Tibshirani, 1990). Using a GAM approach, the absolute error between prediction and 
observation was modeled as function of latitude (decimal degree), longitude (decimal degree), 
depth (m), distance offshore (decimal degree), year, and month. The GAM formulation with the 
six candidate predictor variables can be written; 
(4.3.8) 𝑔 𝐸 𝑦 =  𝛼 + 𝑓 𝑥! + 𝜀!!!!       
where g() denotes the link function that relates the expected value of y, E(y), to the predictors; α 
denotes the intercept term; f denotes the non-parametric cubic spline smooth function; xi denotes 
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the ith predictor variable; and ε is the residual error term. A GAM with a Gaussian family 
(identity link) was fitted and the proportion of deviance explained was used to measure how well 
the GAMs can explain the variance in the data. The mgcv R package was used to implement 
GAM analysis (Wood, 2011).  
4.3.3 Results 
The selected metrics for FVCOM-NAS skill performance revealed a high correlation (r = 
0.87) and a small overall difference between modeled and observed data (ARE = 0.04, AAE = 
1.56, RMSE = 2.28; Table 4.4). The computed values of RI (1.08) and ME (0.71) suggested that 
overall, the FVCOM-NAS performed very well (Table 4.4). The RMSE at each eMOLT site 
varied from 0.2 to 10.7 °C. Clusters of large RMSEs (RMSE > 4) were observed in the area 
around Cape Cod and at the edge of continental shelf.  The largest RMSE value was observed in 
eastern Penobscot Bay (Figure 3.3.4). 
Table 4.4. Summary of quantitative metrics statistics 
Correlation coefficient (r) 0.85 
Average relative error (ARE) 0.04 
Average absolute error (ABE) 1.56 
Root mean square error (RMSE) 2.28 
Reliability index (RI) 1.08 
Modeling efficiency (ME) 0.71 
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Figure 4.26. Root mean square error (RMSE) map based on Environmental Monitoring on 
Lobster Traps (eMOLT) sites (n = 201). 
 
The regression analysis showed a significant positive relationship between observed and 
modeled data, while the slope (𝛼) and intercept (𝛽) coefficients were significantly different from 
1 and 0, respectively (𝛼 = 0.81,𝛽 = 1.89, p < 0.05) (Figure 4.27). The regression slope 
indicated that FVCOM-NAS overestimated low bottom water temperature and underestimated 
high bottom temperatures. A series of strong cold FVCOM outliers was observed at eMOLT 
temperatures between 15 and 20 °C.   
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Figure 4.27. The modeled (Finite Volume Community Ocean Model: FVCOM) versus observed 
(Environmental Monitoring on Lobster Traps: eMOLT) values. The linear regression for the 
model versus predicted value is plotted as a solid line. The dash line represents 1:1 line. The red 
points represent the potential non-random instrumental biases from WH02. 
 
Taylor diagrams summarized the variance, correlation coefficient, and RMSE for two 
spatial (depth and distance offshore) and two temporal (month and year) factors (Figure 4.28). 
The Taylor diagram for month showed that the model skill in March yielded the highest 
correlation coefficient and lowest RMSE, while the model skill in July-August and November-
January was characterized by relatively low correlation coefficient and high RMSE. However, 
the model skill in July-August captured variability similar to the observed data compared to the 
model skill in November-January. Overall, the model values across all the months showed less 
variability than the observed data.  
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Figure 4.28. Standardized Taylor diagrams for month (top left: January-December), year (top 
right: 2001-2013), depth bins (bottom left: 0.2-356.6 m), and distance offshore bins (bottom right: 
0.00005-2.93 decimal degree). Total 2,220,402 modeled-observed match-ups were used to 
construct each Taylor diagram. The red square on the x-axis represents the standardized 
observation. The numbers on each diagram represent corresponding temporal or spatial bins of 
modeled data. The position of each number indicates the correlation (angular distance from the 
x-axis in gray), root mean square error (radial distance from the standardized observation in 
blue), and standard deviation (radial distance from the origin in gray) of predicted temperatures 
comparing with standardized observations. 
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The Taylor diagram for year indicated that the model skill in 2001 and 2013 yielded 
lower correlation coefficients and higher RMSEs compared to other years. The modeled data and 
observed data showed relatively equal variability.  The Taylor diagram for depth showed that the 
model skill in depths less than 111.55 m yielded relatively high correlations and low RMSE, 
while the model skill in deeper areas indicated lower correlation coefficients and higher RMSE. 
The Taylor diagram for distance offshore showed that the model skill in nearshore areas (e.g. 
less than 1.11 decimal degree) was characterized with relatively high correlation coefficient and 
low RMSE. Furthermore, the model skill in nearshore areas showed less variability compared to 
the observed data.  
The DTW comparison of two temporal sequences revealed a strong similarity between 
the modeled and observed temporal sequences (Figure 4.29). The least cumulative distance curve 
between two sequences closely followed the diagonal line, indicating a close match between the 
modeled and observed temporal sequences with similar variability. The modeled and observed 
monthly temperature anomalies showed similar temporal trends (Figure 4.30). The FVCOM-
NAS underestimated the bottom water temperature in the warmest months from 2005 to 2008, 
while the model overestimated the bottom water temperature after 2012. Most of FVCOM-NAS 
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anomalies showed a tendency to underestimate during the colder months. 
 
Figure 4.29. A dynamic time warping (DTW) plot showing the least cumulative distance 
between observed (eMOLT: blue line) versus modeled (FVCOM: red line) time signals. The two 
time signals in the upper left and lower right panels represent monthly averaged observed and 
modeled bottom temperature versus monthly time steps. The x-axis and y-axis for upper left 
panel and lower right panel represents the time step (month), and bottom water temperature (°C) 
respectively. The black solid line represents the optimal alignments between the FVCOM and 
eMOLT time signals. A least cumulative distance curve that is close to the diagonal line (green 
dash line) indicates a close match between the two time signals. A cumulative distance curve 
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under and over the diagonal line indicates that the lags between two time signals.
 
Figure 4.30. Temperature anomalies of modeled (FVCOM: solid line) and observed (eMOLT: 
dash line) data from 2001 to 2013. Both trend lines represent monthly averages.  
 
 The GAM results revealed that the model skill of FVCOM-NAS exhibited some biases in 
both space and time (Figure 4.31). All six candidate predictor variables were found to be 
statistically significant (p < 0.001), and the GAM accounted for 36.3 % of the total deviance in 
the original data. Among years, the lowest and highest absolute errors were found in 2009 and 
2013 respectively, while among months, November and July were associated with the lowest and 
highest absolute errors respectively. Absolute error decreased with depth, relatively gradually 
from 0-150 m, and then more strongly from 250-350 m. With distance from shore, absolute error 
was highest close to shore, decreased to a minimum ~ 1.0 degree from shore, and then increased 
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again with continuing distance from shore. The absolute error decreased from low to high 
latitudes, most strongly in the southern portion of the study area (40-41o N), and increased from 
west to east, most strongly from the western boundary to ~ 69o W.  
 
Figure 4.31. Partial effects of spatial and temporal variables in the generalized additive model 
(GAM) of absolute error. The solid line represents the smoothed model fit and gray envelope 
represents the 95% confidence interval. Tick marks on the x-axis indicate where samples 
occurred. Note that the scale of the y-axis differs from one panel to the next for display purposes. 
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4.3.4 Discussion 
The skill assessments presented in this study inherently assume that the eMOLT data 
represents the “truth” (i.e. all temperature probes functioned properly throughout the study area 
during 2001-2013). However, instances of high variability associated with observed data as well 
as obvious outliers indicate potential non-random instrumental biases (Figure 4.27). We 
identified 3 eMOLT sites that accounted for more than 90% of eMOLT – FVCOM-NAS 
discrepancies larger than 10 °C (n = 8,684).  
At both sites AB01 (n = 4,103; 42.04 °N; 70.13 °W; -18.3 m) and DB01 (n = 2,532, 
44.11°N; 68.45°W; -16.5 m), the majority of the discrepancies larger than 10 °C occurred during 
summer months (June through September). AB01, located in shallow waters inside the Cape Cod 
Bay and operated from September 2001 through August 2013, recorded median observed and 
modeled temperatures of 8.1 °C and 19 °C respectively. AB01 has the most temperature 
variability among the all the eMOLT sites (Manning, personal communication), and constantly 
showed ~8-10 °C variations within a single tidal cycle (Figure 4.32). Capturing such large, high 
frequency natural temperature fluctuations was not what FVCOM-NAS was designed to 
simulate. Similarly, FVCOM-NAS consistently overestimated bottom temperature at DB01, 
located at the east side of the entrance to Penobscot Bay and operated between August - October 
2004, with median observed and modeled temperatures of 9.9 °C and 22.2 °C respectively 
(Figure 4.33). With DB01, we could not determine whether modeled or observed bottom 
temperature reflected the truth more accurately. However, it should be noted that observed 
temperatures below 10° C would be unusual in June-September in this region. In this way, model 
residuals are useful diagnostic tools for analyzing data and not simply to validate models.  
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Figure 4.32. Time series of observed (eMOLT:  blue) and modeled (FVCOM: red) bottom 
temperatures at site AB01 (2001-2013; n = 36,690; -18.3 m) in the top panel. The location of site 
AB01 is shown in the bottom panel. 
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Figure 4.33. Time series of observed (eMOLT: blue) and modeled (FVCOM: red) bottom 
temperatures at site DB01 during the period of June-November 2004 (n =3,819; -16.5 m). The 
location of site DB01 is shown in the bottom panel. 
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Another seasonal discrepancy larger than 10 °C occurred at WH02 (n = 1,429; 41.54 °N; 
70.67 °W; -1.8 m) in December and January with the median observed and modeled 
temperatures of 17.3 °C and 5.1 °C respectively. WH02 is a very shallow site (~1 m) operated 
between December 2001 through October 2002, where the eMOLT probe is potentially affected 
by exposure and ice during the winter months (Figure 4.34). It is likely that the difference 
between observed and modeled depth coupled with changing sea level due to tides contributed to 
some of those large discrepancies at WH02. Furthermore, the FVCOM-NAS skill is likely to be 
limited at such depths, as the model was not designed to resolve such shallow regions.  
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Figure 4.34. Time series of observed (eMOLT:  blue) and modeled (FVCOM: red) bottom 
temperatures at site WH02 (2001-2002; n = 10491; -1.8 m). The location of site WH02 is shown 
in the bottom panel. 
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Given the regional oceanographic conditions surrounding these sites, we consider some 
of the in situ data with skepticism. However, these data that accounted for less than 5% of total 
sample size, remained in our final analysis as we could not ascertain whether the temperature 
probes malfunctioned or whether very localized processes caused these sites to stray so strongly 
from seasonal norms (Manning, personal communication).  
Finally, there were a number of undocumented relocations of eMOLT temperature probes 
that likely affected the quality of observed data (Manning and Pelletier, 2009). While such 
observational uncertainty cannot be quantified or ignored, it is important to acknowledge that 
relatively low model skill observed in particular place or time could be due to potential 
systematic monitoring inaccuracies. Further skill assessment of bottom temperatures should aim 
to incorporate potential measurement uncertainties.  
While the overall skill assessment metrics showed a strong correlation between modeled 
and observed data, the magnitude of model skill varied over both space and time scales. While 
the highest RMSE (10.7 °C) was found in the eastern Penobscot Bay (Figure 4.26), the spatial 
RMSE pattern showed higher error in lower latitudes such as the area around Cape Cod around 
41-42 °N and at the edge of continental shelf around 40 °N (Figure 4.26). The GAM analysis and 
Taylor diagrams, which provided a more holistic view of spatial variation in model skill, 
identified lower model skill in shallower, inshore waters towards lower latitude (Figures 4.3.6 
and 4.3.9). Increased tidal mixing at higher latitude, which reduces stratification in winter, would 
have likely resulted in improved model accuracy. Overall, the complex tidally mixed coastal 
current water properties, highly variable tidal range, coupled with influxes of fresher waters from 
rivers (e.g. Penobscot Bay), and abrupt depth changes at the shelf edge have all likely 
contributed to the systematic spatial variation in the model skill (Figures 4.3.4, 4.3.6, and 4.3.9).  
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However, while the FVCOM-NAS has a sufficient coverage of the NAS region, the majority of 
the eMOLT sites were located in inshore waters. Consequently, we acknowledge that the skill 
assessment in offshore waters reflects sparser data and is thus less reliable.   
Both the Taylor diagrams and GAM analysis show that model skill was higher during 
fall, winter and spring (February-May, and October) and lower during summer (June-September) 
(Figures 4.3.6 and 4.3.10). During summer, the study region develops strong vertical 
stratification, and many regions (e.g., Scotian Shelf, GOM, and Georges Bank) develop strong 
and persistent thermal fronts (Townsend et al. 2006). Lower model skill associated with summer 
months likely reflects increased difficulty in tracking the exact position of the thermocline and 
frontal zones, both of which are modulated by tides, internal waves and other high frequency 
events that may not be captured fully by the model. Using a data-assimilative high-resolution re-
analysis database may improve FVCOM-NAS skill of capturing spatial-temporal patterns of 
stratification (Li et al., 2015b). While boundary conditions are also the sources of uncertainty in 
the regional circulation models, FVCOM-NAS has improved its existing boundary conditions 
through an open boundary configuration (Cowles et al., 2008). Future skill assessments for 
regional circulation models may incorporate a stochastic simulation analysis to assess the effect 
of the boundary conditions. 
Collection of bottom oceanographic data is often limited by significant logistical hurdles 
(e.g., cost, resources, diverse bathymetry, large spatial ranges). Scientists and resource managers, 
however, often require high spatial and temporal resolution data and low-cost tools to meet their 
research and management objectives. To this end, the FVCOM-NAS has been configured to 
provide geophysical properties of the NAS system, including bottom properties. The FVCOM-
NAS was originally commissioned to support the Massachusetts State Ocean Plan (MEEA 
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2014), and its bottom temperature estimates have been incorporated in many studies that 
examine the impact of climatic variability on economically important demersal and benthic 
species to facilitate the decision-making process for the management of marine resources in the 
NAS region (e.g. Li et al., 2015a; Tanaka and Chen, 2015 & 2016). While advanced regional 
circulation models are increasingly being used to inform effective ecosystem-based management 
in a highly complex and variable ocean environment (Stock et al., 2011), quantifying 
spatiotemporal variability of model skill is critical to identify the possible consequences of using 
the data indiscriminately. The spatiotemporal skill assessment results presented in this study 
provide guidance to stakeholders on how FVCOM-NAS bottom temperature outputs are best 
used by highlighting when and where the model skill is most reliable, or when/where it should be 
handled with caution. For example, bottom phenomena related to large scale oceanographic 
variability over seasonal cycles and interannual scales can quite reasonably be analyzed using 
FVCOM-NAS, while local high-frequency dynamics in vertically stratified summer conditions 
may be less skillfully handled. Finally, the multiple spatiotemporal skill assessment criteria 
presented in this study can be used as priori criteria before the use of any global and regional 
ocean circulation models.  
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CHAPTER 5 
CONCLUDING REMARKS 
This dissertation has developed simulation frameworks to explore the non-stationary 
environmental effects on the distribution of American lobster, quantified the impact of 
conservation measures on the dynamics of lobster population, and evaluated the effectiveness of 
various sampling designs for the lobster monitoring programs in the GOM.  
In Chapter 2, the GWR model has been applied on American lobster in the GOM. This 
species and its fishery have undergone a dramatic geographic shift and increase in abundance 
over the past two decades. We explored the local variations in relationships between presence 
and density of lobsters and environmental variables. We developed season-, sex-, and size-
specific GWR models using the data from the Maine-New Hampshire Inshore Bottom Trawl 
Survey (2000-2014). Model results showed that the direction and strength of the estimated 
relationships in the western GOM were different with the relationships in the eastern GOM 
during the period. Bottom water temperature played a more significant positive impact on the 
spread and increase of lobsters in the eastern GOM, while the influence of temperature was less 
significant in the west and the more distinguishable drivers of distribution in the western GOM 
needed to be identified. The modeling approach can be applied to a wide suite of species and has 
important management implications. The developed GWR models in this study provided details 
of the relationships between presence or density of a species and other environmental variables. 
Coefficient maps enable the importance and significance of each environmental variable at a 
specific location to be easily assessed. The improved performance of using local models 
compared to global models highlights the limitations of using only a global model to study the 
distribution of a species in a large marine ecosystem and provides insights in managing a species 
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by subareas. Future studies need to explore the influences of interactions among abiotic and 
biotic variables (e.g., the density of predators) on the non-stationary environmental effects on the 
distribution of a species to achieve better estimation of the lobster population. 
 In Chapter 3, the conservation measures effects on the lobster population dynamics have 
been quantified. An individual-based lobster simulator was used to assess the impact of current 
legal sizes and potential effects of alternatives on GOM lobster population. Four types of stock-
recruitment relationships were explored in order to predict reasonable variations in recruitment 
when changing legal sizes. We examined 25 different legal size scenarios over 1982 to 2013 
based on combinations of 0, 1, and 2 mm increments and decrements in current minimum and 
maximum legal sizes. The results showed that current minimum and maximum legal sizes have 
made a great contribution to the dramatic increase in the lobster fishery in the GOM. The effect 
of minimum legal size is greater than the effect of maximum legal size on the lobster landings, 
abundance, and population weight at size. A 2 mm carapace length increase in minimum legal 
size with no changes in maximum legal size would produce a 279.92% increase in landings 
compared with the reference landings in 2013.   
 The results have shown the benefits from implementing the current legal size regulations, 
and have addressed some concerns from stakeholders regarding the necessity of these measures 
in the lobster fishery. Further estimation on the effect of different stock-recruitment relationship 
on the lobster population would improve the reliability of the predicted landings, abundance, and 
size distribution. Developing a simulation approach with a finer spatial-temporal resolution 
would provide us better understanding on the legal sizes effects on the lobster population by 
stock area, season and sex. Rethinking the contribution of other conservation measures such as 
V-notching females from the lobster population becomes important and urgent. 
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 Chapter 4 of the dissertation evaluates the performance of various monitoring programs 
for American lobster research. In the effectiveness of existing sampling design was evaluated for 
the lobster settlement survey and the Lobster Sea Sampling Program. The results from the 
simulation-intensive work showed that the fixed-station sampling design tended to underestimate 
the "true" density, but could capture the temporal trends in settler density. The Lobster Sea 
Sampling Program with systematic subsampling 50% of the reference samples could capture the 
temporal trend of lobster catch over time and the size composition of lobsters. High correlation 
and low discrepancy between modeled and observed bottom water temperature indicate that the 
FVCOM-NAS exhibited reliable model skill throughout its spatiotemporal domain. These 
studies suggest that the density index from the ALSI program can capture the temporal 
variability of the density of lobster settlers and juveniles. It is valuable to keep this monitoring 
program as a useful predictor of future trends in recruitment to the lobster fishery. It also 
provides spatial-temporal specific sampling advice for the monitoring program to collect 
sufficient size composition data for the lobster stock assessment. The optimization strategy can 
be applied to other monitoring programs and facilitate developing cost-effective surveys. The 
work also provides FVCOM users opportunities to incorporate the spatially varying magnitude 
of confidence in the model outputs when incorporating the bottom water temperature data into 
the lobster distribution modeling. The skill assessment measures used in this study can be 
applied to other modeled oceanographic variables to serve broader interests.  
The results derived from this dissertation would facilitate the development of models that 
are able to predict the possible impacts of climate change and conservation measures on the 
lobster fishery. The work greatly increased the efficiency of the Sea Sampling Monitoring 
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Program run by the Maine Department of Marine Resources and improved our knowledge about 
the lobster fishery and its management.  
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