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Abstract
A graph theoretic algorithm is described which answers a question due to Stallings. In particular,
given finitely generated subgroups of a free group, one can decide if the angle between the subgroups
is zero. Ó 2001 Elsevier Science B.V. All rights reserved.
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0. Introduction
Triangles of groups were investigated by Gersten and Stallings who defined angles
between subgroups so that a non-positivity criterion for triangles of groups could be
discussed [9]. Interesting generalizations of Bass–Serre theory [7] were then obtained for
non-positively curved triangles of groups.
Later, Stallings [10] investigated the special case of free groups, describing a beautiful
geometric method for computing angles between certain subgroups of free groups. He
asked how one could generally compute the angle between finitely generated subgroups
of a free group. Stallings sketched the notion of using ideas of Gilman [4] to compute the
angle when it is known to be positive. This reduced the problem of computing angles in
free groups to determining whether or not the angle is zero. The latter is equivalent to:
Question 0.1 [10, p. 297]. Is there an algorithm to determine, given two finitely
generated subgroups A,B , of a finitely generated free group F , whether or not the natural
homomorphismA ∗A∩B B→ F is injective?
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Theorem 2.6 gives a positive answer to this question, and the algorithm is constructed
topologically. 2
In Section 1, the group theoretic notion of angle will be defined and a few examples
illustrated, including Example 1.9 which gives a negative answer to another question of
Stallings. In Section 2, general criteria for detecting injections are discussed, and a graph
based method for answering Question 0.1 is described. The crux is Algorithm 2.9: this is a
method akin to Gaussian elimination and produces kernels and sections of homomorphisms
between finitely generated free groups.
1. Definitions and examples
Notation 1.1. A,B denote subgroups of some given group G. “〈 〉” means “subgroup
generated by”, while “〈〈 〉〉” is used for “normal subgroup generated by”. For example,
〈A,B〉 is the smallest subgroup of G containing both A and B , and when given elements
xi ∈ G, 〈x1, . . . , xn〉 denotes the smallest subgroup of G containing {x1, . . . , xn} while
〈〈x1, . . . , xn〉〉 is the smallest normal subgroup of G containing {x1, . . . , xn}; if, however,
the xi’s have not been previously specified, 〈x1, . . . , xn〉 will denote the free group with
basis {x1, . . . , xn}. To avoid confusion, F(X) will often denote the free group with basis
set X, and Fn a free group of rank n. The Kleene star is used for monoid generation;
moreover, X∗ is the free monoid on the set X. |S| is the cardinality of the set S. The TEX
symbol ^AB will denote the angle between the subgroups A and B of G. If e is an edge in
a graph, ι(e) and τ (e), respectively denote the initial vertex and terminal vertex of e.
Given a groupG, and a pair of subgroupsA,B 6G, one can consider the amalgamated
productA∗A∩B B arising from the inclusionsA∩B 6A and A∩B 6 B . As A∩B injects
into the amalgamated product, it can be viewed as a subgroup ofA∗A∩B B . By the reduced
form theorem for amalgamated products [1, p. 32], any element w ∈ A ∗A∩B B −A ∩ B
is expressible in the form w = g1 · · ·gn with the gi alternating between A − A ∩ B and
B −A∩B , and with the number n unique. Thus, it makes sense to define:
Definition 1.2 (Alternating length). Let A,B be subgroups of a group G. Let w be an
element of the amalgamated product A ∗A∩B B . If w ∈ A ∩ B then the alternating length
of w is 0. Otherwise, the alternating length of w is n where w = g1 · · ·gn with the gi
alternating between A−A∩B and B −A∩B .
For example, suppose a is an element in A but not in B , and b is an element in B but
not in A. Then a and b have alternating length 1, ab and ba have alternating length 2, aba
and bab have alternating length 3, etc.
Consider the natural map A ∗A∩B B → G induced by the inclusions A,B 6 G. Let
K be the kernel of this map. Since the restriction of this map to A ∩ B is an inclusion,
2 Note that Stallings’ method for computing the angle when it is positive may be modified to also decide if the
angle is zero. This approach uses a language theoretic algorithm of Gilman and is described in [5].
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we have A ∩B ∩K = {1}. Therefore, non-trivial elements of the kernel K have non-zero
alternating lengths. So if the kernel K is non-trivial, the minimum alternating length of
non-trivial elements ofK is non-zero, and it is possible to divide by this minimum. We are
now ready for the group theoretic notion of angle:
Definition 1.3 (Angle). 3 Let A,B be subgroups of a groupG. LetK = ker(A∗A∩B B→
G). If K = {1} then the angle ^AB is 0. On the other hand, suppose K is non-trivial. Let
N be the minimum alternating length of non-trivial elements of K . Then the angle ^AB is
2pi/N .
Notice that the above quantityN is an even number: any element inK of odd alternating
length can be conjugated to produce an element in K of smaller alternating length.
The case of zero angle is especially interesting. In this case the map A ∗A∩B B→G
is an injection; therefore, the subgroup 〈A,B〉6G can be thought of as the amalgamated
product A ∗A∩B B . On the opposite extreme, we have angle 12pi . The case of angle pi
does not occur when angle is defined according to Definition 1.3. For suppose ^AB = pi .
This means that there are elements a ∈ A− A ∩ B and b ∈ B − A ∩ B such that ab = 1,
so a = b−1 ∈ A ∩ B contradicting the choice of a, b. However, with the more general
definition of angle (cf. footnote 3) the angle pi is possible.
The notion of angle gives a group theoretic interpretation of a geometric situation. For
example:
Example 1.4 (Dihedral group). Consider the dihedral group of order 2n with the
presentation D2n = 〈σ, τ | σ 2, τ 2, (στ)n〉. Geometrically, D2n is a group of plane
isometries and is generated by the reflections σ, τ in lines of relative angle pi/n. So
geometrically it makes sense to define^〈σ 〉〈τ 〉 = pi/n. This is also the angle from the algebraic
point of view: 〈σ 〉 ∩ 〈τ 〉 = {1} so that 〈σ 〉 ∗〈σ 〉∩〈τ 〉 〈τ 〉 is the infinite dihedral group
〈σ, τ | σ 2, τ 2〉. The kernel of the natural map from this group to D2n is the infinite cyclic
subgroup K = 〈(στ)n〉. The non-trivial element of shortest alternating length in K is the
generator (or its inverse) and has length 2n. Thus, the group-theoretic notion of angle gives
^〈σ 〉〈τ 〉 = 2pi/2n= pi/n which agrees with the geometric intuition.
Angles are not interesting when G is Abelian:
Example 1.5 (Abelian groups). Suppose G is an Abelian group with subgroups A,B . If
one of these subgroups is contained in the other, then the amalgamated productA∗A∩B B is
isomorphic to the larger subgroup, and the kernel of A ∗A∩B B→G is trivial, so ^AB = 0.
Otherwise, there exist elements a ∈ A− A ∩ B , and b ∈ B − A ∩ B . Inside G we have
aba−1b−1 = 1 so ^AB > 12pi . As 12pi is the largest possible angle we must therefore have
^AB = 12pi .
3 Often a more general definition of angle is given [9,10]. In the more general notion, one defines the angle of
a pair of subgroups A,B relative a subgroup X 6 A ∩ B. However, when X is a proper subgroup the angle is
always pi .
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Fig. 1. The angle between the cyclic subgroups 〈σ 〉 and 〈τ 〉 of D2n.
Remark 1.6. For the rest this section take G to be the free group on k generators Fk , and
consider angles between subgroups of Fk .
The simplest question one can ask about angles inside free groups is what the angle
between cyclic subgroups is:
Example 1.7 (Cyclic subgroups). Consider two elements u,v ∈ Fk . Let A = 〈u〉, B =
〈v〉. 〈u,v〉 is either infinite cyclic or is a free group on two generators. In the first case
〈u,v〉 is abelian so by Example 1.5 we have ^AB = 0 or 12pi according to whether or not
one of the elements u,v is a power of the other. In the second case, 〈u,v〉 is a free group
on {u,v} (this follows—for example—from the fact that free groups are Hopfian). That is,
u and v must be algebraically independent, so in particular A ∩B = {1} and A ∗A∩B B is
a free group on two generators naturally injecting into G and giving ^AB = 0.
Remark 1.8. Though the case where both subgroups are cyclic is not complicated, the
case where just one of the subgroups is cyclic already becomes challenging and requires
the techniques explained below and in [5].
Example 1.9 (Long primitives). The last example of this section gives a negative answer
to a question of Stallings [10, Question 4.1]. As a consequence, any attempt to generalize
Stallings’s geometric methods for computing angles will require more subtlety than hoped
for. This example also illustrates the anti-intuitive behavior of angles.
Suppose our subgroups A,B have trivial intersection so that A ∗A∩B B = A ∗ B;
furthermore, suppose that the rank of 〈A,B〉 is one less than the sum of the ranks of A
and B . One can then conclude that the kernel of the natural homomorphism A ∗ B→G
is the normal closure of a single primitive element of A ∗ B uniquely determined up to
conjugacy; 4 i.e., the kernel K = 〈〈α〉〉 for some primitive element α.
By conjugating α one can arrive at a normal generator for K of shortest possible
alternating length N . One would hope that ^AB = 2pi/N , and this is indeed the case for the
4 The fact that a single primitive element suffices is a consequence of Algorithm 2.9 below, and the fact that this
element is unique up to conjugacy is Proposition 5.8 in [6, p. 106].
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“simple” elements used by Stallings in his geometric angle computations [10]. Stallings
asked if this is always the case. The following example shows that this is not so:
Consider the free group on two generators F2 = 〈x, y〉. Look at the subgroups
A= 〈x, yn〉, B = 〈xyn−1〉.
The intersection A ∩ B is trivial; this is because reduced words in A contain “streaks”
of the letter y (or its inverse) of cardinality divisible by n, while reduced words in B
contain “streaks” of the letter y exactly of cardinality n − 1. Let ψ be the natural map
A ∗A∩B B ψ→ F2. ψ is a map between free groups,
ψ : 〈a1, a2, b〉→ 〈x, y〉 such that a1 7→ x, a2 7→ yn, and b 7→ xyn−1.
ψ is onto because x = ψ(a1) and y = ψ(a2b−1a1). Now change the basis of the domain
of ψ . Formally, let τ : 〈u,v,α〉 → 〈a1, a2, b〉 be defined by
u 7→ a1, v 7→ a1a2b−1, and α 7→ (a1a2b−1)n−1a1b−1.
τ is onto because a1 = τ (u), a2 = τ (u−1vα−1vn−1u), and b = τ (α−1vn−1u). Because
free groups are Hopfian, τ is an isomorphism. Prepare to use Lemma 1.10 by defining φ =
ψ ◦ τ . φ is onto because it is the composition of surjective homomorphisms. Furthermore,
φ(α)=ψ(τ (α))=ψ((a1a2b−1)n−1a1b−1)= (xyny1−nx−1)n−1xy1−nx−1 = 1.
As φ is a surjective homomorphism such that φ(α) = 1, apply Lemma 1.10 to conclude
that kerφ = 〈〈α〉〉. Since τ is an isomorphism,
kerψ = τ (kerφ)= 〈〈τ (α)〉〉 = 〈〈(a1a2b−1)n−1a1b−1〉〉.
But (a1a2b−1)n−1a1b−1 is the image of the primitive element α under the isomorphism τ
so is itself a long primitive element. Evidently, this element is cyclically reduced so cannot
be conjugated to an element of smaller alternating length. Therefore, one would hope that
the alternating length of τ (α) which is 2nwould give the angle. That is, we want τ (α) to be
a kernel element of shortest possible alternating length, so that ^AB = pi/n. Unfortunately,
when n > 2 this is not the case. In fact, the angle is 12pi and an element of alternating
length 4 inside kerψ is:
a2b
−1a1a−12 a
−1
1 b.
Lemma 1.10. Suppose φ is a surjective homomorphism between free groups:
φ :Fk = 〈x1, . . . , xl, xl+1, . . . , xk〉 Fl = 〈y1, . . . , yl〉.
Furthermore, suppose that φ(xl+1)= · · · = φ(xk)= 1. Then the kernel of φ is the normal
closure of the basis elements killed by φ. That is, kerφ = 〈〈xl+1, xl+2, . . . , xk〉〉.
Proof. Since φ is onto yet kills xl+1, . . . , xk , φ must be also surjective when restricted
to the subgroup H = 〈x1, . . . , xl〉. Because free groups are Hopfian, the restriction φ|H is
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an isomorphism. Let pi :Fk→ H be the canonical projection obtained by fixing the first
k xi ’s, and killing the other xi ’s. We have φ = φ|H ◦ pi giving the commutative diagram:
H
φ|H
Fk
pi
φ
Fl
Therefore, as φ|H is an isomorphism, conclude that
kerφ = kerpi = 〈〈xl+1, xl+2, . . . , xk〉〉. 2
2. The zero angle algorithm
In Section 2.1 general properties of groups are discussed which help make detecting
injections and deciding if the angle is zero, feasible. This provides criteria for extending
the results of this paper to classes of groups more general than free groups. Section 2.2
specializes to free groups. The decidability of zero angle (Theorem 2.6) is proved in a
topological and graph theoretic manner.
2.1. Conditions for detecting zero angles
Consider a group G with subgroups A and B . What conditions on the group G and its
subgroups will help determine whether or not =0? If:
word problem: G has solvable word problem and solvable generalized word problem
with respect to A and B ,
translation process: there is a method for viewing words 5 in A which happen to
represent elements of A∩B as words in B , and vice versa,
explicit presentation: the subgroup of G generated by A and B has an explicit
presentation involving only a finite number of relations,
then it is decidable if the angle between A and B is zero (Theorem 2.4); in the case ^AB 6= 0
a lower bound on the angle is obtained, implying that we have only a bounded number of
possibilities left for the angle (Proposition 2.5).
Start by examining the decidability of injections. A definition for what it means “to know
a homomorphism well” is required. Such a homomorphism will be called presentable.
Definition 2.1 (Presentable homomorphism). A homomorphism φ :H → G is pre-
sentable if explicitly there is a finite set of generators X for H and a finite set of relations
5
“w is a word in G” does not mean “w ∈G”. Rather, what is meant is that there is a (usually given) generating
set X for G, and that “w is an element of the free monoid (X ∪X−1)∗”.
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Fig. 2. A translation process between words in the intersection.
R for φ(H) = 〈X|R〉. In other words, we are given X and R ⊂ F(X) so that there exist
epimorphisms pi and ψ which form the commutative diagram:
F(X)
ψ
pi
H
φ
〈X|R〉 = φ(H)
(2.1)
Lemma 2.2 (Detecting injections). Suppose φ :H →G is a presentable homomorphism
with presentation φ(H) = 〈X|R〉, and that H has solvable word problem. Then the
injectivity of φ is decidable. The algorithm consists of checking for each w ∈ R whether or
not w = 1 in H .
Proof. As φ is presentable, diagram (2.1) gives:
kerφ =ψ(kerpi)=ψ(〈〈R〉〉) = 〈〈ψ(R)〉〉.
In other words, the kernel of φ is normally generated by the set of words R viewed in H
via ψ . Thus kerφ is trivial if and only if R represents the set {1} ⊂H . As R is finite and
H has solvable word problem, this condition can be checked algorithmically. Finally, if φ
is not injective then for some w ∈ R we have w non-trivial in H . This word w represents a
non-trivial element in the kernel of φ. 2
For angles, H is an amalgamated product of the subgroups whose angle is being
measured. To apply the previous lemma, a criterion for when amalgamations have solvable
word problem is needed:
Lemma 2.3 (Amalgamations with solvable word problem). Suppose A,B 6 G are
subgroups with solvable membership problem, and that G has solvable word problem.
Furthermore, suppose there is a translation process for words in A ∩ B . That is, if u is a
word in A which happens to represent an element of A ∩ B , then there is a computable
word v in B which represents u, and vice versa for words in B representing elements of
A∩B . Then A ∗A∩B B has solvable word problem.
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Proof. Let w = g1g2 · · ·gn represent a word in A ∗A∩B B with the gi alternating between
words in A and words in B . Probe by induction on n that it is decidable if w represents
1 ∈A∗A∩B B . If n= 0,w is the trivial word. If n= 1, decide whetherw is trivial by using
the given solution to the word problem in G. So assume that n > 1 and that the lemma is
true up to n− 1.
First consider the situation where the gi alternate between A−A ∩ B and B − A ∩ B .
The reduced form theorem then implies that w represents a non-trivial element. Since the
membership problem is solvable for A and B , it is also solvable for A∩B, A−A∩B and
B −A∩B . Therefore, the fact that w is non-trivial in this case is detectable.
If the first case does not hold, there is some i such that gi ∈A∩B . In this situation reduce
to the n− 2 or n− 1 case by translating gi and concatenating to gi−1 and/or gi+1. 2
Theorem 2.4 (Detecting zero angle). Suppose the hypotheses of Lemma 2.3 are satisfied
by A,B 6 G; furthermore, suppose that the subgroup 〈A,B〉 has an explicit finite
presentation 〈X ∪ Y |R〉 with subsets X ⊂ A and Y ⊂ B , respectively generating A and
B . It follows that the question “is ^AB = 0?” is decidable.
Proof. Let φ :A ∗A∩B B→ 〈A,B〉 be induced from the inclusions A 6 G and B 6 G.
Deciding if ^AB = 0, is the same as deciding if φ is injective. Let us show that φ satisfies
the conditions of Lemma 2.2, where H = A ∗A∩B B . By hypothesis, the conditions of
Lemma 2.3 are satisfied so that H has solvable word problem. Thus we must show only
that φ :H →G is presentable in order to apply Lemma 2.2.
As φ(H) = 〈A,B〉 has the presentation 〈X ∪ Y |R〉 with R finite, the first part of the
definition of presentability is satisfied. Let pi :F(X ∪ Y )→ 〈X ∪ Y |R〉 be the canonical
map onto 〈A,B〉 = φ(H). Let ψ :F(X ∪ Y )→A ∗A∩B B arise from the compositions
X
pi |X→ A ↪→A ∗A∩B B and Y pi |Y→ B ↪→A ∗A∩B B.
Then ψ and pi satisfy the conditions necessary for φ to be presentable. 2
In the case that the angle is non-zero, having a lower bound on the angle may be useful.
Positive angles are integer quotients of pi , so a lower bound leaves us with only a bounded
number of possible angles.
Proposition 2.5 (Lower bounds on angle). Suppose A,B 6 G satisfy the hypotheses of
Theorem 2.4. If ^AB 6= 0 then the angle has the lower bound ^AB > pi/N where
N = 12 min
{
alternating lengths of elements w ∈R such that φ(w)= 1}. (2.2)
Proof. In the case of non-zero angle, the method of Lemma 2.2 yields an element
w ∈ R ⊆ F(X) ∗ F(Y ) representing a non-trivial element of ker(A ∗A∩B B → G). Set
N as in formula (2.2) to obtain a lower bound pi/N for the angle. 2
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2.2. The zero angle algorithm for free groups
To answer Stallings’ Question 0.1 we make heavy use of Stallings’ work on the category
of graphs and its relation to free groups. Familiarity with the definitions and results
of [8] are assumed. In particular, our Algorithm 2.9 is just a refinement of Stallings’
Algorithm 5.4 [8, p. 557].
The answer to Question 0.1 is:
Theorem 2.6. Let F be a free group with finite subsets X,Y ⊂ F ; let A= 〈X〉, B = 〈Y 〉.
There is an algorithm to determine whether or not the homomorphism A ∗A∩B B→ F is
injective. Equivalently, there is an algorithm to determine whether or not^AB = 0. When the
angle is non-zero, the algorithm immediately produces a number N such that ^AB > pi/N .
Proof. By Theorem 2.4 and Proposition 2.5 it is enough to show that the hypotheses of
Theorem 2.4 are satisfied; moreover, it is enough to show:
(1) The word problem for A ∗A∩B B is solvable.
(2) There is a computable finite presentation for 〈A,B〉 6 F having for its set of
generators the disjoint union X .∪Y .
No. (1) is Proposition 2.7 and no. (2) is Corollary 2.11 which follows from Algo-
rithm 2.9. 2
Proposition 2.7 (Word problem). Suppose A and B are subgroups of a free group F with
explicitly given finite subsets X,Y ⊂ F such that A = 〈X〉 and B = 〈Y 〉. Then the word
problem for A ∗A∩B B is solvable.
Proof. It suffices to demonstrate that the hypotheses of Lemma 2.3 are satisfied.
Start by using Stallings’ Algorithm 5.4 [8, p. 557] to construct finite graphs and graph
morphisms to represent the inclusions in groups as immersions 6 in graphs:
A B
F
Stallings
5.4
ΓA
fA
ΓB
fB
∆
Here ∆ is a bouquet of circles in one to one correspondence with the generators of F , and
the edge-paths in ∆ represent words in F . Reduce to the case that F is finitely generated
by restricting F to be the free group on all letters appearing in the words of X ∪ Y .
Furthermore, ΓA (respectively ΓB ) is a graph with a base-vertex ∗A (respectively ∗B ) and
the property that a reduced path in∆ can be lifted to a closed path in ΓA (respectively ΓB )
based at the base-vertex, if and only if the path represents an element of A (respectively
B). This gives a solution to the membership problem for A (respectively B) as follows: to
determine whether a word w in F represents an element of A (respectively B) reduce w
6 See [8, p. 554] for a definition of graph immersion.
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Fig. 3. The unique loop determined by T and the chord c.
and check if the path representing w in ∆ lifts to ΓA (respectively ΓB ) starting at the base-
vertex. Any free group has solvable word problem—just reduce—so that the following
hypotheses are satisfied:A,B 6 F have solvable membership problem, and F has solvable
word problem.
Let’s show that there is a translation process in A ∩ B (Fig. 2): given any word u in A
(respectively B) if the word represents an element in A ∩ B , we would like to compute a
word v in B (respectively A) which represents u. By symmetry, it’s enough to translate
from A to B . Begin by choosing a maximal tree TA for ΓA, and denoting the set of
oriented edges not in TA by CA. CA is called a chord set for A. Similarly, find a chord
set CB for B . There is a natural map (CA ∪ C−1A )∗ → pi1(ΓA,∗A) from the free monoid
on CA and its oppositely oriented counterpart C−1A , to the fundamental group of ΓA based
at ∗A. The map is obtained as follows: a chord c ∈ CA determines the unique reduced
loop [∗A, ιc], c, [τ (c),∗A] where [∗A, ι(c)] is the unique reduced path in TA from ∗A to
ι(c), and similarly for [τ (c),∗A] (cf. Fig. 3). A sequence of such chords and their inverses
(i.e., an element of the free monoid) determines a composition of such loops, and thus an
element of the fundamental group. Furthermore, any reduced sequence in the free monoid
represents a non-trivial element of the fundamental group. As pi1(ΓA,∗A)≈A we view CA
as a basis for A, and (CA ∪ C−1A )∗ as the set of words in A.
Suppose we are given a word u in A, i.e., u ∈ (CA ∪ C−1A )∗, which represents an element
of A ∩ B . First find a reduced representative uˆ. The path determined by uˆ in ΓA is sent
by fA to a reduced path δ in ∆ because immersions send reduced paths to reduced paths.
As δ represents an element in A ∩ B and is reduced, it can be lifted to a path γ in ΓB . γ
traverses the set of chords CB in a certain sequence and orientation determining an element
v ∈ (CB ∪ C−1B )∗ which is a word in B . Thus we have translated the word u in A, to v, a
word in B . 2
Stallings’ Algorithm 5.4 [8, p. 557] is a method for representing a finitely generated
subgroup of a free group by a graph immersion. In fact, a lot of information is embedded
in this algorithm. For example, one may view the source graph as a machine that solves
the membership problem for the subgroup; this was the view-point taken in the proof
of Proposition 2.7. Stallings’ algorithm inputs a set of words X ⊂ F , and spits out
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a free basis Y for the subgroup 〈X〉 6 F . The idea is to view the set of words as
defining a homomorphism from the free group on a set of cardinality |X|, into F . Then,
one represents this map by a morphism of graphs such that the pi1 functor recovers
our homomorphism. By carefully adjusting the source graph and the graph morphism
one step at a time, eventually one arrives at a graph which immerses and cannot be
adjusted further. In the algorithm below, we do exactly the same except that we “add
coordinates”. That is, we keep a record of exactly what each graph adjustment did,
thus getting an explicit factorization for our homomorphism. As each adjustment is
relatively simple, an algebraic inverse (or partial inverse) can be found for that adjustment,
allowing us to reverse the whole process and obtain important information about the
homomorphism.
First, we require a definition.
Definition 2.8 (Section). Let φ :H →G be a homomorphism of groups. A section of φ
is a homomorphism φ(H) w→H with the property that φ ◦w= Idφ(H).
The following algorithm is analogous to the well-known method of Gaussian elimination
in linear algebra. Here the homomorphism φ is analyzed in much the same way as a matrix
is analyzed in Gaussian elimination.
Algorithm 2.9 (Homomorphisms are presentable). Suppose we are given a homomor-
phism of free groups φ :H → F , with the basis X of H finite, and the images of the
elements of X under φ known. There is an algorithm that gives a finite presentation P
for φ(H), P = 〈X|R〉. Furthermore, R is part of a basis for H and |R| = rank(H) −
rank(φ(H)). Finally, the algorithm also provides a section w for φ, which in the case
where φ is an isomorphism gives a method for computing the inverse w = φ−1.
Proof. We may assume that F is finitely generated by restricting to the subgroup generated
by all letters appearing in the words of φ(X). Also, assume that no element of X is carried
to 1 under φ. (In this case one could factor φ into two homomorphisms, one of which is
covered by the arguments below, and the other of which is easy to analyze.)
Start by constructing graphs and a morphism of graphsΓ0
f0→∆ such that when applying
the pi1 functor we recover the homomorphism H
φ→ F . Let ∆ be the bouquet of rank(F )
circles. There is an isomorphism pi1(∆,∗)≈ F and we make this explicit by coloring and
orienting the edges of ∆ by the basis of F . Now define the graph Γ0 for H . Start with a
bouquet of |X| circles. Each circle is associated to some generator x ∈X. Take this circle,
(if necessary) subdivide it into more edges, then color and orient these edges so that the
circle is sent to the reduced path in ∆ representing φ(x).
As in Stallings’ algorithm, we shall factor f0 by a series of folds 7 and an immersion. We
shall be a little more careful, however, in insisting that all the degenerate folds occur after
7 A fold is the quotient map obtained by gluing distinct edges that share a vertex together. Folds are always pi1
surjective. A fold is called non-degenerate if it is also pi1 injective; otherwise, it is called degenerate.
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all non-degenerate folds have been exhausted. The result will be a commutative diagram
of graph morphisms:
Γ0
g1
f0
Γ1
g2
f1 ···
· · · gk Γk h1
fk
Γk+1 h2
fk+1 ···
· · · hl Γk+l
fk+l
∆
(2.3)
Here the gi are non-degenerate folds, and the hi are degenerate folds. Construct the
morphisms inductively:
Starting with fi , if fi is an immersion stop.
Otherwise, there is a pair of distinct edges with a common initial vertex which is
identified under fi . If this identification is non-degenerative (i.e., the terminal vertices of
these edges are distinct) then we define gi+1 to be the fold of these two edges, and Γi+1 the
quotient graph under this fold. Since fi respects the identifications of gi+1, the morphism
fi+1 is defined by the relation fi = fi+1 ◦ gi+1.
What if the identification found had been degenerate? Then either another non-
degenerate fold is present, in which case proceed as in the previous paragraph, or all folds
present are degenerate. But a degenerate fold arises only when there are two copies of
the same colored and oriented edge with the same endpoints. Thus, folding degenerate
edges amounts to “erasing” edges from a graph, and this procedure cannot produce non-
degenerate folds if there were none to begin with. This shows that the degenerate folds
h1, . . . , hk can be pushed to the end as in diagram (2.3).
Next, we “add coordinates”. That is, we choose maximal trees Ti of Γi with associated
chord sets Ci (Ci is the set of edges in VGi complementary to the edges in Ti ). These chord
sets give us coordinate because pi1(Γi,∗) is the free group on Ci . Translating diagram (2.3)
we get the commutative diagram of homomorphism:
H = 〈C0〉 ψ1
φ=φ0
〈C1〉 ψ2
φ1 ···
· · · ψk 〈Ck〉 η1
φk
〈Ck+1〉 η2
φk+1 ···
· · · ηl 〈Ck+l〉
φk+l
F
(2.4)
Special care should be taken to choose the Ci well, as we now outline: Choose C0 in any
way you want. Suppose Ci has been chosen. We would like to choose Ci+1 to be as close
as possible to Ci . If the (i + 1)st fold is non-degenerate, we have three cases:
(1) Both edges identified by gi+1 are in the tree Ti .
(2) Both identified edges are chords in Ci . Here we have two sub-cases:
• a “nu” pair is identified,
• or a “rho” pair is identified. 8
(3) A chord is identified with a tree edge. Again there are “nu” and “rho” sub-cases.
In the first case we let Ci+1 = gi+1(Ci ). In terms of coordinates, ψi+1 can be viewed as
the identity map so is easy to invert.
8 A “nu” is a tree with two edges, while a “rho” is an edge connected to a loop (cf. Fig. 4).
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Fig. 4. A “nu” and a “rho”.
In the second case, Ci+1 is composed of gi+1(Ci ) and an additional edge which we obtain
as follows: Let c1 and c2 be the chords in Ci which are identified. We may assume that the
terminal vertices of these edges, call them a and b, are distinct. There is a unique reduced
path γ inside the maximal tree of Γi and connecting a to b. By definition of the chord set
Ci , γ does not intersect Ci . As the only pair of edges being identified by gi+1 is a pair in Ci ,
it follows that gi+1(γ ) is a cycle in Γi+1. For our final chord for Ci+1 we take an edge c0
of gi+1(γ ) adjacent with g(a)= g(b). In terms of coordinates, φi+1 can almost be viewed
as a Whitehead automorphism [6, p. 31]:
Exercise 2.10. Define a partial order on the vertices of Γi as follows: a 4 b iff the unique
path in Ti from b to the base-vertex ∗ passes through a. Denote the opposite case by a  b.
For a ∈ Γi and e ∈ Ti define e 4 a to mean ι(e) 4 a and τ (e) 4 a. Denote the opposite
by e a. Then in terms of coordinates (after identifying Ci = Ci+1 = C appropriately, and
choosing the orientation of c0 well) we have for c ∈ C ∪ C−1:
φi+1(c)=

c if c= c±10 ; otherwise:
c if c0  ι(c) and c0  τ (c),
c′−1cc′ if c0 4 ι(c) and c0 4 τ (c),
c′−1c if c0 4 ι(c) and c0  τ (c),
cc′ if c0  ι(c) and c0 4 τ (c)
where c′ is fixed as either c0, or c−10 .
In the third case, we glue a chord c with a tree edge e. Here we look at the “nu” and
“rho” cases separately.
In the “nu” sub-case, we reduce to case no. 1 of a tree fold as follows: Find the unique
reduced path γ in Ti between the distinct vertices τ (c) = a and τ (e) = b. Now “swap”
c with its adjacent edge in γ . That is, we perform a simple change of maximal tree
(“CMT” [3]) automorphism by swapping two edges which share a vertex. Thus both edges
are now tree edges and we can proceed as in the first case. One only need analyze the effect
of this CMT and verify that it is algorithmically invertible. One checks that in coordinates,
this CMT has a similar effect as the automorphism delineated in Exercise 2.10.
In the “rho” sub-case the chord must be the loop part of the “rho”. This loop remains a
chord and so we take Ci+1 = gi+1(Ci ). The effect of φi+1 in coordinates is the same as in
Exercise 2.10.
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In view of the above, non-degenerate folds are easy to invert so we can algorithmically
invert:
ψ =ψk ◦ψk−1 ◦ · · · ◦ψ2 ◦ψ1.
On the other hand, the degenerate graph theoretic and group theoretic compositions
h= hl ◦ hl−1 ◦ · · · ◦ h2 ◦ h1 and η= ηl ◦ ηl−1 ◦ · · · ◦ η2 ◦ η1
are easy to analyze since degenerate folds “erase” edges from the graph. Each degenerate
fold increases the Euler characteristic of the graph by 1 so that Ck+l will have cardinality l
less than |Ck| = rank(H). Consider the maximal tree Tk of Γk. h|Tk is an embedding,
because no two tree edges are being glued together since all the folds in h are degenerate.
So take Tk+l = h(Tk) and Ck+l as the set of edges not in Tk+l . The effect of η is as follows:
given a chord c ∈ Ck , if c is glued under h to Tk+l then η(c)= 1. On the other hand, for
each d ∈ Ck+l , if c is glued to d we have φ(c)= d or φ(c)= d−1 depending on how c was
oriented. To find a section of η and its kernel, for each d ∈ Ck+l choose a unique chord
c(d) ∈ Ck from the set of edges h−1(d) (such a chord exists because otherwise two tree
edges would be glued to each other, or a tree-edge would be sent outside the tree, both
contradictions). This defines an embedding Γk+l ↪→ Γk which is a graph theoretic section
for h, and which represents a group theoretic section χ for η. Explicitly χ(d) = c(d) or
χ(d)= c(d)−1 according to the way d was oriented.
Let Q be the set whose elements consist of:
• chords c glued by h to Tk+l ,
• and products c(d)−1· c (respectively c· c(d)) where c 6= c(d)±1 was glued under h to
d ∈ Ck+l with the same orientation (respectively with orientation reversed).
Q is in one to one correspondence with the set of degenerate folds because each degenerate
fold is a chord glued under h to another edge; therefore, |Q| = l. Let us show that
〈〈Q〉〉 = kerη and 〈Q〉 is a free factor of 〈Ck〉: Consider the homomorphism µ ∈ End〈Ck〉
defined by
µ(c)=

c if c= c(d) for some d ∈ Ck+l (not in Q),
c if c is glued to Tk+l (in Q),
c(d)−1· c if c is glued to d with the same orientation (in Q),
c· c(d) if c is glued to d with the opposite orientation (in Q).
µ is actually an automorphism as it is a composition of the disjoint Whitehead
automorphisms obtained ‘one d at a time’. (An inverse for µ can be obtained by modifying
the formula for µ by multiplying on the left by c(d) instead of c(d)−1 and on the right by
c(d)−1 instead of c(d).) By inspection, Q forms part of a basis of 〈Ck〉 since it is the
image of a sub-basis under the automorphism µ. In fact η ◦µ(〈µ−1(Q)〉)= 1 so applying
Lemma 1.10 to the map 〈Ck〉 η◦µ→ 〈Ck+l〉 we get ker(η ◦µ)= 〈〈µ−1(Q)〉〉. Therefore:
kerη= µ(µ−1(kerη))= µker(η ◦µ)= µ〈〈µ−1(Q)〉〉= 〈〈Q〉〉.
The isomorphismψ =ψk ◦ψk−1 ◦ · · · ◦ψ2 ◦ψ1 has computable inverse, and the section χ
for η is computable, so the composition w = ψ−1 ◦ χ is also computable giving a section
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for φ. Letting R =ψ−1(Q), R is computable, and is the isomorphic image of a sub-basis,
so is itself a sub-basis. Furthermore,
kerφ =ψ−1(kerη)=ψ−1〈〈Q〉〉 = 〈〈R〉〉.
We have computed a presentation P = 〈X | R〉 for the subgroup φ(H), with the
property that |R| = |Q| = l = |Ck| − |Ck+l| = rank(H) − (φ(H)). Finally, a section of
an isomorphism is always the inverse, completing the construction of Algorithm 2.9. 2
Corollary 2.11. Suppose A,B are finitely generated subgroups of a free group F with
respective bases X,Y ⊂ F . There is a computable finite presentation for the subgroup
〈A,B〉6 F , with generating set X .∪Y .
Proof. Apply the previous algorithm to the case H = A ∗ B replacing the basis X in the
algorithm by X
.∪Y . 2
With this corollary the proof of Theorem 2.6 is complete.
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