Hall-Littlewood-PushTASEP and its KPZ limit by Ghosal, Promit
ar
X
iv
:1
70
1.
07
30
8v
1 
 [m
ath
.PR
]  
25
 Ja
n 2
01
7
Hall-Littlewood-PushTASEP and its KPZ limit
Promit Ghosal
Columbia University
Department of Statistics, 1255 Amsterdam Avenue, New York, NY 10027
e-mail: pg2475@columbia.edu
Abstract: We study a new model of interactive particle systems which we call the ran-
domly activated cascading exclusion process (RACEP). Particles wake up according to
exponential clocks and then take a geometric number of steps. If another particle is en-
countered during these steps, the first particle goes to sleep at that location and the
second is activated and proceeds accordingly. We consider a totally asymmetric version
of this model which we refer as Hall-Littlewood-PushTASEP (HL-PushTASEP) on Z≥0
lattice where particles only move right and where initially particles are distributed ac-
cording to Bernoulli product measure on Z≥0. We prove KPZ-class limit theorems for the
height function fluctuations. Under a particular weak scaling, we also prove convergence
to the solution of the KPZ equation.
Keywords and phrases: Stochastic six vertex model, KPZ universality, Interacting
particle system.
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1. Introduction
We introduce and study a special class of interacting particle systems which we call randomly
activated cascading exclusion processes (RACEP). Fix a directed graph G = (V,E) with
conductances ce (i.e., non-negative weights) along directed edges e ∈ E and define a random
walk measure as the Markov chain on vertices with transition probability from v to v′ given
by cv→v′ normalized by the sum of all conductances out of v. The state space for RACEP is
{0, 1}V where 1 denotes a particle and 0 denotes a hole. Each particle is activated according
to independent Poisson clocks. Once active, a particle moves randomly to one its adjacent
sites. Therein, it chooses an independent random number of steps according to a geometric
distribution and then performs an independent random walk (according to the random walk
measure just described) of that many steps. However, if along that random walk trajectory,
the first particle arrives at a site occupied by a second particle, then, the first particle stays
1
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at that site (and goes back to sleep) and the second particle becomes active and proceeds
as if its Poisson clock had rung (according to the above rules). The Poisson clock activation
processes are supposed to model a much slower process than the random walk cascades, so for
simplicity we assume that these random walk cascades occur instantaneously. There is some
work necessary to prove well-definedness of this process in general, and we do not pursue that
here since we will mainly focus on one concrete case.
RACEP is a special type of exclusion process (see, e.g. [Lig05, Lig99]) in which the jump
distribution depends on the state around the particle in a rather non-trivial way. Exclusion
processes are important models of lattice gases, transport (such as in various ecological or bi-
ological contexts), traffic, and queues in series (see for example [SCN10, Cor12] and references
therein). The prototypical example of an exclusion process is the asymmetric simple exclusion
process (ASEP) which was introduced in the biology literature in 1968 [MGP68] (see also
more recent applications such as in [CSN05, GS10]) and two years later in the probability
literature [Spi70].
RACEP can also be thought of as a variant of a frog model (see, e.g. [AMP02, AMPR01]) in
which particles do not fall asleep once active but continue to move and wake up other particles.
A natural interpolation between RACEP and the frog model is to have the probability that
a particle goes back to sleep be in (0, 1). These relations to exclusion processes and frog
models suggest a number of natural probabilistic questions for RACEP, such as understanding
its hydrodynamic and fluctuation limit theorems for various families of infinite graphs with
simple conductances. We attack these questions exactly for the special case of RACEP in
which the underlying graph is Z≥0 and the random walk is totally asymmetric (in the positive
direction). From here on out, we will only focus on this one-dimensional case of RACEP.
ASEP and RACEP on Z are siblings in that they both arise as (different) special limits
of the stochastic six vertex model [GS92, BCG16] – see Section 2.2. They are, in fact, part
of a broader hierarchy of integrable probability particle systems which are solvable due to
connections to quantum integrable systems – see [CP16, BP16a, BP16b]. A totally asymmetric
version of RACEP also comes up as a marginal of certain continuous time RSK-type dynamics
which preserve the class of Hall-Littlewood processes – see [BBW16] wherein they refer to
RACEP as the t-pushTASEP due to its similarity with the model of q-PushTASEP [BP16a,
CP15]. Here, we are mostly interested in this one dimensional totally asymmetric specialization
of RACEP. To avoid the confusion with the time parameter t, we refer RACEP as Hall-
Littlewood-PushTASEP (HL-PushTASEP) throughout the rest of the paper.
These systems enjoy many concise and exact formulas from which one can readily perform
asymptotics. Such results for ASEP go back to the now seminal papers [TW08, TW11] (and
earlier to [Joh00] for TASEP), and results for the stochastic six vertex model were worked out
in [BCG16, AB16]. In our present paper, we work out the analogous asymptotics for the HL-
PushTASEP on Z≥0 using the approach of [BCG16]. (We also provide some additional details
in the asymptotics compared to the previous works.) Owing to the recent work [Bor16, BO16]
such asymptotics could alternatively be performed via reduction to Schur process asymptotics.
We do not pursue that route here and instead opt for the more direct (albeit technically
demanding) route.
The asymptotic results we show for HL-PushTASEP on Z≥0 (as well as those previously
shown for ASEP and the stochastic six vertex model) demonstrate its membership in the
Kardar-Parisi-Zhang universality class (see, e.g. the review [Cor12] and references therein).
In particular, in Theorem 2.4 we show that for step Bernoulli initial data, HL-PushTASEP
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has fluctuations in its rarefaction fan of order t1/3 and with statistics determined by the
GUE Tracy-Widom distribution. At the edge of the rarefaction fan, we also demonstrate the
occurrence the Baik-Ben Arous-Pe´che´ crossover distributions in [BBAP05] which arises also
in ASEP [TW09b], TASEP [BBAP05, BAC11], and the stochastic six vertex model [AB16].
See [Cor14] for further references to asymptotics of other integrable probabilistic systems. The
centering and scaling that our result demonstrates agrees with the predictions of KPZ scaling
theory from the physics literature – see Section 2.4.
The KPZ scaling theory also suggests that under certain weak scalings a broad class of
interacting particle systems should converge to the Cole-Hopf solution to the KPZ stochastic
PDE (i.e., the KPZ equation). There are, in fact, many different choices of weak scalings under
which the KPZ equation remains statistically invariant (see, e.g.[QS15, Section 2.4]). The main
motivation for our present investigation into the KPZ equation limit for HL-PushTASEP was
our desire to solve the analogous question for the stochastic six vertex model. Let us briefly
explain why that question is difficult and what our HL-PushTASEP results suggest regarding
it.
For ASEP under weak asymmetry scaling, the KPZ equation limit was proved in [BG97]
(see also [ACQ11, DT16, CST16]). That work relies upon two main identities. The first is the
Ga¨rtner (or microscopic Cole-Hopf) transform which turns ASEP into a discrete stochastic
heat equation (SHE). The second is a non-trivial key identity (Proposition 4.8 and Lemma A.1
in [BG97]) which allows one to identify white-noise as the limit of the martingale part of
the discrete SHE. For the stochastic six vertex model, one still has an analogous Ga¨rtner
transform (in fact, this holds for all higher-spin vertex models in the hierarchy of [CP16] due
to the duality shown therein). The discrete time nature of the stochastic six vertex model,
however, renders the identification of the white-noise much more complicated and presently
it is unclear how to proceed.
For higher-spin vertex models with unbounded particle occupation capacity, [CT15] proved
convergence to the KPZ equation under certain weak scalings. Even though these models are
still discrete time, the scaling was such that the overall particle density goes to zero with the
scaling parameter ǫ. Owing to that fact, there was no need for an analog of the key estimate
used in the case of ASEP.
Our present analysis of HL-PushTASEP also involves a weak scaling under which the local
density of particles goes to zero. Consequently, we are able to prove the KPZ limit without the
key estimate. This suggests that it may be simpler to derive the KPZ equation directly from
the stochastic six vertex model (or other finite-spin integrable stochastic vertex models) when
the weak scaling facilitates local density decay to zero. Indeed, there are many different weak
scalings which should all lead to the KPZ equation. This can be anticipated, for instance, from
analyzing moment or one-point distribution formulas, see e.g. [BO16, Section 12]. We intend
on investigating such zero-density KPZ equation limits of the stochastic six vertex model in
subsequent work.
There is another approach for proving KPZ limit of particle system (when started from their
invariant measure) via energy solutions. This approach was introduced by Assing [Ass02] and
then significantly developed in [GJ14, GP15]. The invariant measure is Bernoulli product
measure for HL-PushTASEP (as well as for the stochastic six vertex model), so it would
be interesting to see if these methods apply. Presently, the energy solution approach is only
developed for continuous time systems, so an analysis of the stochastic six vertex model results
would require developing a discrete time variant.
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Outline
We introduced above RACEP in an arbitrary infinite directed graph. In Section 2, we describe
the dynamics of HL-PushTASEP in one dimension and its connection with stochastic six
vertex model. Further, we state our results on asymptotic fluctuation and KPZ limit of HL-
PushTASEP in Section 2. At the end of this section, we explain the KPZ scaling theory for
HL-PushTASEP in brief. In Section 3, we first derive the eigenfunctions of the transition
matrix of HL-PushTASEP and then use it to get Fredholm determinant formulas. Section 4
contains the proof of the limiting fluctuation results under the assumption of step Bernoulli
initial data. Interestingly, we see a phase transition in the limiting behavior of the fluctuation.
In Section 5, we prove the KPZ limit theory for HL-PushTASEP. First, we start with the
construction of a discrete SHE. Next, we prove few estimates on the discrete heat kernel
and subsequently, show the tightness of the rescaled SHE. At the end, we elaborate on the
equivalence of all the limit points by solving the martingale problem for HL-PushTASEP.
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2. Model and main results
We now define the HL-PushTASEP on Z≥0, describe its connection to the stochastic six vertex
model, and then state our main results. Theorems 2.4 and 2.5 give the fluctuations limits for
HL-PushTASEP started with step Bernoulli initial data. Theorem 2.9 and 2.10 contain the
KPZ equation limits for HL-PushTASEP under weak scaling given in Definition 2.7.
2.1. HL-PushTASEP on Z≥0
We will consider HL-PushTASEP with a finite number of particles supported on Z≥0. The
dynamics of HL-PushTASEP are such that the behavior of particles restricted to the interval
[0, L] is Markov. Thus, even if we are interested in HL-PushTASEP with an infinite number
of particles, if we only care about events involving the restriction to finite intervals, then it
suffices to consider the finite particle number version we define here.
The N -particle HL-PushTASEP on Z≥0 has state at time t given by (x1(t), . . . , xN (t))
where xi(t) ∈ Z≥0 for all t ∈ R+ and x1(t) < . . . < xN (t). For notational simplicity we add
two virtual particles fixed for all time so that x0 = −1 and xN+1 = +∞. For later reference,
we denote the state space of N -particle HL-PushTASEP on Z≥0 by
XN :=
{
~x = (−1 = x0 < x1 < x2 < . . . < xN < xN+1 =∞) : ∀i, xi ∈ Z≥0
}
.
We illustrate typical moves in HL-PushTASEP on Z≥0 in Fig 1 and Fig 2. Each of the
particles in HL-PushTASEP carries an exponential clock of rate 1. When the clock in a particle
rings, it jumps to the right. Unlike the simple exclusion processes, if the particle at xm(t) gets
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xm−2(t) xm−1(t) xm(t) xm+1(t) xm+2(t)
Fig 1: Assume that particle at xm(t) (colored green) becomes active at time t. It immediately
takes a step to the right and then continues to jump according to a geometric distribution
with parameter b. Thus, the probability that it takes a jump of exactly size 2 is b(1− b). With
probability b2 it reaches the position of xm+1(t) (colored red). In that scenario, the green
particle occupies the position xm+1(t) and activates the red particle as shown in Fig. 2.
xm−2(t) xm−1(t) xm(t) xm+1(t) xm+2(t)
Fig 2: Once red particle has been activated, it moves by one to the right, and then proceeds
according to the same rules which had governed the green particle. For instance, it can jump
by j steps with probability (1 − b)bj−1 for 1 ≤ j < xm+2(t) − xm+1(t) and with probability
bj−1 if j = xm+2(t)−xm+1(t). We illustrated here the cases when j equals xm+2(t)−xm+1(t)
and xm+2(t)− xm+1(t)− 1.
excited at time t, then it can jump j steps to the right with a geometric probability (1−b)bj−1
for 1 ≤ j < xm+1(t) − xm(t). It can also knock its neighbor on the right side at xm+1(t) out
from its position with probability bxm+1(t)−xm(t)−1. In that case, particle at position xm+1(t)
will also get excited and jumps in the same way independently to others. To be precise, the
HL-PushTASEP shares a large extent of resemblance with the particle dynamics in the case
of stochastic six vertex model (SSVM) (see, [BCG16, Section 2.2]). Although the dynamics in
latter case is governed by a discrete time process, but pushing effect of the particles comes into
play in the same way. We embark more upon the connection between these two model later
in the following section. One can see similar pushing mechanism in the case of Push-TASEP
[BF08], q-PushASEP[CP15] which are also continuous time countable state space Markov
processes. But in contrast with the HL-PushTASEP, each of the particles in those cases can
only jump by one step when their clocks ring.
For HL-PushTASEP on Z≥0, we are interested in studying the evolution of the empirical
particles counts, i.e, for any ν ∈ R, what is the limit shape and fluctuation of the number of
particles in an interval [0, ⌊νt⌋] as the time evolves to infinity. One can note that empirical
particle counts fits into the stereotype of the height function for the exclusion processes. In
what follows, we provide the explicit definitions of the height function and the step Bernoulli
initial condition.
Definition 2.1. Fix a positive integer N . Define a function Nx(t; .) and ηt(x; .) of ~x = (x1 <
x2 < . . . < xN ) ∈ XN via
Nx(t; ~x) = #{i;xi ≤ x}, ηx(t; ~x) =
{
1 xi = x for some i.
0 otherwise.
For the rest of the paper, we prefer to use Nx(t) and ηt(x) instead of Nx(t; ~x) and ηt(x; ~x)
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with the understanding that those are evaluated at ~x. We call Nx(t) as the height function of
HL-PushTASEP and ηt(x) as the occupation variable.
Definition 2.2 (Step Bernoulli Initial Data). Fix any positive integers L. In step Bernoulli
initial condition with parameter ρ over [0, L], each integer lattice site is occupied by a par-
ticle with probability ρ independently of others. Whenever ρ = 1, we refer it as step initial
condition.
2.2. Connection with Stochastic Six Vertex Model
Six vertex model was first studied in [Lie67] to compute the residual entropy of the ice struc-
ture. One can think of six vertex model as a lattice model where the configurations are the
assignments of six different types of H2O molecular structure to the vertices of a square grid
so that O atoms are at the vertices of the grid. To each O atoms, there are two H atoms
attached so that they are at the angles 90◦ or 180◦ to each other. Later, a stochastic ver-
sion of the six vertex model was introduced by Gwa and Spohn in [GS92]. Recently, several
new discoveries related to the stochastic six vertex model came into light in works includ-
ing [BCG16, BP16a, BP16b, AB16, Agg16]. Furthermore, there are three equivalent ways
of describing stochastic six vertex model: (i) as a ferro-electric asymmetric six vertex model
on a long rectangle with specific vertex weights (see, [GS92] or [BCG16, Section 2.2]); (ii)
as an interacting particle system subject to the pushing effect and exclusion of mass (see,
[BCG16, Section 2.2], [GS92]); or (iii) as a probability measure on directed path ensemble
(see, [BP16a, Section 1], [AB16, Section 1.1]). In what follows, we elaborate in details on the
second description of stochastic six vertex model.
Particle dynamics of stochastic six vertex model is governed by a discrete time Markov
chain with local interactions. Fix b1, b2 ∈ [0, 1]. Consider a particle configuration Yb1,b2(t) =
(y1(t) < y2(t) < . . .) at time t where 0 < b1, b2 < 1. Then, at time t+ 1, each particle decides
with probability b1 whether it will stay in its position, or not. If not, then it moves to the
right for j steps with probability (1 − b2)bj−12 where j can be any integer in between 1 and
the distance of the right neighbor from the particle. Further, the particle at yi(t) can jump to
yi+1(t) with probability b
yi+1(t)−yi(t)−1. In that case, the particle which was initially at yi+1(t)
is pushed towards right by one step and starts to move in the same way.
It has been noted in [BCG16, Section 2.2] that the dynamics of the limit
Y b(t) := lim
ǫ→0
Y
1−ǫ,b(tǫ−1) (2.1)
are those of HL-PushTASEP on Z≥0. Similarly, they show that the dynamics of
Zp,q(t) := lim
ǫ→0
{Yǫp,ǫq(tǫ−1)− tǫ−1}
are those of ASEP with jump parameters p and q (see also [Agg16]). For any finite particle
configuration, it is easy to show that the limiting dynamics in (2.1) indeed matches with HL-
PushTASEP on Z≥0. Heuristically, this is attributed to the facts that in an time interval [t, t+
∆t], (i) the expected number of jumps for each of the particles of the limiting process Y b(t)
varies linearly with ∆t and (ii) the probability of more than one jumps decays quadratically
with ∆t. In particular, (i) shows the number of jumps of each of the particles follows a Poisson
point process with intensity 1 and (ii) shows that the Poisson clocks in all particles are
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independent of each other. In the case of countable particle configurations, one can complete
the proof of the convergence of stochastic six vertex model to HL-PushTASEP on Z≥0 using
the similar arguments as in [Agg16].
2.3. Main Results
In the following theorems, we state the asymptotic phase transition result for the height
function Nνt(t) of HL-PushTASEP on Z≥0 under the step Bernoulli initial data. Let us ex-
plain the scalings used in the paper. Assume that initial condition for the HL-PushTASEP
dynamics is step Bernoulli with parameter ρ. Thus, it is expected that the macroscopic
density of the particles varies between 0 to ρ. In fact, it will be shown that whenever
ν ≤ (1 − b)−1, then macroscopic density around νt will be 0. Furthermore, in the case when
(1 − b)−1 < ν < (1 − ρ)−2(1 − b)−1, macroscopic density varies as 1 − (ν(1 − b))−1/2 around
the position νt. Consequently, one can expect KPZ scaling theory to hold in such scenario.
On the contrary, when ν > (1−ρ)−2(1−b)−1, density profile around the position νt turns out
to be flat, thus yielding the gaussian fluctuation. Before stating the theorems, we must define
three distributions, namely the GUE Tracy-Widom distribution, square of GOE Tracy-Widom
distribution and Gaussian distribution which will arise as limits in three different scenario.
Definition 2.3. (1) Consider a piecewise linear curve Γ(1) consists of two linear segments:
from ∞e−iπ/3 to 0 and from 0 to ∞eiπ/3. The distribution function FGUE(x) of the GUE
Tracy-widom distributions is defined by FGUE(x) = det(I+KAi)L2(Γ(1)) where KAi is the
Airy kernel. For any w,w′ ∈ Γ(1), Airy kernel is expressed as
KAi(w,w
′) =
1
2πi
∫ e2πi/3∞
e−2πi/3∞
ew
3/3−sw
ev3/3−sv
1
(v − w)(v − w′)dv
where the contour of v is piecewise linear from −1 + e−2πi/3∞ to −1 to −1 + e2πi/3∞. It
is important to note that the real part of v − w is always negative.
(2) Let δ > 0. Consider a piecewise linear curve Γ(2) which is composed of two linear segments:
from −δ +∞e−iπ/3 to −δ and from −δ to −δ +∞eiπ/3. Then, the F 2GOE is defined by
F 2GOE(xs) = det(I +KGOE,2)L2(Γ(2)) where KGOE,2 is given by
KGOE,2(w,w
′) =
1
2πi
∫ −2δ+∞e2πi/3
−2δ+∞e−2πi/3
ew
3/3−sw
ev
3/3−sv
1
(v − w)(v − w′)
v
w
dv
for aany w,w′ ∈ Γ(2). The contour of v is piecewise linear from −2δ +∞e−2πi/3 to −2δ
to −2δ +∞e2πi/3.
(3) For completeness, we also add here a very brief description of the Gaussian distribution.
Density of the standard Gaussian distribution function Φ(x) is given by
1√
2π
exp
(
−x
2
2
)
.
Theorem 2.4. Consider HL-PushTASEP on Z≥0. Assume initial data is step Bernoulli data.
Set α = 1−ρρ . Let us also fix a real number ν > (1− b)−1. Define the parameters,
mν :=
(
√
ν(1− b)− 1)2
1− b , σν :=
b1/3(
√
ν(1− b)− 1)2/3
(1− b)1/2ν1/6 , ̺ := b(
√
ν(1− b)− 1),
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m˜ν :=
ν
1 + α
− 1
α(1− b) , σ˜ν :=
√
ν(1− b)(1− ρ)2 − 1
α2(1− b) .
(a) If ρ > 1− (ν(1− b))−1/2, then
lim
t→∞P
(
mνt−Nνt(t)
σνt1/3
≤ s
)
= FGUE(s). (2.2)
(b) If ρ = 1− (ν(1− b))−1/2, then
lim
t→∞P
(
mνt−Nνt(t)
σνt1/3
≤ s
)
= F 2GOE(s). (2.3)
(c) If ρ < 1− (ν(1− b))−1/2, then
lim
t→∞P
(
m˜νt−Nνt(t)
σ˜νt1/2
≤ s
)
= Φ(s). (2.4)
Let us denote the position of m-th particle at time t by xm(t). To this end, one can note
that for any y, t ∈ R+ and m ∈ Z≥0, the event {Ny(t) ≥ m} is same as the event {xm(t) ≤ y}.
Thus, Theorem 2.4 translates to the following results (noted down below) in terms of the
particle position xm(t).
Theorem 2.5. Continuing with all the notations introduced in Theorem 2.4 above, we have
(a) if ρ > 1− (ν(1− b))−1/2, then
lim
t→∞P
(
xtmν (t) ≤ νt+
(
∂mν
∂ν
)−1
σνst
1/3
)
= FGUE(s), (2.5)
(b) if ρ = 1− (ν(1− b))−1/2, then
lim
t→∞P
(
xtmν (t) ≤ νt+
(
∂mν
∂ν
)−1
σνst
1/3
)
= F 2GOE(s), (2.6)
(c) if ρ < 1− (ν(1− b))−1/2, then
lim
t→∞P
(
xtm˜ν (t) ≤ tν +
(
∂m˜ν
∂ν
)−1
σ˜νst
1/2
)
= Φ(s). (2.7)
Using the theorems above, we derive the following law of large numbers for HL-PushTASEP.
Corollary 2.6 (Law of large numbers). Consider HL-PushTASEP on Z≥0 with step initial
condition. Denote ν0 := (1− b)−1. Then,
lim
t→∞
Nνt(t)
t
=
{
(
√
ν(1−b)−1)2
(1−b) when ν > ν0,
0 otherwise.
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Interactive particle systems which obey KPZ class conjecture (see, Section 2.4) form the
KPZ universality class. Models is the KPZ universality class are in a sense characterized by
the KPZ equation which is written as
∂tH(t, x) = 1
2
δ∂2xH(t, x) +
1
2
κ(∂xH(t, x))2 +
√
Dξ(t, x),
for δ, κ ∈ R and D > 0 where ξ(., .) denotes the space time white noise. In a seminal work
[KPZ86], Karder, Parisi and Zhang introduced the KPZ equation as a continuum model for
the randomly growing interface which can be subjected to the local dynamics like smoothing,
lateral growth and space-time noise. Most prominent feature of the models in KPZ universality
class is that the scaling exponents of the fluctuation, the space and the time follow a ratio
1 : 2 : 3. Further, it is expected that the long time asymptotics of any model in the KPZ
universality class coincides with the corresponding statistics of the KPZ equation when initial
condition of the model corresponds with the initial condition in KPZ equation. To illustrate,
consider ASEP on Z. Initially, if all the sites in Z≤0 are occupied and the rest are left empty,
then [TW09b] shows that the height fluctuation in t1/3 scale converges to the Tracy-Widom
GUE distribution. Later, it is verified in the work of [ACQ11], [Dot10], [CDR10] and [SS10]
that under narrow wedge initial condition the height fluctuation of the KPZ equation in t1/3
scale has the same asymptotic distribution.
It is now natural to ask what are the other distributions which arise as the long time
fluctuation limits of stochastic models in KPZ universality class. There are only very few
instances where this question has been addressed. In the case of ASEP under the step Bernoulli
initial condition (sites in Z≤0 are occupied w.p ρ and other places are empty), Tracy and
Widom [TW09b] demonstrates that the limiting behavior of the height fluctuation undergoes
a phase transition. In particular, whenever ρ is close to 1, scaling exponent of the fluctuations
is still t1/3 and limiting distribution is Tracy-Widom GUE. On the contrary, when ρ nears 0,
the fluctuation converges to the Gaussian distribution under t1/2 scaling. In between those
two regime, there lies a critical point where the limiting distribution of the fluctuation is F 21 .
Nevertheless, the scaling exponent of the fluctuation at the critical point remains 1/3. It is
shown in [CQ13] that the asymptotic limit of the fluctuation (in ASEP) at the critical point
corresponds to the Half-Brownian initial data of the KPZ equation.
Similar phase transition was in fact first unearthed in the work of Baik, Ben Arous and
Pe´che´ [BBAP05], where they observed a transition phenomenon (now known as BBP tran-
sition) in the limiting law of the largest eigenvalue λ1 of large spiked covariance matrices.
In a follow up paper, [Pe´c06] proved the same for the finite rank perturbation of the GUE
matrices. When the perturbation has rank one, then the asymptotic distribution of λ1 at crit-
icality coincides with F 21 . In the context of interacting particle systems, Barraquand [Bar15]
established the BBP transition in the case of q − TASEP with few slower particles. More
recently, Aggarwal and Borodin [AB16] showed that the same phenomenon also holds in the
case of stochastic six vertex model when subjected to generalized Bernoulli initial data.
Our next result is on the convergence of an exponential transform of the height function
Nx(t) to a mild solution of the stochastic heat equation (SHE). The stochastic heat equation
is written as
∂tZ(t, x) =
1
2
δ∂2xZ(t, x) +
κ
δ
√
DZ(t, x)ξ(t, x)
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ξ(·, ·) denotes the space time white noise. Let us call Z(t, r) ∈ C([0,∞), C(R)) a mild solution
of the SHE starting from the initial condition Zin if
Z(t, r) =
∫
R
Ps(r − r′)Zin(s, r′)dr′ +
∫ t
0
∫
R
Pt−s(r − r′)Zin(s, r − r′)ξ(ds, dr′) (2.8)
where Pt(r) :=
1√
2πt
exp(−r2/2t) is the standard heat kernel. For existence, uniqueness, conti-
nuity and positivity of the solutions to (2.8), see [Cor12, Proposition 2.5] and [BG97], [BC95],
[Mue91]. Interestingly, the Cole - Hopf solution H(t, x) of the KPZ equation is defined by
H(t, x) = δκ log Z(t, x) whenever Z is a mild solution (see, (2.8)) of the SHE. Bertini and
Giacomin [BG97] proved that ASEP under weak asymmetric scaling and near equilibrium
initial condition converges to the Cole - Hopf solution of the KPZ equation. Later, the same
result has been shown for the narrow wedge initial data in [ACQ11]. In both of these works,
Ga¨rtner transformation which is a discrete analogue of Cole - Hopf transform plays crucial
roles. For weakly asymmetric exclusion process with hopping range m more than 1, similar
result has first appeared in the work of Dembo and Tsai [DT16]. But, their proof breaks
down when m ≥ 4. In the following discussion, we show that under a particular weak scal-
ing, HL-PushTASEP on Z≥0 started from the step initial condition converges to the KPZ
equation.
Definition 2.7 (Ga¨rtner Tranform & Weak Noise Scaling). Here, we turn to define explicitly
the exponential transformation (or, Ga¨rtner transformation)
Z(t, x) =
{
bNx+⌊t/(1−bνǫ )⌋(t)−(1−νǫ)(x+⌊t/(1−b
νǫ )⌋) exp(−µǫt) when x+ ⌊t/(1 − bνǫ)⌋ ∈ Z≥0
0 o.w
(2.9)
where t ∈ R+, νǫ = (
√
5− 1)/2 and
µǫ =
b−1 − 1
b−νǫ − 1 +
(1− νǫ) log b
1− bνǫ . (2.10)
In the rest of our discussion, we will keep on making an abuse of notation by writing t/(1−bνǫ)
instead of ⌊t/(1 − bνǫ)⌋. Let us mention that we use a weak noise scaling b = bǫ := e−λǫǫ1/2 ,
where ǫ→ 0 and λǫ = ν−3/2ǫ .
We extend the process Z(t, x), defined for t ∈ R+ and x ∈ Z, to a continuous process in
R+ ×R by linearly interpolating in x. Let us introduce the scaled process
Zǫ(t, x) := Z(ǫ
−1t, ǫ−1x). (2.11)
Furthermore, we endow the space C(R+), and C(R+ × R) with the topology of uniform
convergence and use ⇒ to denote the weak convergence.
Definition 2.8 (Near-Equilibrium Condition). Discrete SHE Zǫ(., .) is defined to have near
equilibrium initial condition when the initial data Zǫ(0, x) satisfies the following two condi-
tions:
‖Zǫ(0, x)‖2k ≤ Ceǫτ |x|, (2.12)
‖Zǫ(0, x) − Zǫ(0, x′)‖2k ≤ C
(
ǫ|x− x′|)v eǫτ(|x|+|x′|), (2.13)
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for some v ∈ (0, 1) and τ > 0.
Theorem 2.9. Let Z be the unique C(R+ × R)- valued solution of the SHE starting from
some initial condition ∆ and let Zǫ(t, x) ∈ C(R+×R) as defined in (2.11) evolved from some
near equilibrium initial condition. If Zǫ(0, .) converges to Z(0, .) whenever ǫ tends to 0, then
Zǫ(., .)⇒ Z(., .) on C(R+ × R)
as ǫ→ 0.
It can be noted that the step initial condition, i.e, xn(0) = n for n ≥ Z+ and xn(0) = −∞
for n ∈ Z−, doesn’t belong to the family of near equilibrium initial conditions in Defini-
tion 2.8. Nevertheless, the rescaled height function of HL-PushTASEP started with step
initial condition also has KPZ limit. We illustrate this further in the following theorem.
Theorem 2.10. Let Z be the unique C(R+ × R)- valued solution of the SHE starting from
delta initial measure. Consider Z˜ǫ(t, x) := ǫ
−1(1− exp(−λǫνǫ))Zǫ(t, x) in C(R+×R) evolving
from the step initial condition. Then,
Z˜ǫ(., .)⇒ Z(., .) on C(R+ × R),
as ǫ tends to 0.
Corollary 2.11. Let Z be as in the Theorem 2.9 so that H(t, x) := log Z(t, x) be the unique
Cole-Hopf solution of the KPZ equation starting from the delta initial measure. Then,
log Z˜ǫ(., .)⇒H(., .) on C(R+ × R)
as ǫ→ 0.
Proof of Theorem 2.10. To begin with, note that ǫ
∑
ζ∈Ξ(0) Z˜ǫ(0, ζ) = 1. Thus, Z˜ǫ(0, .)
converges to the delta initial measure as ǫ goes to 0. Below, in Proposition 2.12 which we
prove in Section 5, we show the moment estimates for Z˜ǫ at any future time point t. Thus,
using Theorem 2.9, one can complete the proof in the same way as in [ACQ11, Section 2].
Proposition 2.12. Fix any T > 0. Consider Z˜(t, x) = ǫ−1(1 − exp(−λǫνǫ))Z(t, x) evolving
from the step initial condition. Then, for any t ∈ (0, ǫ−1T ], ζ1, ζ2 ∈ Ξ(t) and v ∈ (0, 1/2), we
have
‖Z˜(t, ζ)‖ ≤ Cmin{ǫ−1/2, (ǫt)−1/2}, (2.14)
‖Z˜(t, ζ)− Z˜(t, ζ ′)‖ ≤ (ǫ|ζ − ζ ′|)v(ǫt)−(1+v)/2. (2.15)
where the constant C depend only on T and v.
2.4. KPZ Scaling Theory
Here, we explain how the asymptotic fluctuation results in Theorem 2.4 confirms the KPZ
scaling theory (see, [KMHH92], [Spo14]) of the physics literature. To start with, we present
the predictions of KPZ scaling theory in the context of exclusion process following [Spo14]. For
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that, one need to assume that spatially ergodic and time stationary measures of the exclusion
process on Z are precisely labelled by the density of the particles ρ, where
ρ := lim
n→∞
1
2n+ 1
n∑
k=−n
η(n).
We denote the stationary measure arising out of the density ρ by νρ. Consider the average
steady state current j(ρ) which counts the average number of particles transported from 0 to
1 in unit time where the system is distributed as νρ. Further, denote the integrated covariance∑
j∈ZCov(η0, ηj) by A(ρ) where the covariance between the occupation variables η0 and ηj
is computed under the stationary measure νρ. One expects that on the microscopic scale the
rescaled particle density ̺(x, t) given as
̺(x, τ) = lim
t→∞P (there is a particle at site ⌊xt⌋ at time ⌊τt⌋)
satisfies the conservation equation
∂
∂τ
̺(x, τ) +
∂
∂x
j(̺(x, τ)) = 0 (2.16)
when the system is started with the step initial condition, i.e,
̺(x, 0) =
{
1 x ≥ 0
0 x < 0.
(2.17)
This result can also be phrased as a hydrodynamic limit theory. For any exclusion process,
consider the height function h(., .) : Z× R+ → Z given by
h(j, t) :=


Nt +
∑j
i=1 ηt(j) if j > 0
Nt if j = 0
Nt −
∑−j
i=1 ηt(−i) if j < 0.
Then, using the arguments in [Spo91, Part II, Section 3.3], one can prove that (2.16) implies
the following law of large numbers
lim
t→∞
h(νt, t)
t
= φ(ν)
where the limit shape φ(.) is given by
φ(y) = sup
ρ∈[0,1]
{yρ− j(ρ)}.
Furthermore, Let us denote λ(ρ) = −j′′(ρ). Under such parametrization, we have the following
KPZ class conjecture.
KPZ Class Conjecture:([Spo14]) Let y be such that φ is twice differentiable at y with
φ′′ 6= 0. Set ρ0 = φ′(y). If 0 ≤ ρ0 < 1, A(ρ0) < ∞ and λ(ρ0) 6= 0, then under the step initial
condition in (2.17), one has
lim
t→∞P
(
tφ(y)− h(⌊yt⌋, t)
(−12λA2)1/3t1/3
≤ s
)
= FGUE(s).
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In the case when φ(y) is linear or cusp like, then KPZ conjecture doesn’t hold. It is likely that
the scaling of the fluctuations would be different in those cases. Historically, the conjecture on
the scaling exponent t1/3 of the fluctuation above dates back to the the work [KPZ86]. To that
end, the magnitude of the fluctuation was obtained in [KMHH92] and the limit distribution
was first surfaced in [Joh00].
Lemma 2.13. Fix 0 ≤ ρ ≤ 1. Consider the HL-PushTASEP model on Z≥0. Further, assume
that a jet of particles is entering into the region Z≥0 through 0 at rate τ where τ := ρ(1 −
ρ)−1(1 − b)−1. Then, the product Bernoulli measure νρ will be the invariant measure for the
HL-PushTASEP model. In particular, each of the occupation variables {ηt(x)|x ∈ Z≥0} follows
Ber(ρ) independent of others.
Proof. Assume, at time t = 0, each site on Z+ is occupied by at most one particle with
probability ρ independently of others. First, we show νρ(ηt(0) = 1) = ρ for any t ≥ 0. Note
that influx rate of particles at site x = 0 is equal to τ . Then, rate at which particle leaves site
0 is given by χ1 + χ2 + χ3
χ1 := τρ, χ2 := τb(1− ρ), and , χ3 := ρ.
To begin with, consider the case when initially the site 0 was occupied. Probability of this
event is ρ. In such scenario, χ1 captures the rate of out flux of any particle to the right from
the site 0 after a particle arrives there. On the contrary, probability that the site 0 was initially
unoccupied is 1− ρ. Thus, if a particle arrives when the site 0 is empty, it moves further one
step towards the right with probability b. Henceforth, the value of χ2 synchronizes perfectly
with the rate of outflux from the site 0 whenever initially it was unoccupied. Finally, the
particle which was initially at the site 0 jumps to the right at rate 1 and this contribution
has added up in the total rate out flux through χ3. Due to the specific choice of τ , we get
τ = χ1 + χ2 + χ3. Consequently, the rate of in flux matches with the rate of out flux of the
particles from the site 0. Therefore, probability that the site 0 is occupied doesn’t change over
time. More importantly, the rate at which particles will move into the site 1 is also equal to
τ . This further implies P(ηt(1) = 1) = ρ for any t ≥ 0. Using induction, one can now prove
that the occupation variable ηt(x) for any x ∈ Z+ and t ≥ 0 follows Ber(ρ). In fact, using
similar argument, one can show that at any time t, the rate of influx of the particles into any
interval [x1, x2] of finite length over Z+ is equal to the rate at which the particles will come
out of the interval [x1, x2].
Now, we turn to prove the independence of any two occupation variables ηt(x1) and ηt(x2)
for x1 < x2 ∈ Z+. Let us consider (ǫx1 , ǫx1+1, . . . , ǫx2) ∈ {0, 1}x2−x1+1. Further, denote
ηǫat (a) :=
{
ηt(a) if ǫa = 1,
1− ηt(a) if ǫa = 0.
To this end, one can note that
E
(
x2∏
a=x1
ηǫat (a)
)
= E
(
x2∏
a=x1
ηǫa0 (a)
)
for any choice of the variables (ǫx1 , ǫx1+1, . . . , ǫx2) in the space {0, 1}x2−x1+1. This is again
due to the principle of conservation of mass, i.e, the influx rate into the interval [x1, x2] is
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same as the rate of out flux of the particles. Thus, we get
E(ηt(x1)ηt(x2)) = E

 ∑
ǫx1+1,...,ǫx2−1
ηt(x1)ηt(x2)
x2−1∏
a=x1+1
ηǫat (a)


= E

 ∑
ǫx1+1,...,ǫx2−1
η0(x1)η0(x2)
x2−1∏
a=x1+1
ηǫa0 (a)

 = E (η0(x1)η0(x2)) = ρ2.
To that effect, covariance of ηt(x1) and ηt(x2) becomes 0. As these are Bernoulli random
variables, thus the independence is proved. 
Now, we turn to showing how Theorem 2.4 verifies the KPZ class conjecture in the context
of HL-PushTASEP. In Lemma 2.13, it is proved that all the stationary translation invariant
measure of HL-PushTASEP are given by product measure νρ where each site follows Ber(ρ)
distribution. Further, it has been also shown that under stationary measure νρ steady state
current will be ρ(1− ρ)−1(1− b)−1. To that effect, we have
φ(y) = sup
ρ∈[0,1]
{
ρy − ρ
(1− ρ)(1 − b)
}
. (2.18)
If y(1 − b) > 1, then the function g(ρ) = yρ − ρ(1 − ρ)−1(1 − b)−1 is maximized when
ρ = 1− (y(1 − b))−1/2. In this scenario, we get
φ(y) =
(√
y(1− b)− 1
)2
(1− b) .
One can further derive that the equilibrium density ρ corresponding to y is 1− (y(1− b))−1/2.
To this end, we have λ(ρ) = −j′′(ρ) = −2y3/2b(1− b)1/2. Further, stationarity of the product
Bernoulli measure implies A(ρ) = ρ(1− ρ) = (y(1− b))−1/2(1− (y(1− b))−1/2). Finally, it can
be noted that
(
−1
2
λ(ρ)A2(ρ)
)1/3
=
b1/3
(√
y(1− b)− 1
)2/3
y1/6(1− b)1/2 = σy.
Thus, KPZ class conjecture implies that the height function N⌊yt⌋(t) of HL-PushTASEP
started from the step initial condition has a limit shape given by tφ(y) in (2.18) and more im-
portantly, the fluctuation around the limit shape under the scaling of (−2−1λA2t)1/3 converges
to the Tracy-Widom GUE distribution. As one can see, Theorem 2.4 verifies the conjecture
and at the same time, identifies the form of the limit shape and the correct scaling of the
fluctuation.
3. Transition Matrix & Laplace Transform
For proving the asymptotic results, we need to have concrete knowledge on the distribution
of the positions of the particles at any fixed time. In most of the cases of interactive particle
systems (see, [TW11] for ASEP, [BCG16] for the stochastic six vertex model), transition
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matrices for the underlying Markov processes play important roles towards that goal. In
particular, transition matrices assists in getting suitable Fredholm determinant formulas for
the Laplace transforms of some of the important observables like in the case of several quantum
integrable interacting particle systems (see, [BC14] for a survey). In the following subsections,
we elaborate on the derivation of the transition matrix of the HL-PushTASEP and its use to
proclaim the formulas for the Laplace transforms.
3.1. Transition Matrix & Transition Probabilities
Primary goal of this section is to compute the transition matrix in the case of finite particle
configurations of the HL-PushTASEP. Later in this section, we use the transition matrix
to specialize on the transition probabilities of a single particle in a system of finite particle
configuration. At first, fix some positive integer N . For any A ⊆ XN define
P~x(A; t) :=
∑
~x∈A
T (N)t (~x→ ~y)
where T (N)t (~x → ~y) denotes the probability of transition to ~y ∈ XN from ~x ∈ XN . In the
following proposition, we derive the eigenfunctions of the transfer matrix T (N)t .
Proposition 3.1. For N > 0, fix N small complex numbers z1, z2, . . . , zN such that |bzi| < 1
for 1 ≤ i ≤ N and 1 − (2 + b)zj + bzizj 6= 0 for all 1 ≤ i 6= j ≤ N . Fix a permutation
σ ∈ S(N). Define,
Aσ = (−1)σ
∏
i<j
1− (1 + b)zσ(i) + bzσ(i)zσ(j)
1− (1 + b)zi + bzizj .
Then the function
Φ(x1, x2, . . . , xN ; z1, z2, . . . , zN ) =
∑
σ∈S(n)
Aσ
N∏
i=1
zxiσ(i)
is an eigenfunction of the transfer matrix T (N), i.e
∑
~y∈XN
T (N)t (~x→ ~y)Φ(~y; z1, z2, . . . , zn) = exp
(
N∑
i=1
−t 1− zi
1− bzi
)
Φ(~y; z1, z2, . . . , zn). (3.1)
As pointed out in Section 2.2, HL-PushTASEP can be considered as a continuum version of
the stochastic six vertex model for which the transfer matrix has been worked in full details in
the past. See [Lie67], [Nol92] for the derivation in the case of the stochastic six vertex model
under periodic boundary condition and [BCG16, Theorem 3.4] for the derivation on Z. Let
us note that one can derive the relation (3.1) by taking appropriate limit (see, (2.1)) of the
transfer matrix of stochastic six vertex model in [BCG16, Eq.16]. Although, one has to be
careful because the limit might not exist. For completeness, we present a self contained proof
of the result in Appendix B.
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Proposition 3.2. For N > 0, fix N small complex numbers z1, z2, . . . , zN such that |bzi| < 1
for 1 ≤ i ≤ N and 1 − (2 + b)zj + bzizj 6= 0 for all 1 ≤ i 6= j ≤ N . For any permutation
σ ∈ S(N), define
A′σ = (−1)σ
∏
i<j
1− (1 + b)zσ(j) + bzσ(i)zσ(j)
1− (1 + b)zj + bzizj
and
A′′σ = (−1)σ
∏
i<j
1− (1 + b−1)zσ(i) + b−1zσ(i)zσ(j)
1− (1 + b−1)zi + b−1zizj .
Let us assume ~x = (x1, . . . , xN ) and ~y = (y1, . . . , yN ). Denote the transition matrix for N
particles in time t by T (N)t . Then, we have
T (N)t (~x→ ~y) =
∫
(Cr)N
∑
σ∈S(N)
A′σ
n∏
i=1
z−xiσ(i)z
yi−1
i exp
(
−t 1− zi
1− bzi
)
dz1 . . . dzN (3.2)
and
T (N)t (~x→ ~y) =
∫
(CR)N
∑
σ∈S(N)
A′′σ
n∏
i=1
zxi
σ(i)
z−yi−1i exp
(
−t 1− z
−1
i
1− bz−1i
)
dz1 . . . dzN (3.3)
where Cr is small positively oriented circle leaving all the singularities outside and CR is large
positively oriented circle containing all the singularities inside.
Proof. Using the relation (3.1), both the formulas in (3.2) and (3.3) can be proved in the
same way as in [BCG16, Theorem 3.6] (see also [TW11, Section II.4.b]). We omit here further
details of the proof. 
Theorem 3.3. Fix an integer N > 0 and a positive real number t. Let us assume that we
have N particles which are initially at the position ~y = (y1, y2, . . . , yN ) ∈ XN evolve according
the dynamics of HL-PushTASEP. Then, for 1 ≤ m ≤ N , we have
P~y(xm = x; t) = (−1)m−1bm(m−1)/2
∑
m≤k≤N
∑
|S|=k
bκ(S,Z>0)−mk−k(k−1)/2
(
k − 1
m− 1
)
b
× 1
(2πi)k
∮
. . .
∮ ∏
i,j∈S,i<j
zj − zi
1− (1 + b−1)zi + b−1zizj
× 1−
∏
i∈S zi∏
i∈S(1− zi)
∏
i∈S
zx−yi−1i exp
(
−t 1− z
−1
i
1− bz−1i
)
dzi
where the summation goes over S ⊂ {1, 2, . . . , N} of size k, κ(S,Z>0) is the sum of the
elements in S, and contours are positively oriented large circles of equal radius which contains
all the singularities.
Proof. This result is in the same spirit of [BCG16, Theorem 4.9] where they found out ex-
plicitly the probability of the similar event in the case of the stochastic six vertex model.
They closely followed the techniques used in [TW08, Section 6] in the context of N-particle
ASEP. It begins with the realization that P(xm(t) = x; 1, b) is the sum of the probabilities
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T (N)t (~y → ~x) over all ~x = (x1, x2, . . . , xN ) ∈ XN such that −∞ < x1 < x2 < . . . < xm−1 <
xm = x and x < xm+1 < . . . < xN < ∞. Now, one have to make use of the formulas for
T (N)t (~y → ~x) mentioned in (3.2) and (3.3). Notice that for the sum over all ~x ∈ XN such that
−∞ < x1 < x2 < . . . < xm−1 < xm = x contours of integration is Cr and for other part of
the sum contours will be CR. For brevity, we are skipping here the details of the proof. 
3.2. Moments Formulas
In this subsection, we aim to present a series of results on moments of the height function
of HL-PushTASEP. One can see [BCG16, Section 4.4] for similar results in the case of the
stochastic six vertex model. In Section 4, these formulas turns out to be instrumental for
obtaining the asymptotics.
For a function f : XN → R, let E~y(f ; t) represent the expectation of f at time t, i.e
E~y(f ; t) =
∑
~x∈XN
T (N)t (~y → ~x).
Also, let us introduce (a; q)k and (a; q)∞ by defining
(a; q)k :=
k∏
j=1
(1− aqj−1) and (a; q)k :=
∞∏
j=1
(1− aqj−1).
Furthermore, there is a q - analogue of binomials defined as follows(
n
k
)
q
:=
(1− qN )(1− qN−1) . . . (1− qN−k+1)
(1− q)(1− q2) . . . (1− qk) =
(qN−k+1; q)k
(q; q)k
.
In both of the above definitions, we assume k is a non-negative integers.
Proposition 3.4. Consider HL-PushTASEP on Z≥0. Fix a positive real number t. Assume
that the process has been started from the step Bernoulli initial condition with parameter ρ.
Denote the initial data by stepb which belongs to XN. Then for L = 0, 1, 2, . . . and any positive
integer x, we have
Estepb(b
LNx ; t) = 1 + (b−L − 1)
L∑
k=1
(
k−2∏
i=1
(1− b1−k+Lbi)
)
b−k(k−1)/2+L−kρk
(b−1; b−1)k
× 1
(2πi)k
∮
. . .
∮ ∏
1≤i<j≤k
zj − zi
1− (1 + b−1)zi + b−1zizj
×
k∏
i=1
zxi (b
−1 − 1)
(ρ+ (1− ρ)b−1 − zib−1)(1− zi) exp
(
−t 1− z
−1
i
1− bz−1i
)
dzi (3.4)
where the contours of integrations are largely oriented circles with equal radius and contain
all the singularities of the integrand.
Proof. One can find a similar result in [BCG16, Proposition 4.11] in the case of stochastic six
vertex model with step initial data. For the sake of clarity, we present an independent proof
in C. 
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Proposition 3.5. Consider HL-PushTASEP on Z≥0. Fix a positive number t. As usual
stepb ∈ XN denotes the step Bernoulli initial condition with parameter ρ. Then for L =
0, 1, 2, . . . and for any integer x, we have
Estepb(b
LNx ; t) =
bL(L−1)/2
(2πi)L
∮
. . .
∮ ∏
A<B
uA − uB
uA − buB
L∏
i=1
exp
(
tui
b
)(
1 + ui
1 + uib−1
)x dui
ui(1− αuib−1) ,
where the positively oriented contour for uA includes 0,−b, but does not include bρ(1 − ρ)−1
or {buB}B>A. Note that α := (1− ρ)ρ−1.
Proof. To prove this result, one needs to substitute zi = (1+ui)/(1+uib
−1) into the formula
(3.4). Consequently, one can notice
zj − zi
1− (1 + b−1)zi + b−1zizj =
ui − uj
ui − buj ,
ρ(b−1 − 1)dzi
(ρ+ (1− ρ)b−1 − zib−1)(1− zi) =
dui
ui(1− αuib−1)
where α = (1 − ρ)/ρ. Let us mention that a similar result is proved in the case of stochastic
six vertex model in [BCG16, Theorem 4.12]. See [BCS14, Theorem 4.20] for a different proof
in the case of ASEP. Rest of the calculation after the substitution can be completed in the
same way as in [BCG16, Theorem 4.12]. We omit any further details from here.
3.3. Fredholm Determinant Formula
In this section, we discuss the representation of the moment formulas of HL-PushTASEP in
terms of Fredholm determinant. In the last ten years, a large number of works had been put
forward in the literature of KPZ universality class and Fredholm determinant formulas play a
crucial role in reaching out such results. For similar exposition in stochastic six vertex model,
see [BCG16, Section 4.5]. See [BC14, Section 3.2] and [BCS14, Section 3 and 5] for corre-
sponding formulas in the case of q-Whittaker process and q-TASEP. Moreover, various other
instances can be found in the works like [CP16, Theorem 4.2], [BC16, Section 3.3], [BCF14].
Definition and some of the useful properties of the Fredholm determinants are discussed in
Appendix A.
Definition 3.6. Here, we define the contours DR,d,δ and DR,d,δ;κ. Let us fix positive numbers
R, δ, d such that d, δ < 1. Then the contour DR,d,δ is composed of five linear sections:
DR,d,δ := (R − i∞, R− id] ∪ [R− id, δ − id] ∪ [δ − id, δ + id] ∪ [δ + id,R + id] ∪ [R+ id,R + i∞).
Let κ be an integer which is greater than R. Denote two points at which circle of radius κ+ δ
and centre at 0 crosses (R − i∞, R − id] and (R − i∞, R − id] by ζ and ζ ′. Let us call that
minor arc joining ξκ and ξ
′
κ to be Iκ. Then DR,δ,d;κ is defined to be a positively oriented closed
contour formed by the union
DR,d,δ := (ξκ, R− id] ∪ [R− id, δ − id] ∪ [δ − id, δ + id] ∪ [δ + id,R + id] ∪ [R+ id, ξ′κ) ∪ Iκ.
See Figure 3 for details.
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δ + id
δ − id
R − id
R + id
R + i∞
R − i∞
ζ
ζ′
κ
1
Fig 3: Plot of the contour DR,d,δ and DR,d,δ;κ.
Theorem 3.7. Consider HL-PushTASEP on Z≥0. Fix a positive number t. Let stepb ∈ WN
stands for the step Bernoulli initial data with parameter ρ. Let Cr be a positively oriented
circle centered at some negative real number r such that Cr include 0 and −b, but does not
contain bα−1. Furthermore, Cr does not intersect with bCr, i.e, bCr is contained in the interior
of Cr . Then, there exist a sufficiently large real number R > 1, and sufficiently small real
numbers δ, d < 1 such that for all ζ ∈ C\R≥0, we have
(A) inf
w,w′∈Cr
κ∈(2R,∞)∩Z
s∈DR,d,δ;κ
|bsw − w′| > 0, (B) sup
w∈Cr
κ∈(2R,∞)∩Z
s∈DR,d,δ;κ
g(w)
g(bsw)
<∞. (3.5)
Moreover, for any ζ ∈ C\R≥0, we have
Estepb
(
1
(ζbNx ; b)∞
; t
)
= det
(
I +Kbζ
)
L2(Cr)
, (3.6)
where the kernel Kbζ is given by
Kbζ(w,w
′) =
1
2πi
∫
DR,d,δ
(−ζ)s
sin(πs)
· g(w; 1, b, x, t)
g(bsw; 1, b, x, t)
· ds
bsw − w′ , (3.7)
integration contour DR,d,δ is oriented from bottom to top and
g(z; 1, b, x, t) =
(
1
1 + zb−1
)x
exp
(
tz
b(1− b)
)
1
(αb−1z; b)∞
.
where α = ρ−1(1− ρ).
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Proof. We first prove the existence of R, d and δ such that (A) and (B) in (3.5) are satisfied.
Note that Cr doesn’t contain 0 on it and it is a bounded closed set in C, thus, compact.
Hence, |w′w−1| has a lower bound whenever w,w′ ∈ Cr. Let us choose R in such a way
that bR becomes less than the lower bound of |w′w−1|. This ensures that the infimum of
|bsw − w′| is bounded away from 0 along (ξk, R − id] ∪ [R + id, ξ′k) ∪ Ik. Further, note that
bCr never touches Cr. Thereafter, using boundedness of Cr, we can found δ sufficiently close
to 1 such that bsCr remains disjoint from Cr for all s ∈ [δ − id, δ + id]. However, it implies
somewhat much stronger statement. On can say further that bsCr escapes from Cr for all
s ∈ [δ − id,R − id] ∪ [δ + id,R + id]. Hence, condition (A) in (3.5) is satisfied. Furthermore,
one can see
g(w)
g(bsw)
=
(
1 + bs−1w
1 + b−1w
)
exp
(
tw(1− bs)
b(1− b)
)
(αbs−1w; b)∞
(αb−1w; b)∞
.
Choice of Cr and R, δ, d implies immediately that condition (B) in (3.5) is also met. Now, we
turn into proving (3.6). Techniques for similar determinantal formula is quite well known by
now, thanks to the vast literature mentioned above. We will sketch here the basic outline of
such technique. For brevity, we skip major portion of details in the proof. We first look into
the expansion of 1/(ζbNx ; b)∞. Using [AAR99, Corollary 10.2.2 a], one can say
1
(ζbNx ; b)∞
=
∞∑
L=0
ζLbLNx
(b; b)L
where (b; b)L =
∏L
i=1(1− b · bi−1). Recall that in Lemma 3.5, we have
µL := Estepb(b
LNx ; t) =
bL(L−1)/2
(2πi)L
∮
. . .
∮ ∏
A<B
uA − uB
uA − buB
L∏
i=1
f(ui)
ui
dui,
where
f(u) := exp
(
tu
b
)(
1 + u
1 + ub−1
)x 1
1− αub−1
and the integration contours do include 0,−b inside, but, not α−1b. Moreover, one can notice
that f doesn’t have a pole in an open neighborhood of the line joining 0 and −b. Let us denote
any partition λ = (λ1, λ2, . . .) of any positive integer k by λ ⊢ k where
∑∞
i=1 λi = k. Further,
denote number of positive λi’s in λ by l(λ). Thus, using [BCF14, Proposition 5.2], one can
conclude that
µL = (b; b)L
∑
λ⊢L
1m12m2 ...
1
m1!m2! . . .
1
(2πi)l(λ)
×
∫
C
. . .
∫
C
det
( −1
bλiwi − wj
)l(λ)
i,j=1
l(λ)∏
j=1
f(wj)f(bwj) . . . f(b
λj−1wj)dwj
where the contour C also avoids 0,−b and doesn’t intersect with bnC for any n ∈ N. To this
end, one can conform the contour C to the the circle Cr without passing any singularity of
the integrand. Further, using the form of the function g, it is easy to see
g(wj ; 1, b, x, t)
g(bλjwj ; 1, b, x, t)
= f(wj)f(bwj) . . . f(b
λj−1wj).
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Consequently, we can write
∞∑
L=0
ζLµL
(b; b)L
=
∞∑
L=0
∑
λ⊢L
1m12m2 ...
ζL
m1!m2! . . .
1
(2πi)l(λ)
(3.8)
×
∫
Cr
. . .
∫
Cr
det
( −1
bλiwi − wj
g(wj ; 1, b, x, t)
g(bλjwj ; 1, b, x, t)
)l(λ)
i,j=1
l(λ)∏
j=1
dwj .
At this point, we will make an interchange of two summations above. Let us fix a positive
integer k and first sum over all partitions λ which has size k, i.e l(λ) = k. Interchange of
summations is justified by the linearity of the integrals. Furthermore, one can write ζL =
ζλ1+...+λl(λ) . To that effect, the right side of (3.8) simplifies to
∞∑
k=0
1
k!(2πi)k
∫
C
. . .
∫
C
det
( ∞∑
L=1
(−ζ)s
bLwi − wj
g(wj ; 1, b, x, t)
g(bLwj ; 1, b, x, t)
)k
i,j=1
k∏
j=1
dwj .
Now, it remains to show that
∞∑
L=1
(−ζ)s
bLwi − wj
g(wj ; 1, b, x, t)
g(bLwj ; 1, b, x, t)
=
1
2πi
∫
DR,d,δ
(−ζ)s
sin(πs)
· g(w; 1, b, x, t)
g(bsw; 1, b, x, t)
· ds
bsw − w′ . (3.9)
Note that the function 1/ sin(πs) decays exponentially as |s| → ∞ along the segments (R −
i∞, R − id] and [R + id,R + i∞). On the flip side, (bsw − w′)−1g(w)/g(bsw) is uniformly
bounded on DR,d,δ,κ for all k ≤ R. Thus, integrand in (3.9) goes to zero at at both ends of
the line Re(z) = R. Instead of integrating over DR,d,δ, if we choose to integrate over DR,d,δ;κ,
then using residue theorem, we obtain
1
2πi
∫
DR,d,δ;κ
(−ζ)s
sin(πs)
· g(w; 1, b, x, t)
g(bsw; 1, b, x, t)
· ds
bsw − w′ (3.10)
=
κ∑
L=1
Ress=L
[
(−ζ)s
sin(πs)
· g(w; 1, b, x, t)
g(bsw; 1, b, x, t)
· 1
bsw − w′
]
.
Moreover, if we let κ grows to infinity, then the integral along the semi-circular arc Iκ tends
0 thanks again to the exponential growth of sin(πs). Thus, integral over DR,d,δ;κ converges to
the right side in (3.9) whereas when κ → ∞, the right side in (3.10) recovers the other side
of the equality in (3.9). This completes the proof. 
4. Asymptotics
Main aim of this section is to prove the Theorem 2.4 and Theorem 2.5. Asymptotic analysis
that we present here adapts closely to the similar expositions in [BCG16, Section 5]. The crux
of the proof of Theorem 2.4 essentially is governed by the the steepest descent analysis of the
kernel of the Fredholm determinant in Theorem 3.7. In the following propositions, large time
limit of the Fredholm determinant will be provided. We conclude the proof of Theorem 2.4
after Lemma 4.2 modulo the proof of these propositions.
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Proposition 4.1. Recall the definition of the contour Cr from Theorem 3.7. Adopt the nota-
tions used in Theorem 2.4.
(a) Assume ρ > 1− (ν(1− b))−1/2. Set x(t) = ⌊νt⌋ and ζt = −b−mν t+sσνt1/3 . Then, we have
lim
t→∞ det
(
1 +Kbζt
)
L2(Cr)
= FGUE(s). (4.1)
(b) Let ρ = 1− (ν(1− b))−1/2. For the same choices of x(t) and ζt as above, we have
lim
t→∞ det
(
1 +Kbζt
)
L2(Cr)
= F 2GOE(s).
(c) In the case when ρ < 1− (ν(1− b))−1/2, set x(t) = ⌊ν ′t⌋ and ζt = −b−mν t+sσ′νt1/3 . Then,
one can get
lim
t→∞ det
(
1 +Kbζt
)
L2(Cr)
= Φ(s). (4.2)
Lemma 4.2. ([BC14, Lemma 4.1.39]) Consider a set of functions {ft}t≥0 mapping R→ [0, 1]
such that for each t, ft(x) is strictly decreasing in x with a limit of 1 at x = −∞ and 0 at
x = ∞ and for each δ > 0, on R\[−δ, δ], ft converges uniformly to 1(x ≤ 0). Define the
r-shift of ft as f
r
n(x) = fn(x − r). Consider a set of random variables Xt indexed by t ∈ R+
such that for each r ∈ R,
E[f rt (Xt)]
t→∞−→ p(r)
and assume that p(r) is a continuous probability distribution. Then Xt weakly converges in
distribution to a random variable X which is distributed according to P(X ≤ r) = p(r).
Proof of Theorem 2.4. For part (a) and (b) of Theorem 2.4, we use Lemma 4.2 with
the functions
ft(z) :=
1
(−b−t1/3z; b)∞
, t ∈ R+.
Note that ft(z) is a monotonously decreasing function of the real argument of z, yielding
limt→∞ ft(z) = 0 if z > 0 and limt→−∞ ft(Z) = 1 if z ≤ 0. Set Xt = σ−1ν t−1/3(mνt−Nνt(t)).
Thus, for any s ∈ R, we can write
f st (Xt) =
1
(ζtbNνt(t); b)∞
where ζt = b
−mν t+sσνt1/3 . To this end, part (a) and (b) of Proposition 4.1 shows that the limit
of E (f st (Xt)) are indeed probability distribution function. Hence, this proves part (a) and (b)
of Theorem 2.4. For part (c), we replace ft by gt which is defined as
gt(z) :=
1
(−b−t1/2z; b)∞
, t ∈ R+.
Setting Xt = (σ˜ν)
−1t−1/2(m˜νt − Nνt(t)) and ζt = b−mνt+sσ˜ν t1/3 , one can note gst (Xt) =
(ζtb
Nνt(t); b)−1∞ . Therefore, rest of the proof follows from the part (c) of Proposition 4.1.
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Proof of Proposition 4.1 We start with some necessary pre-processing of the kernel
Kbζt . Notice that in the statements of all three parts of Proposition 4.1, ζt is substituted
with −bβ and x is substituted with ⌊νt⌋ where β is some function of the time variable t and
ν > (1− b)−1. Under these substitutions, the form of the kernel Kbζt effectively reduces to
Kbζt(w,w
′) =
1
2i
∫
DR,d,δ
bhβ
sin(πh)
· g(w; 1, b, νt, t)
g(bhw; 1, b, νt, t)
· dh
bhw − w′
where the contour of the integration is oriented from the bottom to top and g(z; 1, b, x, t) =(
1
1+z/b
)x
exp
(
t
b(1−b)
)
(αb−1z; b)−1∞ . Like in [BCG16], the particular form of the integrand in
(3.7) calls for the substitution bhw = v. Unfortunately, the latter substitution is not injective.
Thus, to study how this effect the integral, we have to divide the contour DR,d,δ into countably
many parts which have one-to-one images under the above substitution. For instance, each of
the linear sections Il := [R+ i(d+2π log(b)−1l), R+ i(d+2π(log(b))−1(l+1))] of the contour
of h for l ∈ Z\g{−1} maps to the same image. Furthermore, other parts of DR,d,δ , i.e., the
union
[R− i(d+ 2π log(b)−1), R − id] ∪ [R− id, δ − id] ∪ [δ − id, δ + id] ∪ [δ + id,R + id]
maps to a closed contour DR,d,δ,w composed of four different portions. For completeness, we
present here a formal definition of the contour DR,d,δ,w.
Definition 4.3. For each w, define a contour DR,d,δ,w as the union
T1 ∪ T2 ∪ T3 ∪ T4.
We describe Ti’s successively. To begin with, T1 is a major arc of a small circle around origin
with radius bR|w|. To be exact, T1 is the image of the segment [R− i(d+2π log(b)−1), R− id]
under the map h 7→ bhw. Similarly, T2, image of [δ − id, δ + id], is a minor arc of a larger
circle of radius bδ|w|. Apparently, these two arcs of two different circle are connected by two
linear segments T2 and T3. Precisely, T2 connects b
R−idw to bδ−idw and T3 connects bδ+idw
to bR+idw. It is evident from the definition of T2 (T3) that it is the image of [R − id, δ − id]
([δ + id,R + id]) under the above map. Due to the bottom-to-top orientation of the contour
DR,d,δ in Theorem 3.7, DR,d,δ,w will be anti clockwise oriented. See Figure 4 for further details.
For notational convenience, let us denote the circle of radius s with center at origin in the
complex plane C by Cs (note the difference from Cr). In fact, CbR|w| is the image of each linear
segments Il for l ∈ Z\{−1}. Thus, one can write
Kbζt(w,w
′) =
∞∑
k=−∞
k 6=−1
1
2i
∫
C
bR|w|
(v/w)β
sin
(
π
log(b)(log(v/w)) + 2πik
) · g(w; 1, b, νt, t)
g(v; 1, b, νt, t)
· dv
v log(b)(v −w′)
+
1
2i
∫
DR,d,δ,w
(v/w)β
sin
(
π
log(b)(log(v/w)) − 2πi
) · g(w; 1, b, νt, t)
g(v; 1, b, νt, t)
· dv
v log(b)(v − w′) . (4.3)
At this point, we would make a surgery over the contour DR,d,w,k. Let us connect a minor arc
from bR−idw to bR−i(d+2π log(b)−1)w in the circle CbR|w| (major arc being T1) and call it T ′1. We
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T1
T4
T2
T3 wb
h
R + id
R − id
R − i(d+ 2π log(b)−1)
Fig 4: Figure on the right side indicates the section of the contour DR,d,δ which under the
map h 7→ wbh pertains to the contour T1 ∪ T2 ∪ T3 ∪ T4 shown in the left.
use −T ′1 to indicate clockwise orientation. Therefore, D˜R,d,w,k := T2 ∪T3∪T4 ∪−T ′1 denotes a
closed contour oriented anti clockwise. Using the properties of the contour integration, it can
be said that integral over DR,d,w,k in (4.3) is a sum of the integrals over D˜R,d,w,k and CbR|w|.
Further, notice that there is no pole of the integrand sitting inside the contour D˜R,d,w,k for
any w ∈ Cr (see, Theorem 3.7 for w) thanks to the conditions (A) and (B) in (3.5). Thus,
integral over D˜R,d,w,k vanishes. To this effect, one can write
Kbζt(w,w
′) =
∞∑
k=−∞
1
2i
∫
C
bR|w|
(v/w)β
sin
(
π
log(b)(log(v/w)) + 2πik
) · g(w; 1, b, νt, t)
g(v; 1, b, νt, t)
· dv
v log(b)(v − w′) .
(4.4)
4.1. Case ρ > 1− (ν(1− b))−1/2, Tracy-Widom Fluctuations (GUE).
Fix ν > (1− b)−1. Set β = −mνt+ sσνt1/3. Define a function Λ as
Λ(z) =
z
b(1− b) − ν log(1 + z/b) +mν log(z). (4.5)
Thus, one can further simplify (4.4) into
Kbζt(w,w
′) =
1
2i log(b)
∞∑
k=−∞
∫
C
bR|w|
exp(t(Λ(w) − Λ(v)) + t1/3sσν(log(v)− log(w)))dv
(v − w′) sin
(
π
log(b)(log(v/w)) + 2πik
)
× (αb
−1v; b)∞
(αb−1w; b)∞
× dv
v
. (4.6)
In a nutshell, the asymptotic behavior of the kernel is governed by the variations of the real
part of Λ. In what follows, we exhibit the steepest descent contours, which helps in localizing
the main contribution in a neighborhood of a critical point of Re(Λ). Thereafter, using Taylor
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expansion of the arguments of the exponential inside the kernel in (4.6) and appropriate
estimates for the kernel in the region away from the critical points, we prove the limit. To
this end, notice that
Λ′(z) =
1
b(1− b) −
νb−1
1 + z/b
+
mν
z
.
Plugging mν =
(
√
ν(1−b)−1)2
1−b , we get
Λ′(z) =
(z − ̺)2
b2(1− b)(1 + ̺/b)̺ ,
where ̺ = b(
√
ν(1− b) − 1). This shows that Λ′ has an unique double critical point at ̺. In
particular, in a neighborhood of ̺, we have
Λ(z) = Λ(̺) +
(
σν
̺
)3
(z − ̺)3 +R((z − ̺))
where (z − ̺)−3R((z − ̺))→ 0 when z → ̺. thanks to fact that
(
σν
̺
)3
=
(
b2
(√
ν(1− b)− 1
)
(1− b)3/2ν1/2
)−1
= Λ′′′(̺).
Now, we would like to deform the contours of v and w suitably so that Re(Λ(w)−λ(v)) < −c
for some c > 0 whenever v and w are away from the critical point ̺. In the following lemma,
we describe the level curves of Re(Λ(z)) = Re(Λ(̺)) in details. We call a closed contour (let’s
say C) star shaped if for any φ ∈ [0, 2π), there exists exactly one point z ∈ C such that
Arg(z) = φ.
Lemma 4.4. There are exactly three level curves L1, L2 and L3 of Re(Λ(z)) = Re(Λ(̺)) in
the complex plane C satisfying the following properties:
(a) both L1 and L2 are simple closed contours meeting with L3 at the point ̺. Further, L1
(L2) cuts the negative half of the real line at some point d1 (d2) in the interval (−b, 0)
((−∞,−b)),
(b) L3 resides in the right half of the complex plane, escapes to infinity as |z| → ∞,
(c) both L1 and L2 are star shaped,
(d) L1\{̺} is completely contained inside the interior of the region enclosed by L2. Further-
more, L3 meet the contours L1 and L2 at no other point point except ̺,
(e) L1 (L2) leaves the x-axis at an angle 5π/6 (π/2) from the point ̺ and meets again at
−5π/6 (−π/2). Moreover, upper half (lower half) of the contour L3 leaves the real line
from ̺ at an angle π/6 (−5π/6).
Proof. We closely adapt here the proofs of the related results in the context of stochastic six
vertex model (see, [BCG16, Section 5.1]).
(a) It can be observed in (4.5) that Λ(z) has singularities at 0 and −b on R. Thus, there
are at least two level curves L1 and L2 of Re(Λ(z)) = Re(Λ(̺)) which originate from the
point ̺ and in the way back to their origin, they cut R− at some points d1 ∈ (−b, 0) and
d2 ∈ (−∞,−b) respectively.
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(b) Tracing the changes in sign of Re(Λ(z))−Re(Λ(̺)) in Figure 5, one can infer that outside
L2, there should be a region where Re(Λ(z))−Re(Λ(̺)) < 0. But, if we take a large circle
CM of radius M in C, then for z ∈ CM and Re(z) < 0, we have
Re(Λ(z)) =
Re(z)
b(1− b) − ν log |zb
−1(1 + z−1b)|+mν log |z/b| (4.7)
=
Re(z)
b(1− b) − (ν −mν) log |z|+ ν log(b)−mν log(b) + o(1) < 0
because mν < ν. Consequently, there doesn’t exists any other level curve which contains
0 or −b inside. But, there are another level curve L3 escaping to the infinity in the right
half of the complex plane after taking off from ̺. This behavior can also be predicted
from (4.7). Let us sketch the necessary arguments behind such predictions. Note that if
we increase the value Re(z) to the infinity with a fixed value of Im(z), then the right side
of (4.7) goes to infinity as well. This shows that at least in the right half of C, some more
solutions (other than those on L1 and L2) of the equation Re(Λ(z)) = Re(Λ(̺)) exist.
This verifies the second claim.
(c) To show that both L1 and L2 are star shaped, we need to prove that any line from origin
can cut L1 or L2 exactly at two points. Let us fix a line rz0 in C where z0 is fixed with
Re(z0) = 1 and r varies over the real line. To this end, we have
∂
∂r
Re(Λ(z)) = Re
[
(z0)
b(1− b) −
νz0b
−1
1 + rzob−1
+mν
1
r
]
. (4.8)
One can note that solutions of the equation that the right side of (4.8) equals to some fixed
value is given by a cubic polynomial. But any cubic polynomial over R can have either one
or three real roots. Next, we show ∂∂rRe(Λ(rz0))) = 0 has exactly three real roots unless
Im(z0) = 0. It can be readily verified that (i) when r ↓ 0, then right side of (4.8) increases
to infinity, (ii) when r → ∞, then ∂∂rRe(Λ(rz0))) → b−1(1 − b)−1 and when r = ̺, then
∂
∂rRe(Λ(rz0))) < 0 unless Im(z0) = 0. This shows the equation
∂
∂rRe(Λ(rz0))) = 0 has at
least two distinct solutions on R+ unless Im(z0) = 0. Further, co-efficient of r
3 and the
constant term in the denominator of (4.8) have same sign. This proves the existence of
three real roots out of which two must be positive and last one should be negative. Even
those two positive roots are distinct unless Im(z0) = 0. Thus, except for the case when
Im(z0) = 0, none of the roots is an inflection point. We have seen Re(Λ(z)) = Re(Λ(̺))
has at least five roots along the line rz0 (four on L1 & L2 and fifth one on L3). As
we know ∂∂rRe(Λ(rz0)) vanishes in between any two roots of the same sign, therefore,
number of roots of Re(Λ(rz0)) = Re(Λ(̺)) cannot be greater than five. Otherwise, pairs
of consecutive roots with the same sign must be greater than three contradicting the fact
that the numerator of the right hand side in (4.8) is a polynomial of degree 3 in r. Thus,
the third claim is proved.
(d) Fourth claim again follows from the fact that the equation ∂∂rRe(Λ(rz0))) = 0 has exactly
three solutions in r except when Im(z0) = 0. If L1 meets L2 at some point ̺′ 6= ̺,
then ∂∂rRe(Λ(r̺
′))) = 0 is supposed to have at most two real solutions. Thus, ̺′ cannot
be different from ̺. But in the latter case, Re(Λ(r̺)) = (Λ(̺)) is satisfied for three
distinct values of r, namely, 1, d1̺
−1 and d2̺−1. As a matter of fact, we know d1 6= d2.
Consequently, L1 has no other point of intersection with L2 except at ̺. Similarly, one
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can prove L3 doesn’t meet L1 or L2 at any other point besides ̺. Moreover, positions of
d1 and d2 over the real line implies L1\{̺} is completely contained inside the interior of
the region bounded by L2.
(e) To begin with, note that Λ(z) in a neighbouhood of the point ̺ behaves as Λ(̺) +
σ3ν̺
−3(z − ̺)3. To that effect, possible choices of the tangents for any of the level curves
of the equation Re(Λ(z)) = Re(Λ(̺)) are given by {π/6 ± 2π/3} ∪ {π/6 ± 4π/3} =
{±π/6,±π/2,±5π/6}. Moreover, we know L1\{0} is completely contained inside the in-
terior of the region bounded by the contour L2. Also, L3 stays outside of both the contours
L1 and L2. These together justify the claims in part (e).

Definition 4.5. We define two new contours Lw and Lv. Both Lv and Lw consist of a
piecewise linear segment (L(1)v and L(1)w ) and a curved segment (L(2)v and L(2)w ). To begin with,
L(1)w extends linearly from ̺+ ǫe−iπ/3 to ̺ and from there to ̺ + ǫeiπ/3. Similarly, L(1)v goes
from ̺−̺σ−1ν t−1/3+ǫe−2iπ/3 to ̺−̺σ−1ν t−1/3 to ̺−̺σ−1ν t−1/3+ǫe2iπ/3. Here, ǫ will be chosen
in such a way that (i) L(1)v is completely contained inside L2 and L(1)w \{̺} does not intersect
L2 anywhere else, (ii) |R((z − ̺))| is bounded above by c|z − ̺|3 for some small constant c.
Next, L(2)w starts from the point ̺+ ǫeiπ/3 and encircles around L2 to join ̺+ ǫe−iπ/3. On the
contrary, L(2)v starts from the point ̺ − ̺σ−1ν t−1/3 + ǫe2iπ/3 and curves around 0 and −b to
meet ̺− ̺σ−1ν t−1/3+ ǫe−2iπ/3. But, it never goes out of the contour L2. It can be ascertained
that both Lv and Lw are bounded away from L2 in a ǫ-neighborhood of ̺ by choosing ǫ
appropriately.
L1
Lv
Lw
L2
−
+
−
+
L3
L3
−b bα−1
̺
Fig 5: In the above plot, dashed lines denote the level curves of the equation Re(Λ(z)) =
Re(Λ(̺)) whereas solid lines indicate the contour Lv and Lw respectively. Signature of the
function Re(Λ(z) − Λ(̺)) has been shown in the respective regions with ± signs.
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We deform the contours of v and w to Lv and Lw respectively. Such deformations is possible
because Lv sits completely inside Lw whereas previously, contour for v was CbR|w|. It can be
also noted that we didn’t allow any poles to cross in between in doing the deformations of
the contours. Consequently, we have Re(Λ(w)) < Re(Λ(v)) for all w ∈ Lw and for all v ∈ Lv.
In what follows, we show how the contribution of the integrals of Kb(ζt) over the contour Lw
dominates the rest in the Fredholm determinant in Proposition 4.1 (4.1).
Lemma 4.6. There exists some c, C > 0 and t0 > 0, such that for all t ≥ t0
|Kbζt(w,w′)| ≤ C
max{ǫ−1, ̺−1σνt1/2}
log(1 + ǫ)
exp
(
−c(t+ |w|) + sσ˜νt1/3|w| ∨ |w|−1
)
(4.9)
where w ∈ L(2)w , w′ ∈ Lw and ǫ is defined in Definition 4.5. Moreover, the following conver-
gence holds
lim
t→∞
∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kbζt)L2(L(1)w )
∣∣∣ = 0 (4.10)
Proof. To show (4.9), we need to bound the integrand in (5.13) with suitable integrable
functions. In the following discussion, we enlist the upper bounds on the absolute value of
each of the components of the integrand.
(i) For any two points v and w on the contours Lv and L(2)w respectively, we know Re(Λ(w)) <
Re(Λ(v)). In fact, using the compactness of the respective contours, we can further say
that there exists c > 0 such that Re(Λ(w)) − Re(Λ(v)) < −c whenever v ∈ Lv and
w ∈ L(1)w . Furthermore, for any complex number z, we have log |z| ≤ |z| ∨ |z|−1. To sum
up, we get∣∣∣exp(t(Λ(w) − Λ(v)) + t1/3sσν(log(v) − log(w)))∣∣∣ ≤ exp(−tc+ sσνt1/3|w| ∨ |w|−1).
(4.11)
(ii) For any k ∈ Z\{0}, a crude upper bound on the sine function in the integrand is given
by
| sin
(
π
log(b)
(log(v/w)) + 2πik
)
| ≥ C ′ exp(2π|k|) (4.12)
for some constant C ′ > 0. For the case when k = 0, | sin((π/ log(b)) log(v/w))| is bounded
below by C ′′min
v∈Lv,w∈L(2)w | log |(v/w)||. Recall that L
(2)
w stays at least ǫ away from the
contour L2. Thus, we have
min
v∈Lv,w∈L(2)w
| log |(v/w)|| ≥ log(1 + ǫ). (4.13)
Henceforth, (4.12) and (4.13) implies that
∑
k∈Z
∣∣∣∣∣∣
1
sin
(
π
log(b)(log(v/w)) + 2πik
)
∣∣∣∣∣∣ ≤
2
log(1 + ǫ)
∞∑
k=0
exp(−2πk). (4.14)
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(iii) Among the other components, the following bounds can be readily proved.∣∣∣∣ (αb−1v; b)∞(αb−1w; b)∞
∣∣∣∣ ≤ exp
(
αb−1
1− b(|v|+ |w|)
)
, (4.15)∣∣∣∣ 1v − w
∣∣∣∣ ≤ maxv∈Lv ,w′∈Lw
∣∣∣∣ 1v − w′
∣∣∣∣ ≤ max{ǫ−1, ̺−1σνt1/2}.
Thus, these completes the proof of (4.9). Next, we show the limit in (4.10). For that, decompose
Kbζ as
Kbζt(w,w
′) := Kb,1ζt (w,w
′) +Kbζt(w,w
′), (4.16)
= Kbζt(w,w
′)1(w ∈ L(1)w ) +Kbζt(w,w′)1(w ∈ L(2)w ).
Using the definition of the Fredholm determinant in (A.1), one can write∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kbζt)L2(L(1)w )
∣∣∣ (4.17)
≤
∑
n≥0
1
n!(2πi)n
∫
Lw
. . .
∫
Lw
|det(Kbζt(wi, wj))− det(Kb,1ζt (wi, wj))|dw1 . . . dwn.
Furthermore, (4.16) implies
|det(Kbζt(wi, wj))− det(Kb,1ζt (wi, wj))| ≤
∑
τ1,...,τn∈{1,2}
(τ1,...,τn)
6=(1,...,1)
|det(Kb,τjζt (wi, wj))| (4.18)
where for any fixed (τ1, . . . , τn) ∈ {1, 2}n, (Kb,τjζt (wi, wj))ni,j=1 denotes a matrix whose j-th
column is given by the j-th column of K
b,τj
ζt
. Using the bound on the kernel in (4.9), we have
|det(Kb,τjζt (wi, wj))| ≤ C
ǫ−ntn/2
(log(1 + ǫ))n
exp
(
−tc+ c
n∑
i=1
|wi|+ sσνt1/2
n∑
i=1
|wi| ∨ |wi|−1
)
.
Moreover, there are 2n − 1 many terms in the sum in the right side of (4.18). These implies
one can further bound the right side of (4.17) by∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kbζt)L2(L(1)w )
∣∣∣ ≤ C exp(−ct+ c′t1/2) (4.19)
for some constant C, c, c′ > 0. Notice that the right side of (4.19) converges to 0 as t tends
to ∞. This implies that the difference of two Fredholm determinant in (4.10) is exponentially
decaying to 0. 
We have decomposed the kernel Kbζt in (4.16). Apart from that, there is another kind of
canonical decomposition of Kbζt based on the division of the integral in (4.6) into two parts.
For instance, let us consider
Kbζt(w,w
′) = K(1)ζ1 (w,w
′) +K(2)ζt (w,w
′)
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where for l = 1, 2
K
(1)
ζt
:=
1
2i
∞∑
k=−∞
∫
L(l)v
exp
(
t(Λ(v) − Λ(w)) + sσνt1/3(log(v)− log(w))
)
sin
(
π
log(b)(log(v)− log(w)) + 2πik
)
× exp (s (log(v)− log(w)))
log(b)(v − w′) ×
(
αb−1v; b
)
∞
(αb−1w; b)∞
× dv
v
.
In what follows, we show that the contribution of the kernel K
(2)
ζ2
in det(1 +Kbζt)L2(Lw) fades
way as t grows up.
Lemma 4.7. There exist c, C > 0 such that
|K(2)ζt (w,w′)| ≤
ǫ−1
log(1 + ǫ)
exp
(
−c(t+ |w|) + sσνt1/3|w| ∨ |w|−1
)
(4.20)
holds for all w,w′ ∈ L(1)w . Thus, one would get
lim
t→∞
∣∣∣det(1 +Kbζt)L2(L(1)w ) − det(1 +K(1)ζt )L2(L(1)w )
∣∣∣ = 0. (4.21)
Proof. Like in the proof of (4.9), (4.20) can be proved using the bound on each of the com-
ponents of the integrand of K
(2)
ζt
. Bound for the exponential term in the integrand would be
exactly same as what had been derived in (4.11). For the series over inverse sin function, we
use the bounds in (4.12) and (4.13) together to get (4.14). We must point out here that mini-
mum value of | log |v/w|| for any v ∈ L(2)v and w′ ∈ L(1)w is again bounded below by log(1+ ǫ),
thus, verifying (4.13) in the present scenario. Bound on the infinite product term in (4.15) will
again be the same. Minimum distance between any two points on the contour L(2)v and L(1)w is
ǫ. Thus, bound on |1/(v−w′)| for the present scenario is only ǫ−1. These all together establish
the inequality in (4.20). Using the expansion of the Fredholm determinant as in (4.17) and
bound on difference between two determinants like in (4.18), one can complete the proof of
(4.21) given the bound on the kernel K
(2)
ζt
. As the bounds in (4.9) and (4.20) are almost same,
thus, it implies that difference of two Fredholm determiant in (4.21) also decays exponentially
fast as t escapes to ∞. 
Now, we make a substitutions of the variables v,w and w′ in the ǫ-neighborhood of ̺. In
particular, we transform
v 7→ ̺+ t−1/3̺σ−1ν v˜, w 7→ ̺+ t−1/3̺σ−1ν w˜, w′ 7→ ̺+ t−1/3̺σ−1ν w˜′. (4.22)
To the effect of these substitutions, transformed kernel K
(1)
ζt
looks like
K
(1)
ζt
=
t−1/3̺σ−1ν
2i
∞∑
k=−∞
∫
L(1)v˜
exp
(
t(Λ(1 + t−1/3σ−1ν v˜)− Λ(1 + t−1/3σ−1ν w˜))
)
sin
(
π
log(b)(log(1 + t
−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)) + 2πik
)
× exp
(
sσνt
1/3
(
log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)
))
log(b)(v˜ − w˜′)
×
(
αb−1(̺+ t−1/3̺σ−1ν v˜); b
)
∞(
αb−1(̺+ t−1/3̺σ−1ν w˜); b
)
∞
× dv˜
̺+ t−1/3̺σ−1ν v˜
. (4.23)
imsart-generic ver. 2011/11/15 file: HL-PushTASEPandItsKPZLimit.tex date: January 26, 2017
Ghosal/HL-PushTASEP & its KPZ limit 31
We must point out here that L(1)v˜ ,L(2)v˜ have been used to denote the contours for the trans-
formed variable v˜. Similar change in notations for the contours of w˜ and w˜′ will also be made
in the subsequent discussion. Next, we state two lemmas which essentially prove part (a) of
Proposition 4.1.
Lemma 4.8. For all w˜, w˜′ ∈ L(1)w˜ , we have
|K(1)ζt (w˜, w˜′)| ≤ C exp
(−c1|Re(w˜3)| − sσν |w|) (4.24)
for some constants C, c1, c2 > 0. Moreover, the following convergence
lim
t→∞K
(1)
ζt
(w˜, w˜′) =
1
2πi
∫ ∞eiπ/3
∞e−iπ/3
exp
(
w˜3
3 − v˜
3
3 + sv˜ − sw˜
)
dv˜
(v˜ − w˜′)(v˜ − w˜) (4.25)
holds.
Proof. For all w˜ ∈ L(1)w˜ and v˜ ∈ L(1)v˜ , we have
t
(
Λ(̺+ t−13̺σ−1ν w˜)− Λ(̺+ t−13̺σ−1ν w˜)
)
=
w˜3
3
− v˜
3
3
(4.26)
+ t
(
R(t−1/3̺σ−1ν w˜)−R(t−1/3̺σ−1ν v˜)
)
where t(|R(t−1/3̺σ−1ν w˜)| + |R(t−1/3̺σ−1ν v˜)|) converges to 0 as t → ∞. One can note that ǫ
in Definition 4.5 has been chosen in such a way that for v˜ ∈ L(1)v˜ and w˜ ∈ L(1)w˜ , we have
t(|R(t−1/3̺σ−1ν w˜)|+ |R(t−1/3̺σ−1ν v˜)|) ≤ c
(|v˜|3 + |w˜|3) .
for some small constant c > 0. Further, we know Re(w3 − v3) < 0 for w ∈ L(1)w and v ∈ L(1)v .
That implies real part of the right side in (4.26) is bounded above by −c1
(|Re(v˜)3|+ |Re(w˜)3|)
for some constant c1 > 0. Among the other components of the integrand in (4.23), we have
(i) ∣∣∣exp(sσνt1/3 (log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)))∣∣∣ ≤ exp (sσν(|v| − |w|))
(4.27)
and, as t→∞,
exp
(
sσνt
1/3
(
log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)
))
→ exp(s(v˜ − w˜)),(4.28)
(ii) ∣∣∣∣∣∣
t1/3
sin
(
π
log(b)
(
log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)
))
∣∣∣∣∣∣ ≤
σν | log(b)|
2|v˜ − w˜| (4.29)
and,
log(b)
πt−1/3̺σ−1ν
sin
(
π
log(b)
(
log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)
))
t→∞−→ v˜ − w˜,
(4.30)
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(iii)
t−1/3
∞∑
k=−∞
k 6=0
1
sin
(
π
log(b)
(
log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜)
)
+ 2πik
) t→∞−→ 0,
(4.31)
(iv)
(αb−1(̺+ ̺σ−1ν t−1/3v˜); b)∞
(αb−1(̺+ ̺σ−1ν t−1/3w˜); b)∞
→ 1, (4.32)
whenever t → ∞. Convergence in (4.28) and (4.30) are easy to see. To prove the in-
equality in (4.27), note that we have
Re
(
t1/3(log(1 + t−1/3σ−1ν v˜)− log(1 + t−1/3σ−1ν w˜))
)
≤ σ−1ν (|v| − |w|)
for all large t. For showing (4.29), we used the fact that | sin(x)| ≥ 2x/π for all x ∈
[−π/2, π/2]. For large values of t, log(1 + t−/3σ−1ν v˜) and log(1 + t−/3σ−1ν v˜) will be close
enough to 0. This validates the bound in (4.29). In the third case, when k 6= 0, sin(. +
2πik) grows exponentially fast as |k| increases. This makes the series in (4.31) convergent
and hence, when multiplied with t−1/3, it goes to 0. To see (4.32), notice that αb−1̺ < 1
thanks to the condition ρ > 1− (ν(1− b))−1/2. Therefore,
(αb−1(̺+ ̺σ−1ν t−1/3v˜); b)m
(αb−1(̺+ ̺σ−1ν t−1/3v˜); b)m
t→∞−→ 1.
uniformly over m. Moreover, using some simple inequalities like |(1 + z)| ≤ exp(|z|) for
any z ∈ C and (1 + z)−1 ≤ exp(|z|) for z ∈ C with |Re(z)| < 1, it is also easy to see
following crude bound
(αb−1(̺+ ̺σ−1ν t−1/3v˜); b)∞
(αb−1(̺+ ̺σ−1ν t−1/3v˜); b)∞
≤ exp(σ−1ν t−1/3(|v|+ |w|)).
Thus, the integrand in (4.23) is uniformly bounded by an integrable function
C
1
1 + |v˜| exp(−c1(|Re(v˜
3)|+ |Re(w˜)3|) + c2(|v| − |w|)).
This integrable envelop proves the bound on the kernel in (4.24). Further, using domi-
nated convergence theorem, we get the convergence in (4.25) whereas (4.28)-(4.32) shows
the limiting value.

Proof of Proposition 4.1(a). Using Lemma 4.6 and 4.7, we have
lim
t→∞ det(1 +K
b
ζt)L2(Cr) = limt→∞ det(1 +K
b
ζt)L2(L(1)w˜ )
.
Furthermore, the kernel K
(1)
ζt
has an integrable upper bound as shown in (4.24) for all w˜, w˜′ ∈
L(1)w˜ . Thus, using Corollary A.3, one can establish that the limit of the Fredholm determinant
det(1+Kbζt)L2(L(1)w˜ )
is same as the Fredholm determinant of the limiting kernel in (4.25). This
completes the proof.
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4.2. Case ρ = 1− (ν(1− b))−1/2, F 2GOE Fluctuations.
In this scenario, the double critical point ̺ of the function Λ becomes equal to bα−1. Thus,
the deformation of the contour of w to Lw is no more viable because in Definition 4.5, Lw is
described to pass through ̺ whereas the contour of w must avoid the pole at bα−1 as stated
in Theorem 3.7. Furthermore, the result in (4.32) is also not going hold. In what follows, we
make a mild change in the definition of contours Lw and Lv to remedy those issues.
Definition 4.9. Recall all the notations from Definition 4.5. To avoid the pole at bα−1, we
redefine L(1)w to go from ̺− t−1/3δ̺σ−1ν + ǫe−iπ/3 to ̺− t−1/3δ̺σ−1ν to ̺− t−1/3δ̺σ−1ν + ǫeiπ/3.
Similarly, we shift the contour L(1)v to the left in the complex plane by t−1/3δ̺σ−1ν . For instance,
in this new settings, L(1)v extends from ̺ − t−1/3(1 + δ)̺σ−1ν + ǫe−i2π/3 to ̺ − t−1/3δ̺σ−1ν to
̺− t−1/3(1 + δ)̺σ−1ν + ǫei2π/3. Here, δ can be any positive real number. Furthermore, ǫ must
be chosen is such a way that following conditions, given as
(1) both end points ̺− t−1/3δ̺σ−1ν + ǫe−iπ/3 and ̺− t−1/3δ̺σ−1ν + ǫeiπ/3 of L(1)w lie outside
the level curve L2 (see, Theorem 4.4 for definition),
(2) Re(Λ(w)) < Re(Λ(w)) for all v ∈ L(1)v and L(1)w ,
(3) |R((z − ̺))| < c|z − ̺|3 for any z in an ǫ-neighbourhood of ̺,
are satisfied. The residual parts, namely L(2)w and L(2)v are defined exactly the same way as in
Definition 4.5 except the necessary adjustments of their origins and end points. For instance,
L(2)w now starts from ̺− t−1/3δ̺σ−1ν + ǫe−iπ/3 and ends at ̺− t−1/3δ̺σ−1ν + ǫeiπ/3.
Thanks to the new definitions above, we can deform of the contour of v and w to Lv and
Lw without crossing any singularities. Moreover, one can note that bα−1 lies outside contour
Lw. To this end, one can prove the results like Lemma 4.6 and Lemma 4.7 almost in the
same way in the present context except possibly with a different treatment for the quantity(
αb−1v; b
)
∞
(
αb−1w; b
)−1
∞ in (4.15). In what follows, we carry out such changes.
Lemma 4.10. Assume ρ = 1 − (ν(1− b))−1/2. There exist c′, C ′ > 0 such that whenever
max{|w − ̺|, |v − ̺|} < c′, then ∣∣∣∣∣
(
αb−1v; b
)
∞
(αb−1w; b)∞
∣∣∣∣∣ < C ′
∣∣∣∣ v − ̺w − ̺
∣∣∣∣ . (4.33)
Furthermore, consider the substitutions in (4.22). Denote the contours L(1)v and L(1)w after the
substitution by L(1)v˜ and L(1)w˜ respectively. Then, for any v˜ ∈ L(1)v˜ and w˜ ∈ L(1)w˜ , we have
lim
t→∞
(
αb−1(̺+ t−1/3̺σ−1ν v˜); b
)
∞(
αb−1(̺+ t−1/3̺σ−1ν w˜); b
)
∞
=
v˜
w˜
. (4.34)
Proof. To prove (4.33), let us write(
αb−1v; b
)
∞
(αb−1w; b)∞
= A ·B · C
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where
A :=
v − ̺
w − ̺, B :=
∏m
j=1(1− αbj−1v)∏m
j=1(1− αbj−1w)
, C :=
(αbmv; b)∞
(αbmw; b)∞
.
Further, m is chosen in such a way that the inequality bmα (̺+ c′) < 1/2 is satisfied. To that
effect, we have
|C| =
∣∣∣∣∣∣exp

 ∞∑
j=1
log
(
1 + αbm+j−1v
1 + αbm+j−1v
)
∣∣∣∣∣∣ = exp

αbmRe

 ∞∑
j=1
bj−1(v − w)
1 + ψ(v,w, j)




≤ exp

αbm

 ∞∑
j=1
bj−1|v − w|
1− 12



 ≤ exp(2αbm|v − w|
1− b
)
. (4.35)
In the second equality above, we have used the mean value theorem for the complex vari-
ables. Thus, ψ(v,w, j) denotes a complex number in the line joining αbm+jv and αbm+jw.
Consequently, one have
Re
(
v − w
1 + ψ(v,w, j)
)
≤ |v − w|
1− |ψ(v,w, j)| ≤
|v −w|
1− bmα (̺+ c′) .
This shows the inequalities in (4.35). Lastly, B involves product of finitely many terms which
are bounded above. Hence, this completes the proof of (4.33).
Further, one can write(
αb−1(̺+ t−1/3̺σ−1ν v˜); b
)
∞(
αb−1(̺+ t−1/3̺σ−1ν w˜); b
)
∞
=
(−t−1/3̺σ−1ν v˜)
(−t−1/3̺σ−1ν w˜)
×
(
α(̺+ t−1/3b̺σ−1ν v˜); b
)
∞(
α(̺+ t−1/3b̺σ−1ν w˜); b
)
∞
. (4.36)
Note that bnα̺ is bounded away from 1 for all non-negative powers of b. Thus, the second
term in the product of the right side in (4.36) converges to 1 as t→∞. This shows the limit
in (4.34). 
Now, we note down two results in the same spirit of Lemma 4.6 and Lemma 4.7. Proofs
are exactly same except one has to use the bound in (4.33) instead of (4.15). For brevity, we
omit the proofs.
Lemma 4.11. There exists some c, C > 0 and t0 > 0, such that for all t ≥ t0
|Kbζt(w,w′)| ≤ C
1
|w − ̺|
max{ǫ−1, ̺−1σνt1/3}
log(1 + ǫ)
exp
(
−c(t+ |w|) + sσνt1/3|w| ∨ |w|−1
)
where w ∈ L(2)w , w′ ∈ Lw and ǫ is defined in Definition 4.5. Moreover, the following conver-
gence
lim
t→∞
∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kbζt)L(1)w
∣∣∣ = 0
also holds in the present scenario.
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Lemma 4.12. There exist c, C > 0 such that
|K(2)ζt (w,w′)| ≤
1
|w − ̺|
ǫ−1
log(1 + ǫ)
exp
(
−c(t+ |w|) + sσνt1/3|w| ∨ |w|−1
)
holds for all w,w′ ∈ L(1)w . Thus, one would get
lim
t→∞
∣∣∣det(1 +Kbζt)L2(L(1)w ) − det(1 +K(1)ζt )L2(L(1)w )
∣∣∣ = 0.
Lemma 4.13. Recall all the notations from the previous section and Definition 4.9. For all
w˜, w˜′ ∈ L(1)w˜ , we have
|K˜(1)ζt (w˜, w˜′)| ≤ C
1
δ
exp
(−c1|Re(w˜3)| − sσν |w|) (4.37)
for some positive constants c1, c2, C and
lim
t→∞ K˜
(1)
ζt
(w˜, w˜′) =
1
2πi
∫ −(1+δ)+ei2π/3
−(1+δ)+e−i2π/3
exp
(
w˜3
3 − v˜
3
3 + s(v˜ − w˜)
)
(v˜ − w˜)(v˜ − w˜′) ×
v˜dv˜
w˜
. (4.38)
Proof. To get the bound in (4.37), note that integrand in (4.23) is bounded above by
C
1
(1 + |v˜|) exp(−c1(|Re(v˜
3)|+ |Re(w˜)3|) + c2(|v| − |w|))
∣∣∣∣∣
(
αb−1(̺+ t−1/3̺σ−1ν v˜); b
)
∞(
αb−1(̺+ t−1/3̺σ−1ν w˜); b
)
∞
∣∣∣∣∣ .
We have illustrated this fact in Lemma 4.8. Thus, we omit further details on it. Let us recall
that Lw is shifted to the left by t−1/3δ̺σ−1ν from ̺. To this effect, |w˜| & δ and henceforth, the
ratio of the infinite products in (4.34) gets bounded above by C ′|v˜|/δ thanks to (4.33). This
accounts for the term 1/δ in the bound on the right side in (4.37). Proof of (4.38) follows from
the similar arguments like in Lemma 4.8 except the limit in (4.32) should be replaced by the
result (4.34) of Lemma 4.10. 
To summarize, all these results above prove
lim
t→∞ det(1 +K
b
ζt)L2(Cr) = det(1 +Kcrit)L2(L¯w˜)
where
Kcrit(w˜, w˜
′) :=
1
2πi
∫ −(1+δ)+ei2π/3
−(1+δ)+e−i2π/3
exp
(
w˜3
3 − v˜
3
3 + s(v˜ − w˜)
)
(v˜ − w˜)(v˜ − w˜′) ×
v˜dv˜
w˜
and L¯w˜ denotes a piecewise linear contour which extends linearly from −δ +∞e−iπ/3 to −δ
and from there again linearly to −δ+∞eiπ/3. Hence, the proof of Proposition 4.1 (b) follows.
imsart-generic ver. 2011/11/15 file: HL-PushTASEPandItsKPZLimit.tex date: January 26, 2017
Ghosal/HL-PushTASEP & its KPZ limit 36
4.3. Case ρ < 1− (ν(1− b))−1/2, Gaussian Fluctuation
In this section, we prove part (c) of Proposition 4.1. Main reason behind a separate analysis
is that whenever ρ < 1 − (ν(1 − b))−1/2, contours like Lv and Lw in Definition 4.5 or even
their modifications in Definition 4.9 contain bα−1 inside. To circumvent this illegal inclusion,
we adjust the choice of mν in the function Λ (see (4.5)) in such a way that bα
−1 turns out to
be a new critical point of Λ. To begin with, the form of the kernel Kbζt is given by
Kbζt(w,w
′) =
1
2i log(b)
∞∑
k=−∞
∫
C
bR|w|
exp(t(Λ(w) − Λ(v)) + t1/2sσ˜ν(log(v)− log(w)))dv
(v − w′) sin
(
π
log(b)(log(v/w)) + 2πik
)
× (αb
−1v; b)∞
(αb−1w; b)∞
× dv
v
. (4.39)
where ζt and b
hw are substituted with b−m˜ν t+sσ˜ν t1/2 and v respectively. Under the these
recalibration, the explicit form of the function Λ is given by
Λ(z) =
z
b(1− b) − ν log(1 + zb
−1) + m˜ν log(z). (4.40)
In what follows, we perform some calculations de rigueur the asymptotic analysis. Plugging
m˜ν =
1
1+αν − 1α(1−b) in (4.40), one can write
Λ′(z) =
(z − bα−1)(z − ̺′)
zb(z + b)(1 − b) .
where ̺′ := b (ν(1− ρ)(1− b)− 1). Under the condition ρ < 1−(ν(1−b))−1/2, it can be noted
that ̺′ > ̺. To this end, we have
Λ′′(bα−1) = −(1− ρ)
2ν(1− b)− 1
b2ρ(1− b) .
Further, using Taylor’s expansion, one would get
Λ(z) = Λ(bα−1)− 1
2
(
σ˜ν
bα−1
)2
(z − bα−1)2 + R˜(z − bα−1) (4.41)
where |z− bα−1|2R˜(z− bα−1) converges to 0 whenever z → bα−1. In the following lemma, we
illustrate on the properties of the level curves Re(Λ(z)) = Re(Λ(bα−1)).
Lemma 4.14. There exists two simple closed contours L1 and L2 such that for all z ∈ L1∪L2,
we have Re(Λ(z)) = Re(Λ(bα−1)). They further satisfy the following properties.
(a) Both the contours originate at the point bα−1 and encircle around 0 to meet again at their
origin. For instance, L1 (L2) in its way back to bα−1 crosses the real line for the second
time at a point d1 ∈ (−b, 0) (d2 ∈ (−∞,−b)).
(b) Contour L1\{bα−1} is completely contained in the interior of the region bounded by L2.
(c) Contour L1 (L2) leaves x axis from the point bα−1 at an angle 3π/4 (π/4) and meet again
at angle −3π/4 (−π/4).
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Apart from L1 and L2, there exists another level curve L3 of the equation Re(Λ(z)) =
Re(Λ(bα−1)) lying completely in the right half of the complex plane. Furthermore, L3 doesn’t
intersect L1 or L2 and escapes to infinity whenever Re(z)→∞.
Proof. Proof of the existence of L1,L2 and L3 are similar to that in Lemma 4.4. More-
over, property (a) and (b) can also be proved in the same way. To see part (c), note that
Λ(z) − Λ(bα−1) behaves as −2−1(σ˜ναb−1)2ν(z − bα−1)2 in a neighborhood around bα−1.
Thus, Re
(
Λ(z)− Λ(bα−1)) = 0 implies Arg(z − bα−1) = ±π4 ± 2π2 . This indicates part (c).
We are left to show that L3 doesn’t intersect L1 or L2. To start with, note that L3 doesn’t
pass through bα−1. This is because there are only four possible choices of the angles (±π4 ± π2 )
that any level curve of the equation Re
(
Λ(z)− Λ(bα−1)) = 0 can make at bα−1. Thus, there
can be at most two level curves which pass through the point bα−1. In fact, L3 crosses the
real line at a point further right of bα−1. To see this, notice that Re
(
Λ(z)− Λ(bα−1)) < 0
if Im(z) = 0 and bα−1 < Re(z) < bα−1 + δ for some δ > 0. Additionally, Re(Λ(z)) increases
to infinity with increasing Re(z). Thus, there must exists another point on the real line to
the right of bα−1 where once again Re
(
Λ(z) − Λ(bα−1)) = 0 holds. This shows the claim.
Moreover, one can mimick almost the same proof as in Lemma 4.4 to show that L3 doesn’t
intersect L1 or L2 at any other point. This completes the proof. 
We must point out here that L2 is no more star shaped (see Figure 6). This urges for the
necessary changes in the definitions of the contours Lv and Lw in the present scenario. In
what follows, we enunciate those changes formally.
Definition 4.15. We define the linear segment L(1)v of Lv to extend linearly from −ǫi +
Intbα−1,2δ to ǫi+ Intbα−1,2δ crossing the real line at Intbα−1,2δ where
Intx,τ = x− t−1/3τxδ(σ˜ν)−1 for any x ∈ C, τ ∈ R+.
On the flip side, we define the piecewise linear segment L(1)w to extend linearly from ǫe−iπ/6+
Intbα−1,δ to Intbα−1,δ and from there to ǫe
iπ/6 + Intbα−1,δ. At this junction, it is worthwhile to
point out that any particular choice of ǫ must satisfies the following properties: (a) ǫe−iπ/6 +
Intbα−1,δ and ǫe
iπ/6 + Intbα−1,δ should lie outside the contour L2, (b) in the ǫ - neighborhood
of the point bα−1, |R(z − bα−1)| in (4.41) must be less than c|z − bα−1|2 for small constant
c. In particular, c = 1/4 suitably fits into our analysis. Curved segments L(2)v and L(2)w are
defined similarly as in Definition 4.5. For instance, L(2)v starts from the top end point of L(1)v
and encircles around 0 to meet at the bottom end point of L(1)v . To be precise, it remains
always inside of the contour L2. Unlike L(1)v , starting from the top end point L(1)w , L(2)w circles
outside the contour L2 to meet the bottom end point of L(1)w .
In the next lemma, we show that the contribution of the kernel Kbζt in the Fredholm
determinant det(1 +Kbζt)L2(Lw) over the segment L
(2)
w decays down exponentially.
Lemma 4.16. For any w ∈ L(2)w and w′ ∈ Lw, we have
|Kbζt(w,w′)| ≤ Cmax{ǫ−1, δ−1t1/2} exp
(
−tc+ sσ˜νt1/2|w| ∨ |w|−1 + α
1− b |w|
)
(4.42)
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L1
Lv
Lw
L2
+
−
−
−
+
L3
L3
−b ̺α−1b
Fig 6: Solid lines are used to denote the contour Lw and Lv whereas dotted lines indicate the
level curves of the equation Re(Λ(z) − Λ(bα−1)) = 0.
for some constants c, C > 0. Here, ǫ is same as in Definition 4.15. To that effect, we have
lim
t→∞
∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kbζt)L2(L(1)w )
∣∣∣ = 0. (4.43)
Proof. To begin with, note that for all w ∈ L(2)w and all v ∈ Lv there exists a constant c > 0
such that Re (Λ(w) − Λ(v)) < −c. This holds due to the particular way the contours L(2)w ,Lv
are chosen and the compactness of each of them. Other components of the integrand in (4.39)
are bounded in the following ways -
(i) ∣∣∣exp(sσ˜νt1/2 (log(v)− log(w)))∣∣∣ ≤ exp(sσ˜νt1/2(|v| ∨ |v|−1 + |w| ∨ |w|−1)) ,(4.44)
(ii) ∣∣∣∣∣∣
∞∑
k=−∞
1
sin
(
π
log(b) log(v/w) + 2πik
)
∣∣∣∣∣∣ ≤
∞∑
k=0
2 exp(−2πk) exp
(
π
log(b)
(|v| ∨ |v|−1 + |w| ∨ |w|−1)
)
,
(4.45)
(iii) ∣∣∣∣ 1v(v − w)
∣∣∣∣ ≤ C 1min
v∈Lv,w′∈L(2)w |v − w
′| ≤ Cmax{ǫ
−1 ∨ δ−1t1/2} (4.46)
for some large constant C,
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(iv) ∣∣∣∣(αb−1v; b)∞αb−1w; b)∞
∣∣∣∣ ≤
∞∏
k=1
(1 + bk−1α|v|)
m∏
k=0
|(1 − bm−1α|w|)|−1
∞∏
k=m+1
(1 + 2bk−1α|w|)
≤ C exp
(
α
1− b(|v| + 2|w|)
)
(4.47)
where for all k ≥ m, one has (1 + 2bk−1α|w|)(1 − bk−1α|w|) ≤ 1.
Inequality in (4.44) is a simple consequence of the fact that
| exp(log(v)− log(w))| ≤ exp (Re(v) ∨ Re(v−1) + Re(w) ∨ Re(w−1))
≤ exp (|v| ∨ |v|−1 + |w| ∨ |w|−1)
for any two complex numbers v,w. To see the bound in the right side of (4.45), note that
sin(u + 2πik) is bounded above by 2 exp(|u| − 2πk) for all u ∈ C and k ∈ Z. It is easy to
comprehend the first inequality in (4.46). For the second inequality, recall that both the end
points of L(1)w are at a distance ǫ away from the point bα−1 for large enough t. Thus, it is
possible to construct the contour L(2)w at a distance of ǫ far away from L2. As we know Lv is
contained in the region enclosed by L2, thus the minimum value of |v − w′| must be greater
than ǫ for all v ∈ Lv and w′ ∈ L(2)w . On the flip side, if w′ ∈ L(1)w , then minimum value
of |v − w| should be greater than δt−1/2, thus shows the claim in (4.46). First inequality in
(4.47) is quite straightforward. To prove the second inequality, note that the finite product∏m
k=0 |(1 − bm−1α|w|)|−1 is bounded by a large constant. To bound the other components
apart from the finite product term, we use a simple inequality (1 + x) ≤ ex which holds for
any x ∈ R. These all together imply the inequality in (4.42). Next, we prove the limit in
(4.43). Let us write down
Kbζt(w,w
′) = Kbζt(w,w
′)1(w ∈ L(1)w ) +Kbζt(w,w′)1(w ∈ L(2)w ).
Denote Kbζt(w,w
′)1(w ∈ L(1)w ) by Kb,resζt . Then, using the inequality in (4.18) and the bound
on Kbζt(w,w
′)1(w ∈ L(2)w ) from (4.42), we have∣∣∣∣det(Kbζt(wi, wj))ni,j=1 − det
(
Kb,resζt (wi, wj)
)n
i,j=1
∣∣∣∣ ≤ C2nmax{ǫ−n, (δ−2t)n/2} exp(−ct).
Further, using series expansion of Fredholm determinant, we get the following bound∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kbζt)L2(L(1)w )
∣∣∣ = ∣∣∣det(1 +Kbζt)L2(Lw) − det(1 +Kb,resζt )L2(Lw)
∣∣∣
≤ C(1 + exp(−2ǫ−1)) exp(−ct+ 2δ−1t1/2) (4.48)
where the right side of the inequality above goes to 0 as t→∞. This completes the proof. 
Likewise in (4.23), we further represent Kbζt as the sum of two different kernels to identify
the leading contribution in the computation of the Fredholm determinant det(1+Kbζt)L2(L(1)w ).
In particular, we set
Kbζt = K
(1)
ζt
+K
(2)
ζt
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where for l = 1, 2,
K
(l)
ζt
:=
1
2i
∞∑
k=−∞
∫
L(l)v
exp (t(Λ(v) − Λ(w)))
sin
(
π
log(b)(log(v)− log(w)) + 2πik
) (4.49)
× exp (s (log(v)− log(w)))
log(b)(v − w′) ×
(
αb−1v; b
)
∞
(αb−1w; b)∞
× dv
v
.
Following lemma which is in the same spirit of the last Lemma 4.48 proves that one can even
ignore the effect of K
(2)
ζt
as t increases to infinity.
Lemma 4.17. For any w,w′ ∈ L(1)w , we have
|Kbζt(w,w′)| ≤ C(ǫδ)−1t1/2 exp
(
−tc+ sσ˜νt1/2|w| ∨ |w|−1 + α
1− b |w|
)
(4.50)
for some constants c, C > 0. Thus, we claim
lim
t→∞
∣∣∣det(1 +Kbζt)L2(L(1)w ) − det(1 +K(1)ζt )L2(L(1)w )
∣∣∣ = 0. (4.51)
Proof. Proof of (4.50) hinges upon the fact that Re(Λ(w)−Λ(v)) < −c for all v ∈ L(2)v and all
w ∈ L(1)w . This again follows from the compactness of both of the contours, continuity of the
map Re(Λ(.)) and more importantly, strategic position of the contours around L2. Bounds
on the other component of the integrand in (4.49) can be derived as in (4.44) - (4.47). For
instance, bounds in (4.44) and (4.45) work perfectly for the current result. In what follows,
we recollect bounds on other two terms and sharpen it for the present scenario.
(i) ∣∣∣∣ 1v(v − w)
∣∣∣∣ ≤ C 1min
v∈L(2)v ,w′∈L(1)w |v − w
′| ≤ Cǫ
−1 (4.52)
for some large constant C
(ii)
∣∣∣∣(αb−1v; b)∞αb−1w; b)∞
∣∣∣∣ ≤
∞∏
k=1
(1 + bk−1α|v|)
m∏
k=0
|(1 − bm−1α|w|)|−1
∞∏
k=m+1
(1 + 2bk−1α|w|)
≤ Cδ−1t1/2 exp
(
α
1− b(|v| + 2|w|)
)
(4.53)
where for all k ≥ m, one has (1 + 2bk−1α|w|)(1 − bk−1α|w|) ≤ 1.
One can prove the inequality in (4.52) by recalling that the minimum value of |v − w′| over
all v ∈ L(2)v , w′ ∈ L(1)w is bounded below by ǫ (see, Definition 4.15). In (4.53), we cannot now
bound the finite product term by a large constant uniformly over all choices of t and w. This
is because
min
w∈L(1)w
|1− αb−1w| = δt−1/2.
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This causes the factor δ−1t1/2 to come in the right side of the second inequality. To show
(4.51), we use the inequality in (4.18) to conclude∣∣∣∣det(Kbζt(wi, wj))ni,j=1 − det
(
K
(1)
ζt
(wi, wj)
)n
i,j=1
∣∣∣∣ ≤ C2n(δǫ)−ntn/2 exp(−ct).
whenever w1, . . . , wn ∈ L(1)w . To that effect, Fredholm determinant expansion provides the sim-
ilar bound as in (4.48) on the difference between det(1+Kbζt)L2(L(1)w ) and det(1+K
(1)
ζt
)
L2(L(1)w ).
This ends the proof. 
Above two lemmas show that in order to find out the limit of the Fredholm determinant
in (4.2), it suffices to study K
(1)
ζt
over the segment L(1)w . Thus, like in (4.22), we make the
following substitutions -
v 7→ bα−1 + t−1/2b(ασ˜ν)−1v˜, w 7→ bα−1 + t−1/2b(ασ˜ν)−1w˜, w′ 7→ bα−1 + t−1/2b(ασ˜ν)−1w˜′.
(4.54)
To this end, one can further write K
(1)
ζt
in the following form -
K
(1)
ζt
=
t−1/2b(ασ˜ν)−1
2i
∫
L(1)v˜
∞∑
k=−∞
exp
(
v˜2
2 − w˜
2
2 + t
(
R˜(t−1/2b(ασ˜ν)−1w˜)− R˜(t−1/2b(ασ˜ν)−1w˜)
))
sin
(
π
log(b)(log(1 + t
−1/2(σ˜ν)−1v˜)− log(1 + t−1/2(σ˜ν)′w˜)) + 2πik
)
(4.55)
× exp
(
sσ˜νt
1/2
(
log(1 + t−1/2(σ˜ν)−1v˜)− log(1 + t−1/2(σ˜ν)−1w˜)
))
log(b)(v˜ − w˜′)
×
(
αb−1(bα−1 + t−1/2b(ασ˜ν)−1v˜); b
)
∞(
αb−1(bα−1 + t−1/2b(ασ˜ν)−1w˜); b
)
∞
× dv˜
bα−1 + t−1/2b(ασ˜ν)−1v˜
where L(1)v˜ and L(1)w˜ denote the segments L(1)v and L(1)w respectively after the substitutions
made in (4.54). In the next result, we show that in fact the Fredholm determinant of the
kernel K
(1)
ζ1
converges to the normal distribution.
Theorem 4.18. For all s ∈ R, we have
lim
t→∞ det
(
1 +K
(1)
ζt
)
L2(L(1)w )
= G(s).
Proof. To begin with, we enlist below how each of the components of the integrand in (4.55)
is bounded above by some integrable function and what are their limits as t→∞.
(i) We first look at the inequalities shown below -∣∣∣ exp( v˜2
2
− w˜
2
2
+ t
(
R˜(t−1/2b(ασ˜ν)−1w˜)− R˜(t−1/2b(ασ˜ν)−1w˜)
)) ∣∣∣ (4.56)
≤ exp
(
Re
(
v˜2
2
− w˜
2
2
)
+ c|v˜|2 + c|w˜|2
)
≤ C ′ exp (−c′1|v˜|2 + c′2Re(w˜2))
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for some constants C ′, c′1 > 0 and c
′
2. To see the first inequality, recall that |R˜(z−bα−1)|
is less than c|z−bα−1|2 in the ǫ-neighborhood of bα−1 (see, Definition 4.15). For showing
the second inequality in (4.56), one can argue that Re(v˜2) + c|v˜|2 ≤ −c′1|v˜|2 for some
c′1 > 0. This is because the complex variable v˜ varies over −2δ + iR. Thus, Re(v˜2)
converges to −∞ as |v˜2| → ∞. In fact, we get Re(v˜2)/|v˜|2 → −1 whenever |v˜| goes to
∞. This completes the proof of the inequalities above. Furthermore, as t → ∞, both
tR˜(t−1/2b(ασ˜ν)−1v˜) and R˜(t−1/2b(ασ˜ν)−1w˜) goes to 0. Thus, we get
exp
(
v˜2
2
− w˜
2
2
+ t
(
R˜(t−1/2b(ασ˜ν)−1w˜)− R˜(t−1/2b(ασ˜ν)−1w˜)
))
→ exp
(
v˜2
2
− w˜
2
2
)
.
(ii) Next, we illustrate on the limit of the infinite sum over k ∈ Z. Note that for any k ∈ Z,
we have ∣∣∣∣sin
(
π
log(b)
(log(1 + t−1/2(σ˜ν)−1v˜)− log(1 + t−1/2(σ˜ν)′w˜)) + 2πik
)∣∣∣∣
≥ C(1 + t−1/2|v˜|) exp(2π|k|).
Thus, it shows the series in (4.55) converges absolutely and uniformly over v˜. Hence, as
t goes to infinity,
lim
t→∞
∞∑
k=−∞
t−1/2π(log(b))−1
sin
(
π
log(b) (log(1 + t
−1/2(σ˜ν)−1v˜)− log(1 + t−1/2(σ˜ν)′w˜)) + 2πik
) = 1
v˜ − w˜ .
(iii) Likewise in Lemma 4.10, one can prove that for all large t, there exists constants C ′ such
that ∣∣∣∣∣
(
αb−1(bα−1 + t−1/2b(ασ˜ν)−1v˜); b
)
∞(
αb−1(bα−1 + t−1/2b(ασ˜ν)−1w˜); b
)
∞
∣∣∣∣∣ ≤ C ′
∣∣∣∣ v˜w˜
∣∣∣∣ .
Moreover, we have (
αb−1(bα−1 + t−1/2b(ασ˜ν)−1v˜); b
)
∞(
αb−1(bα−1 + t−1/2b(ασ˜ν)−1w˜); b
)
∞
t→∞−→ v˜
w˜
.
.
(iv) Lastly, we can put a very crude bound like∣∣∣∣exp(sσ˜νt1/2 (log(1 + t−1/2(σ˜ν)−1v˜)− log(1 + t−1/2(σ˜ν)−1w˜))) bα−1bα−1 + t−1/2b(ασ˜ν)−1v˜
∣∣∣∣
≤ C ′′ exp(c(|v˜|+ |w˜|)) 1
1 + |v˜| .
for some positive constant C ′′, c′′. Notice that even this crude bound doesn’t affect
integrability of the product of all bounds together because of the dominating term
exp(−c′|v˜|2) in (4.56). Further, we have the following limit
exp
(
sσ˜νt
1/2
(
log(1 + t−1/2(σ˜ν)−1v˜)− log(1 + t−1/2(σ˜ν)−1w˜)
)) bα−1
bα−1 + t−1/2b(ασ˜ν)−1v˜
t→∞−→ exp (s(v˜ − w˜))
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for the remaining component of the integrand in (4.55).
To this end, using dominated convergence theorem, one can write
lim
t→∞K
(1)
ζt
(w˜, w˜′) =
1
2πi
∫
−2δ+iR
exp
(
w˜2
2 − v˜
2
2 + s(w˜ − v˜)
)
(v˜ − w˜′)(v˜ − w˜) ·
v˜
w˜
· dv˜ (4.57)
for all w˜, w˜′ in the limiting form of the contour L(1)w˜ . In Appendix A, we prove that Fredholm
determinant of the limiting kernel is indeed Gaussian distribution function. 
Proof of Theorem 2.5. To show (2.2), note that
{xmν t ≤ νt+
∂mν
∂ν
sLt1/3} = {Nνs(t) ≥ mνt}.
where νs := ν(1 + sLσν
∂mν
∂ν t
−2/3) and L, s ∈ R. It is easy to see that νs equals to ν when
s = 0. Moreover, using Taylor’s theorem on mνs , one can obtain
mνs = mν + sLσν
∂mν
∂ν
Lt−2/3 + o(t−2/3).
Let us choose L =
(
∂mν
∂ν
)−1
. To that effect, we have
P (Nνs(t) ≥ mνt) = P
(
mνst−Nνst ≤ sσνt1/3 + o(t1/3)
)
(4.58)
Theorem 2.2 implies that the right side in (4.58) converges to FGUE(s). Thus, it completes the
proof of (2.5). Similarly, the proofs of (2.6) and (2.7) follow from (2.3) and (2.4) respectively.

Proof of Corollary 2.6
Theorem 2.4 implies (t−1Nνt(t) −mν) = Op(t−2/3) when ν > ν0. Thus, it proves the first
case. Further, note that for any ǫ > 0, there exists δǫ > 0 such that whenever ν ≤ ν0 + δǫ,
limit shape mν < ǫ. To that effect, for any ν ≤ ν0, we have
lim sup
t→∞
Nνt(t)
t
≤ lim
t→∞
N(ν0+δǫ)t(t)
t
≤ ǫ
with high probability. Henceforth, this shows the second claim.
5. Weak Scaling Limit
Our goal here is to prove the Theorem 2.9. Following two propositions provide the necessary
arguments needed to complete the proof.
Proposition 5.1. The collection of processes {Zǫ}ǫ is tight in C(R+ × R).
Proposition 5.2. Any limiting point Z of {Zǫ}ǫ solves the SHE.
To prove Proposition 5.1-5.2, we first show that the Ga¨rtner transform (recall Definition 2.7)
of HL-PushTASEP satisfies a discrete SHE. This step is in harmony with the other works like
[BC95, Section 3.2], [DT16, Section 2], [CT15, Section 3]. Let us note that here onwards,
constants will change from line to line. Unless specified, they do not depend on anything else.
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5.1. Discrete SHE
First, we derive a dynamical equation for Z(t, x). Recall that any particle which is at left side
of any site x when gets excited can move across x with certain probability. For instance, once
the clock of the particle at site y(< x) rings at time t, it jumps across x with probability
bx−y−Nx(t)+Ny(t). For notational convenience, let us introduce the following notation
κ(x, t) = x+
t
1− bνǫ . (5.1)
From the definition of Z(t, x) in (2.9), it is clear that contributions of the all the right
hops across x in dZ(t, x) during the interval [t, t+ dt] is given by (b−1 − 1)Z(t, x)dPxt where
{Pxt }−∞<x<∞ denotes a sequence of Poisson point processes with rates
κ(x,t)∑
l=1
ηt(l)b
κ(x,t)−l−Nκ(x,t)(t)+Nl(t)
and ηt(l) is the occupation variable for the position l (see, Definition 2.1). There is also a
contribution coming from the exponential growth term exp(−µǫt). Collecting all the terms
together, we can write down the following
dZ(t, x) =

(b−1 − 1) κ(x,t)∑
l=1
ηt(l)b
κ(x,t)−l−Nκ(x,t)(t)+Nl(t) − (1− νǫ) log b
(1− bνǫ) − µǫ

Z(t, x)dt
+ (b−1 − 1)Z(t, x)

dPxt −
κ(x,t)∑
l=1
ηt(l)b
κ(x,t)−l−Nκ(x,t)(t)+Nl(t)dt

 .
For the sake of simplicity, denote
dM(t, x) = (b−1 − 1)
(
dPxt −
∑
l=1
ηt(l)b
κ(x,t)−l−Nκ(x,t)(t)+Nl(t)dt
)
. (5.2)
Further, let us define
Ωx := (b
−1 − 1)
∑
l=1
ηt(l)b
κ(x,t)−l−Nκ(x,t)(t)+Nl(t). (5.3)
Lemma 5.3. We have
ΩxZ(t, x) = (b
−1 − 1)
∑
l<x
bνǫ(x−l)Z(t, l)− Z(t, x). (5.4)
Proof. Using the form of Ωx given in (5.3), we get
ΩxZ(t, x) = (b
−1 − 1)
∑
l≤κ(x,t)
ηt(l)b
νǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l exp(−µǫt).
We will show∑
l≤κ(x,t)
bνǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l + exp(µǫt)ΩxZ(x, t) = b−1
∑
l<κ(x,t)
bνǫ(κ(x,t)−l)bNl(t)−l/2.(5.5)
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One can easily see that above result implies (5.4). For proving (5.5), we have ΩxZ(t, x) =
λǫ
√
ǫ(1+C
√
ǫ)
∑
l≤κ(x,t) ηt(l)b
νǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l by expanding b−1−1 in terms of ǫ. Note
that the value of C is
∑∞
n=1
λn+1ǫ ǫ
n
(n+1)! . To this effect, we have∑
l≤κ(x,t)
bνǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l +ΩxZ(x, t) exp(µbt)
=
∑
l≤κ(x,t)
(1 +
√
ǫλǫηt(l))b
νǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l +
Cλǫǫ
1 + C
√
ǫ
ΩxZ(t, x)
=
∑
l≤κ(x,t)
[exp(λǫ
√
ǫηt(l))− Cλǫǫηt(l)]bνǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l
+
Cλǫǫ
1 +C
√
ǫ
ΩxZ(t, x)
= b−1
∑
l<κ(x,t)
bνǫ(κ(x,t)−l)bNl(t)−(1−νǫ)l.
We wrote down the equality in the third line by identifying (1+ηt(l)λǫ
√
ǫ) as exp(ηt(l)λǫ
√
ǫ)−
Cλǫǫηt(l). In the last line, we used the fact Nx(t) − ηt(x) = Nx−1(t) for any x ∈ Z≥0. This
completes the proof. 
Using the definition of µǫ in (2.10), one can further write down
dZ(t, x) =
1− b
b(1− bνǫ)
( ∞∑
k=0
(1− bνǫ)bνǫkZ(t, x− k)− Z(t, x)
)
dt+ Z(t, x)dM(t, x).
Let {Ri}i≥1 be iid random variables such that
supp(Ri) = Z≥0 − 1
1− bνǫ , and P
(
Ri = k − 1
1− bνǫ
)
= (1− bνǫ)bνǫk for k ∈ Z≥0.(5.6)
Note that Ri satisfies E(Ri) = 0. Under weak noise scaling, one can note that for small ǫ,
Ri + (νǫλǫ
√
ǫ)−1 follows Geo(λǫνǫ
√
ǫ). Let us denote a Poisson point process of rate b
−1−1
1−bνǫ
associated with Ri’s by Γt. Its increments over the interval [t1, t2] will be denoted as Γt1,t2 .
Further, denote Ξ(t1, t2) := Z≥0 − φǫ for t1 ≤ t2 where
φǫ :=
(b−1 − 1)(t2 − t1)
(1− bνǫ)2 . (5.7)
In this context, define the transition probability
pǫ(t1, t2, ξ) := P

Γt1,t2∑
i=1
Ri +
Γt1,t2
1− bνǫ − φǫ = ξ


for ξ ∈ Ξ(t1, t2). Note that support space of the transition probability pǫ(t1, t2, .) is Ξ(t1, t2).
Moreover, one can see that {pǫ(t1, t2, ξ)}t1≤t2,ξ∈t1,t2 form a semi-group. We use the notation
[pǫ(t1, t2) ∗ f(t1)] to denote the convolution
∑
ζ∈Ξ(t1,t2) pǫ(t1, t2, ξ − ζ)f(t1, ζ) of any function
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f with the semi-group. One can further note that pǫ(t, .) satisfy the following differential
equation,
d
dt
pǫ(t, x) =
(1− b)
b(1− bνǫ)
( ∞∑
k=0
(1− bνǫ)bνǫkpǫ(t, x− k)− pǫ(t, x)
)
(5.8)
pǫ(0, x) = δ0(x).
To put this into words, pǫ behaves as a discrete heat kernel. To that effect, we get the following
simple form of a discrete SHE
Z(t, x) = [pǫ(t1, t) ∗ Z(t1)](x) +
∫ t
t1
[pǫ(s, t) ∗ Z(s)dM(s)](x) where 0 ≤ t1 < t. (5.9)
Further, utilizing the particle dynamics of HL-PushTASEP, we derive the time derivative of
the quadratic variation of the martingale M(t, x) defined in (5.2).
Lemma 5.4. We have
(b−1−1)−2Z(t, x1)Z(t, x2)d〈M(t, x1),M(t, x2)〉 (5.10)
=
bνǫ|x1−x2|
1− bνǫ Z(t, x1 ∧ x2)
(
[pǫ(t, t+ dt) ∗ Z(t)](x1 ∧ x2)− (1− b
νǫ)b−1
b−1 − 1 Z(t, x1 ∧ x2)dt
)
Proof. We know that d〈M(t, x1),M(t, x2)〉 equals to the rate at which both the Poisson
process associated with M(t, x1) and M(t, x2) acknowledges a jump in the interval [t, t+ dt].
Thus, it must be equals to the rate at which any particle to the left of κ(x1∧x2, t) hops across
κ(x1, t) and κ(x2, t) at time t. Here, we denote min{x1, x2} and max{x1, x2} by x1 ∧ x2 and
x1 ∨ x2 respectively. To this effect, one can write
d〈M(t, x1),M(t, x2)〉 = (b−1 − 1)2
∑
l≤κ(x1∧x2,t)
ηt(l)b
κ(x1∨x2,t)−l−Nκ(x1∨x2,t)(t)+Nl(t)dt.
Notice that for l ≤ κ(x1 ∧ x2, t), we have
bκ(x1∨x2,t)−l−Nκ(x1∨x2,t)(t)+Nl(t) = Z(t, x1∧x2)Z−1(x1∨x2)bνǫ|x1−x2|bκ(x1∧x2,t)−l−Nκ(x1∧x2,t)(t)+Nl(t).
Therefore, we can say
(b−1 − 1)−2Z(t, x1)Z(t, x2)d〈M(t, x1),M(t, x2)〉
= Z2(t, x1 ∧ x2)bνǫ|x1−x2|
∑
l≤κ(x1∧x2,t)
ηt(l)b
κ(x1,x2,l)l−Nκ(x1∧x2,t)(t)+Nl(t)dt.
One can recognize the following∑
l≤κ(x1∧x2,t)
ηt(l)b
κ(x1,x2,l)l−Nκ(x1∧x2,t)(t)+Nl(t) = (b−1 − 1)−1Ωx1∧x2Z(t, x).
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Thus, using Lemma 5.3, we can further say that (b−1−1)−2Z(t, x1)Z(t, x2)d〈M(t, x1),M(t, x2)〉
equals to
(1−bνǫ)−1bνǫ|x1−x2|Z(t, x1∧x2)
( ∞∑
k=1
(1− bνǫ)bνǫkZ(t, x1 ∧ x2 − k)− 1− b
νǫ
b−1 − 1Z(t, x1 ∧ x2)
)
dt.
Note that one can simplifies the term inside the bracket in the above expression to(
[pǫ(t, t+ dt) ∗ Z(t)](x1 ∧ x2)− (1 − b
νǫ)b−1
b−1 − 1 Z(t, x1 ∧ x2)dt
)
.
This shows the claim. 
5.2. Heat Kernel Estimates & Tightness
Now, we aim at proving the tightness of the sequence {Zǫ}ǫ. For that, we need to specialize
on certain properties the discrete heat kernel pǫ (see, (5.8) for definition). In the following
proposition, we provides the necessary estimates for the heat kernel.
Proposition 5.5. Given any T > 0, u ∈ R and v ∈ (0, 1], there exists C depending on T and
u such that
(i) ∑
ζ∈Ξ(t1,t2)
pǫ(t1, t2, ζ) exp(uǫ|ζ|) ≤ C, (5.11)
(ii) ∑
ζ∈Ξ(t1,t2)
p(t1, t2, ζ)|ζ|v exp(uǫ|ζ|) ≤ Cǫ−v/2(|t2 − t1|)v/2,
(iii)
pǫ(t1, t2, v) ≤ C
√
ǫmin{1, (|t2 − t1|)−1/2}, (5.12)
(iv)
|pǫ(t1, t2, ζ)− pǫ(t1, t2, ζ ′)| ≤ Cǫ(1+v)/2|ζ − ζ ′|vmin{1, (t2 − t1)−(1+v)/2}, (5.13)
for all t1 ≤ t2 ∈ (0, ǫ−1T ] and ζ, ζ ′ ∈ Ξ(t1, t2).
Proof. (i) Recall that φǫ (see, (5.7)) is the mean of a random walk at time t of iid Geometric
random variable with parameter (1 − bνǫ) driven by a Poisson point process of rate
(1 − bνǫ)−1(b−1 − 1) over the interval [t1, t2]. We have noted that the support of the
transition probability pǫ(t1, t2, .) is given by Z≥0 − φǫ. Also define u′ := ǫ1/2(νǫλǫ)−1u.
For any ζ ∈ Ξ(t1, t2) and n ∈ N, let us denote
B(n, ζ) :=
(
n+ ζ + φǫ − 1
ζ + φǫ − 1
)
.
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For small ǫ, (1−bνǫ)−1(b−1−1) ≤ ν−1ǫ . Hence, Poisson process associated with the semi-
group {pǫ(t1, t2, .)} will be dominated by a Poisson process of rate ν−1ǫ . For notational
simplicity, we introduce the following
m(νǫ, t2 − t1, n) = exp
(−ν−1ǫ (t2 − t1)) ν−1n (t2 − t1)nn .
To that effect, we can bound the sum
∑
ζ∈Ξ(t1,t2) pǫ(t1, t2, ζ) exp(uǫ|ζ|) by
∞∑
n=0
∑
ζ∈Ξ(t1,t2)
m(νǫ, t2 − t1, n)B(n, ζ)(1 − bνǫ)nbνǫ(ζ+φǫ) exp(uǫ|ζ|)
Using a simple fact euǫ|ζ| ≤ euǫζ + e−uǫζ and taking the sum over all ζ ∈ Ξ(t1, t2), one
can further bound the sum above by (A) + (B) where
(A) : =
∞∑
n=0
m(νǫ, t2 − t1, n)
(
(1− bνǫ)
(1− bν−1ǫ (1−u′))
)n
exp(−uǫφǫ)
= exp
(
ν−1ǫ
1− bνǫ
1− bνǫ(1−u′) (t2 − t1)− ν
−1
ǫ (t2 − t1)− uǫφǫ
)
, (5.14)
(B) : =
∞∑
n=0
m(νǫ, t2 − t1, n)
(
(1− bνǫ)
(1− bνǫ(1+u′))
)n
exp(uǫφǫ)
= exp
(
ν−1ǫ
1− bνǫ
1− bνǫ(1+u′) (t2 − t1)− ν
−1
ǫ (t2 − t1) + uǫφǫ
)
. (5.15)
Now recall b = e−ǫ
1/2
. Henceforth, one can say
1− bνǫ
1− bνǫ(1−u′) = 1 + uν
−1
ǫ ǫ
1/2 +O(ǫ) and
1− bνǫ
1− bνǫ(1+u′) = 1− uν
−1
ǫ ǫ
1/2 +O(ǫ).
Also, we have
uǫφǫ = uǫ(1− bνǫ)−2(b−1 − 1)(t2 − t1) = u(ν−2ǫ ǫ1/2 +O(ǫ))(t2 − t1).
This enforces ν−1ǫ
1−b1/2
1−b(1−u′)/2 (t2 − t1) − ν
−1
ǫ (t2 − t1) − uǫφǫ and ν−1ǫ 1−b
1/2
1−b(1+u′)/2 (t2 − t1) −
ν−1ǫ (t2 − t1) + uǫφǫ to be bounded by some constant whenever t1, t2 ∈ (0, ǫ−1T ]. Thus,
one can note right side in the last line of (5.14) and (5.15) are bounded by some constant
C which depends only on u and T .
(ii) We can bound
∑
ζ∈E(t1,t2) pǫ(t1, t2, ζ)|ζ|v exp(uǫ|ζ|) by
∞∑
n=0
m(νǫ, t2 − t1, n)
∑
ζ∈Ξ(t1,t2)
B(n, ζ)(1 − bνǫ)nbνǫ(ζ+φǫ)|ζ|v exp(uǫ|ζ|) ≤ (A′) + (B′)
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where
(A′) :=
∞∑
n=0
m(νǫ, t2 − t1, n)
∑
ζ∈Ξ(t1,t2)
B(n, ζ)(1 − bνǫ)nbνǫ(ζ+φǫ)|ζ|v exp(uǫζ)
≤
∞∑
n=0
m(νǫ, t2 − t1, n)
∣∣∣∣ n1− bνǫ(1−u′) − φǫ
∣∣∣∣
v ( 1− bνǫ
1− bνǫ(1−u′)
)n
exp(−uǫφǫ), (5.16)
(B′) :=
∞∑
n=0
m(νǫ, t2 − t1, n)
∑
ζ∈Ξ(t1,t2)
B(n, ζ)(1 − b1/2)nbνǫ(ζ+φǫ)|ζ|v exp(−uǫζ)
≤
∞∑
n=0
m(νǫ, t2 − t1, n)
∣∣∣∣ n1− bνǫ(1+u′) − φǫ
∣∣∣∣
v ( 1− bνǫ
1− bνǫ(1+u′)
)n
exp(uǫφǫ). (5.17)
Notice g(x) = |x|v is a concave function for v ∈ (0, 1). We used Jensen’s inequality for
concave function in (5.16) - (5.17) of the above computation. To this end, it can be noted
that
n
1− bνǫ(1±u′) =
(1− bνǫ)n
(1− bνǫ(1±u′))2 + (±C +O(ǫ
1/2))n
for some constant C. Also, φǫ =
ν−1ǫ (t2−t1)(1−bνǫ )
(1−bνǫ(1±u′))2 ± C
′(t1 − t1) +O(ǫ) for some constant
C ′. For any v < 1, using Ho¨lder’s inequality, we can write
E (|aX + b|v) ≤ (E((ax+ b)2)v/2
for any random variable X. Thus, we have
∞∑
n=0
m(νǫ, t2 − t1, n)
∣∣∣∣ n1− bνǫ(1−u′) − φǫ
∣∣∣∣
v ( 1− bνǫ
1− bνǫ(1±u′)
)n
exp(±uǫφǫ)
≤ exp
(
ν−1ǫ
1− bνǫ
1− bνǫ(1±u′) (t2 − t1)− ν
−1
ǫ (t2 − t1)± uǫφǫ
)
×
(
ν−1ǫ (t2 − t1)(1− bνǫ)2
(1− bνǫ(1±u′))4 + C1(t2 − t1)
2
)v/2
. (5.18)
To this end, we have
ν−1ǫ (t2 − t1)(1− bνǫ)2
(1− bνǫ(1±u′))4 + C1(t2 − t1)
2 . ǫ−1(t2 − t2).
Also, one can note that that other part of the product on the right side of (5.18) appeared
in (5.14) and (5.15). Thus, it is bounded by some constant which only depends on T .
This completes the proof.
(iii) Using the inversion formulae of the characteristic function, we can write down the fol-
lowing
pǫ(t1, t2, ζ) ≤
∞∑
n=0
exp(−ν−1ǫ (t2 − t1))
ν−nǫ (t2 − t1)n
n!
1
2πi
∫ π
−π
|φ(s, ǫ)|nds
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where
φ(s, ǫ) =
∞∑
ξ=0
exp
(
is
(
ξ − (1− bνǫ)−1)) (1− bνǫ)bνǫξ. (5.19)
Now, using the estimate |φ(s, ǫ)| ≤
√
ǫ√
ǫ+s2
(obtained by Taylor series expansion), we get
∫ π
−π
|φ(s, ǫ)|nds ≤
∫
[−π,π]
( √
2
1 + |s|/√ǫ
)n
ds ≤ 2√ǫ
∫ ∞
0
( √
2
1 + s
)n
ds. (5.20)
Notice that when n = 1, transition probability is just (1− b)bζ+φǫ which is anyway less
that ǫ. But for n > 1, using (5.20) one can further say∫ π
−π
|φ(s, ǫ)|nds ≤ 21+n/2√ǫ 1
n− 1
which implies
pǫ(t1, t2, ζ) ≤ C
√
ǫ exp(−ν−1ǫ (t2 − t1))
[
ν−1ǫ (t2 − t1) + 2
∞∑
n=2
(
√
2ν−1ǫ )n(t2 − t1)n
n!(n− 1)
]
.
(5.21)
If X ∼ Poisson(τ), then using Bernstein’s inequality, we have
P
(|X − τ | ≥ t√τ) ≤ 2 exp(−Ct2)
for some constant. This being said, one can deduce that E
(
1
X
) ≤ Cmin{1, τ−1/2}. One
can now see second term in (5.21) has an upper bound min{1, (t2 − t1)−1/2}. Also,
(t2 − t1) exp(−2(t2 − t1)) can be bounded by (t2 − t1)−1/2 upto some multiplicative
constant when ǫ is small enough. Thus, we get
pǫ(t1, t2, ζ) ≤ C
√
ǫmin{1, (t2 − t1)−1/2}.
(iv) Using uniform v-Holder continuity of the map x 7→ eix for x ∈ R and inversion formulae
of the characteristic functions, one can write down
|pǫ(t1, t2, ζ)− pǫ(t1, t2, ζ ′)| ≤
∞∑
n=0
exp(−(t2 − t1))(t2 − t1)
n
n!
1
2πi
∫ π
−π
|s(ζ − ζ ′)|v |φ(s, ǫ)|nds.
(5.22)
where φ(., .) is defined in (5.19). Using the estimate of the characteristic function in the
last part, we can have the following bound
∫ π
−π
sv|φ(s, ǫ)|nds ≤ 2ǫ(1+v)/2
∫ ∞
0
sv
( √
2
1 + s
)n
ds (5.23)
when n > 2. Note that (n−1)(1+s)−n is a density on R+. It is easy to see that expectation
under that density is 1/(n−2) whenever n > 2. Thus, using Jensen’s inequality, one can
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conclude that right side of (5.23) is bounded above by 21+n/2ǫ(1+v)/2((n− 1)(n− 2)v)−1
when n exceeds 2. For n = 1, 2,
ν−1ǫ exp(−ν−1ǫ (t2−t1))(t2−t1)n(1−b)|bnζ−bnζ
′ | ≤ Cmin{1, (t2−t1)−(1+v)/2}ǫ(1+v)/2|ζ−ζ ′|v
for small enough ǫ. Once again, using the property of the confidence band of Poisson
distribution,
∞∑
n=2
exp(−ν−1ǫ (t2 − t1))
2n/2ν−nǫ (t2 − t1)n
n!(n − 1)(n − 2)v ≤ C
′min{1, (t2 − t1)−(1+v)/2},
one can bound right side in (5.22) by C|ζ − ζ ′|vǫ(1+v)/2 min{1, (t2 − t1)−(1+v)/2}. This
completes the proof.

For the notational convenience, we use Z(t, x) instead of Zǫ(t, x) for the next two lemmas.
Let us note that one can modify the scaling appropriately to get necessary results for Zǫ(t, x).
In a nutshell, the following results portray the key role in showing the tightness. One can also
find similar result in the context of ASEP [BC95, Lemma 4.2, 4.3], higher spin exclusion pro-
cess [CT15, Lemma 4.3]. Recall the decomposition of Z(t, x) in (5.9). We define Zmg(t1, t2, x)
and Z∇,mg(t1, t2, x) as follows
Zmg(t1, t2, x) : =
∫ t2
t1
[pǫ(s, t2) ∗ Z(s)dM(s)](x)
Z∇,mg(t1, t2, x, x′) : =
∫ t2
t1
[pǫ(s, t2) ∗ Z(s)dM(s)](x) −
∫ t2
t1
[pǫ(s, t2) ∗ Z(s)dM(s)](x′)
In the next lemma, we probe into the higher order norms of the processes Zmg(t1, t2, x) and
Z∇,mg(t1, t2, x).
Lemma 5.6. For any k ≥ 1 and v ∈ (0, 1], there exists a large constant C which depends
only on k such that for all t1 ≤ t2 ∈ N and ζ, ζ ′ ∈ Ξ(t1, t2),
‖Zmg(t1,t2, ζ)‖22k
≤ Cǫ1/2
∫ t2
t1
min{1, (t2 − s)−1/2}
[
(δ0 + Pǫ) ∗ [pǫ(s, t) ∗ ‖Z(s)‖22k]
]
(ζ)ds (5.24)
‖Z∇,mg(t1, t2, ζ, ζ ′)‖22k
≤ Cǫ(1+v)/2|ζ − ζ ′|v
∫ t2
t1
min{1, (t2 − s)−(1+v)/2}
([
(δ0 + Pǫ) ∗ [pǫ(s, t) ∗ ‖Z(s)‖22k]
]
(ζ)
+
[
(δ0 + Pǫ) ∗ [pǫ(s, t) ∗ ‖Z(s)‖22k]
]
(ζ ′)
)
ds (5.25)
where δ0 is the probability mass function of the distribution which is degenerate at 0 and Pǫ
denotes probability mass function of the random variables Ri (see, (5.6) for definition).
Proof. Fix any t ∈ (t1, t2). Using Burkholder-Davis-Gundy’s inequality, we have
|Zmg(t1, t, ζ)|22k ≤ ‖[Zmg(t1, ., ζ), Zmg(t1, ., ζ)]t‖k, (5.26)
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and
|Z∇,mg(t1, t, ζ)|22k ≤ ‖[Z∇,mg(t1, ., ζ), Z∇,mg(t1, ., ζ)]t‖k, (5.27)
where [., .] denotes the quadratic variation. Let us denote set all of all time points at which
particles hop across ζ, ζ ′ in the interval (s1, s2] by S(s1,s2](ζ, ζ ′). Recall once again the form of
the Martingale in (5.2) and the function κ(., .) in (5.1). Define
Q(ξ1, ξ2, y, s) = (b−1 − 1)2
∑
y≤κ(ξ1∧ξ2,s)
ηs(y)Z
−1(ξ1 ∨ ξ2, s)bνǫκ(ξ1∨ξ2,s)+Ny(s)−y
which controls the contribution coming out of the Martingale M(t, x) in the total variation
terms on right side of (5.26) and (5.27). Using interdependence of the Poisson processes
{Pl}−∞<l<∞, one can say Q(ξ1, ξ2, y, s) captures the hopping effect of particles at any position
y across κ(ξ1, s) and κ(ξ2, s) at time s. Thus, we have
[Zmg(t1, ., ζ), Zmg(t1, ., ζ)]t =
∑
ξ1,ξ2
∑
s∈S(t1,t](ξ1,ξ2)
pξ1,ξ2ǫ (t1, t, ζ)Z
ξ1,ξ2(s)Q(ξ1, ξ2, y, s) (5.28)
and
[Z∇,mg(t1, ., ζ, ζ ′), Z∇,mg(t1, ., ζ, ζ ′)]t =
∑
ξ1,ξ2
∑
s∈S(t1,t](ξ1,ξ2)
pξ1,ξ2∇,ǫ (t1, t, ζ, ζ
′)Zξ1,ξ2(s)Q(ξ1, ξ2, y, s)
(5.29)
where Zξ1,ξ2(s) = Z(ξ1, s)Z(ξ2, s), p
ξ1,ξ2
ǫ (s, t2, ζ) = pǫ(s, t2, ζ − ξ1)pǫ(s, t2, ζ − ξ2) and
pξ1,ξ2∇,ǫ (s, t, ζ) = (pǫ(s, t2, ζ − ξ1)− pǫ(s, t2, ζ ′ − ξ1))(pǫ(s, t2, ζ − ξ2)− pǫ(s, t2, ζ ′ − ξ2)).
For the notational simplicity, for any two point m > n on the lattice Z≥0 and s ∈ R+
h(m,n, s) := m− n−Nn(s) +Nm(s).
On simplifying the summands in (5.28) and (5.29), one can get
Z(ξ1, s)Z(ξ, s)Q(ξ1, ξ2, y, s) = ǫZ(ξ1 ∧ ξ2, s)2
∑
y≤κ(ξ1∧ξ2,s)
ηs(y)b
h(y,κ(ξ1∧ξ2,s),s)bνǫ|ξ1−ξ2|
where h(y, κ(ξ1 ∧ ξ2, s), s) counts the number of holes in between y and κ(ξ1 ∧ ξ2, s) at time
s. Notice that pξ1,ξ2ǫ (s, t2, ζ) ≤ C
√
ǫmax{1, (t2 − s)−1/2}pǫ(s, t2, ζ − ξ1 ∧ ξ2) thanks to the
Proposition 5.5. For any fixed ξ1, one can note
√
ǫ
∑
ξ2≥ξ1 b
νǫ|ξ1−ξ2| is constant. Thus, we
bound right side of (5.28) by
Cǫmin{1, (t2 − s)−1/2}
∑
ξ
∑
s∈S(t1,t](ζ)
pǫ(s, t2, ζ − ξ)Z(ξ, s)2
∑
y≤κ(ξ,s)
ηs(y)b
h(y,κ(ξ,s),s).
Divide the interval (t1, t] into disjoint intervals ∩mi=1(si, si+1] where each of them is of length
less than or equals to 1. Next, recall that
d〈M(s, ξ),M(s, ξ)〉 =
∑
y≤κ(ξ,s)
ηs(y)b
h(y,κ(ξ,s),s)dt. (5.30)
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Using Lemma 5.10, one can bound Z2(s, ξ) times the right side of (5.30) by
1
1− bνǫZ(s, ξ)
(
[Pǫ ∗ Z(s)](ξ)− (1− b
νǫ)b−1
b−1 − 1 Z(s, ξ)dt
)
.
Thus, recalling that b = e−λǫ
√
ǫ, we get the following bound
(νǫλǫ
√
ǫ)−1
(
[Pǫ ∗ ‖Z(s)‖22k](ξ) + ‖Z(s, ξ)‖22k
2
+ νǫ‖Z(s, ξ)‖22k
)
on the k-th norm of Z(ξ, s)2
∑
y≤κ(ξ,s) ηs(y)b
h(y,κ(ξ,s),s). Also note that,
max
s∈(si,si+1]
Z(s, x) ≤ exp (2√ǫλǫN(si,si+1](x) + 4(νǫ)−1)Z(si, x)
and
min
s∈(si,si+1]
Z(s, x) ≥ exp (−2√ǫλǫN(si,si+1](x)− 4(νǫ)−1) max
s∈(si,si+1]
Z(si, x)
where N(si,si+1](x) is independent of Z(si, x) and dominated by a Poisson point process of
rate
∑
y≤κ(x,si+1) ηsi+1(y)b
h(y,κ(x,si+1),si+1). Once again, using the same analysis as above one
can show that the rate is bounded above by Cǫ−1/2. Thus, we have
E
(
exp
(
2
√
ǫkλǫN(si,si+1](x) + 4k(νǫ)
−1)) ≤ C ′
where C ′ is a large constant which only depends on k. To this end, we can bound right side
of (5.26) by
C
√
ǫ
∑
ξ
pǫ(s, t1, ζ − ξ)
m∑
k=1
min{1, (t2 − s)−1/2} inf
s∈(si,si+1]
[
[Pǫ ∗ ‖Z(s)‖22k](ξ) + ‖Z(s, ξ)‖22k
]
.
Recall that the length of each of the intervals (si, si+1] is less than or equals to 1. Applying
the bound infs∈(si,si+1] ‖Z(ξ, s)‖2k ≤ (si−sk+1)−1
∫ ‖Z(ξ, s)‖2kds = ∫ ‖Z(ξ, s)‖2kds and using
the semi-group property of pǫ, we get
‖Zmg(t1, t2, ζ)‖22k ≤ Cǫ1/2
∫ t2
t1
min{1, (t2 − s)−1/2}
{[
(δ0 + Pǫ) ∗ [pǫ(s, t2) ∗ ‖Z(s)‖22k]
]
(ζ)
}
ds
where δ0 is the probability mass function which puts all its mass in 0. Note that we also
had made of the fact that under convolution operation, pǫ(t1, t, .) and Pǫ commute with each
other. This holds because pǫ is essentially the semi-group of the random walk of the iid random
variables coming from the distribution Pǫ.
In the case of Z∇,mg, using Proposition 5.13, we can bound p
ξ1,ξ2
∇,ǫ (t1, s, ζ, ζ
′) in (5.29) by
Cǫ(1+v)/2min{1, (t2 − s)−(1+v)/2}|ζ − ζ ′|v
(
pǫ(t1, s, ζ − ξ1 ∧ ξ2) + pǫ(t1, s, ζ ′ − ξ1 ∧ ξ2)
)
.
Rest of the terms in (5.28) can be controlled exactly in the same fashion as we have done for
bounding ‖Zmg(t1, t2, ζ)2‖2k. Thus, one can write down
‖Z∇,mg(t1, t2, ζ)‖22k
≤ Cǫ(1+v)/2|ζ − ζ ′|v
∫ t2
t1
min{1, (t2 − s)−(1+v)/2}
{[
(δ0 + Pǫ) ∗ [pǫ(s, t2) ∗ ‖Z(s)‖22k]
]
(ζ)
+
[
(δ0 + Pǫ) ∗ [pǫ(s, t2) ∗ ‖Z(s)‖22k]
]
(ζ ′)
}
ds.

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In the next result, we present a chaos-series type bound for Z(t, ζ).
Lemma 5.7. For any k ≥ 1, t > 0 and ζ ∈ Ξ(t),
‖Z(t, ζ)‖2 ≤ 2([pǫ(0, t) ∗ ‖Z(0)‖22k ](ζ)) (5.31)
+ 2
∞∑
n=1
∫
~s∈∆n+1(t)
hǫ(s1, s2) . . . hǫ(sn, sn+1)Ψ(sn+1, ζ)ds1ds2 . . . dsn+1
where hǫ(si, si+1) = Cǫ
1/2min{1, (si − s)−1/2}1si≥si+1,
Ψn(sn+1, ζ) =
[
(δ0 + Pǫ)
n ∗ [pǫ(0, sn+1) ∗ ‖Z2(0)‖2k ]
]
(ζ)
and ∆n(t) = {~s ∈ (R≥0)n|t ≥ s1 ≥ . . . ≥ sn+1 ≥ 0}. Here, Pǫ denotes probability mass
function of Ri (see, (5.6) for definition). Note that here C is a finite constant depended only
on k.
Proof. Recall the decomposition of Z(t, x) in (5.9). Using one simple inequality, |x + y|2 ≤
2(x2 + y2), we have
‖Zǫ(t, ζ)‖22k ≤ 2(‖[pǫ(0, t) ∗ Zǫ(0)]‖2k)2 + 2
∥∥∥∥
∫ t
0
[pǫ(s, t) ∗ Zǫ(s)dM(s)](ζ)ds
∥∥∥∥
2
2k
. (5.32)
We use Jensen’s inequality to bound the first term on the right side of (5.32) by 2([pǫ(0, t) ∗
‖Zǫ(0)‖22k]). Moreover, one can also bound second term in (5.32) using (5.24). Thus, we get
‖Zǫ(t, ζ)‖22k ≤ 2([pǫ(0, t) ∗ ‖Zǫ(0)‖22k ]) (5.33)
+ Cǫ1/2
∫ t
0
min{1, (t − s)−1/2} [(δ0 + Pǫ) ∗ [pǫ(s, t) ∗ ‖Zǫ(s)‖22k]] (ζ)ds.
To this end, using successive recursion on ‖Z(s, .)‖22k in RHS of (5.33), one can get an asymp-
totic expansion. Furthermore, semi-group property [pǫ(t1, s) ∗ pǫ(s, t2)](.) = pǫ(t1, t2, .) and
the fact that Pǫ commutes with the semi-group {pǫ} helps in concluding the final step of the
inequality. 
Our next goal is to prove Proposition 5.1 with some refined estimates of the norms of
Zǫ(t, x). Below, we illustrate the idea in details.
Proof of Proposition 5.1: First, we prove the following moment estimates:
‖Zǫ(t, x)‖2k ≤ Ceǫτ |x|, (5.34)
‖Zǫ(t, x)− Zǫ(t, x′)‖2k ≤ C
(
ǫ|x− x′|)v eτǫ(|x|+|x′|), (5.35)
‖Zǫ(t, x)− Zǫ(t′, x)‖2k ≤ C
(
ǫ|t− t′|)α eτǫ|x|. (5.36)
for some α := v/2 ∧ 1/4, t, t′ ∈ (t1, ǫ−1T ], x, x′ ∈ Ξ(t) where T ∈ (0,∞) is fixed apriori and v
is exactly same as in (2.13). Once those are proved, we can make use of Kolmogorov-Chentsov
criteria to conclude the tightness of the sequence {Zǫ}ǫ.
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Proof of (5.34): We have ‖Z(0, x)‖2k ≤ eτǫ|x| from (2.12). One can further bound |ξ| by
|x− ξ|+ |x|. Thus, we have
[pǫ(0, t) ∗ ‖Z(0)‖22k ](x) ≤
∑
ξ∈Ξ(t)
pǫ(0, t, x − ξ) exp(2τǫ|x− ξ|) exp(2τǫ|x|) ≤ C exp(2τǫ|x|).
thanks to (5.11). Consequently, first term in RHS of (5.31) is bounded above by C exp(2τǫ|x|).
Using the same arguments, one can also bound [pǫ(0, sn+1) ∗ ‖Z(0)‖22k](x) of the second term
in (5.31) by C1 exp(2τǫ|x|). Furthermore, we know
x∑
ξ=−∞
Pǫ(x− ξ) exp(2τǫ|ξ|) ≤ exp(2τǫ|x|)
√
ǫ
∞∑
k=0
exp(−k√ǫ(νǫ − 2
√
ǫτ)) ≤ C2 exp(2τǫ|x|)
for some constant C2 when ǫ is small enough. Thus, we can conclude that [(δ0 + Pǫ)
n ∗
[pǫ(0, sn+1) ∗ Z(s)]](x) is bounded by C1Cn2 exp(2τǫ|x|) for all small ǫ. Interestingly, we can
now easily compute left over integral of the second term in the RHS of (5.31). It turns out
that
∫
~s∈∆n+1(t)
n∏
i=1
hǫ(si, si+1)ds1ds2 . . . dsn+1 ≤
(
(CΓ(1/2))2ǫt
)n/2
Γ(n/2)
. (5.37)
This makes the sum in (5.31) finite and thus helps us to conclude (5.34).
Proof of (5.35): We can decompose Z(t, x)− Z(t, x′) as
Z(t, x)− Z(t, x′) =
∑
ξ∈t
pǫ(0, t, ξ)
(
Z(t1, x− ξ)− Z(t1, x′ − ξ)
)
+
∫ t
0
∑
ξ∈Ξ(s,t)
(
pǫ(s, t, x− ξ)− pǫ(s, t, x′ − ξ)
)
Z(s, ξ)dM(s, ξ) (5.38)
Notice that we have the bound on pǫ(0, t, ζ)− pǫ(0, t, ζ ′) from Lemma 5.5. One can use (2.13)
to bound the first term on the RHS of (5.38) as noted down below.
‖[p(0, t) ∗ Z(0)](x)− [p(0, t) ∗ Z(0)](x′)‖2k
≤
∑
ξ∈Ξ(0,t)
pǫ(0, t, ξ)‖Z(0, x − ξ)− Z(0, x′ − ξ)‖2k
≤
∑
ξ∈Ξ(0,t)
pǫ(0, t, ξ)
(
ǫ|x− x′|)v exp (τǫ(|x− ξ|+ |x′ − ξ|))
≤ (ǫ|x− x′|)v exp (τǫ(|x|+ |x′|)) ∑
2ξ∈Ξ(0,t)
pǫ(0, t, ξ) exp(2τǫ|ξ|)
≤ C (ǫ|x− x′|)v exp (τǫ(|x|+ |x′|)) .
One can identify the term in the last line of (5.38) with Z∇,mg(t1, t, x, x′). It follows from
(5.34) that ‖Z(s, ξ)‖2k ≤ C exp(τǫ|ξ|) for all ξ ∈ Ξ(t1, s) and 0 ≤ s ≤ ǫ−1T where C only
depends on T . Using the bound |x − ξ| + |x| for |ξ| in exp(τǫ|ξ|), one can bound [pǫ(s, t) ∗
‖Z(s)‖22k](x) above by C exp(2τǫ|x|). Similarly, C exp(2τǫ|x′|) is also valid as an upper bound
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to [pǫ(s, t) ∗ ‖Z(s)‖22k](x′). So, the integrand in (5.24) can be bounded above by min{1, (t2 −
s)−(1+v)/2}1s≤t2C exp (2τǫ(|x|+ |x′|)) where t2 is equal to t and s ∈ (0, t). Consequently, we
can bound the ‖Z∇,mg(0, t, x, x′)‖2k by C(ǫ|x−x′|)v(ǫt)(1−v)/2 exp (τǫ(|x|+ |x′|)). This proves
(5.35) thanks to the fact t ∈ (0, ǫ−1T ].
Proof of (5.36): Assume t′ < t. We can write down the following:
Z(t, x)− Z(t′, x) =
∑
ξ∈Ξ(0,t)
p(0, t, ξ)Z(t1, x− ξ)−
∑
ξ′∈Ξ(t′)
p(0, t′, ξ′)Z(0, x− ξ′)
+
∫ t
t′
[pǫ(s, t) ∗ Z(s)dM(s)](x). (5.39)
Notice that the first term in the last line of (5.39) is exactly Zmg(t
′, t, x). Furthermore, using
semigroup property of pǫ, one can say∑
ξ∈Ξ(0,t)
pǫ(t1, t, ξ)Z(0, x − ξ) =
∑
ξ∈Ξ(t)
∑
ξ′∈Ξ(t′)
pǫ(0, t
′, ξ′)pǫ(t′, t, ξ − ξ′)Z(0, x − ξ)
=
∑
ξ′∈Ξ(0,t′)
pǫ(0, t
′, ξ′)
∑
ζ∈Ξ(t′,t)
pǫ(t
′, t, ζ)Z(0, x− ξ′ − ζ).
This helps us to analyse the first term in RHS of (5.39) in the following way.∥∥∥∥∥∥
∑
ξ∈Ξ(t)
p(0, t, ξ) Z(t1, x− ξ)−
∑
ξ′∈Ξ(t′)
p(0, t′, ξ′)Z(0, x − ξ′)
∥∥∥∥∥∥
2k
=
∑
ξ′∈Ξ(t′)
pǫ(0, t
′, ξ′)

 ∑
ζ∈Ξ(t′,t)
pǫ(t
′, t, ζ)
∥∥Z(0, x− ξ′ − ζ)− Z(0, x− ξ′)∥∥
2k


≤ C
∑
ξ′∈Ξ(t′)
pǫ(0, t
′, ξ′)
∑
ζ∈Ξ(t′,t)
ǫ|ζ|vpǫ(t′, t, ζ) exp
(
τǫ(|ζ|+ 2|x|+ 2|ξ′|))
≤ C(ǫ|t− t′|)v/2 exp(2τǫ|x|).
Note that we have used (5.13) in Proposition 5.5 in the last inequality. One can bound
‖Zmg(t′, t, x)‖2k using (5.24). Moreover, integrand in the RHS of (5.24) is bounded above
by
C
√
ǫ1t′≤s≤tmin{1, (t′ − s)−1/2} exp(2τǫ|x|)
thanks to (5.34). This enforces ‖Zmg(t′, t, x)‖22k to be bounded by C(ǫ|t − t′|)1/2 exp(2τǫ|x|).
Hence, the claim follows.
Proof of Proposition 2.12: First, we show (2.14). In Lemma 5.7, we multiply both side with
ǫ−2(1− exp(−λǫνǫ))2. Consequently, we get
‖Z˜(t, ζ)‖22k ≤2
(
[pǫ(0, t) ∗ Z˜(0)](ζ)
)2
+ 2
∞∑
n=1
∫
~s∈∆n+1(t)
h(s1, s2) . . . h(sn, sn+1)Ψ˜n(sn+1, ζ)ds1 . . . dsn+1
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where
Ψ˜n(sn+1, ζ) :=
[
(δ0 + Pǫ)
n ∗ ([pǫ(0, sn+1) ∗ Z˜(0)])2
]
(ζ). (5.40)
Note that Z˜(0, .) is now deterministic. Using the relation ǫ
∑
ζ∈Ξ(0) Z˜(0) = 1 and the upper
bound on pǫ(0, t, .) from (5.12), we further have∣∣∣[pǫ(0, t) ∗ Z˜(0)](x)∣∣∣ ≤ Cmin{ǫ−1/2, (ǫt)−1/2}.
Similarly, the term [pǫ(0, sn+1) ∗ Z˜(0)] inside Ψ˜n(sn+1, ζ) in (5.40) is also bounded above by
min{ǫ−1/2, (ǫsn+1)−1/2}. To that effect, one can bound the rest of the integral as
∫
~s∈∆n+1(t)
h(s1, s2) . . . h(sn, sn+1)(ǫsn+1)
−1/2ds1 . . . dsn+1 ≤
(
(CΓ(1/2))2ǫt
)n/2
Γ(n/2)
(5.41)
in the same way as in (5.37). Thus, for all t ∈ (0, ǫ−1T ], summing (5.41) over n ∈ Z+, we get
‖Z˜(t, x)‖22k ≤ C([pǫ(0, t) ∗ Z˜ǫ(0)](ζ))2 + exp((ǫt)1/2) ≤ C ′min{ǫ−1, (ǫt)−1} (5.42)
where the constants C,C ′ > 0 depend only on T . Thus the claim follows.
Now, we turn to show (2.15). To this end, multiplying Z(t, ζ)−Z(t, ζ ′) by ǫ−1(1−exp(−λǫνǫ)),
we get
‖Z˜(t, ζ)− Z˜(t, ζ ′)‖22k ≤ 2

 ∑
ξ∈Ξ(0)
|pǫ(0, t, ζ − ξ)− pǫ(0, t, ζ − ξ)|Z˜(0, ξ)


2
+ c‖Z˜∇,mg(0, t, ζ1, ζ ′1)‖22k
for some constant c. Using the bound on |pǫ(0, t, ζ − ξ) − pǫ(0, t, ζ − ξ)| from (5.13) and the
relation ǫ
∑
ζ∈Ξ(0) Z˜(0, ζ) = 1, one can get the following∑
ξ∈Ξ(0)
|pǫ(0, t, ζ − ξ)− pǫ(0, t, ζ − ξ)|Z˜(0, ξ) ≤ C(ǫ|ζ − ζ ′|)vmin{ǫ−
1+v
2 , (ǫt)−
1+v
2 }.
Moreover, substituting 2v in place of v and taking (t1, t2) = (0, t) in (5.25), we get
‖Z˜∇,mg(0, t, ζ, ζ ′)‖22k ≤ǫ
1+2v
2 |ζ − ζ|2v
∫
min{1, (t − s)−(1+2v)/2}
[
Ψ˜(s, t, ζ) + Ψ˜(s, t, ζ ′)
]
ds
(5.43)
where Ψ˜(s, t, ζ) :=
[
(δ0 + Pǫ) ∗ [pǫ(s, t) ∗ ‖Z˜(s)‖22k]
]
(ζ). One can further bound the integrand
on the right side in (5.43) using bound on ‖Z˜(s, ζ)‖22k from (5.42). Henceforth, this implies
‖Z˜∇,mg(0, t, ζ, ζ ′)‖22k ≤ C(ǫ|ζ − ζ ′|)2v(ǫt)−v+(1/2). (5.44)
But, we know ǫt ≤ T for all t ∈ (0, ǫ−1T ]. Thus, we can improve the bound on the right side
of (5.44) to C ′(ǫ|ζ − ζ|)2v(ǫt)−(1+v) where C ′ depends only on T .
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5.3. Proof of Proposition 5.2: The Martingale Problem
Before going into the details of the proof, we present a brief exposure on the martingale
problem from [BG97].
Definition 5.8. Let Z be a C([0,∞) × (−∞,∞)) valued process such that for any given
T > 0, there exists u <∞ such that
sup
t∈[0,T ]
sup
x∈R
e−u|x|E(Z(t, x)) <∞.
For such Z and ψ ∈ C∞c (R), let 〈Z(t), ψ〉 :=
∫
R
Z(t, x)ψ(x)dx. We say Z solves the martingale
problem with initial condition Zic ∈ C(R), if Z(0, .) = Zic(.) in distribution and
t 7→ Nψ(t) := 〈Z(t), ψ〉 − 〈Z(0), ψ〉 − 1
2
∫ t
0
〈
Z(τ), ∂
2ψ
∂x2
〉
dτ
t 7→ N ′ψ(t) := (Nψ(t))2 −
∫ t
0
〈Z2(τ), ψ2〉 dτ
are local martingales for any ψ ∈ C∞c (R).
It has been stated in [BG97], that for any initial condition Zic satisfying
‖Zic(x)‖2k ≤ Cea|x| for some a > 0,
the solution of the martingale problem stated above coincides with the solution of the SHE
with initial condition Zic. In our case, if we can show any limit point of {Zǫ}ǫ started from
Zic solves the martingale problem, then it follows from [BG97] that {Zǫ}ǫ converges to a
unique process which solves SHE with initial condition being Zic. For solving the martingale
problem, we have to have a discrete analogue of 〈Z(t), ψ〉 for any Zǫ. Note that we can take
〈Z(s), ψ〉ǫ = ǫ
∑
ξ∈Z
Z(t, ξ)ψ(ǫξ)
as the discrete analogue for 〈Zǫ(t), ψ〉. Let us divide (0,∞) into a number of disjoint sub-
intervals ∪∞i=1(si, si+1) where 0 = s1 < s2 < . . . and each has length ǫ. Let us assume that
sm ≤ t < sm+1. On the basis of decomposition of Z(t, x) in (5.9), one can say the following:
〈Z(t), ψ〉ǫ − 〈Z(0), ψ〉ǫ = ǫ
m−1∑
i=1
∑
ζ∈Ξ(si)

 ∑
ξ∈Ξ(si,si+1)+ζ
pǫ(si, si+1, ξ − ζ)ψ(ǫξ)− ψ(ǫζ)

Z(si, ζ)
+ ǫ
∑
ζ∈Ξ(si)

 ∑
ξ∈Ξ(sm,t)+ζ
pǫ(sm, t, ξ − ζ)ψ(ǫξ)− ψ(ǫζ)

Z(sm, ζ)
+ ǫ
m−1∑
i=1
∫ si+1
si
∑
ζ∈Ξ(s)

 ∑
ξ∈Ξ(s,si+1)+ζ
pǫ(s, si+1, ξ − ζ)ψ(ǫξ)

Z(s, ζ)dM(s, ζ)
+ ǫ
∫ t
sm
∑
ζ∈Ξ(s)

 ∑
ξ∈Ξ(s,t)+ζ
pǫ(s, si+1, ξ − ζ)ψ(ǫξ)

Z(s, ζ)dM(s, ζ).
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Let us define Rǫ(t) as
Rǫ(t) :=ǫ
m−1∑
i=1
∑
ζ∈Ξ(si)

 ∑
ξ∈Ξ(si,si+1)+ζ
pǫ(si, si+1, ξ − ζ)ψ(ǫξ)− ψ(ǫζ)

Z(s, ζ)ds
+ ǫ
∑
ζ∈Ξ(si)

 ∑
ξ∈Ξ(sm,t)+ζ
pǫ(sm, t, ξ − ζ)ψ(ǫξ)− ψ(ǫζ)

Z(sm, ζ).
Also, define
Nǫ(t) :=ǫ
m∑
i=1
∫ si+1
si
∑
ζ∈Ξ(s)

 ∑
ξ∈Ξ(s,si+1)
pǫ(s, si+1, ξ − ζ)ψ(ǫξ)

Z(s, ζ)dM(s, ζ)
+ ǫ
∫ t
sm
∑
ζ∈Ξ(s)

 ∑
ξ∈Ξ(s,t)+ζ
pǫ(s, si+1, ξ − ζ)ψ(ǫξ)

Z(s, ζ)dM(s, ζ).
Clearly, Nǫ(t) is a local martingale. Let us denote the quadratic variation of Nǫ(t) by Nˆǫ(t).
So, for showing that indeed any limit point of {Zǫ}ǫ solves the martingale problem, it is
enough to show the following:
E
∣∣〈Z(ǫ−1t), ψ〉ǫ − 〈Zǫ(t), ψ〉∣∣ → 0, (5.45)
E
∣∣∣∣Rǫ(ǫ−1t)−
∫ t
0
〈
Zǫ(s),
∂2ψ
∂x2
〉
ds
∣∣∣∣→ 0, (5.46)
E
∣∣∣∣Nˆǫ(ǫ−1t)−
∫ t
0
〈Z2ǫ (s), ψ2〉ds
∣∣∣∣→ 0. (5.47)
To prove (5.45) - (5.47), we need the following lemma.
Proof of (5.45): Here, we have to show that
〈Zǫ(t), ψ〉 =
∫
R
Zǫ(t, x)ψ(x)dx
and 〈Z(ǫ−1t), ψ〉ǫ are asymptotically same in L1. Notice that for x such that |x−ζ| ≤ 1 where
ζ ∈ Ξ(ǫ−1t), using smoothness of ψ and moment estimates from (5.34)-(5.36), one can say
that the sequences ǫ−v
(
Z(ǫ−1t, ζ)ψ(ǫζ)− Z(ǫ−1t, x)ψ(ǫx)) are L2k bounded for all k ∈ N.
This forces 〈Z(ǫ−1t), ψ〉ǫ − 〈Zǫ(t), ψ〉 to go to 0 in L1 as ǫ→ 0.
Proof of (5.46): Recall that subintervals {[si, si+1)}∞i=1 form a partition of (0,∞) such that
length of each of the interval is ǫ. Assume here that ǫsm ≤ t < ǫsm+1. Using the smoothness
of ψ, one can get∑
ξ∈Ξ(si,si+1)+ζ
pǫ(si,si+1, ξ − ζ)ψ(ǫξ)− ψ(ǫζ) = ǫψ′(ǫζ)
∑
ξ∈Ξ(si,si+1)
pǫ(si, si+1, ξ − ζ)(ξ − ζ)
+
∑
ξ∈Ξ(si,si+1)
ǫ2
1
2
(
∂2ψ
∂x2
(ǫζ) + o(ǫ)B(ζ)
)
pǫ(si, si+1, ξ − ζ)(ξ − ζ)2 (5.48)
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where B belongs to L2. Note that ∑ξ∈Ξ(s,t) pǫ(si, si+1, ξ − ζ)(ξ − ζ) = 0. This goes back to
the fact that mean under pǫ(si, si+1, .) is 0. Moreover,
∑
ξ∈Ξ(si,si+1) pǫ(si, si+1, ξ− ζ)(ξ− ζ)2 =
(si+1 − si)σ2ǫ = (si+1 − si) b
−1−1
1−bνǫ
1
(1−bνǫ )2 = (si+1 − si)(ν−1ǫ + O(ǫ))(νǫλǫ)−2ǫ−1. Recall from
Definition 2.7 that λǫ = ν
−3/2
ǫ . To this effect, we have
R1ǫ (ǫ
−1t) = ǫ
1
2
m∑
i=1
(si+1 − si)ǫ
∑
ζ∈Ξ(si)
Z(si, ζ)
(
∂2ψ
∂x2
(ǫζ) + o(ǫ)
)
(5.49)
=
1
2
ǫ
∫ tǫ−1
0
〈
Z(s),
∂2ψ
∂x2
〉
ǫ
ds+ o(ǫ)
∫ tǫ−1
0
〈Z(s),B〉ǫds+D.
Simple change of variable reduces first term in (5.49) to 2−1
∫ t
0
〈
Z(s), ∂
2ψ
∂x2
〉
ǫ
ds at a cost of
an error D. It follows from the moment estimates in (5.34)-(5.36) that D in (5.49) indeed
converges to 0 in L1 as ǫ → 0. Further, we know the fact that B is in L2. Thus, second
term also converegs to 0 in L1. Thereafter, one can use DCT along with (5.45) to conclude
L1 distance between
∫ t
0 〈Z(ǫ−1s), ∂2ψ/∂x2〉ǫds and
∫ t
0 〈Zǫ(s), ∂2ψ/∂x2〉ds converges to 0, thus
shows the claim.
Proof of (5.47): One can write
Nˆ(ǫ−1t) = ǫ2
m−1∑
i=1
∫ si+1
si
∑
ζ1,ζ2
ψζ1,ζ2(s, si+1)Z(s, ζ1)Z(s, ζ2)d〈M(s, ζ1),M(s, ζ2)〉
+ ǫ2
∫ t
sm
∑
ζ1,ζ2
ψζ1,ζ2(s, t)Z(s, ζ1)Z(s, ζ2)d〈M(s, ζ1),M(s, ζ2)〉
where
ψζ1,ζ2(s1, s2) =

 ∑
ξ∈Ξ(s1,s2)
pǫ(s1, s2, ξ − ζ1)ψ(ǫξ)



 ∑
ξ∈Ξ(s1,s2)
pǫ(s1, s2, ξ − ζ2)ψ(ǫξ)

 .
Recall from (5.10) that
(b−1 − 1)−2Z(t, ζ1)Z(t, ζ2)d〈M(t, ζ1),M(t, ζ2)〉
=
bνǫ|ζ1−ζ2|
1− bνǫ Z(t, ζ1 ∧ ζ2)
(
[pǫ(t, t+ dt) ∗ Z(t)](ζ1 ∧ ζ2)− (1− b
νǫ)b−1
b−1 − 1 Z(t, ζ1 ∧ ζ2)dt
)
.
Furthermore, one can write
[pǫ(t, t+ dt) ∗ Z(t)](x)− Z(t, x)dt =
∞∑
k=0
(1− bνǫ)bkνǫ (Z(t, x− k)− Z(t, x)) dt.
Using (5.35), we have∣∣∣∣∣
∞∑
k=0
(1− bνǫ)bkνǫ (Z(t, x− k)− Z(t, x))
∣∣∣∣∣ ≤
∞∑
k=0
√
ǫ|ǫk|v exp (−λǫνǫk√ǫ+ kǫ) = O(ǫv/2)
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for any t > 0. Moreover, one can deduce from (5.48) that
∑
ξ∈Ξ(s,si+1)
pǫ(s, si+1, ξ − ζ)ψ(ǫξ) = ψ(ǫζ) + ǫ1
2
∂2ψ
∂x2
(ǫζ)(si+1 − s) + o(ǫ2)B,
where B is in L2(R). Thus, we get Nˆ(ǫ−1t) equal to
m−1∑
i=1
∫ si+1
si
ǫ2
∑
ζ1,ζ2
ψζ1,ζ2(s, si+1)b
νǫ|ζ1−ζ2|(b−1 − 1)
(
bνǫ−1 − 1
1− bνǫ Z
2(s, ζ1 ∧ ζ2) +O(ǫv/2)
)
ds.
where ψζ1,ζ2(s, si+1) = ψ(ǫζ1)ψ(ǫζ2) + O(ǫ
2)B1. Further, the random variable B1 belongs to
L2. Note that νǫ > 0 (see Definition 2.7) is chosen in way so that it satisfies 1− νǫ = ν2ǫ . For
this specific choice of νǫ, we have
∑
ζ2≥ζ1
bνǫ|ζ1−ζ2|(b−1 − 1)b
νǫ−1 − 1
1− bνǫ = 1 +O(
√
ǫ).
Thereafter, using continuity of ψ, one can say further Nˆǫ(ǫ
−1t)−∫ t0 〈Z2(ǫ−1), ψ2〉ǫds converges
to 0 in L1 as ǫ→ 0. To this end, (5.45) shows ∫ t0 〈Z2(ǫ−1s), ψ2〉ǫds and ∫ t0 〈Z2ǫ (s), ψ2〉ds both
has same L1 limit and hence, completes the proof.
Appendix A: Fredholm Determinant
We start with the definition of Fredholm determinant.
Definition A.1. LetK(x, y) be the meromorphic function of two complex variable, invariably
referred as kernel in the literature. Let Γ ⊂ C be a curve. Assume that K has no singularities
on Γ× Γ. Then the Fredholm determinant det(I +K) of the kernel K is defined as the sum
of the series of the complex integrals
det(I +K) =
∑
n≥0
1
n!(2πi)n
∫
Γ
. . .
∫
Γ
det (K(zi, zj))
n
i,j=1 dz1, . . . dzn. (A.1)
Remark 1. In the usual definition of the kernel of Fredholm determinant (see, [Sim05, Chap-
ter 5]), there is no such pre-factor of 1/(2πi)n as in (A.1). Furthermore, to show the absolute
convergence of the series in (A.1), one need to have suitable control on supx∈Γ |K(x, z)|. To
that end, following inequality (see, [Bha97, Exercise 1.1.3]) proves the absolute convergence.
Lemma A.2 (Hadamard Inequality). If D is a N ×N complex matrix, then
|det(D)| ≤
N∏
i=1
√√√√ n∑
j=1
D2ij.
Corollary A.3. Let Γ be a curve. Kernel K is defined over Γ×Γ. Furthermore, supx∈Γ |K(x, z)| ≤
K(z), where K(z) satisfies
∫
ΓK(z)dz <∞. Then series in (A.1) converges absolutely.
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In the next lemma, we show that Fredholm determinant of the limiting kernel in (4.57) is
the Gaussian distribution function. Although, we couldn’t find a direct proof that result, we
believe that it is quite well known. For the sake of clarity, we present here a short proof.
Lemma A.4. Consider a piecewise linear infinite curve Γ which extends linearly from −δ +
∞e−π/6 to −δ and from −δ to −δ +∞eπ/6. Let us define the kernel KG for any two points
w,w′ ∈ Γ as
KG :=
1
2πi
∫
−2δ+R
exp
(
v2
2 − w
2
2 + s(v −w)
)
(v − w)(v − w′)
v
w
dv.
Then,
det(1 +KG)L2(Γ) =
∫ s
−∞
1√
2π
e−z
2/2dz.
Proof. To begin with, notice that for all v on the line −2δ + iR, Re(v − w) < 0 whenever
w ∈ Γ. Thus, we can write exp(s(v − w)) = (v − w) ∫∞s exp(z(v − w))dz. Fix any σ ∈ S(n).
To this end, we have∫
Γ
. . .
∫
Γ
K(w1, wσ(1))K(w2, wσ(2)) . . . K(wn, wσ(n))dw1, . . . dwn (A.2)
=
1
(2πi)n
∫
Γn
∫
(−2δ+iR)n
exp
(∑n
i=1
(
v2i
2 −
w2i
2 + s(vi − wi)
))
∏n
i=1(vi − wi)(vi − wσ(i))
vi
wi
n∏
i=1
dvi
∏
i=1
dwi
=
1
(2πi)n
∫
Γn
∫
(−2δ+iR)n
∫
[−s,∞)n
exp
(∑n
i=1
(
v2i
2 −
w2i
2 + zi(vi − wi)
))
∏n
i=1(vi − wσ(i))
vi
wi
n∏
i=1
dzi
n∏
i=1
dvi
n∏
i=1
dwi
=
1
(2πi)n
∫
[s,∞)n
∫
(−2δ+iR)n
∫
Γn
exp
(∑n
i=1
(
v2i
2 −
w2i
2 + zi(vi − wi)
))
∏n
i=1(vi −wσ(i))
vi
wi
n∏
i=1
dwi
n∏
i=1
dvi
n∏
i=1
dzi.
Define a piecewise linear curve Γr which extends linearly from −δ + re−iπ/6 to −δ and from
−δ to −δ+ reiπ/6. Notice that Γr tends to Γ as r →∞. Denote the closed contour formed by
Γ and the line joining −δ + re−iπ/6 to −δ + reiπ/6 as Γ˜r. As r increases, integrand inside the
paranthesis of the last line in (A.2) exponentially decays to zero uniformly for all w ∈ Γ˜r\Γr.
Consequently, the integral over Γ˜r will converges to the integral over Γ. Thus, computing the
integral over Γn boils down to finding out the residue of the integrand at z1 = . . . = zn = 0
because these are the only poles sitting inside the contour Γ˜nr for all large value of r. Thereafter,
∫
Γn
exp
(∑n
i=1
(
v2i
2 −
w2i
2 + zi(vi − wi)
))
∏n
i=1(vi − wσ(i))
vi
wi
n∏
i=1
dwi = exp
(
n∑
i=1
(
v2i
2
+ zivi
))
.
imsart-generic ver. 2011/11/15 file: HL-PushTASEPandItsKPZLimit.tex date: January 26, 2017
Ghosal/HL-PushTASEP & its KPZ limit 63
Using the analytic behavior of the function exp(2−1v2 + vz), one can argue further
∫
(−2δ+iR)n
exp
(
n∑
i=1
(
v2i
2
+ zivi
)) n∏
i=1
dvi =
∫
(−i∞,i∞)n
exp
(
n∑
i=1
(
v2i
2
+ zivi
)) n∏
i=1
dvi
= (
√
2πi)n exp
(
−
n∑
i=1
z2i
)
.
To this end, multiple integral in (A.2) becomes equal to (1− Φ(s))n where Φ(.) is the distri-
bution function of standard normal distribution. This implies for all n ≥ 2∫
Γ
. . .
∫
Γ
det(K(wi, wj))
n
i,j=1dw1 . . . dwn = 0.
Thus, we have det(1+KG)L2(Γ) = 1− (1−Φ(s)) = Φ(s). Hence, this completes the proof. 
Appendix B: eigenfunction of the Transition Matrix in HL-PushTASEP
Proof of Proposition 3.1: Here, we sketch a proof of the present proposition extending
the arguments in [BCG16, Theorem 3.4] in the continuous case. Let us define N functions
gi(xi, xi+1, . . . , xN ; zi, zi+1, . . . , zN ) as follows
gi(xi, xi+1, . . . , xN ; z1, z2, . . . , zN ) =
∑
(yi,...,yN )
T (t,t+dt)i ((xi, . . . , xN )→ (yi, . . . , yN )) zyii . . . zyNN
where T t,t+dti (.) denotes the probability of the transition from the configuration (xi, . . . , xN )
to (yi, . . . , yN ) once the particle at position xi gets excited in the time interval (t, t+ dt). For
convenience, let us consider
gi(xi, xi+1, . . . , xN ; zi, zi+1, . . . , zN ) := g
(1)(xi, xi+1, . . . , xN ; zi, zi+1, . . . , zN )
+ g
(2)
i (xi, xi+1, . . . , xN ; zi, zi+1, . . . , zN ). (B.1)
Subsequently, we describe two new functions introduced in (B.1) as follows. In the expansion of
gi, one can note the contribution of the event that the particle at position xi moves by j-steps
where 1 ≤ j < xi+1−xi in the time gap (t, t+dt) is zi1−bzi (z
xi
i −bxi+1−xi−1zxi+1−1i )zxi+1i+1 . . . zxNN .
Thus, define
g
(1)
i (xi, . . . , xN ; zi, . . . , zN ) =
zi(1− b)
1− bzi (z
xi
i − bxi+1−xi−1zxi+1−1i )zxi+1i+1 . . . zxNN .
Lastly, g(2) takes account of the event that particle at xi jumps to the position xi+1 and
consequently, particle which was previously there in xi+1 starts to hop to the right in the
same fashion. To this end, one can write
g
(2)
i (xi, . . . , xN ; zi, . . . , zN ) = b
xi+1−xi−1zxi+1i gi+1(xi+1, . . . , xN ; zi, . . . , zN ).
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Let us define a function g as
g(x1, . . . , xN ; z1, . . . , zN ) :=
∑
(y1,...,yN )
T (t,t+dt) ((x1, . . . , xN )→ (y1, . . . , yN )) zyii . . . zyNN
where T (t,t+dt) denotes the transfer matrix in the interval (t, t + dt). Naively, g acts as a
probability generating function in the infinitesimal time interval (t, t + dt). In what follows,
it is easy to see how g and gi’s are connected
g(x1, . . . , xN ; z1, . . . , zN ) =
N∑
i=1
zx11 . . . z
xi−1
i−1 gi(xi, xi+1, . . . , xN ; zi, zi+1, . . . , zN )dt.
If we take N = 2, then we get
g(x1, x2; z1, z2) =
z1(1− b)
1− bz1 (z
x1
1 − bx2−x1−1zx2−11 )zx22 dt+
zx2+12 (1− b)
1− bz2 (b
x2−x1−1zx21 + z
x1
1 )dt.
Let us consider S12g(x1, x2; z1, z2)+S21g(x1, x2; z2, z1) for some functions S12 and S21 of z1, z2.
One can write
S12g(x1, x2; z1, z2) + S21g(x1, x2; z2, z1) =
(
z1(1− b)
1− bz1 +
z2(1− b)
1− bz2
)
(S12zx11 zx22 + S21zx12 zx21 )dt
+ (1− b)(z1z2)x2bx2−x1−1
(
S12
[
z2
1− bz2 −
1
1− bz1
]
+ S21
[
z1
1− bz1 −
1
1− bz2
])
dt.
Thus, on taking S12 = 1 − (1 + b)z1 + bz1z2 and S12 = −1 + (1 + b)z2 − bz1z2, one can note
that S12zx11 zx22 + S21zx21 zx12 is an eigenfunction of the transfer matrix T with the eigenvalue
z1(1−b)
1−bz1 +
z2(1−b)
1−bz2 in the interval (t, t+dt). One can also scale S12 and S21 by 1−(1+b)z1+bz1z2
without any major consequences. To obtain the eigenfunction and eigenvalues for any N , we
use induction. Assume N = n− 1 and∑
σ∈S(n−1)
Aσg(x1, x2, . . . , xn−1; zσ(1), zσ(2), . . . , zσ(n−1)) (B.2)
= (1− b)
(
n−1∑
i=1
zi
1− bzi
) ∑
σ∈S(n−1)
Aσz
x1
σ(1) . . . z
xn−1
σ(n−1)

 dt
where
Aσ :=
∏
1≤i<j≤n−1
(−1)σ 1− (1 + b)zσ(i) + bzσ(i)zσ(j)
1− (1 + b)zi + bzizj .
We need to show that (B.2) holds even when N = n. Consider the following∑
σ∈S(n)
Aσg(x1, x2, . . . , xn; zσ(1), zσ(2), . . . , zσ(n)) = (I) + (II) + (III)
imsart-generic ver. 2011/11/15 file: HL-PushTASEPandItsKPZLimit.tex date: January 26, 2017
Ghosal/HL-PushTASEP & its KPZ limit 65
where
(I) : =
∑
(y1,y2,...,yn)
y1=x1
T (t,t+dt) ((x1, . . . , xn)→ (y1, . . . , yn))


n∑
j=1
∑
σ∈S(n)
σ(1)=j
Aσ
∏
zyiσ(i)

 , (B.3)
=
n∑
j=1
(1− b)

 n∑
i=1
i 6=j
zi
1− bzi



 ∑
σ∈S(n)
Aσz
x1
σ(1)z
x2
σ(2) . . . z
xn
σ(n)

 dt,
(II) : =
∑
(y1,y2,...,yn)
x1<y1<x2
T (t,t+dt) ((x1, . . . , xn)→ (y1, . . . , yn))

 ∑
σ∈S(n)
Aσ
∏
zyiσ(i)


= (1− b)
∑
σ∈S(n)
Aσ
(
zσ(1)
1− bzσ(1)
−
bx2−x1−1zx2−x1σ(1)
1− bzσ(1)
)
zx1σ(1)z
x2
σ(2) . . . z
xn
σ(n)dt,
and
(III) : =
∑
(y1,y2,...,yn)
y1=x2
T (t,t+dt) ((x1, . . . , xn)→ (y1, . . . , yn))

 ∑
σ∈S(n)
Aσ
∏
zyiσ(i)


= (1− b)bx2−x1−1
∑
σ∈S(n)
Aσ
(
zσ(2)
1− bzσ(2)
−
bx3−x2−1zx3−x2σ(2)
1− bzσ(2)
)
zx1σ(1)z
x2
σ(2) . . . z
xn
σ(n)dt
+
∑
(y1,y2,...,yn)
y1=x2,y2=x3
T (t,t+dt) ((x1, . . . , xn)→ (y1, . . . , yn))

 ∑
σ∈S(n)
Aσ
∏
zyiσ(i)

 .
For any σ ∈ S(n), one can note that
Aσ
[
zx2−x1
σ(1)
1− bzσ(1)
− zσ(2)
1− bzσ(2)
]
(zσ(1)zσ(2))
x2 = −Aσ′
[
zx2−x1
σ′(1)
1− bzσ′(1)
− zσ′(2)
1− bzσ′(2)
]
(zσ′(1)zσ′(2))
x2
where σ′ = (1, 2) ∗ σ. Thus, there will be telescopic cancellations of large number of terms in
the sum (II) + (III). To that effect, we would have
(II) + (III) = (1− b)
∑
σ∈S(n)
Aσ
zσ(1)
1− bzσ(1)
zx1σ(1)z
x2
σ(2) . . . z
xn
σ(n)dt (B.4)
and consequently, adding (B.3) and (B.4) shows (B.2) when N = n. To this end, denoting
the transfer matrix for exactly m-many clock counts in the interval (0, t) by T (0,t)m (.), one can
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deduce
∑
(y1,...,yN )
T (0,t)m ((x1, . . . , xN )→ (y1, . . . , yN ))

 ∑
σ∈S(n)
Aσz
y1
σ(1) . . . z
yN
σ(N)

 (B.5)
=
∫
(t0,...,tm+1)∈∆(t)
(
N∑
i=1
(1− b)zi
(1− bzi)
)m ∑
σ∈S(n)
Aσz
x1
σ(1) . . . z
xN
σ(N)

 m∏
k=1
exp(−N(tk − tk−1))dtk
= exp(−Nt) 1
m!
(
t
N∑
i=1
(1− b)zi
(1− bzi)
)m ∑
σ∈S(n)
Aσz
x1
σ(1)
. . . zxN
σ(N)


where ∆(t1, . . . , tm+1) = {0 = t0 < t1 < t2 < . . . < tm+1 = t}. Note that exp(−N(tk − tk−1))
term inside the integral above accounts for the probability that N independent clocks associ-
ated with N particles do not ring in the interval (tk−1, tk). Once any of the N clock rings, it
results in a factor of
∑N
i=1
(1−b)zi
(1−bzi) at the front. Thus, m many clock counts add upto m such
factors. Using (B.5), one can further deduce
∑
(y1,...,yn)
T (N)t ((x1, . . . , xN )→ (y1, . . . , yN ))

 ∑
σ∈S(N)
Aσz
y1
σ(1) . . . z
yN
σ(N)


=
∞∑
m=0
∑
(y1,...,yn)
T (0,t)m ((x1, . . . , xN )→ (y1, . . . , yN ))

 ∑
σ∈S(N)
Aσz
y1
σ(1) . . . z
yN
σ(N)


=
∞∑
m=0
exp(−Nt) 1
m!
(
t
N∑
i=1
(1− b)zi
(1− bzi)
)m ∑
σ∈S(n)
Aσz
x1
σ(1) . . . z
xN
σ(N)


= exp
(
−
N∑
i=1
1− zi
1− bzi
) ∑
σ∈S(n)
Aσz
x1
σ(1) . . . z
xN
σ(N)

 .
This completes the proof.
Appendix C: Moment Formula
Proof of Proposition 3.4: In what follows, we first find out the moment formula with
the initially N many particles. First, we claim that under step Bernoulli initial condition the
probability of transition of m-th particle to x by time t in HL-PushTASEP is given as
Pstepb(xm(t) = x; t) = (−1)m−1bm(m−1)/2
∑
m≤k≤N
∑
|S|=k
bκ(S,Z>0)−mk−k(k−1)/2ρSk
(
k − 1
m− 1
)
b
× 1
(2πi)k
∮
. . .
∮ ∏
1≤i<j≤k
zj − zi
1− (1 + b−1)zi + b−1zizj)
k∏
i=1
(
1
1− (1− ρ)z−1i · · · z−1k
)Si−Si−1
× 1−
∏k
i=1 zi∏k
i=1(1− zi)
k∏
i=1
zx−Si−1i exp
(
−t 1− z
−1
i
1− bz−1i
)
dzi, (C.1)
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where S = {S1, . . . , Sk} with 1 ≤ S1 < S2 < . . . < Sk ≤ N and κ(S,Z>0) counts the sum of the
elements in S. One can note that when HL-PushTASEP is started with particles at N ordered
places (y1, . . . , yn) (call it Y) in Z≥0, we can have an explicit expression of P~y(xm(t) = x; t)
given in Theorem 3.3. To put all the ingredients together, let us just recall the formula of
P~y(xm(t) = x; t) given there. For a fixed N ≥ 0, when the initial data is ~y = (y1, . . . , yN ),
then
P~y(xm(t) = x; t) = (−1)m−1bm(m−1)/2
∑
m≤k≤N
∑
|S|=k
bκ(S,Z>0)−mk−k(k−1)/2
(
k − 1
m− 1
)
b
× 1
(2πi)k
∮
. . .
∮ ∏
i,j∈S,i<j
zj − zi
1− (1 + b−1)zi + b−1zizj)
× 1−
∏
i∈S zi∏
i∈S(1− zi)
∏
i∈S
zx−yi−1i exp
(
−t 1− z
−1
i
1− bz−1i
)
dzi, (C.2)
where κ(S,Z>0) is the sum of the element in S. The term which relates initial data with
P~y(xm(t) = x; t) in (C.2), is z
−yi
i for i ∈ S. To obtain the result in case of step initial condition,
we have to sum over all ~y by multiplying P~y(xm(t) = x; t) with appropriate probability. Let
us introduce k-many new variables t1, . . . , tk which are defined as
t1 := S1 − 1, t2 := S1 − S2 − 1, . . . , tk := Sk − Sk−1 − 1.
To this end, we can write down Si in terms of ti by Si =
∑i
j=1 ti + i. So, initially, we would
have the configuration yS1 = S1 + ii, . . . , ySk = Sk +
∑k
l=1 il with probability
ρSk
k∏
l=1
(
tl + il
tl
)
(1− ρ)il .
One can note that
∑
i1,...,ik≥0
k∏
j=1
(
tj + ij
tj
)
(1− ρ)ijz−Sj+
∑j
l=1 il
Sj
=
k∏
j=1
z
−Sj
Sj
(
1
1− (1− ρ)z−1Sj · · · z−1Sk
)tj+1
.(C.3)
Now,
∏k
j=1 z
−Sj
Sj
in (C.3) counts for the replacement of
∏
i∈S z
x−yi−1
i in (C.2) with
∏k
i=1 z
x−Si−1
i
in (C.1), whereas extra factor in second line of (C.1) comes from the second term at the end
of the right side in (C.3). Thus, the claim is proved.
Now, we turn to showing the moment formula. Given any L ∈ N, we multiply (C.1) by bmL
and sum over all 1 ≤ m ≤ N . Let us note down the following result (see, [AAR99, Theorem
10.2.1]) known as q- binomial Theorem. For any q, t ∈ C such that |q| 6= 1 and any positive
integer n, we have
n−1∏
i=0
(1 + qit) =
n∑
k=0
qk(k−1)/2
(
n
k
)
q
tk. (C.4)
Thus, using (C.4), one can write
k∑
m=1
(−1)m−1bm(m−1)/−mk+mL
(
k − 1
m− 1
)
b
= bL−k
k−2∏
i=0
(1− b1−k+L.b).
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To that effect, we get
Estepb
(
bLNx(t)ηx(t)
)
=
min(L,N)∑
k=1
(
k−2∏
i=0
(1− b1−k+L.b)
) ∑
|S|=k
bκ(S,Z>0)−k(k−1)/2+L−kρSk
× 1
(2πi)k
∮
. . .
∮ ∏
1≤i<j≤k
zj − zi
1− (1 + b−1)zi + b−1zizj
k∏
i=1
(
1
1− (1− ρ)z−1i · · · z−1k
)Si−Si−1
× 1−
∏k
i=1 zi∏k
i=1(1− zi)
k∏
i=1
zx−Si−1i exp
(
−t 1− z
−1
i
1− bz−1i
)
dzi, (C.5)
where S = {S1, . . . , Sk} with 1 ≤ S1 < S2 < . . . < Sk ≤ N and κ(S,Z>0) counts the sum
of the elements in S. Letting N → ∞, we sum (C.5) over all possible k ordered subsets
1 ≤ S1 < S2 < . . . < Sk of various sizes. This infinite sum can be simplified in the following
way
∑
1≤S1<S2<...<Sk
bS1+...+SkρSk
k∏
i=1
z−Sii
(
1
1− (1− ρ)z−1i · · · z−1k
)Si−Si−1
=
k∏
i=1
ρ(b/zi)···(b/zk)
1−(1−ρ)z−1i ···z−1k
1− ρ(b/zi)···(b/zk)
1−(1−ρ)z−1i ···z−1k
= bk(k+1)/2ρk
1
zi · · · zk − (1− ρ)− bk−i+1ρ
.
In what follows, we use a symmetrization identity from [TW09a, Section III] to conclude that
Estepb
(
bLNx(t)ηx(t)
)
=
L∑
k=1
(
k−2∏
i=1
(1− b1−k+Lbi)
)
b−k(k−1)/2+L−kρk
(b−1; b−1)k
× 1
(2πi)k
∮
. . .
∮ ∏
1≤i<j≤k
zj − zi
1− (1 + b−1)zi + b−1zizj
(
1−
k∏
i=1
zi
)
×
k∏
i=1
zxi (b
−1 − 1)
(ρ+ (1− ρ)b−1 − zib−1)(1− zi) exp
(
−t 1− z
−1
i
1− bz−1i
)
dzi. (C.6)
Moreover, following recursion
bLNx(t) = bLNx−1(t) + bLNx(t)ηt(x)
(
1− b−L) = . . . = (1− b−L) x∑
y=−∞
ηt(x)b
LNx(t) + lim
y→∞ b
LNy(t)
= (1− b−L)
x∑
y=−∞
ηt(x)b
LNx(t) + 1
cancels out the term (1−∏ki=1 zi) from (C.6), thus yielding E(bLNx(t)) in (3.4) from E(bLNx(t)ηx(t)).

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