Abstract: Wavelength-division multiplexing (WDM) has been the workhorse of data networks, accommodating exponential traffic growth for two decades. Recently, however, progress in WDM capacity research has markedly slowed down as experiments are closely approaching fundamental Shannon limits of nonlinear fiber transmission. Space-division multiplexing (SDM) is expected to further scale network capacities, using parallel strands of single-mode fiber, uncoupled or coupled cores of multicore fiber, or even individual modes of few-mode fiber in combination with multiple-input-multiple-output (MIMO) digital signal processing. At the beginning of a new era in optical communications, we review initial research in SDM technologies and address some of the key challenges ahead.
Exponentially Increasing Traffic Demands and the Role of WDM
Network traffic has been growing exponentially over the past two decades, at 30 to 60% per year, depending on the nature and penetration of services offered by network operators in different geographic regions [1] , [2] . The growing number of applications relying on machine-to-machine traffic and cloud computing are accelerating this growth for data-centric operators as the network is increasingly taking the role of a distributed computer interface, whose bandwidth demands are proportional to the system's processing power due to Amdahl's rule of thumb [3] , and are hence evolving at close to 90% per year [4] .
The demand for communication bandwidth has been economically met by wavelength-division multiplexing (WDM), researched, developed, and abundantly deployed since the early 1990s [5] . At first, WDM capacities increased at around 80% per year, predominantly through improvements in optoelectronic device technologies. By the early 2000s, lasers had reached Gigahertz frequency stabilities, optical filters had bandwidths allowing for 50-GHz WDM channel spacings, and 40-Gb/s optical signals filled up these frequency slots. At this remarkable point in time where Boptical and electronic bandwidths met,[ optical communications had to shift from physics toward communications engineering to increase spectral efficiencies, i.e., to pack more information into the limited ($5-THz) bandwidth of optical amplifiers. Consequently, the last decade has seen a vast adoption of concepts from radio-frequency communications, such as advanced modulation formats [6] , coherent detection [7] , considered mostly for free-space applications over the past two decades [8] , and sophisticated digital signal processing (DSP) [9] . The transition to digital coherent systems was aided by the fact that coherent detection naturally enables the exploitation of both quadratures and polarizations of the optical field, which reduced symbol rates by a factor of 4 and brought signals within the reach of fast analog-to-digital converters (ADCs). Commercial coherent systems for fiber-optic networks were introduced at 40 and 100 Gb/s in 2008 and 2010, using polarization-division multiplexed (PDM) quadrature phase-shift keying (QPSK) at 11.5 and 28 GBaud, based on customdesigned CMOS ASICs to handle the massive required DSP functions for adaptive polarization tracking, chromatic dispersion compensation, and forward error correction (FEC).
Today's commercial WDM systems transmit close to 10 Tb/s of traffic at 100 Gb/s per wavelength. In research, interface rates of 640 Gb/s have been achieved using polarization multiplexed quadrature amplitude modulation (QAM) at a symbol rate of 80 GBaud [10] . Higher interface rates of 1 Tb/s and beyond are achieved through orthogonal frequency division multiplexed (OFDM) coherent optical superchannels [11] , and the 100-Tb/s per-fiber capacity mark has recently been reached [12] , [13] . However, capacities of conventional single-mode fiber systems are not expected to grow much further. Capacity increases in WDM research have slowed down from about 80% per year in the 1990s to about 20% per year since 2002, with a similar trend observed in commercial systems [1] , [6] . This trend is explained by recent studies on the nonlinear Shannon capacity of optical networks [14] : Research experiments have approached their fundamental limits to within a factor of $2. This is visualized in Fig. 1(a) , showing the February 2012 status of experimental WDM research spectral efficiencies (green, circles) together with the nonlinear Shannon limit [14] (black) versus transmission distance. More spectrally efficient higherorder modulation comes at the expense of reduced transmission reach due to a lower tolerance to optical amplifier noise and other signal impairments of practical importance such as laser phase noise, ADC resolution, or crosstalk. Advances in low-loss or low-nonlinearity fiber will not be able to change this picture significantly [15] . Today's commercial systems, operating at $2 b/s/Hz over $2000 km of fiber, are represented by the open square in Fig. 1(a) . Assuming a 30 to 60% traffic growth per year, spectral efficiencies of 20 b/s/Hz (over the same, geography-enforced distances) will be needed in commercial systems within 5 to 10 years (open triangle), which is well beyond the Shannon limit. This observation leads to the notion of an imminent Boptical networks capacity crunch[ [16] . Fig. 1(a) compares two approaches that may be taken to scale network capacities. The first option uses a concatenation of high-spectral-efficiency systems, shifting the baseline curve (green) to the right (red) by the number of regeneration spans. The scalability problem of this solution is immediately evident: With today's experimental records as a baseline, a target spectral efficiency of 20 b/s/Hz over 2000 km would require around 1500 1.3-km regeneration spans using, e.g., PDM 4096-QAM with rectangular spectral shaping and about 20% FEC overhead. In contrast, a parallel approach may be taken. This can be done using multiple optical amplification bands or, likely more scalably, multiple parallel optical paths, referred to as spatial multiplexing or space-division multiplexing (SDM): With just 3 parallel optical paths at 7 bits/s/Hz each (e.g., using PDM 32-QAM), the desired aggregate capacity is achieved with a total of 3 transponders. The almost 3 orders of magnitude difference in transponder count between the two solutions clearly points to SDM as the preferred solution for network capacity growth [17] . Looking at Fig. 1(b) , which shows the known physical dimensions that can be exploited for optical modulation and multiplexing, SDM appears to be the only option to significantly scale optical system capacities.
Spatial Multiplexing to Overcome the Capacity Crunch
Deploying SDM in its most trivial form by using parallel optical line systems is a scalable but not yet an economically sustainable path forward, since it still does not reduce the cost or energy per bit compared with today's systems: M parallel systems carry M times the capacity at M times the cost or energy. Commercially successful SDM technologies will be expected to scale capacity with a similar per-bit cost and energy reduction as WDM ($20% per year [18] ), leveraging integration and sharing system components among spatial and spectral channels. Integration may take place on a system and network level, on a transponder [19] , [20] and DSP level, on an optical amplifier level [21] , [22] , and on a fiber level [23] - [25] . Since integration generally comes at the expense of crosstalk among parallel paths, proper crosstalk management will be an important aspect of SDM systems. In addition, SDM will have to allow for smooth system upgrades, reusing as much as possible the deployed WDM infrastructure. Initial global efforts in SDM research are reviewed in [26] and [27] .
Spatial Multiplexing in the Low-Crosstalk Regime
Whether a given level of crosstalk can be treated as a system impairment or needs to be actively compensated depends on the underlying modulation format; while QPSK tolerates as much as À15 dB of crosstalk for a 1-dB signal-to-noise ratio penalty, 64-QAM tolerates only about À30 dB [28] . A key challenge associated with nominally uncoupled SDM systems will hence be to ensure sufficiently low crosstalk over long-haul, optically networked transmission distances, including integrated transponders, amplifiers, splices, connectors, SDM fibers, and network elements such as spatial and spectral crossconnects.
Recently, low-crosstalk 7-core [29] , [30] and 19-core [31] fiber for SDM has been reported, and impressive system experiments have been performed, including record per-fiber capacities of 109 Tb/s [32] , 112 Tb/s [29] , and 305 Tb/s [31] over up to several ten kilometers, as well as Tb/s SDM transmission over 2688 km [33] and an aggregate per-fiber spectral efficiency of 60 b/s/Hz [34] . The latter two results are visualized by yellow asterisks in Fig. 1(a) , well beyond the nonlinear Shannon limit for single-mode fiber.
Spatial Multiplexing With High Crosstalk and MIMO Processing
If crosstalk rises to levels where it induces unacceptable transmission penalties, multiple-inputmultiple-output (MIMO) techniques, originally developed for wireless systems [35] , can be used. If SDM transponders are able to selectively excite and coherently detect the complete orthonormal set of modes whose propagation is supported by the transmission waveguide, and if the transmission properties of each mode in terms of fiber nonlinearities and noise are comparable with those of a single-mode waveguide, a reliable M-fold capacity gain can be achieved [36] . Some of the key challenges associated with MIMO-SDM systems are the implementation of scalable coupled-mode waveguides with differential group delays small enough to be handled by MIMO-DSP, of optical amplifiers with low mode-dependent gain and noise variations, as well as of spatial and spectral crossconnects operating outside the well-defined boundaries of single-mode optics. Importantly, tradeoffs between linear and nonlinear coupled-mode optical propagation characteristics and the need for joint optoelectronic interfacing, digitizing, and MIMO processing of M high-speed signals will limit the maximum feasible number of coupled modes. Determining the right balance between coupled and uncoupled SDM transmission paths, both from an optical and from an electronic point of view, will hence be a critical consideration in the evolution of SDM technologies.
Recently, several impressive experimental demonstrations of coupled-mode MIMO-SDM transport have been reported, including up to 4200-km transmission of six spatial and polarization modes over microstructured [37] and few-mode [38] fiber, MIMO-SDM using up to 5 partially coupled spatial modes [39] , and discrete [40] , [41] as well as distributed Raman [42] amplification of few-mode signals.
Conclusions
After a decade of physics-oriented WDM research followed by a decade of applying advanced communications engineering principles to fiber-optic systems, optical transport networks research is entering the new era of spatial multiplexing, which presents a large number of interdisciplinary challenges to develop technologies that may be able to overcome the looming optical network capacity crunch.
