There is growing interest in quantitatively analyzing in vivo image data, as this facilitates objective comparisons and measurement of effect. In this regard, people increasingly turn to pharmacokinetic models and estimation of parameters of such models. In this work several parameter estimation methodologies were compared within the context of the most common pharmacokinetic model used in positron emission tomography imaging to describe glucose metabolism and receptor-ligand interactions at tracer concentrations. Simulated data were generated with 1000 realizations at each of 5 different noise levels. Estimates of the kinetic parameters were made for each realization using seven iterative, nonlinear estimation methodologies: ordinary least squares ͑OLS͒, weighted least squares ͑WLS͒, penalized weighted least squares ͑PWLS͒, iteratively reweighted least squares ͑IRLS͒, and variations of extended least squares ͑ELS0, ELS1, ELS3͒. Additionally, generalized linear least squares ͑GLLS͒ was also used. With relatively noise-free data, the iterative nonlinear estimation methods generally produced low-bias, high-precision parameter estimates, whereas with GLLS the bias was more prominent. Greater distinction between the estimation methods was seen at the higher, more realistic noise levels, with ELS and IRLS methods generally achieving better precision than the other methods. At the high noise levels WLS, GLLS, and PWLS yielded parameter estimates with large bias ͑Ͼ200% ͒ for some kinetic parameters. In general, there are more favorable estimator methodologies than the frequently employed WLS. Methods that determine values of weights based on model output-IRLS, ELS0, ELS1 and ELS3-generally perform better than methods that determine values of weights based directly on the experimental data.
I. INTRODUCTION
There is growing interest in quantitatively analyzing in vivo image data, especially in research, as this facilitates objective comparisons and measurement of effect. In this regard, people increasingly turn to pharmacokinetic models and estimation of parameters of such models. This is motivated by data sets becoming larger and richer, and because pharmacokinetic models are a tool for physiologic interpretations of data.
Estimating values of parameters of a pharmacokinetic model entails adjusting the values of the parameters to minimize some measure of the difference between the model prediction and the experimental data. The most common measure used is the weighted least-squares ͑WLS͒ difference. Weighting facilitates emphasizing data points in which there is a great deal of confidence, and deemphasizing data points with values that are questionable. For example, with positron emission tomography ͑PET͒ imaging of short-lived radioisotopes, the signal decreases over the course of the experiment as the radioactivity decays, resulting in an increase in noise relative to signal. It is a common misconception that setting the weights inversely proportional to variance of the experimental measurements will yield parameter estimates that are optimal. In actuality, the theory upon which this conclusion is based requires the model output to depend linearly on the parameters.
1 It has been pointed out that for nonlinear models, the parameter estimates are always biased to some degree. 2 Thus, in practice, bias and variance of estimation methods are assessed via simulation. Simulated experimental data are created by solving the model output for specified values of the parameters, simulated noise is included, and the resultant data are analyzed as if they were obtained experimentally. Parameter estimates may then be compared against the known true values to assess estimation bias and precision.
In this work, several estimation methodologies are compared within the context of estimating values of the most common pharmacokinetic model used in PET imaging ͑see Refs. 3-5 for an overview of PET modeling͒. As developed in Sec. II, all but one of the methods is based on the maximum-likelihood principle and uses nonlinear optimization to estimate parameter values. One of the methods is the traditional weighted least-squares ͑WLS͒ approach. Others, such as iteratively reweighted least squares ͑IRLS͒ and especially extended least squares ͑ELS͒, are rarely used, although they have been reported previously. In a recent article published on ELS, Spilker and Vicini compared ELS and WLS in physiological modeling, 6 and conclude ELS generally performs better than WLS especially when the noise level is great. Likewise, Sheiner and Beal 7 compared methods in terms of mean absolute error of parameter estimates, and found that ELS generally outperforms WLS and IRLS. Nevertheless, there is some disagreement regarding the relative performance of ELS compared to different methods. With an opposing point of view, van Houwelingen 8 critiqued the work of Sheiner and Beal, saying there was a small number of samples ͑200 replicates͒ and warned ELS should be handled with care because of possible inconsistency and sensitivity to outliers. Metzler 2 compared ELS to other methods using 1000 replicates. In general he could not make a recommendation about ELS in comparison to IRLS and other methods, as he used NONMEM ͑Ref. 9͒ for ELS and different software for the other methods. In the end he concluded that "until validated software is readily available, ELS should not be recommended for routine analysis of individual pharmacokinetic data." The present work seeks to answer the question of relative performance of different estimation methods while addressing critiques of limited number samples and of using different software for each estimation method, which were cited as weaknesses of prior publications.
The one method included in the evaluation here which does not entail nonlinear optimization is generalized linear least squares ͑GLLS͒. It is included because of its special interest in the field of PET; GLLS has been used to generate parametric images [10] [11] [12] [13] [14] [15] -that is, images with voxel values that equal the values of the model parameters-because it is computationally efficient. This method was described in a series of papers by Feng and colleagues 10, 11, [16] [17] [18] and was motivated by the desire for a fast estimation method and was reported as yielding unbiased parameter estimates. In order to assess if GLLS quickly yields unbiased estimates, it is included in the comparisons described herein.
II. THEORY

A. Compartment model
In this work different objective functions were compared using the most common pharmacokinetic model used to analyze PET data. In particular, this mathematical model has been used to analyze glucose metabolism with 2-deoxy-2-͓ 18 F͔ fluoro-D-glucose ͑FDG͒ and ligand binding at receptors when radioligand is administered at tracer levels. In this model, compartment concentrations c 1 and c 2 , expressed as molar concentrations, are described by a set of differential equations
with initial conditions of zero concentration at time t = 0 and a specified plasma input c p . Model output is calculated to emulate the measurable quantity, which is radioactivity concentration averaged over the time interval of scan frame i m i = 1
where t i b and t i e are times at which frame i begins and ends, respectively, SA 0 e − ln͑2͒/T 1/2 is the exponentially decaying specific activity ͑ratio of activity concentration to molar concentration͒, and T 1/2 is the radionuclide half-life.
B. Maximum likelihood estimation
Experimentally measured data for frame i corresponding to model output m i are designated as d i . These quantities are related according to
where E i is the measurement "error" or uncertainty. In this work, E i is assumed to be normally distributed with zero mean and variance i 2 . Explicitly denoting the dependence of m i on values of model parameters in vector p, and the dependence of i 2 on p and on a noise-model parameter vector q, the likelihood function for data set ͕d 1 , d 2 , ... ,d n ͖ is given as
Maximum-likelihood estimation is performed by maximizing L, or equivalently, by minimizing the negative of the loga-
͑5͒
Ordinary least squares "OLS…
In OLS, the value of the parameter vector p is estimated by minimizing the objective function
This corresponds to maximum likelihood estimation when i is independent of p, q and i.
Weighted least squares "WLS…
In WLS, the value of the parameter vector p is estimated by minimizing the objective function
When weights w i are set equal to i −2 , and i is independent of p and q, WLS corresponds to maximum likelihood estimation. When m i depends linearly on p, such estimates of p can have minimum variance of all linear unbiased estimates. 1 Thus, under these assumptions WLS estimation is optimal. For this reason, a popular approach for PET experiments is to set weights w i equal to the inverse of the variance, 2 , with the standard deviation approximated as 19, 20 
with ␣ a scale factor.
Penalized weighted least squares "PWLS…
PWLS makes use of prior information about the distribution of p. If the a priori probability density function is denoted f͑p͒, then the likelihood function constructed to include such information is like that in Eq. ͑4͒ except that it includes f͑p͒ as a multiplicative term. A multiplicative term in the likelihood function corresponds to an additive term in −ln L͑p͒. In this work f͑p͒ is assumed to be a multivariate normal distribution with mean and covariance matrix ⌺. Including this in the likelihood and ignoring terms independent of p yields the PWLS objective function
͑9͒
Inclusion of the penalty term favors parameter estimates p that are near , which is the middle or mean of the assumed normal distribution. 
Iteratively reweighted least squares "IRLS…
with w i set equal to i −2 . Model output is calculated for the new estimate of p and is used to obtain new w i . The process is iterated until p converges. Thus, o IRLS ͑p͒ and o WLS ͑p͒ are the same functions. The difference between IRLS and WLS is that IRLS applies the WLS approach several times, updating the weights based on model output determined in the previous estimate.
Extended least squares "ELS…
Whereas in IRLS values w i are set based on the estimate of p from the previous iteration, in ELS weights are updated simultaneously with p at each iteration in the optimization of the objective function. To accomplish this, the dependence of i on model parameter vector p and noise model parameter vector q are explicitly taken into account in the likelihood function. Specifically, the ELS objective function is obtained by considering the last two terms of Eq. ͑5͒, which are those that depend on p and q
In this paper, three different noise models, i ͑·͒, are considered. The first is as given in Eq. ͑10͒ and the vector q has zero elements. The second noise model is analogous to that in Eq. ͑10͒ except that there is a single element in q which is the scale factor is to be estimated
The third noise model is a generalization of the second and includes three elements in q
Subsequently, estimates obtained using ELS with the zeroparameter noise model are indicated as ELS0. Analogously, estimates obtained using the single-parameter noise model are indicated as ELS1 and those with the three-parameter noise model as ELS3. For the analysis of the ELS method results, the parameter vector q was considered a nuisance parameter and its estimates were not examined.
C. Generalized linear least squares "GLLS…
Although GLLS is not a maximum-likelihood estimator, it is included for comparison to the other methods since GLLS has been reported to be unbiased 10 and because its computational efficiency is reported 10, 11 to lend itself well to usage in parametric imaging, [10] [11] [12] [13] [14] [15] which is receiving increased attention. The GLLS approach was described by Feng and colleagues in a series of papers. 10, 11, [16] [17] [18] The concept is to avoid minimizing a nonlinear function of the parameter values by instead performing linear regression on transformed data. In particular, one may convert the two first-order differential equations in Eq. ͑1͒ into a single second-order equation which could be integrated to obtain ͓cf.
where c p * and c i * are the decay-corrected concentration of plasma and tissue radioactivity, respectively. ͓Note that c i * corresponds to c 1 + c 2 from Eq. ͑1͒.͔ Values of the parameter vector h are obtained by solving this in the least-squared sense as a system of linear equations. Namely, the system is discretized to obtain a matrix-vector equation of the form b = A h, with rows of b and A corresponding to values at sampled times t. The four columns of A correspond to the integral terms that follow h 1 , h 2 , h 3 , and h 4 , and b corresponds to values of the tissue concentration measured in the images. Given the solution h, one may use algebraic expressions to obtain values of the rate constants K 1 , k 2 , k 3 , and k 4
This method was called linearized least squares ͑LLS͒ by Feng et al., 16 who recognized the effect of the integral transformation and appearance of the measured data on both sides of Eq. ͑15͒ causes a colorization or correlation of the noise. To address this, they also described an approach of prefiltering the transformed data to whiten the noise. Using a preliminary estimate of h obtained by LLS and denoted as ĥ , a filter is determined and applied to both sides of Eq. ͑15͒. The resultant equation is
where
where u͑t͒ denotes the unit step, and denotes convolution. As is done with Eq. ͑15͒, this is discretized to form a matrixvector equation which is solved to obtain a new estimate of h. A comparison of h to ĥ is made and, if the difference is greater than a specified precision, the process is repeated, updating h and ĥ at each iteration.
III. METHODS
A. Overall design
Estimation methods were compared using simulated data, since the approach eliminates any question about the consistency of the model with data and since the true values of the parameters are known. In particular, 5000 data sets were created: 1000 realizationsϫ 5 noise levels. These were fit using the methods described in Sec. II ͑OLS, WLS, PWLS, IRLS, ELS0, ELS1, ELS3, and GLLS͒ and the distributions of the resultant parameter estimates were evaluated.
B. Simulation data generation
Data creation and analysis was conducted in MATLAB ͑The Mathworks, Inc., Natick, MA͒, version 7.0.1 ͑R14SP1͒ using COMKAT. 21 The programs for performing the simulations described in this paper will be made available ͑via the COMKAT web site, comkat.uhrad.com͒ so that readers wishing to reproduce this work or extend it may do so. It should be noted, however, that since the 2001 article 21 was published,
COMKAT has been expanded and improved. Accordingly, readers should obtain the latest version of COMKAT in order to run these simulations. Using COMKAT, simulated data were created according to Eq. ͑2͒ using plasma input 18 and are based on human FDG studies. The half-life was set to 109.8 min corresponding to that of 18 F. The acquisition protocol was 6 frames of 5 s, 2 of 15 s, 6 of 30 s, 3 of 2 min, 2 of 5 min, and 10 of 10 min for a total scanning duration of 2 h. Simulated noise was included by adding normal deviates ͑obtained using MATLAB's randn function͒ to model output. The deviates were obtained as zero mean and with standard deviation set according to Eq. ͑8͒. Five different noise levels, denoted as 0.05, 0.2, 0.5, 0.7, and 2.0, were considered. In terms of Eq. ͑8͒, the value of ␣ was set to the indicated noise level with d i expressed in kBq/ml and the times expressed in minutes. Examples of model output values d i at different noise levels are shown in Fig. 1 . The lowest noise level corresponds to an extremely low amount of noise representing data averaged over a large region of interest, and was included to assess bias under conditions of nearly perfect data. The two highest noise levels correspond to voxelwise data as might be used to generate parametric images.
C. GLLS
For GLLS the initial guess was determined using LLS as described in Sec. II. Values of macroparameters h were obtained by setting up and solving a set of linear equations by discretizing the system sampling c i * at the midpoint of each frame. The convolution integrals were evaluated using discrete convolution after resampling c p * and c i * at a 2 s rate which requires interpolation. Cubic spline was used for interpolating both c p * and c i * . The c i * interpolation was performed assuming the frame-averaged concentration represented the instantaneous concentration measured at midframe.
D. Objective function minimization
The OLS, WLS, PWLS, IRLS, and ELS objective functions were all minimized using fmincon from the MATLAB Optimization Toolbox, version 3.0.1. For all cases fmincon options were set to use the medium-scale algorithm ͑'LargeScale', 'off'͒, tolerances on parameter values ͑TolX͒ 10 −4 , tolerances on the objective function value ͑TolFun͒ 10 −4 , and a maximum of 2000 function evaluations. To maximize the efficiency and robustness of the optimization, expressions for the gradient of the objective function were derived analytically in terms of derivatives of output of the pharmacokinetic and noise models. The former derivatives are provided by COMKAT, which simultaneously solves sensitivity equations along with equations for compartment concentrations and model outputs. 21 The derivatives of the noise model were derived analytically. As was the case with GLLS, the initial guesses for the rate constants were obtained using LLS. Lower and upper bound constraints were 0.01ഛ K 1 ഛ 2, 0.01ഛ k 2 ഛ 1, 0.001ഛ k 3 ഛ 1.0, and 0.001ഛ k 4 ഛ 0.1. For ELS1, the initial guess for the noise model parameter was q 1 = 0.07 with bounds 0.0001ഛ q 1 ഛ 10. For ELS3, the initial guesses for the noise model parameters were q 1 = 0.001, q 2 =1, q 3 = 1, with bounds 0 ഛ q 1 ഛ 10, 0.0001ഛ q 2 ഛ 10, 0 ഛ q 3 ഛ 2. In PWLS, or the expected mean values for the parameters were set to their true values and the covariance matrix ⌺ was diagonal with nonzero values set to the squares of the standard deviations specified as 50% of the true parameter values.
E. Analysis of parameter estimates
The performance of each of the 8 analysis methods at each of 5 noise levels was evaluated in terms of the parameter estimates. For each of the 8 ϫ 5 cases, 1000 estimates of K 1 , k 2 , k 3 , and k 4 were produced corresponding to the 1000 noise realizations. In one case, the distribution of the parameter estimates was examined by creating histograms. Because it is impractical to do this for the 4 parameter values in 8 ϫ 5 cases, the distribution of the parameter estimates within each set of 1000 was also summarized visually using box plots which show the lower quartile ͑25th percentile͒ and upper quartile ͑75th percentile͒ boundaries as the extents of a shaded box. The median is shown as a bold line within the box. Outliers-estimates that are below the lower quartile or above the upper quartile by more than 1.5 times the difference between the upper and lower quartile-are shown individually as circles.
The performance of the analysis methods was also assessed in terms of trade-off between bias and precision. Bias, which measures the tendency of a method to over-or underestimate a value, is calculated as the mean of the estimation error which is the difference between the estimate and the true value. Precision, which measures the spread of the parameter estimates, is calculated as the standard deviation of the estimation error. To evaluate if 1000 parameter estimates are sufficient to draw a meaningful conclusion regarding bias and precision, the ͑bias, precision͒ pairs were plotted as points, and error bars are drawn according to standard error of the mean for bias and to standard error of the standard deviation for the precision. The standard error of the mean was calculated as the mean divided by the square root of the number of trials, and the standard error of the standard deviation was calculated as the standard deviation divided by the square root of twice the number of trials.
F. Simplified reference tissue model "SRTM…
To gauge if results obtained with the two-compartment, four-rate constant model may apply to other circumstances, we repeated a subset of the simulations using the simplified reference tissue model ͑SRTM͒ for PET receptor studies. 23 This model derives input information from a reference tissue which is assumed to be devoid of receptors, and it also collapses the two-tissue compartment model into a one-tissue compartment model based on the approximation that receptor-ligand binding is rapid. In this model formulation, values of three parameters are estimated. These are k 2 Ј which corresponds to clearance from the reference tissue, R 1 which is the ratio of the K 1 values of the target tissue to reference region, and BP= k 3 / k 4 which is the binding potential. Estimates of k 2 were obtained using the algebraic relation k 2 = R 1 k 2 Ј. Input function data from a raclopride study were kindly supplied by Dr. Karmen Yoder and were used to create synthetic data value assuming these values for the rate constants: K 1 = 0.0918, k 2 = 0.4484, k 3 = 0.6200, k 4 = 0.1363,
One thousand realizations of the simulation data were created for noise levels 0.2, 0.5, and 0.7. Data were analyzed using OLS, WLS, PWLS, IRLS, ELS0, ELS1, and ELS3. GLLS was not used since it is not applicable to the SRTM. Initial guess for parameter estimates were k 2 Ј= 0.25, R 1 = 1, and BP= 2.5, and the bounds were set to 0.01ഛ k 2 Јഛ 5, 0.01ഛ R 1 ഛ 10, and 0.01ഛ BPഛ 10.
IV. RESULTS
A. Example dataset
Example data for the ␣ = 0.5 noise level and fits are shown in Fig. 2 with the corresponding parameter estimates listed in Table I . For all but the WLS and PWLS methods, the fits ͑shown as the curves͒ visually agree well with the simulated data ͑shown as dots͒. With WLS and PWLS the model fit is below the simulated data out to beyond 50 min. To investigate if this poor agreement might be attributed to a failure of the optimizer, values of the objective functions were examined with the objective functions evaluated both at the fitted values of the parameter vector p fit and also with the parameters set to the known true values p true , Table I . In comparing the results obtained using the WLS method, the value of o WLS ͑p fit ͒ = 3511 is smaller than o WLS ͑p true ͒ = 6811, suggesting the poor fit is not attributed to a failure of the optimizer but rather to the WLS approach. The situation for PWLS is analogous. In fact, for all the methods shown in the table, the value of the objective function evaluated at p fit is less than that evaluated at p true , which suggests that the fmincon optimizer performed well. Figure 3 shows the histograms of the k 3 estimates for all methods at the ␣ = 0.5 or middle noise level. The parameter k 3 is selected since it is of greatest interest as it corresponds to hexokinase activity in the context of glucose metabolism or to the product of the receptor concentration and association rate constant in the context of receptor-ligand interactions. In these plots, the true value of k 3 is indicated by the vertical dotted line. Examination of these plots shows the peak lobes of the k 3 distributions tend to be centered on the true value except for the WLS, PWLS, and GLLS methods. Despite uniform weighting of all data points, OLS yields estimates that are somewhat well-behaved in that the distribution is unimodal, with the peak nearly coinciding with the true value. In contrast, the two methods which determine weights based directly on the data-WLS and PWLS-have fairly broad distributions, and WLS has a large number of estimates that exceed the maximum histogram bin value 0.2/ min and therefore are lumped into the highest bin in the plot. Excluding GLLS, the methods which base weights on model output-IRLS, ELS0, ELS1, and ELS3-have distributions each with a single peak that is aligned with the true value, suggesting these estimation methods perform better FIG. 2. Example data ͑dots͒ and model fits obtained using the various methods. This is an example in which the fits obtained using WLS and PWLS are particularly poor, thereby illustrating that a visually unsatisfying fit can correspond to values of the objective function that are lower than those which are attained if the objective function is evaluated with the parameter values fixed to the true values. Corresponding parameter estimates are listed in Table I . than the others. Weighting in the GLLS method is defined implicitly according to the filtering function ⌿ in Eq. ͑17͒. Similar to IRLS, ELS0, ELS1, and ELS3, weighting is determined based on model-predicted output, although in GLLS the weighting is adjusted through updating h in the iteration process. The standard deviation of the estimation error-the difference between the estimated and true parameter value-is the figure of merit used to rank the methods in terms of precision. Ordered from best to worst the ranking is GLLS, ELS0, IRLS, ELS3, OLS, PWLS, ELS1, and WLS. Discounting estimates that exceed 0.2/ min, the ranking of ELS1 improves with the overall ranking being GLLS, ELS0, IRLS, ELS3, ELS1, OLS, WLS, PWLS.
B. Detailed examination of distribution of k 3 estimates
C. Summary of parameter estimates distribution
The results described in the previous sections are an example of detailed analysis of parameter estimates obtained from different methods at a single noise level and for a single parameter. Figure 4 shows box plots that allow comparison of parameter estimates obtained for all methods and for all parameters and noise levels. This is a more concise, albeit less detailed, approach to comparison. There are five rows and four columns of plots. The rows correspond to noise level and the columns to the different parameters. At the lowest noise level all methods have high precision as indicated by the central 50% of the estimates spanning a small range.
At the lowest noise level GLLS has the greatest bias of all the methods, with estimates of all four parameters tending to be less than the true values as the bars tend toward the left of the dotted vertical lines which indicate the true parameter values. At increasing noise levels, the tendency of GLLS to underestimate values of the rate constants is also apparent. In fact, at the highest noise level the interquartile ranges do not include the true values.
Consistent with the precision rankings described above for noise level 0.5, at greater noise levels WLS and PWLS generally demonstrate poorer precision than do methods that estimate weights based on model fit-IRLS, ELS0, ELS1, ELS3, and GLLS. Also, WLS and PWLS tended to be biased, especially underestimating values of K 1 and k 2 and, as well, have poor precision in k 3 . Interestingly, the simplest nonlinear fitting method, OLS, which equally weights all data points, also performs better than WLS and PWLS, generally exhibiting better precision and lower bias.
Of course, precision is not the only metric of a successful method; one could define a parameter estimation method that has very high precision by always producing the same estimate irrespective of the data. Such a method is biased and not particularly informative. Accordingly, it is useful to examine the trade-off between bias and precision at different noise levels. Figure 5 shows plots constructed for this purpose. An ideal estimator would have all points at the origin, and an unbiased estimator would have all points located along the vertical dotted line that indicates zero bias. These plots show that GLLS has negative bias at all noise levels. In general, OLS, IRLS, ELS0, ELS1, and ELS3 are the better methods in that they tend to have lower bias than WLS, PWLS, and GLLS. For K 1 absolute value of the bias never exceeds 100% of the true parameter values irrespective of the analysis method and noise level. For k 2 , absolute value of the bias exceeds 100% at the 2.0 noise level for OLS, WLS, PWLS, IRLS, and ELS1, and even exceeds 200% for WLS, PWLS, and ELS1. For k 3 , absolute value of the bias exceeds 100% for WLS at noise levels of 0.5 and above and for ELS1 at noise levels 0.7 and above. For k 4 , absolute value of the bias exceeds 100% for WLS at noise levels of 0.5 and above, for ELS1 and GLLS at noise level of 2.0, and exceeds 200% for GLLS at noise level 2.0 and WLS at noise levels 0.5 and 0.7.
To address whether 1000 trials is adequate to make meaningful comparisons about the methods, the uncertainty in the bias and precision is included in Fig. 5 . Specifically, uncertainties are indicated by horizontal and vertical error bars that show the standard errors of the mean ͑bias͒ and of the standard deviation ͑precision͒. For the most part, the standard errors are quite small and the lengths of the error bars are correspondingly short so that they are difficult to visualize. Consequently, we conclude the number of trials is sufficient to support the conclusions. Figure 6 shows the mean computation time required to fit each simulated data set for each method and for each noise level. IRLS tends to be the slowest method. As expected, ELS1 and ELS3, which respectively estimate one and three more parameters than OLS, WLS, PWLS, and GLLS, are a bit slower than these other methods. Surprisingly, GLLS is not that much faster than the nonlinear fitting methods and, in some cases, is even slightly slower than them. Comments regarding this unexpected finding are given in Sec. V. FIG. 4 . Box plots provide a visual summary of the distribution of the parameter estimates of K 1 , k 2 , k 3 , and k 4 for eight methods and five noise levels. The gray bars denote the central 50 percentile, the circles denote outliers, and the vertical dashed lines denote the true values. Detailed explanation of box plot is given in Sec. III E. It should be noted that for some plots, the outliers and interquartile ranges extend beyond the x-axis range, which was set to use a common range to facilitate visual comparison across noise levels.
D. Computational efficiency
E. Simplified reference tissue model
To gauge if the results observed in the context of FDG analysis might be applicable to other situations, simulations were performed using the SRTM. Parameter estimates obtained using seven different objective functions are shown in Fig. 7 . As expected, precision of the parameter estimates degrades with increases in noise level in the simulation data. At the lowest noise level, some of the interquartile ranges are not centered on the true parameter values, indicating presence of bias. Specifically, R 1 is underestimated by OLS and WLS; BP is underestimated by OLS. At the 0.5 and 0.7 noise levels WLS and PWLS tend to underestimate values of k 2 and R 1 . In contrast, with IRLS and the three variants of ELS, the interquartile ranges are approximately centered on the true parameter values, indicating low bias, while the width of the interquartile ranges is not excessively large, indicating reasonable precision. At the 0.5 and 0.7 noise level PWLS estimates BP with particularly good precision and low bias. Analysis based on further simulations ͑data not shown͒ revealed favorable BP estimates are a consequence of the prior value ͓ in Eq. ͑9͔͒ equaling the true BP value. When the prior value is changed to 125% of the true value, the BP estimates are tightly clustered around a value which is 125% of the true value.
V. DISCUSSION
Because the methods based on nonlinear optimization-OLS, WLS, PWLS, IRLS, ELS0, ELS1, and ELS3-all use the same optimization function ͑fmincon of the MATLAB Optimization Toolbox͒ and because all used the same initial guess, the differences in results of the various methods are attributed exclusively to the objective functions. The methods that do not determine weights directly from experimental data-OLS, IRLS, ELS0, ELS1, and ELS3-achieve better precision than the methods that determine the weights based on the experimental data-WLS and PWLS-as is indicated by the box plots in Figs. 4 and 7 . In comparing the methods at the lowest noise level for the FDG simulations, all but GLLS achieved high precision and low bias. We attribute similar performance of such methods, irrespective of whether weights are determined based on the data or model output, as a consequence of appropriate weights being used for both classes of methods. That is, the noise in the data is too small to cause inappropriate weighting in WLS and PWLS.
Both nonlinear fitting methods that determine weights directly based on experimental data-WLS and PWLS-have poor precision and bias, especially at the higher noise levels. This suggests that the high noise level causes inappropriate weighting for these methods, and that uniform weighting of the OLS method is preferable to WLS and PWLS. Further, results shown in Figs. 3, 4 , and 7 suggest that IRLS and ELS perform a bit better than OLS, so that use of a good noise model is advantageous.
That PWLS did not perform much better than WLS, and in some cases performed worse, suggests that the advantage of true parameter values being specified as prior information with PWLS was not enough to overcome inappropriate weighting. However, this conclusion is dependent on the assumed covariance of the prior distribution of the parameter values. In the case simulated here, the covariance matrix was assumed to be diagonal with values of the diagonal elements set assuming standard deviations were 50% of the true values. If smaller standard deviations were specified, then the emphasis on the prior knowledge would be greater. This would tend to more strongly drive the parameter estimates toward their true values, which should improve the performance of the PWLS method. This was not pursued, however, because in practice true values are unknown and setting the standard deviations very low risks putting too much reliance on prior knowledge, which could lead to biased estimates. Indeed, this was observed in the SRTM simulations.
Prior works assessing ELS have led to mixed conclusions. There are several reports producing favorable ELS results with pharmacokinetic data ͑not PET͒, citing the advantage of improved accuracy. 6, 7 Others have cautioned that ELS may lead to inconsistent estimators. 2, 8 For the application reported here, ELS performed well and the parameter estimates did not suffer from the additional unknown noise model parameters, even in ELS3 wherein three additional parameters were estimated. Thus, as ELS was faster than IRLS-its main competitor-and both performed similarly in terms of bias and precision, we conclude ELS is preferred in this application.
It is important to note a subtle difference between WLS and ELS1. Multiplying all values of ͑or equivalently weights͒ of the WLS method by a uniform factor would not change the values of the parameter estimates. This would change only the scaling of the objective function but not the location of its minimum. Similar behavior is not present with ELS1. Changing the noise-model scale factor does affect the location of the minimum of the ELS1 objective function since it includes terms not only for the sum of the weighted squared errors but also a term that is the sum of the logarithm of . Uniform rescaling of alters the relative importance of the logarithm term relative to the squared errors and therefore, in general, changes the location of the minimum and therefore impacts the parameter estimates.
The work we present herein adds to our knowledge about relative merits of different analysis methods. As Metzler 2 points out, the distribution of estimates depends on many factors, including the nonlinearity in the dependence of the model output on values of parameters. Hence, it is important to evaluate the methods for each model as results may be different for each model. Herein, we compared a number of methods in the context of the most common pharmacokinetic model used in PET. We found that ELS and IRLS generally work the best, OLS works almost as well, and WLS fares particularly poorly. These findings are consistent with general behaviors observed by Spilker and Vicini 6 and Sheiner and Beal 7 in their models. A general conclusion we have drawn is that models that determine weights directly based on noisy data work poorer than methods with no weighting ͑OLS͒ or which determine weightings based on model output ͑IRLS, ELS͒.
Importantly, in the work presented herein the same software was used to optimize all of the objective functions, which is different from the approach taken by Metzler.
2 Accordingly, differences we observe in performance of the methods are attributed to the objective function without having to consider the confounding factor of the performance of FIG. 7 . Box plots provide a visual summary of the distribution of the parameter estimates of k 2 , R 1 , and BP for seven methods and three noise levels evaluated for the SRTM. It should be noted that, for some plots, the outliers and interquartile ranges extend beyond the x-axis range, which was set to use a common range to facilitate visual comparison across noise levels. Below are PWLS with BP prior= 1.25ϫ true BP value. the optimizer. Moreover, whereas Metzler 2 found evidence to question the optimizer he used for ELS, we found evidence that the optimizer employed herein worked well because the value of the objective function evaluated at the parameter estimates was smaller than its value evaluated at the true values of the parameters.
It came as a surprise that GLLS was, in our hands, not markedly faster than the nonlinear fitting methods. Analysis of the run-time performance of the simulation revealed that the majority of the computational cost of GLLS was in the discrete convolutions. Increasing the sampling interval from 2 to 10 s reduced the computation time of GLLS by a factor of 16. However, doing this increased the bias of the parameter estimates at all noise levels. Going the other way, decreasing the sampling interval from 2 to 1 s increased the computation time approximately fourfold, and reduced the bias at the lowest noise level but not at the moderate and higher noise levels. Hence, we decided to use a sampling interval of 2 s as a trade-off between performance and bias.
The observation here that GLLS exhibited large bias ͑Fig. 4͒ apparently contradicts previous reports that state GLLS is unbiased 10 especially because we took a conservative approach with regard to convergence tolerance. Whereas Feng et al. 10 describe possible criteria for termination of iterations based on change of parameter estimates or of residual sum of squares between two subsequent iterations, they use one or two iterations in practice. 10, 18 For the sake of consistency with other methods investigated in the present work, convergence criteria in our implementation of GLLS were based on changes in parameter values and in residual sum of squares according to the TolX and TolFun values that were used as convergence criteria with the other methods.
That GLLS was biased is consistent with the general premise that all nonlinear estimates are biased and "testing if the deviations of the estimates from the true values are zero, is really a test of whether the sample size was large enough to detect bias." 2 In fact, because of this we did not statistically evaluate parameter estimates to see if they were unbiased. Rather, we just compared the biases to see which methods had the least bias.
The use of the 0.7 noise level was intended to simulate voxel level time-activity data in PET experiments. The 2.0 noise level was intended to represent small animal studies that can be extremely noisy. This is in direct application of generating voxel-by-voxel parametric images of FDG metabolism or ligand binding potential. The large number of voxels in an image volume ͑10 4 -10 5 voxels͒ necessitates a computationally efficient method. However, the bias in the parameter estimates places severe limitations on the use of the GLLS method, regardless of its computational speed.
Simulation results obtained using the SRTM were generally consistent with those obtained for FDG. In particular, IRLS and ELS demonstrate the best overall performance in regards to bias and precision. One effect that is particularly prominent in the SRTM that is not so obvious in FDG simulations is the potential for estimates to be biased toward the prior or expected parameter when PWLS is used. In particular, in the two highest noise levels shown in Fig. 7 , estimates of BP are tightly clustered about the true value. Further simulation reveals this is a consequence of setting the prior value ͓ in Eq. ͑9͔͒ to the true value as changing the value of the prior results in a corresponding change in the BP estimates. That this behavior is more prominent at higher noise levels suggests that in high-noise situation, the information content in the data regarding BP is relatively weak such that BP estimates tend to not deviate much from the prior values and may consequently be biased. Accordingly, we recommend PWLS be avoided in situations of high noise and where there is lack of prior information about the parameter values.
A. Overall recommendations
In the situations evaluated, IRLS and ELS estimators perform better than the more popular OLS, WLS, PWLS, and GLLS estimators. We attribute the advantage of IRLS and ELS to the result of using appropriate weighting in spite of high noise level because these two methods determine weighting based on model output which is noise-free. In contrast, WLS and PWLS determine weighting directly in terms of the data which may be noisy and lead to inappropriate weighting causing poor fits, as illustrated in Fig. 2 . Furthermore, with PWLS, an incorrect prior may lead to estimates biased toward the prior value. While weighting implicit in OLS and GLLS does not cause extremely poor fits observed for WLS and PWLS, these methods still do not perform as well as ELS and IRLS, presumably as a result of nonoptimal weighting. Consequently, it seems IRSL and ELS methods should be preferred. Because ELS is more computationally efficient than IRLS, we prefer ELS over IRLS.
As noted above, the estimation process has a complex dependence on many factors so that it is not possible to generalize these results with certainty that they are applicable in situations and models not evaluated here. Nevertheless, the results show that the potential advantage of IRLS and ELS in some situations merits that they be considered for other situations. We suggest that others follow the framework used herein to evaluate different analysis methods using models and simulation data that mimic their experiments.
VI. CONCLUSION
In this paper we compared a number of methods for estimating values of pharmacokinetic models in the context of PET data and there were several unexpected findings: ͑1͒ OLS performed better than WLS, yielding better precision and lower bias. ͑2͒ GLLS was more biased than many of the other methods, bringing into question the appropriateness of using this method for parametric imaging. ͑3͒ Methods that determine values of weights based on model output-IRLS, ELS0, ELS1, and ELS3-generally perform better than methods that determine values of weights based directly on the experimental data. 
