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Recently, spline approximations have been proposed for the reconstruction of piecewise
smooth functions fromFourier data. That approachmakes possible to retrieve the functions
from their Fourier coefficients for any given degree of accuracy when the discontinuity
points are known. In this paper we present iterative methods based on those spline
approximations, for several degrees, to find locations and amplitudes of the jumps of
a piecewise smooth function, given its Fourier coefficients. We also present numerical
experiments comparing with different previous approaches.
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1. Introduction
Detecting discontinuities from Fourier coefficients is an essential task in many areas of application (see [1–3]). It is also
the point of departure to avoid the so-called Gibbs phenomenon, allowing the introduction of methods with exponential
convergence [4]. Methods aiming at resolving the Gibbs phenomenon [5] for piecewise smooth functions by using the
information in the physical domain have essentially two parts: first, the estimation of the discontinuities and second, the
approximation of the Fourier expansion in the intervals where the function is smooth [6]. In [4], theoretical exponential
convergencewas obtainedusingGegenbauer approximations. Unfortunately this approach turned out to be computationally
expensive and unstable [7]. In [8], we presented a method that works in the physical domain and consists of approximating
the function by polynomials. It was shown in [8,9] that the algorithms derived for zero and first degree polynomial
approximations provide better (pointwise) solutions than those filtering in the frequency domain [10]. Formulas for higher
polynomial degrees have been proved to be extremely complicated, so, in [11] we introduced spline approximations that
make possible computable formulas for any degree. In general the new family of methods is characterized by the property
that the reconstruction of a function from its Fourier coefficients is exact for functions that are either piecewise constant
or linear [9] or piecewise splines [11] given the discontinuity points. Therefore, the development of accurate and stable
methods for computing discontinuities and their amplitudes from spectral information is the first step towards obtaining
high resolution reconstructions from that information.
Two kinds of methods have been proposed in the literature for jump detection. Fast methods based on the computation
of a few number of Fast Fourier Transforms, like those in [12–15] (that we choose to call linear) and methods based on the
solution of associated nonlinear problems like those in [16–19]. These nonlinear methods could provide in some cases more
accurate solutions than linear ones, but some of them are very sensitive to noise and heavily rely on the knowledge of the
precise number of discontinuities like [16–18].
In [19], we introduced iterative methods for discontinuity detection based on polynomial approximations. To compute a
starting point for those methods we proposed a linear method based on simple piecewise constant approximations; in [15]
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a theoretical justification of this linear method was given, and the experimental results proved that it works much better
than methods based on the Conjugate Fourier Series [12,13]. In this paper, extending our approach in [19], we introduce a
family of iterativemethods for discontinuity detection that is based on spline approximations [11]. Using themethod of [15]
as a starting point we also present experimental results, showing that our iteration provides better approximations for the
jumps than themethod in [15] and the best of themethods based on the Conjugate Fourier Series [14], even undermoderate
levels of noise.
In the next sectionwepresent somebasic notation and assumptions on Fourier Transforms, series and splines. In Section 3
we briefly describe the spline approximations, that we called spline pseudofilters [11]. In Section 4we develop the formulas
for the iterative methods. In Section 5 numerical experiments are presented comparing with the results obtained by the
minmod method of [14]. Section 6 is devoted to some conclusions.
2. Preliminaries
2.1. Fourier basics and notation
We have to introduce now some assumptions and notation, needed for the following sections. For the sake of simplicity
we consider functions in the interval [0, 1].
The Fourier Transform (FT) fˆ of f (x) is defined as
fˆ (ω) =
∫ +∞
−∞
f (x)e−i2pixωdx =
∫ 1
0
f (x)e−i2pixωdx (2.1.1)
and its inverse (IFT) as
f (x) =
∫ +∞
−∞
fˆ (ω)ei2pixωdω, a.e. (2.1.2)
Let
0 = x0 < x1 < · · · < xN = 1, 1xj = xj+1 − xj = h = 1N (2.1.3)
and
fj = f (ηj), j = 0, . . . ,N − 1 with ηj = xj + δ, (2.1.4)
where 0 ≤ δ ≤ h is a constant.
For a given function f (x) with support in [0, 1] and an even integer N > 0, let {xj, j = 0, . . . ,N − 1} and {fj, j =
0, . . . ,N − 1} be defined as in (2.1.3) and (2.1.4), respectively. Then the DFT of {fj, j = 0, . . . ,N − 1} is defined by
f˜k = 1N
N−1∑
j=0
fje−i2kpi
j
N , −N/2 ≤ k ≤ N/2− 1 (2.1.5)
and the inverse formula by:
fj =
N/2−1∑
k=−N/2
f˜kei2kpi
j
N , j = 0, . . . ,N − 1. (2.1.6)
The DFT is the mapping between the N complex numbers {fj, j = 0, . . . ,N − 1} and the N complex numbers {f˜k, k =
−N/2, . . . ,N/2− 1}. The FFT can be used to compute them.
From (2.1.5) and (2.1.6), in order to establish the relation between the DFT and the FT of f (x), we just need to establish
the relation between the DFT and the FT with frequency k. From (2.1.1) we obtain
fˆk ≡ fˆ (k) =
∫ 1
0
f (x)e−i2kpixdx, k = 0,±1,±2, . . . . (2.1.7)
If f is a real valued function, fˆ−k = fˆk. The Fourier expansion of f (x) is given by:
Sf (x) =
+∞∑
k=−∞
ckei2kpix (2.1.8)
with the Fourier coefficients
ck =
∫ 1
0
f (x)e−i2kpixdx, k = 0,±1,±2, . . . . (2.1.9)
If f is a real valued function, c−k = ck.
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The truncated Fourier expansion of f (x) is given by
PN f (x) =
N/2−1∑
k=−N/2
ckei2kpix. (2.1.10)
It is well known that if f (x) ∈ C∞(0, 1) and f (p)(0) = f (p)(1) for all p = 0, 1, . . . , then
PN f (x)→ f (x) exponentially for N →∞, ∀x ∈ [0, 1].
But when f (x) has points of discontinuity, or even when f (x) ∈ C∞(0, 1) but it is not periodic, convergence rate is poor
and the Gibbs phenomenon occurs. In this case, one needs to use window functions to reduce oscillations close to the
discontinuities.
2.2. A brief introduction to splines
It follows a brief presentation of some basic results and notation on spline functions. More detailed information could be
found in [20,21].
2.2.1. B-splines
B-splines are symmetric ‘bell-shaped’ functions, built by iteratively convolving the rectangular pulse, that is,
βn(x) = β0 ∗ · · · ∗ β0(x), n+ 1-times,
where
β0(x) =
1 −
1
2
< x <
1
2
,
0 otherwise.
These symmetric splines of order n, {βn(x)}n∈N , also known as B-splines, are basis functions used to build the spline
functions s(x). B-splines can be manipulated (differentiated and integrated) very easily. They are compact supported and
the simplest way to construct them explicitly is through the following formula:
βn(x) =
n+1∑
j=0
(−1)j
n!
(
n+ 1
j
)
(x+ n¯− j)2µ(x+ n¯− j),
where n¯ = n+12 and
µ(x) =
{
0 x < 0,
1 x ≥ 0.
The Fourier Transform of the βn(x)’s can be computed using the convolution theorem:
βn(x) = β0 ∗ · · · ∗ β0(x), n+ 1-times⇒ βˆn(w) = (βˆ0(w))n+1.
From the fact that βˆ0(w) = e−iw/2−eiw/2−iw , we get βˆn(w) =
(
sin(w/2)
w/2
)n+1
.
2.2.2. Interpolating splines
Spline functions are piecewise polynomials connected in a smoothway at the points xk’s, called knots. A degree ‘‘n’’ spline
corresponds to a degree n polynomial in each of the segments determined by the knots. In the interpolation process, the
differentiability conditions imposed to the approximation allow the calculation of the n+1 coefficients for the polynomials
in each segment. So, we have the following:
Definition. Let {xi} be a decreasing or increasing set of real numbers, where a = inf({xi}) and b = sup({xi}). If n is an integer
≥2, s(x) is a spline function of order n or degree n− 1 with knots {xi}, if:
(i) s(x)|[xi,xi+1] ∈ Pn−1, i.e., s(x) constrained to the interval [xi, xi+1] is a polynomial of at most degree n− 1.
(ii) s(x) ∈ Cn−2(a, b).
(iii) Additionally, if the number of knots is finite and s(k)(a) = s(k)(b), k = 0, 1, . . . , n− 2, s(x) is called a periodic spline.
If g(x) is a function defined in the interval [a, b], s(x)will be its interpolating spline if it satisfies s(xi) = g(xi),∀i.
We will call Snh , the generic space of polynomial splines of order n, where n stands for the degree of the polynomials in
each segment and h the spacing between knots, that is,
Snh = {s ∈ L2(R); s ∈ Cn−1, s|Ik ∈ Pn, k ∈ Z},
where Ik = [xk, xk + h) if n is odd, and Ik = [xk − h/2, xk + h/2) if n is even.
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Interpolating splines are uniquely determined by their B-splines expansion; in the case of equally spaced knots, this
expansion is given by
s(x) =
∑
k∈Z
c(k)βn(x− k),
with unique coefficients c(k). In the case of polynomials of degree less or equal to one, the relation between the sample
points and the coefficients is simple and given by c(k) = s(k). For n ≥ 2, it was introduced in [22] an efficient technique
using digital filtering for the computation of the coefficients. In order to describe this technique we need some additional
notation. The discrete B-spline kernel of degree n, expanded by a factorm is defined by a sequence of values that correspond
to equidistant samples of the B-spline of degree n, expanded by a factor ofm, that is
bnm(k) = βn(x/m)|x=k.
Once defined bnm(k), we denote by B
n
m(z) its z Transform; so
Bnm(z) =
∑
k∈Z
bnm(k)z
−k. (2.2.1)
The interpolation condition for the approximation by splines at integer values corresponds to:
s(k) =
∑
l∈Z
c(l)βn(k− l),
that is a convolution, therefore it can be written as
s(k) = (c ∗ bn1)(k).
Applying the z Transform to the equality above, using the convolution theorem, we obtain in the z space that S(z) =
C(z)Bn1(z) (S and C are the z Transforms of s and c respectively). Therefore, C(z) = S(z)
[
1
Bn1(z)
]
, defining (bn1)
−1 as the
inverse z Transform of 1Bn1(z)
we obtain the following expression for the coefficients,
c(k) = [s ∗ (bn1)−1](k).
It is worth mention that the previous procedure is not only stable and fast, but also very easy to implement [22].
Substituting the last expression in s(x), we obtain,
s(x) =
∑
k∈Z
[s ∗ (bn1)−1](k)βn(x− k),
or, equivalently,
s(x) =
∑
k∈Z
s(k)ηn(x− k),
where ηn(x) = [(bn1)−1 ∗ βn](x) is called the Cardinal Spline of order n.
3. Spline pseudofilters
Spline pseudofilters for the reconstruction of functions from Fourier data were introduced in [11]. They were called
pseudofilters because they do not fit into the classical filtering concept, meaning smoothing in the physical domain, but
they are exact for a given family of approximating functions (if the discontinuity points are known). The advantage of spline
approximations is that they allow simple formulas for any degree, as compared to polynomial approximations [8].
For this article to be self-contained, we briefly describe in this section the ideas and the main algorithms for spline
approximations from Fourier coefficients. A more detailed description could be find in [11], together with zeroth and first
degrees cases, that are different and should be considered apart. The case n ≥ 2 differs from the lower degrees because the
coefficients of the interpolating splines no longer correspond to the values of the interpolated function at the mesh points.
They are given by the discrete convolution of these values with a filter.
Mathematically, the departure point is to decompose the function f as a sum of a function u that is as regular as f in
the intervals not containing discontinuity points plus another function containing the jumps. We will make this more clear
when presenting the case n = 2. In what follows pnu(x)will be the interpolating spline of degree n of the function u(x) at the
points (xj, uj). So,
pnu(x) = h
∑
l∈Z
c(l)βnh (x− xl),
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where c(l) = [u∗(bn1)−1](l) and (bn1)−1(l) is the inverse z Transformof 1/Bn1(z). The k-th Fourier coefficient of this polynomial
is given by:
(pˆnu)k = h
∑
l∈Z
c(l)βˆnkh e
−i2pikxl ,
= hβˆnkh
∑
l
c(l)z−lk ; zk = ei2pik/N
= hβˆnkhC(z)|z=zk ,
where C(z) denotes the z Transform of the sequence c(l).
Using the fact that the z Transform of a convolution is the product of the z Transforms we get that:
(pˆnu)k = hβˆnkh
[
U(z)
1
Bn1(z)
] ∣∣∣∣
z=zk
,
then it holds,
(pˆnu)k ≈
βˆnkh
Bn1(zk)
u˜k.
Taking into account the fact that (pˆnu)k is an approximation of uˆk we obtain,
uˆk ≈ βˆ
n
kh
Bn1(zk)
u˜k.
So, we have a general expression for the pseudofilters when n ≥ 2,
σ
(n)
k =
Bn1(zk)
βˆnkh
.
So, replacing z−k in (2.2.1), by its value e−i2piωk, the general expression for the z Transform of βn(x) is given by
Bn1(ω) = bn1(0)+
[n/2]∑
k=1
2bn1(k) cos(2piωk)
where bn1(k) are the coefficients of the B-spline of degree n and ω corresponds to any given frequency. So, the general form
of the degree n pseudofilters is given by,
σ
(n)
k = (βˆ(n)kh )−1
[
bn1(0)+
[n/2]∑
k=1
2bn1(k) cos(2piωk)
]
.
3.1. Reconstruction formulas
Nowwe will deduce a formula for the case n = 2, that illustrates how to build formulas of any degree. Assuming known
the locations and amplitudes of the discontinuities of the function and its first derivatives, f will have the following form:
f (x) = u(x)+
L∑
l=1
{[f ](zl)A1zl(x)+ [f ′](zl)A2zl(x)},
where A1zl(x) is defined by:
A1zl(x) =
{
(xql−1 − x)/2h for x ∈ [xql−1, zl],
(xql+1 − x)/2h for x ∈ (zl, xql+1]
0 otherwise
and A2zl(x) by:
A2zl(x) =
{x(x− xql−1)(z − xql+1)/2hz for xql−1 < x ≤ z,
x(x− xql+1)(z − xql−1)/2hz for z < x < xql+1,
0 otherwise.
The value of the jump amplitude at the zl point is given by [A1zl ](zl) = A1zl(z+l )− A1zl(z−l ) = 1, and the k-th corresponding
Fourier coefficient is given by,
(Aˆ1zl)k =
e−i2pikzl
i2pik
+ e
−i2pikxql
i2pik
(
sin(2pikh)
2pikh
)
.
On the other hand A2zl(xql−1) = A2zl(xql+1) = 0, [A2zl ](z) = 0 and [A2
′
zl ](z) = A2
′
zl (z
+) − A2′zl (z−) =
(z−xql−1)(2z−xql+1)
2hz −
(z−xql+1)(2z−xql−1)
2hz = 1.
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The properties of these two auxiliary functions make u(x) continuous because,
[u](zr) = [f ](zr)−
L∑
l=1
{[f ](zl)[A1zl ](zr)+ [f ′](zl)[A2zl ](zr)},
= [f ](zr)−
L∑
l=1
[f ](zl)δlr = 0.
Also observe that [u′](zr) = 0. At the subintervals not containing discontinuity points, that is, at [0, 1] −⋃l[xql−1, xql+1], u
is as regular as f .
Using the function u(x), the approximation given by the second degree spline in the Fourier space is given by
uˆk ≈ (pˆ2u)k = τ (2)k u˜k, τ (2)k = 1/σ (2)k .
And we have that,
fˆk = uˆk +
L∑
l=1
[f ](zl)Aˆ1k,zl + [f ′](zl)Aˆ2k,zl
≈ τ (2)k u˜k +
L∑
l=1
[f ](zl)Aˆ1k,zl + [f ′](zl)Aˆ2k,zl
= τ (2)k h
N−1∑
j=0
e−i2pikxj
(
f +j −
L∑
l=1
[f ](zl)A1zl(xj)+ [f ′](zl)A2zl(xj)
)
+
L∑
l=1
[f ](zl)Aˆ1k,zl + [f ′](zl)Aˆ2k,zl ,
and the approximation,
fˆk ≈ τ (2)k f˜ +k −
L∑
l=1
[f ](zl)(τ (2)k A˜1k,zl − Aˆ1k,zl)+ [f ′](zl)(τ (2)k A˜2k,zl − Aˆ2k,zl).
This gives rise to the second degree formula
g˜+k = σ (2)k fˆk −
L∑
l=1
[g](zl)(σ (2)k Aˆ1k,zl − A˜1k,zl)+ [g ′](zl)(σ (2)k Aˆ2k,zl − A˜2k,zl),
where the {g+j }N−1j=0 are the approximations provided by the method to the values of f (x+j ) for j = 0, 1, . . . ,N − 1, after
applying the IDFT to the last expression.
Using the N-periodicity of the DFT, we can build a linear system that gives the approximations for the amplitudes of the
jumps at the singular points. Therefore, from the fact that g˜+k+N = g˜+k , we have that for k = k1, . . . , k2L,
σ
(2)
k+N fˆk+N − σ (2)k fˆk =
L∑
l=1
(σ
(2)
k+N Aˆ
1
k+N,zl − σ (2)k Aˆ1k,zl)[g](zl)+ (σ (2)k+N Aˆ2k+N,zl − σ (2)k Aˆ2k,zl)[g ′](zl). (3.1.1)
It follows the algorithm that corresponds to the second degree pseudofiltering
Algorithm 1. Given the Fourier coefficients {fˆk}N/2−1+Lk=−N/2−L and the L discontinuity points of the function and its derivatives:
Step 1: Compute f (2)j = ifft j(σ (2)k fˆk),
a(1)jl (zl) = ifft j(σ (2)k Aˆ1k,zl − A˜1k,zl),
a(2)jl (zl) = ifft j(σ (2)k Aˆ2k,zl − A˜2k,zl).
Step 2: Approximate the jumps [g](zl) and [g ′](zl) through solving the linear system (3.1.1).
Step 3: Compute the approximations of the point values of f using the reconstruction formula,
gj = f (2)j −
L∑
l=1
{[g](zl)a(1)jl (zl)+ [g ′](zl)a(2)jl (zl)}.
Remark 1. Error estimates for spline approximation methods could be found in [11]. There it is proven that for the
reconstruction formulas using pseudofilters of degree r , it is possible error estimates are of order hr+1.
Remark 2. In all the examples considered, the discontinuity points of the function and its derivative are the same.
Approximations of the discontinuity points of f ′ could be obtained using the same algorithm that determines the
approximations for the discontinuities of f , but modifying the Fourier coefficients in the following way: d̂f k = ikpi fˆk +∑L1
l=1[f ](zl)e−ikpizl for k 6= 0, and d̂f 0 = −
∑L1
l=1[f ](zl).
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Remark 3. The choices of A1zl and A
2
zl are not unique, but are the simplest ones for the calculations.
4. Iterative methods
Now we present the iterative methods for the discontinuity detection based on the spline approximation methods
described in the previous section.
4.1. Zeroth degree method
As an introduction and in order to motivate higher degree methods, we present the zeroth degree method from [19]. Let
w¯ = {wlm}Ll=1 be approximations to the discontinuity points of the function f (x) given by z¯ = {zl}Ll=1. xql will denote the
(uniform) mesh point closest to zl, for l = 1, . . . , L.
Let {gm0 , gm1 , . . . , gmN−1} be the discrete values of the reconstructed function using the zeroth degree formula, but using
the pointswml instead of zl, that is:
g˜mk = σ (0)k
(
fˆk +
L∑
l=1
[gml ]A(0)k (wml )
)
, (4.1.1)
where [gml ] = gmql − gmql−1 corresponds to the approximation of the jump. We define,
G0(wm1 , . . . , w
m
L ) =
1
2
N−1∑
j=0,j6=ql
(gmj − gmj−1)2.
Observe that this is a differentiable function with respect to w¯m (this was proven in [19]).
In Theorem 2 (stated below) of [19], it is proven that, as expected, if wl 6= zl, for some l the first order difference of
the reconstructed values gj will show the Gibbs phenomenon and the oscillations will depend on the distance between
wl and zl. It is also shown that, when wl → zl, ∀l, then |gjm − fj| → O
(
1
N2
(lnN)+ dj−1
)
, where dj = minl dj,ql and
djl = mink∈{−1,0,1}
∣∣ |xj − xl − k| − 12N ∣∣. So, it is possible to improve the approximations obtained for the discontinuities by
using the function G0(w¯), that monotonically decreases when w¯m → z¯. Applying Newton’s method to G0, a sequence of
approximationswlm is generated as w¯(m+1) = w¯m+ y, where y is the solution of∇2G0y = −∇G0, being∇2G0 and∇G0 the
Hessian and the gradient of G0 respectively. So, the updates of the approximations are the result of minimizing (decreasing)
the order one differences of the {gjm}’s up to some given tolerance.
Theorem. Suppose that the function f has atmost a finite number of discontinuity points Z = {z1, . . . , zL} and arewell separated,
that is N minr 6=l dql,qr  1 (dj,l defined above). Suppose that the first and second derivative exist outside the set Z and are bounded
with bounds C1 and C2 respectively. Assume that a set of the Fourier coefficients fˆk of f is known with k = −N/2, . . . ,N/2− 1,
where N is an even number. Define a set of nodes xl = l/N for l = 0, 1, . . . ,N−1. Suppose that N  L and zl, wl, are the closest
to xql for l = 1, . . . , L, and replace xql by wl. Let g(m)j for j = 0, . . . ,N − 1 be obtained with the reconstruction formula (4.1.1).
Define, αl = N(zl − xql)βl = N(wl − xql). Then, for j 6= ql, l = 1, . . . , L,
g(m)j − g(m−1)j =
L∑
l=1
(
f (z+l )− f (z−l )
)
(−1)j−ql−1 sin(piαl)
piαl
e−ipi(j−ql−αl)
×
sin
(
pi(j−ql)
N
)
sin
(
pi(αl−βl)
N
)
sin
(
pi(j−ql−αl)
N
)
sin
(
pi(j−ql−βl)
N
) + O(C1
N
)
+
L∑
l=1
O
( |(f (z+l )− f (z−l ))(αl − βl)|
N
)
.
For all j = 0, . . . ,N − 1
|g(m)j − fj| ≤
L∑
l=1
2|βl − αl|
N
|(f (z+l )− f (z−l ))|
(
1+ pi
2
+ pi
2dj,ql
)
+ O
(
1
N2
(C2 ln(N)+ C1d−1j )
)
.
4.2. Higher order methods
Deriving the asymptotic expressions for higher order methods gives rise to complicated formulas. But, it is reasonable
to expect similar behaviors using differences of order two for the first degree method, order three for the second degree
method and so on, always assuming enough differentiability.
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4.2.1. First degree method
The reconstructed values for the first degree method in the frequency domain are given by
g˜k = σ (1)k fˆk −
L∑
l=1
[f ](zl)(σ (1)k Aˆ1k,zl − A˜1k,zl),
and, as before, considering w¯m instead of z¯m, we have that
g˜mk = σ (1)k fˆk −
L∑
l=1
[g](wl)(σ (1)k Aˆ1k,wml − A˜
1
k,wml
),
where [g](wl) = gm+ql − gm−ql will be denoted by x(0)l , and obtained as the solution of the following linear system, as shown
in [11].
σ
(1)
k fˆk − σ (1)k+N fˆk+N =
L∑
l=1
(σ
(1)
k Aˆ
1
k,wml
− σ (1)k+N Aˆ1k+N,wml )x
(0)
l , (4.2.1)
for k = k1, . . . , kL. Therefore, once determined the x(0)l , the approximations to the point values of f can be expressed as:
gj = f (1)j −
L∑
l=1
x(0)l a
(1)
jl (w
m
l ),
where f (1)j = ifft j(σ (1)k fˆk) and a(1)jl (wml ) = ifft j(σ (1)k Aˆ1k,wml − A˜
1
k,wml
).
In this case, the objective function to be minimized corresponds to the one built from the second order differences
H0(wm1 , . . . , w
m
L ) =
1
2
N−2∑
j=0,j6=ql+1,ql,ql−1
(gmj+1 − 2gmj + gmj−1)2.
H0(w¯m) is also a decreasing monotone function converging to zero when w¯m → z¯ at a rate of O
(
ln(N)2
N3
)
.
As before, the sequence of approximationswlm is generated in the followingway via Newton’smethod: w¯(m+1) = w¯m+y
where y is the solution of the linear system∇2H0y = −∇H0, and, as before,∇2H0 and∇H0 correspond to the Hessian and
gradient of H0 respectively. Their computation is straightforward. For the first and second derivatives
H1(p) =
N−2∑
j=1,j6=ql,ql−1
(gmj+1 − 2gmj + gmj−1)
∂
∂wp
(gmj+1 − 2gmj + gmj−1)
H2(p, s) =
N−2∑
j=1,j6=ql,ql−1
[
(gmj+1 − 2gmj + gmj−1)
∂2
∂ws∂wp
(gmj+1 − 2gmj + gmj−1)
+ ∂
∂wp
(gmj+1 − 2gmj + gmj−1)
∂
∂ws
(gmj+1 − 2gmj + gmj−1)
]
.
It is necessary to determine the values of
∂
∂wp
(gmj+1 − 2gmj + gmj−1),
and
∂2
∂ws∂wp
(gmj+1 − 2gmj + gmj−1).
Lets denote c2j,l(wml ) = a(1)j+1,l(wml ) − 2a(1)j,l (wml ) + a(1)j−1,l(wml ). For the computation of the first order derivatives we
consider,
gmj+1 − 2gmj + gmj−1 = f (1)j+1 − 2f (1)j + f (1)j−1 −
L∑
l=1
c2j,l(wml )x
(0)
l .
Differentiating the above expression we get that,
∂
∂wp
(gmj+1 − 2gmj + gmj−1) = −c2j,p(wmp )′x(0)p −
L∑
l=1
c2j,l(wml )xl
(1,p),
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where
xl(1,p) = ∂x
(0)
l
∂wp
= ∂
∂wp
(gm+ql − gm−ql ) l, p = 1, . . . , L
are a result of solving the system obtained after differentiating Eq. (4.2.1):
L∑
l=1
d1,k(wml )xl
(1,p) = −d′1,k(wmp )x(0)p , k = k1, . . . , kL, (4.2.2)
where d1,k(wml ) is given by
d1,k(wml ) = σ (1)k Aˆk,wml − σ
(1)
k+N Aˆk+N,wml .
For the second order derivatives, it is necessary to determine x(2,p,s)l = ∂xl
(1,p)
∂ws
= ∂2x
(0)
l
∂ws∂wp
, through the system that results
from differentiating (4.2.2) with respect tows for k = k1, . . . , kL,
L∑
l=1
d1,k(wml )xl
(2,p,s) = −δp,sd′′1,k(wmp )x(0)p − d′1,k(wms )x(1,p)s − d′1,k(wmp )x(1,s)p , (4.2.3)
where δp,s stands for the Kronecker’s delta. Once determined these values we have that,
∂2
∂ws∂wp
(gmj+1 − 2gmj + gmj−1) = −c2′j,s(wms )xs(1,p) − c2′j,s(wmp )xp(1,s) − δp,sc2′′j,p(wmp )x(0)p −
L∑
l=1
c2j,l(wml )xl
(2,p,s).
Now we can summarize the algorithm corresponding to the first degree iterative method.
Algorithm 2. Given fˆk and w¯m = (wm1 , wm2 , . . . , wmL ), an approximation to the discontinuities of the function f :
Step 1: Compute x(0)l by solving the linear system (4.2.1).
Step 2: Compute f (1)j = ifft j(σ (1)k fˆk), and
a(1)jl (w
m
l ) = ifft j(σ (1)k Aˆ1k,wml − A˜
1
k,wml
),
to obtain,
gmj = f (1)j −
L∑
l=1
x(0)l a
(1)
jl (w
m
l ).
Step 3: Compute d1,k(wml ), d
′
1,k(w
m
l ), d
′′
1,k(w
m
l ) to obtain x
(1,p)
l e x
(2,p,s)
l by solving the linear systems (4.2.2) and (4.2.3)
respectively. Determine:
∂
∂wp
(gmj+1 − 2gmj + gmj−1) = −c2′j,p(wmp )x(0)p −
L∑
l=1
c2j,l(wml )xl
(1,p),
∂2
∂ws∂wp
(gmj+1 − 2gmj + gmj−1) = −c2′j,s(wms )xs(1,p) − c2′j,s(wmp )xp(1,s) − δp,sc2′′j,p(wmp )x(0)p −
L∑
l=1
c2j,l(wml )xl
(2,p,s)
with c2j,l(wml ) = a(1)j+1,l(wml )− 2a(1)j,l (wml )+ a(1)j−1,l(wml ).
With these values determine ∇H0(p) and ∇2H0(p, s) for p, s = 1, 2, . . . , L.
Step 4: Solve the linear system∇2H0y = −∇H0. If |y| > tol, define w¯(m+1) = w¯m+ y and go to Step 2, otherwise stop with
w¯(m+1) = w¯m.
4.2.2. Second degree method
Using the spline approximation described in Section 3 we have that
g˜k = σ (2)k fˆk −
L∑
l=1
[f ](zl)(σ (2)k Aˆ2k,zl − A˜2k,zl)+ [f ′](zl)(σ (2)k Aˆ1k,zl − A˜1k,zl);
we can now replace z¯m by w¯m and we have that,
g˜mk = σ (2)k fˆk −
L∑
l=1
[g](wl)(σ (2)k Aˆ2k,wml − A˜
2
k,wml
)+ [g ′](wl)(σ (2)k Aˆ1k,wml − A˜
1
k,wml
),
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where [g](wl) = gm+ql − gm−ql and [g ′](wl) = g ′m+ql − g ′m−ql will be denoted by x(0)l , and y(0)l respectively. These 2L values can
be obtained by solving the following linear system for k = k1, . . . , k2L,
σ
(2)
k+N fˆk+N − σ (2)k fˆk =
L∑
l=1
(σ
(2)
k+N Aˆ
2
k+N,wml − σ
(2)
k Aˆ
2
k,wml
)x(0)l + (σ (2)k+N Aˆ1k+N,wml − σ
(2)
k Aˆ
1
k,wml
)y(0)l . (4.2.4)
Therefore,
gmj = f (2)j −
L∑
l=1
x(0)l a
(2)
jl (w
m
l )+ y(0)l a(1)jl (wml ),
where f (2)j = ifft j(σ (2)k fˆk), a(2)jl (wml ) = ifft j(σ (2)k Aˆ2k,wml − A˜
2
k,wml
) and a(1)jl (w
m
l ) = ifft j(σ (2)k Aˆ1k,wml − A˜
1
k,wml
). Note that f (2)j is
independent ofwml .
The objective function to be minimized in this case is:
J0(wm1 , . . . , w
m
L ) =
1
2
N−3∑
j=0,j6=ql,ql±1,ql−2
(gmj+2 − 3gmj+1 + 3gmj − gmj−1)2,
and the successive updates of the w¯m are givenby: w¯(m+1) = w¯m+y, being y the solution of the linear system∇2J0y = −∇J0.
Once computed the values of x(1,p)l = ∂∂wp (gm+ql − gm−ql ) and of y
(1,p)
l = ∂∂wp (g
′m+
ql − g
′m−
ql ) by solving the linear system
that comes from differentiating the previous one, that is, for k = k1, . . . , k2L, and p = 1, 2, . . . , L,
L∑
l=1
d2,k(wml )x
(1,p)
l + e2,k(wml )y(1,p)l = −d′2,k(wmp )x(0)p − e′2,k(wmp )y(0)p , (4.2.5)
where d2,k(wml ) = σ (2)k+N Aˆ2k+N,wml − σ
(2)
k Aˆ
2
k,wml
, and e2,k(wml ) = σ (2)k+N Aˆ1k+N,wml − σ
(2)
k Aˆ
1
k,wml
.
So, it is possible to compute ∂
∂wp
(gmj+2 − 3gmj+1 + 3gmj − gmj−1) and ∂
2
∂ws∂wp
(gmj+2 − 3gmj+1 + 3gmj − gmj−1), because
∂
∂wp
(gmj+2 − 3gmj+1 + 3gmj − gmj−1) = −r ′j,p(wmp )x(0)p − q′j,p(wmp )y(0)p −
L∑
l=1
rj,l(wml )x
(1,p)
l + qj,l(wml )y(1,p)l (4.2.6)
where
rj,l(wml ) = a(2)j+2(wml )− 3a(2)j+1(wml )+ 3a(2)j (wml )− a(2)j−1(wml ),
qj,l(wml ) = a(1)j+2(wml )− 3a(1)j+1(wml )+ 3a(1)j (wml )− a(1)j−1(wml )
∂2
∂ws∂wp
(gmj+2 − 3gmj+1 + 3gmj − gmj−1) = −δp,s
(
r ′′j,p(w
m
p )x
(0)
p + q′′j,p(wmp )y(0)p
)− r ′j,s(wms )x(1,p)s
− r ′j,p(wmp )x(1,s)p − q′j,s(wms )y(1,p)s − q′j,p(wmp )y(1,s)p −
L∑
l=1
(
rj,l(wml )x
(2,p,s)
l + qj,l(wml )y(2,p,s)l
)
, (4.2.7)
where x(2,p,s)l = ∂
2x(0)l
∂wpws
and y(2,p,s)l = ∂
2y(0)l
∂wpws
are obtained by solving the following linear system:
L∑
l=1
d2,k(wml )x
(2,p,s)
l + e2,k(wml )y(2,p,s)l = −d′2,k(wms )x(1,p)s − d′2,k(wmp ) x(1,s)p − e′2,k(wms ) y(1,p)s − e′2,k(wmp )y(1,s)p
− δp,s
(
d′′2,k(w
m
p )x
(0)
p + e′′2,k(wmp )y(0)p
)
for k = k1, . . . , k2L, p, s = 1, 2, . . . , L. (4.2.8)
With them we can compute the gradient and the Hessian matrix, because:
∇J0(p) =
N−3∑
j=0,j6=ql±1,ql,ql−2
Gmj
∂
∂wp
Gmj ,
where Gmj = gmj+2 − 3gmj+1 + 3gmj − gmj−1 and,
∇2J0(p, s) =
N−3∑
j=0,j6=ql,ql±1,ql−2
Gmj
∂2
∂ws∂wp
Gmj +
∂
∂wp
Gmj
∂
∂ws
Gmj .
As before we describe the corresponding second degree algorithm.
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Algorithm 3. Given fˆk and w¯m = (wm1 , wm2 , . . . , wmL ), approximations of the function discontinuity points:
Step 1: Compute x(0)l e y
(0)
l by solving the linear system (4.2.4):
Step 2: Compute f (1)j = ifft j(σ (2)k fˆk),
a(2)jl (w
m
l ) = ifft j(σ (2)k Aˆ2k,wml − A˜
2
k,wml
),
a(1)jl (w
m
l ) = ifft j(σ (2)k Aˆ1k,wml − A˜
1
k,wml
),
to obtain,
gmj = f (2)j −
L∑
l=1
x(0)l a
(2)
jl (w
m
l )+ y(0)l a(1)jl (wml ).
Step 3: Compute d2,k(wml ), d
′
2,k(w
m
l ), d
′′
2,k(w
m
l ), e2,k(w
m
l ), e
′
2,k(w
m
l ), e
′′
2,k(w
m
l ) to obtain x
(1,p)
l , y
(1,p)
l , x
(2,p,s)
l and y
(2,p,s)
l by
solving the linear systems (4.2.5) and (4.2.8) respectively. Determine:
∂
∂wp
(gmj+2 − 3gmj+1 + 3gmj − gmj−1),
and
∂2
∂ws∂wp
(gmj+2 − 3gmj+1 + 3gmj − gmj−1),
through Eqs. (4.2.6) and (4.2.7) respectively. With these values compute ∇J0(p) and ∇2J0(p, s), p, s = 1, 2, . . . , L.
Step 4: Solve the linear system ∇2J0y = −∇J0. If |y| > tol, define w¯(m+1) = w¯m + y and go to Step 2, otherwise stop with
w¯(m+1) = w¯m.
5. Numerical examples
In this section, we show the results obtained when applying our edge detectors to the functions below. A comparison
with the results obtained by the method in [14] is also shown. We applied our edge detector of degree two as described
by Algorithm 3 in Section 4.2.2. The first function f1 is piecewise constant, with five discontinuities plus the border, the
second f2 is piecewise linear with five discontinuities plus the border, the third f3 has an exponential piece and the fourth
f4 a quadratic part. So according to our results we expect, in the absence of noise, exact detection, of the jumps, up to the
machine precision, for all the functions but f3. For all the experiments N = 128.
f1(x) =

0, x ∈ [0, 0.1),
1, x ∈ (0.1, 0.2),
0.5, x ∈ (0.2, 0.51),
1.5, x ∈ (0.51, 0.8),
0, x ∈ (0.8, 0.92),
2, x ∈ (0.92, 1],
f2(x) =

x, x ∈ [0, 0.1),
−2x, x ∈ (0.1, 0.2),
3x, x ∈ (0.2, 0.25),
−4x, x ∈ (0.25, 0.6),
5x, x ∈ (0.6, 0.85),
−6x, x ∈ (0.85, 1],
f3(x) =

e5x
10
, x ∈ [0, 0.29),
0, x ∈ (0.29, 0.33),
3, x ∈ (0.33, 0.87),
−1, x ∈ (0.87, 0.92),
0, x ∈ (0.92, 1],
f4(x) =

0.4, x ∈ [0, 0.27),
0, x ∈ (0.27, 0.31),
(5x− 3)2, x ∈ (0.31, 0.6),
3x, x ∈ (0.6, 0.951),
0, x ∈ (0.951, 1].
The approximations of the jumps were computed in the following way. The jump amplitude at a discontinuity point zp
was approximated by [g](wp) = g(iwp + 1)− g(iwp), where g denotes the reconstructed functional points values using the
second degree iterative method,wp is the approximated discontinuity point to zp and iwp is the respective subindex.
Tables 5.1–5.4 show the results of applying the edge detectors respectively to the functions f1 to f4 without noise.
The results are shown by column for all of the functions. Our method in [15] appears as OM, the minmod method with
enhancement of [14] is MM+E, and the iterative method described by Algorithm 3 is denoted by OM+it2. Ex.D.P. stands for
the exact values of the discontinuity points and Ex.J.A. for the exact jumps amplitudes calculated by each method.
In Table 5.1, we can see that MM+E detects more jumps than the existing ones, OM gives a good approximation for the
true ones and OM+it2 computes the true jumps and their amplitudes within the machine precision.
The results for f2 in Table 5.2 are much worse for MM+E that detects ten nonexisting jumps. For the true ones OM+it2
retrieves the points also within the machine precision and gives the best approximation for the amplitudes.
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Table 5.1
Obtained values for f1 . Our method in [15] appears as OM, the minmod method with enhancement of [14] is MM+E, and the iterative method described
by Algorithm 3 is denoted by OM+it2. Ex.D.P. stands for the exact values of the discontinuity points and Ex.J.A. for the exact jumps amplitudes calculated
by each method.
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.0000 0.0003 0.0000 0.0000 −2.0000 −2.0043 −1.9236 −2.0000
0.1000 0.1003 0.1016 0.1000 1.0000 1.0175 0.9009 1.0000
0.2000 0.1998 0.2031 0.2000 −0.5000 −0.4527 −0.3841 −0.5000
0.5100 0.5099 0.5078 0.5100 1.0000 0.9519 0.8914 1.0000
– – 0.5156 – – – 0.3247 –
0.8000 0.7999 0.7969 0.8000 −1.5000 −1.4148 −1.1523 −1.5000
– – 0.8047 – – – −0.7378 –
– – 0.9141 – – – 0.5318 –
0.9200 0.9198 0.9219 0.9200 2.0000 2.0872 1.8556 2.0000
Table 5.2
Obtained values for f2 . Our method in [15] appears as OM, the minmod method with enhancement of [14] is MM+E, and the iterative method described
by Algorithm 3 is denoted by OM+it2. Ex.D.P. stands for the exact values of the discontinuity points and Ex.J.A. for the exact jumps amplitudes calculated
by each method.
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.1000 0.1002 0.1016 0.1000 −0.3000 −0.359 −0.3078 −0.2988
– – 0.1953 – – – 0.4556 –
0.2000 0.2001 0.2031 0.2000 1.0000 0.9864 0.8074 0.9906
0.2500 0.2505 0.2500 0.2500 −1.7500 −1.7130 −1.6783 −1.7266
– – 0.5859 – – – −0.5533 –
– – 0.5938 – – – 1.1884 –
0.6000 0.6000 0.6016 0.6000 5.4000 5.6507 5.1100 5.3759
– – 0.6250 – – – −0.3224 –
– – 0.7891 – – – 0.2991 –
– – 0.8047 – – – 0.3737 –
– – 0.8203 – – – 0.5300 –
– – 0.8359 – – – 1.0383 –
– – 0.8438 – – – 1.0383 –
0.8500 0.8501 0.8516 0.8500 −9.3500 −9.5484 −8.7381 −9.3188
– – 0.8750 – – – 0.4695 –
1.0000 0.9999 0.0000 1.0000 6.0000 6.0420 6.0420 5.9531
Table 5.3
Obtained values for f3 . Our method in [15] appears as OM, the minmod method with enhancement of [14] is MM+E, and the iterative method described
by Algorithm 3 is denoted by OM+it2. Ex.D.P. stands for the exact values of the discontinuity points and Ex.J.A. for the exact jumps amplitudes calculated
by each method.
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.2900 0.2874 0.2891 0.28999997757661 −0.4263 −0.6953 −0.5251 −0.40773039470140
– – 0.3281 – – – 2.7110
0.3300 0.3300 0.3359 0.33000073575974 3.0000 3.0907 0.8703 3.00001567033934
0.8700 0.8701 0.8672 0.87000147465801 −4.0000 −3.9149 −3.1704 −4.00000039497682
– – 0.8750 – – – −1.8349
– – 0.8828 – – – 0.4764
– – 0.9141 – – – 0.4847
0.9200 0.9215 0.9219 0.92000388200665 1.0000 0.7691 0.7413 1.00000048266209
1.0000 0.0020 – 1.707077026e−006 0.1000 0.0679 – 0.09998714200743
Table 5.3 contains the results for the function that could be considered the worst one from the point of view of the
approximation, because there is an exponential. In this caseMM+Emisses one discontinuity and calculates four nonexisting
ones. On the other hand OM+it2 adds several digits to the true ones, all detected by OM. It is worth noting here that the
approximation of the real amplitudes by OM+it2 is much better.
In Table 5.4, we can see that MM+E misses two jumps, adds three nonexisting ones, but our methods compute the true
ones and their amplitudes with very high precision.
Tables 5.5–5.8 show the results for the same functions with moderate levels of noise, randomly generated.
In Table 5.5, noise is 13% and the signal to noise ratio 32. In this example MM+E detects five nonexisting discontinuities,
OM+it2 slightly improves the results obtained by OM.
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Table 5.4
Obtained values for f4 . Our method in [15] appears as OM, the minmod method with enhancement of [14] is MM+E, and the iterative method described
by Algorithm 3 is denoted by OM+it2. Ex.D.P. stands for the exact values of the discontinuity points and Ex.J.A. for the exact jumps amplitudes calculated
by each method.
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.2700 0.2682 – 0.27000333786011 −0.4000 0.2770 0.8082 −0.39998652499154
– – 0.3047 – – – 1.6974 –
0.3100 0.3086 0.3125 0.31000557899475 2.1025 −0.4018 0.4383 2.06640273141135
– – 0.5938 – – – 1.6790 –
0.6000 0.6003 0.6016 0.60000155499319 1.8000 1.8545 0.4066 1.80371642935245
– – 0.9375 – – – −0.9037 –
0.9510 0.9509 0.9531 0.95000042241896 −2.8530 1.8335 −2.5255 −2.83593701108952
1.0000 0.0016 – 0.00000001733116 0.4000 −2.8393 – 0.3999997597795
Table 5.5
Exact and computed discontinuity points and jump amplitude obtained for f1 with noisy coefficients (13% or snr= 32).
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.0000 0.0021 0.0000 0.0003 −2.0000 −1.8572 −1.8572 −1.9887
– – 0.0078 – – – −0.5681 –
– – 0.0938 – – – 0.4038 –
0.1000 0.1004 0.1016 0.1002 1.0000 0.9064 0.8009 0.9914
0.2000 0.2005 0.2031 0.1992 −0.5000 −0.4220 −0.3657 −0.5012
0.5100 0.5098 0.5078 0.5096 1.0000 0.9990 0.9048 0.9917
– – 0.5156 – – – 0.3164 –
0.8000 0.7996 0.7969 0.7996 −1.5000 −1.4830 −1.2363 −1.4917
– – 0.8047 – – – −0.6664 –
– – 0.9141 – – – 0.5995 –
0.9200 0.9197 0.9219 0.9203 2.0000 2.0301 1.7739 1.9812
Table 5.6
Exact and computed discontinuity points and jump amplitude obtained for f2 with noisy coefficients (5.4% or noise snr= 72).
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.1000 0.0993 0.1016 0.1007 −0.3000 −0.4214 −0.3078 −0.3131
– – 0.1953 – – – 0.4556 –
0.2000 0.2008 0.2031 0.2016 1.0000 0.9430 0.8074 1.0394
0.2500 0.2506 0.2500 0.2505 −1.7500 −1.7130 −1.6783 −1.7356
– – 0.5859 – – – −0.5533 –
– – 0.5938 – – – 1.1884 –
0.6000 0.6000 0.6016 0.6001 5.4000 5.5936 5.1100 5.4222
– – 0.6250 – – – −0.3224 –
– – 0.7891 – – – 0.2991 –
– – 0.8047 – – – 0.3737 –
– – 0.8203 – – – 0.5300 –
– – 0.8359 – – – 1.0383 –
– – 0.8438 – – – 1.0383 –
0.8500 0.8501 0.8516 0.8503 −9.3500 −9.5092 −8.7381 −9.3876
– – 0.8516 – – – −8.7167 –
– – 0.8750 – – – 0.4695 –
– – 0.9844 – – – −0.3319 –
– – 0.9922 – – – 0.5205 –
1.0000 0.9999 0.0000 0.9992 6.0000 6.0204 6.0204 6.0214
In Table 5.6 noise is 5.4% and the signal to noise ratio 72. In this example MM+E detects 13 nonexisting discontinuities;
for the true ones the results are very similar except for the jumps amplitudes, where OM+it2 outperforms the
others.
In Table 5.7 noise is 4% and the signal to noise ratio 114. MM+E detects seven nonexisting discontinuities and misses
one. For the true points the results are comparable, but still OM+it2 is more accurate in computing the amplitudes.
In Table 5.8 noise is 6% and the signal to noise ratio 76. Once again in this case MM+E detects seven nonexisting
discontinuities and misses one. For the true ones the results are more or less the same, but still OM+it2 is better for the
jump detection.
A.G. Martínez, A.R. De Pierro / Journal of Computational and Applied Mathematics 234 (2010) 3268–3282 3281
Table 5.7
Exact and computed discontinuity points and jump amplitude obtained for f3 with noisy coefficients (4% or snr= 114).
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.2900 0.2872 0.2891 0.2907 −0.4263 −0.6617 −0.4846 −0.4154
– – 0.3281 – – – 2.7160
0.3300 0.3301 0.3359 0.3289 3.0000 3.0979 0.8902 3.0098
– – 0.3438 – – – −0.3819
– – 0.8438 – – – 0.8672
0.8700 0.8701 0.8672 0.8691 −4.0000 −3.9350 −3.1481 −3.9935
– – 0.8750 – – – −1.8505
– – 0.8828 – – – 0.4972
– – 0.88984 – – – 0.3786
– – 0.9141 – – – 0.5447
0.9200 0.9220 0.9219 0.9192 1.0000 0.7235 0.6708 1.0156
1.0000 – – – 0.1000 – – –
Table 5.8
Exact and computed discontinuity points and jump amplitude obtained for f4 with noisy coefficients (6% noise snr= 76).
Discontinuity points Jump amplitude
Ex.D.P. OM MM+E OM+it2 Ex.J.A. OM MM+E OM+it2
0.2700 0.2680 – 0.2705 −0.4000 −0.4115 – −0.3908
– – 0.3047 – – – 0.8284 –
0.3100 0.3086 0.3090 0.3107 2.1025 1.8022 1.6629 1.9681
– – 0.3125 – – – 1.6629 –
– – 0.3359 – – – −0.3165 –
– – 0.5938 – – – 0.4201 –
0.6000 0.6003 0.6016 0.6001 1.8000 1.8493 1.6677 1.8292
– – 0.9375 – – – 0.3861 –
– – 0.9453 – – – −0.8775 –
0.9510 0.9506 0.9531 0.9509 −2.8530 −2.9853 −2.5688 −2.8463
– – 0.9766 – – – 0.3087 –
1.0000 0.9959 0.9922 0.9971 0.4000 0.2330 0.4114 0.5721
6. Conclusion
Wehave presented a new iterativemethod based on spline approximations to detect discontinuities of piecewise smooth
functions from Fourier coefficients. The method can be extended to any degree of approximation and proved to be more
stable and accurate than other existing methods for the same task. Our next step is to adapt the method to solve problems
with higher levels of noise; so, some kind of regularization is needed. In any case, the combination of this approach to
recover the discontinuities plus the spline approximation in between them gives a powerful tool for the first step towards
the practical resolution of the Gibbs phenomenon.
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