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Summary
Index theory is the theory of linear maps with finite dimensional nullspaces and cokernels.
In particular, the index of such a map is the dimension of its nullspace minus that of its
cokernel. We will survey some aspects of this theory in this thesis.
The first chapter deals with general index theory. We first list a few linear operators and
compute their indices. We then look at the index theory for linear maps mapping a linear
space to a linear space and that of bounded linear maps mapping a Banach space to a
Banach space. We will then touch on the theory for the adjoint of a linear map and shows
how the index of a map is related to that of its adjoint.
The second chapter is a survey of the aspects of index theory which exhibits both the
analytic and topological properties of the index. In particular, we will discuss Wiener-
Hopf operators and show how the index of these operators are related to their winding
numbers about the origin. We will also talk about families of Fredholm operators and
their index bundles after a brief recall about the concepts pertaining to vector bundles.
The third chapter discusses the index theory of pseudodifferential operators. We first look
at the pre-requisites to such a theory, such as Sobolev spaces, and concepts pertaining to
differential operators before we talk about pseudodifferential operators. We then look at
an important change of coordinates theorem which shows how pseudodifferential operators
behave locally under a change of coordinates in Rn. We finally discuss the index theory of
ii
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pseudodifferential operators which is analogous to that of linear operators which we have
discussed in chapter 1.
The fourth chapter talks about differential complexes. The first section talks about how
an elliptic differential complex can be reduced to a single elliptic operator. We will also
prove the generalized Hodge decomposition theorem as a by-product of our discussions on
elliptic complexes. We then give an example of an elliptic differential complex, namely,
the de Rham complex, in the second section. We divide this second section into 3 parts.
The first surveys some differential geometry and the second talks briefly about de Rham
theory. These will allow us to discuss the de Rham complex in the third part.
The fifth chapter talks about the Chern-Weil theorem followed by characteristic classes.
The first section briefly talks about connections and curvatures on general vector bundles.
The second section surveys some simple facts about invariant polynomials before we prove
the Chern-Weil theorem. We then apply these concepts to discuss some properties of
characteristic classes in the third section. This discussion will enable us to give a statement
of the Atiyah-Singer Index theorem in the next chapter.
In the final chapter, we develop a few concepts needed to give the statement of the Atiyah-
Singer Index theorem before we state the theorem and its special case when applied to the
classical elliptic complexes. We then briefly survey an application of the Index theorem
to spin complexes in the second section. To do so, we first recall the concepts of principal
bundles, spin groups and clifford algebras, and Dirac matrices. We then discuss spin
complexes and followed by twisted spin complexes. Finally we give a few examples before
ending with a brief outline of instantons and its relation to the Atiyah-Singer Index
Theorem.
Author’s Contribution
In the first chapter, the author has filled in the details in the proof of the homotopy
invariance of the index from [5]. This result provides a pre-requisite for the discussions on
Wiener-Hopf operators and index bundles in chapter 2. In these discussions, the author
has demonstrated clearly the relations between the analytical and the topological aspects
of the index. Also in section 2.2, the author has independently proven Proposition 9 and
filled in much of the details of the proof of Theorem 13 found in [2].
In section 3.4, the author has filled in the details of the proof of the change of coordinates
theorem found in chapter 4, section 3, of [3]. This theorem discusses the behaviour of a
pseudodifferential operator under a change of coordinates in Rn. In section 3.5, motivated
by analogous results in chapter 1, the author has independently extended some classical
results on the index of bounded operators on Banach spaces to that of pseudodifferen-
tial operators on sections of vector bundles. In particular, theorems 20-23 are proven
independently.
In section 4.1, the author has filled in the details for the proof of Proposition 27 found in
[14]. Motivated by the discussions on the reduction of a long elliptic differential complex
to a short one consisting only one elliptic operator on pages 562-563 in [4], the author has
formulated and proven Proposition 28. He then independently proves Lemmas 22 and
23. Using these lemmas, he then goes on to prove Propositions 29 and 30 independently.
Finally, he has independently proven the generalized Hodge decomposition theorem as a
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corollary of Proposition 29.
In chapter 5, he has proven the Chern-Weil theorem, filling in details from the proof
given in [4]. This theorem is important for the discussion of characteristic classes and the
subsequent discussion on the Atiyah-Singer Index theorem.
In section 6.1, the author put together clearly tools from [4], [8] and [13] needed to give a
clear statement of the Atiyah-Singer Index ASI theorem. He then put together concepts
from [4] and [7] to discuss the applications of the ASI theorem to spin complexes. He
has also independently worked out the details in the 3 examples following Proposition 61.
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This chapter surveys some basic results in general index theory. We will first discuss the
index theory for linear maps mapping a linear space to a linear space before we explore
that of bounded linear maps mapping a Banach space to a Banach space.
Notation: Let U and V be linear spaces and let T : U → V be a linear map. We
denote the nullspace of T by NT or by kerT , the range space of T by RT or Im(T ), and
the cokernel of T by V/RT or coker(T ).
Definitions: Let U and V be linear spaces and let T : U → V be a linear map such
that dim(NT ) <∞ and codim(RT ) = dim(V/RT ) <∞. For such an operator we define
its index to be
ind(T ) = dim(NT )− codim(RT )
Remark: Let X is a linear space, and let A ⊆ X be a subspace with finite codimension;
ie, codimA <∞. Then we have the following:
a) dim(X/A) <∞
b) Let B be another subspace of X such that A ⊆ B. We define ϕ : X/A→ X/B by
ϕ[x] = [x]1, where [x] = {x+ a, a ∈ A} and [x]1 = {x+ b, b ∈ B}. We see that ϕ is well
1
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defined and since A ⊆ B, we see that for x not in B, ϕ[x] = [x]1, for x ∈ B but not in A,
we have ϕ[x] = [x]1 = [0]1, and finally, ϕ[0] = [0]1. Hence ϕ is surjective which implies
codim(B) = dim(X/B) ≤ dim(X/A) = codim(A) <∞
c) There is a complementary finite dimensional subspace Y ⊂ X such that X = A⊕ Y .
We will prove a more general case of this statement in Lemma 2.
1.1 Examples of Operators and their Indices
We first give a few examples of indices of shift operators before looking at indices of
elementary differential operators.
We let l2(Z+) denote the space of sequences x = (x0, x1, ...) of complex numbers
satisfying
∑∞
i=0 |xi|2 <∞. And let l2(Z) denote the space of sequences
x = (..., x−2, x−1, x0, x1, x2, ...) of complex numbers satisfying
∞∑
i=0





Example 1): We consider the index of the generalized forward shift operator on l2(Z+)
as follows. For n ∈ N, let Tn : l2(Z+)→ l2(Z+) be defined by
Tn(x0, x1, ...) = (0, 0, ..., 0, x0, x1, ...) where the first n terms are zero. Now, we consider
any x = (x0, x1, ...) ∈ NTn . Then
Tn(x0, x1, ...) = (0, 0, ...)⇒ (0, 0, ..., 0, x0, x1, ...) = (0, 0, ...)⇒ xi = 0 ∀i
Hence NTn = {0}. So dim(NTn) = 0. Now, we consider any y = (y0, y1, ...) ∈ RTn . Then
there exists (x0, x1, ...) ∈ l2 such that
Tn(x0, x1, ...) = (y0, y1, ...)⇒ (0, 0, ..., 0, x0, x1, ...) = (y0, y1, ...)
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which implies yi = 0 for 0 ≤ i ≤ n− 1 and yi = xi−n for i ≥ n. Hence
codim(RTn) = dim(l
2(Z+)/RTn) = n. Hence
ind(Tn) = dim(NTn)− codim(RTn) = 0− n = −n
Example 2): We next consider the index of the generalised backward shift operator on
l2(Z+) as follows. For n ∈ N, let Sn : l2(Z+)→ l2(Z+) be defined by
Sn(x0, x1, ..., xn, ...) = (xn, xn+1, ...). Now, we consider x = (x0, x1, ...) ∈ NSn . Then
Sn(x0, x1, ...) = (0, 0, ...)⇒ (xn, xn+1, ...) = (0, 0, ...)
Hence NSn = {(x0, x1, ...) ∈ l2 | xi = 0, i ≥ n}, and so dimNSn = n. Now, we consider
any y = (y0, y1, ...) ∈ RSn . Then there exists (x0, x1, ...) ∈ l2 such that
Sn(x0, x1, ...) = (y0, y1, ...)⇒ (xn, xn+1, ...) = (y0, y1, ...)
So codim(RSn) = dim(l
2(Z+)/RSn) = 0. Hence
ind(Sn) = dim(NSn)− codim(RSn) = n− 0 = n
Example 3): We now consider the corresponding generalised shift operators defined
above on l2(Z); Tn : l2(Z)→ l2(Z) and Sn : l2(Z)→ l2(Z). We now observe that Tn and
Sn are now bijections. So NTn = NSn = {0} ⇒ dim(NTn) = dim(NSn) = 0. Also
RTn = RSn = l
2(Z)⇒ codim(RTn) = codim(RSn) = 0. Hence ind(Tn) = ind(Sn) = 0.
We now look at a few elementary examples of differential operators and their indices.
Proposition 1. Let X be the closed unit disk and ω its boundary. The operator
(∆, R) : C∞(X)→ C∞(X)× C∞(ω) defined by (∆, R)(u) = (∆u, u|ω) has index 0.
Proof : We equip C∞(X) and C∞(ω) with the L2 norm since L2(X) and L2(ω) are their
respective completions in this norm as detailed in [17]. We consider u ∈ N(∆,R). Then
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= 0⇒ u is a constant on X
Since u = 0 on ω, u = 0 on X. So N(∆,R) = {0} ⇒ dimN(∆,R) = 0. Now, we consider the
orthogonal complement of R(∆,R) in L
2(X)× L2(ω). We thus consider L ∈ C∞(X) and





ul dω = 0
for any u ∈ C∞(X). In particular, for any u ∈ C∞0 (X), u = 0 on ω and so the second


























































= 0 on ω.) (1.2)












































= 0 on X ⇒ ∆L = 0 on X
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ul dω = 0 (1.3)








































































dω = 0 (1.4)














dω = 0⇒ L = 0 on ω

















Now, L = 0 on ω together with ∆L = 0 implies that L = 0 on X by the first part of the









= 0− 0 = 0 which
completes the proof.
Definition: Let X be the closed unit disk and ∂X be its boundary. For u ∈ C∞(X)
and v ∈ C∞(∂X) , we define the directional derivative of u relative to v at the point















: C∞(X)→ C∞(X)× C∞(∂X)




















Proof : We first consider u ∈ N(∆, ∂∂v ). Then u ∈ N∆ and u ∈ N ∂∂v . Now, u ∈ N∆
⇒ ∆u = 0, which implies that u is harmonic. Hence there exists an analytic function f
such that u = Ref . Now, we let























































(z) = 0⇒ Re(φ(z)zp) = 0
for each z ∈ ∂X. Now, when p > 0, φ(z)zp is analytic, and so writing φ(z)zp = u1 + iv1,











Now, since Re(φ(z)zp) = u1 = 0 for each z ∈ ∂X, Re(φ(z)zp) = u1 = 0 for each z ∈ X







CHAPTER 1. GENERAL INDEX THEORY 7
which implies that v1 = c, a constant. Thus, we have
φ(z)zp = ic⇒ φ(0)0p = ic⇒ c = 0.





(z) = 0⇒ u = c1,




Hence u ∈ N(∆, ∂∂v ). And so N(∆, ∂∂v ) = {u(x, y) = c | c ∈ R}. Thus we have
dimN(∆, ∂∂v )
= 1 when p > 0.
Now, when p = 0, going through the same working as for the case p > 0, we have














= 0⇒ u = c1(y)⇒ ∂u
∂y
= c′1(y) = −c⇒ c1(y) = −cy + c2.







+ 0 = 0
Hence u ∈ N(∆, ∂∂v ). And so N(∆, ∂∂v ) = {u(x, y) = c1y + c | c1, c ∈ R}. Thus
dimN(∆, ∂∂v )
= 2 for p = 0.
Now, we consider when p < 0. Let q = −p, and we expand φ(z) into its finite Taylor






where g(z) is analytic. Now, we define
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Now, for each z ∈ ∂X, we have
∂u
∂v









which implies Re(aq +ψ(z)) = 0. Now, ψ(z) is analytic, so aq +ψ(z) is analytic. Writing







And hence v2 = c, a constant. So aq + ψ(z) = ic⇒ aq + ψ(0) = ic⇒ aq = ic. This
implies ψ(z) = 0. Hence
























for arbitrary a0, a1, ..., aq−1 ∈ C, aq ∈ iR.





(z) | u ∈ N(∆, ∂∂v )
}







(z) | u ∈ N(∆, ∂∂v )
}
= 2q + 1
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(z) up to an additive constant. Thus, for
p < 0, we have
dimN(∆, ∂∂v )
= (2q + 1) + 1 = 2(−p) + 2 = 2− 2p





, namely, the space C∞(X)× C∞(∂X)/R(∆, ∂∂v ).
We consider a map





defined by ψ([F, h]) = [h− ∂u
∂v
], where u ∈ C∞(X) is such that ∆u = F . Here, the
existence of such a u is ensured by the surjectivity of the map ∆ : C∞(X)→ C∞(X).
Now, we consider





























where u, u1 ∈ C∞(X) are such that ∆u = F and ∆u1 = F1, and that w,w1 ∈ N∆. Hence
we have h− h1 ∈ R ∂
∂v
. Also, F − F1 = ∆(u− u1)⇒ F − F1 ∈ R∆. Hence we have
[F, h] = [F1, h1], and so ψ is injective. Now, we consider for any [h] ∈ C∞(∂X)/ ∂∂v (N∆),
there exists [0, h] ∈ C∞(X)× C∞(∂X)/R(∆, ∂∂v ) such that ψ([0, h]) = [h]. So ψ is
surjective. Hence ψ is a bijection. Hence
dim
(









Now, noting that {∂u
∂v
| u ∈ N∆} = ∂∂v (N∆), we consider the existence of u ∈ C∞(X) such
that ∆u = 0 and ∂u
∂v
= h, where h ∈ C∞(∂X) is given. By the 1st part of the proof, this
is equivalent to considering the existence of φ(z) satisfying Re(zpφ(z)) = h for |z| = 1.
Now, given h ∈ C∞(∂X), by the existence of solution of the Dirichlet Problem, there
exists u1 ∈ C∞(X) such that ∆u1 = 0 on X and u1 = h on ∂X. So u1 is harmonic,
which imply that there exists an analytic function θ(z) = u1 + iv1. So we have
Re(θ(z)) = h on ∂X.
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Now, for p ≤ 0, we set φ(z) = z−pθ(z). Hence φ(z), which satisfies Re(zpφ(z)) = h for
|z| = 1, exists. And thus u, satisfying ∆u = 0 and ∂u
∂v
= h, exists. So for any
h ∈ C∞(∂X), there exists u ∈ N∆ such that ∂u∂v = h, which implies h ∈ ∂∂v (N∆).














We now consider codimR(∆, ∂∂v )
for p > 0. To construct an analytic function φ from θ,
we first recall a theorem in complex analysis which states that a function f(z) is
analytic at 0 and has a zero of order p at 0 if and only if there exists an analytic
function g(z) such that g(0) 6= 0 and f(z) = zpg(z).
Thus, for any c ∈ R, there exists an analytic function φ(z) such that zpφ(z) = θ(z) + ic
if and only if θ(z) + ic is analytic at 0 and has a zero of order p at 0, ie, if and only if





Now, the condition θ(0) = −ic implies, by the Cauchy Integral formula.



















And the other conditions imply, by the Cauchy integral formula for derivatives, for each
0 < k ≤ p− 1,






















Hence the 2p− 1 conditions on θ and the θ(k)’s at the point z = 0 correspond to 2p− 1
conditions on line integrals around ∂X. Hence φ(z), satisfying Re(zpφ(z)) = h for
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|z| = 1, exists if and only if these 2p− 1 conditions are met. Thus for any h ∈ C∞(∂X),
there exists u ∈ C∞(X) satisfying ∆u = 0 and ∂u
∂v
= h if and only if these 2p− 1
conditions are satisfied. And hence, for p > 0, we have codimR(∆, ∂∂v )
= 2p− 1.







= dimN(∆, ∂∂v )
− codimR(∆, ∂∂v ) = 1− (2p− 1) = 2− 2p







= dimN(∆, ∂∂v )
− codimR(∆, ∂∂v ) = 2− 2p− 0 = 2− 2p








which completes the proof.


















which constitutes the Neumann boundary-value problem, has index 2(1)− 2 = 0
Proposition 2. Let X be the unit disk and ω its boundary. The operator
T : C∞(X)× C∞(X)→ C∞(X)× C∞(X)× C∞(ω) defined by
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= 0 and (u− v)|∂X = 0






































Im(u) = − ∂
∂y
Re(u)
Hence the Cauchy-Riemann equations are satisfied and so u is analytic on X, and Re(u)
and Im(u) are harmonic. Doing a similar working to ∂v/∂z = 0, we have
∂
∂x









Hence v is analytic and Re(v) and Im(v) are harmonic. Now, let w := u− v. We observe
that Re(w) = Re(u)− Re(v) and Im(w) = Im(u)− Im(v) are both harmonic. On ω,
Re(w) = Im(w) = 0. By the maximum-minimum principle for harmonic functions,
Re(w) and Im(w) attains both its maximum and minimum values on ω, which implies
Re(w) = Im(w) = 0 on X. This means u = v on X. Since u is analytic, so is v. Hence v









Im(v) = − ∂
∂y
Re(v)












Im(v) = 0⇒ v = c
where c ∈ C is a constant. So u = v = c.
Conversely, if (u, v) = (c, c) where c is a constant, then









= (0, 0, 0)
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and so (c, c) ∈ NT . Hence NT = {(c, c) | c ∈ R} ⇒ dimNT = 1.
Now, we wish to consider codim(RT ). For this, we consider the orthogonal complement
R⊥T of RT in L














(u− v)h dω = 0 (1.6)
for any u, v ∈ C∞(X).
We consider in particular any u, v ∈ C∞0 (X), so u = v = 0 on ω and
∫
ω
(u− v)h dω = 0.
















































g dX = 0 (1.7)


























































































































(u− v)h dω = 0 (1.9)
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where the last equality is due to (1.8). Doing the same manipulations on the second,
third and forth terms of (1.9), we have∫
ω
(xuf + xvg + iyuf − iyvg)dω +
∫
ω




u(xf + iyf + h) + v(xg − iyg − h)dω = 0
Now, taking any v = 0 and u 6= 0, we have xf + iyf + h = 0⇒ h = −xf − iyf and
taking u = 0 and v 6= 0, we have
xg − iyg − h = 0⇒ xg − iyg + xf + iyf = 0⇒ x(f + g) + iy(f − g) = 0





= 0 by (1.8), f and g are constants on X and thus f = g = 0 on X. Also, we
have h = −xf − iyf = 0 on X.
Conversely, f, g, h satisfying f = g = h = 0 obviously satisfies (1.6). Hence
dimR⊥T = codimRT = 0. Hence ind(T ) = dimNT − codim(RT ) = 1− 0 = 1. This
completes the proof.
1.2 Index Theory of Linear Spaces
We now show a few results concerning the index of a linear operator.
Proposition 3. Suppose T : U → V is a linear map and U and V are finite
dimensional, then ind(T ) = dim(U)− dim(V ).
Proof : Since T maps U/NT one-one onto RT , we have dim(U/NT ) = dim(RT ), which
implies
dim(U)− dim(NT ) = dim(RT ) = dim(V )− dim(V ) + dim(RT ) = dim(V )− dim(V/RT )
= dim(V )− codim(RT )
⇒ dim(U)− dim(V ) = dim(NT )− codim(RT ) = ind(T ), which proves the proposition.
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Proposition 4. Suppose T : U → U and S : V → V have finite dimensional kernels and
cokernels. Then T ⊕ S : U ⊕ V → U ⊕ V also has finite dimensional kernel and
cokernel. Furthermore, ind(T ⊕ S) = ind(T ) + ind(S).
Proof : We consider NT⊕S = {x⊕ y ∈ U ⊕ V | (T ⊕ S)(x⊕ y) = 0⊕ 0}
= {x⊕ y ∈ U ⊕ V | Tx = 0 and Sy = 0}
= {x⊕ y ∈ U ⊕ V | x ∈ NT and y ∈ NS}
Hence we have dim(NT⊕S) = dim(NT ) + dim(NS) <∞. Also, we consider
RT⊕S = {x′ ⊕ y′ ∈ U ⊕ V | ∃(x⊕ y) s.t T ⊕ S(x⊕ y) = x′ ⊕ y′}
= {x′ ⊕ y′ ∈ U ⊕ V | Tx = x′ and Sy = y′}
= {x′ ⊕ y′ ∈ U ⊕ V | x′ ∈ RT and y′ ∈ RS}
Hence we have codim(RT⊕S) = codim(RT ) + codim(RS) <∞. Thus T ⊕ S has finite
index and we have
ind(T ⊕ S) = dim(NT⊕S)− codim(RT⊕S) = dim(NT ) + dim(NS)− (codim(RT ) + codim(RS))
= dim(NT )− codim(RT ) + dim(NS)− codim(RS) = ind(T ) + ind(S)
which proves the proposition.
Proposition 5. Suppose T : V → U and T ′ : V ′ → U ′ both have finite dimensional
kernels and cokernels, where U , V U ′ and V ′ are finite dimensional, with
dim(NT ) = dim(NT ′) and codim(RT ) = codim(RT ′). Then dim(U) = dim(U
′) if and only
if dim(V ) = dim(V ′).
Proof : Suppose dim(U) = dim(U ′). Now, T maps U/NT 1-1 onto RT ⊂ V . Then since
U and V are finite dimensional, we have
dim(U/NT ) = dim(RT )⇒ dim(U)−dim(NT ) = dim(RT ) = dim(V )−codim(RT ) (1.10)
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Also, T ′ maps U ′/NT ′ 1-1 onto RT ′ ⊂ V ′. Then since U ′ and V ′ are finite dimensional,
we have
dim(U ′/NT ′) = dim(RT ′)⇒ dim(U ′)− dim(NT ′) = dim(RT ′) = dim(V ′)− codim(RT ′)
(1.11)
(1.10)-(1.11) gives dim(NT ′)− dim(NT ) = dim(V )− codim(RT )− dim(V ′) + codim(RT ′)
⇒ 0 = dim(V )− dim(V ′)⇒ dim(V ) = dim(V ′)
Now, suppose dim(V ) = dim(V ′), using (1.10)-(1.11) again, we have
dim(U)− dim(NT )− dim(U ′) + dim(NT ′) = codim(RT ′)− codim(RT )
⇒ dim(U)− dim(U ′) = 0⇒ dim(U) = dim(U ′)
This completes the proof.
Definition: A linear map G is called degenerate or of finite rank if its range is finite
dimensional, i.e, dim(RG) <∞.
Definition: The linear maps M : X → U and L : U → X are said to be pseudoinverses
to each other if there exists degenerate maps G : X → X and H : U → U such that
LM = I +G and ML = I +H, where I is the identity map.
Before we prove our first theorem of this section, we state and proof 2 lemmas.
Lemma 1. If G : X → X is a degenerate map, then dim(NI+G) <∞ and
codim(RI+G) <∞.
Proof : For any x ∈ NI+G, we have (I +G)x = 0⇒ Gx = −x, which implies that
x ∈ RG. Hence NI+G ⊂ RG. Since G is degenerate, dim(RG) <∞⇒ dim(NI+G) <∞.
Now, since G maps X/NG one-one onto RG, we have dim(X/NG) = dim(RG) which
implies codim(NG) = dim(RG). Now, for any x ∈ NG, we have (I +G)x = x+Gx = x
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and so x ∈ RI+G. Hence NG ⊂ RI+G. It follows that X/RI+G ⊂ X/NG. Hence we have
codim(RI+G) = dim(X/RI+G) ≤ dim(X/NG) = codim(NG) = dim(RG) <∞
which completes the proof.
Lemma 2. Every subspace N of a linear space X has a complementary subspace Y ,
namely a linear subspace Y of X such that X = N ⊕ Y , meaning that every x ∈ X can
be decomposed uniquely as x = n+ y, where n ∈ N and y ∈ Y .
Proof : We let P be the set of all subspaces Y of X satisfying Y ∩N = {0}, partially
ordered by inclusion. Since the zero subspace {0} ∈ P , P is non-empty. Every totally
ordered collection of Yi’s has
⋃
Yi as an upper bound. By Zorn’s lemma, there is a
maximal Y such that X = N ⊕ Y . Now, if some x ∈ X cannot be expressed in the form
x = n+ y, where n ∈ N and y ∈ Y , we can enlarge Y be adjoining x. But this
contradicts the maximality of Y .
We now state and prove our first theorem.
Theorem 2. The linear map T : U → V is such that dim(NT ) <∞ and
codim(RT ) <∞ if and only if T has a pseudoinverse.
Proof : Suppose T has a pseudoinverse, say S, there exists degenerate maps G and H
such that ST = I +G and TS = I +H. Now, for any x ∈ NT , Tx = 0 ⇒ STx = 0
⇒ (I +G)x = 0, which implies that x ∈ NI+G. Hence NT ⊂ NI+G and so
dim(NT ) ≤ dim(NI+G). By Lemma 1, dim(NI+G) <∞, and thus dim(NT ) <∞.
Now, for any y ∈ RI+H , there exists x ∈ V such that (I +H)x = y ⇒ TSx = y, and so
y ∈ RT . Hence RI+H ⊂ RT , which implies V/RT ⊂ V/RI+H . Hence
codim(RT ) = dim(V/RT ) ≤ dim(V/RI+H) = codim(RI+H)
Now, codim(RI+H) <∞ by Lemma 1, hence codim(RT ) <∞.
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Now, we suppose that T : U → V is such that dim(NT ) <∞ and codim(RT ) <∞. By
Lemma 2, we can choose complementary subspaces Y and X for the nullspace NT and
range RT of T respectively, hence we have U = NT ⊕ Y and V = RT ⊕X. Now, T maps
U/NT one-one onto RT . And we observe that U/NT is isomorphic to Y . Thus
T : Y → RT is invertible. We denote its inverse by T−1 and define K by letting
K = T−1 on RT and K = 0 on X. We can extend K to all of U . So we have
KT =
 I on Y0 on NT TK =
 I on RT0 on X
Rewriting this, we have KT = I − P and TK = I −Q, where P is the projection onto
NT and Q is the projection onto X. Now, dim(NT ) <∞ and dim(X) <∞, so P and Q
are degenerate maps. Hence K and T and pseudoinverses to each other. This completes
the proof.
Definition: A sequence of linear spaces V0, V1, ..., Vn and a sequence of linear maps
Ti : Vi → Vi+1 such that
V0
T0−−−→ V1 T1−−−→ ... Tn−1−−−→ Vn
is called exact if the range of Ti is the nullspace of Ti+1.
Lemma 3. If all the Vi in the exact sequence above are finite dimensional and if
dim(V0) = 0 = dim(Vn), then
∑
i(−1)i dim(Vi) = 0.
Proof : We write Vi = Ni ⊕ Yi, where Ni is the nullspace of Ti and Yi is complementary
to Ni. Now, since for each 0 ≤ i < n− 1, RTi = Ni+1, and that Ti maps Vi/Ni one-one
onto RTi , we have dim(Yi) = dim(Vi/Ni) = dim(RTi) = dim(Ni+1). Thus,
dim(Vi) = dim(Ni) + dim(Yi) = dim(Ni) + dim(Ni+1) for 0 ≤ i < n− 1. Now,
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dim(V0) = 0 ⇒ dim(N0) = 0 and dim(Vn) = 0⇒ dim(Nn) = 0. Hence∑
i
(−1)i dim(Vi) = dim(V0)− dim(V1) + dim(V2)− ...+ (−1)n−1 dim(Vn−1) + (−1)n dim(Vn)
= (dim(N0) + dim(N1))− (dim(N1) + dim(N2)) + (dim(N2) + dim(N3))− ...
+(−1)n−1(dim(Nn−1) + dim(Nn))
= dim(N0) + (−1)n−1 dim(Nn) = 0 + 0 = 0
This completes the proof of the lemma.
Lemma 4. The degenerate maps form a two-sided ideal in the space of linear maps in
the following sense:
a) The sum of 2 degenerate maps is degenerate.
b) Let G be a degenerate map and let M and N be linear maps. Then MG and GN are
degenerate provided that these composite maps can be defined.
Proof : Let U and V be linear spaces. Let G1 and G2 be degenerate maps from U to V
and let x ∈ U . We consider (G1 +G2)(x) = G1(x) +G2(x) ∈ RG1 +RG2 . This implies
RG1+G2 ⊆ RG1 +RG2 . Hence
dim(RG1+G2) ≤ dim(RG1 +RG2) ≤ dim(RG1) + dim(RG2) <∞
Thus G1 +G2 is degenerate.
Now, let G : U → V be degenerate and M : V → W be linear where W is a linear space.
We consider the composite map MG : U → W . Let x ∈ U . We have
MG(x) =M(G(x)) ∈M(RG). This implies RMG ⊆M(RG). Hence
dim(RMG) ≤ dim(M(RG)) ≤ dim(RG) <∞. Thus MG is degenerate. Now, let
G : U → V be degenerate and N : W → U be linear. We consider GN : W → V . Let
y ∈ W . We have GN(y) = G(N(y)) ∈ RG. This implies RGN ⊆ RG. Hence
dim(RGN) ≤ dim(RG) <∞. Thus GN is degenerate. This completes the proof.
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Theorem 3. Suppose the linear maps R : U → V and T : V → W have finite
dimensional kernels and cokernels. Then TR is such that dim(NTR) <∞ and
codim(RTR) <∞. Furthermore, ind(TR) = ind(T ) + ind(R).
Proof : T and R have pseudoinverses A and B respectively by Theorem 2. Now, let G1,
G2, H1 and H2 be degenerate maps such that
TA = I +G1, AT = I +G2, RB = I +H1, BR = I +H2
We consider (TR)(BA) = T (RB)A = T (I +H1)A = TA+ TH1A = I +G1 + TH1A,
and (BA)(TR) = B(AT )R = B(I +G2)R = BR +BG2R = I +H2 +BG2R. Now,
G1 + TH1A and H2 +BG2R are degenerate maps by Lemma 4. Hence BA is a
pseudoinverse of TR. By Theorem 2, TR is such that dim(NTR) <∞ and
codim(RTR) <∞.
Now, we consider the exact sequence
0 −−−→ NR I0−−−→ NTR R−−−→ NT Q−−−→ V/RR T−−−→ W/RTR E−−−→ W/RT −−−→ 0
where I0 is the inclusion, Q(v) = [v] for v ∈ V , and E maps equivalence classes of
W/RTR into equivalence classes of W/RT . By Lemma 3, we have
0 = − dim(NR) + dim(NTR)− dim(NT ) + dim(V/RR)− dim(W/RTR) + dim(V/RT )
⇒ 0 = dim(NR)− dim(NTR) + dim(NT )− codim(RR) + codim(RTR)− codim(RT )
⇒ 0 = (dim(NR)− codim(RR))− (dim(NTR)− codim(RTR)) + (dim(NT )− codim(RT ))
⇒ 0 = indR− ind(TR) + ind(T )⇒ ind(TR) = ind(R) + ind(T )
which completes the proof.
Lemma 5. Let K : X → U be a linear map that has a pseudoinverse. Let X0 be a linear
subspace of X that has finite codimension. Then K0 : X0 → U , the restriction of K to
X0, is such that dim(NK0) <∞ and codim(RK0) <∞. Moreover, we have
ind(K0) = ind(K)− codim(X0).
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Proof : We write K0 = KI0, where I0 : X0 → X is the inclusion map. Now, NI0 = {0}
and RI0 = X0, so dim(NI0) = 0 and codim(RI0) = codim(X0) <∞. Now, since K is
such that dim(NK) <∞ and codim(RK) <∞, by Theorem 3, K0 = KI0 is such that
dim(NK0) <∞ and codim(RK0) <∞. Now,
ind(I0) = dim(NI0)− codim(X0) = −codim(X0). By Theorem 3 again, we have
ind(K0) = ind(KI0) = ind(K) + ind(I0) = ind(K)− codim(X0).
We can now prove our next theorem called the stability of the index.
Theorem 4. Let the linear map T : U → V be such that dim(NT ) <∞ and
codim(RT ) <∞ and let G : U → V be a degenerate map. Then T +G is such that
dim(NT+G) <∞ and codim(RT+G) <∞. Moreover, ind(T +G) = ind(T ).
Proof : We first prove the theorem for V = U and T = I. We observe that
NI = {0} ⇒ dim(NI) = 0, and RI = U ⇒ codim(RI) = dim(U/RI) = 0. Hence
dim(NI) <∞ and codim(RI) <∞. Let G : U → U be a degenerate map and define
K : U → U to be K = I +G. We observe that I is a pseudoinverse of K, hence
dim(NK) <∞ and codim(RK) <∞ by Theorem 2.
Now, G maps U/NG one-one onto RG, hence dim(X/NG) = dim(RG)
⇒ codim(NG) = dimRG. Since G is degenerate, dim(RG) <∞ ⇒ codim(NG) <∞.
Now, let K0 be the restriction of K = I +G to NG, thus K0 is the inclusion map
I0 : NG → U . By the proof of Lemma 5, we have
ind(K0) = ind(I0) = −codim(NG) (1.12)
By Lemma 5, we have
ind(K0) = ind(K)− codim(NG) (1.13)
(1.12) and (1.13) gives ind(K) = 0⇒ ind(I +G) = 0 = ind(I). Hence we have proven
the theorem for T = I, and V = U .
CHAPTER 1. GENERAL INDEX THEORY 22
Now, let T be such that dim(NT ) <∞ and codim(RT ) <∞. By Theorem 2, T has a
pseudoinverse S : V → U . So there exists degenerate maps G1 and G2 such that
ST = I +G1 and TS = I +G2. By the above proof for T = I,
ind(ST ) = ind(I +G1) = ind(I) = 0. By Theorem 3,
ind(ST ) = 0⇒ ind(S) + ind(T ) = 0⇒ ind(S) = −ind(T ) (1.14)
Now, for a degenerate map G, we consider S(T +G) = ST + SG = I +G1 + SG and
(T +G)S = TS +GS = I +G2 +GS. Since G1 + SG and G2 +GS are degenerate
maps, S is a pseudoinverse to T +G. Thus dim(NT+G) <∞ and codim(RT+G) <∞.
Also, by the above proof for T = I, ind(S(T +G)) = ind(I +G′) = ind(I) = 0, where G′
is the degenerate map G1 + SG. By Theorem 3, we have
ind(S(T +G)) = 0⇒ ind(S) + ind(T +G) = 0⇒ ind(T +G) = −ind(S) (1.15)
(1.14) and (1.15) gives ind(T +G) = ind(T ) and this completes the proof.
1.3 Index Theory of Banach Spaces
Now, we wish to impose some conditions on the linear operator T and the linear spaces
U and V . From now on, we let T : U → V be bounded, and let U and V be Banach
spaces. In this particular case, we have the following definitions.
Definition: T is said to be a Fredholm operator or said to be Fredholm if
dim(NT ) <∞ and codim(RT ) <∞.
Before going into our topic proper, we first present a few preliminary results.
Lemma 6. (Open Mapping Theorem): Let U and V be Banach spaces, and let
T : U → V be a bounded linear surjection. Then there exists a d > 0 such that the image
of the open unit ball in U under T contains the ball of radius d in V , ie,
Bd(0) ⊂ T (B1(0)).
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The proof of this theorem is in [5] pages 169-170.
Lemma 7. Let U and V be Banach spaces, and let T : U → V be a bounded linear map
that carries U 1-1 onto V . Then the inverse M−1 is a bounded linear map of V → U .
Proof : By Lemma 6, for every y ∈ V such that ‖y‖ = d/2, there exists an x ∈ U
satisfying ‖x‖ ≤ 1 such that Tx = y. We note that ‖x‖ ≤ 1 = 2‖y‖/d. Since T is
homogeneous, for every y ∈ V , there exists x ∈ U such that Tx = y, where
‖x‖ ≤ 2‖y‖/d. Since T is 1-1, x = T−1y. Thus ‖T−1y‖ = ‖x‖ ≤ 2‖y‖/d⇒ ‖T−1‖ ≤ 2/d,
and so T−1 is bounded.
Proposition 6. Let H be a separable Hilbert space and let T : H → H be Fredholm.
Then RT is closed.
Proof : Since T is Fredholm, dim(H/RT ) = d <∞, which implies that there exists a
d-dimensional subspace P ⊂ H such that RT + P = H. Now, letting j : P → H be the
inclusion, we define T ⊕ j : H ⊕ P → H by
(T ⊕ j)(h, p) := T (h) + p
where h ∈ H and p ∈ P . Clearly, T ⊕ j is surjective and continuous and the nullspace
NT⊕j = NT ⊕ 0. Hence T ⊕ j induces a continuous bijection
[T ⊕ j] : H ⊕ P/(NT ⊕ 0)→ H
Thus by Lemma 7, [T ⊕ j] is a homeomorphism. Hence RT = [T ⊕ j] (H ⊕ 0/(NT ⊕ 0))
is closed, which completes the proof.
We are now ready to look at the index theory of operators between Banach spaces.
Definition: The bounded maps T : U → V and S : V → U are said to be
pseudoinverses to each other if there exists compact maps K : U → U and H : V → V
such that ST = I +K and TS = I +H.
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Proposition 7. Let T : U → V be a Fredholm operator where U and V are Hilbert
spaces. Then
a) U is finite dimensional if and only if V is finite dimensional, and
b) U is separable if and only if V is separable.
Proof : a) Since T is a Fredholm operator, dimNT and codimRT are finite. If U is finite
dimensional, then U/NT is finite dimensional. Now, T maps U/NT 1-1 onto RT , which
implies that RT is finite dimensional, ie, dimRT <∞. This together with
codimRT <∞ implies dimV = dimRT + codimRT <∞. Now, suppose V is finite
dimensional, codimRT <∞ implies that dimRT <∞. Again, since T maps U/NT 1-1
onto RT , dimU/NT <∞. This with dimNT <∞ implies dimU <∞.
b) Suppose U is separable. So U has a countable orthonormal basis {x˜i}. We let {xi} be
the subset of {x˜i} which forms an orthonormal basis of U/NT and we consider the














with the last implication due to the fact that T maps U/NT 1-1 onto RT . Hence we have
bi = 0 for all i since all the xi’s are linearly independent. So the Txi’s are linearly
independent. Now, for any x ∈ U/NT , we can write x =
∑
i aixi for some ai’s. We




i aiTxi. Since T maps U/NT 1-1 onto RT , the Txi’s
spans RT . By the Gram-Schmidt process, we can construct an orthonormal basis of RT
from the Txi’s. This, together with the fact that codim(RT ) <∞, implies that V has a
countable orthonormal basis and hence separable.
Now, suppose V is separable. Taking any y ∈ RT , we can write y =
∑
i biyi where the
bi’s are constants and {yi} is an orthonormal basis of RT . Now, let S be T restricted to
U/NT . Since T maps U/NT 1-1 onto RT , by the proof above, we can construct an
orthonormal basis for U/NT from the linearly independent set {S−1yi}. This, together
with the fact that dim(NT ) <∞, implies that U is separable.
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This completes the proof.
We now state and prove the following theorem which we will use regularly.
Theorem 5. Let K : U → U be a compact map. Then I +K is Fredholm and
ind(I +K) = 0.
To prove this theorem, we need 3 lemmas.
Lemma 8. Let X be a normed linear space and let Y be a closed linear subspace of X
properly contained in X. Then there exists z ∈ X such that ‖z‖ = 1 and
d(z, Y ) = infy∈Y ‖z − y‖ > 1/2.
Proof : Since Y is a proper subspace of X, there exists some point x ∈ X which does
not belong to Y . Since Y is closed, x has a positive distance to Y , so we have
inf
y∈Y
‖x− y‖ = d > 0
By definition of inf, there exists y0 ∈ Y such that ‖x− y0‖ < 2d. Letting z′ = x− y0, we
have ‖z′‖ < 2d. Also, we have ‖z′ − y‖ = ‖x− y0 − y‖ ≥ d for any y ∈ Y . Now, we set









∥∥∥∥ z′‖z′‖ − y‖z′‖
∥∥∥∥ > 12 ⇒ ‖z − y′‖ > 12
for all y′ ∈ Y , which completes the proof.
Lemma 9. Let K be a compact map of a Banach space X → X and set T := I −K,
where I is the identity map. Then
a) NT <∞,
b) Denote by Nj the nullspace of T
j, ie, Nj = NT j . Then there exists an integer i such
that Nk = Ni for k > i, and
c) RT is closed.
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Proof : a) Taking any y ∈ NT , we have Ty = 0⇒ (I −K)y = 0⇒ y = Ky. Since K is
compact, the unit ball in NT is precompact.
Now, suppose for a contradiction that NT is infinite dimensional. We construct a
sequence {yn} ⊂ NT of unit vectors recursively as follows: y1 is chosen arbitrarily.
Suppose that y1, ..., yn−1 have been chosen, we denote by Yn the linear space spanned by
them. Since Yn is finite dimensional, it is closed. And since NT is assumed to be infinite
dimensional, Yn is a proper subspace of NT . Thus by Lemma 8, there exists z ∈ NT such
that ‖z‖ = 1 and d(z, Yn) = infy∈Yn ‖z − y‖ > 1/2. We set yn = z. Since yj ∈ Yn for
j < n, we have ‖yn − yj‖ > 1/2, for any j < n, which implies that the distance between
any 2 distinct yj is more than 1/2. Hence no subsequence can form a Cauchy sequence,
and since all yj belongs to the unit ball in NT , the unit ball in NT is not precompact,
which is a contradiction. So NT has to be finite dimensional, which completes the proof
of a).
b) We suppose for a contradiction that Ni−1 ⊂ Ni for all i. By Lemma 8, for each i,
there exists yi ∈ Ni such that ‖yi‖ = 1 and d(yi, Ni−1) > 1/2. Let m < n, we consider
Kyn −Kym = yn − Tyn − ym + Tym
We observe that the last 3 terms belong to Nn−1, so ‖Kyn −Kym‖ > 1/2. Hence the
sequence {Kyn} has no Cauchy subsequence. And since each ‖yn‖ = 1, this contradicts
the compactness of K. This completes the proof of b).
c) We wish to show that if {yn} is a convergent sequence in RT , then their limit
y = lim yk also belongs to RT . Now, since yk ∈ RT there exists xk ∈ X such that
Txk = yk. Now, let dk := infz∈NT ‖xk − z‖. We wish to show that the sequence {dk} is
bounded.
We choose zk ∈ NT such that wk := xk − zk satisfies ‖wk‖ = ‖xk − zk‖ < 2dk. Now, since
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Tzk = 0, we have
Twk = Txk − Tzk = Txk = yk (1.16)
We suppose for a contradiction that {dk} is unbounded. Now, {yn} is a convergent
sequence, hence the ‖yn‖ are bounded. So we have T (wk/dk) = yk/dk → 0. We set
uk = wk/dk, so since
‖wk‖ < 2dk (1.17)
we have ‖uk‖ < 2. Also, we have Tuk → 0⇒ uk −Kuk → 0. Now, K is compact, so
{Kuk} has a convergent subsequence, hence so does {uk}. Let {uik} be the convergent
subsequence of {uk} such that uik → u. Now, T is continuous, so
limTuik = Tu = 0⇒ u ∈ NT . Now, from dk = infz∈NT ‖xk − z‖, we have
‖wk − z‖ ≥ dk ⇒
∥∥∥∥wkdk − zdk
∥∥∥∥ ≥ 1⇒ ‖uk − z′‖ ≥ 1
for all z′ ∈ NT . Taking z = u, we observe that uik → u is contradicted. Hence we have
proven that the sequence {dk} is bounded.
Now, from (1.16) we have wk −Kwk = yk → y. Also, from (1.17) and the boundedness
of dk, the sequence {wk} is bounded. Then since K is compact, the sequence {Kwk} has
a convergent subsequence, hence so does {wk}. Let {wik} be the convergent subsequence
of {wk} such that wik → w. Since T is continuous, we have w −Kw = Tw = y which
implies y ∈ RT . This completes the proof of c).
Lemma 10. Let K be a compact map of a Banach space X → X and let Y be a closed
subspace of X which is invariant under K, ie, Y is mapped into itself by K. Then
K : X/Y → X/Y is compact.
Proof : Let {[xn]}n∈N ⊂ X/Y be a bounded sequence. We have K[xn] = [Kxn]. Now,
{xn}n∈N is a bounded sequence, so since K is compact, there exists a subsequence
{xnk}k∈N of {xn}n∈N such that {Kxnk}k∈N is convergent. Hence
{K[xnk ]}k∈N = {[Kxnk ]}k∈N is convergent. Hence K : X/Y → X/Y is compact.
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We are now ready to prove Theorem 5.
Proof of Theorem 5: We first prove the case when NT is trivial: dim(NT ) = 0. We
wish to show that codim(RT ) = 0, which implies that RT = X. Now suppose for a
contradiction that RT = X1 is a proper subspace of X. Since T is 1-1 due to
dim(NT ) = 0, TX1 = X2 is a proper subspace of X1. Now, letting Xk := T
kX, we
observe that X ⊃ X1 ⊃ X2 ⊃ · · · . By Lemma 9c), X1 = RT is closed. Now, Xk = RTk ,
and







which is of the form I plus a compact operator, and hence by Lemma 9c) again, Xk is
closed. By Lemma 8, we can choose xk ∈ Xk such that ‖xk‖ = 1 and d(xk, Xk+1) > 1/2.
Now, letting m and n be such that m < n, we consider
Kxm −Kxn = xm − Txm − xn + Txn,
where the last 3 terms belong to Xm+1. Hence we have ‖Kxm −Kxn‖ > 1/2,
contradicting the fact that K maps the unit ball into a precompact set. This completes
the proof of the case dim(NT ) = 0.
Now, assume that T has a nontrivial nullspace. By Lemma 9b), there exists an i such
that Ni+1 = Ni, which implies that N := Ni is an invariant subspace of T and hence of
K. By Lemma 10, K : X/N → X/N is compact. Now, we want to show that
K : X/N → X/N has a trivial nullspace. We suppose for a contradiction that it does
not, so some x not in N is mapped into N . Since N = NT i , we have x ∈ Ni+1 = NT i+1 ,
which contradicts Ni+1 = Ni = N . Hence K : X/N → X/N has a trivial nullspace,
which, by the first part of the proof, implies that T maps X/N 1-1 onto itself.
So for any [y] ∈ X/N , there exists [x] ∈ X/N such that T [x] = [y]⇒ T (x+ z1) = y + z2,
for any z1, z2 ∈ N . This implies Tx+ Tz1 = y + z2 ⇒ Tx = y + z2. Thus for any y ∈ X,
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there exists x ∈ X and z ∈ N such that Tx = y + z. So we can write X = RT +N . We
note the intersection of RT and N may not be empty. So we consider n ∈ N ∩RT , hence
there exists z ∈ X such that Tz = n. This implies
T iTz = T in = 0⇒ z ∈ NT i+1 = Ni = N
Now, let T0 be the restriction of T to N , ie, T0 : N → N . Noting that dim(NT ) <∞ by
Lemma 9a), we have
dim(NT ) = dim(NT0) = codim(RT0),
where the 1st equality is due to NT ⊆ N . Also, we clearly have RT0 = N ∩RT . So
dim(N ∩RT ) = dim(RT0) = dim(N)− codim(RT0) = dim(N)− dim(NT )
Since X = RT +N , we have
codim(RT ) = dim(N)− dim(N ∩RT ) = dim(N)− (dimN − dimNT ) = dim(NT )
Hence ind(T ) = dim(NT )− codim(RT ) = 0, which completes the proof.
Before we present our next theorem, we first look at the following result.
Lemma 11. A degenerate bounded linear map D : V → W is compact.
Proof : Since D is bounded, D(B) ⊂ RD is bounded, where B is the unit ball in V .
Now, D(B) ⊆ RD since dim(RD) <∞ and hence closed in W . So D(B) is bounded and
closed in a finite dimensional space RD, which implies that D(B) is compact. And so
D(B) is precompact. Hence D is compact.
We are now ready to state our next theorem.
Theorem 6. A bounded map T : U → V is Fredholm if and only if T has a
pseudoinverse, ie, there exists S : V → U such that TS = I +H and ST = I +K, where
H and K are compact maps.
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Proof : Suppose T is Fredholm. By Lemma 2, we can choose complementary subspaces
Y and X for the nullspace NT and range RT of T respectively, hence we have
U = NT ⊕ Y and V = RT ⊕X. Now, T maps U/NT one-one onto RT . And we observe
that U/NT is isomorphic to Y . Thus T : Y → RT is invertible. We denote its inverse by
T−1 and define S by letting S = T−1 on RT and S = 0 on X. By Lemma 7, S is
bounded. So we have
ST =
 I on Y0 on NT TS =
 I on RT0 on X
Rewriting this, we have ST = I +K and TS = I +H, where K is the projection onto
NT and H is the projection onto X. Now, dim(NT ) <∞ and dim(X) <∞, so K and H
are degenerate maps. By Lemma 11, K and H are compact and hence proving the
forward direction.
To prove the converse, we let x ∈ NT , then Tx = 0⇒ STx = 0⇒ (I +K)x = 0, which
implies x ∈ NI+K . So NT ⊂ NI+K ⇒ dim(NT ) ≤ dim(NI+K). Now, by Theorem 5,
I +K is Fredholm, so dim(NI+K) <∞, hence dim(NT ) <∞.
Now, let y ∈ RI+H , there exists x ∈ V such that (I +H)x = y ⇒ TSx = y ⇒ y ∈ RT
⇒ RI+H ⊂ RT , which implies dim(RI+H) ≤ dim(RT ) ⇒ codim(RT ) ≤ codim(RI+H). By
Theorem 5 again, I +H is Fredholm, hence codim(RI+H) <∞ ⇒ codim(RT ) <∞.
This, together with dim(NT ) <∞ imply that T is Fredholm, which completes the proof.
Now, a special case of theorem 3 is the following.
Theorem 7. Let R : U → V and T : V → W be Fredholm operators. Then TR is
Fredholm and ind(TR) = ind(T ) + ind(R).
An immediate consequence of Theorem 7 is the following corollary.
Corollary 1. If T and S are pseudoinverses to each other, then ind(T ) = −ind(S).
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Proof : Since T and S are pseudoinverses to each other, then there exists a compact
map K such that TS = I +K. Now, ind(TS) = ind(I +K) = 0, where the second
equality is by Theorem 5. By Theorem 7, ind(TS) = 0⇒ ind(T ) + ind(S) = 0 which
gives ind(T ) = −ind(S).
Theorem 8. Let T : U → V be Fredholm and let L : U → V be compact. Then T + L is
Fredholm and ind(T + L) = ind(T ).
Proof : Since T is Fredholm, it has a pseudoinverse S by Theorem 6. Hence we have
ST = I +K and TS = I +H where K and H are compact maps. We consider
S(T + L) = ST + SL = I +K + SL and (T + L)S = TS + LS = I +H + LS. Now,
K + SL and H + LS are compact, hence S is a pseudoinverse to T + L. So by Corollary
1, ind(T + L) = −ind(S) = ind(T ), which completes the proof.
Definition: A normed algebra L is an associative algebra over the complex numbers
and is equipped with a norm ‖ · ‖ satisfying the following properties:
‖M +N‖ ≤ ‖M‖+ ‖N‖, ‖cM‖ = |c|‖M‖, ‖NM‖ ≤ ‖N‖‖M‖
and ‖M‖ ≥ 0 with ‖M‖ = 0⇔M = 0
for all M,N ∈ L and c ∈ C. Also, the norm of the unit, I ∈ L, if it exists, is defined to
be 1.
Definition: A normed algebra L which is complete with respect to its norm is called a
Banach algebra.
Definition: Let L be a Banach algebra with a unit. An element M ∈ L is called
invertible in L if there exists N ∈ L such that NM =MN = I.
Lemma 12. Let L(X) be the Banach algebra of bounded linear maps of a Banach space
X into itself and let K ∈ L(X) be invertible. Then all elements of L(X) close enough to
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K are also invertible. In particular, all elements of the form L = K − A, where
‖A‖ < ‖K−1‖−1, are invertible.
Proof : We first consider the case K = I. Hence we first prove that all elements of the
form I −B, where ‖B‖ < 1, are invertible. We let S :=∑∞i=0Bi. Since ‖B‖ < 1, for any


























as n,m→∞. Thus the sequence of partial sums is a Cauchy sequence and since L is












Bi − I = S − I










Bi = S − I ⇒ I = S − SB = S(I −B)
Hence S is the inverse of I −B, which implies that I −B is invertible.
Now, we consider K in general. We consider K − A = K(I −K−1A). Let B := K−1A,
which implies
‖B‖ = ‖K−1A‖ ≤ ‖K−1‖‖A‖ < ‖K−1‖ 1‖K−1‖ = 1
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ie, K − A is invertible. This completes the proof.
Theorem 9. Let T : U → V be Fredholm. Then there exists ε > 0 such that for all
bounded maps M : U → V with ‖M‖ < ε, ind(T +M) = ind(T ).
Proof : Since T is Fredholm, T has a pseudoinverse S by Theorem 6. So ST = I +K
and TS = I +H where K and H are compact. Now we consider
S(T +M) = ST + SM = I +K + SM = (I + SM) +K
(T +M)S = TS +MS = I +H +MS = (I +MS) +H
Let ε = ‖S‖−1, so ‖SM‖ ≤ ‖S‖‖M‖ < 1
ε
ε = 1. Hence we have ‖SM‖ < ‖I−1‖−1.
Similarly, ‖MS‖ < ‖I−1‖−1. So by Lemma 12, I + SM and I +MS are invertible. Now,
we consider (I + SM)−1S(T +M) = (I + SM)−1((I + SM) +K)
= (I + SM)−1(I + SM) + (I + SM)−1K = I + (I + SM)−1K.
Also, we have (T +M)S(I +MS)−1 = ((I +MS) +H)(I +MS)−1
= (I +MS)(I +MS)−1 +H(I +MS)−1 = I +H(I +MS)−1.
Now, (I + SM)−1S = S(I +MS)−1 ⇔ S(I +MS) = (I + SM)S
⇔ S + SMS = S + SMS and since (I + SM)−1K and H(I +MS)−1 are compact,
(I + SM)−1S is a pseudoinverse to T +M . So by Corollary 1 and Theorem 7, we have
ind(T +M) = −ind ((I + SM)−1S) = −ind ((I + SM)−1)− ind(S).
Now, (I + SM)−1 is invertible, so it is injective and surjective. Injectivity implies that
N(I+SM)−1 = {0} ⇒ dim(N(I+SM)−1) = 0. And surjectivity implies that the range of
(I + SM)−1 is U . Hence codim(R(I+SM)−1) = 0. Hence ind((I + SM)−1) = 0. Thus we
have
ind(T +M) = −ind(S) = ind(T )
where the last equality is by Corollary 1. This proves the theorem.
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Remark: Denoting the space of Fredholm operators from U to V by F (U, V ), this
theorem shows that ind : F (U, V )→ Z is a continuous map where F (U, V ) has the
operator norm topology.
An immediate consequence of Theorem 9 is the following result.
Corollary 2. Suppose T : U → V is Fredholm and {Tn} tends to T in the strong
topology. Then for n large enough, Tn is Fredholm and limn→∞ ind(Tn) = ind(T ).
Proof : For any ε > 0, there exists an n large enough such that ‖Tn − T‖ < ε. Now, by
Theorem 9, for n large enough, we have ind(T + (Tn − T )) = ind(T )
⇒ ind(Tn) = ind(T ). So limn→∞ ind(Tn) = ind(T ).
A direct consequence of this corollary is the following result called the homotopy
invariance of the index.
Corollary 3. Let T (t) : U → V be a one-parameter family of mappings for 0 ≤ t ≤ 1.
Suppose that for each t, T (t) is Fredholm, and that T (t) depends continuously on t in the
norm topology. Then ind(T (t)) is independent of t. In particular, ind(T (0)) = ind(T (1)).
We end this section with the following result.
Proposition 8. Let H be a complex separable Hilbert space, let F be the space of
Fredholm operators on H and let Fk := {T ∈ F | ind(T ) = k}, k ∈ Z. Then Fk is path
connected for any k ∈ Z.
Proof : Let T ∈ F0. Then ind(T ) = 0
⇒ dim(NT )− codim(RT ) = 0⇒ dim(NT ) = codim(RT )
Hence we have an isomorphism ϕ : NT → R⊥T . We set
φ :=
 ϕ on NT0 on N⊥T
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Let φt := T + tφ where t ∈ [0, 1]. If x ∈ NT , then
(T + tφ)(x) = T (x) + tφ(x) = tφ(x) = tϕ(x) ∈ R⊥T
And if x ∈ N⊥T , then
(T + tφ)(x) = T (x) + tφ(x) = T (x) ∈ RT
Hence we see that for t ∈ (0, 1], T + tφ is bijective and thus invertible, which implies
that ind(φt) = ind(T + tφ) = 0 for t ∈ [0, 1]. Now, φ0 = T and φ1 = T + φ. Hence T is
homotopic to T + φ. We now show that T + φ is homotopic to the identity map I and
thus showing that T is homotopic to I.
We first consider an invertible operator A on H. Letting (·, ·) be the inner product on
H, we have
(A∗Ax, x) = (Ax,Ax) = ‖Ax‖2 ≥ 0
for any x ∈ H. Hence A∗A is positive, which implies that it has a positive and
symmetric square root P := (A∗A)1/2. Now, let ft := (1− t)I + tP where t ∈ [0, 1].
Then for any x ∈ H,
(((1− t)I + tP )x, x) = (1− t)(x, x) + t(Px, x) = (1− t)‖x‖2 + t(Px, x) ≥ 0
since (Px, x) ≥ 0 and t ∈ [0, 1]. Hence the operator (1− t)I + tP is positive for any
t ∈ [0, 1]. Now, f0 = I and f1 = P . So P = (A∗A)1/2 is homotopic to I.
Now, we write A = (AP−1)P . We consider
(AP−1)∗(AP−1) = (P−1)∗A∗AP−1 = (P−1)P 2P−1 = I
with the second last equality due to the fact that since P is symmetric, so is P−1. Hence
AP−1 is an unitary operator. So there exists a self adjoint operator B : H → H such
that AP−1 = eiB. We let gt = eitB where t ∈ [0, 1]. Then g0 = I, and g1 = eiB = AP−1.
Hence AP−1 is homotopic to I. The details of this can be found in [18], page 118.
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Hence A = (AP−1)P is homotopic to I. So the invertible operator T + φ is homotopic to
I, which implies that T is homotopic to I. This shows that F0 is path connected.
Now, we recall the shift operators given in Examples 1 and 2 on pages 2 and 3 in
Chapter 1. For any k ∈ Z, let Sk denote the shift operator from H to H with index k,
and let T ∈ Fk. Then there exists T0 ∈ F0 such that SkT0 = T . We verify that
ind(SkT0) = ind(Sk) + ind(T0) = k + 0 = k = ind(T )
Hence there exists a surjective and continuous map S˜k : F0 → Fk. Since F0 is path
connected, so is Fk for all k ∈ Z. This completes the proof.
1.4 Adjoints of Linear Operators
This section does a brief discussion of the index theory of adjoints of linear bounded
operators. We start with the following definition.
Definition: Let U ′ and V ′ be the dual spaces of U and V respectively. The adjoint (or
transpose) of a bounded linear map T : U → V is given by T ′ : U ′ → V ′ satisfying
l(Tu) := (Tu, l) = (u, T ′l) := (T ′l)(u)
for all u ∈ U and l ∈ V ′.
Definition: The annihilator R⊥ of a subspace R of a normed linear space U is the
subspace of U ′ consisting of all bounded linear functionals l that vanish on R. Similarly,
for any subset S of X ′, we define S⊥ to be the subset of those vectors in X that are
annihilated by every vector ξ ∈ S.
We now look at 3 Lemmas before we prove our main theorem.
Lemma 13. Let T : U → V be bounded. Then
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i) the nullspace of T ′ is the annihilator of the range of T , ie, NT ′ = R⊥T , and
ii) the nullspace of T is the annihilator of the range of T ′, ie, NT = R⊥T ′
Proof : i) Let l ∈ NT ′ . Then for any u ∈ U , we consider
0 = (u, T ′l) = (Tu, l) = l(Tu) ∈ l(RT )⇒ l ∈ R⊥T ⇒ NT ′ ⊆ R⊥T
Now, let l ∈ R⊥T . Then for any u ∈ U , we have
0 = l(Tu) = (Tu, l) = (u, T ′l)⇒ T ′(l) = 0⇒ l ∈ NT ′ ⇒ R⊥T ⊆ NT ′
These 2 inclusions show R⊥T = NT ′ , which proves i).
ii) Let u ∈ NT . Then for any l ∈ V ′, we have
0 = (Tu, l) = (u, T ′l) = (T ′l)(u)⇒ u ∈ R⊥T ′ ⇒ NT ⊆ R⊥T ′
Now, let u ∈ R⊥T ′ . Then for any l ∈ V ′, we have
0 = (T ′l)(u) = (u, T ′l) = (Tu, l)⇒ Tu = 0⇒ u ∈ NT ⇒ R⊥T ′ ⊆ NT
This shows NT = R
⊥
T ′ which completes the proof.
Lemma 14. Let Y be a closed subspace of a normed linear space X. Then (X/Y )′ is
isomorphic to Y ⊥.
Proof : Let ϕ : X → X/Y be defined by ϕ(x) = [x], where x ∈ X. Let
ϕ∗ : (X/Y )′ → Y ⊥ be defined by ϕ∗(l) = l ◦ ϕ where l ∈ (X/Y )′. We check that for any
y ∈ Y , (l ◦ ϕ)(y) = l(ϕ(y)) = l([y]) = l([0]) = 0⇒ l ◦ ϕ ∈ Y ⊥. We also see that ϕ∗ is
well-defined. Now, we consider for l1, l2 ∈ (X/Y )′,
ϕ∗(l1) = ϕ∗(l2)⇒ l1 ◦ ϕ = l2 ◦ ϕ⇒ (l1 ◦ ϕ)(x) = (l2 ◦ ϕ)(x), ∀x ∈ X
⇒ l1(ϕ(x)) = l2(ϕ(x))⇒ l1([x]) = l2([x])⇒ l1 = l2
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which shows that ϕ∗ is injective. Now, given any m ∈ Y ⊥, we define l ∈ (X/Y )′ such
that for any x ∈ X, m(x) = l([x])⇒ m(x) = l(ϕ(x)) = (l ◦ ϕ)(x) which implies
m = l ◦ ϕ = ϕ∗(l). We note that l thus defined is indeed linear because for any a, b ∈ C,
and [x1], [x2] ∈ X/Y , we have l(a[x1] + b[x2]) = l([ax1 + bx2]) = m(ax1 + bx2)
= am(x1) + bm(x2) = al([x1]) + bl([x2]). Hence ϕ∗ is surjective, which proves that it is a
bijection. This completes the proof.
Lemma 15. A map C : X → U is compact if and only if its adjoint C ′ is compact.
Proof : We first assume that C is compact and wish to show that the image of the unit
ball in U ′ under C ′ is precompact. So given any sequence {ln} ⊂ U ′ satisfying |ln| ≤ 1,
we have to show that {C ′ln} has a Cauchy subsequence. Let B be the unit ball in X.
We let K = CB. Since C is compact, K is a compact subset of U . Now, taking any
u, v ∈ K and any n ∈ N, we have
|ln(u)− ln(v)| = |ln(u− v)| ≤ ‖ln‖‖u− v‖ = ‖u− v‖
Hence the {ln}’s are uniformly bounded and equicontinuous on K. By the Arzela-Ascoli
theorem, the sequence has {ln} has a uniformly convergent subsequence {lnk}, ie, there
exists N ∈ N such that |lnk(u)− lnm(u)| < ε for all nk, nm > N and all u ∈ K. Since
every u of the form u = Cx, where ‖x‖ ≤ 1, belongs to K, we have
|(lnk − lnm)(Cx)| = |(Cx, lnk − lnm)| = |(x,C ′lnk − C ′lnm)| = |(C ′lnk − C ′lnm)(x)| < ε
for all x satisfying ‖x‖ ≤ 1. Now, since
‖C ′lnk − C ′lnm‖ ≤ sup
‖x‖=1
|(C ′lnk − C ′lnm)(x)| ≤ ε
for nk, nm > N , {C ′lnk} is a Cauchy sequence.
Conversely, if C ′ is compact, then by the above proof, C ′′ is also compact. Since C is the
restriction of C ′′ to X, C is compact. This completes the proof.
We can now state and proof our main theorem.
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Theorem 10. Let T : U → V be Fredholm, then so is T ′. Moreover, ind(T ′) = −ind(T ).
Proof : T is Fredholm implies that T has a pseudoinverse S satisfying TS = I +H and
ST = I +K where H and K are compact. Thus we have S ′T ′ = I ′ +H ′ and
T ′S ′ = I ′ +K ′. By Lemma 15, H ′ and K ′ are compact. This implies that T ′ and S ′ are
pseudoinverse to each other. Hence T ′ is Fredholm. Now, we wish that
dim(NT ′) = codim(RT ) and codim(RT ′) = dim(NT ). By Lemma 13i), we have
NT ′ = R
⊥
T ⇒ dim(NT ′) = dim(R⊥T ). Now, since RT has finite codimension, RT is closed.
Hence by Lemma 14,
dim(R⊥T ) = dim(V/RT )
′ = dim(V/RT ) = codim(RT )⇒ dim(NT ′) = codim(RT ) (1.18)
By Lemma 13ii), we have NT = R
⊥
T ′ . Now, since U ⊆ U ′′, we have
R⊥T ′ = {x ∈ U | l(x) = 0, l ∈ RT ′} ⊆ {x ∈ U ′′| l(RT ′) = 0} := R˜⊥T ′
By the same reasoning as before, we have
dim(NT ) = dim(R
⊥
T ′) ≤ dim(R˜⊥T ′) = dim(U ′/RT ′)′ = dim(U ′/RT ′) = codim(RT ′) (1.19)
Now, (1.19)-(1.18) implies codim(RT ′)− dim(NT ′) ≥ dim(NT )− codim(RT )
⇒ −ind(T ′) ≥ ind(T ). Using the same procedure on the pseudoinverse S ′ as on T ′, we
also have −ind(S ′) ≥ ind(S). Now, using the fact that ind(T ′) = −ind(S ′),
−ind(T ′) ≥ ind(T )⇒ ind(S ′) ≥ −ind(S)⇒ ind(S) ≥ −ind(S ′)
This, together with −ind(S ′) ≥ ind(S), gives −ind(S ′) = ind(S)⇒ −ind(T ) = ind(T ′),
which completes the proof.
We end this chapter with the following note.
Remark: Let H be a complex separable Hilbert space, let B(H) be the Banach algebra
of bounded linear operators on H, and let K ⊂ B(H) be the space of compact operators
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on H. Then K is a closed 2-sided ideal of B(H). So we can form the quotient space
B(H)/K, called the Calkin algebra. Now, let pi : B(H)→ B(H)/K be the projection,
and let (B(H)/K)∗ be the group of invertible elements of B(H)/K. Then the pre-image
F := pi−1 ((B(H)/K)∗)
is the space of Fredholm operators on H. The proof of this is found in [2], pages 35-36.
Chapter 2
Index Theory and Topology
This chapter is a survey of aspects of index theory which exhibits relations between the
analytical and topological concepts of the index. The first section deals with
Wiener-Hopf operators while the second looks at families of Fredholm operators.
2.1 Wiener-Hopf Operators
We now briefly discuss Wiener-Hopf operators which present an application of the
homotopy invariance of the index.
We denote by L2(S1) the space of square integrable complex-valued functions u on the






The functions eikθ, k ∈ N, 0 ≤ θ ≤ 2pi form an orthonormal basis of L2(S1); every
u ∈ L2(S1) can be expressed as u(θ) =∑∞−∞ ukeikθ, where the Fourier coefficients are
given by uk =
∫ 2pi
0
u(θ)eikθdθ. Now, noting that
∫ 2pi
0










































Hence Parseval’s relation holds.
Definition: We define H+ as the subspace of L













where the uk’s are its Fourier coefficients.
From the working above, we have ‖P+u‖2 =
∑∞
0 |uk|2, so ‖P+‖
= sup
{‖P+u‖














Remark: The space H− and the projection onto it from L2(S1) can be defined similarly.
Definition: Let s(θ) be a continuous complex-valued function on S1. We define the
Wiener-Hopf operator Ts : H+ → H+ given by Ts(u) = P+(su), u ∈ H+. And we call s
the symbol of Ts.
Remark: The operator Ts(u) means multiplying u with s, then projecting it onto H+.
We also note that Ts+r(u) = P+((s+ r)u) = P+(su+ ru) = P+(su) + P+(ru) = Ts + Tr.
Lemma 16. Let s be a continuous complex valued bijection on S1, and Ts the
Wiener-Hopf operator with symbol s. Then
i) Ts : H+ → H+ is bounded and ‖Ts‖ ≤ |s|max.
ii) if s is nowhere zero on S1, then Ts is Fredholm.
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Proof : i) Using ‖P+‖ = 1, we consider
‖Ts(u)‖ = ‖P+(su)‖ ≤ ‖P+‖‖su‖ = ‖su‖ ≤ |s|max‖u‖ ⇒ ‖Ts‖ ≤ |s|max
ii) We first show that C := P+s− s is a compact map of H+ into L2(S1). Since s is
continuous, by Weierstrass Approximation theorem, given any ε > 0, we can
approximate s uniformly by a trigonometric polynomial sε such that |s(θ)− sε(θ)| < ε




















ikθ ⇒ P+sεu = sεu














which implies dim(H+/NCε) ≤ dim(H+/HM) = codim(HM) =M
⇒ dim(RCε) = dim(H+/NCε) ≤M . So Cε is a degenerate bounded linear map, which
implies that Cε is compact. Now, for any u ∈ H+, we have
‖(C−Cε)u‖ = ‖Cu−Cεu‖ = ‖P+(su)−su−P+(sεu)+sεu‖ ≤ ‖P+(su)−P+(sεu)‖+‖su−sεu‖
‖Ts−sεu‖+ |s− sε|max‖u‖ ≤ 2|s− sε|max‖u‖ < 2ε‖u‖
This implies ‖C −Cε‖ < 2ε, and hence Cε tends to C uniformly. Since the uniform limit
of compact maps is compact, C is compact.
Now, we consider
Ts−1Ts = P+s
−1P+s = P+s−1(s+P+s−s) = P+s−1(s+C) = P+s−1s+P+s−1C = I+P+s−1C
Now, C is compact, so P+s
−1C is compact. Similarly, we have
TsTs−1 = P+sP+s
−1 = P+s(s−1 + P+s−1 − s−1) = I + P+sC1
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where C1 := P+s
−1 − s−1 is compact, and hence P+sC1 is compact. Hence Ts−1 is a
pseudoinverse of Ts. Since a pseudoinverse exists, Ts is Fredholm. This completes the
proof.
Definition: The winding number W (s) of a curve s(θ) around 0 is the increase in the











Theorem 11. Let s be a continuous complex-valued function on S1, ie, s : S1 → C\{0},
and Ts the Wiener-Hopf operator with symbol s. Then ind(Ts) = −W (s) where W (s) is
the winding number of s(θ) about 0.
Proof : We first consider s(θ) such that W (s) = 0. So log s(θ) is single-valued. Now, we
define s(θ, t) := et log s(θ). So s(θ, t) depends continuously on θ and t and we have
s(θ, 0) = 1 and s(θ, 1) = s(θ). Hence s(θ, t) is a deformation of s(θ) to the constant
function 1.
Now, given any s with W (s) = N and noting that W (eiNθ) = N , we can write
s(θ) = eiNθ(e−iNθs(θ)). e−iNθs(θ) has winding number 0 and hence can be deformed to
the constant function 1. This implies that s(θ) can be deformed to eiNθ, ie, there exists
a 1-parameter family s˜(θ, t), continuous in θ and t such that s˜(θ, 0) = s(θ) and
s˜(θ, 0) = eiNθ. Now, we consider
∥∥Ts˜(θ,t) − Ts˜(θ,t′)∥∥ = ∥∥Ts˜(θ,t)−s˜(θ,t′)∥∥ ≤ |s˜(θ, t)− s˜(θ, t′)|max (by Lemma 16i))
So since s˜(θ, t) depends continuously on t, Ts˜(θ,t) depends continuously on t in the norm
topology. Also, Ts˜ is Fredholm by Lemma 16ii), so by the homotopy invariance of the
index, ind(Ts) = ind(TeiNθ). It remains to determine ind(TeiNθ).
Now, for N > 0, the operator TeiNθ is multiplication by e
iNθ. So clearly, for any u ∈ H+,
eiNθu = 0⇒ u = 0 implying that dimNT
eiNθ
= 0. And for any u ∈ H+,









= N . Hence ind (TeiNθ) = 0−N = −N . For




























= 0. Hence for N < 0, ind (TeiNθ) = −N − 0 = −N . And so for any
N ∈ Z, ind (TeiNθ) = −N . Thus ind(Ts) = ind (TeiNθ) = −N = −W (s) which completes
the proof.
Now we can extend the above theorem to n× n continuous matrix-valued functions S(θ)
on S1.
Definitions: For fixed n, we define H˜+ := {u = (u1, ..., un), ui ∈ H+, 1 ≤ i ≤ n}







for each u = (u1, ..., un) ∈ H˜+, where ‖ · ‖ is the norm for H+. We let P˜+ be the
orthogonal projection of L2 valued functions on S1 onto H˜+, ie, for any
u = (u1, ..., un) ∈ [L2(S1)]n, P˜+u = (P+u1, ..., P+un).
Definition: We define the matrix Wiener-Hopf operator TS : H˜+ → H˜+ by
TSu := P˜+(Su) where u ∈ H˜+ and Su is the matrix multiplication.
Remark: Since S(θ) is bounded, TS = P˜+S : H˜+ → H˜+ is a bounded mapping.
Theorem 12. Let S(θ) be a continuous complex matrix valued function on S1,
invertible at all points of S1. Then
i) TS : H˜+ → H˜+ is Fredholm, and
ii) ind(TS) = −W (detS).
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Proof : i) We wish to show that C := P˜+S − S is compact. Since each entry Sij(θ) of
S(θ) is continuous, by the Weierstrass Approximation theorem, given any ε > 0, there
exists a matrix Sε(θ) whose entries Sij,ε(θ) are trigonometric polynomials such that
|Sij(θ)− Sij.ε(θ)| < ε for all θ and each 1 ≤ i, j ≤ n. Now, let
M := max{ degree of Sij,ε(θ), 1 ≤ i, j ≤ n}
Then taking any u = (u1, ..., un) ∈ H˜+ such that each ui =
∑∞
k=M ui,ke
ikθ, we have the
matrix product Sεu ∈ H˜+ ⇒ P˜+Sεu = Sεu⇒ C˜εu := P˜+Sεu− Sεu = 0 So
H˜M :=
{
























≤ nM . So C˜ε is degenerate and bounded and hence


























































































< 2nε, which implies C˜ε tends to C uniformly.
CHAPTER 2. INDEX THEORY AND TOPOLOGY 47
Since C˜ε is compact, C is compact. And by the same working as in the proof of Lemma
16ii), TS−1 is a pseudoinverse of TS, hence TS is Fredholm.
ii) Since S(θ) is invertible, s(θ) : detS(θ) 6= 0 on S1. We need the following fact from
topology: 2-matrix-valued continuous functions on S1 invertible at all points can be
continuously deformed into each other within this class of functions if and only if the
winding numbers of their determinants are the same.




eiNθ 0 · · · 0





0 0 · · · 1

⇒ det(SN(θ)) = eiNθ ⇒ W (detSN) = N = W (detS)
Thus by the above fact, S can be continuously deformed into SN . Now, let
u = (u1, ..., un)
T ∈ H˜+, we consider
TSNu = P˜+SNu = P˜+
(





iNθu1, P+u2, ..., P+un
)T
Let N > 0, we consider TSNu = 0⇒ u1 = u2 = · · · = un = 0⇒ u = 0⇒ dim(NTSN ) = 0.
Now, by the proof of Theorem 11, the range of P+e
iNθu1 has codimension N . And since
each ui ∈ H+, 2 ≤ i ≤ n, the range of each P+ui, 2 ≤ i ≤ n has codimension 0. Hence
for N > 0, ind (TSN ) = 0−N = −N .
For N < 0, by the proof of Theorem 11 again, the nullspace of P+e
iNθu1 has dimension
−N , and its range has codimension 0. And P+ui, 2 ≤ i ≤ n, has the trivial nullspace
and their range has codimension 0. Hence for N < 0, ind (TSN ) = −N − 0 = −N . So for
any N ∈ Z, ind (TSN ) = −N . By the homotopy invariance of the index,
ind(TS) = ind (TSN ) = −N = −W (detS), which completes the proof.
Remark: This proof makes essential use of topological tools. Conversely, results from
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index theory are important tools in differential topology. A basic result of this kind is
the Atiyah-Singer Index theorem.
2.2 Index Bundles
Here, we discuss some properties of families of Fredholm operators and index bundles.
We first go through some pre-requisite definitions pertaining to vector bundles.
Definition: A (differentiable) fibre bundle (E, pi,X, F˜ , G) consists of the following
elements:
i) A differentiable manifold E called the total space.
ii) A differentiable manifold X called the base space.
iii) A differentiable manifold F˜ called the fibre.
iv) A surjection pi : E → X called the projection. The inverse image E|p := pi−1(p)
diffeomorphic to F˜ is called the fibre at p.
v) A Lie group G called the structure group which acts on F˜ on the left.
vi) An open covering {Ui} of X with diffeomorphisms φi : E|Ui := pi−1(Ui)→ Ui × F˜
such that pi(φi(p, f)) = p. The map φi is called the local trivialisation since φ
−1
i maps
pi−1(Ui) onto the direct product Ui × F˜ .
vii) There exist maps tij : Ui ∩ Uj → G such that the diffeomorphisms φi,p : F˜ → E|p
defined by φi,p(f) ≡ φi(p, f) satisfy
φ−1i,p ◦ φj,p(f) = tij(p)(f)
where p ∈ Ui ∩ Uj and f ∈ F˜ . We call {tij} transition functions.
We denote a fibre bundle (E, pi,X, F˜ , G) by pi : E → X or by E.
Definition: Let pi : E → X be a fibre bundle. A section (or a cross section) s : X → E
is a continuous map satisfying pis = idX . We denote the set of sections on X by Γ(X,E).
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Definition: A vector bundle pi : E → X is a fibre bundle whose fibre F˜ is a vector
space and G acts by linear transformations on F˜ .
Definitions: A homomorphism from a vector bundle p : E → X to another vector
bundle q : E ′ → X is a continuous map ϕ : E → E ′ such that qϕ = p and for each
x ∈ X, ϕ : E|x → E ′|x is a linear map. We say that ϕ is an isomorphism if ϕ is bijective
and ϕ−1 is continuous. If there exists an isomorphism between E and E ′, we say that
they are isomorphic.
Definition: A vector bundle pi : E → X is called a trivial bundle if E is isomorphic to
the product X × V where V is a vector space.
Pullback Bundles
Let pi : E → X be a vector bundle and let f : X ′ → X be continuous map. Then f
induces a vector bundle pi′ : E ′ → X ′ in a natural way as follows. We define
E ′ = {(x, e) ∈ X ′ × E| f(x) = pi(e)}
We also define the natural projections g : E ′ → E by g(x, e) = e and pi′ : E ′ → X ′ by





Now, let x ∈ X ′. By the commutative diagram, we have E ′x := pi′−1(x) = {x} × Ef(x).
Hence with the structure of the vector space induced by Ef(x), E
′ is a fibred family of
vector spaces over X ′.
Now, let {Uα, ϕα} be a local trivialisation for E, ie, we have the diffeomorphism
ϕα : E|Uα → Uα × Cm for each α. So we have pi′−1(f−1(Uα)) := E ′|f−1(Uα)
= f−1(Uα)× E|Uα
I×(pα◦ϕα)−−−−−−→ f−1(Uα)× Cm
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where I is the identity map and pα is the natural projection onto the second entry of a
pair. Hence {f−1(Uα), I × (pα ◦ ϕα)} is a local trivialisation of E ′. Thus pi′ : E ′ → X ′ is
a vector bundle. Using these notations, we make the following definition.
Definition: We call E ′ the pullback bundle of E by f and we denote it by f−1E.
Definition: Let E and E ′ be 2 vector bundles over X. We define the direct sum vector
bundle E ⊕E ′ over X as follows. Given the fibres Ep and E ′p, p ∈ X, we define the total
space E ⊕ E ′ to be the union of the product Ep ⊕ E ′p over all p ∈ X. We also let the
projection pi : E ⊕E ′ → X map each Ep ⊕E ′p to p. And thus the fibre over p is Ep ⊕E ′p.
We are now ready to discuss families of Fredholm operators.
Let H be a separable Hilbert space and let X be a compact path-connected topological
space. Let F be the space of Fredholm operators from H to H. Let T : X → F be a
continuous family of Fredholm operators, and we write Tx := T (x) ∈ F for all x ∈ X.
By the homotopy invariance of the index, since X is path-connected, we have
ind(Tx) = ind(Tx′) (2.1)
for all x, x′ ∈ X. Also ind : F → Z induces a map
ind : [X,F ]→ Z
Proposition 9. For each continuous family T : X → F with constant kernel dimension,
ie, dimkerTx = dimkerTx′, for all x, x
′ ∈ X, we can assign a vector bundle kerT over
X in a natural way.
Proof : We fix x ∈ X and define the maps p1 : H → Im(Tx) and p2 : H → ker(Tx). Then
the map Tx ⊕ p2 : H → Im(Tx)⊕ ker(Tx) := V given by
(Tx ⊕ p2)(v) = (Tx(v), p2(v))
CHAPTER 2. INDEX THEORY AND TOPOLOGY 51
is bijective and thus has an inverse (Tx ⊕ p2)−1 : Im(Tx)⊕ ker(Tx)→ H. Now, letting
B(H) be the Banach algebra of bounded linear operators from H to H, we define
ϕ : B(H)→ B(H) by
ϕ(G) = (Tx ⊕ p2)−1(p1G⊕ p2)
where G ∈ B(H). Then ϕ(Tx) = (Tx ⊕ p2)−1(Tx ⊕ p2) = IH , the identity map on H.
We wish to show that for y close to x, p2|kerTy : ker(Ty)→ ker(Tx) is a bijection. Now,
for y close to x, Tx is close to Ty since T is continuous. Hence ϕ(Ty) is close to
ϕ(Tx) = I. So for y sufficiently close to x, ϕ(Ty) = (Tx ⊕ p2)−1(p1Ty ⊕ p2) is invertible,
which implies that the map v → p1(Ty(v))⊕ p2(v) is injective, v ∈ H. Now,
(p1Ty ⊕ p2)(v) = (0, p2(v)) for any v ∈ ker(Ty). So
p2|kerTy : ker(Ty)→ ker(Tx)
is injective. And since dimker(Tx) = dimker(Ty) by our hypothesis, p2|kerTy is a
bijection.
Now, we set kerT :=
⋃
x∈X ({x} × kerTx) and give this the topology it inherits as a
subset of X ×H. The property of local triviality is shown by the working above. Hence
kerT is a vector bundle over X with fibre pi−1(x) = {x} × kerTx, which completes the
proof.
Definition: Let T : X → F be a continuous family of Fredholm operators. We define
the adjoint family T ∗ : X → F for each x ∈ X by (T ∗)x := (Tx)∗.
Now, for each x ∈ X, we have
ind(Tx) = dimkerTx − dimker(Tx)∗ = dimkerTx − dimker(T ∗)x
By (2.1), if dim kerTx = dimkerTx′ for all x, x
′ ∈ X, then dimker(T ∗)x = dimker(T ∗)x′
for all x, x′ ∈ X. This leads to the next proposition.
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Proposition 10. For each continuous family T : X → F satisfying
dimkerTx = dimkerTx′ for all x, x
′ ∈ X, we can assign a vector bundle kerT ∗ over X
in a natural way.




({x} × ker(T ∗)x)
and give this the topology it inherits as a subset of X ×H. We then show that there is
a basis of ker(T ∗)x which depends continuously on x ∈ X.





and give this the induced topology it inherits as a subset of X ×H. Then locally, there
exists a basis of coker(Tx) depending continuously on x ∈ X since there exists such a
basis for ker(T ∗)x. We write this as a proposition.
Proposition 11. For each continuous family T : X → F satisfying
dimkerTx = dimkerTx′ for all x, x
′ ∈ X, we can assign a vector bundle coker(Tx) over
X in a natural way.
Remark: We note that the vector bundles kerT ∗ and coker(T ) are isomorphic.
We denote the set of all isomorphism classes of vector bundles over X by Vect(X).
Hence [kerT ∗] = [coker(T )] ∈ Vect(X). We note that if X is a point space {x}, then a
vector bundle over X is a single vector space. Since vector spaces are isomorphic if and
only if their dimensions are equal, the map D : Vect(X)→ Z+ defined by
D ([E]) := dimE, where E is a vector bundle over X and [E] is the isomorphism class of
E, is an isomorphism. Hence Vect(X) = Vect({x}) ∼= Z+.
We introduce the operation ⊕ in Vect(X), making Vect(X) a semi-group. We define an
equivalence relation ∼ on Vect(X)× Vect(X) by setting (E,F ) ∼ (E ⊕G,F ⊕G) for
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G ∈ Vect(X). We define the quotient space
K(X) := Vect(X)× Vect(X)/ ∼
and we denote the equivalence class of the pair (E,F ) in K(X) by E − F . By
Propositions 9 and 11, we define the following.
Definition: Let T : X → F be a continuous family of Fredholm operators with constant
kernel dimension. We call ind(T ) := [kerT ]− [coker(T )] ∈ K(X) the index bundle of T .
Remark: For a point space X = {x}, T = Tx is a single Fredholm operator and
D : Vect(X)→ Z+ is an isomorphism. So D([kerT ]) and D ([coker(T )]) are
non-negative integers and
D([kerT ])−D ([coker(T )]) = dimkerTx − dim coker(Tx) = ind(Tx) = ind(T )
In this sense, the concepts of ‘index’ and ‘index bundles’ coincide.
We now consider continuous families of Fredholm operators in general without the
criterion ‘constant kernel dimension’.
Theorem 13. Let X be a compact topological space, H a separable Hilbert space and F
the space of Fredholm operators from H to H. For each continuous family T : X → F ,
there is an index bundle ind(T ) ∈ K(X) assigned canonically.
Proof : Let e0, e1, ... be an orthonormal basis of H and let Hn := span{en, en+1, ...}
where n ≥ 0. Let Pn be the orthogonal projection of H onto Hn. Let x ∈ X, we have
ind(PnTx) = ind(Pn) + ind(Tx) = dimkerPn − dim coker(Pn) + ind(Tx)
= n− n+ ind(Tx) = ind(Tx)
Since dim cokerTx <∞, there exists n0 ∈ N such that e0, e1, ..., en0−1 and Tx(H) span H.
In particular, for any n ≥ n0, we have Im(PnTx) = Hn and dim coker(PnTx) = n.
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Henceforth, we let n be such that n ≥ n0. Now, let G be a bounded linear operator. We
consider the operator
G˜ : H → Hn ⊕ kerPnTx
given by G˜(u) = (PnG(u), p(u)) where u ∈ H and where p : H → kerPnTx is the
projection. Thus the operator T˜x : H → Hn ⊕ kerPnTx given by T˜x(u) = (PnTx(u), p(u))
is a bijection.
By the open mapping principle, T˜x has a bounded inverse. And by Lemma 12, there
exists a neighbourhood V˜ of T˜x in the Banach algebra of bounded linear operators from
H to H such that every v˜ ∈ V˜ is invertible. Since the operator G→ G˜ is continuous,
there exists a neighbourhood V of Tx ∈ F such that the operator v˜ is an isomorphism
for all v ∈ V . Hence there exists a neighbourhood U of x ∈ X such that T˜y is invertible
for all y ∈ U . Now, since T˜y is surjective for any y ∈ U ,
PnTy(H) = Hn ⇒ Im(PnTy) = Hn
for all y ∈ U .
We now wish to prove kerPnTy = T˜
−1
y (kerPnTx). Let u ∈ kerPnTy. Then by definition
of T˜y, we have T˜y(u) = (PnTy(u), p(u)) = (0, p(u)). And since p(u) ∈ ker(PnTx),
T˜y(u) ∈ ker(PnTx). Hence
T˜y(kerPnTy) ⊂ kerPnTx (2.2)
Conversely, let u ∈ H. If T˜y(u) ∈ kerPnTx, then by definition of T˜y, PnTy(u) = 0. Hence
u ∈ kerPnTy ⇒ T˜y(u) ∈ T˜y(kerPnTy). This implies
kerPnTx ⊂ T˜y(kerPnTy) (2.3)
So (2.2) and (2.3) gives kerPnTx = T˜y(kerPnTy)⇔ T˜−1y (kerPnTx) = kerPnTy for all
y ∈ U . Since T˜y is an isomorphism, we have
dimkerPnTy = dimkerPnTx, for all y ∈ U
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Hence we have shown that for each y ∈ X, there exists ny ∈ N and a neighbourhood Uy
of y such that for all x, x′ ∈ Uy, we have
Im(PnyTx) = Hny and dimkerPnyTy = dimkerPnyTx′ (2.4)
Now, since X is compact, for any cover of X, there exists a finite subcover
{Uy : y ∈ Y, Y is a finite subset of X} of X. We set
n := max{ny : y ∈ Y } (2.5)
By (2.4), we have
Im(PnTx) = Hn and dimkerPnTy = dimkerPnTx′
for all x, x′ ∈ X. Now that we have the condition of finite kernel dimension, considering
the family PnT : X → F , we set
ind(T ) := ind(PnT ) = [kerPnT ]− [coker(PnT )] = [kerPnT ]− [X ×H⊥n ] (2.6)
We have thus assigned an index bundle in K(X) to T . We now show that the definition
(2.6) is independent of the large number n ∈ N. Without loss of generality, we replace n
by n+ 1. Now, we consider
[coker(Pn+1T )] = [X ×H⊥n+1] = [coker(PnT )]⊕ [X × Cen] (2.7)
where Cen is the 1 dimensional complex vector space generated by en. We now calculate
[kerPn+1T ]. For that, we note that for any x ∈ X,
PnTx|(kerPnTx)⊥ : (kerPnTx)⊥ → Hn
is bijective. Hence by the open mapping principle, there exists a bounded inverse
px : Hn → (kerPnTx)⊥ ⊂ H. We set vx := px(en) ∈ (kerPnTx)⊥
⇒ p−1x (vx) = en ⇒ (PnTx)(vx) = en for all x ∈ X (2.8)
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We claim that for all x ∈ X, we have
kerPn+1Tx = kerPnTx ⊕ Cvx (2.9)
We first prove the direction kerPn+1Tx ⊂ kerPnTx ⊕ Cvx. Let u ∈ kerPn+1Tx. This
implies
(Pn+1Tx)(u) = 0⇒ Pn+1(Tx(u)) = 0⇒ Tx(u) ∈ H⊥n+1
If u is not in kerPnTx, then Tx(u) is not in H
⊥
n , which implies
Tx(u) ∈ Cen ⇒ PnTx(u) ∈ Cen ⇒ u ∈ Cvx (by 2.8)
This proves the direction kerPn+1Tx ⊂ kerPnTx ⊕ Cvx. To show the other direction, we
take u ∈ kerPnTx ⊕ Cvx. Then if u ∈ kerPnTx, we have
Tx(u) ∈ H⊥n ⇒ Pn+1(Txu) = 0⇒ u ∈ kerPn+1Tx
And if u ∈ Cvx, then PnTx(u) ∈ CPnTxvx. By (2.8),
PnTx(u) ∈ Cen ⇒ Pn+1Tx(u) = 0⇒ u ∈ kerPn+1Tx
This shows kerPn+1Tx ⊃ kerPnTx ⊕ Cvx. This shows (2.9). Thus we have
[kerPn+1Tx] = [kerPnTx]⊕ {(x, zvx) : x ∈ X, z ∈ C}
Now, since T is continuous on X, T˜ is continuous on Hn. Thus T˜ yields an isomorphism
of vector bundles X × Cen → {(x, zvx) : x ∈ X, z ∈ C}. So
[kerPn+1Tx] = [kerPnTx]⊕ [X × Cen] (2.10)
Hence by (2.7) and (2.10), we have
([kerPn+1Tx], [coker(Pn+1Tx)]) = ([kerPnTx], [coker(PnTx)])⇒ ind(Pn+1Tx) = ind(PnTx)
in K(X). This shows that the definition (2.6) is independent of the large number n ∈ N.
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Finally, we show that (2.6) is independent of orthonormal basis. Let f0, f1, ... be another
orthonormal basis for the Hilbert space H. We choose m ∈ N such that
span{f0, ..., fm−1} contains e0, ..., en−1, where n is the integer chosen in (2.5). Let P˜m be
the orthogonal projection of H onto H˜m := span{fm, fm+1, ...}. Then by the same




= ind(PnT ) since H˜m ⊂ Hn. This
shows the independence of orthonormal basis, which proves Theorem 3.12.
Now, before we look at our next result, we first consider 2 lemmas. The first is called
the homotopy property of vector bundles.
Lemma 17. Let Y and X be compact topological spaces, let f0 and f1 be homotopic
maps from Y to X, and let E be a vector bundle over X. Then the pullback bundles
f−10 E and f
−1
1 E are isomorphic, ie, homotopic maps induce isomorphic bundles.
Proof : We first recall if V and W are vector bundles over X, then Hom(V,W ) is a
vector bundle over X whose fibre at each point x ∈ X consists of all the linear maps
from Vp to Wp. We define Iso(V,W ) to be the subset of Hom(V,W ) whose fibre at each
point consists of all the isomorphisms from Vp to Wp. We give Iso(V,W ) the topology it
inherits as a subset of Hom(V,W ). Iso(V,W ) is thus a fibre bundle with fibre GL(n,C)
and an isomorphism between V and W is a section of Iso(V,W ).
Now, let f : Y × I → X be a homotopy between f0 and f1. For any t ∈ I, we write the
map f : Y × {t} → X as ft : Y → X. We also let pi : Y × I → Y be the projection. Let
t0 ∈ I, we consider the pullback bundle f−1t0 E over Y given by the diagram




We first show that if the pullback bundle f−1t0 E
∼= F for some vector bundle F over Y ,
then f−1t E ∼= F for all t near t0. It follows from the compactness of the unit interval
I = [0, 1] that f−1t E ∼= F for all t ∈ I.
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Now, we consider the 2 pullback bundles f−1E and pi−1F over Y × I given by the
diagrams
f−1E −−−→ Ey y
Y × I f−−−→ X
(2.12)
and
pi−1F −−−→ Fy y
Y × I pi−−−→ Y
(2.13)
Let y ∈ Y , since f−1t0 E ∼= F , we have(
f−1t0 E
) |y ∼= F |y ∼= pi−1F |y×t0 (2.14)
where the second isomorphism is obtained by looking at (2.13). Also, we have(
f−1t0 E
) |y ∼= E|ft0 (y) = E|f(y,t0) ∼= f−1E|y×{t0} (2.15)
where the first and last isomorphisms are by (2.11) and (2.12) respectively. (2.14) and
(2.15) gives f−1E|y×{t0} ∼= pi−1F |y×t0 for some y ∈ Y . Hence Iso(f−1E, pi−1F ) has a
section over some subset of Y × {t0}, which is also a section of Hom(f−1E, pi−1F ).
Now, since Y is compact, we can cover Y ×{t0} with a finite number of trivializing open
sets for Hom(f−1E, pi−1F ). The fibre of Hom(f−1E, pi−1F ) are Euclidean spaces, so we
can extend the section over the subset of Y ×{t0} to a section of Hom(f−1E, pi−1F ) over
the union of these trivializing open sets.
Now, by Lemma 12, any linear map near an isomorphism is an isomorphism, hence we
can extend the given section of Iso(f−1E, pi−1F ) to some strip Y × δt where δt denotes a
neighbourhood of {t0} in I. This shows that f−1t E ∼= F for t ∈ δt. By the compactness
of I, we can cover Y × I with a finite number of such strips. Hence f−10 E ∼= F ∼= f−11 E,
which completes the proof.
The second lemma concerns the functorial nature of the index bundle defined in
Theorem 3.12.
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Lemma 18. Let Y and X be compact topological spaces, let f : Y → X be a continuous
map and let T : X → F be a continuous family of Fredholm operators from the Hilbert
space H to itself. Then we have ind(Tf) = f−1(ind(T )).
Proof : We let e0, e1, ... be an orthonormal basis for H and let Pn be the orthonormal
projection from H to Hn := span{en, en+1, ...}. We choose n ∈ N as in (2.5) in the proof
of Theorem 3.12 so that dimkerPnTx is independent of x ∈ X. Then
dimkerPnTf(y) = dimkerPn(Tf)y
is also independent of y ∈ Y . Thus as in Theorem 3.12, we define
ind(Tf) := [kerPnTf ]− [coker(PnTf)] ∈ K(Y )
to be the index bundle of the family Tf : Y → F over Y .
Now, we consider the pullback bundles f−1(kerPnT ) and f−1(coker(PnT )) given by








respectively. From the first diagram, we have(
f−1(kerPnT )
) |y ∼= (kerPnT )|f(y) ∼= kerPnTf(y) = kerPn(Tf)y ∼= (kerPnTf) |y
for each y ∈ Y . Hence [kerPnTf ] = [f−1(kerPnT )] in Vect(Y ). Similarly, we have
coker(PnTf) ∼= f−1 (coker(PnT ))⇒ [coker(PnTf)] = [f−1 (coker(PnT ))]
in Vect(Y ). Hence we have
ind(Tf) = [kerPnTf ]− [coker(PnTf)] = [f−1(kerPnT )]− [f−1(coker(PnT ))]
= f−1 ([kerPnT ]− [coker(PnT )]) = f−1(ind(T ))
which completes the proof.
We are now ready to look at our next theorem. Using notation from Theorem 3.12, we
have the following result.
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Theorem 14. The construction of the index bundle in Theorem 3.12 depends only on
the homotopy class of the given family of Fredholm operators, and yields a
homomorphism of semigroups
ind : [X,F ]→ K(X)
for X compact.
Proof : We first show the homotopy invariance of the index bundle. We define the
natural inclusions
it : X → X × {t} ↪→ X × I
where t ∈ I. Let T : X × I → F be a homotopy between the families of Fredholm
operators T0 := Ti0 and T1 := Ti1. By Lemma 18, we have
ind(T0) = ind(Ti0) = i
−1
0 (ind(T )) (2.17)
Now, since i0 is homotopic to i1, we have the isomorphism i
−1
0 E
∼= i−11 E for any vector
bundle E over X by Lemma 17, and thus [i−10 E] = [i
−1
1 E] in Vect(X). Hence from
(2.17), we have
i−10 (ind(T )) = i
−1
0 ([kerPnT ]− [coker(PnT )]) (n is chosen as in (2.5))
= [i−10 (kerPnT )]− [i−10 (coker(PnT ))] = [i−11 (kerPnT )]− [i−11 (coker(PnT ))]
= i−11 ([kerPnT ]− [coker(PnT )]) = i−11 (ind(T )) = ind(Ti1) = ind(T1)
where the second last equality is again by Lemma 18. Thus we have ind(T0) = ind(T1),
which proves the homotopy invariance of the index bundle.
We now prove the semigroup homomorphism of the index bundle. For 2 families of
Fredholm operators S, T : X → F , we define the product family TS : X → F given by
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the composition (TS)x := TxSx in F . [X,F ] is then a semigroup. K(X) also has an
addition defined via the direct sum of vector bundles. We consider




Now, we wish to show that the matrix
 TS 0
0 Id




Indeed, we consider the map F : X × [0, pi/2]→ F (H ×H) given by
Ft :=
 cos t − sin t
sin t cos t
 T 0
0 Id
 cos t sin t








































 are homotopic to each other. So
applying the homotopy invariance property which we have shown in the first part of this







 = ind(S ⊕ T ) = ind(S) + ind(T )
This proves the semigroup homomorphism of the index bundle, which completes the
proof of Theorem 3.13.
Remark: In fact, we can show that ind : [X,F ]→ K(X) is an isomorphism, which is
the content of the Atiyah-Ja¨nich index theorem.
Chapter 3
Index Theory of Pseudodifferential
Operators
This section surveys briefly some elementary results in the index theory of
pseudodifferential operators. We start with some basic pre-requisite results from the
theory of Sobolev spaces. Then we will look at differential operators before generalizing
to the theory of pseudodifferential operators. These provide the background for our
survey on the index theory of pseudodifferential operators which will be presented in the
last subsection.
3.1 Sobolev spaces
We start with a brief discussion of some basic definitions and results in the theory of
Sobolev spaces, which provide the tools needed to study pseudodifferential operators.
Definition: Let x = (x1, ..., xn) ∈ Rn. For any x, y ∈ Rn, we define




2 + ...+ x
2
n. Let α = (α1, ..., αn) be a
multi-index, where the aj’s as non-negative integers. We define |α| = α1 + · · ·+ αn and
62
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Definitions: Let U be an open set in Rn. For any u ∈ C∞0 (U), its Fourier transform F
is given by




And the Fourier Inversion formula is given by






Definition: We define Hs(Rn), s ∈ N ∪ {0}, to be the space{
f ∈ [C∞0 (Rn)]m,
m∑
i=1
∫ ∣∣∣fˆi(y)∣∣∣2 (1 + |y|2)sdy <∞}





∫ ∣∣∣fˆi(y)∣∣∣2 (1 + |y|2)s dy)
1
2
for f ∈ Hs(Rn). We denote by W s(Rn) the completion of Hs(Rn) in the norm ‖ · ‖s,Rn .




Now, let s ∈ N and let f ∈ W s(Rn). We consider for each 1 ≤ i ≤ m,∫ ∣∣∣fˆi(y)∣∣∣2 (1 + |y|2)s−1dy = ∫ ∣∣∣fˆi(y)∣∣∣2 (1 + |y|2)s
1 + |y|2 dy ≤
∫ ∣∣∣fˆi(y)∣∣∣2 (1 + |y|2)sdy <∞
Hence f ∈ W s−1(Rn) which implies W s(Rn) ⊆ W s−1(Rn).
Definition: We define W−s(Rn) to be the anti-dual of W s(Rn), s ∈ N ∪ {0}, ie, the
space of continuous mappings λ : W s(Rn)→ C such that for any a ∈ C and
f, g ∈ W s(Rn), we have
λ(af + g) = a(λ(f)) + λ(g) = (aλ)(f) + λ(g)
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We equip W−s(Rn) with the norm
‖λ‖−s,Rn = sup {|λ(f)|, ‖f‖s,Rn = 1}
for any λ ∈ W−s(Rn).
We note that the dual of L2(Rn) is itself. Now, for s ∈ N, let λ ∈ W−s(Rn), so
λ : W s(Rn)→ C. Since W s+1(Rn) ⊆ W s(Rn), λ is also a linear functional on W s+1(Rn),
which implies λ ∈ W−s−1(Rn). Hence W−s(Rn) ⊆ W−s−1(Rn). Thus
W s(Rn) ⊆ W s−1(Rn) for all s ∈ Z.
Definition: Let pi : E → X be a vector bundle. A Hermitian metric on E is an
assignment of a Hermitian inner product (., .)x to each fibre Ex of E such that for any
open set U ⊂ X and ξ, η ∈ Γ(U,E), the map (ξ, η) : U → C defined by
(ξ, η)(x) = (ξ(x), η(x))x is C
∞. A vector bundle E equipped with a Hermitian metric is
called a Hermitian vector bundle.
From here on, we assume every differentiable manifold X to be connected and to have
dimension n unless otherwise stated.
Now, let E be a Hermitian differentiable vector bundle of rank m over a compact
manifold X and let {Uα, ϕα} be a finite trivialising cover over E. Hence we have the
diffeomorphisms ϕα : E|Uα → Uα × Cm. Now, let ϕ˜α : Uα → U˜α ⊂ Rn be local
coordinate systems for the manifold X. Letting ξ ∈ Γ(Uα, E), we have the following
commutative diagram:
Uα
ξ−−−→ E|Uα ϕα−−−→ Uα × Cmyϕ˜α yϕ˜α×I
U˜α −−−→ U˜α × Cm U˜α × Cm
(3.2)
where I is the identity map. Hence we have the induced map
ϕ∗α : Γ(Uα, E)→ [C∞(U˜α)]m
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defined for each ξ ∈ Γ(Uα, E) by
ϕ∗α(ξ) := (ϕ˜α × I) ◦ ϕα ◦ ξ ◦ ϕ˜−1α
We note that ϕ∗α is a bijection since ϕ˜α, ϕα and I are bijections. Now, letting {ρα} be a
partition of unity subordinate to {Uα}, we define the following.
Definition: We define W s(X,E), s ∈ N ∪ {0}, to be the space
{ξ ∈ Γ(X,E), ϕ∗α(ραξ) ∈ W s(Rn) for each α}
where ραξ(x) = ρα(x)ξ(x), x ∈ X, is the pointwise product between ρα and ξ. We equip







for ξ ∈ Γs(X,E).
Remark: 1) We note that W s(X,E) is complete by definition of W s(Rn). We also note
that the norm ‖ · ‖s,E defined on E depends on the choice of partition of unity and the
local trivialisation. The norms defined on any of the choices are equivalent.
2) We also note that since W s(Rn) ⊆ W s−1(Rn), we have W s(X,E) ⊆ W s−1(X,E) for
s ∈ N.
Proposition 12. For each s ∈ N ∪ {0}, W s(X,E) can be made into a Hilbert space.





fˆi(y)gˆi(y)(1 + |y|2)s dy
Now, (f, f)s,Rn =
∑m
i=1
∫ ∣∣∣fˆi(y)∣∣∣2 (1 + |y|2)s dy ≥ 0 and (f, f)s,Rn = 0 ⇒ fˆi(y) = 0 for









fˆi(y)gˆi(y)(1 + |y|2)s dy = (f, g)s,Rn
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hˆi(y)(1 + |y|2)s dy
= α(f, h)s,Rn + β(g, h)s,Rn
Hence (·, ·)s,Rn is linear in the 1st variable. Similarly, we have
(f, αg + βh)s,Rn = α(f, g)s,Rn + β(f, h)s,Rn Hence (·, ·)s,Rn is an inner product with
respect to the space W s(Rn).













α(ραξ))s,Rn ≥ 0 since (·, ·)s,Rn is an inner product.
Now, (ξ, ξ)s,E = 0⇒ (ϕ∗α(ραξ), ϕ∗α(ραξ))s,Rn = 0 for each α, which implies













(ϕ∗α(ραη), ϕ∗α(ραξ))s,Rn = (η, ξ)s,E

























= γ(ξ, η)s,E + β(µ, η)s,E
Similarly, we have (ξ, γη + βµ)s,E = γ(ξ, η)s,E + β(ξ, µ)s,E. Hence (·, ·)s,E is an inner
product with respect to W s(X,E). And thus W s(X,E) is a Hilbert space.
Corollary 4. For each s ∈ N ∪ {0}, the spaces W s(X,E) are reflexive.
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Definition: For s ∈ N ∪ {0}, we define W−s(X,E) to be the dual of W s(X,E), ie, we
let W−s(X,E) be the space of all continuous mappings λ : W s(X,E)→ C satisfying
λ(aξ + η) = a(λ(ξ)) + λ(η) = (aλ)(ξ) + λ(η)
for a ∈ C and ξ, η ∈ W s(X,E). We equip W−s(X,E) with the norm
‖λ‖−s,E = sup {|λ(ξ)|, ‖ξ‖s,E = 1}
for any λ ∈ W−s(X,E).
Now, analogous to the Euclidean case, we use the inner product of W 0(X,E) to identify
it with its dual. And also similar to the Euclidean case, since W s(X,E) ⊆ W s−1(X,E)
for s ∈ N, we have W−s(X,E) ⊆ W−s−1(X,E), s ∈ N. Hence we can consider W s(X,E)
to be embedded in W s−1(X,E) for all s ∈ Z.




and equip it with the inner product (·, ·)0,E. We denote by Γ˜0(X,E) the sections of
Γ˜(X,E) with support compact.
Remark: We can equip Γ˜(X,E) with the inner product (·, ·)0,E because
Γ˜(X,E) ⊂ W 0(X,E). We also note that Γ˜(X,E) is dense in W s(X,E) for all s ∈ Z.
We now look at some useful properties of W s(X,E).
Proposition 13. The sections in Γ˜(X,E) are in C∞.
Proof : Let s and k be any nonnegative integers satisfying s > n/2 + k + 1. We first





∫ ∣∣∣fˆi(ξ)∣∣∣2 (1 + |ξ|2)sdξ)1/2 <∞
CHAPTER 3. INDEX THEORY OF PSEUDODIFFERENTIAL OPERATORS 68
Now, for each 1 ≤ i ≤ m and taking any multi-integer α satisfying |α| ≤ k, we consider
the integral∣∣∣∣∫ eixξξαfˆi(ξ)dξ∣∣∣∣ ≤ ∫ |ξ||α| ∣∣∣fˆi(ξ)∣∣∣ dξ = ∫ ∣∣∣fˆi(ξ)∣∣∣ (1 + |ξ|2)s/2 |ξ||α|(1 + |ξ|2)s/2dξ
≤







Doing a polar coordinate substitution, we have∫ |ξ|2|α|




















r−3dr <∞ (where c is a constant)
So
∫




are continuous derivatives of fi for each 1 ≤ i ≤ m. So W s(Rn) ⊆ Ck(Rn) for
s > n/2+ k+1. Now, for any ξ ∈ Γ˜(X,E), ϕ∗βρβξ ∈ W s(Rn) for all s ∈ N, which implies
that ϕ∗βρβξ is in C
∞ for each β. Hence ξ is in C∞ which completes the proof.
Proposition 14. (Rellich) Let s and t be positive integers satisfying t < s. Then the
natural inclusion j : W s(X,E) ⊂ W t(X,E) is a compact map.
Proof : We first show that if a sequence (fn)n∈N = (fn,1, ..., fn,m)n∈N ⊂ W s(Rn) satisfies
‖fn‖s,Rn ≤ 1 for each n, then for any t < s, there exists a subsequence (fp)p∈N ⊂ (fn)n∈N
which converges in ‖ · ‖t,Rn . To show this, we first consider, for any x, y ∈ Rn,
1 + |x+ y|2 ≤ 1 + (|x|+ |y|)2 ≤ 1 + 2(|x|2 + |y|2)
where the last inequality is the Schwartz inequality. This implies
1 + |x+ y|2 ≤ 1 + 2|x|2 + 2|y|2 ≤ 1 + (1 + 2|x|2 + 2|y|2) + 2|x|2|y|2
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= 2(1 + |x|2 + |y|2 + |x|2|y|2) = 2(1 + |x|2)(1 + |y|2)
Letting z = x+ y, we have
1 + |z|2 ≤ 2(1 + |z − y|2)(1 + |y|2)⇒ (1 + |z|2) s2 ≤ 2 s2 (1 + |z − y|2) s2 (1 + |y|2) s2 (3.3)
Now, let each fn = (fn,1, ..., fn,m) has support in a compact set K ⊂ Rn. And let
ϕ ∈ C∞0 (Rn) be a scalar-valued function defined such that ϕ ≡ 1 on K. So for each n
and each 1 ≤ i ≤ m, we can write fn,i = ϕfn,i. Now, we consider






ϕˆ(ξ − η)fˆn,i(η) dη
⇒
∣∣∣fˆn,i(ξ)∣∣∣ ≤ ∫ |ϕˆ(ξ − η)| ∣∣∣fˆn,i(η)∣∣∣ dη
Now, using this and (3.3), for all y, we have
(1 + |ξ|2) 12
∣∣∣fˆn,i(ξ)∣∣∣ ≤ 2 s2 (1 + |ξ − y|2) s2 (1 + |y|2) s2 ∫ |ϕˆ(ξ − η)| ∣∣∣fˆn,i(η)∣∣∣ dη





1 + |ξ − η|2) s2 |ϕˆ(ξ − η)| (1 + |η|2) s2 ∣∣∣fˆn,i(η)∣∣∣ dη
≤ 2 s2
(∫ (
1 + |ξ − η|2)s |ϕˆ(ξ − η)|2 dη) 12 (∫ (1 + |η|2)s ∣∣∣fˆn,i(η)∣∣∣2 dη) 12
≤ 2 s2
(∫ (
1 + |x|2)s |ϕˆ(x)|2 dx) 12 ‖fn‖s,Rn (letting ξ − η = x)
= 2
s




by ‖fn‖s,Rn ≤ 1
)
This implies ∣∣∣fˆn,i(ξ)∣∣∣ ≤ 2 s2‖ϕ‖s,Rn
(1 + |ξ|2) 12 ≤ 2
s
2‖ϕ‖s,Rn























ϕˆ1(ξ − η)fˆn,i(η) dη
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where ϕ1(x) := −ixϕ(x). Following the same working as above, we have
(1 + |ξ|2) 12
∣∣∣∣ ∂∂ξ fˆn,i(ξ)
∣∣∣∣ ≤ 2 s2‖ϕ1‖s,Rn ⇒ ∣∣∣∣ ∂∂ξ fˆn,i(ξ)
∣∣∣∣ ≤ 2 s2‖ϕ1‖s,Rn :=M
Hence for each n, the derivative of fˆn,i is uniformly bounded as well. Now, given any
 > 0, we let δ = /M . For any x, y ∈ Rn such that |x− y| < δ = /M , by the mean









is equicontinuous. And since each fˆn,i is uniformly






, 1 ≤ i ≤ m, is convergent in the absolute value norm. Now, let
 > 0 be given and let t < s. Then there exists a ball B such that 1/(1 + |ξ|2)s−t <  for










∣∣∣(fˆp1,i − fˆp2,i) (ξ)∣∣∣2











∣∣∣(fˆp1,i − fˆp2,i) (ξ)∣∣∣2 (1 + |ξ|2)sdξ






(∣∣∣fˆp1,i(ξ)∣∣∣2 + ∣∣∣fˆp2,i(ξ)∣∣∣2) (1 + |ξ|2)sdξ ≤ 2(‖fp1‖2s,Rn + ‖fp2‖2s,Rn)
≤ 2(1 + 1) = 4, where the last inequality is due to ‖fn‖s,Rn ≤ 1. for all n. So we have





∣∣∣(fˆp1,i − fˆp2,i) (ξ)∣∣∣2 (1 + |ξ|2)tdξ + 4





converges, we can choose p1, p2 to be large enough
so that the first integral is < . Thus we have ‖fp1 − fp2‖2t,Rn < 5 for large p1, p2, which
implies that (fp)p∈N is a Cauchy sequence in ‖ · ‖t,Rn . Since W t(Rn) is complete, (fp)p∈N
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converges in ‖ · ‖t,Rn . Hence we have shown that for any t < s, there exists a
subsequence (fp)p∈N ⊂ (fn)n∈N which converges in ‖ · ‖t,Rn .








≤ 1⇒ ‖ϕ∗α(ραξn)‖2s,Rn ≤ 1
for each α, which implies ‖ϕ∗α(ραξn)‖s,Rn ≤ 1. Hence by the first part of the proof, for
each α, there exists a subsequence (ηp,α)p∈N ⊂ W s(Uα, E) of (ραξn)n∈N such that
(ϕ∗α(ηp,α))p ∈ N converges in ‖ · ‖t,Rn . Hence there exists ξ0,α ∈ W s(Uα, E) such that
‖ϕ∗α(ηp,α)− ϕ∗α(ξ0,α)‖t,Rn −→ 0 (3.4)
as p→∞. Now, there exists a subsequence (ξp)p∈N ⊂ W s(X,E) of (ξn)n∈N such that
ραξp = ηp,α for each α and p. Also, there exists ξ0 ∈ W s(X,E) such that ραξ0 = ξ0,α for
each α. So from (3.4), we have, as p→∞,




‖ϕ∗α(ρα(ξp − ξ0))‖2t,Rn −→ 0⇒ ‖ξp − ξ0‖2t,E −→ 0
This completes that proof that the inclusion j : W s(X,E) ⊂ W t(X,E) for t < s is a
compact map.
Definition: Let E and F be vector bundles over the manifold X. We define OPk(E,F ),
k ∈ Z, as the vector space of C-linear mappings T : Γ˜(X,E)→ Γ˜(X,F ) such that there
exists a continuous extension of T
Ts : W
s(X,E)→ W s−k(X,F )
for any s ∈ Z. We call the elements of OPk(E,F ) operators of order k mapping E to F .
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Remark: Now, let T ∈ OPk(E,F ). We note that since for any m ∈ N,
W s−k ⊂ W s−k−m, T is also an operator of order k +m; ie, T ∈ OPk+m(E,F ). Hence
OPk(E,F ) ⊂ OPk+m(E,F ) for any m ∈ N.
Definition: Let E be a vector bundle over the manifold X and let s ∈ Z. We define the
inner product ((·, ·))s,E by setting
((f, g))s,E :=

f(g) if s < 0
g(f) if s > 0
(f, g)0,E if s = 0
for any f ∈ W s(X,E) and g ∈ W−s(X,E).
Definition: Let E and F be vector bundles over the manifold X and let s, t ∈ Z. We
define the adjoint of a linear map L : W s(X,E)→ W t(X,F ) to be the map
L∗ : W−t(X,F )→ W−s(X,E) satisfying
((Lf, g))t,F = ((f, L
∗g))s,E
for any f ∈ W s(X,E) and g ∈ W−t(X,F ).
Definition: Let T ∈ OPk(E,F ). We define the adjoint of T to be
T ∗ : Γ˜(X,F )→ Γ˜(X,E)
satisfying (Tξ, η)0,F = (ξ, T
∗η)0,E for ξ ∈ Γ˜(X,E) and η ∈ Γ˜(X,F ).
Proposition 15. Let L ∈ OPk(E,F ). Then its adjoint L∗ exists. Moreover,
L∗ ∈ OPk(F,E) and the extension (L∗)s : W s(X,F )→ W s−k(X,E) is given by
(Lk−s)∗ : W s(X,F )→ W s−k(X,E).
Proof : Since L ∈ OPk(E,F ), we have the continuous extension
Lk−s : W k−s(X,E)→ W−s(X,F )⇒ (Lk−s)∗ : W s(X,F )→ W s−k(X,E)
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for any s ∈ Z. Now, we define L∗ := (Lk−s)∗|Γ˜(X,F ). L∗ thus defined is in OPk(F,E) and
its continuous extension (L∗)s is exactly (Lk−s)∗. Now, we consider (Lf, g)0,F where
f ∈ Γ˜(X,E) and g ∈ Γ˜(X,F ). Since Γ˜(X,E) ⊂ W k−s(X,E) and Γ˜(X,F ) ⊂ W−s(X,F ),
we have
(Lf, g)0,F = ((Lk−sf, g))s,F = ((f, (Lk−s)∗g))k−s,E = (f, L∗g)0,E
where the last equality is due to our definition of L∗. This completes the proof.
3.2 Differential Operators
We first define differential operators mapping functions to functions.
Definition: Let U be an open set in Rn and let α = (α1, ..., αn) ∈ [N]n be a multi-index.
Then we call the q × p linear matrix function
p(x,D) : [C∞(U)]p → [C∞(U)]q

















where x ∈ U , each Aijα ∈ C∞(U) for each 1 ≤ i ≤ q, and each Dαx is defined as in (3.1), a
canonical differential operator of order ≤ k on U .
Now, we wish to generalize the above definition to that involving manifolds. Let X be a
differentiable manifold. Let (Uα, ϕα) be any coordinate chart of X, ie, each
ϕα : Uα → U˜α ⊂ Rn is a diffeomorphism, and let {ψα} be any partition of unity
subordinate to {Uα}. Now, let f ∈ C∞(X), ie, f : X → R. We can write
f =
∑
α(ψαf) ◦ ϕ−1α ◦ ϕα, where each ψα(x)f(x) is the pointwise product. With these
notations, we make the following definition.
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)) ◦ ϕα) (x)
where x ∈ X and p(x,D) is a scalar canonical differential operator. We call L a
differential operator on the manifold X.
Remark: This definition means that locally on X, the differential operator L is a scalar
canonical differential operator.
We wish to further generalize the above definition to that involving vector bundles. We
consider vector bundles E and F over the differentiable manifold X with ranks r and q
respectively. Let {Uα, ϕα} and {Uα, φα} be any trivialising covers of X over E and F
respectively. Thus we have the diffeomorphism ϕ˜α : Uα → U˜α ⊂ Rn. Also, let {ρα} be a
partition of unity subordinate to {Uα}. As in commutative diagram (3.2) and the
discussion immediately after, for ξ ∈ Γ˜(X,E), we let
ϕ∗α(ραξ) := (ϕ˜α × I) ◦ ϕα ◦ (ραξ) ◦ ϕ˜−1α
With these notations, we make the following definition.
Definition: Let a linear function P : Γ˜(X,E)→ Γ˜(X,F ) be defined for each




φ−1α ◦ (ϕ˜−1α × I) ◦ (p(x,D)ϕ∗α(ραξ)) ◦ ϕ˜α
)
(x)
where x ∈ X and p(x,D) is a canonical differential operator. We call P a differential
operator on vector bundles.
Remark: We note that p(x,D) here is a q × r linear matrix function. The following
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commutative diagram
U˜α
ϕ˜−1α−−−→ Uα ραξ−−−→ E|Uα ϕα−−−→ Uα × Cr ϕ˜α×I−−−→ U˜α × Cryϕ˜−1α yp(x,D)
Uα −−−→ F |Uα φα−−−→ Uα × Cq ϕ˜α×I−−−→ U˜α × Cq U˜α × Cq
shows that P as defined above indeed maps sections of E to sections of F .
Also, recalling the discussion immediately after commutative diagram (3.2), we note
that locally on Uα, Γ˜(Uα, E) can be identified with [C
∞(U˜α)]r. So P is locally a
canonical differential operator on [C∞(U˜α)]r, and in our calculations using P , a
consideration of this local representation often suffices.
We say that a differential operator is of order ≤ k if there are no derivatives of order
≥ k + 1 appearing in the canonical differential operator.
Definition: We denote the vector space of all differential operators of order k mapping
Γ˜(X,E) to Γ˜(X,F ) by Dk(E,F ).
Remark: We note that Dk(E,F ) ⊂ OPk(E,F ) for k ≥ 0.
The Symbol of a Differential Operator
We are now ready to define the symbol of a differential operator, which is used to
classify different types of differential operators. Let T ∗(X) be the real cotangent bundle
to a differential manifold X, let T ′(X) ⊂ T ∗(X) be the bundle of nonzero cotangent
vectors, and let f : T ′(X)→ X denote the projection mapping.
We also let pi1 : E → X and pi2 : F → X be vector bundles of ranks p and q respectively
and let f ∗E and f ∗F denote the pullbacks of E and F over T ′(X) respectively. So there
exists natural projections pi′1 : f
∗E → T ′(X), pi′2 : f ∗F → T ′(X), f1 : f ∗E → E and
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f2 : f









Now, any element of f ∗E or f ∗F can be expressed in the form ((x, v), e), where
(x, v) ∈ T ′(X). We consider any ((x, v), e1) ∈ f ∗E, by the 1st commutative diagram
above, we have e1 = f1((x, v), e1) ∈ pi−11 ◦ f ◦ pi′1((x, v), e1) = pi−11 (x) = Ex. Similarly, for
any ((x, v), e2) ∈ f ∗F , using the second diagram above, e2 ∈ Fx.
Now, noting that Hom(f ∗E, f ∗F )
= {σ : f ∗E → f ∗F, σ((x, v), e1) = ((x, v), e2), (x, v) ∈ T ′(X), e1 ∈ Ex, e2 ∈ Fx}
we define, for any k ∈ Z and ρ > 0,
Sk(E,F ) := {σ ∈ Hom(f ∗E, f ∗F ), σ((x, ρv), e1) = ((x, ρv), ρke2)}
where σ((x, v), e1) = ((x, v), e2).
We now wish to define a linear map σk : Dk(E,F )→ Sk(E,F ). So for any
L ∈ Dk(E,F ), we wish σ(L) to be such that (σk(L))((x, v), e1) = ((x, v), e2), where
(x, v) ∈ T ′(X) and e1 ∈ Ex, e2 ∈ Fx. We can thus consider σk(L)(x, v) (σ(L) restricted
to any element of T ′(X)) to be a linear mapping from Ex to Fx. Now, given
(x, v) ∈ T ′(X) and e ∈ Ex, we choose g ∈ C∞(X) and h ∈ Γ˜(X,E) such that


















This defines a linear mapping σk(L)(x, v) : Ex → Fx, which defines an element of
Sk(E,F ). Using the above notations, we make the following definition.
Definition: We call σk(L) the k-symbol of the differential operator L ∈ Dk(E,F ).
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Proposition 16. σk(L) thus defined is independent of the choices of g ∈ C∞(X) and
h ∈ Γ˜(X,E) made.
Proof : Using the above notations, we let U ⊂ X be any coordinate chart such that
x ∈ U . Hence Γ˜(U,E) can be identified with [C∞(U)]p. So locally on U , we can consider
h = (h1, ..., hp) as an element of [C





















for |α| < k due to the presence of (g − g(x))m(x), 1 ≤ m ≤ k in each term after applying

















































Now, for another choice of g˜ ∈ C∞(X) and h˜ ∈ Γ˜(X,E) such that








dxi and h˜(x) = e, going through the same working above for






















































for each 1 ≤ i ≤ n. Hence (3.5) and (3.6) are equal. Thus σk(L) is independent of the
choice of g ∈ C∞(X) and h ∈ Γ˜(X,E), which completes the proof.
By the above proof, we have an explicit example of the symbol of a differential operator.
Example: Let L : [C∞(U)]p → [C∞(U)]q be a canonical differential operator on U ⊂ Rn
given by L :=
∑
|α|≤k AαD
α where the {Aα}’s are q × p matrices of functions in C∞(U).













































for each 1 ≤ i ≤ n.
By the working above, we observe that σk(L) may depend on the choice of coordinate
chart U ⊂ Rn. We will discuss the behaviour of symbols of differential operators under
coordinate changes when we discuss that of pseudodifferential operators, of which the
former is a particular case. Before that, we first explore the basic theory of
pseudodifferential operators.
3.3 Pseudodifferential Operators
This section discusses the general theory of pseudodifferential operators, which are
generalisations of differential operators.
Let U be an open set in Rn. For any scalar function u ∈ C∞0 (U), we consider the action
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aα(x)(−i)|α|(iξ1)α1 · · · (iξn)αneixξ =
∑
|α|≤k

















1 · · · ξαnn










1 · · · ξαnn . We can consider (3.7) to be the definition of
differential operator. To generalize this to the definition of pseudodifferential operators,
we need to generalize the nature of the function p(x, ξ). To do this, we next define
classes of functions which possess axiomatically some properties of the polynomials
p(x, ξ).
Definitions: Let U be an open set in Rn and let m be any integer.
a) Let S˜m(U) be the class of C∞ functions p(x, ξ) defined on U × Rn, satisfying the
following properties. For any compact set K in U , and for any multi-indices α, β, there
exists a constant Cα,β,K , depending on α, β, K and p such that
|DβxDαξ p(x, ξ)| ≤ Cα,β,K(1 + |ξ|)m−|α|, x ∈ K, ξ ∈ Rn (3.8)
b) Let Sm(U) denote the set of p ∈ S˜m(U) such that the limit
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exists for ξ 6= 0, and that p(x, ξ)− ψ(ξ)σm(p)(x, ξ) ∈ S˜m−1(U), where ψ ∈ C∞(Rn) is a
cut off function with ψ(ξ) ≡ 0 near ξ = 0 and ψ(ξ) ≡ 1 outside the unit ball.
c) Let S˜m0 (U) denote the class of p ∈ S˜m(U) such that there is a compact set K ⊂ U , so
that for any ξ ∈ Rn, the function p(x, ξ), considered as a function of x ∈ U , has compact
support in K. We also let Sm0 (U) = S
m(U) ∩ S˜m0 (U).
We now define the ’local form’ of a pseudodifferential operator.
Definition: For any p ∈ S˜m(U), we define the canonical pseudodifferential operator
L(p) of order m on C∞0 (U) by
(L(p)u)(x) =
∫
p(x, ξ)uˆ(ξ)eixξ dξ, u ∈ C∞0 (U), x ∈ U (3.10)
We will now look at a few simple examples of canonical pseudodifferential operators.
Proposition 17. Every differential operator of order m is a canonical pseudodifferential
operator of order m.




1 · · · ξαnn of order m. We
wish to show that p(x, ξ) ∈ S˜m(U). Now, we consider, for any multi-indices β, λ ∈ Z+,
DβxD
λ





























ξα11 · · · ξαnn
)
Now, when |λ| > m, for any α such that |α| ≤ m, there exists an index 1 ≤ i ≤ n such





ξαii = 0. Hence when |λ| > m, DβxDλξ p(x, ξ) = 0.
Now, when |λ| = m, for any α such that |α| < m, Dλξ ξα11 · · · ξαnn = 0. And for any α such
that |α| = m,
Dλξ ξ
α1
1 · · · ξαnn =
 c, if λ = (λ1, ..., λn) = (α1, ..., αn) = α0, otherwise
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where c is a constant. Hence when |λ| = m, for any compact set K ⊂ U , we have
DβxD
λ
ξ p(x, ξ) = c(−i)|λ|
(
Dβxaλ(x)
)⇒ |DβxDλξ p(x, ξ)| ≤ c sup
x∈K
|Dβxaλ(x)| = cα,β,K
where cα,β,K is a constant.
Finally, we consider the case |λ| < m. Now, for α such that |α| ≤ |λ|, we have
Dλξ ξ
α1
1 · · · ξαnn =
 c, if λ = (λ1, ..., λn) = (α1, ..., αn) = α0, otherwise
For α such that |λ| < |α| ≤ m, we have
Dλξ ξ
α1
1 · · · ξαnn =
 0, if ∃i such that λi > αic1ξαi1−λi1i1 · · · ξαij−λijij , otherwise










· · · ξαij−λijij












∣∣∣ξαi1−λi1i1 · · · ξαij−λijij ∣∣∣
 ≤ cα,β,K (1 + |ξ|)m−|λ|
Hence the polynomial p(x, ξ) ∈ S˜m(U) for all cases. This completes the proof.
The next examples present other pseudodifferential operators which are not differential
operators.





where u ∈ C∞0 (U) and where K ∈ C∞(U × U) has compact support in the second
variable for any x ∈ U , is a canonical pseudodifferential operator.
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for an appropriate function p(x, ξ) ∈ S˜m(U) for some m.



































































































































K(x, y) ∈ C∞(U × U), and is compact in the second variable.
Integrating by parts, we have∫
Rn
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for any m ∈ N.
So for any compact set K ⊂ U , x ∈ K and any m ∈ N, we consider





























is ξβ. This implies
∣∣DβxDαξ p(x, ξ)∣∣ ≤ C(1 + |ξ|)−m for any m ∈ N and hence∣∣DβxDαξ p(x, ξ)∣∣ ≤ C(1 + |ξ|)m
for any m ∈ Z. Thus p ∈ S˜m(U), and so L is a canonical pseudodifferential operator.





is a canonical pseudodifferential operator.









for u ∈ C∞0 (R) is a canonical pseudodifferential operator of order 0.
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The first term gives 0 since the (cos tξ)/t is an odd function of t. For the second term,































































which is a constant. Hence the Hilbert transform is a pseudodifferential operator of
order 0.
Proposition 20. The projection operator P : C∞(S1)→ C∞(S1) defined by
Peimθ :=
 eimθ for m ≥ 00 for m < 0
where m ∈ Z, is a pseudodifferential operator of order 0.
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z − eiθ dz






















































































∣∣∣∣1− cos(θ + pi)1− cos(θ − pi)
∣∣∣∣ = eimθ






eimθ = eimθ = Peimθ







1− ei(θ−t)dt = 1


































































2pi + e−inθ = −e−inθ = −eimθ











e−imθ = 0 = Peimθ





Now, using Cayley’s transform z = w−i
w+i
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Hence P is a pseudodifferential operator of order 0 since the Hilbert transform Q is one
by the previous proposition. This completes the proof.
We now wish to define pseudodifferential operators in general. We first consider the case
of operators on a differentiable manifold X mapping functions to functions. Analogous
to the differential operator case, we let (Uα, ϕα) be a coordinate chart on X and let {ρα}
be a partition of unity subordinate to {Uα}. Letting u ∈ C∞0 (X), we can write
u =
∑
α(ραu) ◦ ϕ−1α ◦ ϕα. With these notations, we make the following definition.
Definition: We call a linear mapping L : C∞0 (X)→ C∞(X) a pseudodifferential





ψ(pα)(ραu ◦ ϕ−1α )
) ◦ ϕα) (x)
where x ∈ X and where ψ(pα) is a canonical pseudodifferential operator on Uα.
Remark: The above definition means that by restricting to Uα, L is a canonical
pseudodifferential operator on Uα.
Now, we wish to generalize the above definition to that involving vector bundles,
analogous to the definition of differential operators on vector bundles. We thus consider
vector bundles E and F over the differentiable manifold X with rank r and q
respectively. Let {Uα, ϕα} and {Uα, φα} be trivialising covers of X over E and F
respectively. Thus there exists a diffeomorphism ϕ˜α : Uα → U˜α ⊂ Rn. Also, let {ρα} be
a partition of unity subordinate to {Uα}. Taking ξ ∈ Γ˜(X,E), we let
ϕ∗α(ραξ) := (ϕ˜α × I) ◦ ϕα ◦ (ραξ) ◦ ϕ˜−1α ∈ [C∞(U˜α)]r
With these notations, we make the following definition.
Definition: We call a linear mapping L : Γ˜0(X,E)→ Γ˜(X,F ) a pseudodifferential
operator on X if there exists q × r matrices (pij,α), where each pij,α ∈ Sm0 (U˜α), such that
CHAPTER 3. INDEX THEORY OF PSEUDODIFFERENTIAL OPERATORS 88




φ−1α ◦ (ϕ˜−1α × I) ◦ (ψ(pij,α)ϕ∗α(ραξ)) ◦ ϕ˜α
)
(x)
where x ∈ X and where
ψ(pij,α)fα :=











 for fα ∈ ϕ∗α(ραξ)
is the matrix multiplication with each ψ(pij,α) being a canonical pseudodifferential
operator on U˜α for 1 ≤ i ≤ q and 1 ≤ j ≤ r.
Remark: The above definition means that by restricting to Uα, there exists a matrix
(pij,α), with each pij,α ∈ Sm0 (U˜α), such that L is a matrix of canonical pseudodifferential
operators ψ(pij,α), where 1 ≤ i ≤ q and 1 ≤ j ≤ r.
In calculations involving a pseudodifferential operator on vector bundles, we will restrict
the operator to Uα, ie, only consider the canonical pseudodifferential operator, since this
is how the action of the operator on functions is defined.
Definition: Let {Uα, ϕα} be a coordinate chart on X. Let L : Γ˜0(X,E)→ Γ˜(X,F ) be a
pseudodifferential operator which is locally a matrix of canonical pseudodifferential
operators ψ(pij,α), 1 ≤ i ≤ q and 1 ≤ j ≤ r, on Uα. Then letting LUα denote the
restriction of L to Uα, we call the q × r matrix







the local m-symbol of L with respect to Uα.
Remark 1: We note that this limit exists by definition of Sm0 (U).
Remark 2: In particular, let L be a canonical differential operator order m on U ⊂ Rn.
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where p(x, ξ) =
∑
|α|≤mAα(x)ξ
α. We consider its symbol















which has the same form as the symbol in the example just before this section. Now, let
ρ > 0, we consider









Hence the symbol σm(p)(x, ξ) defined here is compatible with, but more general than
elements in Sm(E,F ) defined in Section 3.2 on differential operators.
In the 3 definitions above, the integer m may depend on the coordinate chart U . We will
next investigate the behavior of the local m-symbol under local diffeomorphisms to
obtain a global m-symbol of a global operator L.
3.4 Change of Coordinates
We now look at the behaviour of a pseudodifferential operator on Rn under a coordinate
change. We first consider 3 lemmas before we state our main result.
Lemma 19. (Peetre’s Inequality): Let s ∈ R and x, y ∈ Rn. Then
(1 + |x+ y|)s ≤ (1 + |y|)s(1 + |x|)|s|
Proof : We first consider for s > 0,
1 + |x+ y| ≤ 1 + |x|+ |y| ≤ 1 + |x|+ |y|+ |x||y| = (1 + |y|)(1 + |x|)
⇒ (1 + |x+ y|)s ≤ (1 + |y|)s(1 + |x|)s
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For s < 0, we consider
1 + |y| = 1 + |x+ y − x| ≤ 1 + |x+ y|+ |x| ≤ (1 + |x+ y|)(1 + |x|)
⇒ (1 + |y|)−s ≤ (1 + |x+ y|)−s(1 + |x|)−s ⇒ (1 + |x+ y|)s ≤ (1 + |y|)s(1 + |x|)−s
Hence we have (1 + |x+ y|)s ≤ (1 + |y|)s(1 + |x|)|s|.
The second lemma we need is called Kuranishi’s Theorem.
Lemma 20. Let U ∈ Rn. Suppose q(x, ξ, z) ∈ C∞(U × Rn × U) has compact support in
the x and z variables and satisfies
a)






:= σm(q)(x, ξ, x)
where ξ 6= 0, exists and ψ(ξ)σm(q)(x, ξ, x)− q(x, ξ, x) ∈ S˜m−1(U), where ψ ∈ C∞(Rn) is
a cut off function with ψ(ξ) ≡ 0 near ξ = 0 and ψ(ξ) ≡ 1 outside the unit ball.
Further, let the operator Q be defined by
(Qu)(x) :=
∫ ∫
eiξ(x−z)q(x, ξ, z)u(z) dzdξ




Moreover, for ξ 6= 0, we have




Proof : Let qˆ(x, ξ, ζ) denote the Fourier transform of q(x, ξ, z) with respect to the



















eiξxqˆ(x, ξ, ζ)uˆ(ξ − ζ)dζdξ
=
∫ ∫

















eixζ qˆ(x, ζ + η, ζ)dζ (3.12)
We now verify that p ∈ Sm0 (U). That p(x, η) has support compact on the x-variable
follows from q(x, ξ, z) and thus qˆ(x, ξ, η) having support compact on the x-variable.
Now, to verify the other properties of p, we first consider∣∣DβxDαη p(x, η)∣∣ ≤ ∫ ∣∣Dβx (eixζDαη qˆ(x, ζ + η, ζ))∣∣ dζ
We will use Leibniz’s rule to evaluate the differentiation Dβx . First we consider for any γ
such that |γ| ≤ |β|, ∣∣Dγxeixζ∣∣ = |ζγeixζ | ≤ |ζ||γ| and ∣∣DγxDαη qˆ(x, ζ + η, ζ)∣∣
=
∣∣∣∣∫ eiζξDγxDαη q(x, ζ + η, ξ)dξ∣∣∣∣ ≤ ∫ ∣∣DγxDαη q(x, ζ + η, ξ)∣∣ dξ ≤ cα,γ(1 + |ζ + η|)m−|α|
where the last inequality is by the hypothesis on q and the fact that q(x, ξ, z) has
compact support in the z-variable. So using Leibniz’s rule, we have
∣∣DβxDαη p(x, η)∣∣
≤ c˜|ζ||β|(1 + |ζ + η|)m−|α| ≤ c˜|ζ||β|(1 + |ζ|)|m−|α||(1 + |η|)m−|α| ≤ c˜1(1 + |η|)m−|α|
Here the last inequality is due to the fact that we can take ζ to be finite since
qˆ(x, ζ + η, ζ) goes to 0 when ζ gets very large due to q(x, ξ, z) having compact support
in the z-variable. So p(x, η) ∈ S˜m(U).
Now, by the mean value theorem, we have
qˆ(x, ζ + η, ζ) = qˆ(x, η, ζ) +
∑
|α|=1
Dαη qˆ(x, η + ζ0, ζ)ζ
α (3.13)
where ζ0 is on the segment in Rn joining 0 to ζ. We consider∣∣ζβDαη qˆ(x, η + ζ0, ζ)∣∣ = ∣∣∣∣∫ eiζξDβξDαη q(x, η + ζ0, ξ)dξ∣∣∣∣ ≤ ∫ ∣∣∣DβξDαη q(x, η + ζ0, ξ)∣∣∣ dξ
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≤
∫
c (1 + |η + ζ0|)m−1 dξ ≤ c1 (1 + |η + ζ0|)m−1
by the hypothesis on q and the fact that q(x, ξ, z) has compact support in the z-variable.
So
∣∣ζβ∣∣ ∣∣Dαη qˆ(x, η + ζ0, ζ)∣∣ is bounded for any β. Hence for any large N , we have∣∣Dαη qˆ(x, η + ζ0, ζ)∣∣ ≤ c˜ (1 + |η + ζ0|)m−1 (1 + |ζ|)−N
≤ c˜ (1 + |η|)m−1 (1 + |ζ0|)|m−1| (1 + |ζ|)−N (by Peetre’s Inequality)
≤ c˜ (1 + |η|)m−1 (1 + |ζ|)−N+|m−1| (since |ζ0| ≤ |ζ|) (3.14)
Now, substituting (3.13) into (3.12), we have
p(x, η) =
∫





Dαη qˆ(x, η + ζ0, ζ)ζ
αdζ












∣∣Dαη qˆ(x, η + ζ0, ζ)ζα∣∣ dζ
≤ C(1 + |η|)m−1 (using (3.14) and choosing N to be sufficiently large) (3.15)











































Finally, we consider p(x, ξ)− ψ(ξ)σm(p)(x, ξ)




= q(x, ξ, x) + E(x, ξ)− ψ(ξ)σm(q)(x, ξ, x)
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which belongs to S˜m−1(U) since q(x, ξ, x)− ψ(ξ)σm(q)(x, ξ, x) ∈ S˜m−1(U) by hypothesis
and E(x, ξ) ∈ S˜m−1(U) due to (3.15). This completes the proof.
Before we state our second lemma, we first consider for U ⊂ Rn and p ∈ Sm0 (U), the















where u ∈ C∞0 (U) and x ∈ U . Now, letting
K(x, x− z) :=
∫
eiξ(x−z)p(x, ξ)dξ
we have the following result.
Lemma 21. K(x,w) is a C∞ function of x and w provided that w 6= 0.
We can now state and proof our main result.
Theorem 15. Let F : V → U be a diffeomorphism between precompact open subsets of
Rn and let p ∈ Sm0 (U). Suppose L(p) : C∞0 (U)→ C∞(U) is a pseudodifferential operator
on U , then there exists a q ∈ Sm0 (V ) such that
(L(p)u)(F (y)) = (L(q)v)(y)
where u ∈ C∞0 (U), v = u ◦ F and y ∈ V . Furthermore, we have
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for u ∈ C∞0 (U) and x ∈ U . Now, we can write x = F (y), z = F (w) and v(w) = u ◦ F (w)
and by a change of variable, we obtain
(L(p)u)(F (y)) =
∫ ∫






∣∣ is the determinant of the Jacobian matrix ∂F
∂w
. Now, F is such that
F = (F1, ..., Fn) where each Fi : Rn → R. For each 1 ≤ i ≤ n and for any
x = (x1, ..., xn), y = (y1, ...yn) ∈ Rn, we define gi : [0, 1]→ R by gi(t) := Fi((1− t)x+ ty).
We consider























































:= G(x, y)(y − w) (3.17)













which is invertible since F is a diffeomorphism. Hence for any y close to w, G(y, w) is
invertible. Let χ1(y, w) be a smooth nonnegative function ≡ 1 near the diagonal
∆ := {(y, y) ∈ V × V } with support on a neighbourhood of ∆ where G(y, w) is
invertible. Let χ2 := 1− χ1 ⇒ 1 = χ1 + χ2. Now, we have
(L(p)u)(F (y)) =
∫ ∫
eiξ(G(y,w)(y−w))p (F (y), ξ)
∣∣∣∣∂F∂w
∣∣∣∣ (χ1 + χ2)v(w)dwdξ
=
∫ ∫
eiξ(G(y,w)(y−w))p (F (y), ξ)
∣∣∣∣∂F∂w
∣∣∣∣χ1(y, w)v(w)dwdξ + (Eu)(F (y)) (3.18)
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where (Eu)(F (y)) is the integral contributed by the χ2 term.
Now, we consider, for y close to w,






















(y − w) := ζ(y − w), where ζ := [G(y, w)]tξ ⇒ ([G(y, w)]t)−1 ζ = ξ
From (3.18), we do a change of variables ξ = ([G(y, w)]t)
−1
ζ on the 1st integral, and we
note that the determinant
∣∣∣([G(y, w)]t)−1∣∣∣ = |G(y, w)|−1. Now, noting also that p(x, ξ)
has compact in U in the x-variable by hypothesis, we let ψ˜ ∈ C∞0 (V ) be such that it is











∣∣∣∣ χ1(y, w)|G(y, w)|ψ(w)v(w)dwdζ + (Eu)(F (y))
=
∫ ∫
eiζ(y−w)q1(y, ζ, w)v(w)dwdζ + (Eu)(F (y)) (3.19)
where








∣∣∣∣ χ1(y, w)|G(y, w)|ψ(w)
We will deal with the 1st term first before we consider (Eu)(F (y)).
We now check that q1(y, ζ, w) satisfies the 2 conditions of Kuranishi’s theorem (Lemma
20). Now, q1(y, ζ, w) has compact support in the y and w variables. Condition a) of
Lemma 20 follows mechanically from the estimates of p and the chain rule. Now, we have






since x1(y, y) = 1 and ψ(y) = 1 by definition. So we have























where ξ 6= 0. Moveover, letting ϕ be the cut-off function as in condition b) of Lemma
20, the fact that ϕ(ξ)σm(q1)(y, ξ, y)− q1(y, ξ, y) ∈ S˜m−1(V ) follows easily from the fact
that ϕ(ξ)σm(p)(y, ξ)− p(y, ξ) ∈ S˜m−1(U). Hence condition b) of Lemma 20 is satisfied.
So by Lemma 20, there exists q˜1(y, ζ) ∈ Sm0 (V ) such that∫ ∫




Now, we consider the term (Eu)(F (y)) from (3.19). We first consider
(Eu)(x) =
∫ ∫







k(x, x− z)χ2(x, z)u(z) dz
where k(x,w) :=
∫
eiξ(x−z)p(x, ξ)dξ. By Lemma (21), k(x,w) is a C∞ function of x and
w for w 6= 0. We note that k(x,w) is compact in the x variable since p ∈ Sm0 (U). Also,
by definition, χ2(x, z) ≡ 1 near x− z = 0, so
W (x, z) := χ2(x, z)k(x, x− z) ∈ C∞(U × Rn). Now, writing y = F−1(x) and
w = F−1(z), we have
(Eu)(F (y)) =
∫





W (F (y), F (w))ψ(w)
∣∣∣∣∂F∂w
∣∣∣∣ v(w) dw
where ψ(w) is defined as above and v(w) := (u ◦ F )(w) as above. Now,
W1(y, w) :=W (F (y), F (w))ψ(w)
∣∣∂F
∂w
∣∣ is C∞ with compact support in the w variable, so
by the proof in Proposition (18), we have
(Eu)(F (y)) =
∫
W1(y, w)v(w) dw =
∫
eiyξ q˜2(y, ξ)vˆ(ξ) dξ (3.21)
where q˜2(y, ξ) :=
∫
ei(w−y)ξW1(y, w) dw ∈ S˜r0(V ) for all r ∈ Z. So |q˜2(y, ξ)| ≤ c(1 + |ξ|)r
for all r ∈ Z where c is a constant. In particular, for r = 0, we have |q˜2(y, ξ)| ≤ c. Now,

















Letting q := q˜1 + q˜2, we have



















Also, from (3.19), (3.20) and (3.21), we have
(L(p)u)(F (y)) =
∫
eiyξ q˜1(y, ξ)vˆ(ξ) dξ +
∫
eiyξ q˜2(y, ξ)vˆ(ξ) dξ
=
∫
eiyξq(y, ξ)vˆ(ξ) dξ = (L(q)v)(y)
which completes the proof.
This theorem looked at the change of coordinates of pseudodifferential operators
mapping C∞0 (U
′)→ C∞(U). We can generalise this result directly to a matrix of
pseudodifferential operators L(pij) : [C
∞
0 (U
′)]r → [C∞(U)]q for 1 ≤ i ≤ q and 1 ≤ j ≤ r.
We state it as a theorem.
Theorem 16. Let F : V → U be a diffeomorphism between precompact open subsets of
Rn and let (pij) be a q × r matrix such that each pij ∈ Sm0 (U). Suppose U ′ ⊂ U , and
suppose L(pij) : [C
∞
0 (U
′)]r → [C∞(U)]q is a pseudodifferential operator on U , then there
exists a q × r matrix (qij) where each qij ∈ Sm0 (V ) such that
(L(pij)uj)(F (y)) = (L(qij)vj)(y)
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where (u1, ..., ur) ∈ [C∞0 (U ′)]r, vj = uj ◦ F , y ∈ V ′ ⊂ V for each 1 ≤ i ≤ q and
1 ≤ j ≤ r. Furthermore, we have






for each i and j.
Remark: The basic content of this theorem is that the set of pseudodifferential
operators are invariant under local changes of coordinates and that the local symbols





of the change of
variables.
We are now able to define the following.
Definition: Let X be a differentiable manifold and let L : C∞0 (X)→ C∞(X) be a
pseudodifferential operator. We call L a pseudodifferential operator of order m on X if
for any local coordinates chart U ⊂ X, the corresponding canonical pseudodifferential
operator ψ(p) is such that p ∈ Sm(U).
We denote the class of all pseudodifferential operators on X of order m by PDm(X).
Generalising this definition to that of operators mapping sections of vector bundles to
sections of vector bundles, we have the following.
Definition: Let E and F be vector bundles over the differentiable manifold X and let
L : Γ˜0(X,E)→ Γ˜(X,F ) be a pseudodifferential operator. We call L a pseudodifferential
operator of order m if for any local coordinates chart U ⊂ X with trivialisations of E
and F over U , the corresponding matrix of canonical pseudodifferential operator [ψ(pij)]
is such that each pij ∈ Sm(U).
We denote the class of pseudodifferential operators of order m mapping Γ˜0(X,E) to
Γ˜(X,F ) by PDm(E,F ).
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Proposition 21. There is a natural inclusion PDm(E,F ) ⊂ PDm+k(E,F ) for k ∈ N.
Proof : Let U ⊂ Rn and let k ∈ N. It suffices to show that Sm(U) ⊂ Sm+k(U). Suppose
p ∈ Sm(U)⇒ p ∈ S˜m(U), which implies∣∣∣DβξDαxp(x, ξ)∣∣∣ ≤ c(1 + |ξ|)m−|α| ≤ c(1 + |ξ|)m+k−|α|
which implies p ∈ S˜m+k(U), showing S˜m(U) ⊂ S˜m+k(U). Also, p ∈ Sm(U) implies





















Hence σm+k(p)(x, ξ) exists. Also, we have
p(x, ξ)− ψ(ξ)σm+k(p)(x, ξ) = p(x, ξ) ∈ S˜m(U) ⊆ S˜m+k−1(U)
This implies p ∈ Sm+k(U). Hence Sm(U) ⊂ Sm+k(U)⇒ PDm(E,F ) ⊂ PDm+k(E,F ).
Proposition 22. Let E and F be vector bundles over a compact manifold X. Then if
L ∈ PDk(E,F ), we have L ∈ OPk(E,F ).
The proof of this is given on page 131 of [3].
Now, let E and F be vector bundles over a differentiable manifold X. Recalling the
definition of Sm(E,F ) from Section 3.2, we have the following proposition whose proof is
given in pages 132-133 of [3].
Proposition 23. There exists a canonical surjective linear map
σm : PDm(E,F )→ Sm(E,F ) defined locally in a coordinate chart U ⊂ X by
σm(LU)(x, ξ) = [σm(p
ij)(x, ξ)]
where LU is the matrix of canonical pseudodifferential operators [ψ(pij)] on U and where
(x, ξ) ∈ U × (Rn\{0}) is a point in T ′(U) expressed in the local coordinates of U .
Moreover, Nσm ⊂ OPm−1(E,F ) if X is compact.
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The next proposition shows that the direct sum PD(E,F ) =
∑
m PDm(E,F ) forms an
algebra under composition.
Proposition 24. Let E, F and G be vector bundles over a compact manifold X.
a) Let Q ∈ PDr(E,F ) and P ∈ PDs(F,G). Then the composition as operators
P ◦Q ∈ PDr+s(E,G). Also, σr+s(P ◦Q) = σs(P ) ◦ σr(Q), which is the composition of
the linear bundle maps
pi∗E
σr(Q)−−−→ pi∗F σs(P )−−−→ pi∗G
2) Let P ∈ PDs(E,F ), then P ∗, the adjoint of P , exists, where P ∗ ∈ PDs(F,E) and
moreover, σs(P
∗) = (σ(P ))∗, where (σ(P ))∗ denotes the adjoint of the linear map
σs(P ) : pi
∗E → pi∗F .
The proof of this is given in pages 134-135 of [3].
3.5 Index Theory
We are now ready to look at the index theory of pseudodifferential operators.
Definition: Let E and F be vector bundles over a differentiable manifold X and let
s ∈ Sk(E,F ). We say that s is elliptic if for any (x, ξ) ∈ T ′(X), the linear map
s(x, ξ) : Ex → Fx is an isomorphism.
Remark: We note that both E and F must have the same fibre dimension.
Definition: Let L ∈ PDk(E,F ). The operator L is said to be elliptic of order k if σk(L)
is an elliptic symbol.
Definition: Let L ∈ PD(E,F ). We call L˜ ∈ PD(F,E) a pseudoinverse (or parametrix)
for L if L ◦ L˜− IF ∈ OP−1(F, F ) and L˜ ◦L− IE ∈ OP−1(E,E), where IF and IE are the
identity operators on F and E respectively.
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We now state and proof the existence theorem for elliptic operators on a compact
manifold X.
Theorem 17. Let E and F be vector bundles over a compact manifold X. Let k be any
integer and let L ∈ PDk(E,F ) be elliptic. Then there exists a pseudoinverse for L which
is elliptic.
Proof : Let s = σk(L). Since s is invertible, s
−1 exists as a linear transformation, where
s−1(x, ξ) : Fx → Ex. Now, for any f ∈ Fx, there exists an unique e ∈ Ex such that
s(x, ξ)(e) = f ⇒ e = s−1(x, ξ)(f). Now, we consider for any ρ > 0, by definition of
s ∈ Sk(E,F )
s(x, ρξ)(e) = ρks(x, ξ)(e) = ρkf ⇒ e = s−1(x, ρξ)(ρkf) = ρks−1(x, ξ)(f)
So we have ρks−1(x, ρξ)(f) = s−1(x, ξ)(f) for any f ∈ Fx. Hence
s−1(x, ρξ) = ρ−1s−1(x, ξ), which implies that s−1 ∈ S−k(F,E). Now, by Proposition
(23), there exists L˜ ∈ PD−k(F,E) such that σ−k(L˜) = s−1. Now, we consider
σ0(L ◦ L˜− IF ) = σ0(L ◦ L˜)− σ0(IF )
Now, by Proposition (24), we can write σ0(L ◦ L˜) = σk(L) ◦ σ−k(L˜) = 1F , where 1F is
the identity in S0(F, F ). Also σ0(IF ) = 1F . Hence σ0(L ◦ L˜− IF ) = 0, which implies
L ◦ L˜− IF ∈ Nσ0 ⊂ OP−1(F, F ), where the last inclusion is by Proposition (23), since
the manifold X is compact. Similarly, we obtain L˜ ◦ L− IE ∈ OP−1(E,E).
Now, since σk(L) ◦ σ−k(L˜) = 1F , we have (σk(L))−1 = σ−k(L˜). σk(L) is an isomorphism
due to the ellipticity of L. Hence σ−k(L˜) is also an isomorphism, which implies L˜ is
elliptic. This completes the proof.
Notation: Let E be a vector bundle over the compact manifold X and let s ∈ N. We
now denote the Sobolev space W s(X,E) :=W s(E).
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Definition: Let E and F be vector bundles over a compact manifold X and suppose
L ∈ OPm(E,F ), m ∈ Z. We say that L is compact if for every s ∈ N such that
s−m ≥ 0, the extension Ls : W s(E)→ W s−m(F ) is a compact operator as a mapping
of Hilbert spaces.
Proposition 25. Let E and F be vector bundles over a compact manifold X and let
S ∈ OP−1(E,E). Then S is a compact operator of order 0.
Proof : Since S ∈ OP−1(E,E), by definition, there exists an extension Ss of S such that
Ss : W
s(E)→ W s+1(E) for any s. Also, since OP−1(E,E) ⊂ OP0(E,E), there exists an
extension S˜s, of S such that S˜s : W
s(E)→ W s(E) for any s. Now, by Proposition (14),
we observe that j : W s+1(E)→ W s(E) is a compact operator. By commutativity, we
have S˜s = j ◦ Ss : W s(E)→ W s(E), hence S˜s is compact. And so S is a compact
operator of order 0. This completes the proof.
Theorem 18. Let E and F be vector bundles over a compact manifold X and let
L ∈ PDm(E,F ) be elliptic. Then there exists a pseudoinverse P for L such that L ◦ P
and P ◦ L have continuous extensions (L ◦ P )s : W s(F )→ W s(F ) and
(P ◦ L)s : W s(E)→ W s(E) respectively, for each s ∈ N. And these extensions are
Fredholm operators with index 0.
Proof : Since L ∈ PDm(E,F ) is elliptic, by Theorem (17), there exists a pseudoinverse
P of L; ie, we have L ◦ P − IF ∈ OP−1(F, F ) and P ◦ L− IE ∈ OP−1(E,E). Now, by
Proposition (25), L ◦ P − IF and P ◦ L− IE are compact operators of order 0. Hence,
for any s, there exists compact operators
(L ◦ P )s − (IF )s = (L ◦ P − IF )s : W s(F )→ W s(F ) and
(P ◦ L)s − (IE)s = (P ◦ L− IE)s : W s(E)→ W s(E)
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which are continuous extensions of L ◦ P − IF and P ◦ L− IE respectively. By theorem
1.4, (L ◦ P )s = (IF )s + ((L ◦ P )s − (IF )s) and (P ◦ L)s = (IE)s + ((P ◦ L)s − (IE)s) are
Fredholm operators with index 0. This completes the proof.
Theorem 19. Let E and F be vector bundles over a compact manifold X and let
L ∈ PDk(E,F ) be elliptic. Then for any s ∈ N such that s− k ≥ 0, L has a continuous
extension Ls : W
s(E)→ W s−k(F ) as a Fredholm operator.
Proof : By Lemma (22), L ∈ OPk(E,F ), so L has a continuous extension
Ls : W
s(E)→ W s−k(F ). Now, by Theorem (18), there exists a pseudoinverse
P ∈ PD−k(F,E) for L such that, for any s ∈ N, there is a continuous extension
(P ◦ L)s : W s(E)→ W s(E) for P ◦ L and this extension is Fredholm. Now, by lemma
(22), P ∈ OP−k(F,E) and thus has an extension Ps−k : W s−k(F )→ W s(E). Hence by
commutativity, we have (P ◦ L)s = Ps−k ◦ Ls. Now, let x ∈ NLs , we have
Lsx = 0⇒ (Ps−k ◦ Ls)x = 0⇒ (P ◦ L)sx = 0⇒ x ∈ N(P◦L)s
Hence NLs ⊂ N(P◦L)s ⇒ dimNLs ≤ dimN(P◦L)s <∞ since (P ◦ L)s is Fredholm.
Now, by Theorem (18) again, L ◦ P has an extension (L ◦ P )s−k : W s−k(F )→ W s−k(F )
which is Fredholm. From the above, since we have extensions Ps−k : W s−k(F )→ W s(E)
and Ls : W
s(E)→ W s−k(F ), by commutativity, (L ◦ P )s−k = Ls ◦ Ps−k. Now let
y ∈ R(L◦P )s−k , then there exists x ∈ W s−k(F ) such that
(L ◦ P )s−kx = y ⇒ (Ls ◦ Ps−k)x = y ⇒ y ∈ RLs ⇒ R(L◦P )s−k ⊂ RLs
This implies W s−k(F )/RLs ⊂ W s−k(F )/R(L◦P )s−k ⇒ codimRLs ≤ codimR(L◦P )s−k <∞
since R(L◦P )s−k is Fredholm. This, with dimNLs <∞, implies that Ls is Fredholm. This
completes the proof.
We can in fact show the following.
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Proposition 26. Let E and F be vector bundles over a compact manifold X and let
L ∈ PDk(E,F ) be elliptic. Then L is a Fredholm operator.
The proof of this is found in pages 139-140 of [3].
We now present a few basic results which are analogous to those in general index theory.
Theorem 20. Let E be a vector bundle over a compact manifold X, let L ∈ PDk(E,E)
be elliptic and compact and let I be the identity operator. Then ind(I + L) = 0.
Proof : By definition, for any s ∈ N such that s− k ≥ 0, the continuous extension
Ls : W
s(E)→ W s−k(E) is compact. Hence by Theorem 1.4 of the previous chapter,
ind(I + L) = ind((I + L)s) = ind(Is + Ls) = 0.
Theorem 21. Let E, F and G be vector bundles over a compact manifold X and let
Q ∈ PDr(E,F ) and P ∈ PDt(F,G) be elliptic. Then ind(P ◦Q) = ind(P ) + ind(Q)
Proof : Since Q and P are elliptic, by definition, the symbols σr(Q) : pi
∗E → pi∗F and
σt(P ) : pi
∗F → pi∗G are isomorphisms. Hence by Proposition (24),
σt+r(P ◦Q) = σt(P ) ◦ σr(Q) : pi∗E → pi∗G
is an isomorphism, which implies P ◦Q is elliptic. Now, for any s ∈ N such that
s− r − t ≥ 0, the continuous extensions (P ◦Q)s : W s(E)→ W s−r−t(G),
Qs : W
s(E)→ W s−r(F ) and Ps−r : W s−r(F )→ W s−r−t(G) are such that
(P ◦Q)s = Ps−r ◦Qs. Hence we have
ind(P ◦Q) = ind((P ◦Q)s) = ind(Ps−r ◦Qs) = ind(Ps−r) + ind(Qs) = ind(P ) + ind(Q)
which completes the proof.
Theorem 22. Let E and F be vector bundles over a compact manifold X and let
L ∈ PDk(E,F ) be elliptic and P ∈ PD−k(F,E) its pseudoinverse. Then
ind(L) = −ind(P )
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Proof : Let s ∈ N. By Theorem (18), ind(P ◦ L) = ind((P ◦ L)s) = 0. By Theorem (21),
ind(P ) + ind(L) = ind(P ◦ L) = 0⇒ ind(L) = −ind(P )
which completes the proof.
Theorem 23. Let E and F be vector bundles over a compact manifold X and let
P,L ∈ PDk(E,F ) be elliptic with P compact. Then ind(L+ P ) = ind(L)
Proof : We first note the following. By definition, the symbols σk(L) and σk(P ) are
isomorphisms. By Proposition (23), σK is linear, so σk(L+ P ) = σk(L) + σk(P ) is an
isomorphism. Hence P + L is elliptic.
Now, since L is elliptic, it has a pseudoinverse L˜. We consider
ind
(








T + IE + L˜ ◦ P
)
where T ∈ OP−1(E,E) and hence compact by Proposition (25). Hence we have
ind
(












(IE)s + Ts + L˜s−k ◦ Ps
)














+ ind(L+ P ) = 0





where the last equality is by Theorem (22). This completes the proof.
Chapter 4
Differential Complexes
Here, we will look at the index theory of sequences of differential operators. We first
look at general differential complexes in the first section. In the second section, we will
look at a specific example of a differential complex, namely, the de Rham complex. The
second section is divided into 3 parts, the first 2 will list some pre-requisite materials
needs to discuss the de Rham complex, and the third will discuss the de Rham complex
proper.
4.1 Differential Complexes
We start with a general definition.
Definitions: A finite sequence of vector spaces Vi with V−1 = Vn+1 = 0 and a
corresponding sequence of mappings di : Vi → Vi+1, i = −1, 0, ..., n, ie,
0
d−1−−−→ V0 d0−−−→ V1 d1−−−→ V2 −−−→ ... dn−1−−−→ Vn dn−−−→ 0
is called a complex if Im(di−1) ⊂ ker(di) for i = 0, ..., n. We denote a complex by
{Vm, dm}m. We define the cohomology groups H i ({Vm, dm}m) of {Vm, dm}m by setting
H i ({Vm, dm}m) := ker(di)/Im(di−1)
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where i = 0, ..., n.
We now consider a special case of the complex called the differential complex defined as
follows.
Definition: Let Ei be a finite sequence of vector bundles over the manifold X with
E−1 = En+1 = 0 and let Di : Γ(X,Ei)→ Γ(X,Ei+1) be a corresponding sequence of
differential operators, i = −1, ..., n, ie,
0
D−1−−−→ Γ(X,E0) D0−−−→ Γ(X,E1) D1−−−→ ... Dn−1−−−→ Γ(X,En) Dn−−−→ 0
We call the complex {Γ(X,Em), Dm}m a differential complex over X. This complex
gives rise to the cohomology groups
H i({Γ(X,Em), Dm}m) := ker(Di)/Im(Di−1)
for i = 0, ..., n.
Definition: Let {Γ(X,Em), Dm}m be a differential complex over the manifold X and let
σ(Di) : T
∗
xX → Hom((Ei)x, (Ei+1)x), x ∈ X
be the symbol of Di for each i. We call {Γ(X,Em), Dm}m an elliptic differential complex
over X if for any x ∈ X and any 0 6= v ∈ T ∗xX,
ker (σ(Di+1(x, v))) = Im (σ(Di(x, v))) (4.1)
Now, let each vector bundle Ei be equipped with a hermitian structure Hi(·, ·). We





where µ is the volume element in X and u, v ∈ Γ(X,Ei).
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For each Di : Γ(X,Ei)→ Γ(X,Ei+1), we define the adjoint operator
D∗i : Γ(X,Ei+1)→ Γ(X,Ei)
by setting (Diu, v)i+1 = (u,D
∗
i v)i, where u ∈ Γ(X,Ei) and v ∈ Γ(X,Ei+1).
Definition: Let {Γ(X,Em), Dm}m be a differential complex over the manifold X. We






for i = 0, ..., n, the Laplacian of {Γ(X,Em), Dm}m.
We now proof the following basic fact.
Proposition 27. The differential complex {Γ(X,Em), Dm}m over the manifold X is an
elliptic complex if and only if the laplacians ∆i are elliptic.
Proof : Let x ∈ X. For each i, we denote the symbol σ(Di) := σi. So, with reference to











∗σ(Di) + σ(Di−1)(σ(Di−1))∗ = σ∗i σi + σi−1σ
∗
i−1
where σ∗i = (σ(Di))
∗ is the adjoint linear map Ei+1|x → Ei|x of the linear map σi.
Now, we suppose that ker(σi) = Im(σi−1) and we wish to show that σ(∆i) : Ei|x → Ei|x
is injective and hence bijective. For this, we consider
(σ∗i σi + σi−1σ
∗
i−1)a = 0, a ∈ Ei|x (4.4)
and wish to prove that a = 0. Now, denoting the inner product in the fibre Ei|x by (·, ·),
from (4.4), we have
(




= 0⇒ (σ∗i σi(a) + σi−1σ∗i−1(a), a) = 0
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∥∥σ∗i−1(a)∥∥2 = 0⇒ σi(a) = σ∗i−1(a) = 0 (4.5)
This implies that a ∈ ker(σi) = Im(σi−1). Hence there exists b ∈ Ei−1|x such that
σi−1(b) = a⇒ σ∗i−1σi−1(b) = σ∗i−1(a) = 0
where the last equality is due to (4.5). This implies ((σ∗i−1σi−1(b), b)) = 0, where ((·, ·))
denotes the inner product in the fibre Ei−1|x. This implies
((σi−1(b), σi−1(b))) = 0⇒ ‖σi−1(b)‖2 = 0⇒ σi−1(b) = 0⇒ a = 0
Hence σ(∆i) is injective and thus bijective, which implies that each ∆i is elliptic.
Conversely, we suppose that σ(∆i) is bijective and we wish to show that
ker(σi) = Im(σi−1). Now, by the definition of the differential complex, DiDi−1 = 0 for
each i = 1, ..., n. Hence
σ(DiDi−1) = 0⇒ σ(Di)σ(Di−1) = 0⇒ σiσi−1 = 0⇒ Im(σi−1) ⊂ ker(σi) (4.6)
To prove the inclusion in the other direction, we let 0 6= a ∈ ker(σi) and assume that a is
not in Im(σi−1). Then a ∈ (Im(σi−1))⊥, which implies




i σi(a) + σi−1σ
∗
i−1(a) = 0
Since σ(∆i) is bijective, it is injective and hence a = 0. Hence a ∈ Im(σi−1), which
implies ker(σi) ⊂ Im(σi−1). This with (4.6) gives ker(σi) = Im(σi−1) for each i, which
implies that the differential complex {Γ(X,Em), Dm}m is elliptic. This completes the
proof.
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Now, given an elliptic differential complex {Γ(X,Em), Dm}m over a compact manifold


























We recall that for any 2 vector bundles E1 and E2 over the manifold X, we can write
s ∈ Γ(X,E1 ⊕ E2) as s = s1 ⊕ s2, where s1 ∈ Γ(X,E1) and s2 ∈ Γ(X,E2). Hence we can
write Γ(X,E1 ⊕ E2) = Γ(X,E1)⊕ Γ(X,E2).









= (D0 ⊕D2 ⊕ · · · ) + (D∗−1 ⊕D∗1 ⊕ · · · )
The domain of D0 ⊕D2 ⊕ · · · is
Γ(X,E0)⊕ Γ(X,E2)⊕ · · · = Γ(X,E0 ⊕ E2 ⊕ · · · ) = Γ(X,E+)
and its codomain is
Γ(X,E1)⊕ Γ(X,E3)⊕ · · · = Γ(X,E1 ⊕ E3 ⊕ · · · ) = Γ(X,E−)
The domain of D∗−1 ⊕D∗1 ⊕ · · · is
Γ(X,E0)⊕ Γ(X,E2)⊕ · · · = Γ(X,E0 ⊕ E2 ⊕ · · · ) = Γ(X,E+)
and its codomain is
Γ(X,E−1)⊕ Γ(X,E1)⊕ · · · = Γ(X,E1 ⊕ E3 ⊕ · · · ) = Γ(X,E−)
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Hence we have verified that A : Γ(X,E+)→ Γ(X,E−). Similarly, we can verify that
A∗ : Γ(X,E−)→ Γ(X,E+).
We now consider the complex
0
i−−−→ Γ(X,E+) A−−−→ Γ(X,E−) ϕ−−−→ 0 (4.8)
where i is the inclusion and ϕ is the constant zero map. We call this complex the
reduced complex associated to {Γ(X,Em), Dm}m.
In a similar manner as before, we define the laplacians
∆1 := A
∗A+ ii∗ = A∗A := ∆+ and
∆2 := ϕ



























We now consider term by term. We first consider D2q−1D2p. Now, D2p maps
Γ(X,E2p)→ Γ(X,E2p+1) and D2q−1 maps Γ(X,E2q−1)→ Γ(X,E2q). So if
2p+ 1 6= 2q − 1⇔ p 6= q − 1, the range of D2p is not contained in the kernel of D2q−1
and hence D2q−1D2p vanishes. If p = q − 1, then
D2q−1D2p = D2q−1D2q−2 = 0
by the definition of the differential complex. Hence D2q−1D2p = 0 for all p and q.




2p−1 maps Γ(X,E2p)→ Γ(X,E2p−1) and D∗2q maps
Γ(X,E2q+1)→ Γ(X,E2q). So if 2p− 1 6= 2q + 1⇔ p 6= q + 1, the range of D∗2p−1 is not








∗ = (D2q+1D2q)∗ = 0
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2p−1 = 0 for
all p and q.
We now consider D2q−1D∗2p−1. Now, D
∗
2p−1 maps Γ(X,E2p)→ Γ(X,E2p−1) and D2q−1
maps Γ(X,E2q−1)→ Γ(X,E2q). So D2q−1D∗2p−1 vanishes when p 6= q.
Lastly, we consider D∗2qD2p. Now, D2p maps Γ(X,E2p)→ Γ(X,E2p+1) and D∗2q maps























where the ∆2p’s are the laplacians defined in (4.3). Similarly, we have














Since each σ (∆2p) is an isomorphism by Proposition 27, σ(∆+) is any isomorphism.
Similarly, σ(∆−) is any isomorphism. Hence ∆+ and ∆− are elliptic.
By Proposition 27 again, the reduced complex (4.8) is elliptic. Hence for any x ∈ X, we
have the exact sequence
0
σ(i)−−−→ E+|x σ(A)−−−→ E−|x σ(ϕ)−−−→ 0 (4.11)
which implies that σ(A) is an isomorphism. Hence A is an elliptic operator. We have
thus shown the following result.
Proposition 28. Let {Γ(X,Em), Dm}m be an elliptic differential complex over a
compact manifold X, and let E+ :=
⊕
q≥0E2q and E− :=
⊕
q≥0E2q+1. Then the operator
A : Γ (X,E+)→ Γ (X,E−)
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defined in (4.7) is elliptic.
This proposition says that we can reduce an elliptic differential complex to a single
elliptic operator. We will see later that all the analytical information about the complex
is manifested in that single elliptic operator.
Now, since ∆+ and ∆− are elliptic operators over a compact manifold X, they are
Fredholm operators by Proposition 26. In particular, each has finite kernel and finite
cokernel dimensions.
Now, let x ∈ Im(∆+) = Im(A∗A). Then there exists y ∈ Γ(X,E+) such that A∗(Ay) = x
which implies x ∈ Im(A∗). So Im(∆+) ⊂ Im(A∗)⇒ coker(A∗) ⊂ coker(∆+) which







has finite codimension, which implies that each Im(D2q−1) + Im(D∗2q) ⊂ Γ(X,E2q),
q = 0, ..., has finite codimension.
Similarly, let x ∈ Im(∆−) = Im(AA∗). Then there exists y ∈ Γ(X,E−) such that
A(A∗y) = x which implies x ∈ Im(A). So Im(∆−) ⊂ Im(A)⇒ coker(A) ⊂ coker(∆−)









has finite codimension, which implies that each Im(D2q) + Im(D
∗
2q+1) ⊂ Γ(X,E2q+1),
q = 0, ..., has finite codimension.
Hence each Im(Dp−1) + Im(D∗p) ⊂ Γ(X,Ep), p = 0, ..., n, has finite codimension. We
write this as a lemma as follows.
Lemma 22. Let {Γ(X,Em), Dm}m be an elliptic differential complex over a compact
manifold X. Then each Im(Dp−1) + Im(D∗p) ⊂ Γ(X,Ep), p = 0, ..., n, has finite
codimension.
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Before we state our next result, we first prove another lemma.
Lemma 23. Given subspaces U,W ⊂ V with dim(V/U) <∞, then
dim(W/(U ∩W )) <∞.






















which completes the proof.
We can now proof the following proposition.
Proposition 29. Let {Γ(X,Em), Dm}m be an elliptic differential complex over a
compact manifold X. Then ker(Dp)/Im(Dp−1) is finite dimensional for p = 0, ..., n.
Proof : For each p = 0, ..., n, we let Vp := Γ(X,Ep), Up := Im(Dp−1) + Im(D∗p) and









(Im(Dp−1) + Im(D∗p)) ∩ ker(Dp)
)
<∞
Now, since Im(Dp−1) ⊂ ker(Dp) and Im(D∗p)⊥ ker(Dp), we have
(Im(Dp−1) + Im(D∗p)) ∩ ker(Dp) = Im(Dp−1)
Hence we have dim (ker(Dp)/Im(Dp−1)) <∞, which completes the proof.
In a similar manner, we prove the following.
Proposition 30. Let {Γ(X,Em), Dm}m be an elliptic differential complex over a
compact manifold X. Then ker(D∗p−1)/Im(D
∗
p) is finite dimensional for p = 0, ..., n.
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Proof : For each p = 0, ..., n, we let Vp := Γ(X,Ep), Up := Im(Dp−1) + Im(D∗p) and
Wp := ker(D
∗

















by definition of the differential complex. Hence Im(D∗p) ⊂ ker(D∗p−1). Also, we have
Im(Dp−1)⊥ ker(D∗p−1). Hence
(Im(Dp−1) + Im(D∗p)) ∩ ker(D∗p−1) = Im(D∗p)






<∞, which completes the proof.
As a corollary, we have the following observation, called the generalized Hodge
decomposition theorem.
Corollary 5. Let {Γ(X,Em), Dm}m be an elliptic differential complex over a compact
manifold X. Then each fp ∈ Γ(X,Ep) can be decomposed uniquely as
fp = Dp−1fp−1 +D∗pfp+1 + hp
where fp−1 ∈ Γ(X,Ep−1), fp+1 ∈ Γ(X,Ep+1) and hp ∈ Γ(X,Ep) satisfies ∆php = 0, and
these 3 sections are mutually orthogonal.
Proof : From Proposition 30, D∗p has finite dimensional cokernel in ker(D
∗
p−1), hence
Im(D∗p) is closed. So we can decompose Γ(X,Ep) into
(ker(Dp))
⊥ + ker(Dp) = Γ(X,Ep)⇒ Im(D∗p) + ker(Dp) = Γ(X,Ep)
Now, by Proposition 29, Im(Dp−1) has finite codimension in ker(Dp). Hence we can
decompose ker(Dp) into an orthogonal sum ker(Dp) = Im(Dp−1) + Cp−1 where
Cp−1 = (Im(Dp−1))⊥ ∩ ker(Dp) = ker(D∗p−1) ∩ ker(Dp)
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p−1(x) = 0⇒ x ∈ ker(∆p)
⇒ ker (D∗p−1) ∩ ker(Dp) ⊂ ker(∆p) (4.12)
Now, let x ∈ ker(∆p). This implies























∥∥D∗p−1(x)∥∥2 = 0⇒ Dp(x) = D∗p−1(x) = 0
⇒ x ∈ ker (D∗p−1) ∩ ker(Dp)
Hence ker(∆p) ⊂ ker
(
D∗p−1












⇒ ker(Dp) = Im(Dp−1) + ker(∆p) (4.13)





+ Im(Dp−1) + ker(∆p)
which completes the proof.
From the working of this result, we have, from (4.13),
dimHp ({Γ(X,Em), Dm}m) = dim (ker(Dp)/Im(Dp−1)) = dimker(∆p) (4.14)
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which is finite by Proposition 29. This leads to the following definition.
Definition: We define the analytical index of an elliptic differential complex








(−1)p dimHp ({Γ(X,Em), Dm}m) (4.15)
Now, let E and F be vector bundles over the compact manifold X. We recall that the
analytical index of an elliptic operator D : Γ(X,E)→ Γ(X,F ) is given by
ind(D) = dimker(D)− dim coker(D)
This index is in fact the same as that of the complex
0
i−−−→ Γ(X,E) D−−−→ Γ(X,F ) ϕ−−−→ 0 (4.16)





(−1)p dimHp ({Γ(X,Em), Dm}m)
= dimH0({Γ(X,Em), Dm}m)− dimH1({Γ(X,Em), Dm}m)
= dim (ker(D)/Im(i))− dim (ker(ϕ)/Im(D))
= dimker(D)− dim Im(i)− (dimker(ϕ)− dim Im(D))
= dimker(D)− 0− (dimΓ(X,F )− dim Im(D))
= dimker(D)− dim coker(D) = ind(D)
We end this section with the following proposition.
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Proposition 31. Let {Γ(X,Em), Dm}m be an elliptic differential complex over a
compact manifold X and let
0
i−−−→ Γ(X,E+) A−−−→ Γ(X,E−) ϕ−−−→ 0
be the reduced complex associated with it as defined in (4.8). Then
ind(A) = indan{Γ(X,Em), Dm}m
Proof : By definition of the analytical index, we have
















(−1)p dimker(∆p) = indan{Γ(X,Em), Dm}m
which completes the proof.
Hence given any elliptic differential complex over a compact manifold, we can associate
with it a single elliptic operator A which contains all the analytical information about
the complex. When we wish to compute the index of such an elliptic complex, we can
simply evaluate that of its associated single operator associated with its reduced
complex.
We now look at an example of an elliptic complex, namely the de Rham complex.
4.2 De Rham Complex
This section briefly discusses the De Rham complex, an example of an elliptic differential
complex. First, we will list a few pre-requisite concepts from differential geometry which
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will also be useful in subsequent chapters. We will then list some facts from de Rham
theory. These will enable us to talk about the de Rham complex in the third subsection.
4.2.1 Some Differential Geometry
Definition: Given a manifold X, we define a vector field v on X to be a function from
C∞(X)→ C∞(X) satisfying the following properties:
v(f + g) = v(f) + v(g), v(αf) = αv(f) and v(fg) = (v(f))g + f(v(g))
for all f, g ∈ C∞(X) and α ∈ C. We denote the set of vector fields on X by Vect(X).
Remark: 1) We note that this definition of Vect(X) is different from that in chapter 2.
In this chapter and the next, Vect(X) is defined as immediately above.
2) Denoting ∂µ :=
∂
∂xµ
, every vector field on Rn is a linear combination of the form
vµ∂µ = v
1∂1 + · · ·+ vn∂n, where each vµ ∈ C∞(Rn), ie, the vector fields {∂µ} form a
basis on Rn. These vector fields are called the coordinate vector fields associated to the
coordinates {xµ} of Rn.
Definition: We define a 1-form on a manifold X to be a linear mapping
l : Vect(X)→ C∞(X) satisfying the following property:
(l(v))(p) depends only on values v|O for any open neighbourhood O of p ∈ X, and any
v ∈ Vect(X).
We denote the set of 1-forms on X by Ω1(X).
Remark: We can express Ω1(X) = Γ(X,T ∗X), where T ∗X is the cotangent bundle of
X.
Now, let X be a manifold, let f ∈ C∞(X) and let the function df : Vect(X)→ C∞(X)
be defined by df(v) := v(f), where v ∈ Vect(X). It is clear that df is linear, and thus df
is a 1-form on X. With these notations, we make the following definition.
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Definition: The mapping d : C∞(X)→ Ω1(X) which send each function f to df is
called the exterior derivative on functions.
Remark: 1) We will generalise this definition later on.
2) Letting {xµ} be coordinates on Rn, the 1-forms {dxµ} form a basis of Ω1(Rn), called
coordinate 1-forms associated to the coordinates {xµ}.
Definitions: Let X be a manifold. We define the differential forms on X to be the
algebra over C∞(X) generated by Ω1(X) with the relations w ∧ u = −u ∧ w for all
w, u ∈ Ω1(X). The operator ∧ is called the wedge product. We denote the set of
differential forms by Ω(X).
Elements which are linear combinations of wedge products of p 1-forms are called





Remark: 1) We note that 0-forms are just functions f ∈ C∞(X).







, where T ∗X is the cotangent
bundle of X and ∧
p
T ∗X := T ∗X ∧ T ∗X ∧ · · · ∧ T ∗X
p times.
Now, let I denote a p-tuple (i1, ..., ip) of distinct integers between 1 and n and let dx
I
denote the p-form dxi1 ∧ · · · ∧ dxip on Rn. Then we can write any p-form w on Rn to be
w = wIdx
I , following the Einstein summation convention.
Definition: Let X be a manifold. We define the exterior derivative to be the function
d : Ωp(X)→ Ωp+1(X) satisfying
1) d : Ω0(X)→ Ω1(X) agrees with the definition above.
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2) d(w + u) = d(w) + d(u) and d(αw) = αd(w) for all w, u ∈ Ω(X) and α ∈ C.
3) d(w ∧ u) = dw ∧ u+ (−1)pw ∧ du for all w ∈ Ωp(X) and u ∈ Ω(X).
4) d(dw) = 0 for all w ∈ Ω(X).
Remark: Property 4) can in fact be derived from the other 3 properties.
Definition: A semi-Riemannian metric on a vector space V is a mapping
g : V × V → R that is:
1) bilinear, ie,
g(cv + v′, w) = cg(v, w) + g(v′, w) and g(v, cw + w′) = cg(v, w) + g(v, w′)
for all v, v′, w, w′ ∈ V and c ∈ R,
2) symmetric, ie, g(v, w) = g(w, v), and
3) nondegenerate, ie, if g(v, w) = 0 for all w ∈ V , then v = 0.
We say that v ∈ V is spacelike, timelike, or null if g(v, v) is positive, negative or zero
respectively. And if g(v, w) = 0, we say that v and w are orthogonal.
Now, given such a metric on V , we can always find an orthonormal basis for V , ie, a
basis {eµ} such that g(eµ, eν) = 0 if µ 6= ν and g(eµ, eµ) = ±1. The proof of this can be
found in chapter 7 of [16]. The number of +1’s and −1’s is independent of the
orthonormal basis. Let the number of +1’s be p and that of −1’s be q, then we say that
the metric g has signature (p, q).
For example, the Minkowski metric given by
η(v, w) = −v0w0 + v1w1 + v2w2 + v3w3
has signature (3, 1).
Definition: A metric g on a manifold X assigns to each point p ∈ X a metric gp on the
tangent space TpX such that if v, w ∈ Vect(X) are smooth, then g(v, w) := gp(vp, wp) at
p and that gp(vp, wp) is a smooth function on X.
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Remark: We note that this smoothness condition implies that the signature of gp is
constant on any connected component of X. Since X is assumed to be connected, the
signature of gp is constant on X.
Let dimX = n and let g be a metric on X. We say that X is a semi-Riemannian
manifold if X is equipped with a metric. If the signature of g is (n, 0), we say that X is
a Riemannian manifold and if the signature of g is (n− 1, 1), we say that X is a
Lorentzian manifold.
Definition: Let X be a semi-Riemmanian manifold equipped with a metric g. Let
U ⊂ X be such that there exists U˜ ⊂ Rn satisfying U ∼= U˜ and let {eµ} be a basis of
vector fields on U . Then we define the components of the metric gµν := g(eµ, eν).
Remark: We note that if dimX = n, then gµν is an n× n matrix. The nondegeneracy
condition implies that this matrix is invertible. We denote its inverse by gµν .
Definitions: Let X be an n-dimensional manifold. We define a volume form w on X to
be a nowhere vanishing n-form on X.
We say that X is orientable if there exists a volume form on X. An orientation on X is
a choice of an equivalence class of volume forms on X, where 2 volume forms w and w′
are equivalent if w = fw′ for some positive f ∈ C∞(X). We say that X is oriented if it
is equipped with an orientation.
Definition: Let X be an oriented semi-Riemannian manifold of dimension n with a
metric of signature (s, n− s) and let eµ be an orthonormal basis of 1-forms on some
chart of X. For 1 ≤ ij ≤ n, let
i1...in =
 sign(i1, ..., in) all ij distinct0 otherwise
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i1 ∧ · · · ∧ eip











i1µ1 · · · gipµpµ1···µpj1···jn−p
We call ?w the dual of w.
Example: We consider some simple examples of the Hodge star operator. Let dx, dy, dz
be a basis of 1-forms on R3 equipped with the usual Euclidean metric. Then we have
?dx = dy ∧ dz, ?dy = dz ∧ dx, ?dz = dx ∧ dy
?(dx ∧ dy) = dz, ?(dy ∧ dz) = dx, ?(dz ∧ dx) = dy
?1 = dx ∧ dy ∧ dz, ?(dx ∧ dy ∧ dz) = 1
Furthermore, if w = widx
i and v = vidx
i, we have
?(w ∧ v) = (wyvz − wzvy)dx+ (wzvx − wxvz)dy + (wxvy − wyvx)dz
4.2.2 De Rham Theory
We now list some aspects of de Rham theory useful for our purposes.
Definitions: Let X be a manifold. A form w ∈ Ωr(X) is said to be closed if dw = 0
and it is said to be exact if there exists u ∈ Ωr−1(X) such that w = du. We denote by
Zr(X) and Br(X) the spaces of closed and exact r-forms on X respectively.
Remark: Let w ∈ Ωr(X) be exact, hence there exists u ∈ Ωr−1(X) such that w = du,
which implies dw = d(du) = 0. Hence w is closed. Thus Br(X) ⊂ Zr(X).
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Definition: let X be a manifold. We define Hr(X) to be the quotient space
Hr(X) := Zr(X)/Br(X), called the r-th de Rham cohomology group of X.
Let u ∈ Zr(X), then [u] ∈ Hr(X) denotes the class determined by the representative u.
Let u, u′ ∈ Zr(X), u and u′ belong to the same class if u− u′ ∈ Br(X), that is, if there
exists w ∈ Ωr−1(X) such that u− u′ = dw.
Definitions: An r-simplex in the Euclidean space Rn, r ≤ n, denoted by the ordered
symbol Sr = (p0p1 · · · pr) is an oriented region in Rn consisting the point set
Sr =
{






p0 = (0, ..., 0)
p1 = (1, 0, ..., 0)
...
pr = (0, ..., 0, 1, 0, ..., 0) (where ‘1’ is in r-th position)
are points in Rn.




(−1)i(p0, p1 · · · pˆi · · · pr)
where pˆi means that pi is omitted from the expression.
Now, let q be an integer with 0 ≤ q ≤ r. If we choose q + 1 points pi0 , ..., piq out of
p0, ..., pr, these q + 1 points define a q-simplex Sq = (pi0 ...piq). We call this q-simplex a
q-face of Sr. If Sq is a face of Sr, we write Sq ≤ Sr. If Sq 6= Sr, we say Sq is a proper face
of Sr, and we denote this by Sq < Sr.
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Let Sr be an r-simplex and let X be a manifold. We consider a smooth map
h : Sr → X, not necessarily one-one. The image of Sr under h in X is called a singular
r-simplex, and it is denoted by sr.
Definition: Let a set of singular r-simplexes in X be denoted by {sr,i}. We define an




aisr,i ai ∈ Rn
The set of r-chains in X forms an abelian group Cr(X) under addition called the
r-chain group on X.
Now, we define the boundary ∂sr of a singular r-simplex to be ∂sr := h(∂Sr), where Sr
is any r-simplex in Rn such that h(Sr) = sr. By linearity, the domain of ∂ extends to
Cr(X). We thus have the boundary map ∂ : Cr(X)→ Cr−1(X).
Remark: We note that ∂2 = 0. A proof of this is given in page 73-74 of [8].
Definition: We call an r-chain cr satisfying ∂cr = 0 an r-cycle. And we call an r-chain
cr satisfying cr = ∂cr+1, where cr+1 is some (r + 1)-chain, an r-boundary.
Now, since ∂2 = 0, an r-boundary is necessarily an r-cycle, but not conversely. This
leads to the following definition.
Definition: Let X be an n-dimensional manifold. Let Zr(X) and Br(X) be the groups
of r-cycles and r-boundaries in the manifold X respectively. Then we call the quotient
group Hr(X) defined by
Hr(X) := Zr(X)/Br(X)
for r = 0, ..., n− 1, the r-singular homology group on X.
Now, 2 elements α, β ∈ Zr(X) belong to the same class, ie, [α] = [β] ∈ Hr(X), if there
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exists so (r + 1)-chain ξ such that α− β = ∂ξ. The group operation, namely, addition,
of Hr(X) is defined by [α] + [β] = [α+ β].
Definition: Let K be a finite set of simplex in Rn. Suppose these simplexes satisfy the
following properties:
1) If σ ∈ K and σ′ ≤ σ, then σ′ ∈ K.
2) If σ, σ′ ∈ K, then either σ ∩ σ′ = ∅ or (σ ∩ σ′ ≤ σ and σ ∩ σ′ ≤ σ′).
Then we call K a simplicial complex.
Definition: Let X be a manifold. If there exists a simplicial complex K and a
homeomorphism f : K → X, we say that X is triangulable and we call the pair (K, f) a
triangulation of X.
Definition: Let X be a triangulable n-dimensional manifold. We define the Euler





where Ir is the number of r-simplexes in K.
Definition: Let X be an n-dimensional manifold. We define the r-th Betti number
br(X) to be br(X) := dim(Hr(X)), for r = 0, ..., n.
The Betti numbers are related to the Euler characteristic via the Euler-Poincare
theorem which we state as follows.
Theorem 24. Let X be a triangulable manifold homeomorphic to an n dimensional





where br(X) is the r-th Betti number of X.
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The proof is given in pages 374-375 of [4].
We now state de Rham’s theorem.
Theorem 25. Let X be an n-dimensional compact manifold. Then the r-th homology
group and the r-th de Rham cohomology group are dual vector spaces to each other, for
r = 0, ..., n.
The proof of this is given in chapter 6 of [10].
As an immediate corollary of Theorems 24 and 25, we have the following result.
Corollary 6. Let X be a n-dimensional compact manifold. Then the Betti numbers
br(X) satisfy br(X) = dim(H
r(X)), for r = 0, ..., n.
4.2.3 De Rham Complex
We are now ready to look at the de Rham complex.








, p = 0, 1, ..., n = dimX. We denote the exterior derivative
acting on Ωp(X) by dp. Since dpdp−1 = 0, the sequence of operators dp satisfies
Im(dp−1) ⊂ ker(dp), p = 0, ..., n. The sequence {Ωp(X), dp}p given by
0
d−1−−−→ Ω0(X) d0−−−→ Ω1(X) d1−−−→ Ω2(X) −−−→ · · · dn−1−−−→ Ωn(X) dn−−−→ 0
is called the de Rham complex. We state without proof the following result.
Proposition 32. The de Rham complex is an elliptic complex.
The proof of this is found in page 413 of [8].
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where α, β ∈ Ωp(X) and ?β is the Hodge star of β.
We define the adjoint of dp to be the operator δp+1 : Ω
p+1(X)→ Ωp(X) satisfying
(dpα, β) = (α, δp+1β), where α ∈ Ωp(X) and β ∈ Ωp+1(X). We also define the laplacian
operators ∆p : Ω
p(X)→ Ωp(X) defined by
∆p := δp+1dp + dp−1δp
where p = 0, ..., n.
We also define the cohomology space Hp ({Ωm(X), dm}m) := ker(dp)/Im(dp−1), for
p = 0, ..., n.
Analogous to Corollary 5, we have the following theorem, called the classical Hodge
decomposition theorem.
Theorem 26. Let X be a compact orientable Riemannian manifold without boundary.
Any p-form ω ∈ Ωp(X) can be uniquely decomposed into the sum
ω = dp−1α+ δp+1β + ωh
where α ∈ Ωp−1(X), β ∈ Ωp+1(X) and ωh ∈ ker(Ωp), and these 3 p-forms are mutually
orthogonal.
A direct proof of this can be found in chapter 6 of [9].
Now, by Proposition (32), the laplacian ∆p is an elliptic operator. And if X is compact,
each ∆p has finite kernel and cokernel dimensions. Now, a special case of (4.14) is the
following proposition, which is a classical result due to Hodge.
Proposition 33. Let X be an n-dimensional compact manifold. Then we have
dimHp ({Ωm(X), dm}m) = dimker(∆p)
for each p = 0, ..., n.
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Now, by Corollary 6, we have
bp(X) = dimH
p ({Ωm(X), dm}m) = dimker(∆p) (4.17)








where the second equality is by (4.17). This leads to the following definition of the
analytical index of the de Rham complex, analogous to that in section 1 above.
Definition: Let X be an n dimensional compact manifold. We define the analytical





From (4.18), we have
indan{Ωm(X), dm}m = χ(X)
The analytical index of the de Rham complex is thus the Euler characteristic of the
manifold X, thus relating an analytical information (the analytical index) with
topological information (the Euler characteristic).
It is this type of relation that the Atiyah-Singer Index (ASI) theorem seeks to find. In
general, given an elliptic complex whose analytical index is difficult to compute, we can
reduce it to a single elliptic operator and then use the ASI theorem to deduce the
topological information about this operator. We can then warp this operator using the
topological information into another operator whose analytical index we can easily
compute, with the index remaining invariant under this warping. The analytical index
of the original operator, and hence the original complex can then be deduced.
Thus the ASI theorem is an important tool towards the computation of analytical
indices of elliptic complexes. We will thus look at the ASI theorem next. We first talk
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about the Chern-weil theorem and characteristic classes in the next chapter before we go
into the ASI theorem in the subsequent chapter.
Chapter 5
The Chern-Weil Theorem and
Characteristic Classes
This chapter looks at the pre-requisite materials needed to state the Atiyah-Singer Index
theorem. The first section briefly talks about connections and curvatures on general
vector bundles. The second section surveys some simple facts about invariant
polynomials which will enable us to discuss some elementary properties of characteristic
classes in the third section.
We use the Einstein summation convention throughout this chapter.
5.1 Connections and Curvatures on Vector Bundles
Here, we will discuss some elementary facts pertaining to connections and curvatures on
general vector bundles.
We first list a few new vector bundles which can be constructed from a vector bundle E
over the manifold X.
Definition: Let E be a vector bundle over a manifold X. We define the dual bundle E∗
131
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over X as follows. Given the vector space Ep, p ∈ X, we denote its dual space to be E∗p .
We define the total space E∗ to be the union of the spaces E∗p over all p ∈ X. We also let
the projection pi : E∗ → X map each E∗p to the point p. Thus the fibre over p ∈ X is E∗p .
Remark: We can easily check using the local trivialisations of E that E∗ is indeed a
vector bundle over X.
Proposition 34. Let E be a vector bundle over the manifold X and let U ⊂ X be an
open set such that U ∼= U˜ ⊂ Rn. Suppose {ei} is a frame of E over U , then there exists
a unique frame {ei} of E∗ over U such that for each p ∈ U , {ei(p)} is the basis of E∗p
dual to the basis {ei(p)} of Ep. We call {ei} the dual frame of {ei}.
Proposition 35. Let E be a vector bundle over the manifold X and let λ ∈ Γ(X,E∗)
and s ∈ Γ(X,E). Then there exists a function λ(s) ∈ C∞(X) defined by
(λ(s))(p) := λ(p)s(p) for any p ∈ X.
Definition: Let E and E ′ be 2 vector bundles over the manifold X. We define the
tensor product vector bundle E ⊗ E ′ over X as follows. Given the fibres Ep and E ′p,
p ∈ X, we define the total space E ⊗ E ′ to be the union of the product Ep ⊗ E ′p over all
p ∈ X. We also let the projection pi : E ⊗E ′ → X map each Ep ⊗E ′p to p. And thus the
fibre over p is Ep ⊗ E ′p.
Remark: We can easily check that E ⊗ E ′ is indeed a vector bundle over X.
Proposition 36. Let E and E ′ be vector bundles over the manifold X, and let
s ∈ Γ(X,E) and s′ ∈ Γ(X,E ′). Then
a) there exists a unique section s⊗ s′ ∈ Γ(X,E ⊗ E ′) such that for each p ∈ X,
(s⊗ s′)(p) = s(p)⊗ s′(p),
b) any section of E ⊗ E ′ can be written, not necessarily uniquely, as a finite linear
combination of sections of the form s⊗ s′, and
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c) there exists a unique section (s, s′) ∈ Γ(X,E ⊕ E ′) such that for each p ∈ X,
(s, s′)(p) = (s(p), s′(p)).
Definition: Let E be a real vector bundle over the manifold X. We define the
complexified vector bundle E ⊗ C over X as follows. Given the fibres Ep, p ∈ X, we
define the total space E ⊗ C to be the union of the product Ep ⊗ C over all p ∈ X. We
also let the projection pi : E ⊗ C→ X map each Ep ⊗ C to p. And thus the fibre over p
is Ep ⊗ C.
Remark: We can again check that E ⊗ C is indeed a vector bundle over X.
We are now ready to discuss curvatures and connections on a vector bundle.
Definition: Let E be a vector bundle over a manifold X. We define a connection on E
to be a map D : Γ(X,E)→ Γ(X,E)⊗ Ω1(X) satisfying
D(s+ t) = D(s) +D(t)
for any s, t ∈ Γ(X,E) and
D(fs) = s⊗ df +D(s)f
for any f ∈ C∞(X) and any s ∈ Γ(X,E). Ds is also called the covariant derivative of
s ∈ Γ(X,E).
Remark: From this definition, we note that fs and D(s)f are the pointwise products
of maps.
Definition: Let E be a vector bundle over the manifold X with connection D. For any
v ∈ Vect(X), we define Dv : Γ(X,E)→ Γ(X,E) for any s ∈ Γ(X,E) by
Dv(s) := (D(s))(v) ∈ Γ(X,E)
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We call Dvs the directional covariant derivative of s along v.
Remark: We note that this definition makes sense because D(s) ∈ Γ(X,E)⊗ Ω1(X)
acts on v ∈ Vect(X) by eating v and spitting out a section of E.
The following proposition follows easily from the definition.
Proposition 37. The operator Dv satisfies the following properties:
1) Dv(αs) = αDv(s),
2) Dv(s+ t) = Dv(s) +Dv(t),
3) Dv(fs) = v(f)s+ fDv(s),
4) Dv+w(s) = Dv(s) +Dw(s), and
5) Dfv(s) = fDv(s)
for all v, w ∈ Vect(X), s, t ∈ Γ(X,E), f ∈ C∞(X) and α ∈ C.
Now, we suppose that the typical fibre of the vector bundle E is a m-dimensional vector
space and suppose that U ⊂ X is an open set such that U ∼= U˜ ⊂ Rn. Let xµ be
coordinates on U , and let {sα} be a frame of E over U . We can write
Dsα = A
β
αi sβ ⊗ dxi, (5.1)
where each Aβαi ∈ C∞(U). We denote wβα := Aβαi dxi, a matrix-valued 1-form. And thus
(5.1) becomes Dsα = sβ ⊗ wβα, or in matrix notation, DS = S ⊗ w, where
S := (s1, ..., sm), and w :=





wm1 · · · wmm

Definition: We call w defined above the connection matrix with respect to S associated
with connection D.
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We observe that w depends on the choice of local frame. Let {s′α} be another frame of
E over U and let S ′ = (s′1, ...s
′
m). Suppose
S ′ = Sg or s′α = sig
i
α, for g :=





gm1 · · · gmm
 (5.2)
where g is an invertible matrix with each gji ∈ C∞(U). Let w′ be the connection matrix
with respect to S ′. Then we have DS ′ = S ′ ⊗ w′. Thus S ′ ⊗ w′ = DS ′ = D(Sg). We
consider D(sig
i
α) = si ⊗ dgiα + (Dsi)giα for each 1 ≤ α ≤ m. Thus we have
S ′ ⊗ w′ = D(Sg) = S ⊗ dg + (DS)g = S ⊗ dg + S ⊗ wg = S ⊗ (dg + wg)
= S ′g−1 ⊗ (dg + wg) = S ′ ⊗ (g−1dg + g−1wg)
⇒ w′ = g−1dg + g−1wg (5.3)
which describes how w transforms under a change of frame.
Proposition 38. A connection always exists on a vector bundle.
To measure the degree of non-commutativity of covariant derivatives, we make the
following definition.
Definition: Let E be a vector bundle over a manifold X and let D be a connection on
E with connection matrix w. We define the curvature matrix of 2-forms Ω to be
Ω := dw + w ∧ w
Remark: We note that the wedge product above is also a matrix multiplication, ie,
(w ∧ w)αβ = wiβ ∧ wαi .
We now consider the behavior of Ω under a transformation (5.2). Under such a change,
w changes as in (5.3), which implies
gw′ = dg + wg (5.4)
⇒ dg = gw′ − wg (5.5)
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From (5.4), d(gw′) = d(dg + wg)⇒ dg ∧ w′ + g ∧ dw′ = dw ∧ g − w ∧ dg. Substituting
(5.5) into this expression, we have
(gw′ − wg) ∧ w′ + g ∧ dw′ = dw ∧ g − w ∧ (gw′ − wg)
⇒ gw′ ∧ w′ − wg ∧ w′ + g ∧ dw′ = dw ∧ g − w ∧ gw′ + w ∧ wg
⇒ g(w′ ∧ w′ + dw′) = (dw + w ∧ w)g ⇒ gΩ′ = Ωg ⇒ Ω′ = g−1Ωg (5.6)
which describes how Ω transforms under a change of frame.
Proposition 39. (Bianchi Identity) The curvature matrix of 2-forms Ω satisfies
dΩ = Ω ∧ w − w ∧ Ω.
Proof : From the definition, we have Ω = dw+w ∧w ⇒ dw = Ω−w ∧w. Now, exterior
differentiating the expression Ω = dw + w ∧ w, we have
dΩ = d(dw + w ∧ w) = d(w ∧ w) = dw ∧ w − w ∧ dw
Substituting dw = Ω− w ∧ w into this expression, we have
dΩ = (Ω− w ∧ w) ∧ w − w ∧ (Ω− w ∧ w) = Ω ∧ w − w ∧ w ∧ w − w ∧ Ω + w ∧ w ∧ w
⇒ dΩ = Ω ∧ w − w ∧ Ω
which completes the proof.
Definition: Let E be a vector bundle over a manifold X with connection D. Given
arbitrary w, v ∈ Vect(X), we define the curvature operator F (v, w) : Γ(X,E)→ Γ(X,E)
of D by
F (v, w) := DvDw −DwDv −D[v,w]
where [., .] denotes the Lie bracket.
The following proposition follows easily from the definition.
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Proposition 40. 1) F (v, w) = −F (w, v)
2) F (fv, w)s = F (v, fw)s = F (v, w)(fs) = fF (v, w)s where f ∈ C∞(X).
Now, let U ⊂ X be an open set such that U ∼= U˜ ⊂ Rn. Let {xµ} be coordinates of U
and let {∂µ} be the coordinate vector fields associated to {xµ}. We denote
Fµν := F (∂µ, ∂ν). Now, denoting Dµ := D∂µ , we have
Fµν = F (∂µ, ∂ν) = DµDν −DνDµ −D[∂µ,∂ν ] = DµDν −DνDµ (5.7)
since D[∂µ,∂ν ] = 0. Now, let {si} be a frame of E over U . By definition, the directional
covariant derivative Dµ of si is given by Dµ(si) = A
j
iµsj. We then have


























)− (∂νAjµi)+ AjµkAkνi − AjνkAkµi) sj





)− (∂νAjµi)+ AjµkAkνi − AjνkAkµi) sj
Writing this in a simpler manner by removing all the internal indices, we have
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] (5.8)
Now, by definition of the curvature matrix Ω and the connection matrix w of the vector
bundle E, we consider





















αν − ∂νAβαµ + AβαµAγδν − AβανAγδµ
)
dxµ ∧ dxν
= (∂µAν − ∂nuAµ + [Aµ, Aν ]) dxµ ∧ dxν = Fµνdxµ ∧ dxν
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⇒ Ω = 1
2
Fµνdx
µ ∧ dxν (5.9)
which gives a nice relation between the curvature matrix Ω and F .
Now, given a connection D on a vector bundle E, we can construct connections on other
bundles. First, with reference to Proposition 35, we define the following.
Definition: Let E be a vector bundle over the manifold X and let D be a connection
on E. We define a connection D∗ on E∗ by setting
(D∗vλ)(s) := v(λ(s))− λ(Dv(s))
where v ∈ Vect(X), s ∈ Γ(X,E) and λ ∈ Γ(X,E∗).
Remark: We can easily check that D∗ is indeed a connection on E∗.
Definition: Let E and F be vector bundles over the manifold X and let DE and DF be
connections on E and F respectively. We define a connection DE ⊗DF on E ⊗ F by
setting
(DE ⊗DF )(s⊗ s′) := (DE(s))⊗ s′ + s⊗ (DF (s′))
where s ∈ Γ(X,E) and s′ ∈ Γ(X,F ).
Remark: We can check that DE ⊗DF is indeed a connection on E ⊗ F .
Definition: Let E and F be vector bundles over the manifold X and let DE and DF be
connections on E and F respectively. We define a connection DE ⊕DF on E ⊕ F by
setting
(DE ⊕DF )(s⊕ s′) := DE(s)⊕DF (s′)
where s ∈ Γ(X,E) and s′ ∈ Γ(X,F ).
Remark: Again, we can easily check that DE ⊕DF is indeed a connection on E ⊕ F .
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Definition: Let E and F be vector bundles of dimensions qE and qF respectively over
the manifold X. Let wE and wF be connection matrices of E and F respectively. We





Now, let ΩE = dwE + wE ∧ wE and ΩF = dwF + wF ∧ wF be curvature matrices of E
and F respectively. From the above definition, it follows that the curvature matrix





We can also construct the curvature matrix of E ⊗ F from those of E and F .
Definition: Let E and F be vector bundles of dimensions qE and qF respectively over
the manifold X. Let ΩE and ΩF be curvature matrices of E and F respectively. We
define the curvature matrix ΩE⊗F of E ⊗ F by setting
ΩE×F := (ΩE ⊗ IF )⊕ (IE ⊗ ΩF ) (5.11)
where IE and IF are the qE × qE and the qF × qF identity matrices respectively.
Remark: We note that ΩE ⊗ IF is written explicitly as
ΩE ⊗ IF =

ΩE 0 · · · 0





0 0 · · · ΩE

(5.12)
where each block is qE × qE and the whole matrix has qF × qF blocks. Similarly, IE ⊗ΩF
is written as
IE ⊗ ΩF =





Ω1qFF IE · · · ΩqF qFF IE
 (5.13)
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where each block is also qE × qE and the whole matrix has qF × qF blocks.
We now wish to generalise the covariant derivative. We first define the following.
Definitions: Let E be a vector bundle over the manifold X. We call elements of
Γ(X,E)⊗ Ωr(X) E-valued r-forms.
Remark: Suppose the typical fibre of E has dimension m. Let λ ∈ Γ(X,E)⊗ Ωr(X).
We can write
λ = λµ1...µr ⊗ dxµ1 ∧ · · · ∧ dxµr
where λµ1,...µr ∈ Γ(X,E). Letting U ⊂ X be coordinate neighbourhood and letting {si}
be a frame of E over U , we can write λµ1,...µr = α
i
µ1...µr




So we can write
λ =
(
α1µ1...µr , · · · , αmµ1...µr
)








α1µ1...µr , · · · , αmµ1...µr
)
dxµ1 ∧ · · · ∧ dxµr and S := (s1, ..., sm)t.
Using notations from this remark, we make the following definition.
Definition: We define the covariant derivative
D˜ : Γ(U,E)⊗ Ωr(U)→ Γ(U,E)⊗ Ωr+1(U) by setting
D˜(λ) = D˜(αS) := (dα+ w ∧ α)S
where λ ∈ Γ(U,E)⊗ Ωr(U).
Remark: Here, w ∧ α means both the wedge product and matrix multiplication.
Using notations as in this definition, we make the following Proposition.
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Proposition 41. D(Dλ) = Ω ∧ λ
Proof : By definition, we have D(λ) = D(αS) = (dα+ w ∧ α)S. Thus
D(Dλ) = D((dα+ w ∧ α)S) = (d(dα+ w ∧ α) + w ∧ (dα+ w ∧ α))S
= (dw ∧ α− w ∧ dα+ w ∧ dα+ w ∧ w ∧ α)S = (dw ∧ α+ w ∧ w ∧ α)S
= (dw + w ∧ w) ∧ αS = Ω ∧ λ
which completes the proof.
Definition: Let E be a vector bundle over the manifold X. We call elements of
Γ(X,E ⊗ E∗)⊗ Ωr(X) (E ⊗ E∗)-valued r-forms.
Examples: 1) Now, we note that by Proposition 36, sections of Γ(X,E ⊗ E∗) can
written as a finite linear combination of sections of the form s⊗ s∗, where s ∈ Γ(X,E)
and s∗ ∈ Γ(X,E∗). Thus by Proposition 35, any s˜ ∈ Γ(X,E ⊗ E∗) eats any
s1 ∈ Γ(X,E) and spits out a s2 ∈ Γ(X,E). Now, recalling notations just before (5.7), we
have, locally in an open set U ∈ X, Fµν : Γ(U,E)→ Γ(U,E). Hence locally, we have
Fµν ∈ Γ(U,E ⊗ E∗) and thus by (5.9), Ω, the curvature matrix of E, is a
(E ⊗ E∗)-valued 2-form.
2) Let D be a connection of E and let w be its corresponding connection matrix. Using
a similar argument, we note that w is a (E ⊗ E∗)-valued 1-form.
Remark: Suppose that the typical fibre of E has dimension m. Let
η ∈ Γ(X,E ⊗ E∗)⊗ Ωr(X). We can write
η = ηµ1...µr ⊗ dxµ1 ∧ · · · ∧ dxµr
where ηµ1,...µr ∈ Γ(X,E ⊗ E∗). Letting U ⊂ X be coordinate neighbourhood and letting
{si} be a frame of E over U with corresponding dual frame {(s∗)j}, we can write








si ⊗ (s∗)j, where each
αiµ1...µr , βj,µ1...µr ∈ C∞(U). So we can write η = αβ (S ⊗ S∗), where
αβ :=





αmµ1...µrβ1,µ1...µr · · · αmµ1...µrβm,µ1...µr
 dxµ1 ∧ · · · ∧ dxµr
and
S ⊗ S∗ :=





s1 ⊗ (s∗)m · · · sm ⊗ (s∗)m

Using the notations from this Remark, we make the following definitions.
Definition: Let η1 := α1β1(S ⊗ S∗) and η2 := α2β2(S ⊗ S∗) be a Γ(U,E ⊗ E∗)-valued
p-form and a Γ(U,E ⊗ E∗)-valued q-form respectively. We define the graded
commutator [., .]gr of these 2 forms by setting
[α1β1, α2β2]gr := α1β1 ∧ α2β2 − (−1)pqα2β2 ∧ α1β1
Definition: We define the covariant derivative
D˜∗ : Γ(U,E ⊗ E∗)⊗ Ωr(U)→ Γ(U,E ⊗ E∗)⊗ Ωr+1(U)
by setting
D˜∗(η) = D˜∗(αβ(S ⊗ S∗)) := (d(αβ) + [w,αβ]gr)S ⊗ S∗ (5.14)
where η ∈ Γ(U,E ⊗ E∗)⊗ Ωr(U) and w is the connection matrix on E ⊗ E∗.
Remark: Here, αβ ∧ w and w ∧ αβ means both the wedge product and matrix
multiplication.
Using the same notations as this definition, we have 2 propositions.
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Proposition 42. D˜∗(D˜∗η) = [Ω, η]gr
Proof : By definition, D˜∗η =
(
d(αβ) + [w, αβ]gr
)
S ⊗ S∗. We consider D˜∗(D˜∗η)
= D˜∗
((
d(αβ) + [w, αβ]gr
)
S ⊗ S∗) = D˜∗ ((d(αβ) + w ∧ αβ − (−1)rαβ ∧ w)S ⊗ S∗)
= D˜∗((d(αβ))S ⊗ S∗) + D˜∗((w ∧ αβ)S ⊗ S∗)− (−1)rD˜∗((αβ ∧ w)S ⊗ S∗)
=
(
[w, d(αβ)]gr + d(w ∧ αβ) + [w,w ∧ αβ]gr − (−1)rd(α ∧ w)− (−1)r[w, αβ ∧ w]gr
)
S⊗S∗
= (dw ∧ αβ + w ∧ w ∧ αβ − αβ ∧ dw − αβ ∧ w ∧ w)S ⊗ S∗
= ((dw + w ∧ w) ∧ αβ − αβ ∧ (dw + w ∧ w))S ⊗ S∗
=
(
Ω ∧ αβ − (−1)2αβ ∧ Ω)S ⊗ S∗ = Ω ∧ η − (−1)2η ∧ Ω = [Ω, η]gr
which completes the proof.
Proposition 43. Let η1 ∈ Γ(U,E⊗E∗)⊗Ωr1(U) and η2 ∈ Γ(U,E⊗E∗)⊗Ωr2(U). Then
D˜∗(η1 ∧ η2) = D˜∗η1 ∧ η2 + (−1)r1η1 ∧ D˜∗η2
Proof : Let η1 = α1β1S ⊗ S∗ and η2 = α2β2S ⊗ S∗. We consider
D˜∗η1 ∧ η2 =
(
d(α1β1) + [w, α1β1]gr
)
(S ⊗ S∗) ∧ α2β2(S ⊗ S∗)
= ((d(α1β1) + w ∧ α1β1 − (−1)r1α1β1 ∧ w) ∧ α2β2) (S ⊗ S∗)
= (dα1β1 ∧ α2β2 + w ∧ α1β1 ∧ α2β2 − (−1)r1α1β1 ∧ w ∧ α2β2)S ⊗ S∗
Similarly, we have (−1)r1η1 ∧ D˜∗η2
= (−1)r2α1β1(S ⊗ S∗) ∧ (d(α2β2) + w ∧ α2β2 − (−1)r2α2β2 ∧ w) (S ⊗ S∗)
=
(
(−1)r2α1β1 ∧ d(α2β2) + (−1)r2α1β1 ∧ w ∧ α2β2 − (−1)r1+r2α1β1 ∧ α2β2 ∧ w
)
(S ⊗ S∗)
So D˜∗η1 ∧ η2 + (−1)r1η1 ∧ D˜∗η2
=
(
d(α1β1) ∧ α2β2 + (−1)r2α1β1 ∧ d(α2β2) + w ∧ α1β1 ∧ α2β2 − (−1)r1+r2α1β1 ∧ α2β2 ∧ w
)
(S⊗S∗)
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=
(
d(α1β1 ∧ α2β2) + [w, α1β1 ∧ α2β2]gr
)
(S ⊗ S∗) = D˜∗((α1β1 ∧ α2β2)(S ⊗ S∗))
D˜∗(α1β1(S ⊗ S∗) ∧ α2β2(S ⊗ S∗)) = D˜∗(η1 ∧ η2)
which completes the proof.
Analogous to definitions pertaining to Γ(X,E ⊗ E∗) valued differential forms, we have
the following definition.
Definition: Let E be a vector bundle over a manifold X. Let w be a connection matrix
on E with corresponding curvature matrix Ω. We denote the space of n× n matrix
valued r-forms on X by Mn×nr (X).
1) Let η1 and η2 be n× n matrix valued p and q forms respectively. We define the
graded commutator [., .]gr of these 2 forms by setting [η1, η2]gr := η1 ∧ η2− (−1)pqη2 ∧ η1.
2) Let U ⊂ X be an open set such that U ∼= U˜ ⊂ Rn. We define the covariant derivative
D˜ :Mn×nr (U)→Mn×nr+1 (U) by setting
D˜(η) := dη + [w, η]gr (5.15)
Using notations from this definition, we have the following proposition for matrix valued
forms analogous to Propositions 42 and 43.





2) Let η1 ∈Mn×nr1 (U) and η2 ∈Mn×nr2 (U). Then D˜(η1 ∧ η2) = D˜η1 ∧ η2 + (−1)r1η1 ∧ D˜η2.
The proof of this proposition is similar to those of Propositions 42 and 43.
Let E be a vector bundle over the manifold X. Let Ω be the curvature matrix of E
associated with connection D. Noting that Ω is a matrix valued 2-form, we consider
D˜(Ω) = dΩ + [w,Ω]gr = dΩ +
(
w ∧ Ω− (−1)2Ω ∧ w) = dΩ− (Ω ∧ w − w ∧ Ω) = 0
by the Bianchi Identity, Proposition 39. Thus the Bianchi Identity can be stated in this
simpler manner. We write this as a proposition.
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Proposition 45. (Bianchi Identity) Let E be a vector bundle over the manifold X. Let
D be a connection on E and let Ω be its corresponding curvature matrix. Then
D˜(Ω) = 0.
5.2 Invariant Polynomials
With the above discussion, we now briefly survey a few simple concepts about invariant
polynomials.




, i = 1, ..., r, be q × q matrices of differential forms on a
manifold X. We define multilinear polynomials (in each Ai) by






∧ · · · ∧ arαrβr
where each λα1···αr,β1···βr ∈ C. If
P (Aσ(1), ..., Aσ(r)) = P (A1, ..., Ar)
for any permutation σ of {1, ..., r}, then we call P a symmetric polynomial of A1, ..., Ar.
If
P (gA1g
−1, ..., gArg−1) = P (A1, ..., Ar)
for any g ∈ GL(q,C), then we call P an ad-invariant polynomial.
Let g ∈ GL(q,C) be a matrix close to the identity, ie, g = I + g′, where g′ is a ’small’
matrix. Then
g−1 = (I + g′)−1 = I − g′ + (g′)2 − (g′)3 + · · · = I − g′ +O((g′)2)
where O((g′)2) is the sum of squares or higher order terms of g′. Ignoring these higher
terms, we write g−1 := I − g′. Now, let P be an ad-invariant polynomial of A1, ..., Ar, we
consider
P (A1, ..., Ai, ..., Ar) = P (A1, ..., gAig
−1, ..., Ar) = P (A1, ..., (I + g′)Ai(I − g′), ..., Ar)
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= P (A1, ..., Ai + g
′Ai − Aig′ − g′Aig′, ..., Ar)
= P (A, ..., Ai, ..., Ar) + P (A1, ..., g
′Ai − Aig′, ..., Ar)
where we have only considered the terms linear in g′. Hence
P (A1, ..., g
′Ai − Aig′, ..., Ar) = 0⇒
∑
1≤i≤r
P (A1, ..., g
′Ai − Aig′, ..., Ar) = 0 (5.16)
We can now prove the following lemma.
Lemma 24. Let Ai be q × q matrices of di-forms on the manifold X, i = 1, ..., r.
Suppose P (A1, ..., Ar) is a symmetric, ad-invariant polynomial. Then for any q × q
matrix θ of 1-forms, we have
r∑
i=1
(−1)d0+···+di−1P (A1, ..., [θ, Ai]gr, ..., Ar) = 0
where d0 = 0.




jaj, where each g
′
j ∈ GL(q,C) is a ’small’ matrix and each
aj ∈ Ω1(X). Now, we consider
r∑
i=1
















































































jAi − Aig′j, ..., Ar
)
= 0
where the last equality is by (5.16). This completes the proof.
Lemma 25. Let E be a q-dimensional complex vector bundle over the manifold X and
let w be a connection matrix on E. Let Ai be q × q matrices of di-forms on X for
i = 1, ..., r. Suppose P (A1, ..., Ar) is a symmetric, ad-invariant polynomial, then





A1, ..., D˜Ai, ..., Ar
)
where D˜ is the covariant derivative corresponding to w and d0 = 0.
Proof : By definition of P , we have




















































A1, ..., D˜Ai, ..., Ar
)
where the second term vanishes by Lemma 24. This completes the proof.
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Definition: Let Ai be q × q matrix-valued di-forms for i = 0, ..., j. We define Pj(A0) to




λα1···αr,β1···βraα1β1 ∧ · · · ∧ aαjβj
where each λα1···αr,β1···βr ∈ C. Suppose Pj(A1, ..., Aj) is a symmetric polynomial of
A1, ..., Aj satisfying Pj(A0, ..., A0) = Pj(A0), then we call Pj(A0, ..., A0) the completely
polarized polynomial of Pj(A0).
We are now ready to prove the main theorem of this section.
Theorem 27. (Chern-Weil Theorem) Let E be a q-dimensional complex vector bundle
over a n-dimensional manifold X and let w be a connection matrix on E with
corresponding curvature matrix Ω. Let Pj (A1, ..., Aj) be a symmetric, ad-invariant
polynomial of the q × q matrix valued differential forms Ai, i = 1, ..., j. Suppose
Pj (A1, ..., Aj) is a completely polarized polynomial of the 2j-form Pj(Ω), then
a) dPj(Ω) = 0, ie, Pj(Ω) is closed, and
b) suppose w˜ is another connection on E with corresponding curvature Ω˜, then there










Proof : a) We consider





Ω, ..., D˜Ω, ...,Ω
)
where D˜Ω occurs at the i-th slot. Since D˜Ω = 0 by Bianchi Identity, dPj(Ω) = 0, which
proves a).
b) Let η := w˜ − w. We define wt := w + tη where 0 ≤ t ≤ 1. So w0 = w and w1 = w˜.
The curvature Ωt of wt is given by
Ωt = dwt + wt ∧ wt = d(w + tη) + (w + tη) ∧ (w + tη)
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= dw + tdη + w ∧ w + t(w ∧ η) + t(η ∧ w) + t2(η ∧ η)
= (dw + w ∧ w) + t(dη + η ∧ w + w ∧ η) + t2(η ∧ η)
= Ω + tD˜η + t2(η ∧ η) (5.17)
⇒ dΩt
dt
= D˜η + 2t(η ∧ η) (5.18)






















Ωα1β1t ∧ · · · ∧
d
dt











Ωα1β1t ∧ · · · ∧ Ωαjβjt
)



























+ 2tQj(η ∧ η,Ωt) (5.19)
Now, from (5.17), we consider
D˜Ωt = D˜Ω + tD˜(D˜η) + t
2D˜(η ∧ η) = 0 + tD˜(D˜η) + t2D˜(η ∧ η) (by Bianchi Identity)
= t[Ω, η]gr + t
2
(
D˜η ∧ η + (−1)η ∧ D˜η
)
(by Proposition 44)
= t[Ω, η]gr + t
2
(
D˜η ∧ η − (−1)2η ∧ D˜η
)
= t[Ω, η]gr + t
2[D˜η, η]gr
= t[Ω + tD˜η, η]gr = t[Ωt − t2(η ∧ η), η]gr (by (5.17))
= t[Ωt, η]gr − t3[η ∧ η, η]gr = t[Ωt, η]gr − t3(η ∧ η ∧ η − (−1)2η ∧ η ∧ η)
⇒ D˜Ωt = t[Ωt, η]gr (5.20)
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− j(j − 1)tPj
(







− j(j − 1)tPj
(
η, [Ωt, η]gr,Ωt, ...Ωt
)
(5.21)




)− (j − 1)Pj (η, [η,Ωt]gr,Ωt, ...,Ωt) = 0





⇒ 2jPj (η ∧ η,Ωt, ...,Ωt) + j(j − 1)Pj
(
η, [Ωt, η]gr,Ωt, ...,Ωt
)
= 0
⇒ 2Qj(η ∧ η,Ωt) = −j(j − 1)Pj
(
η, [Ωt, η]gr,Ωt, ...,Ωt
)
= 0



























− Pj(Ω) is exact, which proves b).
This completes the proof of the Chern-Weil Theorem.
We immediately have the following corollary.
Corollary 7. Pj(Ω) ∈ H2j(X).
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Definition: Let E be a complex vector bundle over the manifold X where each complex
vector space Ep, p ∈ X is equipped with a hermitian inner product (·, ·)p. Suppose a
function H : Γ(X,E)× Γ(X,E)→ C∞(X) defined by setting
(H(s1, s2)) (p) := (s1(p), s2(p))p, for each p ∈ X and each s1, s2 ∈ Γ(X,E), is assigned to
E, then we call E a hermitian vector bundle and H(·, ·) the hermitian structure on E.
Proposition 46. Every complex vector bundle can be made into a hermitian vector
bundle.
Definition: Let E be a hermitian vector bundle with hermitian structure H(·, ·) over
the manifold X and let w be a connection on E with corresponding covariant derivative
D. Suppose H(s1, s2) =constant for any s1, s2 ∈ Γ(X,E) satisfying Ds1 = Ds2 = 0, then
w is called a compatible connection on E.
Now, let U ⊂ X be an open set such that U ∼= U˜ ⊂ Rn and let {sα} be a frame over E
on U . We denote hαβ := H(sα, sβ) and we define the matrix H := (hαβ). We consider
hαβ = H(sα, sβ) = H(sβ, sα) = hβα ⇒ H t = H (5.22)
Now, let w be a compatible connection on E with corresponding covariant derivative D.
Let s1, s2 ∈ Γ(X,E) be such that Ds1 = Ds2 = 0, so H(s1, s2) =constant. Writing
s1 = f
αsα and s2 = g
βsβ, where each f
α, gβ ∈ C∞(U), we have
0 = Ds1 = D(f









fγ ⇒ 0 = dfα + wαγ fγ ⇒ dfα = −wαγ fγ (5.23)
Similarly, we have
dgβ = −wβγgγ (5.24)
Now, we consider
0 = dH(s1, s2) = d(H(f
αsα, g
βsβ)) = d(gβH(sα, sβ)f
α) = d(gβhαβf
α)
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⇒ 0 = (dgβ)hαβfα + gβdhαβfα + gβhαβ(dfα)
Substituting (5.23) and (5.24) into this expression, we have
0 = −wβγgγhαβfα + gβdhαβfα − gβhαβwαγ fγ
⇒ 0 = −gβwγβhαγfα + gβdhαβfα − gβhαβwαγ fγ
⇒ 0 = −wγβhαγ + dhαβ − hαβwαγ ⇒ dhαβ = wγβhαγ + hαβwαγ
⇒ dH = wtH +Hw (5.25)
⇒ d(dH) = d(wtH) + d(Hw)⇒ 0 = (dwt)H − wt ∧ dH + dH ∧ w +H ∧ dw





H − wt ∧ (wtH +Hw)+ (wtH +Hw) ∧ w +H ∧ dw
⇒ 0 = (dwt − wt ∧ wt)H − wt ∧Hw + wtH ∧ w +H(w ∧ w + dw)
⇒ 0 = (dwt − wt ∧ wt)H +H(w ∧ w + dw) (5.26)
Now, since Ω = dw + w ∧ w ⇒ Ωβα = dwαβ + wαγ ∧ wγβ ⇒ Ωβα = dwβα − wβγ ∧ wγα
⇒ Ωt = dwt − wt ∧ wt ⇒ Ωt = dwt − wt ∧ wt,
(5.26) becomes 0 = Ω
t
H +Hω ⇒ ΩtH = −HΩ⇒ Ωt = −HΩH−1. We have thus proven
the following proposition.
Proposition 47. Let E be a hermitian vector bundle over the manifold X and let w be
a compatible connection on E with corresponding curvature Ω. Suppose H(·, ·) is the




With this, we are now ready to discuss characteristic classes.
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5.3 Characteristic Classes












where Pj(A) is a homogeneous dj-form polynomial of the elements aαβ of A as defined in
the previous section. We can now define the following.
Definition: Let E be a q-dimensional hermitian vector bundle over the manifold X and









= 1 + · · ·+ Cj(Ω) + · · ·+ Cq(Ω)








the total Chern class of E.
We now look at some elementary properties of Chern classes.
Proposition 48. Cj(Ω) ∈ H2j(X,R).























































Thus Cj(Ω) = Cj(Ω) for each 1 ≤ j ≤ q, which implies that each Cj(Ω) is real. Now, by
Corollary 7, Cj(Ω) ∈ H2j(X). So we have Cj(Ω) ∈ H2j(X,R), which completes the
proof.
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Definition: We define the generalized kronecker δ-symbol δj1···jri1···ir by setting
δj1···jri1···ir :=

1 if i1, ..., ir are distinct, {j1, ..., jr} is an even permutation of {i1, ..., ir}
−1 if i1, ..., ir are distinct, {j1, ..., jr} is an odd permutation of {i1, ..., ir}
0 otherwise








Proposition 49. Let E be a q-dimensional hermitian vector bundle over the manifold














∧ · · · ∧ Ωβjαj (5.27)
Remark: We can in fact define the j-th Chern class of E to be expression (5.27).





















Remark: We note that Cj(Ω) = 0 for 2j > dim(X).
Proposition 50. Let E and F be hermitian vector bundles of dimensions qE and qF
respectively over the manifold X. Let wE and wF be compatible connections on E and F
respectively with corresponding curvatures ΩE and ΩF . Then
C (ΩE⊕F ) = C (ΩE) ∧ C (ΩF )
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where ΩE is a qE × qE block and ΩF is a qF × qF block. Then we have








 I + i2piΩE 0


















= C (ΩE) ∧ C (ΩF )
which completes the proof.
Theorem 28. (The Splitting Principle): Let E be a q-dimensional hermitian vector
bundle over the manifold X. Let wE be a compatible connection on E with corresponding
curvature ΩE. Then there exists complex line bundles Li, i = 1, ..., q, such that




The proof of this is given in pages 273-275 of [1].
By this theorem, we have









Now, we note that for each i = 1, ..., q, we have







= 1 + C1 (ΩLi) := 1 + xi
where
xi := C1 (ΩLi) (5.30)
Thus we have




= (1 + x1) ∧ · · · ∧ (1 + xq)
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= 1 + (x1 + · · ·+ xq) + (x1 ∧ x2 + · · ·+ xq−1 ∧ xq) + · · ·+ (x1 ∧ · · · ∧ xq)
⇒ 1+C1(ΩE)+· · ·+Cq(ΩE) = 1+(x1+· · ·+xq)+(x1∧x2+· · ·+xq−1∧xq)+· · ·+(x1∧· · ·∧xq)
which implies
C1 (ΩE) = x1 + · · ·+ xq





xi1 ∧ xi2 ∧ · · · ∧ xij
...
Cq(ΩE) = x1 ∧ · · · ∧ xq
which gives a simple direct way of computing Chern classes. Now, using xj as defined
above, we can define Todd classes.
Definition: Let E be a q-dimensional hermitian vector bundle over the manifold X and
let w be a compatible connection on E with corresponding curvature Ω. We define the
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Proposition 51. Let E and F be hermitian vector bundles of dimensions qE and qF
respectively over the manifold X. Let wE and wF be compatible connections over E and
F respectively with corresponding curvatures ΩE and ΩF . Then
Td (ΩE⊕F ) = Td(ΩE) ∧ Td(ΩF )
Proof : By the splitting principle and Proposition 50, we can write









where the Lj’s, j = 1, ..., qE, and the li’s, i = 1, ..., qF , are complex line bundles over X.
So we have
C (ΩE⊕F ) = C(ΩE) ∧ C(ΩF ) = C (ΩL1) ∧ · · · ∧ C
(
ΩLqE





Now, let xj := C1(ΩLj), 1 ≤ j ≤ qE and let yi := C1(Ωli), 1 ≤ i ≤ qF . Then we have












= Td(ΩE) ∧ Td(ΩF )
which completes the proof.
Definitions: Let E be a q-dimensional hermitian vector bundle over the manifold X
and let w be a compatible connection on E with corresponding curvature Ω. We define
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where Ωj := Ω ∧ · · · ∧ Ω j times.
By this definition, we can immediately list the first few terms of Ch(Ω):












Remark: Since Ωj vanishes if 2j > dim(X), Ch(Ω) is a polynomial of finite order.
Proposition 52. Let E and F be vector bundles of dimensions qE and qF over the
manifold X. Let wE and wF be compatible connections over E and F respectively with
corresponding curvatures ΩE and ΩF . Then
i) Ch (ΩE⊕F ) = Ch(ΩE) + Ch(ΩF ), and
ii) Ch (ΩE⊗F ) = Ch(ΩE) ∧ Ch(ΩF ).
Proof : By definition, we have






















Now, using (5.10), we consider
Tr(ΩE⊕F ) = Tr
 ΩE 0
0 ΩF
 = Tr(ΩE) + Tr(ΩF )







⇒ Tr (ΩjE⊕F ) = Tr (ΩjE)+ Tr (ΩjF ) (5.35)
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= Ch(ΩE) + Ch(ΩF )
which proves i).
ii) By (5.11), ΩE⊗F = (ΩE ⊗ IF )⊕ (IE ⊗ ΩF ), where IE and IF are the qE × qE and the
qF × qF identity matrices respectively. Hence we have











































(ΩE ⊗ IF )m ∧ (IE ⊗ ΩF )j−m
)
(5.36)
Now, from (5.13), using α and β as block indices, where α, β = 1, ..., qF , we set
Xβα :=
(





α ∧ (ΩF )i2i1 ∧ · · · ∧ (ΩF )
β
ij−m−1 × IE
Using (5.12) as well, we thus have
Tr
(




ΩmE ∧X11 0 · · · 0
















































































)l Tr (ΩlF )
l!
)
= Ch(ΩE) ∧ Ch(ΩF )
which proves ii).
Definition: Let E be a q-dimensional real hermitian vector bundle over the manifold X









the total Pontrjagin class of E.
Let H(·, ·) be the hermitian structure on E and let the curvature Ω be given with
respect to an orthonormal frame. We note that with respect to this frame, H is the q× q



















Now, let Ω′ be expressed with respect to any frame. Thus by (5.6), we have Ω′ = g−1Ωg,
where Ω is as before and g ∈ GL(q,R). So we have






























































= 1 + p˜1(Ω) + · · ·+ p˜j(Ω) + · · ·+ p˜q(Ω)
where each p˜j(Ω) is a 2j-form on X, (5.38) implies that p˜j(Ω) = p˜j(−Ω) for each
1 ≤ j ≤ q. Now, for each odd j, we have p˜j(−Ω) = −p˜j(Ω). Hence







= 1 + p1(Ω) + p2(Ω) + · · ·
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where each pj(Ω), begin a polynomial of order 2j in Ω, is a 4j-form on X. We now
define the following.
Definition: Let E be a q-dimensional real hermitian vector bundle over the manifold X
and let w be a compatible connection on E with corresponding q × q curvature matrix
Ω. Let p(Ω) = 1 + p1(Ω) + p2(Ω) + · · · be the total Pontrjagin class of E, where each
pj(Ω) is a 4j-form on X. We call pj(Ω) the j-th Pontrjagin class of E.






























− (Tr (Ω2))3 + 6Tr (Ω2)Tr (Ω4)− 8Tr (Ω6))
Remarks: We note that the series p(Ω) = 1 + p1(Ω) + p2(Ω) + · · · is finite, because
pj(Ω) = 0 if either 2j > q or 4j > dim(X). We also note that by the Chern-Weil
theorem, pj(Ω) ∈ H4j(X,R), for each j.



















⇒ 1 + p1(Ω) + · · · = 1 + C1(iΩ) + · · ·+ Cj(iΩ) + · · ·+ Cq(iΩ)
= 1 + iC1(Ω) + · · ·+ ijCj(Ω) + · · ·+ iqCq(Ω)
Comparing terms, we have pj(Ω) = i
2jC2j(Ω) = (−1)jC2j(Ω). Using (5.27), we thus have























∧ · · · ∧ Ωβ2jα2j (5.40)
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for each j.
Remark: We can in fact take (5.40) to be the definition of the j-th Pontrjagin class.
Analogous to Proposition 50, we have the following.
Proposition 53. Let E and F be real hermitian vector bundles of dimensions qE and
qF respectively over the manifold X. Let wE and wF be compatible connections on E and
F respectively with corresponding curvatures ΩE and ΩF . Then
p (ΩE⊕F ) = p (ΩE) ∧ p (ΩF )
Its proof is similar to that of Proposition 50.
Definition: Let E be a real hermitian vector bundle over a 2l-dimensional manifold X
and let w be a compatible connection on E with corresponding curvature Ω. Suppose
pl(Ω) is the l-th Pontrjagin class of E. We define the Euler class e(Ω) of E to be the 2l
cohomology class satisfying





If X is odd-dimensional, then we define the Euler class e(Ω) of E to be e(Ω) := 0.
Remark: Let X be even dimensional. We note that though pl(Ω) vanishes identically,
because pl(Ω) ∈ H4l(X,R) and dim(X) = 2l, e(Ω) is still well-defined.
Now, we are in particular interested in E = TX, the tangent bundle of X. The
curvature ΩTX of TX is a 2l× 2l matrix of 2-forms. By the discussion just before (5.37),
we can choose ΩTX to be skew-symmetric by expressing it in terms of an orthonormal
frame. We can then express e(ΩTX) in terms of the entries of ΩTX . To do that, we first
consider the following.
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σ(2) · · ·Aσ(2l)σ(2l−1)
where S(2l) is the symmetric group of {1, ..., 2l}.
Lemma 26. Let A be a 2l × 2l skew-symmetric matrix and let B ∈ GL(2l,R). Then
Pf(BABt) = Pf(A) det(B).
Proposition 54. Suppose A is a 2l × 2l skew-symmetric matrix. Then
det(A) = (Pf(A))2.
Proof : Since A is skew-symmetric, its eigenvalues are ±iλj, j = 1, ..., l, and there exists
g ∈ O(2l) such that





















Now, we wish to compute Pf(D). We note that the non-vanishing terms of D are of the
form D21D
4
3 · · ·D2l2l−1. There are 2l ways of changing the suffices as Dji → Dij, such as
D21D
4
3 · · ·D2l2l−1 → D12D43 · · ·D2l2l−1, and l! permutations of the pairs of indices, such as
D21D
4
3 · · ·D2l2l−1 → D43D12 · · ·D2l2l−1. Hence we have





























which completes the proof.
Now, we consider the tangent bundle TX of a 2l-dimensional manifold X. Letting Ω be
a 2l × 2l skew-symmetric curvature on TX, we have
































σ(1) ∧ Ωσ(4)σ(2) ∧ · · · ∧ Ωσ(2l)σ(2l−1)







σ(1) ∧ Ωσ(4)σ(2) ∧ · · · ∧ Ωσ(2l)σ(2l−1) (5.41)
Remark: We can take (5.41) as the definition of the Euler class of TX.
We are now ready to give a statement of the Atiyah-Singer Index Theorem in the next
chapter.
Chapter 6
The Atiyah-Singer Index Theorem
We give a statement of the Atiyah-Singer Index Theorem in the first section. We then
consider an application of the Index theorem to spin complexes in the second section.
6.1 Statement of the Index Theorem
Let X be an n-dimensional manifold and let T ∗X be its cotangent bundle. We let (x, k)
be local coordinates for T ∗X. Let D(X) be the unit disk bundle in T ∗X given by
D(X) := {(x, k)| ‖k‖2 ≤ 1}
We also let the unit sphere bundle S(X) in T ∗X be given by
S(X) := {(x, k)| ‖k‖2 = 1}
We note that S(X) is the boundary of D(X). Now, let D+(X) and D−(X) be 2 copies
of the unit disk bundle. We define the new fibre bundle Ψ(X) over X by setting
Ψ(X) := (D+(X) ∪D−(X)) /S(X)
where each fibre of Ψ(X) is an n-sphere Sn. This construction can be considered as
taking the 2 unit disk bundles D±(X) and gluing them together along their common
165
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boundary S(X) = D+(X) ∩D−(X), creating an n-sphere bundle Ψ(X). Each unit disk
bundle D±(X) can thus be viewed as hemispheres of Ψ(X).
Now, we let ρ : Ψ(X)→ X be the projection and let ρ± : D±(X)→ X be the
restrictions of ρ to the hemisphere bundles D±(X).
Given this structure, we wish to compute the index of an elliptic differential complex
{Γ(X,Em), Dm}m over a compact manifold X. We let the reduced complex of
{Γ(X,Em), Dm}m over X be given by
0
i−−−→ Γ(X,E+) A−−−→ Γ(X,E−) ϕ−−−→ 0
where A is an elliptic operator, i is the inclusion map and ϕ is the constant zero map.
Now, we define the pullback bundles ρ∗+(E+) and ρ
∗
−(E−) over D+(X) and D−(X)
respectively by setting




ρ∗−(E−) −−−→ E−y y
D−(X)
ρ−−−−→ X
Intuitively, we are placing the 2 bundles E± of the reduced complex over the 2
hemispheres D±(X) of Ψ(X). We now like to glue these 2 bundles together along the
boundary S(X) = D+(X) ∩D−(X) to form a smooth bundle over Ψ(X).
Now, let x ∈ X. By definition of the pullback bundles, we have
ρ∗±(E±)|ρ−1± (x) = E±|x × ρ
−1
± (x)
Since A is an elliptic operator, its symbol σ(A)(x, k) : E+|x → E−|x is an isomorphism.
We thus define the vector bundle Σ(A) over Ψ(X) obtained by gluing ρ∗+(E+) to ρ
∗
−(E−)
along the boundary S(X) using the symbol σ(A). Hence we have Σ(A)|(x,y±) = E±|x for
(x, y±) ∈ D±(X). And for y ∈ S(X), we have identified v ∈ E+|x with
(σ(A)(x, y))(v) ∈ E−|x. We call Σ(A) the symbol bundle over X.
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Now, let Td(TX × C) ∈ H∗(X) be the Todd class of the complexified tangent bundle
TX of X and let Ch(Σ(A)) ∈ H∗(Ψ(X)) be the Chern character of the symbol bundle.
Since ρ : Ψ(X)→ X, we have the induced mapping
ρ∗ : H∗(X)→ H∗(Ψ(X))
which implies ρ∗(Td(TX × C)) ∈ H∗(Ψ(X)). Now, by de Rham’s theorem, Theorem 25,
there is an isomorphism between the homology spaces H∗(Ψ(X)) and the cohomology
spaces H∗(Ψ(X)). Hence there exists a pairing
(·, ·) : H∗(Ψ(X))×H∗(Ψ(X))→ C (6.1)
Now, noting that Ψ(X) ∈ H2n(Ψ(X)) ∈ H∗(Ψ(X)), we now state the Atiyah-Singer
Index theorem.
Theorem 29. Let {Γ(X,Em), Dm}m be an elliptic differential complex over an
n-dimensional compact manifold X without boundary. Then we have
indan{Γ(X,Em), Dm}m = (Ch(Σ(A)) · ρ∗(Td(TX × C)),Ψ(X)) (6.2)
where in the right hand side, the product of the Chern character and the Todd class is
the cap product for cohomology groups. If n is odd, then the index vanishes identically.
The proof of this theorem is given in [11] and [12].
Remark: We note that the cap product given in the above theorem reduces to the
wedge product in de Rham cohomology.
Now, by the theory developed in the previous chapter, the Chern characters and Todd
classes can be written in terms of differential forms, in particular in terms of curvature
2-forms associated with a connection on a vector bundle. Thus the pairing given in (6.1)




Ch(Σ(A)) ∧ ρ∗(Td(TX × C))
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Now, for the classical elliptic complexes, ie, the de Rham complex, the spin complex, the
signature complex and the Dolbeault complex, the Atiyah-Singer index theorem reduces
to the form













where e is the Euler class of the tangent bundle of X and where we have written the
characteristic classes in terms of curvature forms as defined in the previous chapter. The
details of the reduction of the theorem to this form is given in page 559 of [12].
Henceforth, we will only consider the Atiyah-Singer Index theorem for the classical
complexes.
Remark: We note that for even m, the right hand side of (6.3) is always an integer. We
also note that the division by e (ΩTX) can really be carried out at the formal level.
In particular, we consider the index of the elliptic operator D : Γ(X,E)→ Γ(X,F ), or
equivalently, of the complex (4.16)
0
i−−−→ Γ(X,E) D−−−→ Γ(X,F ) ϕ−−−→ 0
Letting E0 = 0, E1 = E, E2 = F and E3 = 0, we immediately have the following
corollary of the index theorem.
Corollary 8. Let D : Γ(X,E)→ Γ(X,F ) be an elliptic operator. The index of D is
given by
ind(D) = dimker(D)−dim coker(D) = (−1)m(m+1)2
∫
X
(Ch(ΩE)− Ch(ΩF ))∧ Td (ΩTX⊗C)
e (ΩTX)
We now present a special case of the Atiyah-Singer index theorem, that is, the index
theorem applied to the spin complex.
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6.2 Spin Complexes
This section is a brief survey of the application of the Atiyah-Singer index theorem to
spin complexes (or Dirac complexes). We first list a few simple preliminaries.
6.2.1 Preliminaries
Principal Bundles
We first recall the definition of a frame bundle before generalizing to principal bundles.
Definitions: Let X be an n-dimensional manifold. A frame on X at x ∈ X is a linear
isomorphism f : Rn → TxX such that if
f(1, 0, ..., 0) = e1, · · · , f(0, 0, ..., 1) = en,
then {e1, ..., en} forms a basis of TxX. We denote a frame by (x; e1, ..., en), where x ∈ X
and {e1, ..., en} are n linearly independent tangent vectors at x ∈ X.









, x ∈ X, each Aµα ∈ C∞(U),
a frame field on U .
We denote the set of all frames on X by P . We can introduce a differentiable structure
on P such that it becomes a smooth manifold and such that the natural projection
pi : P → X defined by pi(x; e1, ..., en) = x is a smooth map. We then call the triplet
(P,X, pi) the frame bundle on X. If {e1, ..., en} forms an orthonormal set, we call
(P,X, pi) the orthonormal frame bundle on X.
We now construct the differentiable structure on the bundle P as follows.
Suppose (U, xi) is a coordinate neighbourhood of X. Then there is a natural frame field{
∂
∂x1
, · · · , ∂
∂xn
}
on U pertaining to any x ∈ U . Now, we consider any frame (x; e1, ..., en)
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, 1 ≤ i ≤ n, (Xki ) is a invertible n× n matrix









= (x; e1, ..., en)




as local coordinates for the
frame p = (x; e1, ..., en) ∈ P . Hence P is a (n+ n2)-dimensional manifold.
Let (V, yi) be another coordinate neighbourhood of X such that U ∩ V 6= ∅. Let
yi = yi(x1, ..., xn) (6.4)









be the transformation of the natural bases. Let (yi, Y ki ) be the local coordinates of
p = (x; e1, ..., en) corresponding to the local trivialization ϕV : V ×GL(n,R)→ pi−1(V ),




















= Y ji (6.6)
Expressions (6.4) and (6.6) constitute the coordinate transformation rules for any 2
coordinate neighborhoods pi−1(U) and pi−1(V ) in P , where U ∩ V 6= ∅, and so
pi−1(U) ∩ pi−1(V ) 6= ∅.








. Then ϕU,x : GL(n,R)→ pi−1(x) is a
homeomorphism and the typical fibre of P is GL(n,R). We define the transition
functions gUV : U ∩ V → GL(n,R) given by gUV (x) := ϕ−1V,x ◦ ϕU,x. By (6.6), ϕ−1V,x ◦ ϕU,x






∈ GL(n,R). These transition functions specify
how the typical fibres are ’glued’ together in overlapping coordinate neighbourhoods in
X. We have thus constructed the differentiable structure on the frame bundle P .
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To generalise the concept of a frame bundle, we now recall the concepts pertaining to a
principal G-bundle.
Definition: A principal G-bundle consists a manifold P (the total space), a Lie group
G, a base manifold X, and a projection map pi : P → X satisfying the following
conditions:
1) for each g ∈ G, there exists a left action diffeomorphism Lg : P → P defined by
Lg(p) = gp such that
a) (g1g2)p = g1(g2p), for all g1, g2 ∈ G and p ∈ P ,
b) ep = p, for all p ∈ P , where e ∈ G is the identity,
c) if gp = p for some p ∈ P , then g = e, ie, G acts freely on P to the left.
2) The manifold X is the quotient space of P with respect to the equivalence relation
defined by the group action of G on P , and the projection pi : P → X is smooth and
surjective:
pi−1(pi(p)) = {gp| g ∈ G}
Let x ∈ X. We call pi−1(x) the fibre over x. For each p ∈ P , there is a diffeomorphism
G→ pi−1(x), dependent on p, given by g → gp. Thus all fibres pi−1(x) are diffeomorphic
to G.
3) P is locally trivial: for each x ∈ X, there exists a neighbourhood U of x such that
there is a diffeomorphism TU : pi
−1(U)→ U ×G given by
TU(p) := (pi(p), ϕU(p))
where ϕU : pi
−1(U)→ G is such that
ϕU(gp) = gϕU(p), where g ∈ G (6.7)
The diffeomorphism TU is called a local trivialization.
Definition: Let TU and TV be 2 local trivializations of a principal G-bundle pi : P → X
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with U ∩ V 6= ∅. We define the transition function GUV : U ∩ V → G, for x ∈ U ∩ V , by
GUV (x) := (ϕV (p))
−1 (ϕU(p))
where p is any element in pi−1(x).
Remark: Using (6.7), we have
(ϕV (gp))
−1(ϕU(gp)) = (gϕV (p))−1(gϕU(p)) = (ϕV (p))−1g−1gϕU(p) = (ϕV (p))−1ϕU(p)
Hence GUV is independent of p.
Definition: Let G be a Lie group and let r : G→ GL(V ) be a representation of G,
where GL(V ) is the general linear group of the vector space V . Let pi : P → X be a
principal G bundle. We define a left action of G on V × P and a corresponding right









, g ∈ G, v ∈ V, p ∈ P
We denote the orbit of (v, p) under G by [v, p] and the set of all such orbits by V ×G P .
We define a projection piV : V ×G P → X by piV ([v, p]) = pi(p). Then piV : V ×G P → X
is a vector bundle with typical fibre isomorphic to V . We call this vector bundle the
associated bundle of the principal G-bundle P relative to the group representation r of
G.
Spin Groups and Clifford Algebras
We will next recall the concepts of spin groups and clifford algebras.





X˜, is called the covering space of X if there exists a continuous map p : X˜ → X such
that
1) p is surjective,
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2) for each x ∈ X, there exists a connected open set U ⊂ X containing x, such that
p−1(U) is a disjoint union of open sets in X˜, each of which is mapped homeomorphically
onto U by p.




the universal covering space of X.
If X and X˜ are topological groups and p ∈ X˜ → X is a group homomorphism, the
(universal) covering space is called the (universal) covering group.
We now list some basic properties pertaining to Clifford algebras useful for our purposes.
Definition: Let V ns , s ∈ N ∪ {0}, s ≤ n, be an n-dimensional real vector space with
inner product (·, ·) and a basis {ei}, i = 1, ..., n, such that
(ei, ej) = 0, i 6= j
(ei, ei) = −1, i = 1, ..., s
(ei, ei) = 1, i = s+ 1, ..., n (6.8)
We also equip an internal product vw, for any v, w ∈ V ns , on V ns , that is associative and
distributive with respect to vector addition and which satisfies
{v, w} := vw + wv = −2(v, w) (6.9)
We call the algebra generated by all possible sums and internal products of vectors in
V ns the Clifford algebra C (V
n
s ) of V
n
s .
Remarks: Using notations from this definition, we have










= −(ei, ei) =
 1, i = 1, ..., s−1, i = s+ 1, ..., n (6.11)
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= 2n with basis
{1, ei1 , ei1ei2 , · · · , ei1ei2 · · · ein}
where ik = 1, ..., n, 1 ≤ k ≤ n and ij < ij+1.
Examples: 1) Let n = 1 and s = 0. Let V 10 be a real vector space generated by e1. We
have (e1)
2 = −1. A general element of C (V 10 ) is then of the form x+ ye1, x, y ∈ R.
Hence C (V 10 )
∼= C, we say that C (V 10 ) is the algebra of complex numbers.
2) Similarly, C (V 20 ) is the algebra of quaternions. Indeed, let {e1, e2} be a basis of V 20
satisfying (6.8). A general element of C (V 20 ) is then of the form
a+ be1 + ce2 + de1e2
where a, b, c, d ∈ R. We let i = e1, j = e2 and k = e1e2. Then i2 = j2 = k2 = −1 and
ij = −ji = k, jk = −kj = i, ki = −ik = j
Henceforth, we let s = 0 and let V n := V n0 . Thus from (6.10) and (6.11), the set {ei}
satisfies
eiej + eiei = −2dij (6.12)
The Clifford algebra C(V n) can be decomposed into a direct sum
C(V n) = C+(V n)⊕ C−(V n)
where C+(V n) and C−(V n) are generated respectively by the product of an even and
odd number of elements and both are 2n−1-dimensional subalgebras of C(V n).
Proposition 55. Let n = 2k. The complex extension CC(V
2k) := C(V 2k)⊗ C is
isomorphic to the algebra M2k(C) of 2k × 2k complex matrices.
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Using (6.12), this proposition implies that there exists a set of 2k × 2k matrices γi
satisfying
γiγj + γjγi = −2δij (6.13)
We will discuss such matrices in the next subsection.
Now, we recall from the definition of C(V n) that V n is an n-dimensional subspace of
C(V n) spanned by the elements {ei} and endowed with the Euclidean metric
(ei, ej) = δij. Also, for any u, v ∈ V n, we have
uv + vu = −2(u, v) (6.14)
Definition: Let C(V n) be a Clifford algebra. We define the group Pin(n) by setting
Pin(n) := {a ∈ C(V n) | a = u1 · · ·ul, ui ∈ V n and (ui, ui) = 1}
We define the spin group Spin(n) by setting
Spin(n) := Pin(n) ∩ C+(V n)
Definition: Let C(V n) be a Clifford algebra. We define the involution (or
anti-automorphism) ∗ : C(V n)→ C(V n) to be the linear operator given in terms of {ei}
by ∗(ei1ei2 · · · eik) = eik · · · ei2ei1 . We also write (ei1ei2 · · · eik)∗ = eik · · · ei2ei1 .
Proposition 56. There exists a homomorphism ρ from Pin(n) into O(n) defined by
ρ(a)u = aua∗ for all a ∈ Pin(n) and u ∈ V n. Also, this homomorphism is surjective.
Proof : We first show that ρ(a) is an orthogonal transformation of V n. Let u ∈ V n,












Also, uu = 1
2
(uu+ uu) = −1
2
2(u, u) = −(u, u). So for any v ∈ V n, we have
uvu∗ = (uv)u = (−vu− 2(u, v))u (by (6.14))
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= −vuu− 2(u, v)u = v(u, u)− 2(u, v)u
=
(





Now, if u is a generator of elements of Pin(n), (u, u) = 1. Then
ρ(u)v = uvu∗ = v − 2(u, v)u
Hence ρ(u) acts on V by reflecting elements of V about the hyperplane perpendicular to
u. So for a = u1u2 · · ·ul ∈ Pin(n). the action of ρ(a) on V n corresponds to multiple
reflections. Hence ρ(a) ∈ O(n). Now, since every orthogonal transformation of V n is a
multiple product of reflections, ρ is surjective. This completes the proof.
Let a ∈ Spin(n). By definition of Spin(n), ρ(a) is a product of even reflections. Hence
the linear mapping v → ava∗ is in SO(n). We thus get a homomorphism
ρ : Spin(n)→ SO(n). Since the homomorphism is surjective and {±1} ⊂ Spin(n), we
have the exact sequence
1 −−−→ Z2 −−−→ Spin(n) −−−→ SO(n) −−−→ 1
Thus ρ is a double covering of SO(n).
Remark: We note that for n > 2, Spin(n) is simply connected and hence is the
universal covering group of SO(n).
Examples: For small n, the spin groups satisfy
Spin(1) ∼= O(1), Spin(2) ∼= U(1) ∼= SO(2), Spin(3) ∼= SU(2)
Spin(4) ∼= SU(2)× SU(2), Spin(5) ∼= Sp(2), Spin(6) ∼= SU(4)
where Sp(n) is the symplectic group.
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Dirac Matrices
Definition: Let n be even. We call the set of 2n/2 × 2n/2 matrices γi satisfying (6.13)
the Dirac γ matrices.

















































 , γi =
 0 σi
−σi 0
 , i = 2, 3, 4




 , σ3 =
 0 −i
i 0




We can similarly verify the anti-symmetric property (6.13) of these 4 matrices.
Definition: Let n be even. We call the matrix γn+1 defined by
γn+1 := i
n(n+1)/2γ1 · · · γn
where the γi’s are the Dirac γ matrices, the chirality operator.
CHAPTER 6. THE ATIYAH-SINGER INDEX THEOREM 178
Proposition 57. The chirality operator γn+1 satisfies
i) γ2n+1 = 1,
ii) {γn+1, γa} = 0, for a = 1, ..., n.
Proof : i) We consider
γ2n+1 =
(
in(n+1)/2γ1 · · · γn
) (
in(n+1)/2γ1 · · · γn
)
= in(n+1)γ1 · · · γn−1γnγ1γ2 · · · γn
Using the anti-symmetric property (6.13), we have γiγ1 = −γ1γi, where i = 2, ..., n. So
γ2n+1 = i
n(n+1)(−1)n−1γ1γ1γ2 · · · γnγ2 · · · γn = in(n+1)(−1)nγ2 · · · γnγ2 · · · γn (by (6.13))
= in(n+1)(−1)n+(n−1)γ3 · · · γnγ3 · · · γn = · · · = in(n+1)(−1)n+(n−1)+···+1
= in(n+1)(−1)n(n+1)/2 = i2l(n+1)(−1)l(n+1) = (−1)l(n+1)(−1)l(n+1) = 1
where we have expressed n = 2l, l ∈ N, since n is even. This proves i).
ii) For any a = 1, ..., n, we consider
{γn+1, γa} = γn+1γa + γaγn+1 = in(n+1)/2γ1 · · · γnγa + in(n+1)/2γaγ1 · · · γn
= in(n+1)/2
(
(−1)n−aγ1 · · · γaγa · · · γn + (−1)a−1γ1 · · · γaγa · · · γn
)
= in(n+1)/2γ1 · · · γaγa · · · γn((−1)n−a + (−1)a−1)
Now, since n is even, we have (−1)n−a + (−1)a−1 = (−1)a − (−1)a = 0. Hence
{γn+1, γa} = 0, which proves ii).
Now, from part i) above and from the general theory of Dirac γ matrices, we can choose








where each entry is a 2n/2−1 × 2n/2−1 block.
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We also note that the γ1 and γ2 are in the form as in (6.15). For n = 4, the matrices γa,
a = 1, ..., 4, in the previous example are also in this form.
Henceforth, we let the Dirac γ matrices γa, a = 1, ..., n, and γn+1 be as in (6.15).
6.2.2 Spin Complexes
We are now ready to discuss spin complexes. All details and proofs not given in this
section and the next are given in pages 45-58 of [15].
Definition: A spin structure for pi : P → X, the orthonormal frame bundle of an
n-dimensional manifold X, consists a principal Spin(n)-bundle piS : PS → X and a map
λ : PS → P such that for all p ∈ PS, we have
i) (pi ◦ λ)(p) = piS(p),
ii) λ(gp) = φ(g)λ(p), for all g ∈ Spin(n),
where φ : Spin(n)→ SO(n) is the covering homomorphism, gp denotes the left action of
Spin(n) on PS and φ(g)λ(p) denotes the left action of SO(n) on P .
We state the following facts about Spin(n) without proof. There is a basic representation
of Spin(n) called the spin representation whose representation space S is such that
dim(S) =
 2n/2, for n even2(n−1)/2, for n odd
If n is odd, the spin representation is irreducible. If n is even, it reduces to 2 irreducible
components S+ and S− of equal dimension, ie, we have
S = S+ ⊕ S−, dim(S+) = dim(S−) = 2n/2−1 = 1
2
dim(S)
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We take n to be even from here on.
Definitions: We call the following associated complex vector bundles on the
n-dimensional manifold X:
E+ := S+ ×Spin(n) PS
E− := S− ×Spin(n) PS
E := E+ ⊕ E−
spinor bundles on X. We call elements of Γ(X,E) and Γ(X,E±) spinors on X.
Now, since E = E+ ⊕ E−, we have Γ(X,E) = Γ(X,E+)⊕ Γ(X,E−). So for any





 , so ψ+ :=
 ψ+
0
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So P±ψ± = ψ± and P±ψ∓ = 0. Lastly, we have
P+ + P− =
1
2
(1 + γn+1) +
1
2

















Definition: Let w := wµdx
µ be a connection matrix on the spinor bundle pi : E → X,
where the wµ are 2
n/2 × 2n/2 matrix-valued C∞-functions defined locally on X. We call
w a spin connection on X.
Let TxX be the tangent space at x ∈ X. A natural basis for TxX is {eµ} = {∂/∂xµ}.








, where each eµa ∈GL(n,R)
Now, U be an open set of X where U ∼= U˜ ⊂ Rn. Let sa be a frame of the spinor bundle
E over U . So for any ψ ∈ Γ(U,E), we can write ψ = ψasa, where each ψa ∈ C∞(U).
Using these notations, we define the following.
Definition: We call the map D˜ : Γ(X,E)→ Γ(X,E) defined by
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where ψ ∈ Γ(X,E) and each γcb is a Dirac gamma matrix, the Dirac operator.
We state the following proposition without proof.
Proposition 58. The Dirac operator D˜ : Γ(X,E)→ Γ(X,E) is elliptic.








































Hence D˜P− : Γ(X,E−)→ Γ(X,E+).
Definitions: We call the operator ∂˜ : Γ(X,E+)→ Γ(X,E−) defined by ∂˜ := D˜P+ the
chiral Dirac operator. We call the operator ∂˜∗ : Γ(X,E−)→ Γ(X,E+) defined by
∂˜∗ := D˜P− the adjoint chiral Dirac operator.
Remark: We note that ∂˜∗ is the adjoint of ∂˜.
We have the following corollary to Proposition 58.
Corollary 9. The chiral Dirac operator ∂˜ : Γ(X,E+)→ Γ(X,E−) is elliptic.
Definition: We call the short exact sequence given by
0
i−−−→ Γ(X,E+) ∂˜−−−→ Γ(X,E−) ϕ−−−→ 0
where i is the inclusion map and ϕ is the constant map to zero, the spin complex, or the
Dirac complex.
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(Ch(ΩE+)− Ch(ΩE−)) ∧ Td (ΩTX⊗C)
e (ΩTX)
(6.16)
where n = dimX is even. Before analysing this quantity further, we first define the
following.
Definition: Let E be a hermitian vector bundle of dimension qE over the manifold X.
Let wE be a compatible connection over E respectively with corresponding curvature








where the xi’s are given by (5.30), the Dirac genus Aˆ.
This next proposition states an elementary property of Aˆ.
Proposition 59. Let E and F be hermitian vector bundles of dimensions qE and qF
respectively over the manifold X. Let wE and wF be compatible connections over E and
F respectively with corresponding curvatures ΩE and ΩF . Then
Aˆ (ΩE⊕F ) = Aˆ (ΩE) ∧ Aˆ (ΩF )
This is analogous to the Todd class Td(Ω) and is proven in exactly the same way as
Proposition 51.
Using the notations as in (6.16), we now state the following propositions without proof.
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Proposition 60. The integrand of the topological index of the spin complex satisfies
(Ch(ΩE+)− Ch(ΩE−)) ∧ Td (ΩTX⊗C)
e (ΩTX)
= Aˆ (ΩTX)
Proposition 61. The Dirac genus Aˆ (ΩTX) has an expression in terms of the









(−31p31+44p1p2− 16p3) (ΩTX)+ · · ·
Since pj is a 4j-form on X, the Dirac genus integrated over X vanishes unless
n = dimX is divisible by 4. In this case, (−1)n/2 = 1, and the Atiyah-Singer index

















Aˆ (ΩTX) , if dimX = 0 mod 4
0, otherwise
(6.17)
We now discuss twisted spin complexes, which are a generalized version of spin
complexes.
6.2.3 Twisted Spin Complexes
With the same notations as in the previous section, we make the following definitions.
Definitions: let F be a vector bundle over the n-dimensional manifold X and let
A = Aµdx
µ be a connection on F , where each Aµ are matrix-valued C
∞ functions
defined locally on X.










ψb + (wµ ⊗ IF )ba ψa + (IE ⊗ Aµ)ba ψa
)
sc
where ψ = ψasa ∈ Γ(X,E ⊗ F ), the twisted Dirac operator.
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ii) We call the operator ∂˜F : Γ(X,E
+ ⊗ F )→ Γ(X,E− ⊗ F ) defined by ∂˜F := D˜FP+,
the chiral twisted Dirac operator.
iii) We call the short exact sequence given by
0
i−−−→ Γ(X,E+ ⊗ F ) ∂˜F−−−→ Γ(X,E− ⊗ F ) ϕ−−−→ 0
where i is the inclusion map and ϕ is the constant map to zero, the twisted spin complex.
Application of the Atiyah-Singer index theorem to the twisted spin complex gives the
following generalization of (6.17).








Ch (ΩF ) ∧ Aˆ (ΩTX)
where ΩF is the curvature of F corresponding to the connection A.
We now give a few examples.
Example 1: Letting n = 2, 4j > n for j ≥ 1. Hence the j-Pontrjagin class pj(Ω) = 0
for j ≥ 1. So in this case, by Proposition 61,
Aˆ(ΩTX) = 1− 1
24
p1(ΩTX) + · · · = 1
Also, 2j > n for j ≥ 2. Hence Chj(Ω) = 0 for j ≥ 2. So in this case,








Ch (ΩF ) ∧ Aˆ (ΩTX) = −
∫
X









Tr (ΩF ) (by (5.32))
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Example 2: Letting n = 4, 4j > n for j ≥ 2. Hence the j-Pontrjagin class pj(Ω) = 0
for j ≥ 2. So in this case, by Proposition 61,
Aˆ(ΩTX) = 1− 1
24

















Also, 2j > n for j ≥ 3. Hence Chj(Ω) = 0 for j ≥ 3. So in this case,

















































(by (5.31) and (5.33))
Example 3: Let X = S1 ⊗ · · · ⊗ S1 2l times. Then the tangent bundle of X is
TX = TS1 ⊕ · · · ⊕ TS1 2l times. Then we have




where the second equality is by Proposition 59. Now, TS1 = S1 × R, a cylinder, and the













Ch (ΩF ) (where X = S
1 ⊗ · · · ⊗ S1)
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is called the instanton number.
Instantons
Here, we give a brief account of the physics concept called instantons to show a
connection between the Atiyah-Singer Index theorem and theoretical physics. We start
by stating the following equations.
Yang-Mills Equations: Let E be a hermitian vector bundle over the manifold X. Let
w be a connection matrix on E with corresponding curvature matrix Ω. Then the
Yang-Mills equations are given by





where D˜ is defined as in (5.15), ? is the Hodge star operator and J is a generalized
current 1-form.
Remark: We note that the first part of these equations, D˜(Ω) = 0, is simply Bianchi’s
Identity given in Proposition 45.
We now consider the solution of the Yang-Mills equations for J = 0, ie, find Ω such that
D˜(?Ω) = 0 holds since Bianchi’s Identity always holds. This solution actually extremises




Tr (Ω ∧ ?Ω)
Now, let Ω be such that λ ? Ω = Ω for some constant λ. Then by Bianchi’s Identity,
D˜ (λ ? Ω) = D˜(Ω) = 0⇒ D˜ (?Ω) = 0
Hence such an Ω satisfies the Yang-Mills equations. We consider
λ ? Ω = Ω ⇒ λ ? ?Ω = ?Ω ⇒ λ2 ? ?Ω = λ ? Ω = Ω (6.19)
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Now, by definition ?, we have ? ? Ω = (−1)2(n−2)+(n−S)/2Ω = ±Ω, where n = dimX and
S is the signature of the metric on X. From (6.19), we have
±λ2Ω = Ω⇒ λ2 = ±1⇒ λ = ±1 or ± i
Since λ ? Ω = Ω, we have ?Ω = ±Ω or ?Ω = ±iΩ. Using these notations, we now define
the following.
Definition: If ?Ω = Ω, then Ω is called self-dual. If ?Ω = −Ω, then Ω is called anti-self
dual. Self dual and anti-self dual solutions of the the Yang-Mills equations are called
instantons.
We now state the following proposition without proof.
Proposition 63. The instanton number k given in (6.18) satisfies the following:
1) k > 0 if ?ΩF = ΩF , and
2) k < 0 if ?ΩF = −ΩF .
The proof of this is given in page 424 of [8].
We have thus shown a link between the Atiyah-Singer Index theorem and theoretical
physics.
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