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Much experimental research has been performed in the equilibrium regime 
on individual quantum dots and quantum point contacts (QPCs). The focus of the 
research presented here is electron transport in the nonequilibrium regime in coupled 
quantum dot and QPC systems fabricated on A1GaAs/GaAs material using the split 
gate technique. 
Near equilibrium magnetoconductance measurements were performed on a 
quantum dot and a QPC. Oscillations were seen in the conductance of the sensor 
which corresponded to Aharonov-Bohm oscillations in the quantum dot, to our 
knowledge the first such observation. Sudden jumps in the conductance of the QPC 
were observed under certain gate biases and under certain magnetic fields. When 
the gate biases and magnetic field were held constant and the conductance was 
observed over time, switching was observed with the form of a random telegraph 
signal (RTS). RTS switching is usually attributed to charging of a single impurity. 
However, in this case switching may have been due to tunneling via edge states in 
the dot. 
Nonequilibrium transport in single quantum dots was investigated. A knee 
or kink was observed in the current-voltage characteristics of two dots on different 
Redacted for Privacymaterial.  The bias conditions under which the knee occurred point to  electron 
heating as the physical mechanism for the observed behavior. However,  the data 
can not be fit accurately over all bias ranges with an energy balance hot electron 
model. Modifications to the model are needed to accurately represent the devices 
studied here. 
Finally, the effect of nonlinear transport through a one dimensional (1D) QPC 
on the equilibrium conductance of an adjacent OD quantum dot was explored. This 
was the first attempt to observe Coulomb  drag between a OD and 1D system. It 
was observed that the equilibrium  conductance peaks in the quantum dot were 
broadened as the current in the QPC increased. This apparent electron heating 
effect in the dot can be explained by a simple ballistic phonon model. However, 
reasonable phase coherence times can be estimated from peak fitting using a Breit-
Wigner formula which points to a Coulomb interaction. More detailed numerical 
calculations should illuminate the dominant scattering processes. ©Copyright by Anasuya Erin Krishnaswamy
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1. INTRODUCTION 
The trend over the last three decades in the electronics industry has been a 
reduction in the size of devices in order to make faster chips in a smaller area and 
at a reduced cost. As the electronics industry continues to reduce the minimum 
feature size of the devices under its current technology, it is approaching physical 
limits which will require new methods of device fabrication and modeling that takes 
into account the nature of matter on the mesoscopic scale (less than a micron but 
larger than an atom).  It is at this crossroads that the interests of the scientific 
community in understanding fundamentals about electron transport in solid state 
materials and the interests of the industrial community meet. The study of quantum 
devices is necessary in order to lay the ground work for the implementation of 
future technology. In addition, it provides the solid state research scientist with rich 
transport phenomena to explore. 
The fabrication of memory, switches, and low power amplifiers in silicon is 
dominated by the industry standard metal oxide semiconductor (MOS) device illus­
trated in Fig.  1.1 or complementary metal oxide semiconductor (CMOS) inverter 
[1].  In order to shrink these devices, the channel length, Leff, in Fig. 1.1 must be 
made shorter, the source and drain junctions shallower, and the oxides thinner. As 
these components are reduced, physical phenomena appear which severely alter the 
device behavior. For instance, when the channel length is reduced, the electric field 
across the channel increases creating high energy carriers, or hot electrons  (hot e-
in Fig. 1.1), which bombard the oxide. Some of these carriers remain in the oxide 
and permanently alter the threshold voltage (the gate voltage required to turn on 2 
Figure 1.1: Cross section of an MOS device 
the device) shown in Fig. 1.2. In this case a device that is designed to be turned off, 
might turn on. Lightly doping at the corners of the source and drain (LD in Fig. 
1.1) reduces the electric field strength and thus the leakage current, but increases 
the complexity of the processing and difficulty of scaling the process. 
t 
Id 
Vt  Vg )°­
Figure 1.2: Source/drain current as a function of the gate voltage with the threshold 
voltage, Vt, shown 
Some of the short channel effects can be reduced by making the oxides thin­
ner. This also reduces the threshold voltage which is an advantage for low power 
operations.  However, thinner oxides lead to an increased leakage current due to 
tunneling and therefore less control over the device turn on. In addition the thinner 
the oxide, the greater the chance of dielectric breakdown which renders the device 3 
completely inoperable [2]. 
A smaller but important portion of the semiconductor industry is devoted 
to ICs and optical devices in GaAs systems. The modulation doped field effect 
transistor (MODFET) and metal semiconductor transistor (MESFET) are common 
transistors used in high speed circuit operation. The MODFET is fabricated on a 
heterostructure such as A1GaAs /GaAs (discussed in Chapter 2) and is the prede­
cessor to the devices studied in this research. While problems with thinner oxides 
are avoided in MODFET systems, short channel effects are present and cause the 
I-V characteristics to deviate from the desired behavior [3]. 
There are many device physics issues and remedies related to shrinking elec­
tronic devices [1], and only a small sampling has been given here. The semiconductor 
industry invests great effort into finding fabrication techniques to avert these prob­
lems and employs to a large degree classical physics to model these phenomena. 
The semiclassical Boltzmann Transport Equation (BTE) and simplifications such 
as the drift-diffusion equation are currently used to model electron transport. As­
suming that fabrication technology continues to allow the scaling of feature sizes 
to nanometer dimensions, there is a limit at which these modeling techniques will 
breakdown, and a new paradigm in device technology will inevitably emerge. This 
limit will be reached when device dimensions approach certain length scales. 
Before describing these length scales, it is helpful to briefly review the assump­
tions inherent in the BTE [4][6]. First, the system is assumed to be in the form of a 
dilute gas: a large enough number of particles to use statistical methods but a small 
enough density that particle interaction is minimal. Scattering processes are con­
sidered to be weak, non-interacting, and localized in space and time. This implies 
that the time between collisions is much greater than the duration of a collision, and 
the mean de Broglie wavelength of the particle is small compared to the mean sep­
aration between scatterers. Consequently the behavior can be described by a wave 4 
LX ..----
OLz
 
Ly 
Figure 1.3: Conductor of width, Lx, length, Ly, and height, Lz 
packet which follows a classical particle trajectory between collisions. In addition, 
the probability of a collision is considered to be independent of past history; i.e., a 
collision is a random, uncorrelated event, and no phase memory is preserved. As 
devices are scaled to nanometer proportions, some or all of these assumptions may 
be violated. 
In the conductor shown in Fig.  1.3, when the width, Lx, height, Lz, or the 
length, Ly, approach the Fermi wavelength, Af = 27r/kf, of an electron, the energy 
and momentum in that direction are quantized. When the length, Ly, is less than 
the scattering length of an electron, the electron motion will be ballistic. When Ly 
is less than the phase coherence length of an electron, the electron motion will be 
coherent [7]. If the Fermi wavelength is on the order of the device dimensions, one 
can no longer treat the electron as a wave packet localized in space and following 
a classical particle trajectory between collisions. And if the phase coherence length 
is on the order of the device dimensions and electron motion is coherent, a collision 
can no longer be considered as a random, uncorrelated event. 
Furthermore, when Lz, Lx, or Ly are reduced, the capacitance of the system is 
reduced, and the charging energy of one electron, e2 /C, where C is the capacitance 
of the system, increases. When the charging energy becomes larger than the thermal 
energy and larger than any noise generated in the system, single electron charging 
may be observed and charge granularity becomes important. In these few particle 
systems the meaning of a momentum and position distribution function is blurred. 5 
In general, a reduction of any one of the above parameters, Lz, Lx, or Ly, below the 
corresponding length scale leads to a reduction in the dimensionality of the device, 
and into the realm of quantum devices. 
Quantum devices may roughly be grouped into two large categories: electronic 
devices and optoelectronic devices. For a brief overview of the area of quantum opti­
cal devices, see reference [8]. Quantum electronic devices can be further subdivided 
into two categories. Quantum wave devices make use of the wave nature of the elec­
tron and include electron interferometers [8] and electron wave interference filters 
[9]. In addition quantum computing has been proposed and quantum bits or q-bits 
are being implemented. For a recent experiment see [10].  Single electron devices 
take advantage of the granular nature of the electronic charge and include quantum 
dots [11][13], cellular automata devices [14, 15], and devices related to the capac­
itance standard [16]. The devices mentioned above operate under near equilibrium 
bias conditions, however devices have been demonstrated which operate under large 
bias, far from equilibrium conditions. Examples are the lateral hot electron device 
[17, 18] and the lateral hot electron transistor (LHET) [19]. As the fundamental 
limit of current fabrication and modeling techniques is approached, researchers are 
studying these quantum devices to characterize their behavior, and in the future it 
may be applied to the electronics industry in a creative and useful way. 
In the first part of Chapter 2, the physics of low dimensional systems will be 
discussed. The extensive work that has already been done in the near equilibrium 
regime on semiconductor quantum dots is reviewed at the end of Chapter 2. Chapter 
3 provides an overview of the fabrication and experimental techniques used to create 
these semiconductor quantum dots and investigate their transport properties.  In 
addition, a brief review of alternative fabrication techniques is given. 
The main focus of this work is the study of nonequilibrium transport in Al-
GaAs/GaAs quantum dot devices. However, in order to characterize nonequilib­6 
rium effects, the equilibrium behavior must be first be characterized. Chapter 4 
discusses equilibrium measurements performed on single quantum dots and on a 
coupled quantum dot and quantum point contact system. Novel magneto-transport 
measurements are presented using a noninvasive probe which showed switching be­
havior. The far from equilibrium transport characteristics of single quantum dots 
with and without a perpendicular magnetic field was investigated and is the subject 
of Chapter 5.  In addition, the noninvasive voltage probe design was employed to 
determine the interaction between nonequilibrium current flow through a one di­
mensional (1D) channel and the equilibrium characteristics of a zero dimensional 
(OD) quantum dot. Finally, conclusions and proposals for future work are presented 
in Chapter 6. 7 
2. PHYSICS AND TRANSPORT OF LOW DIMENSIONAL 
SYSTEMS 
This chapter is an overview of some of the physics of low dimensional sys­
tems needed to understand the theory of electron transport through nanostructures. 
Transport through a quantum dot and quantum point contact (QPC) will be dis­
cussed including 1D conductance steps and single electron charging phenomena. 
2.1  Physics in Two Dimensions 
In order to create a quantum box, or dot, of electrons one must be able to 
confine the electrons in three dimensions. One can begin by creating a two di­
mensional (2D) sheet of electrons. The emergence of the fabrication of ultra thin 
semiconductor structures which began roughly 25 years ago has allowed for the 
fairly routine production of physically real 2D systems in various semiconductor 
materials. For instance, by growing a heterostructure semiconductor material such 
as GaAs/AlxGai_xAs, where x is the mole fraction  of Al, electron confinement in 
the growth direction can be achieved as shown in Fig. 2.1. 
GaAs 
Al GaAs 
Al GaAs (n+ doping) 
Al GaAs 
2DEG 
Energy Band Picture 
Figure 2.1: Crossection of GaAs/AlGaAs heterostructure material with correspond­
ing energy band diagram. 8 
The difference in the energy band gaps between the two materials produces 
a potential well at the interface and dopants such as Si provide a source for a two 
dimensional sheet of electrons or two dimensional electron gas (2DEG) to form at 
the interface. If a spacer layer is introduced between the dopant and the interface, 
ionized impurity scattering due to the dopants is greatly reduced and the mobility of 
the electrons increases as well as the likelihood of observing quantum effects. This 
technique is known as modulation doping [8]. 
A structure with a thicker spacer layer results in a higher electron mobility 
but a lower electron density. A higher density of carriers will help to screen out 
inhomogeneities in the background potential which also helps in observing quantum 
effects, but at very high densities carriers begin to be transferred into the A1GaAs 
layer reducing the mobility. Thus the thickness of the spacer layer must be chosen 
to accommodate the optimum combination of electron mobility and density. 
High mobility heterostructure material can be fabricated using many different 
growth methods, but the most preferred are metal organic chemical vapor deposition 
(MOCVD) and molecular beam epitaxy (MBE). Both techniques can produce high 
mobility material with an abrupt interface which enhances confinement. However, 
the highest mobility material has been grown using MBE ( 10,000,000 cm2/Vs in 
MBE [20, 21] compared to 1,000,000 cm2/Vs in MOCVD [22]). Typically the mole 
fraction of Al, x, is 0.3. As the mole fraction is increased, the difference in band 
gaps increases, resulting in better confinement of the electrons. However, deep level 
defects in the AlxGai,As layer known as DX centers (discussed in Appendix 1) also 
increase, and above x = 0.3 they present undesirable effects. The value of x = 0.3 
is an optimum value which allows for increased confinement while keeping lattice 
defects at a tolerable level. 
In a 2DEG electron motion is confined in the z-direction but not in the x-
y plane where the electrons can be treated as plane waves.  For electrons close 9 
to the conduction band minimum the Schrodinger equation in the effective mass 
approximation [23] may be written, 
h2 02  32  02 
)  V(Z)1  klqz) = EriT(z).  (2.1)
2m* 0x2  0y2  0z2 
The wave function can be separated into two parts, the free electron part and the 
wave function in the z direction, ((z), 
1  ((z)eikyyeikrx. 41(x, y, z)  (2.2)
VLyLs 
By substituting Eq. 2.1 into the Schrodinger equation and separating, the problem 
is reduced to solving the Schrodinger equation in the z direction. 
h2 
2m*(az2) + V(z)1  ((z) = Er,((z),  (2.3) 
where V(z) is the potential due to the conduction band discontinuity at the interface 
between the GaAs and A1GaAs layers and as well as band bending due to ionized 
impurities and free electrons. The potential must obey Poisson's equation, 
d2  p(z)
VH(z) =  (2.4) dz2 
where VH(z) is the potential due to electron-electron interactions and ionized impu­
rities. p(z) is the charge density and equal the electron charge times the magnitude 
squared of wave function obtained from the Schrodinger equation 
(2.5) P(Z) =  kli(Z) 12 
Thus both the Schrodinger and Poisson equation must be solved simultaneously to 
render the correct energy band profile. This is done numerically using an iterative 
technique. 
The potential profile is often approximated as a triangular well, V = eFz, 
where e is the electron charge, F is a constant, and z is the distance from the 10 
interface in the growth direction.  Solutions to Eq.  2.1 are in the form of Airy 
functions with approximate energy levels in the z direction given by [8], 
1 2 
2  3 (37reF  3) ) 
(2.6)
2m*)  2  4) ) 
where n = 0, 1.... The complete expression for the energy takes the form 
h2(k,2 + ky2) E =  +  (2.7)
2m* 
where kx and ky are the free electron wave vectors in the plane of the 2DEG and 
the energies En are the bottom of 2D subbands.  Electron transport is not only 
dependent on the available energy levels of the system but the density of the energy 
states. The expression for the 2D density of states for a given energy is [8] 
co 
P2D  E ow°  En) 
711* 
(2.8) 
n=0 
where e(E0  En) is a step function, n is the number of subbands below the given 
energy. The above expression tells us that in the ground state the density of states 
is finite and does not tend toward zero as in the expression for the 3D density of 
states 
,1  3
Z2nr 2  1 
(2.9) P3D 
h3 
Electron transport is dependent on various scattering mechanisms which in 
turn are dependent on the density of states. Thus, electron transport in 2D systems 
at low temperatures and low electron density varies significantly from that in 3D 
systems. In addition to the quantization of energy levels in the growth direction, 
a significant feature of 2D systems which is relevant to the devices studied in this 
research is the high mobility of the electrons mentioned previously. The combination 
of modulation doping, and a step like density of states at low electron density and 
at low temperatures serves to decrease the probability of electron scattering and 
therefore increase the mobility. In addition, relaxation of hot electrons which may 11 
be generated under high field conditions will be dependent on 2D electronic features. 
For a complete review of the physics of electron transport in 2D systems see [24] or 
for a brief overview see Chapter 4 of [8]. 
2.2  Physics in One Dimension 
Once a 2DEG is formed, the gas can be "squeezed" further into a 1D channel 
or wire by various methods. For instance, in Al GaAs/GaAs Thornton et al. used the 
split gate technique (discussed in Chapter 3) to create long tunable 1D wires [25], 
and H. van Houten et al. used a shallow mesa etch to create narrow 1D channels 
[26]. For a summary of fabrication methods of 1D wires see Ref. [27]. 
2.2.1  Solution to the Schrodinger equation 
The Schrodinger equation in the effective mass approximation for a 1D line is 
h2 32  32  32 
(  +  +  ) + V(x, z)1  111(x, y, z) = ET (x, y, z).  (2.10)
2m*  ax2  ay2  az2 
The potential is now a function of x and z, and the wave function can be separated 
into a function of x and z and a plane wave in the y direction, 
tlf (x, y, z) =  ((x, z)elko  (2.11) 
Vily 
where 
+ pz2  + V (X, Z))(7,(x, z) = En(n(x, z).  (2.12) (px2 2m* 
The expression for the energy is 
h2 ky 2
E = En +  .  (2.13)
2m* 
Energy quantization occurs in the x and z directions, but not in the y direction 
which means that there will be 1D subbands in the conductor. The energy at the 
bottom edges of the 1D subbands will be determined by the shape of the confining 
potential. 12 
2.2.2  Equilibrium Transport in a Quantum Point Contact
 
The split gate technique can also be used to define short narrow constrictions 
called quantum point contacts (QPCs) through which an electron may pass without 
undergoing any collisions. The 1D physics described above can be applied to these 
structures, and if the 1D conductor is connected to 2D electron reservoirs at each 
end, the transport of electrons through the QPC can be investigated. 
A semiclassical approach to the transport through the 1D conductor gives us 
an expression for the current due to one subband [7], 
I = qnv = eunpn6E,  (2.14) 
where vri is the group velocity, pn is the density of states, and 6E le is the incremental 
voltage bias across the channel.  Near equilibrium conditions are met when the 
voltage bias across the QPC is smaller than the spacing between energy subbands 
and large enough to detect a small current. Looking at the expressions for the group 
velocity and the density of states in 1D 
dEn(k)  R-ddk (k)  , 
v  Pn  ne(Eo  En)(  )  (2.15) 
n  hdk 
n 
we can see that the derivative of the energy with respect to the wave vector, k, 
cancels out in the current equation. Therefore we are left with the expression 
I = (-
2e )N6E,  (2.16) 
where N is the number of subbands in the channel. Converting to conductance we 
obtain 
2 
G= 2h  N.  (2.17) 
This means that the conductance will be quantized in the fundamental units of e2 /h. 
A completely quantum mechanical approach considers the transmission proba­
bility amplitudes from one reservoir to another. In this Landauer-Biittiker formalism 13 
the potential barrier is considered to be a scatterer through which current is forced. 
In the multichannel (subband) case the expression for the conductance is [28] 
G= 
2e2N 
n/  (2.18) Itn12, 
71,771= 1 
Where n and in are the subbands in the left and right reservoirs respectively and 
trim is the transmission coefficient from subband n to subband rn.  It is equivalent 
to the semiclassical equation (2.17) if there is no intersubband scattering or if any 
intersubband scattering that occurs results in the electrons being transmitted to the 
exit reservoir rather than reflected back to the entry reservoir. The transmission 
coefficient, trim, is determined by the shape of the lateral confining potential profile 
in the quantum point contact.  This confining potential is often assumed to be 
a hard wall or a saddle point potential, but is probably somewhere in between. 
As the gate voltage is increased negatively, the number of subbands available for 
transport decreases in integer steps.  If the conductance is plotted as a function 
of gate voltage applied to the QPC under near equilibrium conditions, a step like 
structure is predicted. A schematic of the behavior at T=0 K is shown in Fig. 2.2. 
This phenomena was first seen experimentally by Van Wees et al.  [29] and Wharam 
et al.  [30] in 1988. 
2.3  OD Physics and Single Electron Phenomena 
The split gate technique can also be used to confine electrons into a OD struc­
ture or quantum dot. In a quantum dot electrons are confined in three dimensions. 
The density of states of the dot are discrete and determined by the shape of the 
confining potential V(x,y,z). The energy levels can be obtained analytically for a 
3D infinite potential well or harmonic oscillator, but for the structures considered 
here, and in general, must be solved numerically. 
A central phenomena in the near equilibrium transport characteristics of quan­14 
3 
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Figure 2.2: Equilibrium conductance steps in an ideal quantum point contact at 
T=OK. 
turn dots is the Coulomb blockade effect. Coulomb blockade can be explained semi-
classically.  For a complete quantum mechanical description see [31, 32, 6].  In a 
classical, lumped capacitance model, the electrostatic energy stored or work done 
in building up charge Q on a capacitor, with capacitance C, is 
E= 
Q2 
(2.19) 
s  2C 
A simple model for the quantum dot is a disk above a conducting plane shown 
in Fig. 2.3.  The capacitance is given as a problem in the classical electrodynamics 
book by Jackson [33], is solved in the book on electricity by Smythe [34], and is given 
by, 
C = 8R,  (2.20) 
where E is the permittivity of the material (GaAs in this case) and R is the radius 
of the disk.  This approximation is for the distance from the disk to the plane 
larger than the disk radius, d >> R. While this is not the most accurate capacitance 
estimate, it is useful for experimental purposes and back of the envelope calculations. 15 
Figure 2.3: A metallic disk above a conducting plane. 
Thus the energy needed to add one electron to the quantum dot is 
2 e E, =  (2.21)
2(8ER). 
For a very small dot with a charging energy, 
2  e 
>> kTr oorn 1  (2.22)
2C 
single electron effects may be seen at room temperature. At room temperature 
e2 
kTroom= 25 meV =  (2.23)
2C 
C = 3 x 10-18F = 8R,  (2.24) 
which implies the size of the dot should be Rdot =3 nm to see room temperature 
effects. This small size is not attainable with available fabrication techniques and 
equipment used in this research, and the minimum dot radius achieved in the present 
work was approximately 200 nm. This yields a charging energy of 430 fieV which 
corresponds to the thermal energy at T=5 K. Therefore, in order to observe single 
electron charging in these dots, the temperature of the system has to be reduced 
well below 5 K. 16 
Efi  Efr 
Figure 2.4: Schematic of the a dot weakly coupled to electron reservoirs and corre­
sponding energy band diagram. 
2.3.1  Coulomb Staircase 
To understand how single electron charging may be observed it is helpful to 
of the 2DEG depicting a puddle of electrons isolated from the 
2DEG by tunnel barriers, and to look at the corresponding energy diagram under 
equilibrium conditions shown in Fig. 2.4. The energy diagram represents a metallic 
dot (continuum of states below the Fermi energy) for illustrative purposes. In a 
semiconductor the states below the Fermi energy would be discrete, however the 
metallic system is somewhat simpler than a semiconductor system and can model 
the semiconductor system if the energy level spacing of the semiconductor dot is 
much smaller than the charging energy, AE < e2 /C. 
A circuit model of this system is shown in Fig. 2.5 with double boxes rep­
resenting a tunnel junction and a small bias voltage applied across the device. A 
lumped capacitance and tunnel resistance is associated with the tunnel junction 
barriers. Although the tunnel junction symbol is commonly used in the literature, 
the double box may also be represented by a capacitance and voltage controlled 
current source in parallel for circuit simulation purposes.  The number of electrons 17 
Cl RH. 
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Figure 2.5: Circuit diagram of a quantum dot with a small applied bias. 
that tunnel into and out of the dot are n1 and n2, respectively. The energy of the 
system is the electrostatic energy stored in the capacitors plus the work done by the 
voltage source to tunnel electrons in and out of the island [6]. 
1  ir, r, 1-7  ri Esystern  Es  Ws  k,k-ilk-'2va2 + Q2)  /..., eV  (r, i.../in2 + C2n1)  (2.25)
2Ceq  Ceq 
where Q = e(ni  n2) is the net charge on the island and Ceq = Ci + C2. If an 
electron tunnels out of or into the dot, 
n2 = n2 ± 1  (2.26) 
n1 =  ni. ± 1.  (2.27) 
The change in the energy of the system due to the movement of a single electron can 
then be calculated by substituting Eq. 4.27 into the expression for the energy of the 
system and subtracting the initial energy. The change in energy to accommodate 
an electron tunneling through junction two is given by 
AE2± = E (ni, n2)  E (nl, n2 1 1)  (2.28) 18 
e e
AE2± =  RP (en  Va(71)]  (2.29) 
Ceq L 2
 
And, similarly, the energy to accommodate an electron tunneling through junction 
one is given by 
DEl = Ceq C2 
+ (en +VaC2)]  (2.30) 
If n=0, that is initially no electrons have tunneled into the dot, then the requirement 
for a nonnegative change in energy is 
AE1,2+  0.  (2.31)
2cee2q  Ceq eVaC2'1 
And the applied voltage required is 
(2.32) Va 
In Fig. 2.6 the Coulomb gap is shown in the energy band diagrams under no 
applied bias and a small applied bias. When a bias greater than e/Ceq is applied, an 
electron can tunnel into the dot. If the tunneling resistance Rt1 >> Rt2, tunneling 
is limited by junction one and as soon as the electron tunnels out of the dot via 
junction one, another electron will tunnel into the dot via junction two. If 7/ = 1 in 
the energy expression of equation 2.31, 
2  2  eVaCi AE =  +  > 0,  (2.33) 
zueq  e q  eq 
the voltage required for a nonnegative change in energy is 
3e  3e 
Va >  =  (2.34)
2C1  Ceq 
Therefore, when Va is between e/Ceq and 3e/Ceq no more than one electron can 
tunnel into the dot at a time. When the voltage is increased past 3e/Ceq,  two 
electrons can tunnel into the dot, and so on. A schematic of the predicted current 
versus applied voltage is shown in Fig.  2.7.  This phenomena is known as the 
Coulomb staircase and the relevant capacitance in this bias  configuration is the Figure 2.6: Energy band diagrams of (a) Coulomb blockade and (b) Tunneling 
through the dot. 
3 
Figure 2.7: Sketch of the Coulomb staircase, where Rt and C are the tunnel junction 
resistance and capacitance. 
tunnel capacitance of the junctions. The region of zero current below V = e/Ceq, is 
the Coulomb gap region where near equilibrium Coulomb blockade measurements 
are performed in this research. In measurements performed in this gap region a gate 
electrode is coupled to the quantum dot which alters the energy equations. 20 
2.3.2  Coulomb Blockade Peaks 
If a gate electrode is coupled to the dot as shown in the circuit diagram in 
Fig. 2.8  the potential in the dot and therefore tunneling into and out of the dot 
Figure 2.8: Circuit diagram of a quantum dot with a capacitively coupled gate bias. 
may be varied by changing the gate bias. This is the circuit configuration used in 
the equilibrium quantum dot experiments presented in this research. The allowed 
energy expressions are 
AEi+ = Ce  ± [en  Qp + (Cq + C2)14,  CqVq1)  (2.35) 
eq  2
 
e
 
AE2± --=  Qp  CiVa  CgV6,])  (2.36) ( 7 ± [en Ceq 
where Qp is the unintentional polarization charge due to the background impurities. 
If only a small source drain bias is applied (relative to the energy level spac­
ings in a semiconductor dot and relative to the Coulomb gap), then the relevant 
capacitance becomes the capacitance from the gate to the dot as in our picture of 
a disk coupled to a ground plane (Fig. 2.3). Keeping Va constant and varying Vg 
allows the energy levels in the dot to be shifted relative to the Fermi energy in the 
reservoir. When the level in the dot lines up with the Fermi energy, the electron 21 
can tunnel out of the dot and a non-zero conductance can be observed. As the gate 
bias is made more negative the level in the dot eventually rises above the Fermi 
energy of both reservoirs and can no longer contribute to the current. However, in 
the dot, which now contains one fewer electron, a new level appears at an energy 
e/Ceq above the new Fermi level. As this new energy level rises with gate voltage 
and lines up with Fermi energy in the reservoirs, an electron is again able to tunnel 
out of the dot. The level then rises above the Fermi energy, and the process repeats 
itself until no electrons are left in the dot. The conductance of the dot as a function 
of gate voltage will then show peaks as illustrated in the sketch of Fig. 2.9 for a 
metallic dot. 
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Figure 2.9: Sketch of Coulomb blockade peaks. 
An additional condition must be met in order to observe CB. The conductance 
of the tunnel junctions must be less than a quantum conductance fluctuation [6] 
otherwise the barriers will not be true tunnel barriers, the charge will not be well 
localized in the dot and the CB will be obscured. From the uncertainty principle, 22 
AEAt > h. The energy gap, L\E ti e2 ICey, and the tunneling time, At  RtCley. 
Thus the tunneling resistance Rt determined by the gate bias on the QPC must be 
greater than h/e2 or 25 kQ. 
2.3.3  Coulomb Blockade Peaks in a Semiconductor Quantum Dot 
Coulomb blockade peaks will appear in a slightly different form in semiconduc­
tor quantum dots. In a semiconductor quantum dot the confinement of the electrons 
will produce larger energy level spacing due to the smaller effective mass and the 
longer mean free path. A mean free path longer than the dimensions of the quan­
tum dot will allow an electron to reflect back and forth coherently in the dot and 
build up the standing waves which produce quantization. Scattering can is a level 
broadening process, where the level broadening is h/T due to a scattering time T. 
If the level broadening is equal to the level spacing, then the levels will be smeared 
out. Thus a longer mean free path will lead to a reduced level broadening in semi­
conductor dots. In addition the smaller effective mass in the semiconductor creates 
larger energy level spacings which are less likely to be smeared out completely by 
level broadening. 
As an example we can look at the energy levels of a harmonic oscillator po­
tential. 
i_* 22  2 y2 Vho(x, y) = 2
m*u-i
x  tit  W  (2.37)
2 
The energy levels can be derived [35] as 
Eyx = ha's (nx + 2
1) + hwy  (ny + 
1 
(2.38) 
The energy level spacing is on the order of hw where w is related to the curvature 
of the confining potential, which is dependent on the gate biasing. For a smaller 
effective mass, w will be larger and the energy level spacing will also be larger. 23 
2.4  Determining 2D Electron Density and Mobility From Experiments
 
Previously the importance of 2D electron density and mobility to the electron 
transport in a 2DEG and therefore 1D and OD devices constructed from 2DEGs was 
discussed. The experimental determination of these quantities is described below. 
When a perpendicular magnetic field is applied to the 2DEG, the effective 
mass equation in 2D becomes 
eA)  + V(X1 Y)1  41(x, Y) = ET (x,  (2.39)
2m*  i ax + 0y) 
where A is a vector potential and in the commonly used Landau gauge Ax = yB. 
Electron transport is in the x direction. This equation is solved in references [6] and 
[36] where the energy levels for the system are given by, 
En = hw, (n + 21)  ,  (2.40) 
where w = eBlm* is the cyclotron frequency. In a magnetic feld the 2D subbands 
of the 2DEG collapse into discrete degenerate energy levels. These discrete levels are 
broadened due to electron scattering and the density of states will have a Gaussian 
shape as depicted in Fig. 2.10. 
When the Fermi energy is equal to the ideal Landau level energy En = (n 
-)tic,),, there will be a peak in the conductance due to the high density of states. 
These conductance peaks are known as Shubnikov de Haas oscillations, and can be 
observed experimentally. As the magnetic field is increased, the energy level spacing 
increases and the number of levels below the Fermi energy decreases until there are 
none below the Fermi energy and the resistance goes to infinity.  In reality, there 
will be some states in the tail of the broadened Landau level which will contribute 
a small amount to the current. The resistance will then be finite, but very large. 
As the magnetic field is swept, the Fermi level sweeps between two con­
ductance peaks. The energy at each level hc,./e(n + D is equal to the Fermi level 24 
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Figure 2.10: Density of states of a 2DEG with a perpendicular magnetic field ap­
plied. 
Ef = 27rh2ns /m *. Therefore, 
1  27h2n2D 
hwc(n + -2)  (2.41)
m* 
1  e(n 
=  (2.42)
Bn  27rhn2D 
(2.43)
B  27rhn2D 
In a magnetic field sweep the conductance peaks will be periodic in 1/B and 
the spacing is proportional to the two dimensional density of states. A plot of 
the measured resistance versus magnetic field for the material G1135 is shown in 
Fig.  2.11.  The 2D density obtained from this data is ti 2 x 1011 cm-2.  Since 
data was obtained from a two terminal measurement, included in the curve is the 
hall resistance which is the resistance perpendicular to the direction of transport 
in the plane of the 2DEG. The plateau at the first conductance step e2/h ti 12.5 
Ic52. The resistance reaches plateaus when the Landau level energy is equal to the 
Fermi energy. This is known as the quantum Hall effect and was discovered  by 25 
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Figure 2.11: Shubnikov de Haas oscillations with the second integer Hall plateau 
(2e2/h) for material G1135. 
von Klitzing et, al. in 1980 [37]. For a review of this phenomenon see [36] or [38]. 
The mobility can be determined from the measurement of the resistance par­
allel to the direction of transport at B=0 T. The resistivity, p2D, is the resistance 
per square and the mobility can be determined from p2D = Caner'. In a Hall bar 
configuration the number of squares is equal to the channel length over the channel 
width. A Hall bar configuration is shown in Fig. 2.12. The Van der Pauw method 
can be used to determine the mobility in samples without a square geometry and is 
discussed in Ref. [39]. 
2.5  Aharonov-Bohm Oscillations 
The Aharonov-Bohm (A-B) effect observed expermentally demonstrates the 
phase coherence of electrons on the mesoscopic scale. A ring like 1D mesoscopic 
structure (see Fig.  2.13)  with only a few modes conducting acts as an electron 26 
Rxx 
Figure 2.12: A symmetric Hall bar configuration where the longitudinal resistance 
Rxx is in the direction of electron transport, the transverse resistance Rxy is mea­
sured via voltage probes to determine the location in magnetic field of the quantum 
Hall plateaus. The magnetic field is applied perpendicular to transport into the 
page. 
Figure 2.13: A 1D ring structure. Electron waves are split as they enter the ring 
and recombine at the exit. 
waveguide, and splits the wave of the electron as it enters the ring.  The split 
waves propagate separately around each side of the ring and then  recombine at 
the exit. Depending on the size of the ring (length of propagation), the waves will 
interfere constructively or destructively and the overall transmission will depend on 
this interference. A magnetic field applied perpendicular to the plane of the ring will 
produce a vector potential parallel to the ring and perpendicular to the direction of 
electron transport. Therefore a phase difference will be introduced between waves 
propagating on either side of the ring. The transmission through the ring can be 27 
modulated by sweeping the magnetic field. This phenomena was first observed in 
etched heterostructures by Webb [40], Ishibashi [41], and Mankiewich [42] and in 
split gate structures by Ford et al.  [43] and Van Wees et al.  [44]. 
In a similar vein, when a magnetic field is applied to a quantum dot, edge 
states form which provide spatially separate paths of wave propagation. Sweeping 
the magnetic field will produce oscillations in the conductance of the dot. These 
oscillations will be periodic in magnetic (B) field and are related to the area of the 
dot, A, 
A = hle,AB.  (2.44) 
2.6  Literature Review 
Coulomb blockade or single electron tunneling was predicted as early as 1951 
and was first observed in metallic systems [45].  Since the fabrication technology 
became available, many experiments have been performed on semiconductor quan­
tum dots. Coulomb blockade was first seen in semiconductors in the experiment by 
Scott-Thomas et al.  [46] on a MOSFET structure, and Meirav et al., Kowenhoven 
et al. and Staring et a/.[47] [49] subsequently observed the effect in A1GaAs /GaAs 
structures. The properties of single dot systems have been studied extensively and 
include probing the electronic states with a magnetic field and probing with higher 
source/drain biases for systems where the intrinsic energy level spacing is much less 
than the charging energy and is negligible and for systems where it is not negligi­
ble [50][54]. A split gate structure with a noninvasive voltage probe was used to 
observe Coulomb charging by indirectly measuring the potential on the dot with 
out destroying the charge state [13]. Most recently a similar structure was used to 
determine the path of en electron in an "electron interferometer" [55]. 
In addition, measurements have been made on symmetric multiple dot systems 
(artificial molecules) where peak splitting occurs when interdot coupling is increased 28 
[56, 57]. Peak splitting occurs due to a lifting of the degeneracy of the individual dot 
states and a suppression of internal polarization. Both the tunneling and interdot 
capacitances were seen to play a role in the peak splitting. These were the first 
experiments where the dot coupling, and therefore peak splitting, could be controlled 
via tunable gates. 
Molenkamp et al.  used the conductance of one dot of a double dot system 
to probe the potential on the second dot and observed the charging energy scaling 
quadratically with the reflection probability of the barriers in agreement with theory 
[58]. Van der Vaart et al. observed Lorentzian shaped resonances in coupled dots 
when discrete energy levels of each individual dot were aligned [59]. Hofmann et 
al. observed switching in parallel quantum dots due to single electron charging and 
interdot capacitance [60]. Asymmetric double dots have also been investigated. See 
for instance Blick et al.  [61] Experiments have also been carried out on arrays of 
dots consisting of more than two dots in series [62, 63] 
In other measurements the behavior of the Coulomb oscillations as a function 
of the coupling to the leads [64][66] was investigated. In the experiments by Van der 
Vaart et al., Coulomb oscillations are suppressed when the conductance to one lead 
is gq = 2e2/h, whereas in the experiments by Pasquier et al., the oscillations persist 
up to a lead conductance of several gq.  In the experiments by Crouch et al.  the 
oscillations disappear when the conductance to one lead is equal to gq and reappear 
above 2e2/h. Intersubband scattering due to disorder is proposed to explain the 
persistence of scillations above gq.  The effect of interdot coupling on Coulomb 
oscillations was explored and the double dot ground state charge configuration was 
determined [67][70].  The affect of interdot coupling on the peak positions and 
shapes was studied and the results were shown to agree with a many body charge 
fluctuation theory showing quantum mechanical charge sharing between dots. 
Other measurements on quantum dot transport in magnetic fields include the 29 
experiments by van Wees et al. in which they observed Aharonov-Bohm oscillations 
in the equilibrium conductance of a quantum dot [44] and very recent experiments 
by Tarucha et al.  [71] and Kouwenhoven et al.  [72] on the excitation spectra of a 
symmetric few electron quantum dot. In a similar fashion Stewart and collaborators 
[73] observed the evolution of excited state spectra in an irregularly shaped dot 
containing many electrons. For a comparison and contrast of the experiments on 
the few electron and many electron systems see the accompanying article in Science 
by Paul McEuen [74]. 
In contrast to most of the experiments previously discussed where the cou­
pling of the quantum dot to the leads is weak, experiments on open quantum dots 
where the coupling to the leads is strong have been extensively studied by Jon 
Bird and colleagues. They looked at the the nature of the transport in a magnetic 
field through the 1D-0D-1D coupled system and investigated the phase coherence 
of electron waves in these systems [75, 76].  Ochiai et al.  have examined phase 
breaking in open dot arrays [77]. And Linke et al. have examined phase breaking 
of nonequilibrium electrons in open quantum dots [78]. 
Most of the aforementioned measurements were performed in the near equi­
librium regime. In the nonequilibrium regime the Coulomb staircase was observed 
by Kouwenhoven et al. for symmetric and anti-symmetric barriers [79] and a quan­
tum dot turnstile was demonstrated to operate at frequencies up to 25 MHz [80]. 
Dixon et al. examined the nonlinear transport properties of a double dot system 
and observed overstructure on the linear Coulomb oscillations due to alignment and 
misalignment of the energy levels in the two dots [81]. 
Far from equilibrium transport has been explored in vertical heterostructures 
in which switching behavior was observed and attributed to electron heating [82], 
and in laterally defined double barrier systems in 2DEGs where ballistic hot elec­
tron transport was investigated [83]  Wu et al.  observed switching behavior in . 30 
a semiconductor quantum dot [84] which was explained by a hot electron model 
[85].  Subsequent measurements of quantum point contacts on the same material 
also exhibited switching behavior [86, 87]. Switching phenomena in a dot is further 
explored in the research presented here. 31 
3. FABRICATION AND MEASUREMENT
 
3.1  Shrinking Dimensions 
This section contains a description of the steps involved in making a semicon­
ductor quantum dot, a description of the device design, and a survey of alternative 
fabrication techniques. 
As discussed in Chapter 2, confinement in one dimension can be achieved by 
growing a heterostructure material such as GaAs/AlGaAs. Further confinement of 
electrons in the 2DEG to one dimensional (1D) channels or zero dimensional (OD) 
dots can be achieved by using the split gate technique illustrated in Fig. 3.1. In 
the split gate technique, a metal gate is formed on the surface of the material using 
electron beam lithography as discussed in Section 3.3. The distance from the 2DEG 
to the surface ranges from approximately 300 Ato 1200 A. Applying a negative 
voltage to the gate pattern shown in Fig.  3.9 will deplete electrons underneath 
the gate and leave a small island of electrons isolated from the rest of the 2DEG 
reservoir, forming a quantum dot. 
3.2  Material Growth and Photolithography 
Sandia National Laboratories in Albuquerque, N.M. provided the material, 
material characterization, and photolithography for the devices studied here. At 
Sandia, molecular beam epitaxy (MBE) and metal organic chemical vapor deposition 
(MOCVD) were used to grow the heterostructures shown in Fig. 3.2. In the MBE 
material the 2DEG was 1180 Abe low the surface and had a density of 2 x 1011 cm-2 
and mobility of 6 x 105-1 x 106 cm2/Vs at 4.2 K. In the MOCVD material the 2DEG 
was 975 Abelow the surface and had a density of 3 x 1011  cm-2 and a mobility of 
6 x 105-1 x 106 crn2 /Vs at 4.2 K. 32 
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Figure 3.1: Cross section of split gates on the surface of a GaAs/AlGaAs heterostruc­
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Figure 3.2: Layer structures of material used in this research. 
Photolithography, or optical processing, was needed to define a gate pattern to 
transition from the very small dimensions of the nanostructure device being studied 
to a pattern large enough to connect wires from the chip to a sample holder, and 
finally to a coaxial cable in order to make transport measurements. Gold wire 
bonding, a standard technique used in IC packaging was employed. The optical 
processing performed at Sandia involved three main stages: mesa etching, ohmic 33 
contact definition and deposition, and interconnect definition and deposition. Each 
stage began with a masking step which involved spinning on a photoresist (5000 rpm 
for 30 s) and soft baking (90 °C for 90 s), exposing the resist with ultraviolet light 
through a patterned mask (3.3 s), and removing (developing) the exposed resist (1:5 
400k:H20 for 60 s) to leave the desired pattern on the substrate shown in Fig. 3.3 
[88]. 
photons (uv) 
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Figure 3.3: The masking step for the optical processing. 
A mesa was patterned to isolate a portion of the 2DEG from the rest of the 
chip as shown in Fig.  3.4.  After the masking step, an oxygen plasma descum 
(5W for 90 s at 650 mTorr) removed any leftover organic material in the exposed 
areas. Then a wet etch of phosphoric acid (1:4:45  H3PO4:H202:H20 for 90 sec. 
at 50 A/sec.) removed the exposed area down to the thick buffer layer of GaAs. 
The remaining photoresist was dissolved in acetone, and the A1GaAs mesa with the 
desired pattern remained 34 
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Figure 3.4: Cross section depicting the mesa. 
Ohmic contacts are needed to connect to the 2DEG source and drain of the 
device and were fabricated at Sandia. After a masking step to define the contacts 
and a plasma descum, a light etch was done (20:1  H20:NH4OH for 30 s) to remove 
any native oxide (leaving the oxide results in poor ohmic contacts).  Then, the 
sample was immediately placed in the vacuum evaporator and four layers of metal 
were deposited in the following order (1)Ge- 270 A(2)Au-540 A(3)Ni-140 A(4)Au­
2000 A. Finally the photoresist was dissolved and the excess metal lifted off. The 
contacts were annealed (420 °C for 90 s) to promote diffusion of the Ge and the 
first layer of Au into the semiconductor and 2DEG layer. The Ni layer provided 
a barrier to prevent the top layer of Au from diffusing so that a solid contact pad 
remained on the surface to which gold wires could be bonded. 
Interconnects on the surface of the mesa linked the split gates of the device to 
100 bart2 bonding pads. Again a masking step defined the pattern and 200 Aof Ti 
and 2000 Aof Au were deposited to form the interconnects. A layout of the mesa, 
ohmic, and interconnect pattern is shown in Fig. 3.5. 35 
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Figure 3.5: Layout of the mesa structure, ohmic contacts, and interconnects. 
3.3  Electron Beam Lithography 
Electron beam lithography at the University of Oregon was employed to pat­
tern the split gates of the quantum dot devices on the substrate material provided 
by Sandia. The gate metal consisted of a combination of Au and Ti. Au is used for 
its high conductivity and Ti used to help the Au stick to the surface of the mate­
rial. The electron beam processing included two lithography stages. One stage to 
pattern the device and one stage to pattern patches to securely connect the device 
to the optically defined interconnects. There were five basic steps to deposit a gate 
pattern. These steps are shown in Fig. 3.6 with steps one and two combined in the 
first picture. First a polymer resist sensitive to exposure to high energy  electrons 36 
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Figure 3.6: The steps of electron beam processing. 
(positive e-beam resist) was spun onto the sample. Then the e-beam resist was 
exposed to an electron beam using a scanning electron microscope (SEM). When a 
polymer resist is exposed to electron radiation, chain scission occurs. The scission 
process lowers the molecular weight causing the exposed area to become soluble [89]. 
The exposed resist was then developed, metal deposition was performed, and lift off 
of the resist left the desired split gate pattern. 37 
3.3.1  SEM Resolution
 
The resolution of the SEM is a crucial component to achieving the small de­
vice dimensions required. In general, for a given substrate and well focused beam, 
a higher magnification and accelerating voltage leads to a higher microscope reso­
lution, a smaller beam size, a smaller backscattering area (Fig. 3.7), and, therefore, 
smaller achievable split gate dimensions [90, 91, 92]. Beam focusing is dependent 
on aperture centering in the microscope column and astigmatism adjustment (elec­
tromagnetic rather than optical lenses) [93].  Initial attempts to reach these small 
dimensions were made at Oregon State University using a Hitachi SEM with a 
maximum magnification of 200,000X and an accelerating voltage of 30 kV. The 
minimum line width achieved with the Hitachi SEM was 0.5 ,um. Further attempts 
were made at Oregon State University on a JEOL SEM with a maximum magni­
fication of 300,000X and accelerating voltage of 40 kV. However, this SEM was 
located on the fourth floor of the building and incurred vibration problems which 
permitted a resolution of only .2 itm, still too large for the designed dot pattern. In 
addition this minimum line width was not reliably reproducible as the vibrations in 
the building were constantly changing. Finally, at the University of Oregon, another 
JEOL SEM with similar specifications located in the basement of Willamette Hall 
on an isolated concrete slab was used to obtain easily reproducible line widths of 
0.1 pm. With this SEM the desired device pattern was achieved. 
3.3.2  Exposing With Electrons 
A difficulty encountered in the fabrication process was determining the correct 
exposure necessary for the specific device pattern and particular substrate. The 
electron beam exposure depends on the substrate material on which the electron 
beam resist is spun. It is the scattering of the electrons from the substrate back into 
the resist (backscattering, Fig. 3.7), rather than the initial pass of the  electrons 38 
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Figure 3.7: Electron backscattering is responsible for exposing the e-beam resist. 
through the resist, which contributes significantly to the exposures [90][92]. Since 
the backscattering is substrate dependent, the exposure must be adjusted for each 
substrate. Devices were made on three different types of material. The initial test 
exposures and practice devices were done on a bare GaAs chip. Then actual devices 
were made on high mobility MOCVD and MBE material from Sandia. 
During electron beam lithography the device was connected to the optical 
lithography on the surface of the material by intermediate leads. The challenge in 
this stage was to obtain an even exposure and thus a clean lift off across an area 
of approximately 100 aum2 while maintaining the delicate 100 nm features in the 
center of the device. The proximity effect (Fig.  3.8) will give an additional low 
level exposure around the area intended to be exposed [90, 91, 92]. The unintended 
additional exposure will occur in a radius of approximately 1 ,um.  Usually the 39 
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Figure 3.8: Exposure profiles for a single line and two lines together. 
proximity effect is undesirable as it can lead to overexposure and a device which is 
larger than the designed patterned. However, around the delicate 100 rim features 
the pattern can be drawn smaller than the final size required and the proximity 
effect can be used to help expose adjacent lines. This effect will not help to expose 
the adjacent lines of the larger features which span the 100 pm' area. The correct 
exposure settings will then fall in a very narrow range. The patterns for the devices 
fabricated in this research were written using a 5 pA beam current, an accelerating 
voltage of 40 kV, and an exposure of approximately 500 pC km' . 40 
3.3.3  E-beam Processing and Device Design 
Polymethylmethacrylate (PMMA) is a positive e-beam resist which gives a 
high resolution and has a low sensitivity to exposure and is ideal for use in designing 
structures with small feature sizes [89]. In order to coat the substrate material with 
the e-beam resist, a 1 cm2 chip was placed on an Integrated Technologies model P­
6204 resist coater and several drops of a 3 percent solution of 950,000 MW PMMA 
in chlorobenzene were spun at 4000 rpm for 20 s to achieve a resist thickness of 
2000 A. Prior to exposure the resist was baked for several minutes above 160 °C. 
The pattern was drawn using Design CAD software, and NPGS software was 
then used to compile the Design CAD drawing and control the electron beam. A 
JEOL-840A SEM was used along with the NPGS pattern generator software to 
expose the resist in the drawn pattern. By trial and error an even exposure was 
obtained so that the device and leads could be fabricated with a single exposure 
in one stage of electron beam lithography, avoiding additional NPGS program files 
and any further alignment steps, and saving time. 
Developing was done using a solution of 3:1 Isopropyl Alcohol (IPA):Methyl 
Isobutyl Ketone (MIBK) for 70 s at 25 °C followed by a rinse in (IPA) and deionized 
water (DI) water for 20 s each. After developing the exposed resist, 50 Aof Ti and 
200 Aof Au were deposited using an Edwards thermal evaporator. The resist was 
then lifted off in acetone leaving behind the patterned gates directly on the surface 
of the GaAs layer. 
Using the split gate technique, a circuit of two quantum dots in series was 
developed. A layout of this structure is shown in Fig. 3.9. The dots are formed by 
applying negative voltages to the barrier gates, common gate, and plunger gates to 
to deplete electrons underneath them and isolate puddles of electrons. The common 
gate and the sensor gates together form 1D channels or ideally quantum point 
contacts, discussed in Chapter 2.  Fig.  3.10 is an SEM picture of one of  the 41 
Plunger 1  Barrier 2  Plunger 2 
Barrier 1  \  f  / ....k.....  Barrier 3 
Common 
Gate 
I 1
 
Sensor 1  Sensor 2 
Figure 3.9: Schematic of the double dot device design. The narrow gates are de­
signed to be 100 nm wide and the dots 400 nm2. 
devices. The narrow gates are designed to be approximately 0.1 tim or 100 nm wide 
and the dots 400 nm across. 
3.4  Alternative Fabrication Techniques 
Many other methods of fabricating nanometer scale patterns exist. M. B. Stern 
et al.  [94] and H. van Houten et al. [95] have combined electron beam lithography 
with reactive ion etching (dry etching) to create long narrow channels in the 2DEG 
of a GaAs /A1GaAs heterostructure material. Damage caused by the ion beam can 
lead to depletion of carriers in the 2DEG. A. Scherer et al. [96, 97]. have considered 
this effect and extended the reactive ion etching technique to achieve narrow 75 rim 
channels in the 2DEG of a GaAs /A1GaAs material. These 75 rim 2DEG channels 
are approximately the same dimensions as the lithographically defined channels, 
which is not the case in the split gate technique. 
Attempts at nanostructure fabrication have been made with a scanning tun­42 
Figure 3.10: SEM micrograph of a double dot device. The dark square regions of 
the dot are Es-, 400 nm2 and the narrow Au gates are  100 nm wide. 
neling microscope (25 nm linewidths) [98] and using x-ray lithography (30 nm 
linewidths) [99]. The use of higher accelerating voltages (> 50 kV) and a trans­
mission electron microscope (TEM) rather than an SEM can create smaller mini­
mum linewidths on the order of 5 nm [100]. Many groups have used the Stranski-
Krastanow crystal growth mode to grow self-assembled quantum dots in In As/GaAs 
as well as other semiconductor material combinations using metal organic vapour 
phase epitaxy (MOVPE), chemical beam epitaxy (CBE), and MBE. [101][103]. 
These self-assembled growth methods can easily create large systems of quantum 
dots with small dot size. 
Quantum dots and single electron transistors have been made in silicon by 
combining standard silicon processing techniques with electron beam lithography 
[104][106]. The technological development of Si fabrication techniques far surpasses 
that of other semiconductors and could be a great advantage in the fabrication of Si 
dots. In Si the mobility of the electrons in the 2DEG is much lower than in GaAs 43 
due mostly to the interface roughness. Due to this increased scattering, it is difficult 
to observe some quantum effects. 
Tunnel junctions and electron islands have also been made in metallic sys­
tems. The A//A/Ox shadow mask technique can produce small area junctions (< 40 
nm2)[107]. and AllA10x1A1 tunnel junctions as small as 5 nm2 have been fabricated 
using the self-aligned in-line (SAIL) technique [108]. Tunnel junctions have been 
created by electron beam lithography of metal wires and atomic force microscope 
(AFM) machining of gaps in the wires.  [109]. Metal tunnel junctions with areas 
of 2 nm2 have also been fabricated using high resolution electron beam lithography 
and an ionized beam deposition technique [110]. 
Metallic islands of gold nanograins (1-4 nm) have been deposited by a liquid 
metal ion source and focused ion beam [111, 112, 113]. Solutions containing Au55 
nanoclusters have been deposited on various substrates [114] and in some cases 
passivated with an electron beam [115]. Evidence of Coulomb blockade behavior 
has been observed in the transport characteristics.  These type of techniques in 
metal systems, like the self-assembled growth techniques in semiconductor systems, 
allow the fabrication of larger systems of dots with small dot diameters. 
3.5  Cryogenic Systems 
This section describes the cryogenic systems and instrumentation used to mea­
sure the quantum dot devices. Three cryogenic systems, two at the University of 
Oregon and one and Arizona State University, were employed in the experiments. 
3.5.1  Cryogenics Overview 
Cryogenic systems [116] [118] are needed to observe much of the phenomena 
studied in quantum devices (Coulomb blockade is an exception in very small systems 
which are 10 nm or less). When matter, in this case a semiconductor crystal, is 44 
cooled to liquid nitrogen (LN2) temperatures, 77 K, and below, the vibrational 
motion of the lattice, or the number of phonon modes available, is greatly reduced. 
Thus scattering of the electrons with the lattice vibrations, or phonons, is suppressed 
and with a small enough amount of background impurity scattering, the quantum 
mechanical properties of electron transport can be observed. 
Cryogenic temperatures are reached by using liquified gases such as LN2 and 
liquid 4He (LHe). The temperature at which 4He liquifies is 4.2 K, so a sample is 
cooled to 4.2 K by putting it in thermal contact with a LHe bath. In order to go 
below 4.2 K, the evaporative cooling technique is used. In the evaporative cooling 
technique, the vapour pressure over a bath of LHe is reduced by pumping on the 
bath. Below 2.17 K LHe becomes superfluid and the liquid flows very freely, and 
can climb the walls of its containers. This adds an additional load to the pumping 
system and makes it difficult to reduce the temperature further unless the flow is 
restricted.  Restricting the flow, however, diminishes the evaporation and thus a 
balance must be struck between the pumping capacity and the amount of flow. In 
practice a temperature near 1K is routinely obtained with this technique. 
Reaching temperatures below 1K requires the use of a rare isotope of helium, 
3He. Liquid 3He systems which use evaporative cooling reach temperatures down 
to 300 mK. To go below 300 mK a mixture of 3He and 4He must be used in a di­
lution refrigerator (DR) system. (Liquid 3He/4He mixtures have special properties 
which can be exploited to reach temperatures on the order of 10 mK. As shown in 
the phase diagram of liquid 3He/4He (Fig. 3.11, below 860 mK and for concentra­
tions of 3He greater than 6.5 percent, phase separation takes place. The 3He rich 
(concentrated) phase is less dense than the 4He rich (dilute) phase, and thus the 
concentrated phase will float on top of the dilute phase. 
At temperatures below 860 mK, if liquid 3He is added to pure liquid 4He, the 
3He will go into solution. At a certain concentration, designated by the lower left 45 
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Figure 3.11: The 3He/4He phase diagram. At temperatures below 860 mK and 3He 
concentrations greater than 6.5 percent, phase separation occurs. 46 
curve in the phase diagram, the mixture will separate into the two phases mentioned 
above. Because 3He obeys Fermi-Dirac statistics and 4He Bose-Einstein statistics, 
3He will evaporate preferentially out of the dilute phase at low temperatures. In 
order to maintain an equilibrium concentration in the dilute phase, 3He crosses the 
phase boundary from the concentrated phase. The dilute phase has a higher entropy 
than the concentrated phase, so the migration of 3He across the phase boundary 
removes energy from the system, providing cooling. Measurements were done in two 
types of low temperature systems described above, a 1 K 4He unit and two 3He/4He 
DR units. 
3.5.2  The 1 K Transportable Cryostat 
A 1 K transportable cryostat was used to do preliminary checks of the gates 
for pinch off and the ohmic source-drain contacts for stability and linearity. The 1 K 
transportable system was designed and built at the University of Oregon by J. Wu 
and B. Wendring and a schematic is shown in Fig. 3.12. The cryostat was designed 
to be inserted directly into a standard wide mouth 30 / LHe dewar. The copper 
sample stage was surrounded by a brass vacuum can (IVC) with a tapered grease 
seal. A 1 K pot with a stainless steel capillary tube leading to the LHe bath was 
situated directly above the sample stage in the IVC. A calibrated carbon resistor 
sat on the stage very near the sample to monitor the sample temperature. 
Silver paint, which provided a good thermal and electrical contact, was used 
to mount the sample holder onto the copper stage. Electrical connections from the 
sample holder to the stage were made by silver painting short pieces of  insulated 
copper wire. Electrical connections from the sample stage to the top of the cryostat 
consisted of two bundles of twisted pairs of insulated copper wire in order to reduce 
inductive coupling of stray electromagnetic fields. The wiring was heat sunk at 4.2 
K to the insert wall and at the 1 K pot, and was coiled to provide a long thermal 47 
1K pot pumping line 
Electrical 
Connections 
Neck Seal which Vacuum Can 
clamps to the Pumping Line 
LHe dewar 
He Gas 
Liquid He 
LHe Dewar 
Tapered Seal
 
Vacuum Can
 
a 
1K Pot Capillary 
Sample Stage 
Vacuum Can 
Electrical 
Wiring 
Carbon 
Resistor 
b 
Figure 3.12: The 1 K continuous flow transportable cryostat. (a) View of the entire 
insert (b) Close up of the low temperature portion 48 
path from the stage to the top of the cryostat (300 K), thus reducing heating of the 
sample by the leads. 
First the IVC was pumped overnight to a pressure of less than 2 x 10-6 Torr 
in order to purge the system of any contaminants (water, nitrogen) and check it for 
leaks. If contaminants such as nitrogen or water are present when a system is cooled 
below their freezing points, they will freeze out, and the thermal mass that they 
contain will prevent the system from cooling further. After the initial evacuation of 
the IVC, 4He exchange gas was transferred into it to provide a thermal path to cool 
the sample to the temperature of the LHe bath, 4.2 K. Between 300 K and 4.2 K 
the cooling rate of the sample could be controlled by the rate at which the cryostat 
was lowered into the LHe dewar. Shortly before the sample temperature reached 
4.2 K, the IVC was pumped out with a high vacuum diffusion pump to prevent the 
4He exchange gas from condensing and prohibiting further cooling. Then a rotary 
pump was used to pump on the 1 K pot which provided a continuous flow of LHe 
through the capillary and cooled the sample below 4.2 K. With this system a base 
temperature of 1.2 K was achieved. 
3.5.3  The Oxford Dilution Refrigerators 
Two different commercial Oxford Instruments Kelvinox DR systems, one at 
the University of Oregon (UO) and one at Arizona State University (ASU), were 
used to do the bulk of the measurements. A schematic of the UO system is shown in 
Fig. 3.13. The different features of the two systems are listed in Table 3.1. Sample 
mounting and wiring was similar to that described in the 1 K  transportable 
cryostat, however operation of the DR systems was more complex than that of the 
simple 1 K system. 
Initially, the outer vacuum chamber (OVC) was pumped overnight to approx­
imately 2x10-6 Torr. It was important to have a good vacuum in the OVC in order Z) 
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Figure 3.13: Schematic of the University of Oregon dilution refrigerator system. 50 
Table 3.1: Comparison of the ASU and UofO dilution refrigerator systems. 
Features  ASU DR  UO DR 
Model  Commercial Oxford  Commercial  Oxford 
Instr. DR (1998)  Instr. DR (1987) 
Ideal Base Temp.  10 mK  20 mK 
Mixture Capacity  301  111 
LHe Usage/Day  251  111 
Outer Insulator  OVC  OVC 
Inner Insulator  Superinsulating Ma- LN2 Jacket 
terial 
No. of LN2 Cold Traps  2  1 
No. of LHe Cold Traps  1  0 
to reduce the rate of evaporation of LHe in the main bath. The IVC was pumped 
for several hours to 2x10-6 Torr, leak tested to insure a good vacuum in LHe, and 
finally filled with a small amount of 4He exchange gas.  All pumping lines were 
evacuated and the cold traps were heated and pumped to remove any contaminants 
which would freeze at operating temperatures and could potentially block narrow 
constrictions in the system. The LN2 cold trap was then filled and the 3He /4He 
mixture was purged of contaminants by circulating it through the cold trap. The 
main bath was pumped out, and the throughput between the condenser and the 
still and from the main bath through the needle valve to the 1 K pot was checked 
by pressurizing with 4He gas. The main bath was filled with LN2 and left overnight 
to cool the system to 77 K. 51 
At 77 K the throughput was checked again. The LN2 was removed from the 
main bath and either stored in a 100 1 dewar (ASU system) or transferred to the 
LN2 jacket (UO system). The main bath was then pumped out to insure that all 
the nitrogen gas was removed. This process was done very slowly to avoid freezing 
the gas into a solid. The next step required filling the main bath with LHe. If solid 
N2 remained it would boil off any LHe transferred into the main bath and prevent 
the bath from cooling. Once the system cooled to just above 4.2 K, the IVC was 
pumped out. After the system reached 4.2 K, the needle valve was opened and the 1 
K pot was pumped on to further cool the system. First a small amount of mixture 
was released into the system and cooled, the 3He closed cycle pump was turned 
on, and gradually all the mixture was released into the 3He circulation path from 
the storage vessel. After approximately two hours the system reached a dynamic 
equilibrium at a base temperature. The entire cool down procedure typically took 
three days. The system could be kept in this mode for several weeks, limited mainly 
by the degradation of the OVC vacuum. 
3.6  Instrumentation and Circuitry 
Measurements were done in the near equilibrium and far from equilibrium 
regimes. Phenomena such as equilibrium conductance steps in QPCs and Coulomb 
blockade may be observed in the near equilibrium regime. Hot electron phenomena 
and transient phenomena may be observed in the far from equilibrium regime. At 
the UO data acquisition was controlled by C programs over a GPIB bus. LABVIEW 
programs in tandem with a data acquisition board (DAQ) were used at ASU. Several 
small discrete circuits were necessary to achieve the desired biasing configurations. 
Eight voltage dividers were built for the gates and two voltage dividers for the 
source/drain. An existing current divider was adapted for use with the source/drain. 52 
3.6.1  Equilibrium Setup
 
To achieve near equilibrium conditions a small source/drain bias must be ap­
plied to the device so that the electrons are not heated significantly above the lattice 
temperature, and the bias is not larger than the energy level separation which is 
being observed. Under these small biases noise sources can easily obscure the sig­
nal.  In order to increase the signal to noise ratio, phase sensitive detection was 
used. With phase sensitive detection an A.C. source signal is output at a certain 
frequency, and the detected signal is referenced to the source frequency. A lock-in 
amplifier (LIA) will filter out all frequencies other than the reference frequency when 
detecting a signal. Usually low frequencies with values of prime numbers are used 
to avoid coupling of high frequency signals and power line harmonics. 
Near equilibrium measurements were done with two Stanford Research SR830 
LIAs. At temperatures under 100 mK a source drain bias of approximately 10 
iuK or less was needed to preserve near equilibrium conditions. This small voltage 
was obtained by using the A.C. output voltage provided by the SR830 and a 3000x 
voltage divider. The output had an amplitude range of 4 mV to 2 V with a step 
size of 2 mV and a frequency range of 0 to 100 kHz with a .001 Hz step size. 
The voltage divider circuit was accurate when the device resistance was high (high 
gate bias applied). However, when the device resistance was low (no or small gate 
bias applied) a current source/divider proved more accurate than the voltage divider. 
Circuit diagrams of the two types of dividers used are shown in Fig. 3.14. The SR830 
detected the current or voltage signal respectively and  sent the information to the 
computer via a GPIB bus or the DAQ. In addition the SR830 had 4 programmable 
DC output voltage sources which were used as the gate voltage sources. The SR830 
DC outputs had a range of +10.5 V to -10.5 V and a minimum step size of 1 
mV. Voltage dividers were used to achieve a smaller step size and to further reduce 
voltage supply noise. 53 
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Figure 3.14: Schematic of the equilibrium measurement circuit. (a) A voltage divider 
for the source and drain. (b) A current divider for the source and drain. 54 
3.6.2  Far from Equilibrium Setup
 
In the far from equilibrium regime a D.C. source was applied to the source/drain 
with a Keith ley 236 source measurement unit (SMU). The SMU can source a cur­
rent (voltage) and measures a voltage (current) simultaneously. In the I-V measure­
ments, a current source was applied and a voltage was measured. The SMU had 
a voltage offset which tended to float over time preventing accurate measurements 
below approximately 1 mV. The current could be swept linearly with minimum 
steps of 10 fA or logarithmically with up to 50 points per decade. Ideally the triax 
cables available on the Keith ley can provide excellent noise shielding. However, due 
to the wiring of the cryostats, the triax cable could not be used and a box had to 
be built to convert the triax connections to the coax connections on the cryostats. 
The signals detected in the far from equilibrium regime were large enough that the 
signal to noise ratio was sufficient. A circuit diagram is shown in Fig. 3.15. 
3.6.3  Extra Filtering 
In addition to the circuitry described above, filters were used at the top of 
the cryostats to filter static discharges which occurred when attaching the coaxial 
cables. At the UO homemade ferrite ring filters were used. A toroidal ring made 
of nickel-zinc with a permeability of 125 mu and AL value of 55.3 mH/1000 turns 
was wrapped with copper wire to achieve an inductance of approximately 2 mH. 
The lead resistance of the cryostat wires was approximately 20052. Therefore when 
the device resistance was low (approximately 2 kS2) signals above  160 kHz were 
attenuated and when the device resistance was high (approximately 12 Id2) signals 
above 1 MHz were attenuated. Although a signal conditioner was applied to the 
power supply lines, radio frequency signals in the range of a few hundred kHz were 
present on the line which created undesirable noise and were a potential source of 
electron heating. 55 
SMU
 
Figure 3.15: Schematic of the circuit used to measure the far from equilibrium I-V 
characteristics. 
At ASU, II filters provided by Oxford Instruments Inc. were used and filtered 
out signals above 1 MHz. Line noise was not sufficiently suppressed by a signal 
conditioner, so the third terminals of all instruments were tied to a copper plate in 
order to provide additional grounding. 
The noise created by other instruments in the laboratory and building can be a 
danger to device performance and can even destroy devices sensitive to electrostatic 
discharge. Even with the high frequency filters, a device can be destroyed by a 
power surge. Usually "isolated" power supply lines are wired up in the laboratory, 
signal conditioners are used, common grounding is imperative, and then extra filters 
are used at the top of the cryostats. The ultimate line noise floor will be related to 
how well the building is grounded to earth, which will depend on the geology of the 
area. In the case of poor earth grounds (low salinity, dry soil), an artificial chemical 
ground for the building can be established. 56 
4. NEAR EQUILIBRIUM TRANSPORT IN ALGAAS/GAAS 
QUANTUM DOTS 
This chapter describes the near equilibrium characteristics of the quantum 
dots and QPCs studied.  Samples were initially measured at 1.2 K in the 1 K 
transportable system, described in Chapter 3, to check for stability in the source 
and drain contacts and for pinch off of the 2DEG by the surface gates. Then the 
samples were cooled to millikelvin temperatures in a dilution refrigerator system. 
Near equilibrium measurements were performed on each gate of every device in order 
to determine the characteristics of the 1D QPCs, ascertain whether a quantum dot 
could be formed which showed Coulomb blockade behavior, and establish operating 
points (gate biases) in order to perform the nonequilibrium measurements described 
in Chapter 5. 
The first section of Chapter 4 will examine the near equilibrium characteristics 
of the MOCVD material studied. Drift behavior observed in the MOCVD material 
prevented its use in observing quantum effects and nonequilibrium behavior. For 
these applications MBE material was employed. The second and third sections will 
detail the near equilibrium conductance of the QPCs and quantum dots fabricated 
on MBE material. In these structures clear 1D behavior was observed in the QPCs, 
and Coulomb blockade behavior was observed in the dots. The last section details 
magnetoconductance measurements which were performed on a coupled QPC and 
quantum dot system. Unusual jumps in the conductance of the QPC were observed 
under certain gate biases and magnetic fields. The self-consistent potential created 
by the gate biasing and magnetic field may induce charging of a single impurity 
located in or near the QPC, or switching may be due to tunneling between edge 
states. 57 
4.1 MOCVD Near Equilibrium Characteristics
 
An overview of the near equilibrium characteristics of the MOCVD material 
is given below. First, the 1D conductance of the QPCs is summarized and then the 
conductance of the quantum dots is discussed. 
4.1.1  1D Conductance in the QPCs 
A first set of devices was fabricated on MOCVD material from Sandia National 
Laboratories with the layer structure shown in Fig.  3.2.  Two devices survived 
electrostatic discharge and were cooled below 1.2 K. Results of the near equilib­
rium measurements were discouraging. The QPC characteristics did not show clear 
conductance steps in general. The QPC conductance curve which most closely re­
sembled the ideal 1D conductance steps is shown in Fig. 4.1. Although there is a 
clear distinction between depletion of the 2DEG and the onset of 1D behavior at 
approximately -.7 V, there are no clear conductance steps. In many of the QPCs 
there is no clear distinction between the 2D and 1D conductance. 
One possible explanation for the poor conductance characteristics involves 
the geometry of the constriction. Haanappel and van der Marel [119] consider the 
particle flux incident on the QPC and solve the Hamiltonian using a tight binding 
method. According to their theoretical calculations there is an optimum ratio of 
the length, Lopt, to the width, W, of the constriction given by 
Lopt  .4W)\F  (4.1) 
where )F is the Fermi wave vector. For the MOCVD device, 
"'opt = 20  25 nm.  (4.2) 
It is possible that once the 2DEG (which is at approximately 100 nm below the 
surface) is depleted, the constriction becomes too short and conductance steps are 
not observed. However, even in the QPCs with larger spacing, no clear conductance 58 
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Figure 4.1: Example of the near equilibrium conductance of a QPC vs. gate voltage 
observed on the MOCVD material. 
steps are observed. 
Another explanation for the poor characteristics is that impurity scattering 
in or near the constriction suppresses the conductance plateaus. Haanappel and 
van der Marel [119], Chu and Sorbello [120] have demonstrated this theoretically by 
treating the channel as an electron waveguide and the impurity as a scatterer. 
4.1.2  Coulomb Blockade in the Quantum Dots 
It is not clear that suppression of the 1D conductance plateaus in the charac­
teristics of the QPCs which form the dot will prevent the observation of Coulomb 
blockade oscillations. However, after systematic and exhaustive searches, no region 
of gate bias was found to produce Coulomb blockade oscillations.  Instead of 
Coulomb blockade oscillations, an unexpected phenomena was seen. Fig. 4.2 shows 59 
Current vs. Plunger Gate Voltage. Vsd=100uV, B1=-1.16V, B2=-1.13V, Common=-1.2V 
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Figure 4.2: Example of near equilibrium conductance in the CB regime on the 
MOCVD material. The left y axis is current represented by the single line and the 
right y axis is conductance in units of uS represented by the line with dots. The x
axis represents plunger gate voltage. 
a typical conductance sweep for a single dot. The gates defining the input and 
output barriers to the dot were fixed and the plunger gate was swept. As the gate 
voltage on the plunger was made more negative, the current initially decreased as 
the dot pinched off, and then it remarkably began to increase! Instead of oscilla­
tions, a steady increase in current was seen after the plunger gate bias reached -.62 
V. The current appeared to be changing as a function of time, rather than as a 
function of plunger gate voltage. 
The time dependent QPC characteristics were then investigated. The gate 
bias was fixed and the current through the constriction was sampled over time. The 
current changed significantly over a period of an hour as shown in Fig. 4.3. This 60 
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Figure 4.3: Time dependent conductance of the QPCs in the MOCVD material. 
behavior was seen in other MOCVD samples and had been seen previously by J. 
Wu et al. [1211 and was attributed to impurity charging. 
These impurities are expected to be distant from the 2DEG in the z direction 
(growth direction as defined in Chapter 2) due to the high electron mobility in the 
2DEG. Perhaps they are DX centers (see Appendix A) which are spatially separate 
from the 2DEG. As impurities charge or discharge over time the potential profile in 
the 2DEG changes. An initial gate bias will produce a field which causes impurity 
charging.  If there are many impurities which are charging and discharging, more 
time will be required for the potential profile in the 2DEG to reach equilibrium 
after a gate voltage is applied. Additionally, at low temperatures charging is con­
siderably slower than at room temperature. Thus the conductance characteristics 
are seen to drift over time as the impurity configuration and applied electric field 61 
reach an equilibrium state.  The unusual drift behavior combined with the poor 
QPC conductance characteristics indicate that impurities have a significant effect 
on the electron transport of these samples.  Coulomb blockade sweeps can take sev­
eral hours, thus the probability of observing Coulomb blockade behavior or other 
quantum phenomena was severely diminished. Therefore, no other experiments were 
attempted on MOCVD material. 
4.2 MBE Near Equilibrium Characteristics 
An overview of the near equilibrium characteristics of devices on the MBE 
material is give below. First the 1D conductance of the QPCs and the conductance 
of the quantum dots is discussed and then the observed experimental behavior is 
compared to theoretical predictions.s 
4.2.1  1D Conductance in the QPCs 
Six pieces of MBE material with the layer structure shown in Fig. 3.2 were 
subsequently obtained from Sandia National Laboratories ,and five devices were suc­
cessfully fabricated on these chips, one device per chip. Two devices, one on sample 
G1423B and one on sample G1135B exhibited good near equilibrium behavior. In 
these samples there was always a clear delineation between 2D and 1D behavior. 
The 2DEG was seen to deplete between -0.4 V and -0.5 V, and pinch off occurred 
between -0.6 V and -1.0 V. Conductance steps were clearly observed in the QPCs. 
Some steps were quite sharp as shown in Fig. 4.4, while others were slightly washed 
out. 
4.2.2  Coulomb Blockade in the Quantum Dots 
Once the near equilibrium characteristics of the 1D QPCs are established, the 
appropriate gate biases needed to observe CB can be determined.  Referring to 62 
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Figure 4.4: Example of the near equilibrium conductance observed in the QPCs of 
sample G1423B. Four conductance steps are evident. 
Fig. 3.9, barriers 1 and 2 together with the common gate comprise the input and 
output barriers to the dot. The conductance of these QPCs must be much less than 
e2 /h (R > 25 ku), as discussed in Chapter 2, in order to observe CB oscillations. 
Once the QPC biases are set, a bias can be applied to the plunger gate in order 
to form the dot and vary its size (and number of electrons). Due to the small size 
of the dots (approximately 400 nm2 as defined lithographically), the plunger gate 
bias affects the potential, and therefore the conductance, in the QPCs. Thus the 
conductance of the QPCs was set at approximately 2e2/h with the plunger gate 
grounded.  As the plunger gate was swept from zero to a negative voltage, the dot 
formed and the conductance of the QPCs fell to well below e2/4h. 
One dot in both samples exhibited CB oscillations which are shown in Fig. 63 
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Figure 4.5: Coulomb blockade oscillations observed in dot#1 of (a) sample G1423B 
and (b) sample G1135B. 64 
4.5. The oscillations in sample G1423B are quite periodic with increasing spacing 
as the gate voltage is made more negative. The peak heights below -0.25 V follow 
an envelope function. There appears to be a decreasing  background conductance 
at gate voltages above -0.25 V which goes away below -0.25 V so that in between 
the peaks the conductance goes to zero. In theory the conductance should not be 
negative as seen at Vg ti 0.25 V. It is possible that there is some type of offset 
voltage in the measurement circuit which creates a negative reading. 
The oscillations in sample G1135B are not quite as periodic as those in sample 
G1423B. The peak heights vary dramatically and do not follow an envelope function. 
Sample G1135B also exhibits a decreasing background conductance which does not 
go away until -0.55 V at which point no more peaks are visible. 
4.2.3  Theory and Analysis of the QPC Conductance Steps 
In the Landauer-Biittiker (L-B) formalism referred to in Chapter 2 under finite 
temperatures the expression for the total current from left to right is the current 
injected from the left minus the current injected from the right. The incremental 
current injected from a channel n of incremental energy in one contact to channel n 
in the other contact (assume no intermode scattering) is [6] 
2e LAE = hTn(E)[f (E  pi)dE  f (E  ttr)dE]  (4.3) 
and the total current is 
2e I  h f  dE  nT,(E)[f (E  [ii)dE  f (E  itr)dE]  (4.4) 
-00 
For cryogenic temperatures we can assume that T = 0 K. Then the Fermi-Dirac 
distributions become step functions, and the expression for the current can be sim­
plified to, 
2e
1 =  nf dET,(E)  f dETT,(E).  (4.5) 
0  eVsd 65 
In the limit of a small applied bias (near equilibrium conditions as discussed in 
Chapter 2) and unity transmission this reduces to the formula given in Chapter 2, 
I = 2e NeV d.  (4.6)
h s 
Note that the step edges in Fig. 4.4 are not sharp as in the schematic predicted 
by the simple theory (Fig. 2.2). Assuming impurity scattering does not contribute 
to the rounding of the step edges, the deviation from the simple theory can be 
attributed to two factors. One factor is that at finite temperatures the Fermi-Dirac 
distribution is not a step function. However, the experiments were performed under 
millikelvin temperatures, and the Fermi-Dirac distribution is not expected to deviate 
significantly from a step function at these temperatures. A second factor, which is 
more likely to cause rounding of the step edges, is the actual form of the transmission 
coefficient, which is not unity. 
As mentioned in Chapter 2, the transmission coefficient is a function of the 
potential profile in the quantum point contact. The potential in a QPC has alter­
nately been treated in the literature as a hard wall potential, a harmonic oscillator 
potential, and a saddle point potential in theoretical calculations [6]. One model 
which gives a reasonably accurate representation is a saddle point potential, which is 
considered here. The transmission coefficient for motion in the x direction has been 
calculated for a saddle point potential by Fertig and Halperin, Miller, and Connor 
[122, 123, 124], and employed by Biittiker [125] to describe transport through a 
QPC. 
1 
Tmn(E)  (4.7) 
1 ± exp-O(E- D-00) 
2 
(4.8) /3 -7= 
hw x 
where 00 is the barrier height of the saddle point potential, rui.)y is the energy level 
spacing above the barrier height in the y direction (direction perpendicular to elec­
tron transport), and hwx relates to the curvature below the barrier height in the x 66 
direction. A larger value of hw corresponds to a narrower constriction or curvature. 
Under near equilibrium biases the potential profile can be calculated numerically 
and a value for 00 and h2.4.)y can be obtained. A program written by Prof. D. Vasileska 
of Arizona State University which solves the 3D Poisson and 1D Shrodinger equa­
tions self-consistently was used to characterize the near equilibrium potential profile 
for the devices used in this research. A description of the numerical techniques 
and physical assumptions made in the program is given in Appendix B. Figure 4.6 
displays the results of the simulation for one QPC biased at -0.9 V with approxi­
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Figure 4.6: Potential profile of the saddle point potential in the QPC constriction. 
mately two modes conducting. With this gate biasing, the barrier height is 5 meV 
below the Fermi energy in the reservoirs and 3 meV above the lowest energy level 
in the 2DEG, which is 8 meV below the Fermi energy, as calculated with the 1D 67 
Schrodinger-3D Poisson solver. A fit to the parabolic curve of the potential above 
0, yields an energy spacing in the constriction of hwy ti 2meV. Therefore, two 
modes are below the Fermi energy in the reservoirs. In the example shown in Fig. 
4.4, the QPC pinched off at -0.9 V which means that no modes are conducting. At 
-0.7 V in Fig. 4.4, two modes are conducting. This offset of approximately -0.2 V 
is commonly observed in these simulations [126]. The program does not consider 
random impurities which may change the background potential and therefore the 
voltage at which the channel pinches off. The program does model well the gate 
voltage at which depletion of the 2DEG occurs (see Appendix B). The curvature of 
the bottom portion of the saddle point potential in the x direction was not fit and 
in the extended L-B theory (Chapter 5) was used as a fit parameter. However, the 
curvature in the x direction is much broader than that in the y direction, thus a 
reasonable choice for ru.,), must be less than hwy. 
4.2.4  Analysis of the Periodicity of the CB Oscillations 
In Fig. 4.5 the periodicity of the CB peaks of sample G1423B increase as the 
plunger gate is made more negative. This is because the plunger gate decreases the 
size of the dot which decreases the capacitance and in turn increases the charging 
energy. The oscillations in sample G1135B are not quite as periodic which suggests 
that the energy level structure plays a role in the charging energy of the dot. The 
peak height variations are theorized to be due to the energy level structure as well 
[127]. The transmission coefficient varies as the electrons tunnel through different 
energy levels, thus the peak height changes. 
In Fig. 4.5 the oscillations are shown as a function of the plunger gate voltage. 
The period of the oscillations in gate voltage is proportional to the gate capacitance. 
Thus an estimate of the total dot capacitance can be determined by varying each gate 
separately, determining the oscillation period and individual gate capacitances, and 68 
Table 4.1: Estimate of gate capacitances and dot radii from experiment. 
Gate  Period (mV)  Capacitance (aF) 
G1423B P1  6  27 
G1423B B1  8  20 
G1423B B2  10  16 
G1423B Common  2  80 
G1135B P1  15.6  10.25 
G1135B B1  9.5  17 
G1135B B2  7.6  21 
G1135B Common  4  40 
Sample  Total Cap. (aF)  Dot Radius (nm) 
G1423B  143  155 
G1135B  88  95 
adding them together. Then an estimate of the dot radius can be made by setting 
Ctot = 8ER (see Chapter 2).  This procedure was done for both samples and the 
results are shown in Table 4.1. 
An estimate using the lithographic dimensions of the dot and including a 
depletion width of approximately 0.1 ium [128] around the gates for sample G1423B 
gives a dot with a radius of 150 nm. This value is in good agreement with the 
radius derived from the experiment, 155 rim. In sample G1135B the dot is slightly 
smaller lithographically. In addition the plunger gate must be made more negative 
to observe the CB oscillations, so the depletion width should be larger.  For a 
depletion width of 0.2 ,um and lithographic dimensions of 350 x 400 nm2 the dot 69 
radius would be 110 nm. Again this is in close agreement with the estimate of 95 
nm from experiment. 
4.2.5  Theory of the Line Shape of CB Peaks 
Theoretical analysis of the shape of CB peaks have been made by Beenakker 
[32] and Meir, Wingreen, and Lee [129]. Solving a kinetic equation for the distribu­
tion functions including tunneling rates, Beenakker derived a generalized conduc­
tance given below, 
e2  \--,c)° \cx )  Fl Fr 
G =  P P  Pe  (N n  = 1) x [1  f (Ep ± U(N)  U(N  1)  EF)] .
kBT L-, L--,  F1  + Fr  q  '  P
p=1 N=1  P  P 
(4.9) 
Peq is the equilibrium probability distribution (Gibbs distribution) in the grand 
canonical ensemble, f (E) is the Fermi-Dirac distribution, Fp/ and Frp are the tunnel 
rates from level p in the dot to the left and right reservoirs respectively, EF and 
Ep are the Fermi energies in the reservoirs and dot respectively, N is the number 
of electrons in the dot, U(N) = (Ne)2/2Cdot is the electrostatic energy, np is the 
occupation number of level p in the dot, and T is the electron temperature. The 
conductance is for near equilibrium current through a quantum dot represented by 
the circuit diagram of Fig.  2.8.  It has been assumed in this derivation that the 
energy level spacing and thermal energy are much larger than the uncertainty in the 
energy levels, AE, kBT >> hr. This implies that G << e2/h which is the case in the 
experimental setup as discussed previously. 
For the case of the classical regime where a continuum of energy levels is 
assumed in the dot, AE << kBT << e2/C, and the generalized conductance can be 
simplified to the formula, 
G IGmax = cosh-2 ( Amin (4.10) 
2.5kBT)  ' 70 
where 
= e(Cg/C)(Vgr"  Vg)  (4.11) 
C9 and V9 are the capacitance and voltage respectively of the gate which is being 
varied, Ceq is the total capacitance of the dot, and Kr" is the resonant gate voltage. 
In sample G1423B with a dot radius of 155 run, the number of electrons in 
the dot is approximately 150. With a Fermi energy EF = 7.1 meV, the energy 
level spacing is EF/N = 47 peV. For T = 50 mK, kBT = 21 ii,eV and e2/Ceq 
AE. Using the simplified Beenakker formula to fit the experimental data allows a 
theoretical determination of the electron temperature. An example of fitting to the 
CB peaks of samples G1423B and G1135B using the formula for the classical regime 
is shown in Fig. 4.7. The background conductance has been subtracted off of the 
data from sample G1135B to make the fitting possible. 
The electron temperatures obtained are T=980 mK and T=1.2 K for G1423B 
and G1135B respectively. However, it is unlikely that the electron temperature was 
truly around 1 K. Temperatures of 50 mK and 10 mK respectively were measured 
during the experiments by precision calibrated resistors on the dilution refrigerators 
which are connected to the sample via a copper heat sink. In addition, sufficient time 
was given for the substrate and electron gas to come to an equilibrium. Perhaps the 
fact that AE is on the same order of magnitude as the sample temperature means 
that these formulas can not be used and a more general formula, not derived by 
Beenakker in Ref. [32], must be used. However, other groups have made experiments 
on Al GaAs/GaAs quantum dots with similar sizes and energy level spacings and 
have obtained good fits with reasonable electron temperatures, generally Teti 100 
mK [73]. A more likely explanation for the discrepancy between the theory and 
the experiment is that the uncertainty in the energy levels in the dot, Id', is NOT 
much less than kBT due to scattering in the dot (from impurities) as discussed 
in Ref.  [32].  In metallic systems inelastic tunneling through virtual states have 71 
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Figure 4.7: Theoretical fit using the formula developed by Beenakker (a) Dotlof 
sample G1423B (b) Dot# 1 of sample G1135B. 72 
been demonstrated theoretically. Calculations show that at T=0 K and under CB 
conditions, residual conductivity will be present [130, 131]. These inelastic processes 
are most likely the cause of the broadening of the CB peaks, and therefore the 
simplified Beenakker formulas can not be applied to describe the line shape of the 
CB peaks observed in samples G1423B and G1135B. 
Another attempt to fit the line shape of these CB peaks was made by using a 
Lorentzian fit in the form of a Breit-Wigner formula [6]. The Breit-Wigner formula 
has its roots in nuclear theory and was derived in connection with the decay of 
resonant states [132, 133]. The transmission through the resonant energy level is, 
rr,214
T(E) =  (4.12)
Fri2/4 + (E  En)2 
Where rn is the full width at half maximum of the height (FWHM) and 
(E  En)2 =[(ecCg) (VI"  Vg)  (4.13) 
eq
 
Fig. 4.8 shows the fit with the Breit-Wigner formula used for sample G1135B. From 
this theoretical fit a phase coherence time indicating the time between inelastic 
scattering events can be obtained and will be further discussed in Chapter 5. 
4.2.6  Shifting Characteristics 
Even in the MBE samples impurity charging affected the near equilibrium 
characteristics as evidenced by the shape of the CB peaks as well as repeated mea­
surements of the Coulomb blockade peaks. After several hours the characteristics in 
sample G1423B changed suddenly as depicted in Fig. 4.9a. Figure 4.9b is an overlay 
of the characteristics before and after the sudden change and shows that oscillations 
still exist, but a background current appears to wash out the peaks. There seems to 
be an extra conduction path which creates the increased current. Possible sources 
are gate leakage, or parallel conduction through the substrate or surface. 
A check for gate  leakage was performed by connecting a large resistance (10 73 
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Figure 4.8: Theoretical fit using the Breit-Wigner formula on dot# 1 of sample 
G1135B. 
MS2) in series with the gate, applying a voltage to the gate, and measuring any cur­
rent flow by sensing a voltage across the large resistor. No gate leakage was observed, 
and all signals were much less than 1 pA, which corresponds to a conductance of 
---, .01e2/h. Increased substrate conduction should increase the gate voltage needed 
to pinch off the current. Since the gates still pinched off at approximately the same 
gate voltage before and after the CB oscillations changed, substrate conduction is 
unlikely. Surface conduction is unlikely because carriers in the surface layer should 
have been frozen out upon the initial slow cooling process.  If they had not been, 
gate leakage would also be expected. 
The most probable explanation is that an impurity in or near the dot changed 
its charge state and caused sufficient disorder in the dot to weaken the CB oscilla­74 
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Figure 4.9: (a) Change in CB oscillations observed in sample G1423B. (b) Compar­
ison of the CB oscillations observed in dot# 1 of sample G1423B. 75 
tions. Calculations by M. Stopa [127], suggest that a disordered ionic background 
can break up the energy level structure and therefore wash out CB peaks. While this 
would limit the ability to do near equilibrium experiments concerning single electron 
phenomena, it would not necessarily limit nonequilibrium measurements which are 
not based on single electron charging or quantum interference effects. Remaining 
measurements on device G1423B were limited to the far from equilibrium regime. 
CB peaks observed in sample G1135B were stable over time, therefore this sample 
was used for further near equilibrium as well as nonequilibrium experiments. 
4.3  Magnetoconductance of a Quantum Dot and QPC System. 
Recently electron transport in open quantum dots where the tunneling to the 
leads is strong has been studied, and both experiments and theoretical calculations 
indicate that the discrete energy spectrum of the dots is resolved even in these open 
configurations [134][76].  Interference between the eigenstates of the dot creates 
spatially nonuniform current flow as predicted in calculations of wave function scar­
ring [134]. In these calculations the electron wave function probability density in 
the dot takes on a pattern which resembles waves interfering in an agitated water 
tank. In experimental work under low magnetic fields (< .5T) magnetoconductance 
fluctuations have been observed which have a well defined periodicity [75]. These 
conductance fluctuations are thought to be correlated with the fluctuations of the 
electron probability density pattern in the dot. Detection and manipulation of these 
patterns and oscillations is a precursor to quantum computing. 
With the quantum dot and QPC design of the devices studied here, near 
equilibrium magnetotransport measurements were performed on sample G1135B in 
an attempt to noninvasively detect these magnetoconductance fluctuations in the 
dot. First, zero magnetic field measurements were carried out to determine the QPC 
gate bias which would produce the most sensitive detection of the potential on the 76 
dot. 
4.3.1  Zero Field Measurements on a Closed Dot 
Initial measurements with B= 0 T were performed with the dot biased in 
the CB regime and the QPC biased at approximately e2/h or 20 kQ. In the right 
range of sensitivity, the QPC can detect the potential change on the dot when 
an electron is forced out of the dot with the plunger gate.  Figure 4.10a shows 
a plot of the near equilibrium CB oscillations in the dot together with the near 
equilibrium conductance of the QPC. There are oscillations in the sensor which are 
of approximately the same periodicity as the oscillations in the dot,  ,---, 6 mV, as 
determined by picking the peak positions and averaging over all the peak spacings. 
Even when oscillations in the dot are not visible, oscillations are still seen in the 
sensor, for instance at gate voltages above -0.4 V in Fig. 4.10a. In Fig. 4.10b, the 
conductance of the dot and sensor are shown as a function of the gate voltage on 
barrier 1.  Oscillations in the dot are apparent only above -.53 V, but oscillations 
are seen  in the sensor in the entire sweep range. This tells us we that can use 
the QPC as a sensitive probe of the potential dot as discussed in section 4.3.3. 
4.3.2  Magnetoconductance of an Open Dot 
The dot was then biased in an open mode so that tunneling was strong between 
the 2DEG reservoirs and the dot, the QPC was biased above one conductance step 
(2e2/h), and the magnetic (B) field was swept from 0-5 T. The conductance of 
the dot and sensor are shown as a function of B field in Fig.  4.11a. Under low 
B fields the conductance fluctuations which are shared by the dot and QPC are 
SdH oscillations (see Chapter 2) due to the Landau levels in the 2DEG reservoirs. 
Contrary to our expectations no other correlated conductance fluctuations were 
observed under low B fields. It is not understood why. 
Above .6 T Aharonov-Bohm (A-B) oscillations were observed with a period , 77 
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Figure 4.10:  (a) CB oscillations in the dot and corresponding sensor conductance 
as a function of plunger gate bias. (b) CB oscillations in the dot and corresponding 
sensor conductance as a function of barrier 1 gate bias. 78 
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Figure 4.11: Magnetoconductance of the dot and sensor for an open dot  e2 /h (a) 
and a closed dot  2e2/h. 79 
40 mi, corresponding to a dot radius  180 nm. As expected, this is larger than the 
radius estimated from the gate capacitances when the dot was biased in the closed 
or weak tunneling regime, and is a reasonable estimate for the radius of the open 
dot. Two other striking features can be noted. Sudden jumps in the conductance of 
the dot were observed at B=.43 T, .63 T, and .85 T. These jumps occurred when 
the dot conductance was of integer and fractional quantum Hall plateaus (1e2 /h, 
1.5e2 /h, and 2e2 /h). In addition, oscillations were seen in the sensor conductance 
which corresponded to A-B oscillations in the dot conductance. When the dot was 
closed somewhat by increasing the barrier heights and plunger bias so that the total 
conductance at zero field was ,--, 20 kQ or 2e2/h, no switching was seen in this region 
of magnetic field as shown in Fig. 4.11b. 
The sample was illuminated with a red LED in an attempt to increase the 
carrier density, screen out background potential fluctuations and improve the CB 
characteristics. The CB peaks did not become sharper, but were still stable. More 
B field measurements were made on the dot and QPC system. In Fig. 4.12, and 
Fig. 4.13 jumps are seen in the conductance of the QPC (after illumination) under 
higher magnetic field. This behavior was observed over time with all gate biases and 
the magnetic field fixed. Fig. 4.14a and Fig. 4.14b show sweeps for two different 
static magnetic fields. The switching time ranges from a few minutes to hours. 
4.3.3  Discussion 
The type of oscillations observed in the sensor at zero magnetic field were 
first observed by M. Field [13] and colleagues and subsequently by E. Buks [55] and 
coworkers in the "which path detector" circuit. As the potential on the dot changes 
with plunger bias, the electric field near the sensor changes. The conductance due 
to tunneling is very sensitive to this change in field and oscillations will appear on 
the sensor. The oscillations are on top of a background current which diminishes as 80 
the plunger bias increases. This is consistent with the data presented by Field et. 
al. and Buks et.  al. When the oscillations in the dot can no longer be measured 
any more due to the small conductance, electrons can still tunnel into and out of 
the dot and change the potential on the dot.  The sensor QPC conductance is 
high enough to measure the oscillations in the tunneling resistance due to the near 
by potential change on the dot, and therefore oscillations persist in the sensor. The 
fact that oscillations are seen in the sensor when they can not be seen in the dot is 
also consistent with the previously observed data and indicates that the QPC is a 
very sensitive probe of the potential on the quantum dot. 
In magnetic field sweeps performed on sample G1135B, above .6T sensor con­
ductance oscillations correspond to the A-B type oscillations in the dot. To our 
knowledge this is the first example of A-B oscillations observed with a voltage probe 
such as the sensor. The peaks and valleys of the A-B oscillations correspond to 
peaks and valleys in transmission or constructive and destructive interference of the 
electron waves. The oscillations in the QPC conductance are probably due to the 
average change in charge density and therefore Coulomb potential on the dot as the 
transmission oscillates with magnetic field. 
Magnetic field sweeps also revealed unusual jumps in the conductance of the 
sensor at certain dot gate biases and magnetic fields. When observed over time 
the signal appeared to be a random telegraph signal (RTS) with different average 
switching times for different magnetic fields. RTS switching has been seen in single 
point contacts and is generally attributed to trapping by a single impurity [135] 
[137],[87]. The time scale between switching or trapping events in these devices is 
usually on the order of a fraction of a second and in many cases can be observed 
when the conductance is above one conductance step.  It is possible that these 
jumps are due to impurity charging. Under certain gate biases and magnetic fields 
a self consistent potential may develop which induces the impurity to change state. 81 
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Figure 4.12: Magnetoconductance of the dot and sensor after illumination, dot= 
10.5 IcS2 - 2.460/h and sensor= 28 kQ  .920/h at zero B field, (a) B= 0-1.5 T 
and (b) B= 1.5-4T. 82 
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Figure 4.13: Magnetoconductance of the dot and sensor after illumination, dot= 
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Figure 4.14: Magnetoconductance of the dot and sensor after illumination sampled 
over time, dot= 10.5 kC2, sensor= 30 kC2 at zero field, (a) B=4 T and (b) B=3 T. 84 
However, the time scale of the switching seen in these samples is on the order of 
several minutes or longer and occurs only under higher magnetic fields and gate 
biasing when the conductance of the dot and sensor are well below a conductance 
step. Van der Vaart et.  al.  [138] and Bird et.  al.  [139] have published similar 
results and van der Vaart theorized that the switching is due to single electron 
tunneling between edge states in the dot. An interesting feature of these jumps 
is that they tend to occur when the dot conductance reaches certain integer and 
fractional quantum Hall plateaus. An understanding of this phenomena has not 
been reached at this time. 
4.4  Summary and Conclusions 
Impurity charging in the samples fabricated on MOCVD material made it vir­
tually impossible to perform reliable experiments on these samples. All subsequent 
measurements were made on MBE material. Two devices fabricated on the MBE 
material showed good 1D conductance in the QPCs and Coulomb blockade behav­
ior in the quantum dots. Impurity charging was still a factor in degradation of the 
near equilibrium characteristics in sample G1423B, and may have been the cause 
of sudden jumps seen in the magnetoconductance of the QPC sensor in a coupled 
quantum dot and QPC system in sample G1135B. However, the time scale of the 
switching and region of conductance in which it was observed may imply that the 
effect is due to tunneling between edge states of the dot. Finally, A-B oscillations 
in the quantum dot of sample G1135B were detected by the coupled QPC sensor. 
To our knowledge this is the first such experiment reported. 85 
5. NONEQUILIBRIUM MEASUREMENTS ON SINGLE QUANTUM 
DOTS AND A COUPLED QUANTUM DOT AND QUANTUM 
POINT CONTACT SYSTEM 
This chapter discusses measurements concerning nonequilibrium electron trans­
port in quantum dots and QPC systems. Far from equilibrium measurements on 
single quantum dots were performed in order to investigate hot electron effects. Sec­
tion one discusses the knee phenomena observed in the I-V characteristics of two 
quantum dots. While the I-V characteristics of the QPCs can be modeled with an 
extended Landauer-Biittiker formalism, the I-V characteristics of the quantum dot 
can not. An energy balance hot electron model does not accurately model the ob­
served data in certain regions of the curves. Ballistic transport, tunneling current, 
and confinement above the barriers are not included in the model and may account 
for the discrepancy. 
Next, the effect of nonequilibrium current flow through a QPC on the equi­
librium conductance peaks of an adjacent quantum dot was investigated.  Peak 
broadening with an increase in QPC current was observed. A straightforward bal­
listic phonon model was derived to predict electron heating.  In addition, phase 
breaking times were extrapolated from the data which point to possible momentum 
transfer between the two systems through a Coulomb interaction. 
5.1  Far from Equilibrium Transport in Single Dots 
In this section the far from equilibrium I-V characteristics of single quantum 
dots is studied. The characteristics observed are compared to a Landauer-Biittiker 
formalism and a hot electron energy balance model proposed by Goodnick et.  al. 
[85]. 86 
5.1.1  Experimental Background 
In 1986 Hess and coworkers observed an S-shaped negative differential con­
ductance (SNDC) in the I-V characteristics of a vertical heterojunction diode [82]. 
When the device switched from a predominantly tunneling mode to a predominantly 
thermionic emission mode, the I-V characteristics showed a switching behavior. The 
behavior was believed to be due to injected electrons thermalizing with cold electrons 
trapped between heterojunction barriers, and a model which employed an energy 
balance approach was found to agree qualitatively with the observed experimental 
data. 
Wu et al.  investigated far from equilibrium transport on an A1GaAs /GaAs 
quantum dot which was fabricated using the split gate technique, similar to the 
devices used in this research. A schematic of the gate geometry is shown in Fig. 
5.1.  In this device gates 1 and 2 and gates 2 and 3 form overlapping input and 
output barriers to the dot while the plunger varies the size. An SNDC similar to 
that observed by Hess et al. was observed in the I-V characteristics of this laterally 
defined dot. It was theorized that electrons which are thermionically emitted over 
the entrance barrier inelastically scatter with electrons in the dot, increasing the 
energy of carriers in the dot and the ability of those carriers to thermionically emit 
over the exit barrier.  Goodnick et al.  used an energy balance model similar to 
that employed by Hess and coworkers to explain the SNDC characteristics of Wu's 
experiment, they and were able to obtain a theoretical fit to the experimental data 
using physically reasonable model parameters. 
Subsequently Berven et al. and Smith et al. observed switching behavior in 
single QPCs which was attributed to either unintentional dot formation due to a 
disordered background potential [86] or a fluctuating barrier potential due to ionized 
impurity charging [87]. However, no such behavior in single QPCs was observed in 
this research, therefore the Wu experiment and succeeding hot electron model is 87 
emphasized here. 
The dot measured by Wu et al. had an overlapping gate structure as shown 
in Fig.  5.1.  This overlap is thought to eliminate a large component of ballistic 
transport and contribute to carrier-carrier scattering in the dot, thus enhancing the 
hot electron effect.  However, it was unclear whether or not the overlapping gate 
structure was necessary in order to observe SNDC. In the Wu experiment the gates 
forming the input and output barriers to the dot were tied together, so the effect of 
varying the input and output separately was not explored. 
In the research presented here the devices were fabricated on MBE material 
grown by a different laboratory than the material used by Wu et al., and the gate 
structure was not overlapping (refer to Fig. 3.10). Measurements were performed 
under source and drain biases similar to the Wu experiment. A current ranging 
from 0 to 1 ,uA was sourced and voltage measured in an attempt to observe SNDC. 
However, all gates were separately varied so that the effect of biasing individual 
barriers could be observed.  The gates were initially biased in the region where 
CB was observed under near equilibrium conditions, and were varied around these 
operating points. 
5.1.2  Zero Magnetic Field Experiments 
Initially, a check was done of the individual input and output barriers with all 
other gates grounded. The results are shown in Fig.  5.2. The gates are swept 
from the point of depletion to past pinch off. The curves appear to be the expected 
I-V characteristics for QPCs. There is a steady turn on of current as the source-
drain bias reaches the barrier height and electron transport goes from the tunneling 
regime to the thermionic emission regime. These I-V curves can be modeled using 
an extended Landauer-Biittiker formalism as will be shown in section 5.2. The I­
V characteristics for the dot are expected to be the same shape as those for the 88 
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Figure 5.1: Schematic of the device design in the experiments by Wu et al.
 
QPC, and the exact voltage at which turn on occurs should be determined by the 
dominant barrier height. If the input barrier has a higher gate bias than the output 
barrier, then the input barrier height will dominate the turn on and vice versa. 
The I-V characteristics of the dot structure for sample G1423B are shown in 
Fig. 5.3. Initially, the input barrier (B1) is just pinched off and the output barrier 
(B2) is set just above g = 2e2/h, the first conductance step. The plunger bias is then 
swept from -0.3 V to -0.95 V in -0.05 V steps. While no clear SNDC is observed, a 
knee, indicated by the circled region, is seen in the I-V curves under certain plunger 
biases which is not seen in the individual barrier sweeps.' 
The effect of changing one barrier, while keeping all others fixed, was inves­
tigated. In Fig. 5.4 a set of plots is shown for the output barrier fixed at -0.6 V 
1A less pronounced knee feature is sometimes seen with both input and output barriers biased 
and the plunger gate grounded. It is possible under these bias conditions that a long narrow dot 
is formed due to the device design of the e-beam lithography interconnects. 89 
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Figure 5.2: I-V characteristics of barrier 1 (top) swept from -0.5 V to -0.95 V, and 
barrier 2 (bottom) swept from -0.5 V to -0.8 V, dot#1, sample G1423B. 
and plunger gate swept  .  Each successive frame corresponds to an increasing input 
barrier ( from -0.75 V to -1.0 V in 0.05 V steps, left to right and top to bottom, a-f. 
A knee does not appear in the I-V curves until a sufficiently high input barrier is 
reached, B1= -0.85 V. In Fig. 5.5 the input barrier is fixed at -0.9 V, the plunger 
gate is swept, and each successive frame corresponds to a decreasing output barrier 
from -0.8 V to -0.55 V in 0.05 V steps, a-f.  The knee does not appear until a 
sufficiently low output barrier, B2= -0.65 V is reached. 
A reverse bias was applied to the dot in order to check the symmetry of the 
1-V characteristics. The gate biases were fixed so that a knee appears in the I-V 90 
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Figure 5.3: The I-V Characteristics of dot#1, sample G1423B with forward source-
drain bias, barriers 1 and 2 held constant, and the plunger swept negative. 
curves with a forward source-drain bias (Fig.  5.3). Then the source-drain bias is 
reversed so that electrons are moving in the opposite direction. The I-V curves for 
a reverse source-drain bias are shown in Fig.  5.6a. Under these bias conditions 
no knee is observed. If the bias on the gates is reversed so that B1 (now the exit 
barrier) is lower than B2 (now the input barrier), the knee reappears as seen in Fig. 
5.6b. 
5.1.3  Sample G1135B 
One dot on sample G1135B displayed good near equilibrium behavior, and 
subsequent far from equilibrium measurements were performed on this device. A 
knee similar to that seen in sample G1423B was observed in the I-V characteristics 
of the dot. Fig. 5.7 is a plot of the I-V curves for the input barrier pinched off at 91 
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Figure 5.4: The I-V characteristics of dot#1, sample G1423B, with B1 varied, B2 
kept constant at -0.6 V, and the plunger swept negative. Frame a: B1= -0.75 V b: 
B1= -0.8 V c: B1= -0.85 V d: B1= -0.9 V e: B1= -0.95 V f: B1= -1.0 V 92 
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Figure 5.5: The I-V characteristics of dot#1, sample G1423B, with B2 varied, B1 
kept constant at -0.9 V, and the plunger swept negative. Frame a: B2= -0.8 V b: 
B2= -0.75 V c: B2= -0.7 V d: B2= -0.65 V e: B2= -0.6 V f: B2= -0.55 V 93 
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Figure 5.6: The I-V characteristics of dot#1, sample G1423B, with a reverse source-
drain bias, and (a) gate voltages as in Fig.  5.3 and (b) gate voltages reversed 
compared to Fig. 5.3. 94 
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Figure 5.7: The I-V characteristics of dot#1, sample G1135B, with a forward source-
drain bias. 
-0.6 V, the output barrier at approximately one conductance step, -0.4 V, and the 
plunger swept from -0.5 V to -0.75 V in 0.01 V steps. The knee was observed under 
similar gate and source drain bias as in sample G1423B. The input barrier had to 
be higher than the output barrier, and when the source-drain was reversed with the 
same gate biases, the knee disappeared. 
5.1.4  Discussion in Terms of the Hot Electron Picture 
Recall from the background discussion at the beginning of the chapter that in 
the hot electron picture, electrons entering the dot thermalize with the cold electrons 
in the dot and enhance the thermionic emission out of the dot. The behavior of the 
knee with changing entrance barrier height can be interpreted in terms of this hot 
electron picture. The electrons which enter the dot do not have enough energy to 95 
heat the cold electrons in the dot and enable them to thermionically emit over the 
exit barrier, until a critical input barrier height is reached. 
A similar interpretation can be given for the behavior of the knee with changing 
exit barrier.  For a given input barrier height, if the output barrier is too high, 
electrons in the dot will not have enough energy to thermionically emit over the 
output barrier. Then the input barrier must be raised to see the knee reappear. 
Fig.  5.8 illustrates this secondary point. In Fig. 5.8a the input barrier was just 
pinched off at -0.95 V and the output barrier was biased at -0.7 V. A change in 
slope which is not quite a knee was observed. Then in Fig. 5.8b the output barrier 
was kept at -0.7 V, the input barrier was increased to -1.0 V, and the knee became 
slightly more pronounced. 
As the input and output barriers were shifted around, the plunger gate bias 
at which the knee was seen also shifted. This is to be expected since the dot area is 
so small. At these dimensions the plunger bias not only changes the size of the dot, 
but also affects the conductance of the input and output barriers to some degree. 
Thus, for a higher bias on the input and output gate barriers, a lower plunger bias 
would be required to observe a knee, as seen for example in the successive frames of 
Fig. 5.5. A knee first appears in frame d when the plunger gate is at -0.6 V (fourth 
curve in from the right). Then the output barrier is reduced, and in frame f the 
knee is not observed until the curve corresponding to a plunger gate bias of -0.75 V 
(third curve in from the right). 
The features of the I-V curves seen under reverse source-drain bias can also 
be explained by the hot electron picture as described above. A set of energy band 
pictures corresponding to the forward and reverse bias schemes helps to illustrate 
the physical situation and is given in Fig. 5.9. A knee appeared in the I-V curves 
when the gates were fixed so that the input barrier to electrons was higher than the 
output barrier (Fig. 5.9a). When the polarity of the source-drain bias was reversed, 96 
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Figure 5.8: The I-V characteristics of dot #l, sample G1423B with (a) Bl= -0.95 
V, B2= -0.7 V and (b) B1= -1.0 V, B2= -0.7 V. 97 
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Figure 5.9: Energy band schematics of (a) forward source-drain bias, Bl higher than 
B2, (b) reverse source-drain bias, Bl higher than B2, (c) reverse source-drain bias, 
B1 lower than B2. 
and electrons flowed in the opposite direction under the same gate bias voltages, 
the input barrier was no longer higher than the output barrier (Fig. 5.9b). Then, 
electrons coming in to the dot did not have enough energy to transfer to the cold 
electrons in the dot and cause them to thermionically emit over the output barrier. 
And coincidentally no knee was observed. When the barrier heights were reversed, 
the physical situation was symmetric to the initial forward bias case (Fig.  5.9c), 
and the knee reappeared. 
5.1.5  Application of a Magnetic Field 
The fact that SNDC due to hot electron bistability was not seen may arise from 
the lack of sufficient carrier-carrier scattering in the dot. Two dot characteristics 98 
may reduce the carrier-carrier scattering: the small size and low number of electrons 
in the dot and the geometry of the device which probably induces a large component 
of ballistic transport. With the given size and geometry of the dot, application of 
a magnetic (B) field perpendicular to the direction of transport may increase the 
carrier-carrier scattering in the dot.  In a semiclassical picture the B field would 
produce a Lorentz force on the electrons traversing through the dot causing them to 
follow a curved path (cyclotron radius, 7', = hkFl2m*) and increasing the chance of 
carrier-carrier scattering as the cyclotron radius approaches the size of the dot. In 
the quantum mechanical picture, discrete edge states are formed in the dot which 
increase the traversal time through the dot and thus increase the probability of 
scattering. 
In Fig. 5.10a a plot is shown of the I-V characteristics for the input barrier 
just pinched off, -1.0 V, the output barrier set at one conductance step, -0.65 V, 
and the plunger gate fixed at -0.3 V, similar to the biases in Fig. 5.3. Each curve is 
for a different B field from 0 to 2.6 T. As the field was increased, the knee became 
sharper. The magnitude of the knee was determined by essentially subtracting a 
curve fit without the knee that had the same turn on and final slope, from the 
curve with the knee. An algorithm was used to find the perpendicular line from one 
curve to another at each data point and calculate the distance (a combination of 
current and voltage). The maximum distance calculated was considered to be the 
magnitude of the knee. 
Figure 5.10b shows the magnitude of the knee, in terms of the change in VA 
from a curve without the knee, as a function of B field. The magnitude of the knee 
clearly increases with increasing B. There are two distinct regions of the magnitude 
of the knee, one below 0.8 T and one above 0.8 T. A line is drawn through the 
average in the two distinct regions. For an electron with a energy of 40 meV, the 
cyclotron radius reaches 200 nm at approximately 0.8 T. At this B field the electrons 99 
coming into the dot with ti 40 meV would encounter increased  scattering due to 
their cyclotron radius approaching the radius of the dot. Thus the enhanced knee 
may be due to an increase in scattering in the dot. However, it is expected that at 
higher and higher B field, the energy landscape will be altered significantly enough 
to eliminate this effect. Landau levels in the 2DEG reservoir will be depopulated 
creating a higher magnetoresistance and edge states will also be depopulated leaving 
fewer electrons in the dot. 
5.1.6  Magnetic Field Applied to Sample G1135B 
In contrast to the I-V curves of sample G1423B, when a B field is applied, 
the magnetoresistance dominates the transport and washes out all other features as 
shown in Fig. 5.11. Since the dot in this device is smaller than the dot of sample 
G1423B as determined from capacitance measurements, the B field at which the 
cyclotron radius approaches the size of the dot is higher and at these higher fields 
the dot may be depopulated enough so that the carrier-carrier scattering would not 
be significant. 
5.1.7  Temperature Dependence 
With all the gate biases kept constant the I-V curves of sample G1135B were 
measured as a function of temperature. Fig. 5.12 displays the data for each tem­
perature. At approximately 4.2 K the knee disappears. Experimentally, Wu et al. 
observed the disappearance of the SNDC at higher temperatures for higher gate bi­
ases. This same dependence is seen for the knee behavior observed in this research. 
For instance in frame e of Fig. 5.12 the knee is washed out in the I-V curves with 
the lower plunger gate bias (left most curves), but remains in the I-V curves with 
the higher plunger gate bias (right most curves). 
In the hot electron picture, current is dominated by thermionic emission (see 
Section 5.3). Since the process of thermionic emission increases exponentially with 100 
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Figure 5.10:  (a) I-V characteristics of dot#1, sample G1423B. Bl, B2, and the 
plunger gate are held constant and each successive plot corresponds to an increasing 
B field 0, 0.6, 1.0, 1.6, 2.0, and 2.6 T (plots offset for clarity). (b) The magnitude 
of the knee as a function of B field, dot#1, sample G1423B. 101 
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Figure 5.11: I-V characteristics of dot#1, sample G1135B, as the B field is increased, 
(a)B=0 T, (b)B =.6 T, (c)B=1.0 T, (d) B=1.6 T. 
temperature, at a certain temperature, the electrons in the dot may be able to emit 
over the exit barrier without additional energy from carrier-carrier scattering. At 
higher temperatures, higher gate biases are needed to meet the conditions of input 
barrier height (and therefore energy of entering electrons) and output barrier height 
(and therefore electron energy necessary to exit the dot) relative to the electron 
energy in the reservoir which will produce the critical current necessary for switching. 102 
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5.2  Extended Landauer-Biittiker Formalism for a Single QPC
 
The Landauer-Biittiker (L-B) formalism can be extended to describe a QPC 
when all conductance plateaus have been pinched off [6]. The model will be described 
below and then compared to the experimental data of a single QPC on sample 
G1423B. 
5.2.1  Model Description 
As described in Chapter 4, in the Landauer-Biittiker formalism under finite 
temperatures the expression for the total current from left to right is the current 
injected from the left minus the current injected from the right. 
2e I =  f  dE  nT(E)[f (E  iti)dE  f (E  (5.1) 
-00 
For cryogenic temperatures we can assume that T=0 K. Then the Fermi-Dirac dis­
tributions become step functions and the expression for the current can be simplified 
to 
µt 
I= 2e En f dET,(E) 
Iir f dETT,(E)  (5.2) 
0  eVsd 
As mentioned in Chapter 4, the transmission coefficient is a function of the potential 
profile in the quantum point contact. For a saddle point potential it is 
1 
Tmn(E) = Onin  (5.3) 
1 + exp-o(2 w(n+D-e0) 
2 
=  (5.4)
hw 
where 0 is the barrier height of the saddle point potential. Under nonequilibrium 
biases q takes the form 
Vsd 
= 00  (5.5) 
where 00 is the potential barrier under near equilibrium conditions and 1/a is the 
fraction of Vsd that is dropped across the harrier. 104 
5.2.2  Comparison With Experimental Data
 
Figure 5.13 shows a comparison of the L-B theory with experimental data of 
a single QPC from sample G1423B, with hWy = 4 meV,  cho = 6.5 meV (in close 
agreement with the calculated values from the 3D Poisson- 1D SchrOdinger solver, 
a = 5, and tu.h),. = .85 meV. The turn on can be very accurately modeled. The 
final slope after turn on is slightly different in theory than in the experimental data. 
In the extended L-B theory the parameter a is the fraction of Vsd  that is dropped 
across the barrier and is treated as a constant.  In reality a is a function of the 
source-drain bias. As  Vsd  increases a smaller fraction may be dropped across the 
barrier, decreasing the current. Thus for the same  Vsd  the actual current is slightly 
less than the current expected from the theory. 
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Figure 5.13: Comparison of the I-V characteristics for B1=-.95 V from experiment 
(circles) and L-B theory (solid line). 105 
5.3  An Energy Balance Hot Electron Model
 
The extended L-B theory can not be used to fit the knee feature in the I-V 
curves of the quantum dots. Regardless of which parameters are varied, the model 
will never produce a knee feature in the I-V characteristics.  Instead, an energy 
balance hot electron model which can produce SNDC features is compared with the 
experimental data. The model is described below. 
5.3.1  Model Description 
The potential profile for the dot along the direction of transport is shown in 
Fig. 5.14. The Fermi energies are given by 
Vsd (,  EF2)  +  (5.6)
2 
1  Vsd  Q
EF3)  (5.7)
2 C 
Q = e(N0  N) is the excess charge on the dot where No is the equilibrium number 
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Figure 5.14: Potential profile of the dot with input and output barriers connecting 
to 2DEG reservoirs. 
of electrons on the dot. C is the dot capacitance. The input, 01, and output, 02, 
barriers under an applied source-drain bias are given by, 
01 =  (Vs 
d  9) /0  (5.8)
2 C 106 
02 = 00  ( Vsd  Q)  (5.9) 
2 C 
As in the extended L-B theory, 00 is the equilibrium barrier height and a is a pa­
rameter indicating how Vsd is dropped across the input barrier. The excess potential 
that the electrons have upon entering the dot is given by 
0;=00+ (i+ 6C ) (1  1) (5.10) 
2 a 
In the model several physical assumptions are made. The dot is assumed to 
be large so that it can be treated as a finite extent 2DEG. Ballistic transport is 
considered to by minimal, and tunneling through the barriers is ignored. Current 
into and out of the dot is limited by thermionic emission. Therefore, the current 
flowing through the entrance barrier is 
1) ee0i I kTi I = eW vikTiDo (ens
I DokTi  (5.11) 
and through the exit barrier is 
(eNIADokT  1) ee021kTe I = eW vekTeD0  (5.12) 
W is the width of the constriction, T1 and Te are the lattice and electron temperatures 
(a heated Maxwell-Boltzmann distributions is used for the electron temperature) 
respectively, vl = VkT//27rm* is the mean velocity of electrons in the 2DEG, ve = 
VkTe/27m* is the mean velocity of electrons in the dot, Do = m * /irh2 is the 2D 
density of states, and n, is the 2D electron density. 
Finally, the energy balance in the dot is represented as 
kTe  DE = N  coll .  (5.13)
at 
The energy loss rate is due to collisions with both acoustic and optical phonons, 
aE  IkTe  k(Te  T1) hwo  e  27r  +  (5.14)
at 
toll  T pop  T  ac 107 
where w0 is the longitudinal-optical phonon energy, rpop is the polar-optical emission 
time, and Tae is the acoustic-phonon energy relaxation time, all of which can be 
obtained from the literature. An initial current and lattice temperature is assumed, 
and then all three current equations as well as the equations for 01, 02, and 0; are 
solved simultaneously for Vsd, Q, and Te. 
5.3.2  Comparison with Experimental Data 
Figure 5.15 shows the experimental data for sample G1135B plotted next 
to the I-V characteristics from the hot electron model of Goodnick et.  al..  The 
parameters used are given in Table 5.1 The approximate turn on and final slope 
of the I-V curve can be fit fairly accurately, but the current at which the knee 
is observed is not reproduced well by the hot electron model. This may be due 
to several factors. Two important assumptions in the model most likely do not 
apply to the devices studied in this research, the neglect of ballistic transport and 
tunneling current.  Tunneling current is the first current observed as the device 
turns on between Vsd =-- 20  30 meV. In the devices studied here, there is probably 
a significant component of current due to electrons  which emit over the entrance 
barrier and reach the exit barrier without any collisions. Tunneling current could 
also contribute to an increase in current for a given Vsd. Increases in ballistic and 
tunneling current could obscure the SNDC and only a remnant would be observed. 
Another physical assumption of the model is that there is no confinement 
above the energy barrier, 00. However in systems with such small dimensions it is 
likely that the parabolic potential above the barrier height will be narrow enough 
to create quantization of energy levels which may play a significant role in the 
transport. Inclusion of confinement above the barriers may shift the region in which 
the knee is observed. In addition, the number of electrons in the dot is assumed large 
enough so that a heated Maxwell-Boltzmann distribution can be used.  In reality 108 
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Figure 5.15:  Comparison of the I-V characteristics of the dot from experiment 
(circles) and hot electron theory (solid line). 
Table 5.1: Parameters used in the hot electron model. 
Parameter  Value 
a  0.5 
00  38 meV 
W  150 nm 
Cd0t  143 aF 
N  150 
'roc  80 pS 
T o pp  1.5 pS 
T1  .1K 
Rs  1.5 x 1011 cm-2 109 
the number of electrons in the dot is on the order of 100. This number is probably 
too small to use a classical or even a statistical Fermi-Dirac distribution and large 
enough to make a quantum mechanical many body calculation very difficult. Clearly, 
modifications to this model must be made in order to more accurately compare the 
I-V characteristics of these devices with a hot electron model. 
5.3.3  Larger Dots 
It has been hypothesized that a critical number of electrons is needed to ob­
serve SNDC [140]. The hot electron model predicts the opposite.  When all other 
parameters are held constant and the number of electrons is reduced, the SNDC is 
more apparent (see Fig. 5.16). 
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Figure 5.16: Comparison of the I-V characteristics of the dot from hot electron
theory. The left curve is for 10 electrons in the dot, middle for 50, and the right 
curve for 100 electrons. All other parameters are the same. 
A comparison to larger dots with a larger number of electrons would give in­
sight into this discrepancy. In addition, a different geometry of input and output 110 
barriers may increase carrier- carrier scattering (as in the device fabricated by Wu 
et.  al.). Due to the limited number of samples available, these two aspects were 
combined by fabricating larger dots with offset input and output barriers as shown 
in Fig. 5.17. However, these devices did not exhibit good near equilibrium behav­
ior. An apparent parallel conduction was observed in these samples, and no other 
measurements were attempted. 
Figure 5.17: SEM micrograph of a larger double dot structure with offset input and 
output barriers, fabricated on MBE material. 
5.4  Dot Heating Due to Nonlinear Transport in an Adjacent QPC 
In this section the effect of nonequilibrium current through a QPC on the near 
equilibrium transport of a quantum dot is investigated. The motivation was to at­
tempt the first observation of Coulomb drag (kinetic energy transfer via intercarrier 
scattering) between a 1D and OD system. 111 
5.4.1  Background 
The influence of one electronic system on another under nonequilibrium condi­
tions has been of interest for a number of years. Experimental evidence of Coulomb 
drag was first presented by Solomon et al. [141] for a two-dimensional electron gas 
(2DEG) coupled to a three-dimensional electron gas and by Gramila et al. [142] 
for two coupled 2DEGs. In the experiments by Gramila et al., current flow in one 
2DEG induced a voltage of opposite sign in the neighboring 2DEG approximately 
20 nm away. This drag voltage was attributed to a momentum transfer between the 
2DEG systems. A schematic of the experiment is shown in Fig. 5.18. 
2DEG 
2DEG2 
0 0 
v+ 
Figure 5.18: Conceptual picture of the 2D Coulomb drag experiment by Gramila 
et.  al. 
In the measurements presented here we investigate the influence of current 
flow through a 1D channel on the near equilibrium transport characteristics of an 
adjacent quantum dot. The same dot and QPC coupled system, sample G1135B, 
was used as in the near equilibrium measurements presented in Chapter 4. Recall 
the gate pattern used as shown in the micrograph in the inset of Fig. 5.19. The 1D 112 
channel is approximately 200 nm from a quantum dot with lithographic dimensions 
of 400 nm x 350 nm and an actual diameter of approximately 200 nm. 
5.4.2  Experiment 
All measurements were performed in a dilution refrigerator system at a base 
temperature of 10 mK. In the QPC, 1D behavior was observed over a range of 
four conductance steps. The 1D channel was biased in the middle of this range so 
that 1D behavior was assured even if the source-drain bias changed the gate bias 
to some degree. Therefore, two modes were conducting in the constriction, and a 
DC current was applied through the constriction in order to study the influence of 
transport in the 1D system on the conductance of the quantum dot. The quantum 
dot was biased in the Coulomb blockade (CB) regime, where the peak structure for 
dot#1 on sample G1135B was shown in Chapter 4, Fig. 4.5b, and is displayed again 
in Fig. 5.19a with varying 1D channel current and background current subtracted. 
As the DC current in the 1D channel was increased from 0 nA to 100 nA, changes in 
the height and position of the conductance peaks of the quantum dot were observed 
which are shown by the successive curves in Fig. 5.19a. Some peak maxima decrease 
while others increase and the peak to valley ratios systematically decrease with 
increasing 1D channel current as shown in Fig. 5.19b. The peak to valley ratios 
were determined by taking the derivative of the curves, finding the successive zeroes 
from a peak to it's valley on the right (higher gate voltage), and taking the ratio 
of the conductance at these zeroes. When the current is turned off the peaks are 
restored to their original heights and positions. 
5.4.3  Discussion of Results 
The broadening of the conductance peaks is suggestive of a heating effect in 
the electrons in the quantum dot system due to current flow in the 1D channel. 
The changes are reminiscent of the temperature effects observed in the CB peaks 113 
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Figure 5.19:  (a) Conductance peaks of the quantum dot for various 1D channel 
currents (Is). Inset: Micrograph of the quantum dot and adjacent QPC. (b)Peak to 
valley ratio vs 1D channel current for different peaks. 114 
of a quantum dot by Scott-Thomas et al. [46] and Meirav et al. [47] and explained 
theoretically by Meir et al. [129]. In the data shown in Fig. 5.19, the peak positions 
with respect to gate voltage shift in a complicated way as the 1D channel current is 
increased. The peaks themselves are not regular in terms of their peak heights which 
is suggestive of a strong interaction of the level structure and Coulomb charging in 
these structures close to pinch-off, as discussed in Chapter 4. 
Possible explanations of the peak broadening of the conductance peaks with 1D 
channel current include heating through electron-electron interactions, and heating 
through electron-phonon interactions due to the energy dissipation in the contact 
regions. The transfer of momentum due to electron-electron scattering between the 
1D channel and the quantum dot is analogous to the Coulomb drag effect observed 
between two quantum wells. Here the separation between the 1D channel and the 
dot (approximately 200 nm) is larger than typical dimensions used in 2D-2D drag 
experiments where the spacing is several hundred angstroms. This reduction in the 
drag effect due to distance is expected to be compensated by the much more sensitive 
nature of charge transport in the Coulomb blockade regime where tunneling is the 
transport mechanism. 
Another type of broadening could occur if the transport through the dot is 
dominated by resonant tunneling due to the dot level structure or impurities, rather 
than simple Coulomb blockade. The broadening could then be associated with a 
reduction of the phase breaking time, To, due to inelastic scattering between the dot 
electrons and the 1D channel. Such an interaction could increase the amount of off 
resonant current leading to a decrease in peak to valley ratio in the conductance 
peaks. 
Finally, heating of the dot electrons could arise due to phonon emission as 
carriers relax in the contact regions adjacent to the point contact under an applied 
bias.  Based on the bulk thermal conductivity of GaAs at low temperature, the 115 
expected rise in temperature in the dot due to the power dissipation from the 1D 
channel is estimated to be quite small, on the order of 1 pK. However, it is well 
known that the ballistic mean free path of phonons at such temperatures in undoped 
material is on the order of the sample size itself.  Hence, diffusive heat transport 
is invalid, and electrons in the dot may couple directly to the acoustic phonons 
emitted as injected carriers from the 1D channel relax in the neutral regions close to 
the quantum point contact. These phonons can transport ballistically to the region 
under the dot, couple with the electrons in the dot, and cause a general heating 
which is observed as peak broadening.  Indirect phonon coupling has also been 
predicted in explanations of Coulomb drag in coupled 2D quantum well systems. 
Detailed calculations of both the Coulomb interaction between the electrons in the 
1D channel and in the quantum dot and the electron-phonon coupling are necessary 
to elucidate the proper explanation of the observed behavior. 
5.4.4  Theoretical Modeling 
An estimate can be made of lattice heating under the dot due to ballistic 
phonons. It is assumed that all the power is dissipated in the 2DEG reservoir (near 
the barriers) to the lattice via emission of acoustics phonons and that the phonons 
radiate outward without scattering. 
The average distance radially between emitted phonons is given by 
L\r = TO0  (5.15) 
where vo is the phonon velocity, and ['q = 1/Tq is the emission rate of phonons 
of wave vector q.  The number of phonons of with wave vector q per unit radial 
distance is therefore 
1 N = Fq.  (5.16) 
vo 
If one considers a ring in the plane parallel to the interface between r and r + dr, 116 
the area of this ring is 
71 (r + dr)2  R-r2 = 27rdr  (5.17) 
Therefore, the number of phonons per unit area with a certain wave vector at some 
radial distance r from the source is given by 
nq(r) = 
1 
F  (5.18) 
271-vor  q 
The total power dissipated near the barrier is 
P = IV = I2 /G = 
OE 
(5.19)
at 
Assume the modes are uniformly populated up to some maximum wave vector qm 
which is found by equating 
hwqm = hvoqm = E11  E fr = qVsd  (5.20) 
where E fi and Efr are the Fermi energies on the left and right sides due to the 
applied bias associated with the current source. Assuming this model, the total 
power is given by 
q. 
P .=-f  dqhwqrq  (5.21) 
o 
If Fq is constant up to qm, then 
P = 
hvoq2 F 
n  q  (5.22) 
or 
2P F =  (5.23) 
q  hvoe 
Using the results from above, assume that the dot center is located a mean 
distance R from the center of the region where maximum power dissipation occurs 
in the drain of the QPC. Assume that the phonon population across the dot is 
roughly equal to the population at this average position.  The average acoustic 
phonon density in the dot is therefore 
1  1 2P  P 
Tto(R) =  F =  (5.24)
27rvoR  q  27voR hvoq,,  71 hvgRq,i, 117 
Since this is the average number of phonons per unit area in the dot, the total 
number of phonons is just the dot area times this quantity, Adii,g(R). The average 
energy due to these additional phonons is therefore 
AdP  hvoqm2  AdP 
(E)  Af  dqhLogN(R) =  (5.25) 
0  71hqR0,.,  2  27rvoR 
The average energy associated with a Bose-Einstein distribution of phonons 
at a characteristic temperature T is 
(kbT)4 3e (4) (E)  =  Vd  (5.26)
eq  72 n3 v 
0
 
in which Vd = AdY is the volume of the dot, where Y is the average thickness of the 
2DEG. Equating Eq. 11 with Eq. 12 and solving for T 
AdP  (kbT)4 3e (4) 
Vd  (5.27) 
271-voR  72h3q, 
71_2h3v, \ 1/4  7r2h3v  1/4 AdP  AdP 
kbT =  (5.28)
27voR 3e (4) )  27rvoR 3e (4) Vd 
Or 
1/4 
kbT =  (5.29)
6e (4) YR) 
Using this model approximate effective temperatures can be calculated for the 
lattice under the dot. A plot of the effective phonon temperature under the dot as 
a function of 1D channel current is shown in Fig. 5.20  The lattice temperatures 
calculated above could certainly produce peak broadening as evidenced from other 
experiments in the literature (see Ref.  [46, 47]). The theory derived above may 
overestimate the heating under the dot due to the assumptions that all energy is 
dissipated to the lattice near the dot in the 2DEG and flows uniformly in every di­
rection. In fact, the quantization in the z direction (growth direction as discussed in 
Chapter 2) will reduce the dissipation in the 2DEG. [143], and there is experimental 
work on phonon focusing which indicates that the phonons to not radiate uniformly 
through the lattice [144]. 118 
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Figure 5.20: Estimated lattice temperature under the dot as a function of 1D channel 
current 
5.4.5  Estimate of Inelastic Scattering Time 
An inelastic scattering time (the time over which an electron wave retains its 
phase coherence) can be estimated by fitting the Coulomb blockade peaks with a 
Breit-Wigner formula. In Chapter 4, an example of a fit for one peak was given. If 
inelastic scattering is included, the expression for the transmission becomes, 
FT2/4
T(E)  (5.30) =  r7,2/4  (E  En)2 
where FT = Fri + Fi. rin is related to the inelastic lifetime or phase breaking time, 
F,,, = h/T,,,. A plot of the inelastic scattering time obtained using this formula 
to fit the CB peaks is shown in Fig. 5.21. These times are in a reasonable range 
for phase breaking times compared to other experimental estimates in the literature 
[145] [147]. In the literature, phase breaking times estimated from experiments vary 119 
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Figure 5.21: Estimated inelastic scattering time as a function of 1D channel current. 
linearly with the inverse of the temperature in the range 100 mK to 1 K. In the 
data presented here, the inelastic scattering time in the dot decays exponentially 
with current bias in the QPC as, 
To = A + Bexp-III°,  (5.31) 
where I° = 2 nA, indicating that the peak broadening may not be due to phonon 
heating. 
5.5  Summary and Conclusions 
Nonequilibrium electron transport was explored in single quantum dots and 
in a coupled QPC and quantum dot system. A knee was observed in the I-V 
characteristics of the single quantum dots and was controlled by certain gate biasing 120 
which points to electron heating as a physical cause of the knee feature. However, 
the hot electron model does not fit the experimental data accurately around the 
knee region. The model does not include ballistic transport, tunneling current, and 
confinement above the barriers which may account for the discrepancies.  Other 
assumptions in the model may not apply to the devices studied here and a new 
model is needed to describe the data. 
In the coupled QPC and quantum dot system on sample G1135B, the con­
ductance peaks of the quantum dot were broadened as the current was increased in 
the 1D channel formed by the QPC. A simple ballistic phonon model can account 
for electron heating in the dot, but may overestimate the actual amount of heating. 
Inelastic scattering or phase breaking times can be estimated by fitting the peaks 
with a Breit-Wigner formula. Phase breaking times derived from other experiments 
in the literature are in the same range and point to a possible Coulomb interaction. 
More detailed numerical calculations would be needed to ascertain the dominant 
scattering mechanism. 121 
6. CONCLUSIONS AND FUTURE WORK
 
6.1  Conclusions 
Perhaps the most apparent conclusion from the research pursued in this disser­
tation is the need for very pure material as the foundation for any experiments into 
low dimensional A1GaAs /GaAs systems. The material characteristics which success­
ful experiments have in common are high electron mobility (> 500, 000 cm2/Vs), a 
2D electron density between 2 and 4 x 1011 cm-2, and a surface to 2DEG distance 
of less than 1000 A. In addition, most successful experiments have been performed 
with MBE grown heterostructure material. The more of these specifications that 
are met, the more chance the experimentalist has at success. Even when these spec­
ifications are met, processing of the material must be done with great care to obtain 
working devices. Optical lithographically defined S/D contacts must be stable at the 
millikelvin temperatures required for these experiments, and high resolution e-beam 
lithography must be used to fabricate the submicron structures. Finally, once the 
material and processing requirements are met, the chance of obtaining a working 
device may still be limited by the unique impurity profile of a particular sample or 
piece of material and any local potential fluctuations near the device due to this 
unique profile. 
The work completed in this research can be divided into two main areas based 
on the type of transport investigated: near equilibrium and nonequilibrium. The 
present research covered nonequilibrium transport in single quantum dots and both 
near equilibrium and nonequilibrium transport in coupled QPC and quantum dot 
systems. 122 
6.1.1  Near Equilibrium
 
Near equilibrium magnetotransport experiments on a coupled quantum dot 
and QPC revealed two novel effects. Aharonov-Bohm oscillations in a quantum dot 
were detected by the adjacent QPC. As the transmission through the dot varies with 
magnetic field, the potential on the dot fluctuates, and this potential change can be 
detected by a change in resistance in the QPC. As far as we know this is the first 
indirect observation of the A-B oscillations using a quantum dot and a QPC system. 
In addition, unusual switching behavior was observed in the QPC detector under 
certain dot gate bias and magnetic fields. Time dependent observations revealed a 
random telegraph type of signal which is commonly believed to be due to charging 
of a single impurity in or near the device. It was hypothesized that at a certain self-
consistent potential produced by both gate biasing and magnetic field, the charging 
of an impurity is induced. Switching seems to occur at certain hall plateaus. This 
phenomena may be due to the fact that on a hall plateau only localized states 
are available for transport, and an impurity becomes a dominant mechanism of 
transport through its charging and discharging. Alternately, switching may be due 
to tunneling between edge states. 
6.1.2  Nonequilibrium 
Nonequilibrium measurements on single dots were performed to investigate 
effects of electron heating on the I-V characteristics. SNDC seen previously by Wu 
et al. in a quantum dot with an overlapping gate structure was not seen in the dots 
studied here which did not have an overlapping gate structure.  Deviations from 
the nonlinear behavior predicted by the Landauer-Batikker theory for a QPC were 
seen in the I-V characteristics of the dots. The observations of a  knee feature in 
the I-V curves was controlled by gate biasing and in one dot was enhanced by a 
magnetic field. The energy balance hot electron model proposed by Goodnick et al. 123 
can model the turn on voltage and final slope if the I-V curves, but not the position 
in current of the knee feature.  This discrepancy may be due to the omission of 
ballistic transport and tunneling current in the model. In addition, other classical 
assumptions may be inaccurate in these small devices with only 100 electrons. 
The effect of nonequilibrium transport through a QPC detector on the near 
equilibrium conductance peaks of an adjacent quantum dot were investigated. To 
our knowledge, this was the first attempt to observe the Coulomb interaction be­
tween a 1D and OD system. An increase in current through the QPC caused a 
broadening of the conductance peaks of the quantum dot. A straightforward ballis­
tic phonon theory can account for peak broadening due to thermal effectd. Reduc­
tion of the phase coherence time due to a Coulomb interaction may also explain the 
broadening and can be estimated using a Breit-Wigner fit to the data. 
6.2  Future Work 
Although much experimental work has been done on near equilibrium trans­
port in single QPC and single quantum dot systems, many possibilities exist for 
future work on electron transport in coupled systems and under nonequilibrium 
conditions. It is important to understand electron transport under these regimes if 
devices are to be used in integrated and high speed applications in the future. 
6.2.1  Near Equilibrium 
The near equilibrium magnetoconductance experiments may be very difficult 
to repeat if they are due to a local potential landscape. However, if the impurity 
effects can be confirmed and arrays of coupled systems could be formed on chips, 
they may be used to map the impurity potential profile of a piece of material. More 
investigation is needed on very pure samples to reduce the likelihood of impurity 
effects and determine whether the switching is due to tunneling between edge states 124 
in the dot. Very recently, a single electron transistor fabricated on the surface of 
a 2DEG heterostructure was used to probe the edge states of the  2DEG in the 
quantum Hall regime [155]. Perhaps similar measurements could be made in the 
coupled quantum dot and QPC system to determine the effect of edge states in the 
dot on the conductance of the QPC. 
6.2.2  Nonequilibrium 
Further exploration of hot electron effects would require comparison of dots 
of different sizes and geometries all fabricated on the same material. In addition, a 
one to one comparison of the overlapping and nonoverlapping gate structure would 
be helpful. Modifications to the existing hot electron model or a completely new 
model based on a different physical mechanism may prove to be a more accurate 
representation of the I-V characteristics observed. Another possible physical mech­
anism for the knee feature may be a resonant tunneling phenomena. A resonant 
tunneling model for a nonequilibrium dot could be adapted from existing theories. 
To investigate the mechanism of peak broadening observed in a 1D-OD ex­
periment, a three pronged approach would help to garner the most information: 
experiments with the existing device geometry, numerical modeling, and experi­
ments with different device geometries. With the existing device geometry a check 
of the effects of direct lattice heating on the conductance peaks could shed light on 
the mechanism at work.  If the effect is very similar to that observed, this might 
indicate phonon heating as the cause of peak broadening. Applying a magnetic field 
should alter the phonon emission rate and may provide additional information. In 
addition, more accurate numerical modeling is needed to compare the experimental 
data to the theory. However, what may prove to be even more insightful is to cre­
ate devices with different spacing between the dot and QPC and to determine the 
dependence of the effect on distance and lattice direction, as phonon and Coulomb 125 
effects will have different dependences on distance and direction. Finally, better fab­
rication techniques may be needed in order to produce more closely spaced coupled 
systems and increase the strength of the Coulomb interaction. 
In general there are still many experiments on coupled low dimensional sys­
tems in near equilibrium and nonequilibrium transport which remain to be done. 
No one has observed a 1D-1D Coulomb interaction. Double quantum well (DQW) 
systems with nanometer split gates provide a new platform for the study of nanome­
ter interacting systems [88]. The promise of clocking electrons one by one through 
multiple dots and detecting them noninvasively has not yet been realized in GaAs 
systems. Silicon continues to be the mainstay of the semiconductor industry. How­
ever, due to their unique physical properties, GaAs and related tertiary compounds 
have important niche applications in real world devices, and are the workhorse for 
the experimentalist to explore the nanoscale world. 126 
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A. DX CENTERS IN III-V COMPOUNDS 
In III-V compound semiconductors and heterostructures such as n-type doped 
Al GaAs/GaAs, the dopant atoms (in this case Si) are substitutional donors because 
they replace a Ga or an As atom in the lattice. Defect formation occurs when either 
the donor atom or a nearest neighbor is displace along a bond axis. These defects 
in the lattice cause lattice distortions which create deep donor levels [148]. These 
defect centers are believed to be highly localized and negatively charged presenting 
a repulsive barrier to both electron capture  and emission [149].  This theory is 
confirmed by experimental data concerning the dependence of defect formation on 
the composition, pressure, and dopant concentration [150]. The reaction can  be 
described by the stoichiometry equation, 
2d° > d+ + DX-,  (A.1) 
where d° is a neutral substitutional donor (e.g. Si) atom and d+ is the ionized donor 
which has given up an electron for capture to the DX- center. 
Two main problems exist as a result of DX- center formation. These defects 
can be photoionized and release their electrons, 
DX- + by ---> 2e + d °.  (A.2) 
At cryogenic temperatures where many experiments are performed, electrons do not 
have enough thermal energy to be recaptured, and the increase in carrier concen­
tration can persist for days or weeks with a very small decay rate. This phenomena 
is known as persistent photoconductivity [151] and can be undesirable. 
Another problem arises if the sample is cooled too quickly, and electrons are 
not able to equilibrate and be captured by the DX- centers. In a heterostructure 
device which is cooled rapidly a high electron concentration of will exist in the mate­140 
rial between the surface and the 2DEG. Gated devices will have poor characteristics 
because current will be able to leak through the gate and into the 2DEG. 
As mentioned in Chapter 2, DX- centers become a detriment to device behav­
ior when the mole fraction of Al in the the Al GaAs/GaAs heterostructure exceeds 
0.3. A balance must be struck between the defect density and the other desired phys­
ical characteristics such as confinement of the 2DEG. Finally, care must be taken 
to create the right experimental conditions to obtain the desired device behavior. 141 
B. DESCRIPTION OF THE 3D POISSON AND 1D 
SCHRODINGER SOLVER 
A description of the 3D Poisson and 1D Schrodinger Solver written  by Prof. 
D. Vasileska at Arizona State University is given below. The  general analytical 
equations are given, the iterative technique is described, and the assumptions and 
numerical techniques used are briefly addressed. 
The Schrodinger equation is 
_2 
(B.1) V20(x) + (OH + 0E-c)0(x) = 0 2m 
where OH is the Hartree potential and is the solution to the Poisson equation, 
(B.2) v2011= p/e, 
and 0 E_C is the exchange correlation potential and is obtained from the interpola­
tion formula developed by Hedin and Lundqvist [153]. The physical sources of the 
Hartree potential are electron-electron interactions and ionized impurities. 
Initially the 2DEG density is calculated by using the self-consistent 1D Poisson­
1D Schrodinger solver in the density-functional formalism [152]. The 1D Schrodinger 
equation is solved for an initial guess of a flat energy  (conduction) band.  The 
Schrodinger equation is solved for the charge density, 1021 = p. The charge density 
is put back into the Poisson equation and a new value for the Hartree potential is 
obtained. This iterative process continues until the difference in the Hartree poten­
tial between two successive iterations is less than 10-5 V. The energy band profile 
obtained using this solver for the MBE layer structure used in this research is shown 
in part a of the figure below, and the depletion of the 2D density as a function of 
gate voltage is shown in part b of the figure. The gate depletion agrees well with the 
experimental data to within 200 mV as has been observed in simulations of other 
devices on GaAs material [126]. 142 
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In the 3D-1D solver there is additional confinement due to the gates. The 
3D Poisson equation is discretized, and the 7-point finite difference approximation 
scheme is used with piecewise constant dielectric constants.  The gridding is inhomo­
geneous to obtain smooth behavior around gate edges and in the QPC constrictions. 
The boundary conditions used are Dirichlet for the gates and free surface [154] oth­
erwise. In addition, several material parameters must be assumed and are shown in 
the table below. 
Parameter  Value 
T  10 K 
.65 x 1018 cm-2 
Egap  1.4 eV 
N donors 
Fraction of Al  .3 
Schottky Barrier Height  .7 V 
# of occupied subbands  1 