In this paper, we discuss the H 1 L -boundedness of commutators of Riesz transforms associated with the Schrödinger operator L = − + V , where H 1 L (R n ) is the Hardy space associated with L. We assume that V (x) is a nonzero, nonnegative potential which belongs to B q for some q > n/2. Let
Introduction
Let L = − + V be the Schrödinger operator on R n , n ≥ 3. Throughout this paper, we assume that V is a nonzero, nonnegative potential which belongs to B q for some q > n/2. Let T i (i = 1, 2, 3) be the Riesz transform associated with Schrödinger operators, specifically, T 1 = V (− + V ) −1 , T 2 = V 1/2 (− + V ) −1/2 and T 3 = ∇(− + V ) −1/2 . The L p -boundedness of T i (i = 1, 2, 3) was widely studied in [7, 9] . In [3] , using a pointwise estimate of the kernel of T i (i = 1, 2, 3), the authors proved the L p -boundedness of commutators [b, T i ] (i = 1, 2, 3) for some p > 1. In this paper, we discuss the boundedness of [b, T i ] (i = 1, 2, 3) at the endpoint p = 1.
A nonnegative locally L q integrable function V (x) on R n is said to belong to B q (1 < q < ∞), if there exists C > 0, such that the reverse Hölder inequality By Hölder's inequality, we have B q 1 ⊆ B q 2 for q 1 ≥ q 2 > 1. One remarkable feature of the B q class is that if V ∈ B q for some q > 1, then there exists an ε > 0 which depends only on n and the constant C in (1.1) such that V ∈ B q+ε . It is also well known that if V ∈ B q , q > 1, then V (x) d x is a doubling measure, namely for any r > 0, x ∈ R n and some constant C 0 , B(x,2r ) V (y) dy ≤ C 0 B(x,r ) V (y) dy.
( 1.2)
For such a Schrödinger operator L, Shen [7] studied the L p -boundedness of Riesz transforms associated with L. He obtained the following result. (i) Suppose that V ∈ B q and q ≥ n/2. Then for q ≤ p < ∞,
(ii) Suppose that V ∈ B q and q ≥ n/2. Then for (2q) ≤ p < ∞,
(iii) Suppose that V ∈ B q and n/2 ≤ q < n. Then for p 1 ≤ p < ∞,
where 1/ p 1 = 1/q − 1/n.
By duality, we can easily obtain the L p -boundedness of T i (i = 1, 2, 3). Take T 3 = ∇(− + V ) −1/2 for example; using (iii) of Theorem 1.1, we find that T 3 is bounded on L p (R n ), 1 < p ≤ p 1 . So an interesting problem is the boundedness of T i (i = 1, 2, 3) at the endpoint p = 1. In Section 2, we prove that the T i (i = 1, 2, 3) are bounded from L 1 (R n ) to L 1 weak (R n ). It was pointed out in [7] that if V ∈ B n , then T 3 is a Calderón-Zygmund operator. So when considering [b, T 3 ], we restrict ourselves to the case where V ∈ B q (n/2 < q < n).
In [3] the authors proved that for b ∈ BMO(R n ), the commutators [b, T i ] (i = 1, 2, 3) are bounded on L p (R n ) for some p > 1. Another problem we are interested in is the boundedness of commutators [b, T i ] (i = 1, 2, 3) at endpoint p = 1 for b ∈ BMO(R n ). In [6] Pérez proved that if b ∈ BMO(R n ), the commutator [b, T ] may not be of weak-type (1, 1) where T is a Calderón-Zygmund operator. In
In [2] Dziubanski and Zienkiewicz studied the Hardy space H 1 L associated with the Schrödinger operator L = − + V , for V ∈ B q , q > n/2. Actually they showed that
Unfortunately, in Section 3, we get a negative result. We give a counterexample to imply that the commutators [b,
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These facts imply that, in order to get the H 1 L -boundedness of the commutators [b, T i ] (i = 1, 2, 3), we need to replace of the space L 1 (R n ) by a larger class. In Section 4, we prove that, if b ∈ BMO(R n ), the commutators [b,
In the rest of this section, we list some notation and properties for later use.
Clearly, 0 < m(x, V ) < ∞ for every x ∈ R n and if r = 1/m(x, V ), then 1/r n−2 B(x,r ) V (y) dy = 1. For simplicity, we sometimes denote 1/m(x, V ) by ρ(x) in proofs.
The function m(x, V ) has many useful properties. We list them in the following lemmas.
. There exist C > 0, c > 0 and k 0 > 0 such that for x, y ∈ R n :
When we estimate the integral of the kernels of T i (i = 1, 2, 3), we need the following lemma.
LEMMA 1.5 [3, Lemma 1] . Suppose that V ∈ B q for some q > n/2. Let N > log 2 C 0 + 1, where C 0 is the constant in (1.2). Then for any x 0 ∈ R n and R > 0,
weak )-boundedness of the Riesz transform X j L −1/2 associated with a Schrödinger operator on a nilpotent group. So we need only give the proof of T i for i = 1, 2. For the proof, we need the wellknown Calderón-Zygmund decomposition as follows.
LEMMA 2.1 [8] . Let f ∈ L 1 and α > 0; there exist a decomposition of f as f = g + b, where b = k b k , and a sequence of balls {B * k } such that:
weak (R n ). For the proof of Theorem 2.2, we need the following pointwise estimate of the kernel of T 1 . LEMMA 2.3 [3, Lemma 2] . Suppose that V ∈ B q for some q > n/2. Then there exists δ > 0 such that for any integer K > 0, 0 < h < |x − y|/16,
Using (i) and (iv) of Lemma 2.1,
Then by (i) of Theorem 1.1 and 1 < p < q,
Now we estimate |{x :
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By the cancelling property of b k , we let
By Lemma 1.5,
Finally, we obtain
This completes the proof of Theorem 2.
2
For the (L 1 , L 1 weak )-boundedness of T 2 , we need the following lemma.
LEMMA 2.4 [3, Lemma 3] . Suppose that V ∈ B q for some q > n/2. Then there exists δ > 0 such that for any integer K > 0, 0 < h < |x − y|/16,
3)
Similarly, we only need to estimate |{x ∈ (∪16B * k ) c :
Since y ∈ B * k and x ∈ (∪16B * k ) c , then |y − x k | < r k < |x − x k |/16. Let h = |y − x k |, by Lemma 2.4 and Hölder's inequality,
at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972710000390 [7] Endpoint estimates for commutators of Riesz transforms 373
This completes the proof of Theorem 2.5. 2
In a similar manner to the two previous theorems, and using the following lemma, we can prove the (L 1 , L 1 weak )-boundedness of T 3 . LEMMA 2.6 [3, Lemma 4] . Suppose that V ∈ B q for some n/2 < q < n. Then there exists δ > 0 and for any integer K > 0, 0 < h < |x − y|/16,
Dziubanski and Zienkiewicz studied the Hardy space H 1 L associated with a Schrödinger operator L. In that paper they constructed the atomic Hardy space as follows.
is an atom for the Hardy space H 1 L (R n ) associated with a ball B(x 0 , r ), if the following conditions hold: 
where the infimum is taken over all decompositions f = j λ j a j where a j are H 1 L -atoms.
In [2] the authors obtained the atomic decomposition of H 1 L as follows. THEOREM 3.2 [2, Theorem 1.5]. Assuming that V is a nonnegative potential such that V ∈ B n/2 , then the norms f H 1 L and f L−atom are equivalent, that is, there exists a constant C > 0 such that
Using atomic decomposition, the authors obtained the following result.
. If V ∈ B n/2 is a nonnegative potential, then there is a constant C > 0 such that
where R L j denotes the jth component of the operator
In this section we prove in a similar manner that for
First we state the definition of the dual space of H 1 L (R n ) which was introduced in [1] . DEFINITION 3.4. We shall say that a locally integrable function f belongs to BMO L (R n ) whenever there is a constant C > 0 such that 1
We let f BMO L denote the smallest C in the above inequalities. Here and subsequently, we set
THEOREM 3.5. Let T 3 = ∇(− + V ) −1/2 be the Riesz transform associated with the Schrödinger operator and let b ∈ BMO L (R n ). Then the following two statements are equivalent.
(ii) For any atom a supported in a ball with center x 0 and radius r < ρ(x 0 ), for u ∈ B, PROOF. Because a(x) is an H 1 L -atom, we assume that the support of a(x) is B(x 0 , r ). In order to estimate the L 1 norm of T 3 a(x), we divide the discussion into two cases as follows.
For M 2 , we have
Using Lemma 2.6,
at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972710000390
Because y ∈ B implies that |y − x 0 | < r < 4ρ(x 0 ), then ρ(x 0 ) ∼ ρ(y). We have m(y, V )r ≥ m(y, V )ρ(x 0 ) = 1 for r > ρ(x 0 ). Therefore,
Because |x − z| < |x − y| implies that |z − x 0 | ≤ |z − x| + |x − x 0 | ≤ |x − y| + |x − x 0 | ≤ 2|x − x 0 | + |y − x 0 | < 2 k+2 r + r < 2 k+3 r , then
Because 2 k+3 r > r ≥ ρ(x 0 ) for k ≥ 1, 2 k+3 r m(x 0 , V ) > 1. Then by Lemma 1.4, the double property of V (x) d x and r m(x 0 , V ) ≤ 4 for r ≤ 4ρ(x 0 ),
Therefore, choosing K large enough, we obtain
Finally, we estimate M 3 : For y ∈ B, |x − x 0 | > 2 k r , we have |x − y| > |x − x 0 | − |y − x 0 | > 2 k r − r > 2 k−1 r , where k ≥ 1. Then
Here we have used the fact that, for 4ρ(x 0 ) ≥ r > ρ(x 0 ) and any |y − x 0 | < r < 4ρ(x 0 ), we have m(y, V )r ≥ rρ(
For z ∈ B(x, |x − y|), |z − x| ≤ |x − y|. So for every y ∈ B(x 0 , r ) and |x − x 0 | ≤ 2 k+1 r ,
Then by Lemma 1.4, choosing K large enough, 
Here we have used the fact that, because ρ(
Then for y ∈ B, |y − x 0 | ≤ r ≤ 4ρ(x 0 ). Therefore we have m(x 0 , V ) ∼ m(y, V ) and 1 ≤ r m(y, V ) ≤ 4. Finally, using (ii) of Definition 3.1, we obtain
In fact, we have proved that for an H 1 L -atom a(x) with support B(x 0 , r ) with ρ(
Case II. For r < ρ(x 0 ), the atom a(x) has the cancelling condition B a(x) d x = 0. For any u ∈ B,
Clearly we can see that I 4 is the term in the integral of (ii) of Theorem 3.5. So we need only estimate I i (i = 1, 2, 3) separately.
Because [b, T 3 ] is bounded on L p for 1 < p < p 1 , then we have
[13]
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By the cancelling property of a(x),
Because y ∈ B(x 0 , r ) and x ∈ (33B) c , we have |y − x 0 | < r < |x − x 0 |/16. By Lemma 2.6, setting h = |y − x 0 |,
Naturally we divide the integral into two parts,
We have For I 21 , by Hölder's inequality and Lemma 1.5,
Finally, for I 3 L 1 , we get
On the one hand, because u ∈ B, we have |y − u| ≤ |y − x 0 | + |x 0 − u| ≤ 2r . On the other hand, for x ∈ (33B) c , we have |x − u| > |x − x 0 | − |u − x 0 | > 32r . Therefore |y − u| ≤ 2r ≤ |x − u|/16. By Lemma 2.6, setting h = |y − u|, Similarly, we divide the integral of the above inequality into
For I 32 , we have
n ≤ C. For I 31 , notice that every ξ ∈ B(x, |x − u|), and |ξ − u| ≤ 2|x − u|. If |x − u| ≤ 2 k r , then |ξ − u| ≤ 2 k+2 r . So we have
This completes the proof of Theorem 3.5.
2 COUNTEREXAMPLE 3.6. From Theorem 3.5, we find that the commutator [b,
We use a simple example to imply this conclusion. If we choose r small enough such that 33r < ρ(x 0 ),
Shen [7] proved that there exist constants
If we set V (x) = 1 for convenience, then by Definition 3.1, it is easy to see that ρ(x 0 ) = 1. By Definition 3.1, because r is the radius of the atom a(x), then r ≤ 2 1−n/2 . This means that if n is large enough,
Unfortunately the conclusion ( * ) is not true for a general atom a(x). For example, we set
We have, for every k ∈ Z + , | b(y)a k (y) dy| = ln 2, which is contrary to the conclusion ( * ).
The counterexample in Section 3 implies that, if b ∈ BMO L (R n ) and b is nonzero in the BMO L norm, we cannot guarantee that the commutators [b,
In this section we prove that if L 1 is replaced by a larger space, namely
[17]
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PROOF. L , there exist a sequence of H 1 L -atoms {a j (x)} and a sequence of {λ j } for j ∈ Z such that f = j λ j a j (x) and j |λ j | ≤ f H 1 L . If we set the support of a j (x) as B j = B(x j , r j ), then r j ≤ 4ρ(x 0 ) by Definition 3.1. Therefore,
where we denote
Hence we need to estimate |{x :
Step I. First, we estimate |{x :
For I 3 , by Theorem 2.7, T 3 is of weak-type (1, 1). Using Hölder's inequality,
For I 2 , the atom a j has the cancelling property when r j ≤ ρ(x j ). We have
We set
|y − x j | < r j and x ∈ (16B j ) c , |x − x j | > 16r j , then |y − x j | ≤ |x − x j |/16. By (2.6) of Lemma 2.6, 
For I 2 2,y , we have
For I 1 2,y , we have
Because every u ∈ B(x, |x − x j |) implies that |u − x j | ≤ 2|x − x j | ≤ 2 k+2 r j for |x − x j | < 2 k+1 r j , then by Hölder's inequality and Lemma 1.5,
where we have used the fact that, for 1/q = 1/ p − 1/n, n/ p 1 + n/q − n + n − 2 = n − 1. Then
Step II. We estimate |{x :
Notice that in this case, ρ(x j ) ≤ r j ≤ ρ(x 0 ), the atom a j (x) has no cancelling property. Similarly,
Similar to the proof of step I, using the L p -and (L 1 , L 1 weak )-boundedness of T 3 ,
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For I 5 , we have Here, in the second inequality, we used the fact that because y ∈ B j , |y − x j | < r j , then |x − y| > |x − x j | − |y − x j | > 2 k−1 r j for 2 k r j ≤ |x − x j | < 2 k+1 r j . In the fourth inequality, we used the fact that because ρ(x j ) ≤ r j ≤ ρ(x 0 ), then |y − x j | < r j < 4ρ(x j ), m(y, V ) ∼ m(x j , V ) and 1 ≤ r j m(x j , V ) ≤ 4.
Finally, we estimate I 1 5,y . For every u ∈ B(x, |x − y|), |u − x| < |y − x j | + |x − x j |, then for 2 k r j ≤ |x − x j | < 2 k r j , we have |x − y| > 2 k−1 r j and |u − x j | < |x − u| + |x − x j | < |y − x j | + 2|x − x j | < 2 k+3 r j . Using Hölder's inequality, 
