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　　　　　　　　　　　　　　　　　　　1●　Summary｡
　　Several statistical procedures are presented for selecting a subset fiヽom k given
exponential distributions which contain t-best (ん≧t) populations.　These procedures are
constructed by the statisticswhich are based on censorヽed data frヽomrespective exponential
distributions. In the cases when the observations become available in ordered manner,
usual statistical problems do not make use of the original random samples.　The prac-
tical applications which need the censored data are represented by Esptein and Sobel
［6］and ｅtｃ｡
　　Now, the ranking or selection problems which are prsented by Bechhofer［I］have
been studied are developed by many authors. The author ［ﾌ］in this paper presented
one general selection procedure for the best population among the family of one para-
meter exponential distributions.　Another selection methods by means of the nonpara-
metric methods have been studied by the authors such as Lehmann ［6], Rizvi and Sobel
［9］and Sobel ［14］and ｅtｃ｡
　　　On one hand, no statistical selection probelems which make use of the procedures
based on censored data were studied before. At these points of view, our main object
in this paper is to challenge an attention to these statistical selection problems by means
of censored data. However ａ number of kinds of statistics based on censored data
for the exponential distributions are studied by the authors such as Esptein and Sobel
［2］ａｎｄ［4], Esptein［3], Kulldorff［5], Ogawa［8], Saleh［10], Sarhan［11], Sarhan,
Greenberg and Ogawa ［12], Sarhan and Greenberg［13],［15], and ｅtｃ｡
　　Thus we discuss in Section ｌ one selection problem whose procedure depends on the
best linear unbiased estimates by Sarhan and Greenberg［13］for the scale parameters
in the case when ａ set of one parameter exponential distributions are presented, and
discuss the problem whose procedure depends on the unbiased estimate by Esptein and
Sobel［4], making use　of Chi-square　distributions.　　　　　　　‘
　　　In Section 2，and 3 we discuss the selection problems whose procedures depend on
the best linear estimates by Sarhan and Greenberg［13］for the scale and location
parameters in the case　when two parameter exponential distributions are presented｡
　　　In Section 4。we present ａ selection procedure based on ordered statistics whose
respective dentisty function is uniformly.　　　　　　　　’
　　　　　　　2. One parameter exponential distributions.
2.1. The scale param万eter case when χ(ｒけ１)，…,Xc≪-r,5 are used.
Let
(2.1.1･) ゐ(ｘ)＝(7‾l exp (－ｘlo)，0≦ズくoo 0くら
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and ｌｅtJI≦J2≦ツ≦Ｊｎbe the ordered statistics of χ1，χ2，…，χ。whoserespective density
　　　　　　　　　　　　　　　・　　　　　　　　　　　　　　　　　　　　　　'　　　　r　　　　　　　●is given by (2.1.1･).　Ｂyｕsｅｏr.ｱｒl≦JVrj+l≦¨'≦y^-r,, let ｕs‘put
(2.1.2)
where we put
(2.1.3)
(2.1.4)
and where
(2.1.5)
(2.1.6)
　　　　　　　　　Bi=r2-1
°＊゜{々yｒl＋1＋Σ力＋(r2＋I)丿。-r^lK,
　　　　　　　　　i=-’l＋2
K ＝ KJ'ID，＋(zz一ｒ1－r2－I)
に)＝凡/私－(7z－r,－1)
Ki = ≪-'十(n-n-十…十(yz一り)“1，(i＝1， 2)
瓦＝,z-2＋(zz－1)‾2＋…＋(7z－り)‾2，(i＝1，2)
゛マ:ご言言ごご言二ごｲ亦ごに言
j
ご
－ｏ－。一
(2.1.7) e{み1'み1゛1'･■>J>'≫-り)゜ﾊﾞでj[瓦(みlｔl)ｒl[1‾瓦(み-Ｑ)]’2)≒Jﾘ2声(力)'
(2.1.8) 几(Ｊ)＝Kゐ(1)ぶ，(Ｊ≧O)・
By mean of the transformation
(2.1.9)　　　　　uja =ｓ， Jiilo＝ら，(f＝r1＋1，rl＋2，…。z－r2)
the equation (2.1.7) reduces to
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　"->･?.
(2.1.10)η(1’1゛1' しけ2)バ”-’2)゜”!(71!72!)‾1[H{trけ1)]”1×[1－Ｈ(1”-’2)]≒｡ﾘ■4-1
where
(2.1.11) H{x) =∫≒(z)趾ａｎｄ　h{t) = exp (-0, {t≧O)・
　　　　0
　　Let n, be the population with density function/cr,-(a;),(x≧0), which was defined by
(2.1.11).　Let us put
(2.1.12)　ぶ?(1)゜{(7'ニ(゜0> '^1パ¨>Ｏｆｃ)i(り゜り゜0)　り゜Sj'^o,　i°152パ¨μ;
　　　　　　　j＝1＋1バ＋2パ･･, k} ,
where for the preassigned positive constants∂＊＞1＞γ＊，ｗｅassume that
(2.1.13)　　　り≦゛＊＜１く∂＊≦６ｊ５　ｉニ1･2･…バ;j＝1＋1丿十2，…，ん.
　　Procedure jZ1:　If (7o＊≧a,*(り＊≧(7o＊)，tｈｅｎｗｅdecide that n.e^dlye/), re-
spectively.
Let (CD) be such stochastic event that
　　　　　　　　n,e5･　n,e/, i=＼,2,…， t-，j＝ t＋Iバ＋2，…，ん，
by use of Procedure i?,,where 7 and ぶmean the set of populations whose parameters are
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of typeり7o and ∂βo5 respectively.　Then we evaluate the probability ？{(ＣＤ)[Q{t),
jRI}
by which the correct selection is done by use of the procedure R,, for each a^Q{t)｡　13y
mean of the transformation (2.1.9) of variables we have
(2.1.14)　　　(y＊＼ｏ＝(に･''ri+l"r'ri+2十…十ら,-。2-1十(r2＋1)ら,-。2)IK，
therefore fi･om (1.1.14)
(2.1.15)　　　　'ri+l°(瓦゜＊/゜－ら1-2－…－ら,-，2-1－(7'2＋1)ら,-。2)ID
　　　　　　　　　1，＝ら　　(i＝ｒ1＋2，…。z－ん).
The Jacobian 'oftransformation is given by
(2.1.16)　　　　　　　　　　　　　J=KI{aD),　　　　　　　　　　　　　ヽ●
　where the constants K and D were given by (2.1.3) and (2.1.4),respectively.　Hence we
　have
　(2.1.17)　　９((7＊バｒl-ﾄ2，…，臨-ｒ2)
＝げﾐこj[
＼Da .ｷ(1．肖十…十らｰ。2、)一万1．-。､)
゛1[＼-H(ら
1-ｒ2)]゛2
xｅｘＰ(‾堅‾ヅlｒl＋2‾¨‾ツ_D-r,-＼ら-'.)]
Therefore we have
(2°1°18)　　･g(゜＊)゛∫ﾝ¨∫ﾝ(a*バri+2J･，t≪nり+
1°
This 4s the density function of a* define‘dby (2.1.2).
　　Now let us obtain the joint density function of ん＋1 estimates defined by (2.1.2) for
1ﾆﾆ言荒こヅニゴ二二言惣な漂ce in this case A+l ｅs'
(2.1.19) 刎(ＣＤ)汐(･),凡}＝∫…∫点[ｇ(０；＊)＆i＊]
　　　　　　　・{廓痢二欧づ}
By use of the transformation
(2.1.20) <7,*/<7,
the equation (2.1.19) redices to
(2.1.21)
一
一 di, i = 0, 1,…丿，
UXI
G,(5o/e,.)n[1‾ら(ao10j)]g{.o,)do, ,
whereら゜りI'^o,夕=1,2,…,k and
(2.1.22) G,W =自卜∫ｺﾞﾙ[く払二等一七尹
‾
ヰ
ら-ｒ2
)]゛
[l一耳z，し]]‰ｘｐ(一会ai¬ヅらムー…－ヅらｰ。-1－j)‾2‾≒-，｣
乱拝ﾀﾞ‘ﾄﾞ∂バi°1,2, ･･･,ん)'
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Let us define that
(2.1‘23)‘Q*(t)゜{o＼°i ゛ ゛'＊<３ｏ，”ｉ°６＊゜o> i ° 1,2,…，ｆ＞j ＝ t＋lｙ¨μｈ
where it was that 。
(2.1.24)　　　　　り≦r＊く１＜∂＊≦りｊ＝1，2バ‥バｊ＝z十1，…，ん.
Now for each i in t≧i≧1 we have
(2.1.25)　G(5o/<7,.) = G,(∂o/り)
＝に悟子jふ[ベレヅユＡドヅ岫]’･
×[1－/7(1，-ａ)]‰ｘｐ{71ai－ヅ'ri+2‘-'¨－ヅ
×,J91＆}jao
'≪-r2-l
　　　　≧Giioolr*) ,
and similary for each j in l＋1≦j≦んwe have
(2.1.25)・　　　　　　　　1－ら(ao/り)≧１－ら(ao/∂＊)・
Hence we obtain the following theorem:
　　Theorem 2.1.ひider the notations a?卯'nぷtions∫tated aboぼ，乙むehave
(2.1.27) 　￥，ぶ!倍茫;9?:昴゜刎(ＣＤ)|゛＊(')ｊ'.}
　　{i=1,2,…,1;j=z十l,…,J
°∫F[G(djr*)]て1‾Ｇ(ao/サ)r‾≒(ら)おoi
£)－ｒ－Ｉ
づらt-r2
wheｒｅ　Ｑ(Ｊ)ｗａｓdefinedり(2.1.25)･
　　2.2. The scale parameter cases Mrhen χ(1),χ(12)，…,jccm)are used.
　　Let n. be the exponential population ゛hose density 伍｢ictionis given by
(2.2.1)　　　　　　　，たみ)＝ｅｘP(－ｘ臨)/ら，０≦ｘく・・，0＜(ｉｉ
１
i=0, L…, k, respectively.　Let the transformation be
(2.2.2)　　　　　　((加－2)恥池)/((2a－2)ａＪａｏ)＝瓦＝耐(∂o∂ハ
where the statistic (2m―2)i5,/ct,- distributes Chi-sqﾘare di!tribution with 2m-2 degrees･of
fｒｅｅｄｏｍ.Ｌｅtχ(1)＜χ(2)＜‥・＜ズ(ｍ)be the first m (n'>m) ordered statistic olでχ1，χ2，…，χ。
which have the respective density function defined by (2.2:1).　Let us put that
　　　　　　　　　　　　　　　　　　　｡　　　　　　　！　　　　　，｡
(2.2.3) 　　　同一1　　　　　　　　'　　　，'a，＝Σ(7z－i)(々ｏ９一紀,)/伽一i)
　　　i"X
i=0, 1,…, k. Then it was proved by Esptein and Sobel [4]that the statistic 5,-is the
minimum variance unbiased estimate ofo.-, z=l,2,…,ん, respectively. Now let us give the
joint density function of (F,, F,,…，Ｆね)by use of that of {So,∂ｐ…3∂血).　Since (2m―2)
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a：|oi　i＝Oj3°･■,k are mutually independent and each statistichas Chi-square distribution
with 2/71-2 degrees of freedom, we have
(2.2.4) 　g{So,∂。…｡６ｂ)Aj∂i
＝脳宍(大言)’-2呻(一矢戸)j(ぞ５)]
The following tranfc〕rmation
(2.2.5)
has the next Jacobian:
(2.2.6)
Fid, =6i|oi， i
一
一 1,2,…μ
Ｊ＝Ｘ∂リ∂弓|
　= (3o)* ,
where 5,-°Oiloo, i°132パ¨3 6 therefore we have the next joint density function of Ｆ１，几，
…，Ｆ，-.　　　　　　　　　　　　　　　　　　　　　　ヽ
(2.2.7) A(Ｆ Ｆ…,ら)
゜｢
jび?まこ八(ぎ)’‾157(ao)(“1゛’‾1)
　[r(m-l)]１゛ﾘ=-≫ ^CTo　　　0
　Xexp(一息(1十瓦十…十几))doo･
Again the next transformation
(2.2.8)　　　　　　　(m-l)(l十八十…十几)aolao＝Ｊ
makes the equation (2.2.7)to
(2.2.9) KF,, Ｆ２１…,几)＝Ａ当年已て≒:jﾐ1
●･ｎ瓦ｔl
i=1
?－1[r{m-＼)]゛1(1十瓦十…十几)ｂｍ-i-ｍ-゛
　　Procedure
jR2:
・坏ａ，≧5i(り＞ao)μゐenwe deci心血It Jli^S {J]_.∈/), respec高砂･
　　This procedure means that if瓦≦r-1(弓＞り-'), then n,e5(n.e/)。respectively･
Hence we obtain
(2.2.10) p{{CD)＼a{･),R2}
゜
∫…Sゐ(Ｆ。Ｆ２５…,几)在ぶ
　床瓢じ詣il∴:1}
From (2.2.10) we have the following theorem:
　　Theoren・ 2.2.1　びnder the notions and､|､conぷtionstated above we hα|ぼ
(2.2.11) 　Inf P{{ＣＤ)|ぶ?(t),R,} =P{(ＣＤ)圖＊(･),Jり
{次yこ昌‰,りト：‘
The proof of this theorem follows by means of the similar notions in (2.1.24) and (2.1.25).
　　　Nextly, we give the another representation of (2.2.9) which is the joint density func-
thon of Ｆ Ｆヽ･･,F^as follows:　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　..
６
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(2.2.12) P{(CD)＼Q(t),R,) =∫UK{m-いo/り)ｎ(１－ｘ帥－いo/り)]政帥－いo)，
where
(2.2.13) 尺伽一l,ｉ,/り)＝玩丿二石∫ﾌﾞ≒"'-''e-'dLi°l･2,-バ゜
Hence the result of theorem 2.2. follows similary｡
　　　In what f(:)llows,we give the saymptotic representation as m becomes large. Since ａ set
of statistics
(2.2.14)　　　　　　　　石＝㈲一心)/(2ら), i = 0,＼,…，ん
are mutually independent and the respective density function ｈａｓＮ(0, 1), we obtain the
following asymptotic representation:
(2.2.15)　　　刎(Ｃ£))12{0，凡}
づTjぐ[{守寸刈}
郎米出ヤりいI)]),(守)べ言)
By means of the transformation
(2.2.16) (∂o臨－1)/2＝1
the right hand side of (2.2.15) reduces to
(2.2.17)
where
(2.2.18)
　じ０皓(ヅ刊)鳥卜・({(ﾌﾞ-1)]･(･)・
球1仏子ヤ))]TIイムヅレう)Ｄ(･)・
　　ｇ一一Ｌ　ヽy'　Ｚヽｙ･　　I I J V.　　　｀(J"'　Ｚ｀○"
＝
に(や十才)]TI－・(Ｊ＋帽)]じ(･)冶
1/r＊＝ｒ＞V ａｎｄ1/5* =,Aく１．
Therefore we have the following:
　　　Theorem万２.２.２. Ａｓ血ｃｏｍﾉｱ。万,z万ｇ四面ｊｚ。n increases infiniteひ', we obtain
(2.2.19)
乙む＆rど
(2.2.20)
刎(ＣＤ)＼Q(･),瓦}
刊Tj畷(ﾂﾞｰ)坤卜・({万(旱－1))Ｄ(･)・
≧∫こ(くD{rt十(７‾1)/2)]TI‾(2)(ぶ十望)]゛‾″φ(叫，
r＝1/r＊＞1α?j＝I/∂＊＜1.
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　　　　　　　　　･3. Two para”１万eterｅＰＯ血ential distributions.　ｉ
3.1. The scale para・゛万eter case when ;x;（|ｒ1＋1），…,X(。-ri>are used.
フ
　　Let ｘ(1)≦…≦xc_) be the ordered statisticsof random samples with the following
density function
(3.1.1･)
Let us put that
刄。(ｘ)＝ｅｘｐ(－(ｘ－zz)＼ｏ)lo, (X≧川
(3.2.1)　･7φ゜･;[(I－zz＋rl)ｘc。け1,＋ｘc。1+2) +…＋ｘc。-。2.ト1,＋(r2＋1)ｘc。-。2,1，
where
(3.1.3)　　　　　　　　　　　　　c= {n-r,~r,-＼)≒
and where ズ(ｒ･i+i)> "*) ^Cﾀ1-ｒ2)is ａ subset of ズ(1)パ゛゜) -^Cb)-　It was then proved by Sarhan
and Greenberg[14]that cyφis ａ best linear unbiased estimate of
(7.
　　　Let us assume んexperimental populations with scale parameter ai{i=l,2,…μ)
and one control population with the parameter c7o･
　　　Procedure ji3:　び(7j≧(704≒tｈｅｎ ｕ ｄｅｃｉｄｅ　that　thepopｕlatｉｏｎ Ｈｉ ｂｅｌｏｎがtｏ tｈｅｇｒｏｕｐＳ.
　　　Now the joint density function ｏｆＪｒl＋1に･ ･ V is given by
(3.1.4)　ξ(Ｊｒ1＋1，…･Ｊ。－ｒ2)＝
首[ら
’
(み1゛1)]
ぺ＼}-F
^Ayn-r,)]’2,
ﾎﾟﾝﾄﾞ(が)
'
where Ｊｊ°ズ(y)＞Ｊ＝Ｔ.＋Iパ¨ｸﾌi―r^, and
(3.1.5)
By means of the transformation:
(3.1.6)
み,。(Ｊ)＝Kみ,。(x)dx｡
三∇
ｉニrl＋1ぐ‥バ'-''2 -，
the density function of (2.1.4) reduces to
(3.1.7)　　η(∫rj + 1に¨バタs-ｒ2)゜首[/7(ら1゛1)]’1[l-H{s”-Ｑ)]”‾2,2912嶮゛)
where
(3.1.8)
From (3.1.6) we have
j7(ｘ)＝E郎)冶　and　h{s) = exp(-5), {s≧o)・
. (3.1.9)　㈹ｃ＝μ+
a{(＼-n+r,)s。l+l+-f。1+2"1"…＋ｊ,－。2-l＋(ｒ2＋1)jｓ＿ｒ2}.
　　Since the transformation
　　(3.1.10)41＋1°{－(㈹ｃ－μ)＼ｏ＋Ｊ。1＋2＋…＋ｊ。－。2-1＋(ｒ2＋l)ｊ,s＿ｒ2}/(,z－ｒl－I)
　　　　　　　　∫I = -^I)　I =:r,-l,-:･5 n-r.
}
　　has the fi:)llowing Jacobian:
8(3.1.11)
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　　　　　　　　　J={co)-＼
the density function of random variable ，7φisgiven by
(3.1.12) g(㈹゜∫
0 Jo゛1'¨･ふ-Ｊ(゛)べ万戸
Again by the transformation
(3.1.13)
we have
卵lc一u)la = a
(3.1.14) g{d) =首∫ﾝ57[H{-∂十j。,。,十…十j。-。,一汁(r2十小。-。,)]’1
　　　(1‾痢らｰ’2)]'■2exp(二岩戸
■■-'■,+ 2
大穴ごご二忿竺ごごごぷ二言広言なーぺ
(3.1.15)　　　　　　　　　に言言二回j　/
Sincegi{di)equalstog(∂,)with∂i°(7j°1,2,…,k,we have
(3.1.6) P{iＣＤ)凶(･). R^} =∫･･･∫n [gi{り)仙]・
　　　　　　　参馳j二蹴!;1}
Hence by the similar method in Section 2.1., we have the following:
　　　Theoren・ 3.1.Ｕｎｄｅｒ　the　ｎｏtａtｉｏｎｓ万万α万ｎｄｃｏｎｄｉtｉｏｎｓ万staled砧ove, Iむ万ｅｏｂtai万,z
(3.1.17) 　匈｢刎(ＣＤ)＼S{t),R,} =P{{ＣＤ)|,ｇ＊(･)，凡}
り≦r*<l<5*≦5y,.= 1.2,…''■']{j＝1十1,…μ
＝
∫゜゜[Ｇ(Ｏｏｌ”＊)]″[l-G{oJ8*)]'-'goiＯｎ)da。
!s n, r,, ande r^ at？ common for all pop?ations.α?ａ,ん
　　Ｇ(ｘ)＝Ｇ,(ｘ)＝∫≒i(∂i)da。t = l,2, ･･･，ん。
aJゐere three cons切its Γg ,;∂ﾀ mon ul , and where
(3.1.18)　　　　　　Ｇ(ｘ)＝Ｇ,(ｘ)＝
じ
gi(∂i)da･， t ．
3.2. The location parameter case vrhen ｘ(ｒｊ＋１)パ･■,xc,.≪)areused.
Ｌｅｔム,(ｒ(χ)bethe density function defined by (3.1‘1).　Let us define that
(3.2.1)
where
(3.2.2)
μψ＝(1＋旦二2y二!)ｘ(。1+1)一十Wri+2)十…十ｘ。-。2-ｊ 一万ｘc。-。2。
　　ri+l一汗1)-1 andじ＝(zz－りーり－l)-≒
and where JTcn+oパ¨3ズ(ｓ-ｒ2)isthe subset of the ordered sample χ(1)＜ズ(2)＜'¨＜χ(ﾀ,5from
the common density fｕｎｃtｉｏｎム,ｊｘ).ltwas then proved that the statisticμ中is the best
linear unbiased estimate ｏrμ.
　　　In what follows let us give the joint density functions as follows:　Let the trans-
formation be
(3.2.3)
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(Ｊ,一μ)畑＝Ｓｉ，　ｔ･＝r1十1，…パz一z･2
(ズーzz)|ｏ＝J　and (j一司la = t,
then from the joint density function of y 。ｒＨ，….JVb-。in(3.1.4), we obtain
(3.2.4)
where
(3.2.5)
η(j。９Ｅμ。-。r
' T '[H(s。,。,)]’1[＼-H(s。二)]’1ぶひ(Si)
　　j7(ｘ)＝K帥)賎　岬)＝ｅｘｐ(－0バ≧０．
Also the relation (3.2.1) reduces to
(3.2.6)μ4″=μ＋(7{(zz－r1－1＋ａ)ら141－j。汁2一二｡'‥一占,_。2_1－(r2＋1)ら,ら｡2}/(ｇ).
Under the following transformation
(3.2.7)
we have
(3.2.8)
g(μiφ－μ■i)lo= iir--,　i = 0, I,…，１
Jo
∫]聶[亙(ら巾)]’[1－痢j1－2匝
　　　　　　　　　･exp[－ａｃ＋ﾀ■j-r,]jｒlfl－25ｒlf3－…－2j。-rj-l-V。＿。2]
From (3.2.7)μj≧μoψinＲ，　ｒeduces to
(3.2.9)
Hence we have
瓦≧ｇ(μo一μ,)/(7十μo，f＝l，2，…μ.，
(3.2.10) P{{ＣＤ)圖(･),R,}
where
(3.2.1 1)
＝∫Ｈ[1－Ｑ(βo十ａ(βo－μi)/７)]Ｈ[ら(βo十ｇ(μＱ－μ.･)M]･go(βo)d4い
　　0 i=^l　　　　　　　　　　　　　　　j゛Z＋1
　　　　　　　　　　　　　Q(ズ)＝∫＆(z)ぷ
９
and where gAt) defined by (3.2‘8).　However (3.2°12)μo‾μi°―'■.■,μo‾μj°∂jj°132
…，　t;j＝t＋1，…，ん, for each element in i2(0, we have
(3.2.13) P{(ＣＤ)|ぶ?(･)，j?,}＝
Therfore we have the following:
Oo f
　n
0 i=-l
??????
ら(β0十苧)]go(β,)ｄら
Theorem 3.2. Using the notations and conditionsヽぶZαなdabove we have
(3.2.14) Iぜ　P{{CD)＼S{･),.凡}＝j){(ＣＤ)凶＊(･),凡}
　{謡冶憐出犬Ｊ
＝∫y[1－Ｇ(μo一千)T[gUo十千ｱｽgoWdAo
10
aﾉheｒｅ
(3.2.15)
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G{x) =∫＼{t)dt.　g(0＝ｇ(1)，i＝l,2,…,ん
　　　０
　　　　　　　　　　　　　　4. Uniform distributions.
　　Let {Z,,,.￥i2，…,^.≪}be ａ set of k independent random variables whose joint
density function is given by
(4.1)
where
(4.2)
fiiXii, Xi2, °¨５ｘｉ裸)＝jlJ1£(ｘり)
沢(゛り)゜Iki，　ｆｌｉ＞χ＞0，j＝1，2，…,n;i= I, 2,…,ん
Letv,- be the maximum statistic among bil,り2，‥･，り,}, i.e.,
(4.3)　　　　　　　　　　ｙi ° max ｘゆ　i°lj2パ¨jん'
　　　　　　　　　　　　　　　　　1≦j≦”
Then the density function of random variable 瓦be given by
(4.4)　　　　　　　　厚i(が) = ≪[瓦(が)ｒｔ-iＩ,
　　　　　　　　　　　　　　　　　= n{が/α＼≪-l/　ａ;＞力＞O･，
where
(4.5)
　　Since
(4.6)
the random variable
(4.7)
瓦(が)＝
刎玲＝∫
ﾀy.-(o・=
jv,/a,-, I = 1,2,…，£.
0
｀げぷ＼ｄt　＝　ｎａｌ(zz十I)，
0
Zi＝(yz＋1)ＹＪｎ
is an unbiased estimate of parameter a,-,1=1,2,…, k, respectively.　Then the density
function of Zi be given by
(4.8)　　　　　　　　hi{Zi)=g{ｎｚＡ{n+l)n)l{n十l)
　　　　　　　　　　　　　　　= n{zjb,)”－Nbi，b；＞ｚi＞O，
where
(4.9)　　　　　　　　　　　　為＝(72＋1)ajln.，
i=l,2,…, k, respectively.　Therefore the joint density function of Zl,ｚ2，…, Zfcisrepres-
ented by
(4.10) 　　　　　　　　　　　　１h{z,. ｚ2，…，４)＝Ｈ[zz(ｚ訃i)”-1/ら]ヽbi＞ろ＞0，
　　　　　　　　　　　i=1
i＝1，2，･･･,k. Without lossof generality,let us assume that･
(4.11)　　　　　　　　　　　　　４＞４-,＞…＞&,＞O・
　　Our main object in thissectionis to present the selection procedure which selects
CERTAIN SELECTION PROCEDURES
　　　　　　　　　　　STATISTICS　ぐＹ．Ｎｏ］
ON ORDERED
Ｈ
the population whose parameter is the minimum value among {i,} . In order to carry
out this o1:!jectfirstly we give the following notations:
　　Notation l:　Let us put that
(4.12)　　　　　馬＝{j十1,j十2，…,k}, i = 0,1,2,…μ－1，
(4.13)　　　ｊ[(乱仏…，4)]゜{[(゛1,心ぐ･･> ^ft)：Ｏくり1く…＜ズらくα1}，‘
ｗheｒｅ(flj2，…> ik) is ａ permutation of set (1,2,…，ん).
(4.14) A[(j)バ乱仏¨゜> 2*-l)゜{(.゛1ｸﾞ2パ¨･４)：“１＜り<a2; Oくり1＜゜¨＜Xi--1＜“1}タ・
wheｒｅｊＧＫ,　ａnd {h> h,…, ih) is ａ permutation of set (1, 2,…ｊ－lj＋1，…μ).…
(4.15)　ｊ[(jlj2ﾊ(0), (*1)　125""ｊ　'^ｆｃ-2)]゜{(ズlJ^2に¨j4):α2くり1＜り2＜α3;
　　　　　　　Oく蜀1＜●!●くズ４_2くどh},　　　　　　　　　　　　　　　　‥
゛hel｀ｅ(jlj2)∈瓦2aりd(ilj2，…ｊ血-2)is ａ permutation of sｅｌＫ３－{jlj2}，…
(4.16)　ｊ[(ん)，(O)，…，(O)，(flj2，…，4_1)]＝{(χ1,χ2，…，４).:ら_1く４く,ら;
　　　　　　　Ｏく蜀1くズi2く‥･＜ズ４.2く≪,},…
(4.17)　ｊ[(ん)，(ん－1)，…，(1)]= {{x。ら，…，４)：りｰｴくりくａ.，　Ｊ＝』，2，…μ}，
ｗheｒｅαo＝0.
　　Notation II:
(4.18) ７(ｊ)＝
????????
ぴ(χ1,ｘ2，…，４)Ｅｊ
ぴ(ｘl,几，‥･,４)ｇＥｊ．
　　Theorem 3.1. Letび１くび2＜…＜ｕ． ｄｅｎｏtｅ　the　ｏｒｄｅｒｅｄｓtａtiｓticｓof ｒａｎｄｏｍｖａｒiableｓZ1，
Ｚ２，…,ｚ．。　ひ･＆穴加加tatiottﾀstated ab。e the joint density function ofび1，び2， ･‥，らむが。,2り
(4.19)　k{u,. z悩¨゜,≪*)゜Σ'I{A[i,,i^, ･･■,it])み1(びil)…４(zz４)
　　　　　　十Σ７(ｊ[(ｊ)，(仏心，…> ik-i)])似％)久(り)ゐ,(zりか･･心(弘。)十…
　　　　　　十Σ7G4[(ん)，(o)，…，(o)，(仏心…> ≪A-l)])久(貼)…ん一冲りー,Ａ(４)
　　　　　　＋7(ｊ[{k)Ak-＼),…，(2)，(1)]浅夙)…４(４)，
ｗheｒｅｆｌｆｃ＞４＞…>u, >0, andΣμｊ[らj2，…，4])ｍｅａｎｓ　the　ｓｕｍ　of　tｅｒｍｓｗhich　tｈｅｏｎ
[ilj2，…，4]ｏｕｅｒ認知ｒｍｕlatｉｏｎｓ of(1,2,…，ん)･，α?∫0 on｡
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　４
　　Exa”１万pie 1. Let X,, X, be two independent random variables whose repecfive
density function is
(4.20)　　　　　　　　fii'Ci) = IK,　ai>Xi>0, i･＝ら2・
Without loss of generality let us assume that
(4.21)　　　　　　　　　　　　　　　　ら＞ら＞O●
Let ｙ2＞ｙl be the ordered statistics of A'l and X, and denote that
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　　　　　　　　　　　　　　ｊ＝{O＜j'1＜al，μ1＜J'2＜α2}　　　　　　　　　｡･ ・
　　　　　　　　　　　　　　召＝{O＜J'1くJ2･＜α1}
(4.22)　　　　　　　　　　ぶ＝{O＜ズ,＜α,＜４く岫　＜　　　　　　　　　　し
　　　　　　　　　　　　　　B' = {Q<x,<x^<a,}
　　　　　　　　　　　　　　β″＝{O＜ズ2＜χ1くα1}，
then each element among A' corresponds to one and only element which belongs to ｊ･
Simirally two sets ｙ and 召″correspond tｏβ.　Therefore the joint density function of Y,
and ｙ2 is represented by
(4.23)　　g(あλ)＝柘4)犬(あ)£(刃＋7(ｊ)£(λ)ｊ(j4)十八(λ)ぶＸ)}
　　　　　　　　　　　= {/M)+2/(£)}/(αa)>　ら＞Ｊ;＞λ＞O・
　　Ｌｅ:・・１:ma 1. Thリ≒ily of de?り･|兵砲沁了万４(ｚ)，(み|＞O)?万四万ｎｏｌｏｎｅ万likelihood　ｒａ万励
ａｎｄ　iｓ　ｓtｏｃｈａｓtｉｃａりｉｎｃｒｅａｓｉｎｇ，ｗheｒｅ
(4.24)　　　　　　　　　　h,{z) = n{zib)”-｀lb，　b＞ｚ＞O・
　　・ The proof of this lemma follows directly from the definitions by Lehmann [16]･
　　Since the assumption (3.11) is unknown for us, in order to select the population whose
parameter equals to min {ら},let us state the following prepartions:
　　　　　　　　　　1≦i≦1　　　　　　　　　　　‾　　　　　　　　　　'
　　Notadon III:
　　　　　　　　A= {a= (a,, flj,…,a,,)＼O<a,<…＜ら}
(4.25)　　　　A{J) = {a＼a^A,αi＝ら十両バ＝2，3，…μ}
　　　　　　　　ｊ１４(４)＝{α|α∈A, a,- =α1＋４＝α。, {say), i = 2, 3,…μ}，
wheｒｅ　A＊is ａ positive constant such that　　　　　　　　　　　　　　　　　　　　　　　　。
(4.26)　　　　　　　　　　　４≦j汗＝2，3，…>k).
　　For every a^A(^), let us determine our selection procedure which based upon ^1.
ｚ2，…，4 as follows:　　　　　　　　　　　　　　　　　　　　　八
　　Procedure S:　Ｄｅｃｉｄｅthat
　　ら= minａ；　ｆｏｒ　the　i心ｇｅｒ　Ｖｗhich coｒｒｅｓｐｏｎｄｓtｏmin Z.= -Zv｡
　　　　　1≦j≦ﾙ　　　　　　　　　　　　　　　　　　　　　1≦1‘≦１
　　Notation ＩＶ:　Let P{iＣＤ)＼S,A(J)} be such probability that for every ａＥλ(ｊ)
we decide that aj=mm{ら} using the statistical procedure S.
　　Lemma 2. For万ろli≧ろ|＊＞Oj＝1，2，…，ん, we have　　　　　　　　－･/i
(4.27) 　§j(-I)1呉(豆争瓦)’ふ
,-1 ＼∵)⑤古，
where　Σ' means that the ordered set(?i,i^,…, ij) run 0ひerallpermutatioおび(八十1，…ｊ)
　　り恰¨゜心)ＥＸO
CERTAIN SELECTION PROCEDURES BASED ON ORDERED
　　　　　　　　　　　ＳＴＡＴＩＳＴＩＣＳ（Ｙ．NOMACHi)
　　　　Proof.　We have
(4.28) SI[八{1－(舟)≒j}]nvr'ゐ1
ぺ］ガ 7Z乙r-'dv
＝M(-？(
For this result we have the following:
　　　Lemma ３１.We ha叱仁
(4.29)
∵)(だ)”^/(ol)
P{iＣＤ)＼s,Amご§j(⊥cii-i*A回心≒7i)“/(ゐ＋1)・
The proof of thislemma follows directly.
Theorem 4.2.びnder thenotαtioti∫I,I III and IV we haぽ
(4.31)
??
＼S,A{J)} =P{{ＣＤ)ぴ,Ｊ。(４)}・
The proof of thistheorem fi〕Howsn･om lemmas 1,2,3 and 4 directly.
Example 2. In the case when ん= 3,lemma ３ and lemma ４１‘educeto
(4.32) P{n,{ゐ1μ2μ3))≧P{n,b・) for every r2≧2，
13
where we have put that
(4.33)　　　　P(r･，(妬妬ら))＝１－{(りら)”十(bJb，)”}/2十(好/励3)”/3｡
　　　　　　　■P{n,b^) = l-{り４)”十(り４)2”/3 ・
Let us denote the relative efficiencies ？(ｎ，b＊)ｗithrespect to Pin, [K, b,,b,)) by
(4.34)　　　　　　　　R{n; do, di) =P{nA:とo)IP(y･，応)，
where応=C,, D,-, ≪=0> 1,2, 3, or£o, where we have put that
(4.35)　Co = {{bu b.ふ) = (2,3,3)}, £･,= {(2,4,4)},ら= {(2,3,4)},
　　　　　(::, = {(2, 3, 6)}, C, = {(2, 4, 8)}, Do = (3, 4, 4), Z), = {(3, 4, 6)},
　　　　　Z),= {(3,4,8)},£)3＝C3.
We can appreciate ａ sort of performance of theorem 4.2 by means of the following table｡
　　　　　　　　　　　　　　Table　The relativeefficiencies
n ２ ３ ４ ５ 10 20
荊1; Co, C1)
R(n; Co, C2)
R{n; Co, C3)
R{n; Co',C3)
R(n; -Do,-Di)
R(n; Do, A)
R(n; Do, D3)
.9008
.8412
.7320
.9080
.8476
.8046
.6396
.9143
.8757
.7879
.9461
.7839
.7075
.6270
.9330
.9103
.8418
.9691
.8382
.8212
.7070
.9502
.9776
.8884
.9849
.8789
.8688
.7755
几9919
　.9914
　.9833
　.9995
　.9725
　.9721
　.9451
.9999
.9999
.9999
.9999
.9984
.9984
.9968
Rin; Co, C,)=R(n;C。几)
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