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В соответствии с основными принципами
объектноориентированного моделирования, из
ложенными в [1, 2], любая сложная система состо
ит из конечного набора логически законченных
модулей, называемых подсистемами рассматривае
мой сложной системы и имеющих межмодульные
логические и параметрические связи. В свою оче
редь, каждый модуль, на более низком уровне аб
стракции, также может быть представлен в виде на
бора подсистем. Следовательно, любая сложная
система может быть изображена в виде совокупно
стьи небольших автономных подсистем, имеющих
внешние и внутренние связи, свою внутреннюю
структуру, свое внутреннее состояние, наборы
входных воздействий и выходных параметров.
Каждую подсистему можно представить как
объект, описанный в терминах Есети. Есетевая
модель выбранной сложной системы может быть
получена на основе метода компоновки получен
ных объектов.
С помощью аппарата математического модели
рования можно получить модель, адекватно опи
сывающую внутренние процессы любой системы.
Если пользователь взаимодействует со сложной си
стемой через интерфейс, реализованный с помо
щью ПЭВМ, существует возможность создания
программного имитатора динамики функциониро
вания исследуемой системы. Рассматривая струк
туру физического объекта с позиций четырехмер
ной системы координат, где одной из координат
является координата времени, можно предполо
жить одновременное параллельное функциониро
вание простых подсистем, входящих в состав слож
ной системы. Очевидно, что любая простая подси
стема существует в каждый момент времени и име
ет свое внутреннее состояние, изменяемое в зави
симости от координаты времени.
Однопроцессорные вычислительные средства
не могут одновременно выполнять несколько про
цессов, имитирующих функционирование простых
подсистем сложной системы, т. к. каждый процесс
подразумевает отслеживание условий изменения
состояния имитируемых объектов, а также соб
ственно изменение их состояния. Существует мно
жество программных продуктов, позволяющих вы
полнять несколько процессов псевдопараллельно.
Каждый процесс занимает процессор некоторое
фиксированное время, а затем останавливается с
сохранением текущего состояния и помещается в
очередь процессов, ожидающих своего исполне
ния. Таким образом, каждый процесс будет иметь
доступ к вычислительным средствам процессора
обратно пропорционально числу процессов, вы
полняемых одновременно в ПЭВМ.
Для осуществления параметрической связи
двух параллельных процессов, как правило, приме
няют общие поля памяти. Осуществление данного
механизма требует глубоких знаний функциониро
вания операционной системы, а также использова
ния дополнительных программных средств для ор
ганизации параметрической связи процессов. Ап
парат Есетевого моделирования предназначен для
моделирования процессов, протекающих парал
лельно во времени, и позволяет в терминах Есети
разработать библиотеку простых подсистем. Ис
пользуя основные подходы, изложенные в методо
логии Есетевого информационнологического
проектирования [3], можно из совокупности моде
лей, соединенных параллельнопоследовательны
ми связями получить Есетевую модель сложной
системы.
Проблемой реализации Есетевой модели явля
ется построение логической цепочки передачи ат
рибутивной информации в процессе ее цикличе
ского функционирования. Динамическое функци
онирование имитационных моделей отдельных
подсистем не позволяет сформировать полную па
раметрическую модель их взаимодействия. Суще
ствует множество подходов к решению данной за
дачи [1]. Авторами статьи предложено добавить в
Есетевой граф обратную параметрическую связь и
ввести понятие вектора мгновенного состояния
сложной технической системы. Под вектором со
стояния сложной технической системы подразуме
вается параметрический массив данных, элементы
которого адекватно характеризуют состояние
сложной технической системы. При этом поля
массива сгруппированы в подмножество, каждое
из которых по отдельности характеризует состоя
ние одной из подсистем.
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Есетевого моделирования взаимодействующих процессов. Показан пример формирования схемы преобразования атрибутов
фишек на основе Есетевого графа модели и функций, описывающих преобразования параметрической информации.
Основным достоинством аппарата Есетевого
моделирования, позволяющего организовать про
цесс имитационного моделирования параллельно
функционирующих подсистем, является тактиро
вание и деление на циклы функционирования
Есетевой модели в динамике [4, 5]. За такт прини
мается время, требуемое для срабатывания каждого
из разрешенных переходов, активизированных од
нократным появлением фишек в выходных пози
циях переходовгенераторов. Следовательно, за
определенное количество модельных тактов будет
достигнута конечная маркировка Есетевого графа
в результате последовательного изменения марки
ровок Есетевых позиций. Маршрут движения фи
шек зависит от логики срабатывания разрешенных
переходов в соответствии с заложенными матема
тическими выражениями. Процесс последователь
ного изменения маркировок будет определять цикл
функционирования Есетевой модели.
Для моделирования параллельно функциони
рующих взаимодействующих подсистем предло
жен метод Есетевого моделирования взаимодей
ствующих процессов, который заключается в сле
дующем:
1. На первом этапе любая сложная система разби
вается на ряд простых подсистем, логика функ
ционирования которых поддается простому
описанию с помощью Есетевого графа. Для
каждой подсистемы определяется внутренняя
структура, представленная Есетевым графом и
программной моделью, характеризующей ха
рактер преобразований в процессе изменения
маркировки Есетевого графа. Кроме этого вы
бирается начальное состояние маркировки, ха
рактеризующее текущее состояние моделируе
мой подсистемы. Также для каждой подсистемы
определяется вектор возможных входных воз
действий и вектор выходных параметров. Из
полученных Есетевых моделей формируется
базовая библиотека Есетевых моделей для
имитационного моделирования выбранной
сложной системы.
2. На втором этапе проводится анализ векторов
входных воздействий и выходных параметров
Есетевых моделей из базового набора. На осно
ве проведенного анализа формируются объеди
ненные векторы входных воздействий и выход
ных параметров. Далее производится анализ
объединенных векторов для выявления иден
тичных параметров, характеризующих взаимо
действие параллельно функционирующих под
систем. В качестве примера, иллюстрирующего
данный пункт, можно привести моделирование
движения жидкости в трубе за счет работы лопа
стей, приводимых в движение электрическим
двигателем. Здесь скорость, зависящая от часто
ты вращения крыльчатки двигателя, одновре
менно является выходным параметром для мо
дели двигательной установки и входным – для
модели трубы с водой. Следовательно, данный
параметр характеризует взаимодействие двух па
раллельно функционирующих подсистем.
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Рис. 1. Связь Есетевых моделей из базовой библиотеки
?-??????? ??????
??????
??????????
?-??????? ??????
??????
??????????
...
?-??????? ??????
N-??
??????????
???????
??????????
???????
???????????
?????? ????????? ??????? ???????
S2
S3
S5
S6
Sk
Sk+1
SnT2 T4
Sk+2 
Sn+1 
S4
T1
3. Третий этап характеризуется объединением
Есетевых моделей из библиотеки, полученной
в соответствии с пунктом 1. Вход каждой Есе
тевой модели из библиотеки объединяется с пе
реходом, размножающим фишку, а каждый вы
ход – с переходом, объединяющим входные
фишки. Размножающий и объединяющий пе
реходы соединяются обратной связью, рис. 1.
В данном случае размножающим переходом яв
ляется переход Т2, а объединяющим – переход Т4.
На вход перехода Т4 поступают выходные фишки
всех параллельно функционирующих подсистем. В
переход Т4 добавляется функция, которая форми
рует фишку в позиции Sn+1, атрибутами которой бу
дут атрибуты фишек, поступивших на вход перехо
да Т4. Данная фишка характеризует состояние
сложной системы, а ее атрибуты характеризуют па
раметры векторов входных воздействий параллель
но функционирующих подсистем. Фишка, сфор
мированная на выходе перехода Т4, поступает через
переход Т1 на вход размножающего перехода Т2. В
переходе Т2 вводится функция формирования век
торов входных воздействий для каждой из парал
лельно функционирующих подсистем. Параметры
векторов входных воздействий, в параллельно
функционирующие Есетевые модели, будут пере
даваться с атрибутами входных фишек (S5,S6,...,Sk).
На рис. 1 введен переход Т1, который позволяет
вводить в функционирующую модель внешние
воздействия, а также влиять на работу Есетевой
модели посредством управляющих сигналов.
Каждая фишка в процессе динамического
функционирования Есетевой модели обладает па
раметрическими атрибутами, характеризующими
состояние каждой из подсистем. В соответствии с
общепринятым обозначением ссылка на атрибут
фишки состоит из двух частей: обозначения пози
ции в сетевом графе и номера используемого атри
бута. Например, Nый атрибут Kой фишки будет
представлен записью типа s[K].atr[N]. Обобщенно
передачу информации в процессе модельного экс
перимента можно представить в виде схемы преоб
разования атрибутов, рис. 2.
На рис. 2 в группу векторов Аi входят векторы
выходных параметров каждой из параллельно
функционирующих подсистем. Далее параметры
векторов группы Ai объединяются в единый вектор,
характеризующий состояние сложной системы в
текущий такт моделирования. Полученный вектор
относиться к группе векторов Bi. Группа векторов Bi
характеризует суммарное воздействие, оказывае
мое на сложную систему. Она объединяет внутрен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Рис. 2. Передача информации в процессе моделирования
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ние воздействия, отражающие взаимосвязи вну
тренних подсистем, а также внешние воздействия
и команды управления. Из группы векторов Bi
формируется вектор C, который является объеди
ненным вектором векторов внешних воздействий
параллельно функционирующих подсистем. На
рис. 1 атрибуты фишки в позиции S4 будут содер
жать значения параметров вектора C. На рис. 2 схе
матично показан пример формирования векторов
группы Di из вектора С. Данная функция формиро
вания векторов входных воздействия параллельно
функционирующих подсистем должна быть описа
на в переходе Т2 (рис. 1) как передача значений ат
рибутов фишки из входной позиции атрибутам фи
шек выходных позиций.
Таким образом, полученная Есетевая модель
сложной системы будет состоять из параллельно
функционирующих моделей простых подсистем.
Параллелизм функционирования Есетевых моде
лей обеспечивается механизмом тактирования, а
взаимосвязь – возможностью передачи параметров
посредством атрибутов движущейся фишки. Из
рис. 1 видно, что на вход любой Есетевой модели
из параллельно расположенных поступит фишка в
момент срабатывания перехода Т2. Данный факт
можно считать фактом запуска объекта на испол
нение. Входная фишка содержит набор параме
тров, заданных в виде атрибутов, который можно
считать вектором входных воздействий. Каждая из
параллельных моделей находиться в одном из
своих определенных состояний, которое в свою
очередь определяется значениями атрибутов мар
кированных позиций. Фишка, активизировавшая
процесс срабатывания объекта, представленного
Есетевой моделью, порождает появление фишки
на выходе Есетевой модели через время, равное
циклу работы данной Есетевой модели.
Срабатывание переходов в Есетевой модели
происходит последовательно, но окончание модель
ного цикла характеризуется отсутствием разрешен
ных переходов. Следовательно, все, что выполняет
ся в промежутке времени от начала цикла до его
конца, для пользователя считается выполненным
параллельно. В данном случае переход Т4 (рис. 1) бу
дет запущен только тогда, когда все его входные по
зиции будут промаркированы, т. е. содержать фиш
ку. Данная ситуация возможно только при появле
нии фишек на выходе всех Есетевых моделей, ими
тирующих работу простых подсистем. Значит пере
ход Т4 будет запущен через интервал времени, опре
деляемый как наибольший цикл работы из предста
вленных параллельно расположенных Есетевых
моделей. Переход Т4 в данном случае является так
тирующим и определяющим параллельность функ
ционирования Есетевых моделей простых подси
стем, входящих в состав сложной системы.
Из рассмотренного следует вывод о возможно
сти использования аппарата Есетевого моделиро
вания для разработки и эксплуатации имитацион
ных моделей, функционирующих параллельно и
имеющих параметрические взаимосвязи. Предло
женный метод и алгоритм его реализации позволя
ют создать сколь угодно сложную имитационную
модель, описанную в терминах аппарата Есетево
го моделирования. Данный метод был апробирован
при создании программного имитатора логики
функционирования и динамического взаимодей
ствия подсистем космического аппарата.
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