Video-Based Person Identification Using Facial Strain Maps as a Biometric by Manohar, Vasant
University of South Florida
Scholar Commons
Graduate Theses and Dissertations Graduate School
4-13-2006
Video-Based Person Identification Using Facial
Strain Maps as a Biometric
Vasant Manohar
University of South Florida
Follow this and additional works at: http://scholarcommons.usf.edu/etd
Part of the American Studies Commons
This Thesis is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in Graduate
Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact scholarcommons@usf.edu.
Scholar Commons Citation
Manohar, Vasant, "Video-Based Person Identification Using Facial Strain Maps as a Biometric" (2006). Graduate Theses and
Dissertations.
http://scholarcommons.usf.edu/etd/3797
Video-Based Person Identification Using Facial Strain Maps as a Biometric
by
Vasant Manohar
A thesis submitted in partial fulfillment
of the requirements for the degree of
Master of Science in Computer Science
Department of Computer Science and Engineering
College of Engineering
University of South Florida
Co-Major Professor: Dmitry B. Goldgof, Ph.D.
Co-Major Professor: Rangachar Kasturi, Ph.D.
Sudeep Sarkar, Ph.D.
Date of Approval:
April 13, 2006
Keywords: face recognition, face dynamics, non-rigid motion, optical flow, elasticity
c© Copyright 2006,Vasant Manohar
DEDICATION
To my loving family
ACKNOWLEDGEMENTS
I would like to express my sincere thanks to Dr. Dmitry Goldgof for giving me an oppor-
tunity to work on this topic and for his adept guidance through the course of my Master’s.
I am grateful to Dr. Rangachar Kasturi for his support during my stay at USF and for pro-
viding me with numerous prospects to flourish as a researcher. I am deeply indebted to
Dr. Sudeep Sarkar for being on my committee and offering his vast expertise in the area of
face recognition. It was a pleasure and honor to work with my committee.
Special thanks are due to Dr. Yong Zhang and Sangeeta J. Kundu for their insightful
discussions on understanding the concept of using material properties for object recognition.
Am also thankful to Dr. Padmanabhan Soundararajan and Pranab K. Mohanty for their
helpful and willing interactions during the implementation of the project.
Finally, I would like to extend my deepest gratitude to my mom, dad and brother for
always being there in perplexing situations and adding color to life through their love and
affection.
TABLE OF CONTENTS
LIST OF TABLES iii
LIST OF FIGURES iv
ABSTRACT v
CHAPTER 1 INTRODUCTION 1
1.1 Face as a Biometric 1
1.2 Need for Novel Biometrics 2
1.3 The Proposed Approach 2
1.4 Thesis Organization 4
CHAPTER 2 REVIEW OF FACE RECOGNITION ALGORITHMS 6
2.1 Image-Based Algorithms 6
2.1.1 2D Algorithms 6
2.1.2 3D Algorithms 8
2.2 Video-Based Algorithms 9
2.2.1 Algorithms Using Spatio-Temporal Representation 10
CHAPTER 3 THEORETICAL BACKGROUND 12
3.1 Theory of Elasticity 12
3.1.1 Stress and Strain 12
3.1.2 Material Property 14
3.1.2.1 Geometric Discretization 14
3.1.3 Physically-Based Models 15
3.1.3.1 Face Model 17
3.2 Motion Analysis 17
3.2.1 Optical Flow 17
3.2.2 Flow Computation 18
3.2.3 Handling Failure Cases 20
3.3 Subspace Learning for Face Recognition 21
3.3.1 Principal Component Analysis 21
3.3.1.1 Preprocessing 21
3.3.1.2 Training 22
3.3.1.3 Testing 23
3.3.1.4 Analysis 23
CHAPTER 4 COMPUTATIONAL METHODS 25
4.1 Motion Field by Optical Flow Method 25
4.2 Strain Image by Finite Difference Method 26
i
CHAPTER 5 ANALYSIS OF STRAIN PATTERN AS A BIOMETRIC 29
5.1 Uniqueness and Stability of Strain Pattern 29
5.2 Strain Measurement 30
5.3 Strain Computations Using Projections 31
CHAPTER 6 EXPERIMENTS AND RESULTS 33
6.1 Video Collection 33
6.2 Results With Non-Camouflaged Faces 34
6.3 Results With Camouflaged Faces 35
6.4 Results With Taped Faces 38
6.5 Invariance of Facial Strain Pattern 39
CHAPTER 7 DISCUSSION AND CONCLUSIONS 41
REFERENCES 43
ii
LIST OF TABLES
Table 6.1 Non-Camouflaged Face Experiments. 35
Table 6.2 Camouflaged Face Experiments. 37
Table 6.3 Taped Face Experiments. 38
iii
LIST OF FIGURES
Figure 1.1 System Flow of the Proposed Approach. 5
Figure 3.1 Flow Field Produced by a Typical Optical Flow Algorithm on
an Image Pair. 18
Figure 3.2 The Preprocessing Step in Principal Component Analysis. 22
Figure 4.1 Derived Motion and Strain Images from Two Video Frames. 28
Figure 5.1 Strain Maps Depicting Inter-Person Strain Variability Under Same
Lighting Conditions. 32
Figure 5.2 Strain Maps Depicting Intra-Person Strain Consistency Under
Different Conditions. 32
Figure 6.1 Video Acquisition Conditions. 35
Figure 6.2 ROCs of Non-Camouflaged Face Experiments. 36
Figure 6.3 Genuine and Impostor Scores Distributions of Non-Camouflaged
Face Experiments. 36
Figure 6.4 Similarity Score Distributions of Camouflaged Face Experiments. 37
Figure 6.5 Similarity Score Distributions of Regular and Taped Face Experiments. 38
Figure 6.6 Similarity Distributions of Intra and Inter-Class Strains Under
Normal Lighting Conditions. 40
Figure 6.7 Similarity Distributions of Intra and Inter-Class Strains Under
Low Lighting Conditions. 40
iv
VIDEO-BASED PERSON IDENTIFICATION USING FACIAL STRAIN
MAPS AS A BIOMETRIC
Vasant Manohar
ABSTRACT
Research on video-based face recognition has started getting increased attention in the
past few years. Algorithms developed for video have an advantage from the availability of
plentitude of frames in videos to extract information from. Despite this fact, most research
in this direction has limited the scope of the problem to the application of still image-based
approaches to some selected frames on which 2D algorithms are expected to perform well. It
can be realized that such an approach only uses the spatial information contained in video and
does not incorporate the temporal structure. Only recently has the intelligence community
begun to approach the problem in this direction. Video-based face recognition algorithms in
the last couple of years attempt to simultaneously use the spatial and temporal information
for the recognition of moving faces.
A new face recognition method that falls into the category of algorithms that adopt spatio-
temporal representation and utilizes dynamic information extracted from video is presented.
The method was designed based on the hypothesis that the strain pattern exhibited during
facial expression provides a unique “fingerprint” for recognition. First, a dense motion field is
obtained with an optical flow algorithm. A strain pattern is then derived from the motion field.
In experiments with 30 subjects, results indicate that strain pattern is an useful biometric,
especially when dealing with extreme conditions such as shadow light and face camouflage,
for which conventional face recognition methods are expected to fail.
v
The ability to characterize the face using the elastic properties of facial skin opens up
newer avenues to the face recognition community in the context of modeling a face using
features beyond visible cues.
vi
CHAPTER 1
INTRODUCTION
Recognizing people is a fundamental and routine activity in our daily lives because ensur-
ing the identity and authenticity of people is a prerequisite for many applications. Biometric
identification, or biometrics, is the science of identifying a person based on his/her physiologi-
cal or behavioral characteristics. Physiological biometrics, like face or fingerprint, are physical
characteristics generally measured at some point of time. On the other hand, behavioral bio-
metrics, like signature or voice, consist of the way some action is carried out and extend over
time [14].
Face, fingerprint, hand geometry, iris, signature and voice are six biometrics most com-
monly used in today’s automated authentication systems. These biometric identifiers are
considered “mature” and generally find widespread deployment at present.
1.1 Face as a Biometric
Research in face recognition has experienced a considerable surge not only by the funda-
mental challenges this recognition problem poses but also by numerous practical applications
where human identification is needed. Rapid progress in sensoring technology and increased
demands on security have escalated the importance of face recognition as one of the primary
biometric technologies [40].
Face recognition as a biometric has several advantages over other such technologies: It
is natural, nonintrusive, and easy to use. Among the six biometric attributes considered by
Hietmeyer [30], facial features scored the highest compatibility in a Machine Readable Travel
Documents (MRTD) [1] system based on a number of evaluation factors, such as enrollment,
renewal, machine requirements and public perception.
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A face recognition system can operate in either or both of the following two modes:
1. Face verification - It involves a one-to-one match that compares a query face image
against a template face image whose identity is being claimed.
2. Face identification - It involves one-to-many matches that compares a query face image
against all the template images in the database to determine the identity of the query
face.
1.2 Need for Novel Biometrics
The performance of face recognition systems and the number of such systems have in-
creased significantly since the first automatic face recognition system was developed by Kanade
[35]. This is clearly evidenced by the representation of face recognition papers in primary con-
ferences and journals. However, main technical difficulties identified in the earlier studies still
exist [18, 61], especially those caused by illumination and pose changes. For example, recent
studies with a large database indicate that outdoor environment poses a serious challenge
to the current methods [54, 53]. Another concern is that appearance-based approaches re-
quire that a “clean” face be present in images. This could be problematic in situations where
the appearance of a face is modified by makeup or plastic surgery, either intentionally or
unintentionally.
To deal with those issues, the trend is to search for information that is not used by tradi-
tional methods. For example, range image has been used to provide 3D data [15]. Invisible
modalities such as infrared imagery were also investigated [63].
1.3 The Proposed Approach
Recent psychological and neural studies indicate that changing facial expressions and head
movements provide additional evidences for recognition [51]. Therefore, both fixed facial
features and dynamic personal characteristics are used in the human visual system (HVS) to
recognize faces. It is clear that facial dynamics, if exploited efficiently, can lead to improved
performance in recognition. By facial dynamics, we refer to the non-rigid movement of facial
features, in addition to the rigid movement of the whole face (head) [27].
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Inspired by these findings, a novel method that uses dynamic strain pattern from video to
recognize face is proposed. The method has several unique features:
• It is the strain pattern rather than the intensity pattern that is used for recognition.
• Strain pattern is extracted from a video sequence in which a subject’s face may be
deformed and covered with camouflage.
• Videos are acquired with a regular camcorder and no special imaging equipments such
as range and infrared cameras are needed.
The study was also partially motivated by the observation that most know how to defeat
an appearance-based photometric method. In an informal survey conducted here at the Uni-
versity of South Florida, college students were asked to find a way to fool a face recognition
system. The participants were undergraduate students with computer science background
having no advanced knowledge of how a face recognition system works. Out of the 79 stu-
dents who participated in the survey which was designed as a questionnaire with multiple
choices, 79% chose makeup, 51% selected sunglasses and 28% suggested plastic surgery. It
would be naive to believe that a trained professional (or terrorist) cannot devise the same, if
not better tactics, to avoid being caught by the current face recognition technology.
Facial strain pattern is more robust in the presence of those adverse factors because of its
strong root in biomechanics. Strain pattern is related to material properties of soft tissue that
is unique for each individual. Specifically, strain pattern has two advantages:
1. It is less vulnerable to makeup or camouflage, because the strain pattern of a face (with
or without makeup) remains the same as long as accurate facial deformation is captured;
2. Any change of soft tissue properties caused by plastic surgery will be reflected in the
strain pattern and hence will be detected.
In [66, 36], Kundu et al. use elastic strain maps for face recognition on still images. They
obtain 99% verification rate at 5% false alarm rate on a data set containing 50 subjects.
This empirically shows that strain pattern has the discriminative power to be deployed as a
biometric. This thesis is a continuation of the earlier effort and makes significant advances:
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• Motion computation is automated with an optical flow algorithm that replaces the man-
ual feature matching approach.
• Strain computation is simplified with a more efficient finite difference method.
• A sequence of strain patterns, rather than a snap shot of strain pattern, is gathered,
which enables us to study its invariance property.
A video sequence of a subject undergoing a particular facial expression is the essential
input to the system. The apparent facial motion is empirically estimated using an optical flow
algorithm. Since optical flow traditionally fails on extensive motion, it is applied on subsequent
frame-pairs instead of the start and end frame of the expression. The displacement vectors
from frame-pairs are then combined using a backward-mapped warping approach. Based on a
few points manually selected in the first frame and the displacement vectors obtained from the
previous step, frames are registered to remove any rigid motion of the face (head). The strain
map of the subject’s facial expression is calculated using a forward difference approximation.
The strain images of all the subjects are then projected to a lower dimensional space using the
Karhunen-Loeve transform or principal component analysis (PCA) [22]. The main motivation
behind using this is the fact that the features in such subspace provide more salient and richer
information for recognition than the raw images themselves [40]. In this space, a strain image
is efficiently represented as a vector of weights (feature vector) of low dimensionality. Subspace
learning is the process of learning these weights using a set of training images. During testing,
when a query face is to be identified with one of the faces in the database, distances to each of
the training strain patterns are calculated in the projected subspace. This results in a matrix
of similarity scores (known/enrolled or gallery images vs. unknown or probe images) which are
popularly analyzed using Receiver Operating Characteristic (ROC) curves [47, 28]. Figure 1.1
gives an overview of the complete system flow.
1.4 Thesis Organization
This thesis is organized in the following manner. Chapter 2 presents a taxonomy of face
recognition approaches existing in the literature along with a brief description of the seminal
works. Chapter 3 provides the reader with an introduction to the theory of elasticity, motion
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Figure 1.1 System Flow of the Proposed Approach.
analysis and subspace learning which are the integral components of the proposed approach.
Chapter 4 describes the computational methods used in the designed technique. Chapter 5
puts forward an analysis of strain pattern as a biometric. Chapter 6 details the experimental
setup and reports the results on each of the conducted experiments. Chapter 7 concludes the
findings of this work along with a discussion on the scope of using strain pattern as a soft
biometric.
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CHAPTER 2
REVIEW OF FACE RECOGNITION ALGORITHMS
It is presumptuous to assume that one can give a complete review of existing face recog-
nition techniques. There are countless papers in literature that differ in the data and models
they use to solve the problem. Given the scope of this work where a survey of current tech-
niques is not the primary objective, this section gives an overview of the most important works
in this direction.
In a broadsense, face recognition approaches can be classified into two categories:
1. Image-Based Face Recognition Algorithms
2. Video-Based Face Recognition Algorithms
The following sections give a brief outline of algorithms that fall into one of the two
categories with an emphasis on video-based approaches that extract dynamic information for
improved performance.
2.1 Image-Based Algorithms
2.1.1 2D Algorithms
Principal Component Analysis (PCA) [61, 52, 50] is a dimensionality reduction approach
which can be used as a recognition technique in the context of learning a subspace whose basis
vectors correspond to the maximum variance direction in the original image space. It is one of
the first and most popular approach to face recognition which has a reasonable performance
in most scenarios. Independent Component Analysis (ICA) [6, 43] attempts to find the basis
vectors along which the data are statistically independent. This is done by minimizing the
second-order and higher-order dependencies in the input data. Linear Discriminant Analysis
(LDA) [45, 7, 67] finds the basis vectors in the original space that results in maximal separation
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among different classes. For all samples of all classes, the goal of LDA is to maximize the
between-class scatter while minimizing the within-class scatter. It is generally believed that
object recognition algorithms based on LDA are superior to those based on PCA. However,
in [46], Martinez and Kak argue that this is not the case always. Results on a face database
showed that PCA outperforms LDA when the training data set is small and also that PCA is
less sensitive to training data sets. Evolutionary Pursuit (EP) [44], a specific kind of genetic
algorithm, is an eigenspace-based dynamic approach that searches for the best set of projection
axes in order to maximize an objective function, while accounting for classification accuracy
and generalization capability of the solution. All of the above methods fall in the category of
template-matching approaches.
Elastic Bunch Graph Matching (EBGM) [64] is a feature-based technique in which faces
are represented as graphs, with nodes positioned at some anchor points detected on the face
(eyes, nose, etc...) and edges labeled with 2-D distance vectors. Recognition is then based on
these labeled graphs. Trace transforms [34, 58] is a recent image processing technique that is
used to recognize objects under transformations, i.e. rotation, scaling and translation. First,
a functional is computed along tracing lines of an image and then recognition is performed
using a set of trace functionals.
Bayesian Intra/extrapersonal Classifier (BIC) [49, 42] presents a probabilistic framework
based on the Bayesian belief that the image intensity differences are characteristic of typical
variations in appearance of an individual. Similarity among individuals is measured using the
Bayesian rule.
Apart from these, there is a different class of face recognition algorithms that are based on
modeling the subspace to better characterize the specific case of faces. Kernel methods [65, 5,
71, 70] were developed based on the premise that the face manifold in the subspace need not
necessarily be linear. These methods essentially explore direct non-linear manifold schemes to
generalize the linear methods. Methods using Support Vector Machines (SVM) [26, 29] handle
face recognition as a binary classification problem. They find a hyperplane that separates the
largest fraction of data samples from one class on the same side, while maximizing the distance
from either classes to the hyperplane. PCA is first used to extract features of face images and
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then discrimination functions between each pair of images are learned by SVMs. An excellent
review of 2D face recognition algorithms can be found in [18, 68].
2.1.2 3D Algorithms
2D algorithms show very good recognition rates over a restricted set of inputs. However,
they are not flexible with respect to pose, illumination or scale changes, which require multiple
templates to perform recognition over varying conditions. In light of this, a need to explore
newer information for face recognition was felt necessary. Using range data was found to be a
promising direction because curvature data which, can be computed from depth information,
opens up new horizons for face recognition methods in terms of characterizing a face and being
viewpoint independent. 3D algorithms can be further classified into two branches:
1. Using range information only
2. Using range and texture information
Methods that use depth information alone perform recognition using geometric properties
of the facial surface such as curvature, depth maps, etc... On the other hand, algorithms
that use both range and texture cues use integrated models which combine a model of shape
variation with a model of the appearance variations in a shape-normalized frame.
An Active Appearance Model (AAM) [19] contains a statistical model of the shape and gray-
level appearance of the face which can be generalized to any valid face. Matching is done by
finding parameters of the model which minimize the difference between the original image and
the projected image obtained from a synthesized model. Morphable models [12, 13], proposed
by Blantz et al., is based on the hypothesis that a human face is intrinsically a surface lying
in 3-D space. They proposed a face recogntion method based on a morphable face model that
encodes shape and texture in terms of parameters of the model and an algorithm to recover
these parameters from a single image of a face. Another seminal work in this direction is a
recognition method based on canonical surfaces [16]. The novel contribution of this work is
the ability to compare facial surfaces irrespective of deformations caused by facial expressions.
The range image is preprocessed by removing certain parts such as hair and eyebrows which
can complicate the recognition step. A canonical form of the facial surface is then computed.
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Since such a representation is less sensitive to head orientation and facial expression, the
recognition process is significantly simplified.
Though using 3-D information overcomes the problems pose and illumination introduce,
the latency involved in range sensoring equipments make it unfavorable for practical purposes.
In [15], Bowyer et al. present an elaborate discussion on the existing 3D and multi-modal
2D + 3D face recognition approaches and the challenges that need to be addressed.
2.2 Video-Based Algorithms
Face recognition in image sequences has received more attention in the last three or four
years. Video-based face recognition algorithms can be classified into two categories: methods
that do not utilize the motion information present in video and methods that integrate the
motion information for recognition.
The first category of algorithms are those that do not exploit dynamics of video effi-
ciently and apply still image-based techniques to some “good” frames selected from image
sequences [18]. An example for such an approach is [24], where a video-based face recognition
system based on tracking the positions of the nose and eyes is proposed. The location of these
points is used to make a decision whether the face pose is acceptable for a still image-based
recognition technique to be launched; otherwise the tracking continues until such a frame
occurs. Other approaches in this category include 3-D reconstruction and recognition via
structure from motion or structure from shading. It is clear that the above approaches exploit
the abundance of frames in video and not essentially the facial dynamics by mainly using the
spatial information.
The second category of algorithms are those that attempt to simultaneously use the spatial
and temporal information for recognizing faces undergoing some movements. These methods
efficiently exploit the temporal information by choosing a form of spatio-temporal represen-
tation that includes both the facial structure and its dynamics. Some works using this prin-
ciple include the condensation method [72] and the method based on Hidden Markov Models
(HMM) [2]. More recently, Soatto et al. used a linear dynamic system model [56] to capture
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the spatio-temporal information in image sequences [3]. A discussion of the second class of
algorithms that use motion information in the following section.
2.2.1 Algorithms Using Spatio-Temporal Representation
In [41], Li proposed an approach for modeling facial dynamics using identity surfaces. A
set of model trajectories constructed on identity surfaces is matched with the face trajectory
constructed from the discriminating features. A recognition rate of 93.9% is reported on a
dataset containing 12 training sequences and testing sequences of 3 subjects.
In [39], Li and Chellappa report enhancement over the frame-to-frame matching scheme
by using trajectories of tracked features in video. Gabor filters were used to extract the
features of interest. In the popular work of [69], Zhou and Chellappa proposed a framework
for simultaneous tracking and recognition of faces by including an identification variable to
the state vector of the model.
Condensation algorithm is another way of characterizing temporal information. Though
traditionally used for tracking and recognizing multiple spatio-temporal features, this has been
recently extended to video-based face recognition [72, 69].
In methods using Hidden Markov Models [2], an HMM is created to learn both the statistics
and temporal structure of each subject during the training phase. In the testing phase, the
temporal dynamics of the sequence is analyzed over time by the HMM corresponding to each
individual. The highest likelihood score provided by an HMM establishes the face identity in
the video.
In the recent works of Soatto [56], the auto-regressive and moving average (ARMA) model
was used to characterize a moving face as a linear dynamical system. Other methods for
video-based face recognition include algorithms that incorporate manifold learning. Lee et al.
proposed one such an approach based on probabilistic appearance manifolds [37].
The proposed algorithm of this work falls into the category of video-based face recognition
methods that adopt a spatio-temporal representation. For a face undergoing some expression,
non-rigid displacements are used to characterize the properties of soft tissue and bone structure
that constitute a face. The strain induced by the deformation during the expression is used
to define the elastic properties of the facial skin which is in turn used to perform recognition.
10
This opens up newer avenues to the face recognition community in the context of modeling a
face using features beyond visible cues.
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CHAPTER 3
THEORETICAL BACKGROUND
3.1 Theory of Elasticity
When a body is subjected to external forces, the forces acting on it could either be surface
forces, which act over the surface of the solid, or body forces, which are distributed over the
volume of the solid. The dissemination of these forces through a solid causes the generation
of internal forces. To study these forces, we use a continuum model of the material in which
matter is assumed to be continuously distributed across the solid [21].
Continuum mechanics deals with the movement of materials when subjected to applied
forces. The motion of a continuous and deformable solid can be described by a continuous
displacement field resulting from a set of forces acting on the solid body. In general, the
displacements and forces may vary continuously with time, but for the purposes of this work
we use a two-state quasistatic model. The initial unloaded state of the material is referred to
as the reference or undeformed state as the displacements are zero everywhere. The material
then reconfigures due to applied loads and reaches an equilibrium state referred to as the
deformed state. The concepts of strain, a measure of length change or displacement gradient,
and stress, the force per unit area on an infinitesimally small plane surface within the material,
are of fundamental importance for finite deformation elasticity theory.
3.1.1 Stress and Strain
We define the quantity stress to measure the intensity of each of the external forces when
a solid body is under equilibrium. Stress is used to measure the state of the force acting on
the solid. It defines the force acting per unit area. Stresses can be decomposed into three
components based on the different forces acting on the plane of the solid [21] as shown in
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Equation 3.1.
σxx = lim∆A→0(
∆Fx
∆A )
τxy = lim∆A→0(
∆Fy
∆A )
τxz = lim∆A→0(
∆Fz
∆A )
(3.1)
The component σxx is the normal stress which measures the intensity of the normal force
on the plane at a point. The components τxy and τxz are the shear stresses which measure the
intensity of the shear force on the plane. Normal stress provides for change in the volume of
the material while shear stresses are responsible for the deformation of the material without
affecting it’s volume. It can be shown that the normal and the shear stresses on any three
orthogonal planes are sufficient to completely describe the state of stress at a given point. The
stress tensor comprising the stress components can be expressed in a matrix form [48, 21] as
shown in Equation 3.2.
[σ] =


σxx τxy τxz
τyx σyy τyz
τxx τzy σzz

 (3.2)
There are six distinct strain components along with three complimentary shear stresses
along the diagonal which are identical, i.e. (τxy = τyx), (τzy = τyz) and (τxz = τyz).
Strain is another measure which has to be considered when a body undergoes some defor-
mation. The effect on the body’s geometry under external forces can be defined in terms of
the displacements of each point in the body. There are two types of displacements possible:
1. Rigid body displacements
2. Deformation or non-rigid displacements
While rigid body displacements consists of translations and rotations of the body as a
whole, deformation consists of displacements of points within the body relative to one an-
other [21]. Strain is used to quantify the deformation undergone. The direct strain (ε) is
defined as:
ε =
ds´− ds
ds
(3.3)
where (ds) is the length before deformation and (ds´) is the length after deformation.
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An infinitesimal strain tensor is defined as:
[e] =
1
2
[∇u + (∇u)T ] (3.4)
where u is a displacement vector.
3.1.2 Material Property
The stress measures the internal tension in the material whereas the strain measures its
local deformation. The dynamics of the medium may thus be fully described with an equation
of motion relating these state variables to those representing the involved actions. The general
form of this equation is given by the Virtual Work principle [38]:
δWˆ acc = δWˆ int + δWˆ ext (3.5)
where δWˆ acc is the virtual work due to the acceleration, δWˆ int is the virtual work due to the
internal stresses and δWˆ ext is the virtual work due to the external actions.
In order to determine the state of the system resulting from the applied actions, the
obtained equation must be solved. However, as both state variables appear to be involved,
this is not possible unless a supplementary equation relating stress and strain to each other
is considered: the constitutive relationship. It is this relation that provides to the model the
description of the specific material properties of the continuous medium.
3.1.2.1 Geometric Discretization
In principle, using the constitutive relationship of the material, the Virtual Work equa-
tion 3.5 may be solved for the stress or the strain, in order to determine the evolution of the
continuous medium under the external actions applied to it. However, in practice, a general
solution valid for any point of the continuous medium can be extracted only in singular cases,
and not for arbitrary deformations. In such a case, solutions may be derived for a finite set of
sample points only. Geometric discretization of the continuous medium is thus necessary, so
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as to approximate the solution of the general continuous problem to that of a finite number
of equations defined for the mesh nodes.
Various discretization methods may be applied for this purpose. However, all derive from
the finite element method [73]. The basic idea of this method is to subdivide the continuous
domain into smaller elements of various shape and size. In general, the elements have simple
geometric shapes such as segments for curves, triangles or quadrilaterals for surfaces, tetra-
hedrons or parallelepipeds for volumes. Any point in the continuous medium may thus be
expressed within an element by interpolation between its nodes.
As a result of this geometric discretization stage, the dynamic response of the mesh under
the defined external nodal loads may be analyzed by solving the system of equations for the
nodal displacements vector U. This way, the solution of the continuous deformation problem
is approximated to the solutions obtained for the nodes of the mesh which approximates the
continuous domain.
Though geometric discretization has led to geometric linearization of the problem, physical
non-linearities, due in particular to the nonlinear physical properties of the material still
remain. Due to a lack of resolution methods, still no solution can be carried out directly
from the discrete equation of motion, and the solution can only be approximated step-by-
step by means of incremental/iterative methods. It is therefore necessary to convert the
time-continuous equation of motion and constitutive relation into incremental forms, so that
within each time interval the problem may be handled as linear.
3.1.3 Physically-Based Models
The first and most famous physically-based approach for realistic deformation simulation
in computer animation was proposed by Terzopoulos et al. [59]. Instead of the Virtual Work
Principle, their model was based on the Lagrange Formalism. Though the formulation is
different, the mechanical problem stays the same. Assuming a constant uniform mass density
ρ and an isotropic hyper-viscoelastic material with constant uniform damping densities η, the
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Lagrange equation of motion was obtained as:
d
dt
(
ρ
dqi
dt
)
+ η
dqi
dt
+
∂W intelast
∂qi
= f qiext (3.6)
where,
• W intelast =
∫
V ‖C − C
0‖2αdV is the strain energy function of the hyperelastic material
• f extqi are projections on qi of the external force vector
• C is the Cauchy-Green right dilation tensor of the deformation
Terzopoulos et al. proposed the general strain energy function in the form of control
continuity generalized spline kernels allowing the modeling of inelastic behaviors such as visco-
plasticity, fracture, etc. For linear behavior, the strain energy function was taken as:
W intelast =
∫
L
(α.stretching + β.bending + γ.twisting)dl for a curve (3.7)
W intelast =
∫
S
(α.stretching + β.bending)ds for a surface (3.8)
where α, β and γ are parameters controlling stability.
Spatial discretization was then achieved following the finite difference method, i.e. applying
a grid discretization with a linear finite element interpolation leading to an equation of motion
of the form:
MU¨ + DU˙ + K(U)U = F ext (3.9)
where,
• U¨ , U˙ and U are nodal acceleration, velocity and displacement vectors respectively
• M and D are mass and damping diagonal matrices respectively
• K(U) is deformation dependent stiffness matrix
• F ext is external nodal force vector
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The nonlinear ordinary differential system was then converted into a sequence of linear al-
gebraic systems by means of a finite difference time discretization and were integrated through
time using an integration procedure.
3.1.3.1 Face Model
The face model incorporates a physical approximation to human facial tissue [60]. The
intention is to approximate the elastic nature of the human skin tissues under a given load
(facial expression). We also try to estimate change in the material properties of the human
skin (whether modified by surgery or make-up) based on the change in the strain pattern for
a particular expression. The force exerted and the resultant displacement of the facial tissues
are investigated [36]. The strain induced by activated muscle fibres in opening the mouth
is the primary entity studied. The model proposed by Terzopoulos et al. to emulate facial
expression motion is used. The strain resulting from the stretching of the skin is considered.
This is an inverse problem wherein we know the displacements and try to recover the forces
that are exerted.
3.2 Motion Analysis
3.2.1 Optical Flow
Optical flow reflects the changes in the image due to motion during a time interval dt.
It describes the velocity field that represents the three-dimensional motion of object points
across a two-dimensional image. In [57], Sonka et al. quote the following salient features of
an optical flow algorithm:
• Optical flow should not be sensitive to illumination changes and motion of unimportant
objects (e.g., shadows)
• Non-zero optical flow is detected if a fixed sphere is illuminated by a moving source
• Smooth sphere rotating under constant illumination provides no optical flow
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Figure 3.11 gives an example of the vector field that would be produced by a typical optical
flow algorithm.
(a) Time t1 (b) Time t2 (c) Optical flow
Figure 3.1 Flow Field Produced by a Typical Optical Flow Algorithm on an Image Pair.
3.2.2 Flow Computation
Optical flow computation is based on the following assumptions [31]:
• The observed brightness of any object point is constant over time.
• Nearby points in the image plane move in a similar manner (velocity smoothness con-
straint).
Let f(x, y, t) be a continuous image. We can use Taylor series to represent a dynamic
image as a function of position and time.
f(x + dx, y + dy, t + dt) = f(x, y, t) + fxdx + fydy + ftdt + O(∂
2) (3.10)
where fx, fy and ft are partial derivatives of f and O(∂
2) denotes the higher-order terms in
the expansion.
When an immediate neighborhood of (x,y) is translated some small distance (dx, dy) during
the interval dt, the event can be mathematically expressed as:
f(x + dx, y + dy, t + dt) = f(x, y, t)
1This example is from the book Image Processing: Analysis and Machine Vision by Sonka et al. Chapter
14: Motion Analysis.
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If dx, dy, dt are very small, the higher-order terms in equation vanish, and we can reduce
Equation 3.10 as:
−ft = fx
dx
dt
+ fy
dy
dt
(3.11)
The goal of optical flow method is to determine the velocity, c
(
= (u, v) = (dx
dt
, dy
dy
)
)
. fx,
fy, ft can be computed, or at least approximated, from f(x, y, t).
Motion velocity can then be calculated as:
−ft = fxu + fyv = ∇fc (3.12)
where ∇f is a two-dimensional image gradient. From Equation 3.12, it can be seen that the
gray-level difference, ft, at the same location of the image at times t and t + dt is a product
of spatial gray-level difference and velocity in this location. However, Equation 3.12 does not
completely define the velocity vector completely, but rather provides the component in the
direction of the brightest gradient.
In order to handle this, a smoothness constraint is introduced which states that the velocity
vector field changes slowly in a given neighborhood. Thus, the problem now reduces to
minimizing the squared error quantity:
E2(x, y) = (fxu + fyv + ft)
2 + λ(u2x + u
2
y + v
2
x + v
2
y) (3.13)
where u2x, u
2
y, v
2
x, v
2
y denote partial derivatives squared as error terms.
The first term in Equation 3.13 is the solution to Equation 3.12 and the second term is the
smoothness criterion. λ is a Lagrange multiplier. We can reduce this to solving the differential
equations:
(λ2 + f2x)u + fxfyv = λ
2u− fxft
fxfyu + (λ
2 + f2y )v = λ
2v − fyft
(3.14)
where u, v are mean values of the velocity in directions X and Y in some neighborhood of
(x, y).
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A solution [57] to the differential equations of 3.14 is:
u = u− fx
P
D
v = v − fy
P
D
(3.15)
P = fxu + fyv, D = λ
2 + f2x + f
2
y
Measurement of the optical flow is then based on a Gauss-Seidel iteration method [33]
using pairs of consecutive images.
3.2.3 Handling Failure Cases
Errors in optical flow computation occur when the brightness constancy and velocity
smoothness assumptions are violated. Such violations are quite common in real data. Highly
textured regions, moving boundaries, and depth discontinuities are few examples where optical
flow computation fails dramatically.
In addition to constraint violations, global relaxation methods of optical flow computation
also results in flow estimation errors propagate across the solution. The reason for this is
the fact that global methods find the smoothest velocity field consistent with the image data.
Thus, a small number of problem areas may cause widespread errors and poor optical flow
estimates.
Local optical flow estimation was found to be a natural solution to these problems. The
basic idea is to divide the image into small regions where the assumptions hold good. Though,
this solves the error propagation problem, it has it’s own pitfall. In regions where the spatial
gradients change slowly, the optical flow estimation becomes ill-conditioned because of lack of
motion information, and it cannot be detected correctly. If a global method is applied to the
same region, the information from neighboring image parts propagates and would represent a
basis for optical flow computation even if the local information was not sufficient by itself. The
conclusion of this discussion is that global sharing of information is beneficial in constraint
sharing but adverse with respect to error propagation.
A natural question then is - “When to use a global method and when to use a local ap-
proach?”. An answer to this is best obtained by finding when the smoothness constraint is
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violated. In order to detect regions in which the smoothness constraints hold, we have to
select a threshold to decide which flow value difference should be considered substantial. This
has it’s own inherent problems:
• If the threshold is too low, many points are considered positioned along flow disconti-
nuities
• If the threshold is too high, some points violating smoothness remain part of the com-
putational net
Black and Anandan [11] consider the problem of accurately estimating optical flow from a
pair of images using a novel framework based on robust estimation which addresses violations
of the brightness constancy and spatial smoothness assumptions. We use this algorithm in our
computations of facial motion. The details of this algorithm are summarized in Section 4.1.
3.3 Subspace Learning for Face Recognition
3.3.1 Principal Component Analysis
As discussed in Section 1.3, PCA is a dimensionality reduction technique wherein the
features along which maximum variation in the dataset is captured are retained. The clas-
sification thus reduces from a higher dimension to a lower dimension called the eigen space,
which is the space defined by the principal components or the eigenvectors of the data set. In
the PCA technique, efforts have been on both fully automatic and partially automatic algo-
rithms. Partially automatic algorithms are ones in which the coordinates of landmark points
on the image are supplied to the normalization routine i.e there is no automatic tracking of
landmark points. In this work, we use the partially automatic technique. There are four steps
involved in the partially automatic eigen approach described in the following sections.
3.3.1.1 Preprocessing
1. Location of seed points. As mentioned earlier, the PCA approach considered in this
study requires that anchor points be supplied to the normalization routine. So we need
to locate 2 seed points which are present in all the subjects in the dataset and which
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will be further used for normalization. In our study, for normalization of profile images,
we use the top of the nose and the corner of the ear as our 2 points as seen in Figure 3.2.
2. Geometric Normalization. In this step, the human chosen seed points are lined up across
the subjects. Two fixed locations (using the code) lx, ly, rx, ry, were decided such that
all the chosen seed points for all the subjects rest on these 2 fixed points. For aligning
them translation, rotation and scaling are performed.
3. Masking. This is done to crop the (scaled and aligned from Step 2) image using a
rectangular mask and the image borders such that only the face from the forehead to
chin and ear to nose is visible. This is done to remove the unwanted areas such as hair,
background etc. The mask for face/strain map is manually specified from the mean
face/strain map image. In our case we used images sequences of sizes 720x480 which
were reduced to 200x250 pixels.
(a) Seed points (b) Masked raw image (c) Normalized strain map
Figure 3.2 The Preprocessing Step in Principal Component Analysis.
3.3.1.2 Training
In the training phase, the algorithm learns the subspace from the given inputs, i.e the
eigenvalues and eigenvectors of the training set are extracted. The eigenvectors are chosen
based on the top eigenvalues which represent the feature vectors which retain the most varia-
tions across the images in the training set for discriminative purposes. The training set should
preferably contain images which do not contain much of artifacts, such as spectacles, earrings,
etc. and it should be a set of images that do not have any duplicates. After extracting the
most significant vectors (m), the images are then projected into the eigen space of m dimen-
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sions. Each image is represented as a linear combination of the m eigen vectors in the reduced
dimension.
3.3.1.3 Testing
The testing phase is where the algorithm is provided a set of known/enrolled faces (strain
maps in our case) known as the gallery set and a set of unknown faces/strain maps known
as the probe set. The algorithm matches each probe to its possible identity in the gallery by
computing the Euclidean distance between each probe and each of the gallery images.
3.3.1.4 Analysis
Depending on the mode the biometric is operated (See Section 1.1), the performance of
the technique is measured by it’s:
• Verification Rate. A verification system has to take the measurable features of the
subject (p) and compare it against the known features of the person (g) whose identity
is being claimed, which makes it a one-to-one matching problem. The performance of
the system is measured using 2 statistics, first is the probability of verification ((PV ))
i.e accepting that the probe p is actually the person g who the subject claims to be,
i.e. reporting p = g when p ≡ g and second is the probability of false alarm ((PF )), i.e
reporting p = g when p 6= g. The verification rate is computed by:
P
c,i
V =


0 if |Di| = 0
|si(k)≤c given pkεDi|
|Di|
otherwise,
and
P
c,i
F =


0 if |Fi| = 0
|si(k)≤c given pkεFi|
|Fi|
otherwise,
where si(k) is the similarity measure [55]. Thus a pair of (PV , PF ) are generated for
a given cut-off value c. The cut off value is selected by varying between the minimum
and maximum distances obtained after projecting all the probe images. By varying c,
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different combinations of (PV , PF ) are produced. A plot of all (PV , PF ) is called the
Relative (or Receiver) Operating Characteristics (ROC).
• Identification Rate. Identification scores are reported using the same number of probe
and gallery images. A plot of all the percentage of correct matches on the vertical
axis and the Rank along the horizontal axis is called the Cumulative Match Scores
Curve(CMC). The top rank match is at Rank 1 which indicates the fraction of probes
correctly identified.
It has been shown in [54] that CMC for small gallery sizes (30 in our case) dramatically
underestimates the recognition performance for large gallery sizes. For this reason, we present
our results as ROCs and similarity score distributions of genuine and impostor matches.
An alternative to this is to employ methods that use similarity scores of experiments
conducted on small datasets to estimate the performance of the algorithm on a large dataset
having characteristics comparable to that of the smaller dataset [25, 62].
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CHAPTER 4
COMPUTATIONAL METHODS
4.1 Motion Field by Optical Flow Method
There are numerous algorithms that have been developed to the solve the Equation 3.14.
These are usually accompanied with local or global smoothness constraints explained in Sec-
tion 3.2.3. The method adopted in this study is based on a robust estimation framework [11].
In [11], Black and Anandan have considered the issues of robustness related to the recov-
ery of optical flow with multiple motions in an image sequence. It is understood from the
discussions in Section 3.2.3 that measurements are incorrect whenever information is used
from a spatial neighborhood that spans a motion boundary. This holds good for both the
brightness constancy and velocity smoothness assumptions and violations of these constraints
cause problems for the least-squares formulation of optical flow in Equation 3.13.
The basic idea is to recast the least squared error formulations with a different error-norm
function instead of the standard quadratic function. To increase robustness, the error-norm
function should be more forgiving about outlying measurements. One of the most common
error-norm function in computer vision is the truncated quadratic, where errors are weighted
quadratically up to a fixed threshold but receive a constant value beyond that.
There are numerous other error-norm functions that have been used in the literature,
each with different motivations and efficacies [9]. Lorentzian and Geman-McClure error-norm
functions are used in [11]. The motivation for using these being the fact that they have
differential influential functions1 which provide a more gradual transition between inliers and
outliers than does the truncated quadratic.
1An influential function associated with an error-norm function characterizes the bias that a particular
measurement has on the solution.
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The authors explore numerous optimization techniques to solve the robust formulations
and found that deterministic continuation methods [10] to be more efficient and practical as
a minimization technique.
To cope with large motions, a coarse-to-fine strategy [4, 23] is employed in which a pyramid
of spatially filtered and sub-sampled images is constructed. Beginning at the lowest spatial
resolution with the flow c being zero, the change in the flow estimate dc is computed. The
new flow field, c + dc, is then projected to the next level in the pyramid and the first image
at that level is warped towards the later image using the flow information. The warped image
is then used to compute the dc at this level. The process is repeated until the flow has been
computed at the full resolution.
Given a pair of frames, the algorithm produces two motion components, u and v. Examples
of the generated motion field are shown in Figure 4.1 (c,d).
4.2 Strain Image by Finite Difference Method
A finite strain tensor is capable of describing large deformation of soft tissues:
ε =
1
2
[∇u + (∇u)T + (∇u)T∇u] (4.1)
where u(u, v) is the displacement vector, and the gradient operator ∇ is defined as:
∇u =

 ∂u∂x ∂u∂y
∂v
∂x
∂v
∂y

 (4.2)
But the quadratic product term in (2) introduces geometric nonlinearity and amplifies
errors from motion field. So, we use Cauchy tensor that is linear and adequate for biometric
study:
ε =
1
2
[∇u + (∇u)T ] (4.3)
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In a 2D image coordinate, it becomes:
ε =

 ∂u∂x 12(∂u∂y + ∂v∂x)
1
2(
∂v
∂x
+ ∂u
∂y
) ∂v
∂y

 (4.4)
Given optical flow data (p, q), we can derive an image for each strain component ( ∂u
∂x
, ∂u
∂y
, ∂v
∂x
, ∂v
∂y
)
with a finite difference method. First, we ensure that all frame pairs sent to the optical flow
algorithm have a fixed time interval, so that we can utilize motion vector directly by dropping
the time variable (4t = constant):
p =
dx
dt
.
=
4x
4t
=
u
4t
.
= u (4.5)
q =
dy
dt
.
=
4y
4t
=
v
4t
.
= v (4.6)
∂u
∂x
=
u(x)− u(x +4x)
4x
.
=
p(x)− p(x +4x)
4x
(4.7)
∂v
∂y
=
v(y)− v(y +4y)
4y
.
=
q(y)− q(y +4y)
4y
(4.8)
where 4x and 4y are preset distances (usually 1-3 pixels).
The next step is to integrate all strain components into a single image. It has been
observed that, when a subject opens his/her mouth, motion is mostly vertical and strain
pattern is dominated by its normal components ( ∂u
∂x
, ∂v
∂y
). Therefore, we compute a strain
magnitude image (εm) with normal strains only:
εm =
√(
∂u
∂x
)2
+
(
∂v
∂y
)2
(4.9)
A strain magnitude image is shown in Figure 4.1 (e). Using strain magnitude falls in line
with the traditional 1D PCA analysis that is typically used in intensity-based approaches.
Alternatively, strain components could be used which would require a multi-dimensional PCA
approach. Similarly, schemes that incorporate shear strains may also be considered.
The derivative of the motion vector, strain is sensitive to motion discontinuities, due to
numerical noise or the boundary effect of a moving object. As a result, high strain values
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are observed along the lower jaw line where computations span region boundaries. Since it
is not related to material properties of the facial tissues, such values are not included in the
experiments. An alternative to this is to perform segmentation first and extract the region of
interest before computing optical flow. This would alleviate the problems caused by surface
discontinuities.
In studies with frontal faces, images are usually normalized to eye positions. Since we used
profile frames, we selected the top of nose and the center of ear as normalization landmarks.
In addition, we used the landmarks to create a mask that crops out a rectangle sub-section
(200 x 250 pixels) from the original strain image (720 x 480 pixels). The sub-section was then
supplied to the recognition algorithm (Figure 4.1 (f)). Note that the region of interest does
not include the lower jaw line and hence the motion discontinuity has no impact on the results.
All experiments were conducted using the Principal Component Analysis (PCA) algorithm.
More details about the implementation can be found in [8].
(a) Video Frame 12 (b) Video Frame 15
(c) Motion Field (p) (d) Motion Field (q)
(e) Strain Magnitude (εm) (f) Sub-section for PCA
Figure 4.1 Derived Motion and Strain Images from Two Video Frames.
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CHAPTER 5
ANALYSIS OF STRAIN PATTERN AS A BIOMETRIC
A new biometric that can be deployed in practical settings should possess several at-
tributes:
• Its features be unique and stable.
• Features be measurable (directly or indirectly) with current sensoring technology.
• If features have to be extracted from raw data, extraction algorithms must be efficient.
We will examine those aspects of facial strain pattern in the following sections.
5.1 Uniqueness and Stability of Strain Pattern
Many parts of human face have been studied in search for new biometrics. Iris and retina
scans have been used in a restricted-access environment [63]. Ear also possesses information
that can be harnessed in a multi-classifier framework [17]. However, soft tissue (muscle and
skin), the main anatomical unit of a face, has received little attention.
From a mechanical point of view, the shape of a face and its deformation is largely deter-
mined by the strength of soft tissues and the bone structure. Since the visual pattern of a
face allows us to establish its identity, it is natural to argue that bones and soft tissues that
actually make up a face must contain unique information about the face. This type of infor-
mation can be quantified with a biomechanical property such as elasticity. Using elasticity
directly as a biometric is not currently feasible in terms of real time applications due to the
computational complexity of solving nonlinear ill-posed inverse problems. Fortunately, elas-
ticity of facial tissues can be adequately represented by strain pattern, provided that certain
boundary conditions are satisfied.
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Strain pattern is unique in the sense that it contains information that is not present in other
biometrics. Strain pattern enables us to “see through” the appearance of a face and analyze
its identity from both anatomical and biomechanical perspectives. It should be pointed out
that physics-based techniques such as deformable modeling has been used in facial expression
analysis [32, 20]. But their focus is on motion and model parameters, while we make explicit
use of strain pattern.
Strain pattern is also stable, because it is related to intensity difference between two frames
rather than absolute intensity values of a single frame. If two frames are taken under a similar
lighting condition, the impact of illumination change or makeup on strain pattern is much less
severe. We demonstrate these arguments experimentally.
5.2 Strain Measurement
The success of strain pattern as a biometric is dependent upon the quality of strain image.
Although progress has been made in the development of strain sensors, a non-contact strain
imaging system similar to the range camera is still not available. Instead, we employ an
indirect approach that derives strain image in two steps:
1. A motion field is obtained from two video frames that capture an object’s deformation.
2. A strain image is then computed from the motion field.
Each step has several implementation alternatives that are described below.
First, a feature-based method can produce better correspondence in the presence of large
deformation, but it gives a sparse motion field. More importantly, it requires user intervention
in case of poor feature quality. On the other hand, optical flow method generates a dense
motion field at pixel level and is fully automated. Since we have videos of small interval (30
frames per second), optical flow is a reasonable choice.
The second issue is what type of strain to use, 3D strain or 2D strain? It is ideal to have a
full 3D strain pattern, because 3D data has been proven to be useful for face recognition [15].
At present, we do not have equipments that can capture range image at the same speed of a
video recorder, which is necessary to compute 3D strain. So, our experiments are restricted to
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2D strain images. An intuitive justification for the use of 2D strain over 3D strain is presented
in Section 5.3.
Given a description of face deformation, we can use a finite element method to compute its
strain by forward modeling, assuming that the Dirichlet condition is satisfied. Finite element
method is good at handling irregular shapes, but it is not appropriate for processing large
amount of videos due to its computational cost. An alternative is to compute strain by its
definition in continuum mechanics. As a tensor, strain can be expressed as derivatives of
displacement vector and can be approximated by a finite difference method. Finite difference
method is very efficient when carried out on a regular image grid. Because all our data are
stored in image format (raw image, motion image and strain image), we chose finite difference
method or Delaunay Triangulation.
5.3 Strain Computations Using Projections
In this section, we present experimental evidence to subtly prove that the reasoning in
Section 5.1 about the uniqueness and stability of strain pattern will hold good for strain
computed on image plane projections too.
While in 3D computations we deal with absolute strain, in computations based on apparent
displacements we extract the relative strain. A fact that is well appreciated in the research
community is point that the success of a biometric technology lies in identifying discriminative
characteristics capable of differentiating individuals while at the same time retaining sufficient
features to identify a particular subject across conditions. We will analyze strain pattern
computed from projections from these two perspectives.
Figure 5.1 shows the strain patterns of six different individuals for the same expression
under same lighting conditions using displacements obtained from projections.
It can be subjectively analyzed that the strain pattern varies among individuals which
suggests that strain pattern satisfies the uniqueness criterion. Next, we examine the stability
constraint and check if computation from projections qualifies.
Figure 5.2 shows the strain patterns of the same individual for the same expression under
different conditions using displacements obtained from projections.
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Figure 5.1 Strain Maps Depicting Inter-Person Strain Variability Under Same Lighting Con-
ditions.
(a) Normal Light (b) Low Light (c) Shadow Light (d) Camouflage Face
Figure 5.2 Strain Maps Depicting Intra-Person Strain Consistency Under Different Conditions.
It can be observed that strain pattern remains comparable across conditions which inher-
ently confirms that strain pattern conforms to the stability requirement too. Thus, the above
observations justify that relative strain pattern is sufficient for a biometric study. This is more
relevant to the specific case of this study as the experiments were conducted on profile views
of the face where the benefits of using depth information, if any, is minimal.
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CHAPTER 6
EXPERIMENTS AND RESULTS
6.1 Video Collection
All videos were acquired using a Canon Optura 20 digital camcorder at a default speed of
30 frames per second at a spatial resolution of (720 x 480) pixels. Subjects sit about 2 meters
in front of the camcorder against a plain grey board. In addition to normal indoor light, a
point-light source was arranged above the subject’s head to create a shadow effect. There
were 11 acquisition conditions:
1. Normal Light (NL) - In this collection, two point light sources are placed in front of the
subject so that the subject’s face is well illuminated without casting any shadows.
2. Low Light (LL) - In this collection, the two point light sources used in the normal
collection is turned off. In addition to this, the regular lighting of the room was made
dim.
3. Shadow Light (SL) - In this collection, the lighting conditions of the previous acquisition
is maintained. Additionally, a point light source above the subject’s head is turned on
to create a shadow effect.
4. Regular Face (RF) - This refers to the normal conditions where the subject provides
data with his/her natural face.
5. Camouflaged Face (CF) - During this collection, the subject’s face is completely camou-
flaged with a cosmetic face paint. The camouflage does not follow any regular pattern
and is randomly done for different subjects. The purpose of this collection was to com-
pletely suppress the natural skin color of the subject.
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6. Modified Face (MF) - During this collection, a transparent plastic tape is glued to the
cheek region of a subject’s face. The purpose of this collection was to artificially generate
tissue abnormalities that emulate the effect of plastic surgery.
7. Frontal View (FV) - In this collection, the subject provides data facing headon towards
the camera.
8. Profile View (PV) - In this collection, the subject sits in a way such that only the face
profile is the visible region. In all our collections, subjects show their left side of the
face.
9. Neutral Expression (NE) - During this step, the subject makes no expression. The
purpose was to capture the undeformed state of the facial skin.
10. Open Mouth (OM) - During this step, the subject opens his/her mouth as wide as they
can.
11. Smile (SM) - During this step, the subject expresses his/her natural smile.
In all of these collections, the subjects were asked not to move their head excessively. This
was done to avoid the optical flow computation dominated by the rigid motion of the face.
Various combinations of these conditions result in 14 acquisition sessions. For example, one
video sequence was taken under the conditions of: NL+RF+PV+(NE,OM,SM), while another
sequence was taken under the conditions of: SL+CF+PV+(NE,OM,SM). Several conditions
are illustrated in Figure 6.1. A total of 30 subjects participated in the experiments. All
subjects appeared on video sequences of Regular Face. 10 subjects were involved in sessions
of Camouflaged Face (Figure 6.1 (d)).
6.2 Results With Non-Camouflaged Faces
One of the strengths of strain pattern is that it is less sensitive to illumination variation,
because strain is derived from intensity difference between two frames rather than absolute
intensity values. We carried out two tests using Regular Face with three lighting conditions:
Normal Light, Low Light and Shadow Light (Table 6.1).
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(a) Normal Lighting (b) Low Lighting (c) Indoor Shadow (d) Camouflage Face
Figure 6.1 Video Acquisition Conditions.
Table 6.1 Non-Camouflaged Face Experiments.
Gallery Probe
Test-1 30 subjects (RF,NL,PV,OM) 30 subjects (RF,LL,PV,OM)
Test-2 30 subjects (RF,NL,PV,OM) 30 subjects (RF,SL,PV,OM)
Test-1 is to investigate whether strain pattern can be used for face recognition under
normal conditions, and Test-2 is to examine its performance under more adverse conditions
(Shadow Light). PCA results are plotted as ROC curves in Figure 6.2. Similarity score
distributions for the same set of tests are shown in Figure 6.3 (all values are in generic units).
At a false alarm rate of 1.5%, the first test showed a verification rate of 84.6%, indicating
that strain pattern has the basic discrimination power as a biometric. More importantly, a
good performance was observed in the second test (a 77.3% verification rate at a 2.2% false
alarm rate). It should be stressed that shadow light markedly changes the look of a face and
can cause drastic performance degradation of an appearance-based method. The impact of
shadow light on strain’s performance, however, is much less severe. The experiment suggests
that strain pattern can be a valuable alternative to traditional methods when the lighting
condition gets worse.
6.3 Results With Camouflaged Faces
Camouflage and plastic surgery pose serious challenges to face recognition study. To our
knowledge, no research has been done on how to deal with those extreme yet realistic cases. We
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Figure 6.3 Genuine and Impostor Scores Distributions of Non-Camouflaged Face Experiments.
use next experiment to demonstrate that strain pattern has the potential to recognize faces
inspite of disguise by makeup. The experiment consists of two tests (Table 6.2). Because
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Table 6.2 Camouflaged Face Experiments.
Gallery Probe
Test-1 10 subjects (RF,NL,PV,OM) 10 subjects (RF,LL,PV,OM)
Test-2 10 subjects (RF,NL,PV,OM) 10 subjects (CF,LL,PV,OM)
of the small number of camouflaged faces (10 subjects), PCA results are presented as score
distributions (Figure 6.4) (all values are in generic units).
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Figure 6.4 Similarity Score Distributions of Camouflaged Face Experiments.
Two observations can be made from the results:
1. Similarity distributions of two tests are more or less the same, suggesting that camouflage
does not affect the performance of strain pattern very much;
2. In fact, the second test showed a slightly better separation between imposter class and
genuine class. 8 out of 10 camouflaged faces were successfully identified. This is probably
attributed to the additional features in camouflaged images that lead to more accurate
motion and strain images.
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6.4 Results With Taped Faces
In this experiment, we artificially modify the facial skin property by pasting a plastic tape
to the cheek region of a subject. The motivation behind this experiment was to check if the
algorithm can differentiate the change in the material behavior of the facial skin. As in the
previous cases, this experiment had two tests (Table 6.3).
Table 6.3 Taped Face Experiments.
Gallery Probe
Test-1 15 subjects (RF,NL,PV,OM) 15 subjects (RF,LL,PV,OM)
Test-2 15 subjects (RF,NL,PV,OM) 15 subjects (TF,LL,PV,OM)
Because of the small number of camouflaged faces (15 subjects), PCA results are presented
as score distributions (Figure 6.5) (all values are in generic units).
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Figure 6.5 Similarity Score Distributions of Regular and Taped Face Experiments.
The following observations can be made from the results:
• The strain pattern for the taped faces is different from the regular faces. This can be
observed from the similarity scores between modified faces and regular faces as shown
in Figure 6.5.
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• If this experiment were to be designed as a rejection experiment, we could then come
up with a distance threshold in the subspace to identify surgical changes to the skin of
a subject who claims a particular identity.
The capability of strain maps to detect cosmetic changes to the facial skin can be of
paramount importance in forensic applications.
6.5 Invariance of Facial Strain Pattern
Although we used two frames of a fixed interval to compute strain, there is no guarantee
that a subject opened his/her mouth equally across all sequences. The concern is whether
strain pattern remains invariant to the degree by which the mouth is opened. To answer this
question, we conducted an experiment using shorter sequences subsampled from the original
sequence. Given a video,
• Subsequence-1 comprises of one-third of the total frames from the beginning of the video.
• Subsequence-2 consists of two-third of the total frames from the beginning of the video.
• Subsequence-3 is the same as the original video.
The gallery contains 90 strain images, three for each subject with frame pairs sampled
from subsequences. Similarly, the probe contains 90 strain images from another video. The
conditions are Regular Face with Low Light or Normal Light. PCA results are plotted as
similarity distributions in Figures 6.6 and 6.7 (all values are in generic units). In this plot,
the diagonal elements of the similarity matrix are removed as they define the distance of a
sequence to itself (zero distance in the subspace). The intra-class distances are the similarity
scores between a subsequence of a subject to the other subsequences of the same subject. The
inter-class distances describe the similarity scores between a subsequence of a subject to those
of other subjects.
It is clear that strain patterns of the same subject (intra-class) show much stronger sim-
ilarity than strains of different subjects (inter-class). This can be partially explained by the
fact that strain is related to tissue elasticity which is a constant. Unless there is a marked
change of material property (such as those caused by plastic surgery), strain pattern can be
39
0 5 10 15 20 25 30 35
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Similarity score bins
N
or
m
al
iz
ed
 b
in
 v
al
ue
s
 
 
Inter−class distances
Intra−class distances
Figure 6.6 Similarity Distributions of Intra and Inter-Class Strains Under Normal Lighting
Conditions.
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Figure 6.7 Similarity Distributions of Intra and Inter-Class Strains Under Low Lighting Con-
ditions.
regarded as invariant to how much a subject opened his/her mouth. In other words, the
impact of expression magnitude on the strain pattern as a biometric is minimal.
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CHAPTER 7
DISCUSSION AND CONCLUSIONS
We discussed a face recognition method that uses elastic information from video. The
uniqueness of the method lies in the fact that,
• It utilizes strain pattern rather than raw image to recognize face. The similarity mea-
sures are thus calculated between strain images instead of raw intensity values. Because
of its close tie with tissue property, strain pattern adds a new dimension to our ability
to characterize a face.
• The computational strategy is based on biomechanics, and hence is physically sound.
• It works well under unfavorable conditions (shadow light and makeup).
It is now clear that displacements are the essential input to the algorithm. For the method
to work, the input video sequence of facial expression should provide sufficient displacement in
terms of non-rigid motion. The approach does not apply to video sequences where no non-rigid
motion can be observed which is needed to quantify the characteristics (strain computation)
of the deformed facial skin.
In addition to the above failure case, poor displacement estimates resulting from incorrect
optical flow computation will lead to erroneous strain maps that eventually influence recog-
nition accuracy. However, this is not a problem inherent to the recognition algorithm and
developments to extraction algorithms will solve this issue.
In the computations of strain, the method uses displacements from projections instead
of absolute 3D displacements. We experimentally justified that relative strain is adequate
for identification purposes. This approach assumes more pertinence in light of the fact that
current range sensoring equipments cannot capture data at the speed of regular 2D camcorders.
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With advances in 3D acquisition technology, relative strain can be replaced with absolute
strain which we believe will improve the performance.
Similarly, the motivation behind using strain magnitude, instead of strain components,
is the fact that it neatly gels into the traditional face recognition paradigm where 1D PCA
analysis using intensity as the only feature is popular. However, using strain components
subsequently followed by a multi-dimensional PCA analysis can also be done and the findings
of this work will still be valid.
Another improvement to the method is to incorporate the strain induced due to the bend-
ing of the skin (shear strain). The algorithm investigates the strain resulting from the stretch-
ing of skin (normal strain) only. Combining shear strain to the model will completely describe
the deformed state of the facial skin for a given facial expression.
We would like to emphasize that the proposed method is not intended to replace or out-
perform current methods. Hence, this thesis does not attempt any comparative study with
existing methods.
We propose that the method would be best utilized when integrated with other biomet-
rics. Though the performance on the most basic experiment (Experiment 1) is lesser than
what current methods can achieve, the fact that the algorithm gracefully degrades in terms
of performance under drastic conditions (shadow light and camouflage) suggests that the
method most certainly has the promise to supplement current technology under such adverse
operational conditions.
In conclusion, it can be said that the purpose of this effort was to explore the possibility
of using strain pattern as a classification feature. Results from experiments show that strain
maps can indeed be used as a soft biometric. With that in mind, the intention of this thesis is
to establish a baseline performance using such an approach. Improvements such as replacing
or improving robustness of certain components will definitely increase the performance of the
system. Some of these enhancements were earlier discussed in this chapter.
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