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INTRODUCTION
In nuclear fuel cycles, an enrichment facility typically
provides low enriched uranium (LEU) to a number of cus-
tomers. We consider monitoring an enrichment facility to
timely detect a possible diversion of highly enriched uranium
(HEU). To increase the the detection accuracy it is important
to efficiently use the available information diversity. In this
work, it is assumed that the shipment times and the average
power consumption of the enrichment facility are observed for
each shipment of enriched uranium. We propose to initially
learn the statistical patterns of the enrichment facility through
the bimodal observations in a training period, that is known to
be free of diversions. Then, for the goal of timely diversion de-
tection, we propose to use an online detection algorithm which
sequentially compares each set of new observations in the test
period, which possibly includes diversions, to the learned pat-
terns, and raises a diversion alarm when a significant statistical
deviation is detected. The efficacy of the proposed method is
shown by comparing its detection performance to those of the
traditional detection methods in the Statistics literature.
In the remainder of the paper, firstly, the assumed nuclear
fuel cycle model is given; secondly, the traditional detection
algorithms and the proposed algorithm are presented; thirdly,
the simulation results are provided; and finally, the paper is
concluded.
OBSERVATION MODEL
The considered nuclear fuel cycle diagram is shown in
Figure 1. An enrichment facility, which serves to an unknown
number of LEU customers, and possibly diverts uranium to
an HEU diverter, is monitored. For each shipment from the
enrichment facility, we observe the time elapsed since the pre-
vious shipment, which is used as a proxy for the duration of
production of shipped materials, as well as the average power
consumption for this period. We assume that the observed
average power consumption of the facility is representative for
the average power consumption used for enrichment, which
is measured by MTSWU/day. Sample observations, gener-
ated from the IAEA Nuclear Fuel Cycle Simulation System
(NFCSS) [1], are given in Table I.
TABLE I. Sample shipments of 1 ton with duration and aver-
age power consumption observations.
Shipment no. Duration
(days)
Average Power
Consumption
(MTSWU/day)
1 17.11 0.2015
2 43.33 0.1018
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Fig. 1. Considered nuclear fuel cycle.
The shipments (e.g., trucks) that leave the facility can
be observed by either a human or a device such as camera
or satellite. The average power consumption may be mea-
sured by means of electricity meters or estimated from other
observations such as smoke activity.
Each customer may request a different enrichment level
between 3% and 5%, and a different delivery mode (e.g., stan-
dard or expedited), which complicates the statistical patterns
of the enrichment facility. The delivery mode determines the
average power consumption of the facility; and the requested
enrichment level determines the total energy the facility needs
to consume to produce the requested amount of uranium en-
riched at that level. For instance, according to IAEA NFCSS,
3.43 MTSWU energy is needed to produce 1 ton of 3% en-
riched uranium. If the facility runs at the average power levels
of 0.1 MTSWU/day and 0.2 MTSWU/day at the standard and
expedited delivery modes, respectively, then it would take 34.3
days at the standard mode, and 17.15 days at the expedited
mode for the facility to produce 1 ton of 3% enriched uranium.
In the diversion scenarios considered in this paper, the
facility illicitly produces a small amount of HEU (e.g., 1 kg
of 90% enriched uranium), in addition to its regular LEU pro-
duction. Hence, when a diversion occurs, we assume the total
energy consumption of the facility will slightly increase, which
will be manifested in our observations as a small increase in
shipment duration and/or average power consumption. Fig-
ure 2 shows sample duration and average power consumption
observations for the diversion scenario in which both obser-
vations slightly increase after the thousandth shipment. It is
seen that such small changes cannot be detected by visual
inspection. Using statistical methods we aim to detect such
small changes in a timely manner.
PROPOSED DETECTION ALGORITHMS
In multivariate problems, assuming independence among
the variates (i.e., data dimensions), it is common to apply
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Fig. 2. Sample observations from a scenario in which there
are 6 customer patterns (as a result of 3 different enrichment
levels and 2 different delivery modes), and 1 kg of 90% HEU
is diverted on average once every 5 shipments after the 1000th
shipment. The enrichment facility increases its average power
consumption by 1% on average during the shipments that
include diversion; that way it avoids a significant increase in
the shipment durations, and as a result the detection-by-visual-
inspection of its illicit activity.
univariate analysis separately in each dimension, mainly for
simplicity. However, when the independence assumption does
not hold, separate univariate analysis inevitably suffers signifi-
cant performance loss. For the problem under consideration,
we will show that this is actually the case, and we need more
sophisticated joint analysis to obtain acceptable detection per-
formances. We will present four statistical detection tests in
this section, and compare their performances through simula-
tions in the next section.
Kolmogorov-Smirnov Test
We start with the Kolmogorov-Smirnov (KS) test [2, page
95], a nonparametric detection technique which in the training
phase estimates the cumulative distribution function (cdf) for
the duration and power observations separately to use as a
baseline in the test phase. We use the Gaussian kernel func-
tion with the optimum bandwidth for cdf estimation. Let F(x)
and G(x) denote the estimated cdf of the duration and power
observations, respectively. In the test phase, for a window of
observations, similarly cdf is estimated via Gaussian kernel
and compared to the baseline cdf to detect a possible signif-
icant deviation. We continue the test phase by sliding the
window in time until a significant change in cdf is detected.
Using a window of size W we denote the estimated cdf with
FWn (x) and G
W
n (x) in the n-th window. The test statistics and
the stopping time are given by
Dn = sup
x
|FWn (x) − F(x)|, En = sup
x
|GWn (x) −G(x)|
TKd = min{n : Dn ≥ δ}, TKp = min{n : En ≥ δ}
TK = min{TKd ,TKp }, (1)
where sup denotes the supremum operator in mathematics.
At each time frame n, the test statistics Dn and En are
computed for the duration and power observations, respec-
tively; and compared to the threshold δ. The first time either
Dn or En exceeds δ, the algorithm stops and raises a diversion
alarm. The threshold δ controls a trade-off between the false
alarm rate and the detection delay. In particular large δ ensures
small false alarm rate, but at the same time causes large detec-
tion delays. Similarly, the window size W controls a trade-off
between the false alarm rate and the detection delay: small W
yields smaller detection delays at the expense of less accurate
cdf estimation, and thus increased false alarm rate.
The KS test is preferred over the chi-square test for its
ability to work with smaller window sizes (i.e., higher time res-
olution) [2]. Nevertheless, since W  1, it is not a completely
online detection technique, i.e., it does not make a detection
decision after each new observation arrives.
CUSUM Test
As opposed to the KS test, the cumulative sum (CUSUM)
test is a truly online method which recursively updates its test
statistic at each time t as follows
S t = max
{
S t−1 + log
f1(xt)
f0(xt)
}
, S 0 = 0, (2)
where f0(xt) and f1(xt) are the pre-change and post-change
probability density function (pdf) of the data sample xt. Simi-
lar to KS, CUSUM stops the first time S t exceeds a threshold,
i.e., at the stopping time
TC = min{t : S t ≥ ρ}.
Similar to δ in KS, the threshold ρ is selected to strike a balance
between the false alarm rate and the detection delay.
As opposed to KS, CUSUM does not forget its change his-
tory, but accumulates it through time, which makes CUSUM a
very powerful online detection technique. In fact, when both
f0(x) and f1(x) are completely known, CUSUM is optimum in
terms of minimizing the expected detection delay in the worst-
case scenario (i.e., in the minimax sense) [3]. The challenge
in using CUSUM lies in estimating the post-change pdf f1(x).
Due to online testing, typically a parametric model is assumed
and its parameters are estimated at each time following the
maximum likelihood approach. This framework is known as
the generalized CUSUM, and it is asymptotically optimum
in terms of minimizing the expected detection delay in the
worst-case scenario [3].
The most straightforward way to apply generalized
CUSUM to our diversion detection problem is to fit Gaussian
pdfs to the pre-change and post-change duration and power
data. Denote the pre-change and post-change Gaussian pdfs
with fG0d and f
G
1d for the duration data, and with f
G
0p and f
G
1p
for the power data, respectively. Two parallel CUSUMs are
run for the duration and power datasets with the following test
statistics
UGt = max
UGt−1 + log fG1d(xt)fG0d(xt)
 , UG0 = 0,
VGt = max
VGt−1 + log f
G
1p(xt)
fG0p(xt)
 , VG0 = 0,
(3)
and the stopping times
TGd = min{t : UGt ≥ ρG},
TGp = min{t : VGt ≥ ρG},
TG = min{TGd ,TGp }, (4)
where UGt and V
G
t are given by (3). We call the Gaussian-
based CUSUM given in (4) as G-CUSUM. At each time t,
the test statistics UGt and V
G
t are computed for the duration
and power observations, respectively; and compared to the
threshold ρG. The first time either UGt or V
G
t exceeds ρ
G, the
algorithm stops and raises a diversion alarm. The threshold
ρG controls a trade-off between the false alarm rate and the
detection delay.
From the problem definition, we know that each customer
has its own characteristic enrichment level and duration de-
mands. Hence, the observed datasets are actually generated
from a mixture of a number of probability distributions. As-
suming that only one customer is served in each shipment we
can fit Gaussian mixture models to the duration and power
datasets separately. Similar to the derivation of G-CUSUM,
given in (4), we can write the test statistics and the stopping
time for the Gaussian mixture model-based CUSUM (GM-
CUSUM).
Both in G-CUSUM and GM-CUSUM, the parameters
(mean and variance) of Gaussians that fit f0(x) are estimated
from the training data, and for f1(x) a small to moderate shift is
assumed in the mean with respect to f0(x), as shown in Figure
3. No change is assumed in the variance. While computing
the test statistics in test phase, the mean is selected from the
feasible set according to the maximum likelihood criterion,
i.e.,
µ∗ = arg max
µ∈A
fG(x|µ, σ), (5)
where fG is the Gaussian pdf, andA denotes the feasible set
for µ.
(a)
(b)
Fig. 3. The mean-shift model to derive f1(x) from f0(x) for (a)
G-CUSUM and (b) GM-CUSUM. Estimated means for f0(x)
are marked with x. In (b), feasible set, denoted withA in (5),
consists of the points marked with x for f0(x) and the shaded
regions for f1(x). Similarly in (a).
Multimodal CUSUM Test
We can improve the performance of GM-CUSUM by
jointly modeling the duration and power data. Denoting the
duration and power data with yt and zt, respectively, and the
number of distinct customer patterns with M we write, for the
m-th customer pattern, the joint pdf as
fm(yt, zt) = fm(yt |zt) fm(zt), m = 1, . . . ,M. (6)
Note that the duration is given by the relation yt = et/zt where
et is the consumed energy. Hence, given the power zt, the
uncertainty in yt is due to only et, and accordingly we can
write fm(yt |zt) = fm(et), where et = ytzt. Then, (6) becomes
fm(yt, zt) = fm(et) fm(zt), m = 1, . . . ,M. (7)
In this case, from 4 and the generalized CUSUM approach, the
test statistic and the stopping time for the multimodal CUSUM
(M-CUSUM) are given by
S Mt = max
{
S Mt−1 + log
maxm=1,...,M f1m(et) f1m(zt)
maxm=1,...,M f0m(et) f0m(zt)
}
, S M0 = 0.
(8)
TM = min{t : S Mt ≥ ρM}. (9)
Now the challenge is how to estimate f0m(et) and f0m(zt).
We can use the mean-shift model described in (5) and Figure
3 to model f1m(et) and f1m(zt) from f0m(et) and f0m(zt), re-
spectively. To estimate f0m(et) and f0m(zt) we propose to first
cluster the shipments, t = 1, . . . , τ, where τ is the length of the
training dataset. For clustering, the straightforward way is to
apply the k-means algorithm to the data matrix [yt, zt]t=1,...,τ
directly. However, the range and the scale of xt and yt might
be very different, as seen in Table I. Using the multimodal
factor analysis (MMFA) [4] method we first obtain a unified
representation wt for each shipment t. Then, we cluster the
shipments using k-means on wt, and fit a Gaussian, in each
cluster m, for et and pt to estimate f0m(et) and f0m(zt), respec-
tively. The number of clusters M is selected by trying some
numbers and selecting the one with the highest silhouette
value. The M-CUSUM procedure is summarized in Algorithm
1.
SIMULATION RESULTS
In this section, we provide simulation results to compare
the four detection algorithms discussed in the previous sec-
tion. In our simulations, we generated data from 6 customer
Algorithm 1 The proposed M-CUSUM procedure
1: Training data
2: Obtain [wt] from [yt, zt] using MMFA
3: Cluster [wt] using k-means and silhouette values
4: Fit Gaussians to each cluster to estimate f0m(et), f0m(zt)
5: Estimate f1m(et), f1m(zt) as in Figure 3
6: Test data
7: Compute test statistic as in (8) and stop according to (9)
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Fig. 4. The proposed M-CUSUM algorithm, which jointly
analyzes the bimodal data shown in Figure 2, significantly
outperforms the conventional detection algorithms which sep-
arately analyze each data modality. Over the entire range of
false alarm rates, M-CUSUM significantly reduces the average
delay to detect diversions. Results are obtained by averaging
over 1000 trials.
patterns: 2 in power levels with means 0.1 MTSWU/day and
0.2 MTSWU/day and standard deviation 0.001 MTSWU/day,
and 3 in enrichment levels (3%, 3.5% and 4%). From the
IAEA NFCSS website, we have set the means for energy lev-
els (MTSWU) as 3.43 for 3%, 4.35 for 3.5%, and 5.29 for
4%, and the standard deviation as 0.03. A customer identity is
generated for each shipment in the training and test datasets
from multinomial distributions with uniform probabilities for
both energy and power. Next, for each shipment, energy and
power levels are generated from the Gaussian distributions
that correspond to the assigned customer pattern (e.g., means
3.43 MTSWU and 0.1 MTSWU/day and standard deviations
0.001 and 0.03 for energy and power, respectively). Training
data length was 1000. In the test dataset, diversions occur with
a probability of 0.2. At each diversion, 1 kg 90% enriched
uranium is produced in addition to the regular LEU production.
From the IAEA NFCSS website, this corresponds to an in-
crease of 0.1934 MTSWU in the energy level. We consider the
most challenging diversion scenario: the enrichment facility
increases its average power consumption by one standard de-
viation on average (i.e., means 0.101 and 0.201 MTSWU/day)
during the shipments that include diversion; that way it avoids
a significant increase in the shipment durations.
Figure 4 shows the average detection delay, E[T −T ∗|T >
T ∗], where E[·] is the expectation, T ∗ is the first shipment
diversion occurs, and T is the stopping shipment of the algo-
rithm, against the false alarm rate, P(T < T ∗), where P(·) is
the probability. As expected M-CUSUM, the proposed algo-
rithm which jointly processes the multimodal observations,
significantly outperform the others. Actually, M-CUSUM is
the only algorithm that detects the diversion with a reasonable
delay. GM-CUSUM performs better than KS and G-CUSUM
because it fits a finer model to the data. G-CUSUM performs
poorly because its unimodal Gaussian model fails to fit well
to the complicated statistical pattern of the data. KS has the
inherent drawback of not being an online detection technique.
CONCLUSION
We have considered the online detection of HEU diver-
sions in nuclear fuel cycles. The proposed detection tech-
nique which jointly processes the collected bimodal data was
shown to greatly outperform the conventional detection tech-
niques which process each data modality separately. Under
the challenging diversion scenario in which there is only a
small increase in each data modality, the proposed algorithm
is indeed the only algorithm that can detect the diversion with
a reasonable delay.
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