Abstract. The concept of Apéry limit for second and third order differential equations is extended to fourth and fifth order equations, mainly of Calabi-Yau type. For those equations obtained from Hadamard products of second and third order equations we can prove that the limits are determined in terms of the factors by a certain formula. Otherwise the limits are found by using PSLQ in Maple and are only conjectural. All identified limits are rational linear combinations of the following numbers: π 2 , Catalan's constant G,
Introduction
In 1978 Apéry proved that ζ(3) is irrational by considering the recursion (n + 2) 3 A n+2 − (2n + 3)(17n 2 + 51n + 39)A n+1 + (n + 1) 3 A n = 0
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with A −1 = 0, A 0 = 1. Let B n satisfy the same recursion with B 0 = 0, B 1 = 1. Then B n A n → ζ(3) 6 as n → ∞.
He also considered the recursion (n + 2) 2 A n+2 − (11n 2 + 33n + 25)A n+1 − (n + 1) 2 A n = 0 with A −1 = 0, A 0 = 1. Let B n satisfy the same recursion with B 0 = 0, B 0 = 1. Then B n A n → π 2 30 as n → ∞.
Note that y 0 = ∞ n=0 A n x n is annihilated by the differential operator
This is denoted by (b) in [1] and we note that
Later Zudilin [8] considered the recursion (n + 2) 5 A n+2 − 3(2n + 3)(3n 2 + 9n + 7)(15n 2 + 45n + 34)A n+1 , where y 0 and y 1 are solutions of a fourth order differential equation (this was the start of [1] ). It is equation #32 in the "big" table [2] of Calabi-Yau differential equations (for a definition see Section 2) . Further cases of connections between Diophantine approximations of di-and trilogarithms and Catalan's constant G led to Calabi-Yau equations #195, #209 and #257. These will be treated in section 2.1 (see Zudilin [9, 10] ).
In an unpublished paper [7] , Zagier considered the recursion (n + 2) 2 A n+2 − (a(n + 1) 2 + a(n + 1) + b)A n+1 + c(n + 1) 2 A n = 0 trying to find integer solutions A n . He finds the cases denoted by (a), (b), (c), (d), (e), (f), (g) and (h) in [1] . In [1] we find two more cases (i) and (j); e.g., in case (j) we have There are also ten cases of third order differential equations (α), (β), (γ), (δ), (ǫ), (ζ), (η), (ϑ), (ι), (κ) with recursions similar to those of the second order:
For instance, in case (κ)
satisfies the above recursion with a = 432, b = 312, c = 186624. Let B n satisfy the same recursion with B 0 = 0, B 1 = 1. Then
This will be proved in Section 2.3. In Section 4 we list all the conjectured Apéry limits identified by PSLQ. We have also some limits which we cannot identify (usually listed with 50 digits).
2 Known results 2.1 Calabi-Yau differential equations with known Apéry limits. Consider a fourth order differential equation
where the a j are polynomials. We assume it is MUM (maximal unipotent monodromy) at the origin, so we have the Frobenius solutions
We also assume that the coefficients satisfy the relation
Solving for x we get the mirror map
Then we have the Yukawa coupling
The N n are called the instanton numbers. If there exists a fixed integer c such that cN n are integers for all n we call the differential equation Calabi-Yau. The maximal degree of the a j is called the degree of the equation. Observe that the degree of the equation becomes the order of the corresponding recursion for the coefficients A n . When computing the Apéry limit we usually try to use the recursion of lowest order.
The following two equations are in Zudilin [9] .
It 
with A −2 = 0, A −1 = 0, A 0 = 1. Let B n satisfy the same recursion with B −1 = 0,
But if we start with B 0 = 0,
so we have simultaneous approximation of ζ(2) and ζ(3).
j if n > 0 and 0 otherwise be the harmonic numbers. Let 
Example (#257) Let
Then with A −1 = 0, A 0 = 1 and
This is proved in Zudilin [10] .
Differential equations of order 2.
In [1] we considered the following differential equations of order 2 as building blocks.
Hypergeometric:

Coefficients
Differential operator
Then we have the following limits:
The cases with four singular points (a), (b), (c), (d), (f) and (g) are treated in Zagier [7] . In the cases with three singular points convergence is slow and the limit hard to guess. In case (e) we found some evidence for the limit being G/2.
For case (h) Arne Meurman conjectures that the limit is
His computations suggest the following Ramanujan-like conjecture
This was proved subsequently by Yifan Yang [6] , who also settled case (e). He uses, as Beukers [4] and Zagier [7] , the fact that these equations admit modular parametrisations. In [1] there are three more second order differential equations which give rise to some fourth order Calabi-Yau equations by Hadamard product:
Proof of case (l) Let
where
as in the proof of Theorem 1 in [10] .
Here we used
as t → ∞. Using for instance Maple's Zeilberger we find that a n and t R n (t) both satisfy the recursion 2(n + 2)
(Here N is the shift operator, that is: N f (n) := f (n + 1).) It follows that r n and hence b n also satisfy this recursion and we have the start values
Now we show that r n a n → 0 asn → ∞.
It follows from general considerations that the coefficients a n behave asymptotically as
as n → ∞. Substituting this in the recursion formula above we obtain
Numerical evidence suggests C = 2/3, but we will not need this. Consider
where L is a rectangle with vertices in
− iM , and M is a positive integer > n. It follows that r n a n ≤ Cn −1/4 → 0 as n → ∞.
Third order differential equations.
Here we also have ten differential equations suitable for Hadamard products:
Then we find the following limits: Proof of case (θ) Consider
Using Maple's Zeilberger we find that a n and t R n (t) are annihilated by the difference operator
It follows that r n , and hence also b n , satisfy the same difference equation. We also have the start values
We want to show that r n a n → 0 as n → ∞.
First we note that
Consider the function
We note that
and hence
where the path of integration L is taken as in the proof of case (l) above. It follows that |r n | < Cn
as n → ∞ and r n a n = O(n −1 ).
Finally we note that
and, since A n = 64 n a n , we have to divide the result by 64.
Remark: As was pointed out by the referee, some of the cases in the table can be proven using modular parametrisations as in Beukers [4] . For instance, the function A(x) = ∞ n=1 a n x n for case (ǫ) has the parametrisation
modular forms for Γ 0 (8) + w 8 . Case (β) is proven along these lines in [6] .
Hadamard products
It is well known that the Hadamard product of D-finite sequences is D-finite (see [5, p. 194 ] for a proof), i.e., given two sequences A ′ n and A ′′ n that satisfy difference equations with polynomial coefficients then the same is the case for the sequence A ′ n A ′′ n . Here we mostly consider the case when A
where the P, Q are rational functions of degree 2.
Proposition 1 The coefficients
′′ n satisfy the recursion
where for j = 1, 2 R j (n) = P j (n + 1)P j (n) + Q j (n + 1),
and (here P j = P j (n) etc.)
Proof We have 
as unknowns we find
Expanding the determinant we get the wanted recursion formula. Assume that
for j = 1, 2. Define
Theorem We have for n ≥ 1
Proof We use induction on n. First we let Maple check the identity for n = 0, 1, 2, 3. Assume that
In [1] we consider the second order differential operators
This corresponds to the recursion formula
We consider the following cases: 
and similarly for A ′′ n . Then we can imitate everything we did for second order equations and the results are the same except that the degree of the difference equation is higher. In particular, the weights f 1 and f 2 are the same as before.
For a Hadamard square we must modify the construction of the recurrence. Let A n+2 = P (n)A n+1 + Q(n)A n with A −1 = 0, A 0 = 1. Let B n satisfy the same recursion with B 0 = 0, B 1 = 1. Then
where R(n) = P (n + 1)P (n) + Q(n + 1), S(n) = P (n + 1)Q(n + 1).
Proposition 2 Let C −2 = 0, C −1 = 0, C 0 = 1 and let D n satisfy the same recursion with
we have
Maple checks that the formula is true for n = 0, 1, 2.
We still have another case of Hadamard products, namely, the product of the second order differential equations (a), (b), (c), (d), (e), (f), (g), (h), (i), (j) (respectively, third order (α), (β), (γ), (δ), (ε), (ζ), (η), (θ), (ι), (κ)) with the second order differential equations (A), (B), (C), (D), i.e., multiplying the coefficients with 2n n , (3n)! n! 3 , 
Proposition 3 We have
Proof We first show that
Assume this is true for n. Then (n + 2) 4 C n+2 C n+1 = P (n + 1)Q(n + 1) + cQ(n)Q(n + 1) C n C n+1
= P (n + 1)Q(n + 1) + cQ(n)Q(n + 1) (n + 1)
2
Q(n)
A n A n+1 = Q(n + 1) A n+1 {P (n + 1)A n+1 + Q(n)A n } = Q(n + 1) A n+1 (n + 2) 2 A n+2 .
We get, assuming the formula true for n and n + 1, D n+2 C n+2 = P (n + 1)Q(n + 1)D n+1 + cQ(n)Q(n + 1)D n P (n + 1)Q(n + 1)C n+1 + Q(n)Q(n + 1)C n = 1 Q(0) P (n + 1)B n+1 C n+1 /A n+1 + cQ(n)B n C n /A n P (n + 1)A n+1 C n+1 /A n+1 + cQ(n)A n C n /A n = 1 Q(0) P (n + 1)B n+1 + c(n + 1) 2 B n P (n + 1)A n+1 + c(n + 1) 2 A n = 1 Q(0) B n+2 A n+2 .
Conjectured limits
Using Maple's PSLQ we have found many limits, where we have no proof.
