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Chapter 1
Introduction
It is now widely accepted that the Universe started out from a ‘singularity’ with a
‘Big Bang’, and explosion of space-time and energy. This initial event dates back to
some 13.8 billion years ago and we know that the Universe is continuously expanding,
even today. At RHIC (Relativistic Heavy Ion Collider), an accelerator facility at
Brookhaven National Laboratory (BNL), scientists try to recreate conditions similar
to those that existed about a few microseconds after the Big Bang by colliding heavy
ion beams at velocities close to light speed. These collisions, or ‘little bangs’, should
shed some light onto what happened moments after the Big Bang. We aim particularly
at studying the features of strong interaction, the nuclear force in the laboratory;
to explore color deconfinement and the resulting possible new state of matter at
these extreme conditions of pressure and temperature. Quantum Chromo Dynamics
(QCD), the theory of strong interactions is the basis for our current understanding
of the hot and dense matter and it provides us the tools to probe it. Lattice QCD
calculations, but also phenomenological models, have helped a great deal to form the
concepts of the field and guide our research. In this chapter we will provide a brief
summary of those aspects of the theoretical frameworks that are relevant to our work.
1.1 The Standard Model and Quantum Chromo Dynamics
The Standard Model is the theory that summarizes our current understanding
about the elementary particles that make up our world and their interactions, i.e. the
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forces that these particles can exchange with each other. It was formulated in the
1970s and is currently well established. It describes the four forces of nature: strong,
electromagnetic, weak interactions and gravity. The goal of this theory is to find a
common framework for all fundamental forces but currently this is not achieved. The
Standard Model also describes the properties of the elementary particles: Bosons and
Fermions. Bosons have integer spin and fermions have half-integer spin. Fermions
in the Standard Model are particles that make up matter like electrons and quarks.
Bosons are the entities that transmit [mediate] the forces like the photon, the gluon
etc. The names of these two categories comes from the statistical properties of the
particles; half-integer spin particles follow the Fermi-Dirac and the integer-spin par-
ticles the Bose-Einstein statistics.
Quantum Chromo Dynamics (QCD) is the theory of strong interactions and an
important part of the Standard Model. It describes the interactions between quarks
and gluons, and in particular how they bind together to form hadrons. In ultra-
relativistic heavy ion collisions QCD is the relevant, dominant underlying theory.
We apply it, together with thermodynamical concepts in order to study the complex
and dynamically evolving systems of finite size (bulk nuclear matter) under extreme
conditions of temperature and density. A new state of the matter is expected to
be formed when the energy density exceeds the threshold value of 1GeV/fm3. In
these conditions, matter no longer contains individual hadrons; they melt into a soup
of their constituent quarks and gluons, a phase known as the Quark Gluon Plasma
(QGP) [1].
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1.2 Quarks and Quark Model
Figure 1.1 shows the Standard Model classification of known fermions, the half-
integer particles [2]. There are two major categories: Leptons and Quarks. The
di↵erence between them is that quarks interact with each other also with the strong
force whereas leptons interact only via the rest of the forces (with the exception of the
neutrino which interacts only via the weak force since it carries no electric charge).
Quarks have spin of 1/2 integers, like all fermions, and carry a charge of either -1/3
Figure 1.1: The Fermion classification in the Standard Model. The three di↵erent
color horizontal bands show the three generations of fermions.
or 2/3. Quarks come in six ‘flavors’: up, down, strange, charm, bottom, and top.
Flavors are just names given to a particular quark and have nothing to do with actual
properties! As we move down the list of fermions the masses increase so the ‘top’ quark
much-much heavier than the ‘up’ and ‘down’ quarks. The fermions are categorized
into three ‘generations’. For the leptons each generation contains the particle plus
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its corresponding neutrino and for the quarks pairs of opposite charge. Our everyday
world is made of stu↵ from the first generation which contains the stable fermions.
The particles in the other two generations are unstable, i.e. decay soon after they
are created into the stable particles of the first generation in their category. Each
particle shown in Fig. 1.1 has an anti-particle counterpart. Antiparticles have the
same mass and spin as their corresponding particles but opposite charge and other
quantum numbers. Quarks have an additional degree of freedom called, ‘color’. Color
is an alternative name for the strong or nuclear force, i.e. only colored objects (objects
carrying a color charge) are allowed to interact strongly. There are three varieties of
color: Red, Green, and Blue. Of course these are just names and not actual colors.
The mediator of the strong force, the gluon, a spin 1 and massless boson, is also
colored therefore it is allowed to interact strongly with other gluons, a unique feature
of the strong force.
Ordinary matter is colorless; therefore colors must cancel once the quarks form
baryons or mesons. According to Quark Model only combinations of three quarks (or
three antiquarks) and quark-antiquark are allowed in nature. There is recent evidence
of other quark combinations but this goes beyond the scope of this thesis. Baryons are
called the three quark combinations, while mesons are quark anti-quark pairs. The
proton is an example of a baryon made from two up quarks, charge +2/3 and one
down quark, charge of  1/3, for a total charge of +1 (see also left panel in Fig. 1.2).
Neutrons are made from two down quarks and one up quark ( 1/3+ 1/3+2/3), with
a total charge of 0. A combination of the three colors or three anti-colors will result
in a ‘colorless’ or ‘white’ particle. Therefore, a baryon made of three quarks each
containing one basic color or an anti-baryon made of three anti-quarks both will be
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colorless, as all three colors are present. Mesons, too, must be colorless and since they
are made of only two quarks, regular color combinations will not create a ‘colorless’
particle. Instead, mesons form from a quark and an anti-quark, one color and one
exact anti-color; the color and anti-color cancel each other out forming a colorless
object. The theory of the strong force that describes the interaction between color
charges is QCD. The proton and neutron are colorless objects but can still interact
strongly at low energies with each other through some residual nuclear force in analogy
to the electromagnetic interaction between two neutral atoms (forces van der Waals).
At high energies the interaction is much stronger since it involves individual quarks.
Figure 1.2: An example of a baryon (proton) and a meson (pion). The baryon includes
three quarks of three colors, while the Meson contains a quark and anti-quark of a
color and anti-color.
1.3 Deconfinement and Quark Gluon Plasma
The strong force , like all forces, has a force carrier, the gluon. Gluons, unlike
photons, can interact with other gluons. The combination of this feature of gluons
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together with the specific number of color gluon states makes the strong force be-
have di↵erent than the other forces; its strength is increasing with distance! Other
everyday forces like gravity or magnetism decrease as the distance between the inter-
acting objects increases but the strong force becomes stronger [spring-like] for larger
distances and weaker for short ones. Due to this feature of the strong force or color
force, we cannot ‘view’ or study individual, isolated quarks in vacuum, e.g. by pulling
them apart inside a proton or a pion through an energetic collision. By trying to
separate the quarks, the work done or the energy required for further separation in-
creases. After a certain point, the energy to separate the two quarks is enough to
form, to materialize a quark anti-quark pair from the vacuum (E = mc2). As this
is more energetically favorable than further separation, the quarks then ’snap back’,
each with a vacuum partner, forming new hadrons. Thus quarks never leave the
state of either a baryon or a meson. We call this e↵ect ‘confinement’. One way of
trying to create ‘partonic’ or quark-gluon matter is by using the same mechanism
of confinement but in the opposite direction, i.e. instead of trying to separate the
quarks from each other try to squeeze them together since the strong force becomes
very weak at small separations (or the strong coupling constant ↵s , the constant
that determines the strength of the interaction, becomes very small). This regime of
very low coupling strength is called asymptotic freedom and corresponds to high
momentum transfers or high energy densities. As ↵s ⌧ 1 perturbative methods can
be used to calculate the parton interactions for quantitative analyses.
Nuclear collisions is one way to bring bulk nuclear matter into a state of high
energy density and look for signals of parton deconfinement within the volume of
the hot matter produced. The term Quark-Gluon Plasma (QGP) refers to a phase of
6
Figure 1.3: Phase diagram (sketch) of nuclear matter
deconfined quarks and gluons. This can be accomplished at very high baryon densities
(‘squeeze’), high temperatures, or both. A sketch of a possible phase diagram of
nuclear matter is shown in Figure 1.3. The temperature, T, is shown on the vertical
axis, and the baryon density, ⇢, is shown on the horizontal axis. The latter reflects
the net baryon density of the system relative to normal, cold nuclear matter. The
phase transition to deconfined quarks and gluons is expected to be accompanied by
a restoration of chiral symmetry, ie.e where the dynamical mass of quarks becomes
the naked mass. The QGP is expected to be a perturbative QCD system, and color
charges would be free to move through it. For conditions of low baryon density, such as
those at the initial moments of the Big Bang, the phase transition is estimated to occur
around a temperature of about 150 MeV which corresponds to 1-2 Trillion degrees
Kelvin. On the other extreme, i.e. low temperatures but conditions of high densities
like those at the center of neutron stars, a phase transition is expected to occur when
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the density is about 5-10 times the normal nuclear matter density. Nuclear collisions
do both heat and compress nuclear matter, therefore the path to de-confinement,
depending on the collision energy, would be in-between these extremes as shown by
the bending arrow in Fig. 1.3.
Figure 1.4: Time evolution of a high energy nucleus–nucleus collision
In a Au-Au collision at RHIC energies (
p
sNN = 200 GeV), it is theorized that
gluon interactions would dominate at early times (see also Fig. 1.4). A gluon-rich
QGP may form in the hot, dense interaction region. After some time, a phase tran-
sition back to hadronic matter occurs. As the hadron gas expands and cools, the
chemical balance of the particles is e↵ectively fixed because inelastic collisions stop.
This is referred to as chemical freeze-out, and is estimated to occur at a temperature
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close to the pion mass, about 160 - 170 MeV. At some later time, the particles sep-
arate to the point where they no longer interact even elastically, and the system is
said to undergo thermal freeze-out. This is expected to occur around 120 MeV. At
that point the particle spectra freeze and the stable particles will continue to travel
to the detector system for recording.
1.4 Probing the QGP
The exact nature of the early state of the collision (before chemical and thermal
freeze-out) are well hidden from the experimentalists. The most basic tools available,
such as total yields (production rates) and pT spectra, provide a snapshot of the
system at freeze-out. In order to gain insight into the nature of the system before
that time, we must use more subtle probes. Such probes often involve the study
of high momentum particles, because the early stage of the collision is dominated
by hard scattering of quarks and gluons. STAR is equipped to study a variety of
particles over a large range of pT . Initial results and theoretical background can be
found in Refs. [3, 4, 5]. Jets and leading particles are of particular interest because
they should be sensitive to di↵erences in energy loss between excited hadronic matter
and a QGP. The chemical freeze-out conditions may be determined by examining the
particle’s relative yields and also the strangeness content of the final state particles.
The relative strangeness content of these particles reflects the degree of chemical
equilibration that occurred in the early stage. Similarly, the conditions at thermal
freeze-out can be characterized by the bulk properties of the spectra (common velocity,
thermal parameters, etc.).
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1.4.1 Heavy Flavor
Heavy flavor matter is matter containing one of the heavy quarks, quarks above the
mass of the strange quark (See also Fig. 1.1). The heavy quarks are the charm, bottom
and top quarks. At RHIC collision energies top quarks are very rarely produced so by
heavy flavor we mean mesons and baryons containing charm or bottom quarks. Heavy
quarks require a great deal of energy to produce due to their heavy masses. They are
mainly produced in parton interactions during the initial phase of the collision when
the full incoming kinetic energy is available. Contributions from the late stages of
the collision are energetically unfavorable and thus limited. This feature makes heavy
flavor a unique tool for studying the features of the early stages of the collisions [6].
Figure 1.5: Quark bare versus dynamical mass.
The up and down quarks have bare masses of a few MeV, but inside the proton
the three of them add together to produce a mass of 1GeV, therefore their dynamical
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mass is about 300MeV (see also Fig. 1.5). Heavy quarks on the other hand are not
as influenced by the QCD vacuum and lie on the 1:1 ratio between the Higgs and
the QCD mass. The lighter quarks fall below that line. This feature makes the
heavy flavor a very useful tool while probing hot and dense (and probably chiral–
symmetry restored) nuclear matter since we don’t need to worry about in-medium
mass modification e↵ects.
Early QCD calculations expected heavy quarks to have kinematically suppressed
gluon radiation while passing through a hot and dense partonic medium, implying
that the heavy quarks should lose less energy in denser media than light quarks.
However, recent experimental results showed that the energy loss of heavy quarks
is unexpectedly high, about the same as for light flavor, meaning that the initial
theoretical assumptions for heavy quark energy loss were incomplete [7, 8, 9, 10]. It
is believed that part of the observed e↵ect is due to elastic collisions with the partons
of the medium which initially was thought to be negligible and was not included in
the calculations.
Heavy quarks can also help us understand the initial dynamics of the collision.
Charmed hadron flow is thought to be an indication of thermalization due to the
interaction of light quarks and gluons with the heavy quarks. If quarks in heavy
hadrons flow in the same pattern as those in light hadrons, it will be an indicator of
many collisions between all quarks (thus thermalization) since heavy quarks are like
a ‘heavy rock’ in the quark sea; to make it flow with the rest of the partonic ‘fluid’
requires many-many collisions. If the data supports a strong flow of heavy quarks
then this is going to be the smoking gun of thermalization of the partonic medium
formed, i.e. the formation of QGP.
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The initial measurements of heavy flavor were indirect, i.e. they were based on
observations of their semi-leptonic decays (the presence of an electron in the final
state). This method has three main disadvantages: one is that we cannot easily
separate charm from beauty decays, the second is that it is hard to infer the heavy
quark kinematics from the smeared electron pT , and third there is an enormous
combinatorial background due to electrons from photon conversions in the apparatus.
Direct reconstruction of the heavy flavor weak decays is the best and most direct
way to study heavy flavor but it is hard due to the short half-lives of the particles.
For example, the c⌧ (the proper decay length) of the D0 meson is only 120 µm
therefore one needs high precision vertex detectors in order to distinguish between
tracks coming from their weak decays from the thousands of tracks coming from the
event vertex. The STAR Collaboration built the Heavy Flavor Tracker (HFT) to
address exactly this issue.
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Chapter 2
The STAR Experiment at RHIC
The Solenoidal Tracker at RHIC (STAR) is one of the four main experiments at
the Relativistic Heavy Ion Collider (RHIC) [11]. STAR and PHENIX are the only
two experiments that continue to operate at present and they are located at the 6
o’clock (STAR) and 8 o’clock (PHENIX) positions on the RHIC acceleration ring
(see also Fig. 2.1). The other two experiments, PHOBOS and BRAHMS, were at 10
o’clock and 2 o’clock but they are now decommissioned. RHIC is the only dedicated
heavy-ion accelerator in the world and the second highest in energy after the Large
Hadron Collider (LHC) at CERN, the European Laboratory for particle and nuclear
physics.
2.1 RHIC Complex
RHIC began its operation in year 2000 at Brookhaven National Lab (BNL) in Long
Island, New York. In order to accelerate the heavy ions to the highest energy, the ions
must go through several pre-acceleration stages in the facility. The chain of equipment
in this process are the LINAC which is the ion generator and the initial accelerator,
then the Booster synchrotron that feeds the Alternating Gradient Synchrotron (AGS)
and the RHIC ring itself. A diagram of these apparatuses superimposed to an aerial
view of RHIC/BNL is seen in Fig. 2.1. The initial ions are placed into the LINAC,
which uses static electricity to accelerate and remove electrons from the exterior of
the ions. The ions are then sent to the to Booster line which carries them to the
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Booster synchrotron. At the Booster, a circular accelerator, the ions are accelerated
even more through the use of electromagnetic waves. The Booster sends the ions
towards the AGS for further acceleration after bringing their speed to about 37% of
Figure 2.1: Aerial view of BNL with the RHIC facility and its pre-accelerator stages
outlined with di↵erent colors.
the speed of light (c). After AGS the ions are transferred by the AGS-to-RHIC line
into one of the two RHIC rings (clockwise and counter-clockwise). Inside the RHIC
rings, the ions are boosted to 0.997c, their top relativistic velocity, which is equivalent
to 100GeV per nucleon per beam or a center-of-mass energy of 200GeV per nucleon
pair.
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2.2 The STAR Detector
The STAR detector [12] has the typical outline of a collider experiment; a large
tracking device inside a magnet for momentum analysis surrounded by Time-Of-Flight
(TOF), Calorimeters and other detectors. STAR was primarily designed to measure
hadron production over a large solid angle. It has complete azimuthal symmetry and
wide coverage in pseudorapidity1.
Figure 2.2: A cross-sectional view of STAR experimental apparatus. The HFT is at
the center of the experiment and highlighted in red color.
The main components of the apparatus that are of special interest for this work
are the Magnet and its coils (in blue and orange color in Figure 2.2) that provide
1Pseudorapidity, ⌘, relates with the polar angle of the particle emission so that when the particle
is emitted normal to the beam ⌘ = 0. When the particle emission direction approaches the direction
of the beam, ⌘ goes to infinity. For a formal definition see the Appendix.
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the magnetic field for the momentum analysis of charged particles, the Time Projec-
tion Chamber (TPC) which is the main tracking device in STAR, the TOF barrel
surrounding the TPC for particle identification (PID) and the Heavy Flavor Tracker
(HFT), a silicon vertex detector.
For the TPC to work properly and precisely determine the position and the mo-
mentum of the particles traveling through it, a strong and uniform magnetic field
is required. The magnetic field in the STAR is provided by a non-superconducting
(‘warm’, water-cooled) magnet is pointing along the z-direction and has an operating
range (when it is not switched o↵) of 0.25 < |Bz| < 0.5Tesla (nominal value) with
excellent uniformity. The entire magnet assembly weighs over 1100 tons, and pro-
vides support for most other components of the detector. Deflections in the magnet
structure are minimized to less than 1mm to preserve the magnetic field quality.
2.2.1 Time Projection Chamber (TPC)
The main tracking device of STAR is the Time Projection Chamber (TPC) [13].
It is divided into two halves by a central membrane at z = 0 with the electric fields in
each half pointing in opposite directions. The TPC records an image of all charged
particle tracks passing through the detector and can handle multiplicities reaching
about 3000 tracks. It provides complete tracking for charged particles within ±1.8
units of pseudo-rapidity and momenta greater than 100 MeV/c. It helps identify par-
ticles by measuring their ionization energy loss (dE/dx). It is filled with P10 gas (90%
argon, 10% methane) slightly above atmospheric pressure. The central membrane,
the end caps and the inner and outer cylinder of the TPC form an electrostatic field
cage and it maintains a well defined, uniform electric field of ⇠ 135V/cm between
the high voltage membrane at the center of the TPC and each end cap. The electric
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inside the TPC and the magnetic field are parallel. The paths of primary ionizing par-
ticles passing through the gas volume are reconstructed with high precision from the
released secondary electrons drifting to the end caps at the ends of the chamber. The
uniform electric field maintained inside the TPC drifts the secondary electrons com-
ing from the primary tracks to the anode end-caps. Di↵usion of the drifting electrons
and their limited number defines the position resolution. Ionization fluctuations and
finite track length limit the dE/dx particle identification. The anode end-caps are or-
ganized into 12 inner and outer sectors. The readout section contains the gating grid
that opens the readout section only for a triggered event, and the anode grid where
the drift-electron amplification and collection happens. The charge collection induces
a signal in the pads that are close to the anodes. The pads are arranged in pardons
approximately perpendicular to the tracks and their signal is readout and processed
for further analysis. The hit information from adjacent pads is used to determine
the two-dimensional point where the particle ionized the gas. The third coordinate is
determined from the drift time of the electron cloud since the trigger was received and
the known electron drift velocity in the TPC for the given conditions. The process of
reconstructing the three-dimensional positions of ionization points during the o✏ine
analysis is called cluster finding. The cluster-finding algorithm is applied to the TPC
raw data. For each ionization point, the three-dimensional coordinate and the total
amount of charge is determined.
2.2.2 Time Of Flight Detector (TOF)
One of the latest detector upgrades is the Time Of Flight [15] system which is
based on multi-gap resistive plate chamber (MRPC) technology. This full acceptance
detector is essential to STAR’s particle identification capabilities. It allows precision
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soft physics studies out to transverse momenta of approximately 2-3 GeV/c (depend-
ing on particle species). With TPC only, the PID (Particle Identification) capabilities
of STAR limits the hadron (K and ⇡ ) identification to 0.7 GeV/c, thus approximately
30% of the total number of charged hadrons in any given event cannot be identified.
A TOF system with a total timing resolution of 100 ps in the STAR geometry, and
with the tracking resolution of the STAR TPC, would allow ⇡, K, p direct identifica-
tion up to momenta near 1.7–1.9 GeV/c and (⇡ + K), p identification up to 2.9–3.1
GeV/c. Combining the particle identification capabilities of the TOF with those from
dE/dx in the TPC allows high e ciency particle identification capabilities over 98%
of the hadron spectra, as well as cross-checks between the di↵erent PID techniques
in the momentum regions where there is overlap.
2.2.3 The Heavy Flavor Tracker (HFT)
The STAR collaboration has built the HFT silicon vertex detector [16] in order to
enhance its heavy flavor capabilities. The HFT contains three sub-systems (Fig. 2.3).
The first sub-system is the SSD (Silicon Strip Detector) which is a single layer of
double-sided silicon strip sensors located at a radius of 22 cm from the beam axis.
The SDD sensors are about 300micron thick. Strips are placed on top and bottom
of the wafers. The SSD provides two dimensional hit position measurements with
a resolution of about 30microns in the transverse and about 800microns in the Z
direction.
The second sub-system is IST (Intermediate Silicon Tracker) which is a (single
sided) silicon pad detector located at a radius of 14 cm from the beam axis. It is made
of 300micron thick silicon strip-pad sensors of 0.6 ⇥ 6mm size. The IST resolution
is about 170microns (1700microns) in the transverse (Z) direction respectively. The
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Figure 2.3: A view of the HFT detector model used in simulations. The purple shapes
in the center are the PXL sectors, the yellow-blue cylinder is the IST and the outer
red-green cylinder is the SSD
purpose of the IST and SSD is to connect the tracks from TPC to the PXL detector.
The innermost sub-system is the silicon PIXEL (PXL) detector (Fig. 2.4). It
occupies the two inner layers of HFT at 2.8 cm and 8 cm from the beam axis. It is made
of state-of-the art, Monolithic Active Pixel Sensor (MAPS) technology having pixel
size 20µm⇥20µm and 50µm thickness. The PXL detector defines the track pointing
resolution which, in turn, determines the event and secondary vertices reconstruction
resolution. It contains 10 inner and 30 outer ladders. Each ladder has 10 sensors,
therefore has an active-area length of about 20 cm. The PXL detector is arranged in
two halves, each containing 5 trapezoidal-shaped support sectors. Each sector, which
is made of carbon fiber, has one ladder inside and three ladders outside. The PXL
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detector is designed to be retracted and replaced in one day if a problem occurs.
Figure 2.4: The heart of HFT, the Pixel (PXL) detector. One can clearly see the
ten sensors that each ladder contains and the arrangement of the ladders in the outer
layer.
2.3 Event selection
Due to the fast collision rates, as compared to the slow readout time of the Time
Projetion Chamber, STAR requires the use of a multi-level trigger system to process
and select events. STAR has four trigger levels, L0, ( L1, L2) and L3. There are two
stages of trigger levels. L0, (L1, L2) are the fast triggers and they are read-out at
every beam crossing (every 105 ns). These trigger levels receive information on the
multiplicity and global energy of the collisions, and select events accordingly. L3 is the
second stage trigger and receives information from the tracking detectors. STAR has
three primary fast trigger detectors: the TOF system, the Zero Degree Calorimeters
(ZDCs), and the Barrel Electromagnetic Calorimeter (BEMC). For data taking with
the HFT we used the VPDs[14] to select events inside the acceptance of the PIXEL
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detector. STAR’s multiple triggers regulate the data flow to the Data Acquisition
(DAQ). The main task of the DAQ system is to read the raw information of the
STAR detectors and store it for later analysis. The DAQ system writes about 1000
events/second on ‘tape’.
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Chapter 3
Data Analysis and Results
3.1 Event Reconstruction
The raw (unprocessed) detector data from the STAR detector that are collected,
organized and stored by the Data Acquisition System (DAQ) are not suitable for
physics analysis; most physics analyses require a higher level of abstraction than
the ‘raw’ data provided by the detector electronics. This ‘Event reconstruction’ step
takes the raw event and process the digital hardware values into information about the
particles produced in the collision. Examples of information saved for further physics
analysis is the event vertex position, the multiplicity of the event, the momentum and
charge of each track etc.
In STAR, the event reconstruction software is invoked in a sequential arrangement
called a Chain. The Chain consists of several Makers; each Maker is an independent
software component which processes the event data. Subsequent Makers may (and
usually do) depend on information added to the event by previous Makers. We will
only present here some elements about the process of reconstruction within the main
tracking detectors, the TPC and the HFT. The raw detector information from these
two devices is processed first into clusters and hits followed by tracking. Subsequently
we determine the event vertex position in space and the tracks that point near the
event vertex are fitted with the hypothesis of emanating from this vertex. The ones
that are successfully fitted with the vertex point on them, as we discuss later, we call
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Primary and the rest Global tracks. Other detector information is also associated
with each track based on specific criteria.
3.1.1 Hit and Track Reconstruction
The trajectory of a primary particle passing through the TPC is reconstructed by
finding ionization clusters produced along the track, which would correspond to the
location where a charged particle has crossed a TPC pad row (hit). The clusters are
found in the two dimensional x   y local coordinate system of the pad row and the
z direction, along the beam line, as it is determined using the drift time and drift
velocity in the TPC. Assuming that the hit is produced by a single track, its position
is estimated by the centroid of the 3D cluster. If two tracks come close together,
then the clusters from their hits will overlap, in which case a cluster de-convolution
algorithm has to be applied in order to separate the hits. Several corrections are
applied and then the hits are stored as TPC points, with a certain position in the
STAR global coordinate system and information on the energy deposited by the track
to which they belong. The STAR global coordinate system has its origin in the center
of the Magnet (approximately also the center of the TPC) with the z axis being the
beam line, the y axis up and the x axis such as to form a right hand system.
The reconstruction of HFT (silicon) hits follows a similar procedure as in the
TPC since the physical process of ionization is the same; tracks liberate electrons
that drift towards an anode where they get collected. The HFT has three di↵erent
silicon technologies therefore the hit reconstruction is slightly di↵erent. The SSD
is a double-sided strip detector and the hits are places at the crossing point where
strips from each side fire with a signal. The IST is made of elongated strips (pads)
and typically most of the charge released by a track is collected in a single strip,
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therefore the hit position is assigned at the geometrical center of the silicon pad.
The PIXEL detector has no analog information, only digital, so the hits are assigned
to the geometrical mean position of the cluster of fired pixels which is typically 3-5
pixels.
After the hits are found and their coordinates determined, a pattern recognition
has to be performed to identify hits coming from the same charged particles (tracks).
The standard track reconstruction algorithm in STAR starts from the outermost
region of the TPC where the hit density is the lowest and evolves inwardly through
the TPC, the SSD and IST to the PIXEL detectors. It identifies points that are close
in space, constructs segments from them (track-seeds), and then uses a helix model
for the extrapolation and the addition of more points to the segment. All possible hits
that are close to the extrapolation are added. After this step is complete, all the hits
are fitted to extract the momentum of the particle. The track model is, to first order,
a helix. Second order e↵ects include the energy lost in matter and multiple scattering
which cause the particle’s trajectory to deviate slightly from a perfect helix.
STAR uses the notions of Primary and Global or secondary tracks. As we briefly
discussed above, primary tracks are those emerging directly from the main collision
vertex while secondary tracks are produced by decay of primary tracks or interactions
of primary tracks with the detector material. The finite resolution of the track recon-
struction makes it di cult to distinguish between the many primary and secondary
tracks. We first reconstruct all tracks and label them as ‘global’ tracks. At this step
the event vertex is not known. We then estimate the event vertex position and con-
sequently we separate the global tracks into two categories; one that contains those
tracks that point close to the vertex, and one with the rest. The specific criteria for
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‘close’ or ‘far’ depend on the detectors participating in tracking. Those that present
a good match with the main collision vertex are refitted with the primary vertex on
the track. If the fit is successful they become ‘primary’ tracks. Every primary track
has a global partner [the same hit collection fitted w/out the event vertex point] but
only a subset of global tracks becomes primaries. When one searches for secondary
vertices, e.g. weak decays of K0S or D
0–mesons, or ⇤–baryons etc., one needs to con-
sider and combine global tracks because the use of primary tracks most likely will
bias the result.
3.1.2 Event Vertex Finding
The vertex is an essential element of the space-time structure of an interaction.
Vertices indicate either the location where an interaction has taken place, for exam-
ple the primary interaction that is the ultimate origin of all emerging particles, or
the place where an unstable particle has decayed. The primary vertex (beam-beam
interaction point) is found by considering all the tracks reconstructed in the TPC and
then extrapolating them back to a point where they have the minimum distance of
closest approach (DCA) from the beam-line (typically assumed to be the geometrical
center of the beam pipe). The position of the event vertex is then determined using
 2 techniques based on the track DCA from a test space-point.
Figure 3.1 shows the transverse (X-Y) [left panel] and (Y-Z) [right panels] position
of all reconstructed triggered event vertices in the (a few million event) sample that we
used for this analysis. The beam spot [left panel] almost coincides (within a couple of
millimeters) with the origin of our global reference system in STAR. In this log-scale
histogram we see that the transverse width of the beam is less or about a millimeter.
Most triggered event vertices lie at Z-positions of |ZV | < 6 cm as we can see in the
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right panels. This was a trigger selection using the VPD detectors. The level of noise
(background) is very low. The red arrows in the lower right panel show the o✏ine
cleanup cut of |ZV | < 5 cm we used in our analysis. We used this cut in order to
avoid edge/acceptance e↵ects in the HFT. Only a small fraction of events is rejected
by this cut.
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Figure 3.1: Event vertex coordinates in the transverse X-Y position [left panel] and
Y-Z position [right column] for all triggered vertices in the data sample used for this
analysis. The right-lower panel is a zoomed version of the upper panel in the region
of the HFT acceptance. The two arrows show the o✏ine cut in the vertex position of
|ZV | < 5cm
The determination of the vertex position is a function of the number of tracks used
in the fit; the larger the track sample the better. From a pure statistical point we
would expect the resolution to scale as 1/
p
Ntracks (error of the mean) but in reality
we have an extra constant term due to systematic uncertainties. Figure 3.2 shows
the primary vertex resolution vs the TPC track multiplicity from simulated Hijing
minimum bias Au+Au 200 GeV events. Hijing is one of several event generators used
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to simulate nuclear collisions at RHIC energies. It is tuned so that it describes well
the general characteristics of RHIC event. The resolution is calculated and represents
the 3D value. We observe that the resolution is about 10microns for most centralities
and that it gets worse rapidly at very low multiplicities. The solid-blue line is a fit
with the empirical functional form A/
p
N   B, i.e. the quadratic sum of a constant
term (B) with the multiplicity dependent term (A/
p
N). The fitted values of A,B
are 211 and 5microns respectively as shown in Fig. 3.2. It is worth mentioning here
that this performance with HFT tracks is more than two orders of magnitude better
that the vertex resolution with TPC-only tracks. A good primary vertex resolution
is an important element in secondary-vertex reconstruction.
Figure 3.2: Event vertex resolution as a function of multiplicity in simulated Au+Au
collisions using the Hijing event generator tuned to RHIC data. The blue line is the
fit to the formula described in the text.
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3.2 Alignment
The task of alignment is to define, in-situ, the position of the detector elements
both relative to each other and also in reference to the STAR global coordinate
system. The PXL detector is by far the highest resolution device therefore the relative
alignment of its sensors is the primary and most important task. Once this is done the
rest is easy; all we need to do is bring the detector as a whole within the projected track
errors of the TPC. The results of alignment are represented as geometry/positioning
matrices that place the sensor elements within the STAR global system. There is a
natural hierarchy of placement steps and as an example, for the PXL detector, this
will be the position of one individual pixel in the mother volume of a sensor, then
the sensor position inside one ladder, the ladder position in the particular sector, the
sector inside the PXL half, the half inside the PXL mother volume, the PXL relative to
TPC and finally the TPC inside STAR. Each step is a geometry matrix and after their
application one has the so-called global position of that particular detector element.
In principle the o✏ine alignment software can refine every single step in this chain
but in reality alignment touches only e.g. the PXL sector positions and above. This is
because we used hardware survey equipment to (pre-)define (survey) the positions of
sensors on ladders and ladders on sectors. For example, the PXL survey measurements
were made at Lawrence Berkeley Lab using a automated Coordinate Measurement
Machine (CMM) with less than 5 micron resolution in all directions. Multiple passes
showed a reproducibility of < 20µm for any pixel position within a single sector. The
relative alignment between the two PXL halves and the refinement of the relative
alignment between individual sectors were done with physics tracks after the detector
was installed in STAR.
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Figure 3.3: [left panel] An event display showing a cosmic track crossing the HFT
detectors and the hits left on each layer. [right panel] A sketch of the self-alignment
method used in PXL.
We used cosmic-ray data without a magnetic field (low density, straight tracks)
to perform the internal alignment of HFT (PXL and IST only since the alignment of
SSD is still ongoing). Figure 3.3 [left panel] shows an event display of a single cosmic
track (Data). Also shown as white dots are the hits in the SSD, IST and the two PXL
layers as well as the reconstructed track in green. The right panel of Figure 3.3 shows
a sketch of the self alignment method we used to perform the internal PXL sector-
to-sector alignment. The basic idea is to use two high-precision hits from the two
layers on a PXL sector used for reference (hits 1 and 2 in the figure) and to perform
a straight-line projection to a PXL sector in the opposite direction as well as the IST
ladders. The points were the projected tracks cross the sector under alignment (hits
3 and 4) are compared with the actual hit positions and the position of the sector
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was modified so that the di↵erence is minimized. The background level is extremely
low in the cosmic ray events, and the tracks typically have relatively large momentum
(> 1GeV/c), so that the impact on resolution, due to multiple Coulomb scattering,
is minimal.
Figure 3.4: PXL Self-Alignment. The histograms show the X,Y,Z residuals [di↵erence
between projected and actual hit positions] before (grey) and after (blue) alignment
for inner [upper row] and outer [lower row] layers
Figure 3.4 shows the residual distributions between the measured hit positions
with respect to the straight line projection in three dimensions for hits at the inner
and outer ladders, respectively. The grey histogram shows the distribution before the
alignment and the blue histogram shows the distributions after the alignment. The
inserted numbers show the mean positions and the widths from Gaussian function
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fits. The widths from the fits to the inner and outer distributions, after the alignment,
match our expectations quite well considering that they include contributions from
both the PXL hit resolution and multiple Coulomb scattering.
Figure 3.5 shows the IST residual distributions from straight-line projections from
the PXL hits in the same side and opposite side sectors, respectively. This way the
IST is aligned relative to PXLs. The resolution in the Z direction is much broader
than in X, Y due to the IST pad dimension (6mm) in this direction (as compared to
0.6mm in the transverse direction).
Figure 3.5: PXL-IST relative alignment.
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3.3 Track PID: Time-of-Flight [TOF] and Ionization [dEdx]
In addition to tracking and calorimetry, Particle IDentification (PID) is a crucial
aspect of most particle physics experiments. The identification of stable particles is
achieved either by analyzing the way they interact, or by determining their mass.
Specialized detectors can be built to identify electrons and muons since these have
unique signatures when they pass through matter. For hadrons the situation is more
di cult since they are identified according to their mass and electrical charge. Once
identified, they then can be classified into particle type; such classification is a very
important tool that helps us unravel the physics studied when observing the products
of particle collisions. However, the mass of the particle cannot be measured directly,
it must be calculated from the measurement of its momentum and its velocity or
energy loss.
TPC$
TPC 
TOF 
Vertex 
Track 
Figure 3.6: Sketch of theTOF-technique. The track momentum and path-length is
measured in the TPC and the travel time in the TOF barrel.
Here we will be focussing on the time-of-flight (TOF) technique (the measurement
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of the velocity) that together with a measurement of the momentum can be used to
calculate the mass of the unknown hadron. The most direct way to determine the
particle speed is by measuring the time that it takes to travel a certain distance.
Figure 3.6 shows a sketch of the time-of-flight (TOF) technique used to identify
particles emerging from high-energy particle interactions. The track curvature of
charged particles in a magnetic field depends on its momentum and charge. This is
measured in the TPC. The momentum is the product of the mass and velocity; thus
if the velocity is also measured, the mass can be calculated. TOF is essentially just
this, the estimation of the particle’s velocity by measuring its flight time and the
distance travelled. The distance travelled is obtained from the track parameters, as
determined in the TPC assuming that the track originated at the interaction vertex.
This assumption is working well for all primary tracks but not for e.g. electrons from
energetic photon conversions.
A magnetic spectrometer measures the rigidity R = p/z, where z is the charge of
the particle. A particle with mass m, energy E and momentum p has a velocity:
  =
p
E
=
pp
p2 +m2
where   = v/c is the particles velocity normalized to the velocity of light (c) in
vacuum. Solving for m2 we get:
m2 = p2
(1   2)
 2
= p2
✓
1
 2
  1
◆
For a path length of L, the time, T , that the particle will take to travel this distance
is given by:
T =
L
v
=
L
c ·  
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Using the Time-of-Flight (TOF) [or more precisely the particle velocity ( )] informa-
tion and the particle momentum we can estimate the particle’s rest mass (m).
Thus two particles with di↵erent masses but the same momentum will have a time
di↵erence after traveling a distance L. This time di↵erence is given by:
 T = T1   T2 = L
c
0@s1 + m21
p2
 
s
1 +
m22
p2
1A ⇠= (m21  m22) L2cp2
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Figure 3.7: Time-of-Flight [TOF] information as a function of track momentum.
Figure 3.7 shows the Time-of-Flight [TOF] information (shown as 1/ ) as a func-
tion of track momentum for the track-sample we used in our studies. The particle
species are well separated and the pion/kaon/proton separation is very good to mo-
menta values above 1GeV/c. As shown in this figure the proton band has the higher
TOF, i.e. smaller velocity, for a given momentum. There appears to be a small band
below the electron band and with values of 1/  < 1, i.e. particles with velocities
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faster than the speed of light! Most likely these are conversion electrons in the detec-
tor where the assumption of the event vertex origin fails.
We briefly discuss now the dE/dx technique. More details can be found in [17].
A charged particle passing through matter undergoes a succession of soft electro-
magnetic collisions with the atomic electrons. Depending upon the type of collision
experienced by the particle in the surrounding medium, an electron may be displaced
to a higher atomic bound state (atomic excitation process) or an electron may be
knocked out of the atom thus creating an electron-ion pair (ionization process). In
the latter case, when a very high energy transfer occasionally occurs, the so-called
delta ( )–electrons are kicked out from the atoms with energy high enough to produce
a further ionization trail of their own. We can calculate the average energy loss per
unit length using the Bethe-Bloch formula as shown below:
 dE
dx
= Kz2
Z
A
1
 2

1
2
ln
2mec2 2 2Tmax
I2
   2    (  )
2
 
Here Tmax is the maximum kinetic energy , Z is the charge number of medium, A its
atomic mass and me is the electron mass.
Figure 3.8 shows the mass squared [m2] versus the dE/dx for two momentum
ranges. The expected m2 values in (GeV/c2)2 is 0.88 for protons, 0.24 for kaons and
0.02 for pions. The left plane shows the particles identification discrimination in the
full momentum range [0.1-1.5GeV/c] we show track pointing results. The right plane
shows the same distribution but in the momentum range [0.7-0.8 GeV/c], which is
the range of interest when track pointing goals are evaluated.
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Figure 3.8: Mass squared [m2] versus the dE/dx for two momentum ranges, [0.1-1.5
GeV/c] for the left panel and [0.7-0.8 GeV/c] for the right panel.
3.4 Track Pointing and DCA resolution
The two key factors that determine the ability of a detector system to reconstruct
secondary vertices, typically weak decays of short-lived particles into two or more
charged particles, is the single-track reconstruction e ciency and its track pointing
ability. The single-track reconstruction e ciency for HFT is discussed elsewhere [17].
Here we will focus in some detail on track-pointing. The pointing accuracy of a
vertex detector is typically characterized by a quantity called DCA that is defined as
the Distance of a track to the event vertex at its point of Closest Approach. This
three-dimensional quantity we call DCA-3D while its projections in the transverse (or
bending) plane (X-Y ) and non-bending (Z) plane are labeled DCA-XY and DCA-Z
respectively.
The pointing accuracy is a↵ected by several random factors besides systematic
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e↵ects like alignment [17]. One such factor is the intrinsic detector resolution which
depends on the choice of technology. Another factor is the extrapolation distance;
the closer the first measurement is to the event vertex the smaller the lever-arm and
thus the extrapolation error. Another source is how well one estimates the event
vertex position which is a function on the total number of tracks used to determine
its position and the detector resolutions involved. But in our case the most important
contribution is the deflection of the tracks due to multiple scattering in the beam pipe
and the first layer of the PXL detector. When a charged particle is passing through
material it gets deflected due to many small angle scatters with the atoms in the
material. This deflection is due to Coulomb scattering and the e↵ect is called Multiple
Coulomb Scattering (MCS). The MCS is Gaussian for small deflection angles, with a
width given by the following formula:
✓0 =
13.6MeV
 cp
z
r
x
X0
[1 + 0.038ln
x
X0
]
Here p is the particle’s momentum,   is its velocity, z is the charge number of the
incident particle and x/X0 is the thickness of the scattering medium in units of X0,
radiation lengths.
The dependence of the DCA resolution to these factors is summarized in the
following equation:
 2DCA =  
2
vertex +  
2
track +  
2
MCS
Here the  2track term combines the intrinsic resolution and the extrapolation distance
(geometry) e↵ect, and it is fixed once the technology and the geometry are fixed. For
central collisions the  vertex term is below 10 microns and can be neglected. The
 MCS term is the only term that have an inverse momentum dependence as shown in
the previous equation.
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Figure 3.9: [left panel] Raw DCA-Z value distribution, per track, as a function of track
momentum. [right panel] DCA-Z distribution in the momentum range 0.7 < p < 0.8
GeV/c. The red line is a double Gaussian fit to the data points.
Figure 3.9 [left panel] shows the raw, per track, DCA-Z distribution as a function
of the reconstructed track momentum for all charged hadrons (which are about 80%
pions). As we see the distribution is nicely centered on zero for all momenta. The
right panel of this fig shows the DCA-Z distribution of the momentum slice around
the value between 0.7 and 0.8GeV/c. We see that the distribution is a Gaussian
with a small amount of outliers (ghost tracks). The double Gaussian fit, to reject the
outliers, returned the resolution value for the central peak of 40µm. This value refers
to a mixed sample of tracks containing mostly pions but also kaons and protons.
Figure 3.10 shows the DCA results in the Z [left panel] direction for data and full
simulations [the upper figure in the right panel]. The di↵erent colors represent pions,
kaons and protons based on the event generator information for simulations and our
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Figure 3.10: DCA-Z resolution results as a function of momentum for Data [left panel]
and Simulations [upper panel in right column]. The lower panel in the right column
shows the raw distribution [and fit] in the Data for Kaons in the momentum range of
0.7 < p < 0.8GeV/c.
PID analysis for the Data. We see that the Z distributions show a good agreement
in shape and scale between Data and Simulations. We have large DCA values at
low momenta due to multiple scattering and small DCA values at larger momenta,
approaching values around 30 microns. The kaon band is below the threshold value
of 60 microns in the critical value of 0.750 GeV/c, in both data and simulations, a
value set as a design goal when building the system. This specific value was chosen
because it is the mean kaon momentum from a realistic sample of D0 decays. The
data DCA distribution for kaons of 0.7 < p < 0.8GeV/c is shown in lower-right
histogram together with a double gaussian fit. The achieved value for the central
gaussian, parameter p5 in the lower-right histogram is 46 microns.
Figure 3.11 [left column] shows the DCA for CD4-document plots, the project
closeout histograms made with preliminary/semi-calibrated data. The right column
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Figure 3.11: DCA results comparison for CD4 [project closeout] and this analysis.
shows the same distributions from our analysis of a data sample using finalized cali-
brations. This figure demonstrates in a clear way the influence of calibrations on the
quality of data. As shown in the CD4 plots the DCA resolution for 0.750 GeV/c kaons
is 50 and 54 microns for DCA-XY and DCA-Z respectively, but the same data after
calibrations show a more smooth distribution and an increase in achieved resolution
by 3 and 8 microns for DCA-XY and DCA-Z respectively. Calibrations improve the
physics performance.
For Run14 two of the inner ladders were build with very light material in terms
of radiation length, Aluminum (Al) instead of the typical Copper (Cu) traces in the
readout cables. So eight inner ladders were build with Cu-readout cables and radiation
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thickness of about 0.65% X0 and two ladders used Al-cables with a total radiation
thickness of about 0.40% X0. Figure 3.12 shows the average DCA-XY resolution of
Figure 3.12: DCA-XY resolution versus the azimuthal angle   for tracks with mo-
mentum p> 0.5GeV/c. The arrows show the location of the two inner ladders with
Al-cables that span the  900 <   <  200 range.
hadrons with momenta greater than 0.5GeV/c as a function of the azimuthal angle,
in degrees. The momentum cut was set to the low value of 0.5GeV/c as multiple
scattering, thus radiation thickness, is more pronounced at lower values of momentum.
The red dashed lines show the approximate location of the sector walls. According
to our numbering conventions, the first PXL sector is located in the angular range
of 90 to 126 [90+360/10] degrees which is the third vertical red-dashed line from the
right. We see that the distribution is rather flat with most points contained in the
50-60 microns band. In general, the bins before or including a wall boundary have a
larger DCA value than the ones following, since more material is ‘seen’ by the tracks.
The location of the two sectors with the Al-cables (sector six and seven) is shown in
the figure by the two blue arrows. We observe that the average DCA value in these
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two sectors for this momentum range is lower than the average values in the other
sectors.
Figure 3.13 shows the DCA resolution plots for XY and Z but for tracks crossing
the Al-cable sectors 6 and 7. These two ladders have less coulomb scattering and a
better pointing so, the DCA resolutions become better relative to the average value
(c.f. Figs 3.10 and 3.11) by a few microns.
Figure 3.13: DCA resolution vs track momentum but for the Aluminum sectors only
In Run15 all inner ladders of the PXL detector were equipped with Al-readout
cables. The same is planned for all future runs with the HFT.
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Chapter 4
Discussion and Summary
In this work we evaluated the impact of several calibration items for HFT, the
silicon vertex detector of STAR experiment at RHIC using a small, calibrated, data
sample from its first year of operation in 2014 (RHIC Run14). We discussed our
method of internal alignment of HFT elements, the event vertex resolution with HFT
tracks and, in some more detail, the track pointing (DCA) resolution. In the case
of track pointing resolution the system outperformed the originally set design goal
of 60microns for kaons of 750MeV/c momentum by more than 10microns. Physics
analysis is progressing well and several initial results have been obtained and presented
in the nuclear physics community. We will finish this work by showing a D0 invariant
mass distribution obtained with HFT for a data sample which represents about 10%
of the total Run14 data set. It is shown in Fig. 4.1 and it demonstrates the power
of including HFT in tracking. A clear peak at the D0 mass of 1.86GeV is apparent
in this raw, un-subtracted histogram with a signal significance of 18 as shown in the
figure. The insert shows the same histogram without the HFT. The typical signal
significance in that case is about 1/10000.
During the 2015 RHIC run (Run15) STAR recorded about one billion proton–
proton events, an important reference sample. We also obtained about 0.6 billion
p+Au and a smaller sample of p+Al events to study cold nuclear matter e↵ects. In
the upcoming Run16 next year the HFT is scheduled to take a large sample of Au+Au
200GeV events (about two billion events) to attempt the reconstruction of (⇤C), the
43
charmed-baryon and also perform more detailed and statistically significant studies.
Figure 4.1: Invariant Mass spectrum of D0 mesons reconstructed with the HFT.
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Appendix A
Glossary – Contributions
A.1 Glossary
DCA: Distance of Closest Approach is the point where the track helix is closest to
a space point, in our case the event vertex. Since all primary tracks come from the
event vertex, the resolution of this parameter characterizes the instrument’s pointing
ability, or track pointing resolution.
MCS: Multiple Coulomb Scattering. The deflection of charged particles as they
traverse detector material. It is the result of many collisions of the particle with the
atomic nuclei of the material that results in the deflection of the particle from its
original path by a small angle.
PID: Particle IDentification. This collectively refers to the techniques, like dE/dx,
TOF etc. used for identifying the type of particle detected, i.e. whether it is a pion,
a kaon, an electron, a photon etc.
Rapidity/Pseudo-rapidity: Rapidity is a relativistic quantity defined as
y =
1
2
ln
✓
E + pz
E   pz
◆
Where E =
p
p2 +m20 is the particle’s energy and pz = p cos ✓ where ✓ is the polar
angle. In the limit where the particle is traveling to the speed of light where p  m0
or for massless particles (as in the case of the photon), we have
y ⇡ 1
2
ln
✓
p+ pz
p  pz
◆
=
1
2
ln
✓
1 + cos ✓
1  cos ✓
◆
=  ln tan
✓
✓
2
◆
⌘ ⌘
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where ⌘ is called the pseudo-rapidity and relates directly to the particle’s emission
polar angle.
Rapidity is a Lorentz additive quantity and the shape of a rapidity distributions
of a certain quantity stays the same in all reference systems. The value of rapidity is
zero for a particle emitted normal to the beam axis and achieves its maximum value
for beam particles.
Luminosity: The luminosity is the flux of particle pairs, i.e. the number of particle
crossings per unit area per unit time and is equivalent to
L = f
N1N2
A
where f is the frequency of bunch crossing, N1 and N2 are the number of particles in
each intersecting bunch, and A is the transverse area of the interaction region.
Transverse momentum: pT (transverse momentum component) is defined as pT =
p
px + py. The pT is a Lorentz invariant variable since both px and py are uncharged
under a Lorentz boost along z axis.
The Gaussian or Normal Distribution: The Gaussian distribution plays a central
role in all of statistics and is continuous, symmetric distribution whose density is given
by
P (x) =
1
 
p
2⇡
exp
✓ (x  µ)2
2 2
◆
where µ is the mean and  2 is the variance of the distribution.
A.2 Specific contributions
This is a brief summary of the specific contributions the author made to the work
presented here.
This work started in March 2015, the time when the Run-14 data sample, the
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first STAR data with the HFT, was ready for full production after all calibration
work finished. There was a need to have another look at some basic performance
parameters like track pointing, i.e. DCA resolution, with a fully calibrated sample.
A small sample of 660 thousand events (about 45 million tracks) of minimum bias
AuAu 200 GeV was prepared for DCA studies and another sample of about 7.5 million
events for event vertex studies. The task was to use the ROOT analysis framework to
examine the event vertex quality, the PID separation and extract the track pointing
(DCA) resolution.
I used and modified root macros to look at the transverse quantities of the event
vertex reconstruction and the beam spot position and characteristics. I also worked
on the DCA-Z, the non– bending plane dca values. I also made the comparison of the
values from this sample with the semi-calibrated CD4, i.e. project closeout values,
to demonstrate the e↵ect of calibrations to final result. I also studied the DCA-vs-
Phi (azimuthal angle) distribution which allows for selecting and showing the DCA
XY/Z for the two sectors that were having thin [aluminum] cables instead of cooper.
In order to put this work in context I show a few plots that did not result directly
from my work like the alignment plots and the vertex resolution as a function of
multiplicity plot. I focused on TOF PID in the PID section.
As part of this work I had to install the ROOT analysis package in my laptop and
get crash courses on Root macros [C++ syntax], histogram making and manipulation,
Heavy-Ion physics, the HFT technology and purpose, elements of relativity and the
LATEX publishing package. The analysis was concluded by Summer 2015 while
writing was done in Summer and Fall of 2015. The resulting plots are now the o cial
DCA plots shown to international conferences.
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