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Для построения математических моделей (индентификации) стати­
ческих объектов в настоящее время широко применяется метод регрес­
сионного анализа [1] и различные модификации метода оптимального 
планирования эксперимента [2]. В [3] с помощью.методики, названной 
покоординатным интегральным проекцированием, был частично иденти­
фицирован нелинейный объект (получены коэффициенты при ’вторых 
степенях переменных). Этот же метод дает весьма простой алгоритм 
построения линейной модели и легко обобщается на случай нелинейной 
зависимости переменных.
1. О с н о в н а я  и д е я  м е т о д а .  Пусть требуется найти коэффици­
енты линейной формы
V
F ( X ) = ^ b tXl. (1.1)
по результатам наблюдений F j = F ( X i ), где
JfxG K P b e = ( aW -^ ) -P = (P i-M P a)tZG/ J = i I 1 ,2 . - .  И].
Обозначим
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Перепишем (1,2) в иной форме и назовем эту форму интегральной про­
екцией на F-ю координатную ось:
/ К А ) = п  (Р,— «*)f S  *,— +іфк \іфк 2 2
Вычислим /(**,«*+»*),/(Р*-8*,Р*), где 8 * = ( ß * - « * ) / ( /+ l ) , /> l .
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\Разность этих величин дает
іфк
откуда
h = I -  Ы ш 1F-b)*=1.2 ,...,Я.* (1,3)
8*/I I(Pi- O j)
і фк *
x
Таким образом, для вычисления коэффициентов Ьк необходимо найти 
эффективный метод вычисления интегралов в (1,3). Очень удобным в 
этом смысле является метод Монте-Карло [4].
Пусть / ( а ,  ß) есть статистическая оценка / ( а ,  ß). Тогда имеем
/(а,Р) =  П(Р, - а г) Т  V F y, (1,4)
і=і JV P i
причем *
I /(TO)-Z(TO) K c 1 Ѵт(і,5)
где Gf — дисперсия F ( x ) ,  функции равномерно рЗспределенных случай­
ных величин x k ( k = l ,  ..., /г), а величина Ci определяется желательной 
вероятностью выполнения неравенства (1,5).
Подставляя (1,4) в (1,3.) и обозначая tàk через Xk , получим для b k
f ( T O  S  Fs - - L  2  F,  Y. (1.6)
l k  \  N 2k  S G J 2k N \ k  TGJxk J
*
Здесь г е / е с л и  X 1kEE (aky aÄ+ 6 * ) ;  5 е / 2 ь  если x (ß*—%,ß*).
Ясно, что множество ./+содерж ит А +  элементов, а множество J2k- N 2k 
элементов, причем J l k XJJ2k= J  и Ayu J - N 2k =  N.
Особого внимания заслуживает тот факт, что для вычисления всех 
коэффициентов линейной формы (1,1) по формуле (1,6) используются 
одни и те же N  наблюдений Fji только спроецированные на разные ко­
ординатные оси.
2. У т о ч н е н и е  к о э ф ф и ц и е н т о в .  Дисперсия Gf , а следова­
тельно, и погрешность формулы (1,6) в отдельных случаях может быть
довольно большой. Возникает задача уменьшения величины G f  и  тем
самым погрешности вычисления b k без увеличения количества наблюде­
ний. Такую возможность дает способ выделения главной части интегри­
руемой по Монте-Карло функции, описанный в [4].
В качестве главной части F (х) рассмотрим функцию
K O (J C ) = ^ jci. (2,1)
І
Выражение
/°(а,8 )= 11(¾ -¾ ) - L  ^ [ F y- P ( T O ) ]  4 - /ко  (2,2)
і N  j —\ а
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даст более точное значение / (а ,  ß), нежели (1,4). Подставляя это при­
ближенное значение в (1,3) вместо соответствующего точного значения, 
получим простую итерационную формулу для вычисления коэффициен­
тов b k:
bkæ b k = b ° k+  й Г 1-  -E  (-E  V r f 1-  +  2 y*“1)>OT=1‘2»4-  (2’3)
^  Y zkT  N i k T  I
3. В л и я н и е  п о м е х ;  Оценка дисперсии коэффициентов. Можно 
показать, что если наблюдаемые значения Fj искажены наложением 
аддитивной помехи с дисперсией а 2, то коэффициенты Ък будут вычисле­
ны с дисперсиями
M b liX c 24 - -г г .  (3>Ет- N
где C2 — константа, характеризующая вероятность выполнения неравен­
ства (3,1).
Эти дисперсии имеют тот же порядок, что и в линейном ортого­
нальном планировании [2]. Вследствие этого перспективно применение 
формулы (2,3) для вычисления вектора градиента произвольной функ­
ции F (х) в обстановке помех.
4. О б о б щ е н и е  в и д а  а п п р о к с и м и р у ю щ е г о  п о л и н о м а .  
Заметит, что ô
J n  x Ti X k d x = O 9 * (4,1)
—  о і фк
где Uii — действительная величина, г — нечетное. (В (4,1) интегрирова­
ние многомерное).
Положим, что выдвинута гипотеза F ( x ) ä Q (x ), где
Q ( x ) = ^ a i i x ] - F Y i a i k x i k J r y2 ±  a I o j T a QO
і іфк i
и требуется установить вид Q ( x )  (т.е. найти {aik} i , k = 0 п)  по результа­
там наблюдений {xJ\ F j }, /< = / . ,
Учитывая (4,1), получим
J Q ( x ) d x  =  (2 S W  2  оо ) ,  (4,2)
-О \ О і=\ I
откуда найдем а00 при условии, что а и ( і = \ , п )  найдены по методу про­
ецирования, приведенному в [3].
Далее
J Q(X)XiCbC= (2 3)ла і0 • + 2. (4,3)
—  о О
J Q(X)XiXkClx= (2 8)«- а ік~ -  / к =~ п .
i s  9
Заменяя формулы (4,2), (4,3) их дискретным аналогом по (1,4), полу­
чим оценки а ікна основе равномерно рассеянных наблюдений
I N  § 2  п I N  . § 21 Vl P ~  U Vl I „ . 1 Vl J c  0
I Af О PA ___
—  ^  x {x { F j ^ a ik-; I, к =  1 (4,4)
Замечание 1. Нетрудно видеть, что, подбирая соответствующим обра­
зом состав множителей под интегралом и их степени, можно идентифи­
цировать полиномы произвольной степени.
Замечание 2. Организация итерационного уточнения коэффициентов 
a ik ( i, L =  O,ri) с использованием методики выделения главной части по 
формулам (2,2) не представляет труда.
5. Б о л е е  о б щ и й  в и д  р а с п р е д е л е н и я  п е р е м е н н ы х .  
Пусть управляемые переменные X k имеют произвольную (а не обяза­
тельно равномерную) плотность совместного распределения р ( х ), усе­
ченную гиперинтервалом [а, ß].
Очевидно,
F ( X )  
р  ( X )
= J — { L p ( x ) d x .  
“ р(х )
Поэтому всюду в соотношениях (1,6), (4,4) заменяя значения функ­
ции F j отношением F j / p ( x h ) получим возможность пользоваться для 
отыскания коэффициентов а ік итерациями типа (2,3), не изменяя фор­
мул.
6. О б л а с т ь  п р и м е н е н и я  м е т о д а ,  а) В задачах а к т и в н о ­
г о  э к с п е р и м е н т а  предлагаемый метод дает возможность на ос­
нове одних и тех же наблюдений проверить последовательно линейную, 
квадратичную, кубичную и т.д. гипотезы относительно математического 
описания объекта. Таким образом, оказывается, что равномерное рас­
сеяние испытаний является универсальным и последовательно к о м п о ­
з и ц и о н н ы м  п л а н о м  эксперимента.
б) Обобщение п. 5 ^ает возможность применять предлагаемый ме­
тод интегральной идентификации для отыскания режимов объектов по 
результатам п а с с и в н о г о  эксперимента. При этом знание распреде­
лений компонент вектора х  позволяет уменьшить дисперсию искомых 
коэффициентов.
в) В некоторых задачах существенное значение имеет уточнение 
коэффициентов модели по вновь полученным наблюдениям процесса 
(коррекция модели). Таковы задачи управления объектом или задачи 
к л а с с и ф и к а ц и и  и р а с п о з н а в а н и я  образов (например, в [5 ] ). 
Из формулы (2,3) видно, что включение новых наблюдений в процессе 
итераций возможно в любой момент и не вызывает никакого усложне­
ния алгоритма.
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