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Abstract
In this paper, we consider a reverse convex programming problem constrained by a convex set and a reverse
convex set which is de2ned by the complement of the interior of a compact convex set X . When X is not
necessarily a polytope, an inner approximation method has been proposed (J. Optim. Theory Appl. 107(2)
(2000) 357). The algorithm utilizes inner approximation of X by a sequence of polytopes to generate relaxed
problems. Then, every accumulation point of the sequence of optimal solutions of relaxed problems is an
optimal solution of the original problem. In this paper, we improve the proposed algorithm. By underestimating
the optimal value of the relaxed problem, the improved algorithms have the global convergence. c© 2002
Elsevier Science B.V. All rights reserved.
Keywords: Global optimization; Reverse convex programming problem; Dual problem; Inner approximation method;
Penalty function method
1. Introduction
In this paper, we consider a reverse convex programming problem constrained by a convex set
and a reverse convex set which is de2ned by the complement of the interior of a compact convex
set X . When X is a polytope in the problem, a solution method using duality has been proposed
[2–4,6]. The algorithm 2nds an optimal solution of the original problem by solving a 2nite number
of constrained convex minimization problems. Moreover, when X is not necessarily a polytope,
an inner approximation method to solve such a problem has been proposed in [7]. The algorithm
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utilizes inner approximation of X by a sequence of polytopes to solve the problem. That is, for every
iteration of the algorithm, the relaxed problem in which X is replaced by a polytope contained in
X is solved. Then, it is shown that every accumulation point of the sequence of optimal solutions
of relaxed problems is an optimal solution of the original problem. Every relaxed problem can be
solved through 2nite constrained convex minimization problems. Moreover, by incorporating with a
penalty function method, without loss of the global convergence, the constrained convex minimization
problems can be transformed into nonconstrained problems.
In this paper, we improve the algorithm proposed in [7]. By underestimating the optimal values of
nonconstrained convex minimization problems, the improved algorithms have the global convergence.
The organization of this paper is as follows: In Section 2, we explain a reverse convex program-
ming problem. Moreover, we describe an equivalent problem to the problem, and its dual problem,
where equivalence is understood in the sense that the sets of optimal solutions coincide. In Sections
3 and 4, we explain inner approximation algorithms proposed in [7]. In Section 5, we improve the
proposed algorithm. By underestimating the optimal values of nonconstrained convex minimization
problems, the improved algorithms have the global convergence. In Section 6, it is shown that the
global convergence of the improved algorithm in Section 5 is guaranteed by underestimating the
optimal value of a nonconstrained convex minimization problem. In Section 7, we describe compu-
tational experiments of the algorithm proposed in Section 6.
Throughout this paper, we use the following notation: Let X = {x∈Rn: pj(x)6 0; j = 1; : : : ; tX }
and Y = {x∈Rn: rj(x)6 0; j = 1; : : : ; tY} where pj :Rn → R (j = 1; : : : ; tX ) and rj :Rn → R (j =
1; : : : ; tY ) are continuously diGerentiable convex functions. Let p(x) =max{pj(x): j = 1; : : : ; tX } and
r(x) = max{rj(x): j = 1; : : : ; tY}.
For v∈Rn; s¿ 1 and ¿ 0,
h(x; v) =−〈v; x〉+ 1;
(x; v) = max{p(x); h(x; v)};
sv(x) =
tY∑
j=1
[max{0; rj(x)}]s + [max{0; h(x; v)}]s:
For a subset S ⊂ Rn, int S, bd S and co S denote the interior set of S ⊂ Rn, the boundary set of
S and the convex hull of S, respectively. Let IR= R ∪ {−∞} ∪ {+∞}. Given a convex polyhedral
set (or polytope) S ⊂ Rn; V (S) denotes the set of all vertices of S. For a subset S ⊂ Rn; S◦ =
{u∈Rn: 〈u; x〉6 1;∀x∈ S} is called the polar set of S. For a subset S ⊂ Rn, the indicator of S
which is denoted by (·|S) is an extended-real-valued function de2ned as follows:
(x|S) =
{
0 if x∈ S;
+∞ if x ∈ S:
Given a function g :Rn → R∪{+∞}, the quasi-conjugate of g is the function gH de2ned as follows:
gH (u) =
{−sup{g(x): x∈Rn} if u= 0;
−inf{g(x): 〈u; x〉¿ 1} if u =0:
The gradient of g at x is denoted by ∇g(x).
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2. A reverse convex programming problem
Let us consider the following reverse convex programming problem:
(RCP)
minimize f(x)
subject to x∈Y\int X;
where f :Rn → R is a continuously diGerentiable convex function, X is a compact convex set and
Y is a closed convex set in Rn. Note that X = {x∈Rn: p(x)6 0} and Y = {x∈Rn: r(x)6 0}. In
general, the feasible set of problem (RCP) is not convex. For problem (RCP), we shall assume the
following throughout this paper:
(A1) Y\int X = ∅.
(A2) For some ∈R; {x∈Rn: f(x)6 } is nonempty and compact.
(A3) For some xX ; xY ∈Rn; pj(xX )¡ 0 (j = 1; : : : ; tX ) and rj(xY )¡ 0 (j = 1; : : : ; tY ).
Then, from assumption (A3), int X = {x∈Rn: p(x)¡ 0} and int Y = {x∈Rn: r(x)¡ 0}. From as-
sumption (A2), the minimal value of f over Rn exists. Moreover, for any ¿min{f(x): x∈Rn};
{x∈Rn: f(x)6 } is nonempty and compact. From assumption (A1), there exists a feasible so-
lution x′ of problem (RCP). Then, problem (RCP) is equivalent to minimize f(x) subject to
x∈ (Y\int X ) ∩ {x∈Rn: f(x)6f(x′)}. Since {x∈Rn: f(x)6f(x′)} is compact, problem (RCP)
has an optimal solution. Denote by min(RCP) the optimal value of problem (RCP). Then, we have
min(RCP) ¡ +∞. From assumptions (A1) and (A2), Y is nonempty and there exists a minimal
solution x0 of f over Y . Then, it is fairly easy to 2nd x0. In case x0 ∈Rn\int X; x0 solves problem
(RCP). In the other case, we propose a solution method in this paper. Throughout this paper, without
loss of generality, we may assume the following.
(A4) p(0)¡ 0 and r(0)6 0, that is, 0∈ int X and 0∈Y . Moreover, 0∈Rn is a minimal solution
of f over Y .
By using the indicator of Y , problem (RCP) can be reformulated as
(MP)
minimize g(x)
subject to x∈Rn\int X;
where g(x): = f(x) + (x|Y ). The objective function g :Rn → IR is a quasi-convex function. From
assumption (A4), we have g(0)=inf{g(x): x∈Rn}. The dual problem of problem (MP) is formulated
as
(DP)
maximize gH (u)
subject to u∈X ◦:
Hence, by assumption (A4) and the principle of the duality, X ◦ is a compact convex set. Furthermore,
since gH is a quasi-convex function ([4], Chap. 2), we note that problem (DP) is a quasi-convex
maximization problem over a compact convex set in Rn. Denote by min(MP) and max(DP) the
optimal values of (MP) and (DP), respectively. Since problem (MP) is equivalent to problem (RCP),
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we have min(MP) = min(RCP)¡ + ∞. Moreover, it follows from the duality relation between
problems (MP) and (DP) that min(MP) =−max(DP) (cf., [4], Chap. 4; [5]).
3. An inner approximation method
3.1. Relaxed problems for problems (MP) and (DP)
One of the reasons for diLculty in solving problem (MP) is that X is not a polytope. If X is a
polytope, then the feasible set of problem (MP) can be formulated as the union of 2nite number of
halfspaces. In this case, problem (MP) is fairly easy to solve by minimizing g over every halfspace.
In this subsection, we discuss the following problem:
(P)
minimize g(x)
subject to x∈Rn\int S;
where S is a polytope such that S ⊂ X and 0∈ int S. Then, we get Rn\int S ⊃ Rn\int X . Therefore,
problem (P) is a relaxed problem for problem (MP). From the de2nition of g, we note that problem
(P) is equivalent to minimize f(x) subject to x∈Y\int S. Since (Y\int S) ⊃ (Y\int X ) = ∅, by
assumption (A2), a minimal solution of f on Y\int S exists and solves problem (P). Denote by
min(P) the optimal value of problem (P). Then, we have min(P)6min(MP)¡+∞.
The dual problem of problem (P) is formulated as
(D)
maximize gH (u)
subject to u∈ S◦:
Since S ⊂ X , the feasible set of problem (D) includes X ◦. Therefore, problem (D) is a relaxed
problem of (DP). We note that the feasible set S◦ is a polytope because S is a polytope and
0∈ int S. Hence, problem (D) is a quasi-convex maximization over a polytope S◦. There exists an
optimal solution of problem (D) over the set of all vertices of S◦. Denote by max(D) the optimal
value of problem (D). Since problem (D) is the dual problem of problem (P) and a relaxed problem
of problem (DP), we obtain max(D) = −min(P)¿ −min(MP) = max(DP)¿ −∞ ([4], Chap. 4).
Consequently, we can choose an optimal solution of problem (D) from V (S◦). Since 0∈ int S, from
the principle of duality, we have
S
◦
= {u∈Rn: 〈u; z〉6 1; ∀z ∈V (S)};
S = {x∈Rn: 〈v; x〉6 1; ∀v∈V (S◦)}: (1)
Hence, we obtain 0 ∈ V (S◦).
For any v∈V (S◦), we have gH (v) = −inf{g(x): 〈v; x〉¿ 1}. From the de2nition of g, for any
v∈V (S◦),
gH (v) =
{−∞; if {x∈Y : 〈v; x〉¿ 1}= ∅;
−inf{f(x): 〈v; x〉¿ 1; x∈Y}; otherwise:
This implies that v∈V (S◦) is not optimal to (D) if {x∈Y : 〈v; x〉¿ 1}= ∅.
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Lemma 3.1 (Yamada et al. [7]). There exists v∈V (S◦) such that {x∈Y : 〈v; x〉¿ 1} = ∅.
Denote by  the set of all v∈V (S◦) such that {x∈Y : 〈v; x〉¿ 1} = ∅. From Lemma 3.1,  = ∅.
For every v∈, we consider the following convex minimization problem:
(SP(v))
minimize f(x)
subject to x∈{x∈Y : 〈v; x〉¿ 1}:
From (A2), for every v∈, problem (SP(v)) has an optimal solution xv. Then, we have gH (v)
=−min(SP(v))=−f(xv), where min(SP(v)) is the optimal value of problem (SP(v)). Hence, vˆ∈
is an optimal solution of problem (D) if f(xvˆ) = min{f(xv): v∈V (S◦)}. Moreover, xvˆ is optimal
to problem (P) ([4], Proposition 4.3). However, it is hard to examine whether {x∈Y : 〈v; x〉¿ 1} is
empty. This examination is not necessary to execute the inner approximation algorithm proposed in
Section 4.
3.2. An inner approximation algorithm
From the discussion in Section 3.1, we notice that inner approximation of X by a sequence of
polytopes is applicable in solving problem (MP).
An inner approximation algorithm for problem (MP) proposed in [7] is as follows:
Algorithm IA
Initialization: Generate a 2nite set V1 such that V1 ⊂ X and that 0∈ int(coV1). Let S1 = coV1.
Compute the vertex set V ((S1)
◦). For convenience, let V ((S0)
◦) = ∅. Set k ← 1 and go to step 1.
Step 1: Let k be the set of all v∈V ((Sk)◦) satisfying Y ∩ {x∈Rn: 〈v; x〉¿ 1} = ∅. For ev-
ery v∈k , let xv be an optimal solution of problem (SP(v)). Choose vk ∈k satisfying f(xvk ) =
min{f(xv): v∈k}. Let x(k) = xvk .
Step 2: (a) If p(x(k))¿ 0, then stop; x(k) solves problem (MP).
(b) otherwise, solve the following convex minimization problem:
minimize (x; vk)
subject to x∈Rn
(2)
( is de2ned in the last paragraph of Section 1). Let zk denote an optimal solution of problem (2).
From, Theorems 3.1 and 3.2, problem (2) has an optimal solution and that zk ∈X , respectively. Set
Vk+1 = Vk ∪ {zk}. Let Sk+1 = coVk+1. Compute the vertex set V ((SK+1)◦). Set k ← k +1 and return
to Step 1.
At every iteration, an optimal solution xv for problem (SP(v)) is already obtained for each v∈k∩
V ((Sk−1)
◦). Hence, problem (SP(v)) is solved for each v∈k\V ((Sk)◦).
Note that Sk ; k = 1; 2; : : : ; are polytopes. Since 0∈ int(coV1) = int S1; Sk ; k = 1; 2; : : : ; satisfy that
0∈ int Sk . It follows from the following theorems that at every iteration of the algorithm, problem
(2) has an optimal solution and Sk is contained in X .
Theorem 3.1 (Yamada et al. [7]). For any v∈Rn; the function (x; v) attains its minimum over
Rn.
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Theorem 3.2 (Yamada et al. [7]). At iteration k of Algorithm IA; assume that Sk ⊂ X . Then
(i) v ∈ int X ◦ for any v∈V ((Sk)◦);
(ii) (zk ; vk)6 0;
(iii) zk ∈X .
From Theorem 3.2 and the de2nition of S1, we have
• S1 ⊂ S2 ⊂ · · · ⊂ Sk ⊂ · · · ⊂ X ,
• (S1)◦ ⊃ (S2)◦ ⊃ · · · ⊃ (Sk)◦ ⊃ · · · ⊃ X ◦.
Hence, for every iteration k of the algorithm, the following problems (Pk) and (Dk) are relaxed
problems of (MP) and (DP), respectively.
(Pk)
minimize g(x)
subject to x∈Rn\int Sk ;
(Dk)
maximize gH (u)
subject to u∈ (Sk)◦:
From the discussion in Section 3.1, x(k) and vk obtained in Step 1 of the algorithm solve problems
(Pk) and (Dk), respectively. Moreover, we note that max(Dk−1)¿max(Dk) for any k¿ 2, that is,
gH (v1)¿ gH (v2)¿ · · ·¿ gH (vk)¿ · · ·¿max(DP) (3)
and that min(Pk−1)6min(Pk) for any k¿ 2; that is,
g(x(1))6 g(x(2))6 · · ·6 g(x(k))6 · · ·6min(MP): (4)
Since g(x)=+∞ for any x ∈ Y; x(k) belongs to Y . It follows from the following theorem that x(k)
solves problem (MP) if p(x(k))¿ 0.
Theorem 3.3 (Yamada et al. [7]). At iteration k of the algorithm; x(k) solves problem (MP) if
p(x(k))¿ 0.
It follows from the following theorem that every accumulation point of {x(k)} solves problem
(MP).
Theorem 3.4 (Yamada et al. [7]). Assume that {x(k)} is an in=nite sequence such that for all k;
x(k) is an optimal solution of problem (Pk) at iteration k of Algorithm IA and that Ix is an
accumulation point of {x(k)}. Then Ix solves problem (MP).
4. An inner approximation method incorporating with a penalty function method
4.1. Underestimation of the optimal value of relaxed problems by using penalty functions
In order to obtain an optimal solution of (Pk), (SP(v)) has been solved for each v∈k\V ((Sk−1)◦)
at every iteration of Algorithm IA. In Section 3.1, we remarked that (SP(v)) is a convex minimization
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problem with convex constraints. In this section, we propose another inner approximation algorithm
which is incorporating a penalty function method. By using penalty functions, (SP(v)) can be trans-
formed into an unconstrained convex minimization problem. That is, without solving (SP(v)) at every
iteration, the algorithm guarantees the global convergence to an optimal solution of (MP). Further-
more, the problem is solvable for every v∈V ((Sk)◦). Hence, by incorporating a penalty function
method, the inner approximation algorithm does not need to generate k at every iteration.
Let S ⊂ X be a polytope satisfying 0∈ int S. For any v∈V (S◦), we consider the following
problem:
(SP1(v; ))
minimize Fsv;(x)
subject to x∈Rn;
where Fsv;(x) = f(x) + 
s
v(x) (
s
v(x) is de2ned in the last paragraph in Section 1), s¿ 1; ¿ 0.
We know that the objective function Fsv; is a convex function ([1], Chap. 9). It follows from the
following lemma that problem (SP1(v; )) is solvable for every v∈V (S◦).
Lemma 4.1 (Yamada et al. [7]). For every v∈Rn and ¿ 0; the function Fsv; attains its minimum
over Rn.
Denote by min(SP1(v; )) the optimal value of problem (SP1(v; )). From the de2nition of g,
min(SP1(v; ))¡− gH (v) = +∞
if v ∈ : In case v∈, since Fsv;(x) = f(x) for any x∈{x∈Y : 〈v; x〉¿ 1};
min(SP1(v; )) = min{Fsv;(x): x∈Rn}
6min{Fsv;(x): 〈v; x〉¿ 1; x∈Y}
= min{f(x): 〈v; x〉¿ 1; x∈Y}
= min(SP(v))
= −gH (v): (5)
Hence, we have the following relations between problem (SP1(v; )) and relaxed problems (P)
and (D) described in Section 3.1:
min(P) = min{min(SP(v)): v∈}
¿min{min(SP1(v; )): v∈}
¿min{min(SP1(v; )): v∈V (S◦)} (6)
and
max(D) = max{gH (v): v∈V (S◦)}
6max{−min(SP1(v; )): v∈V (S◦)}: (7)
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4.2. An inner approximation algorithm incorporating with a penalty method
An inner approximation algorithm incorporating with an exterior penalty method for problem (MP)
is as follows:
Algorithm IA-P
Initialization: Choose a penalty parameter 1¿ 0, a scalar B¿ 1 and s¿ 1. Generate a 2nite set
V1 such that V1 ⊂ X and that 0∈ int(coV1). Let S1 = coV1. Compute the vertex set V ((S1)◦). Set
k ← 1 and go to Step 1.
Step 1: For every v∈V ((Sk)◦); let Av and xv be the optimal value and an optimal solution of
problem (SP1(v; k)), respectively. Choose vk ∈V ((Sk)◦) satisfying Avk =min{Av: v∈V ((Sk)◦)}. Let
x(k) = xv
k
.
Step 2: (a) If p(x(k))¿ 0 and r(x(k))6 0, then stop; x(k) are optimal solutions of problem
(MP).
(b) Otherwise, for vk , solve problem (2). Let zk and !k denote an optimal solution and the optimal
value of problem (2), respectively. Let
Vk+1 =
{
Vk ∪ {zk} if !k ¡ 0;
Vk if !k = 0
and let
k+1 =
{
Bk if svk (x(k))¿ 0;
k if svk (x(k)) = 0:
Let Sk+1 = coVk+1. Compute the vertex set V ((Sk+1)
◦). Replace k by k + 1, and return to Step 1.
From the discussion of Section 4.1, at every iteration k of the algorithm, we have
f(x(k))6Fsvk ;k (x(k))
= Avk
6min(Pk)
6min(MP):
Theorem 4.1 (Yamada et al. [7]). At iteration k of Algorithm IA-P; x(k) solves problem (MP) if
p(x(k))¿ 0 and r(x(k))6 0.
It follows from the following theorem that every accumulation point of {x(k)} solves problem
(MP).
Theorem 4.2 (Yamada et al. [7]). Let {x(k)} be an in=nite sequence generated by Algorithm IA-P.
Then; every accumulation point Ix of {x(k)} solves problem (MP).
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5. Improvements on the algorithm (1)
In order to execute the algorithm proposed in Section 4, problem (SP1(v; )) has been solved at
every iteration. However, it is hard to obtain an optimal solution of problem (SP1(v; )) for each
v∈V ((Sk)◦). In this section, we propose another inner approximation algorithm using penalty func-
tions. The proposed algorithm guarantees the global convergence without solving problem (SP1(v; )).
From the compactness of X , we can assume that
(A5) A real number M ¿%(X ) is given, where %(X ) is the diameter of X de2ned by %(X ) :=
max{‖x − y‖: x; y∈X }.
Moreover, we set s¿ 1. Then, we note that for each v∈Rn and ¿ 0, Fsv;(x) is continuously
diGerentiable on Rn.
5.1. An algorithm
An inner approximation algorithm for problem (MP) incorporating with a penalty method without
solving problem (SP1(v; )) is as follows:
Algorithm IA-P1
Let {'k} be a sequence satisfying limk→∞ 'k = 0 and 'k ¿ 0 for all k.
Intialization: Choose a penalty parameter 1¿ 0; a scalar B¿ 1 and s¿ 1. Generate a 2nite set
V1 such that V1 ⊂ X and that 0∈ int(coV1). Let S1 = coV1: Compute the vertex set V ((S1)◦). Set
k ← 1 and go to step 1.
Step 1: For every v∈V ((Sk)◦), 2nd xkv satisfying
‖∇Fsv;k (xkv )‖¡'k: (9)
Choose vk ∈ argmin{Fsv;k (xkv )− ‖∇Fsv;k (xkv )‖ ·M (xkv ): v∈V ((Sk)
◦)}; where
M (xkv ) =
{
M if xkv ∈X;
M + ‖xkv‖ otherwise:
Let x(k) = xkvk and
Ak = Fsvk ;k (x(k))− ‖∇Fsvk ;k (x(k))‖ ·M (x(k)):
Step 2: (a) If Ak=Fsvk ;k (x(k)); p(x(k))¿ 0 and r(x(k))6 0, then stop; x(k) is an optimal solution
of problem (MP).
(b) Otherwise, let zk and !k be an optimal solution and the optimal value of problem (2) for vk ,
respectively. Let
Vk+1 =
{
Vk ∪ {zk} if !k ¡ 0;
Vk if !k = 0
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and let
k+1 =
{
Bk if  svk (x(k))¿ 0;
k if svk (x(k)) = 0:
Let Sk+1 = coVk+1. Compute the vertex set V ((Sk+1)
◦). Replace k by k + 1, and return to Step 1.
It often occurs that we do not get an optimal solution of problem (MP) within 2nite iterations. In
order to terminate the algorithm within 2nite iterations, we shall present another stopping condition
in Section 5.2.
By Lemma 4.1, for each v∈V ((Sk)◦); k=1; 2; : : : ; a minimum value of Fsv;k (x) over Rn exists. For
each v∈V ((Sk)◦); k =1; 2; : : : ; since Fsv;k (x) is continuously diGerentiable, there exists xkv satisfying
(9). By using a descent method, xkv satisfying (9) can be obtained.
Lemma 5.1. For any k; Ak6min(RCP).
Proof. From assumption (A4); min(RCP)=min{f(x): x∈ (bd X )∩Y}. Let ˜k={v∈V ((Sk)◦): 〈v; x〉
¿ 1 for some x∈X ∩ Y}. Since Sk ⊂ X for any k; (bd X ) ∩ Y ⊂ (X ∩ Y )\int Sk =
⋃
v∈O˜k{x∈
X ∩ Y : 〈v; x〉¿ 1}. Hence; it follows that
min(RCP) = min{f(x): x∈ (bd X ) ∩ Y}
¿min{f(x): x∈ (X ∩ Y )\int Sk}
= min
v∈O˜k
min{f(x): 〈v; x〉¿ 1; x∈X ∩ Y}
= min
v∈O˜k
min{Fsv;k (x): 〈v; x〉¿ 1; x∈X ∩ Y}
¿min
v∈˜k
min{Fsv;k (x): x∈X }
¿ min
v∈V ((Sk)◦)
min{Fsv;k (x): x∈X }
¿ min
v∈V ((Sk)◦)
min{Fsv;k (xv) + 〈∇Fsv;k (xv); x − xv〉: x∈X }
¿ min
v∈V ((Sk)◦)
min{Fsv;k (xv)− ‖∇Fsv;k (xv)‖ · ‖x − xv‖: x∈X }
¿ min
v∈V ((Sk)◦)
Fsv;k (x
v)− ‖∇Fsv;k (xv)‖ ·M (xv)
= Ak:
The proof is complete.
Theorem 5.1. At iteration k of the algorithm; if Ak = Fsvk ;k (x(k)); p(x(k))¿ 0 and r(x(k))6 0;
then x(k) solves problem (RCP).
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Proof. Since p(x(k))¿ 0 and r(x(k))6 0; x(k) is a feasible solution of problem (RCP). Hence;
f(x)¿min(RCP). Moreover; since f(x(k))=Fsvk ;k (x(k))=Ak; by Lemma 5.1; f(x(k))6min(RCP);
so that f(x(k)) = min(RCP). Consequently; x(k) is an optimal solution of problem (RCP).
5.2. Convergence of the algorithm
Lemma 5.2. limk→∞‖Fsvk ;k (x(k))‖ ·M (x(k)) = 0.
Proof. We shall show that lim supk→∞ ‖x(k)‖¡+∞. In order to obtain a contradiction; suppose that
lim supk→∞‖x(k)‖ = +∞. By assumption (A2); {x∈Rn: f(x)6 } is compact for any ¿f(0).
Without loss of generality; for some ¿f(0); we can assume that f(x(k))¿ for any k. From
the compactness of {x∈Rn: f(x)6 }; there exists ¿ 0 such that {x∈Rn: f(x)6 } ⊂ B(0; ).
Since ∇f(x) is continuous; there exists (min; (max¿ 0 such that (min = min{‖∇f(x)‖: f(x) = }
and (max = max{‖∇f(x)‖: f(x) = }. Then; 0¡(min6 (max because ¿f(0). For any k; let
yk ∈ argmax{〈x(k); x〉: f(x)6 }. From the optimal condition of convex programming; ∇f(yk) =
)kx(k) ()k ¿ 0). Then; by (9) and the de2nitions of Ak and Fsvk ;k (x); we have
Ak = Fsvk ;k (x(k))− ‖∇Fsvk ;k (x(k))‖ ·M (x(k))
¿Fsvk ;k (x(k))− 'k ·M (x(k))
¿f(x(k))− 'k ·M (x(k))
¿f(yk) + 〈∇f(yk); x(k)− yk〉 − 'k ·M (x(k))
= + 〈)kx(k); x(k)〉 − 〈)kx(k); yk〉 − 'k(M + ‖x(k)‖)
= + )k‖x(k)‖2 − 〈)kx(k); yk〉 − 'k(M + ‖x(k)‖)
¿ + (min‖x(k)‖ − (max‖yk‖ − 'k(M + ‖x(k)‖)
¿ + ((min − 'k)‖x(k)‖ − (max − 'kM: (10)
Hence; by (10);
lim inf
k→∞
Ak¿ lim inf
k→∞
(+ ((min − 'k)‖x(k)‖ − (max − 'kM)
= − (max + lim inf
k→∞
((min − 'k)‖x(k)‖ − lim sup
k→∞
'kM
= − (max + lim inf
k→∞
((min − 'k)‖x(k)‖
= +∞:
This contradicts to Lemma 5.1. Therefore, there exists ¿ 0 such that
lim sup
k→∞
‖x(k)‖¡: (11)
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Then, we have
lim sup
k→∞
‖Fsvk ;k (x(k))‖ ·M (x(k))6 lim sup
k→∞
'k(M + ) = 0:
The proof is complete.
Corollary 5.1. Let {x(k)} be an in=nite sequence generated by Algorithm IA-P1. Then; {x(k)}
has an accumulation point.
Proof. From (11); {x(k)} ⊂ {x: ‖x‖6 } for some . Since {x: ‖x‖6 } is compact; {x(k)} has
an accumulation point.
Lemma 5.3. Let {x(k)} and {vk} be in=nite sequences generated by Algorithm IA-P1. Then;
sv k (x(k))→ 0 as k →∞.
Proof. From the de2nition of svk ; 
s
v k (x)¿ 0 for any x∈Rn; k ∈{1; 2; : : :}. Hence;
lim inf k→∞ svk (x(k))¿ 0. We shall show that lim supk→∞ 
s
vk (x(k))6 0. Suppose to the
contrary that :=lim supk→∞ svk (x(k))¿ 0. Then; there exists a subsequence {x(kq)} ⊂ {x(k)} such
that limq→∞ svkq (x(kq)) = . Without loss of generality; we may assume that 
s
vkq
(x(kq))¿ 0 for all
q. Therefore; from the de2nition of k in Step 2b of Algorithm IA-P1; we have
kq+1¿Bkq ¿kq ; ∀q:
Thus; limq→∞ kq = +∞. From assumption (A2); there exists x′ ∈Rn such that f(x′) = inf{f(x):
x∈Rn}. By Lemma 5.2; we have
lim inf
q→∞ Akq = lim infq→∞ (F
s
vkq ;kq
(x(kq))− ‖∇Fsvkq ;kq (x(kq))‖ ·M (x(kq)))
¿ lim inf
q→∞ F
s
vkq ;kq
(x(kq))− lim sup
q→∞
‖∇Fsvkq ;kq (x(kq))‖ ·M (x(kq))
= lim inf
q→∞ F
s
vkq ;kq
(x(kq))
= lim inf
q→∞ (f(x(kq)) + kq
s
v kq (x(kq)))
¿ lim inf
q→∞ (f(x
′) + kq
s
v kq (x(kq)))
= f(x′) + lim inf
q→∞ kq
s
v kq (x(kq))
= f(x′) +∞ · 
= ∞:
This contradicts Lemma 5.1. Therefore; lim supk→∞ svk (x(k))6 0. Consequently; we have
limk→∞ svk (x(k)) = 0.
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Theorem 5.2. Let {x(k)} be an in=nite sequence generated by Algorithm IA-P1. Then; every ac-
cumulation point Ix of {x(k)} belongs to the feasible set Y\int X of problem (RCP).
Proof. Since {vk} ⊂ (S1)◦ and {x(k)} has an accumulation point; we may assume that {vk} and
{x(k)} converge to Iv and Ix; respectively. Since Iv belongs to X ◦ [7]; X ⊂ {x∈Rn: 〈 Iv; x〉6 1}. Since
[max{0; rj(x(kq))}]s¿ 0; by Lemma 5.3;
0 = lim
k→∞
svk (x(k))
= lim
k→∞

 tY∑
j=1
[max{0; rj(x(k))}]s + [max{0; h(vk ; x(k))}]s


¿ lim
k→∞
[max{0;−〈vk ; x(k)〉+ 1}]s
= [max{0;−〈 Iv; Ix〉+ 1}]s:
This implies that 〈 Iv; Ix〉¿ 1. Therefore; Ix is not contained in int X .
From Lemma 5.3 and the continuity of rj; j = 1; : : : ; tY , we have
0 = lim
k→∞
svk (x(k))
= lim
k→∞

 tY∑
j=1
[max{0; rj(x(k))}]s + [max{0; h(vk ; x(k))}]s


¿ lim
k→∞
tY∑
j=1
[max{0; rj(x(k))}]s
=
tY∑
j=1
[max{0; rj( Ix)}]s:
Hence, rj( Ix)6 0; j = 1; : : : ; tY . Consequently, we get Ix∈Y\int X .
Theorem 5.3. Let {x(k)} be an in=nite sequence generated by Algorithm IA-P1. Then; every ac-
cumulation point Ix of {x(k)} solves problem (RCP).
Proof. By Theorem 5.2; Ix∈Y\int X . Hence; f( Ix)¿min(RCP). Since {vk} ⊂ (S1)◦ and {x(k)} has
an accumulation point; we may assume that {vk} and {x(k)} converge to Iv and Ix; respectively.
Since ksv k (x(k))¿ 0 for any k; from Lemmas 5.1 and 5.2; we have
min(RCP)¿ lim sup
k→∞
Ak
= lim sup
k→∞
(Fsvk ;k (x(k))− ‖∇Fsvk ;k (x(k))‖ ·M (x(k)))
= lim sup
k→∞
Fsvk ;k (x(k))− limk→∞ ‖∇F
s
vk ;k
(x(k))‖ ·M (x(k))
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= lim sup
k→∞
Fsvk ;k (x(k))
= lim sup
k→∞
(f(x(k)) + ksv k (x(k)))
¿ lim sup
k→∞
f(x(k))
= f( Ix):
Consequently; we get f( Ix) = min(RCP).
Corollary 5.2. Let {x(k)} and {vk} be in=nite sequences generated by Algorithm IA-P1. Then;
ksv k (x(k))→ 0 as k →∞.
Proof. From the de2nitions of k and svk ; k
s
v k (x)¿ 0 for any x∈Rn; k ∈{1; 2; : : :}. Hence;
lim inf k→∞ ksv k (x(k))¿ 0. We shall show that lim supk→∞ k
s
v k (x(k))6 0. Suppose to the con-
trary that : = lim supk→∞ ksv k (x(k))¿ 0. Then; there exists a subsequence {kq} ⊂ {k} such that
limq→∞ kqsv kq (x(kq))=. Without loss of generality; we may assume that kq
s
v kq(x(kq))¿ 0 for all
q. It follows from Theorem 5.3 that limq→∞ f(x(kq)) = min(RCP). Then; by Lemma 5.2; we have
lim inf
q→∞ Akq = lim infq→∞ (F
s
vkq ;kq
(x(kq))− ‖Fsvkq ;kq (x(kq))‖ ·M (x(kq)))
¿ lim inf
q→∞ F
s
vkq ;kq
(x(kq))− lim sup
q→∞
‖Fsvkq ;kq (x(kq))‖ ·M (x(kq))
¿ lim inf
q→∞ F
s
vkq ;kq
(x(kq))
= lim inf
q→∞ (f(x(kq)) + kq
s
v kq (x(kq)))
¿min(RCP) + lim inf
q→∞ kq
s
v kq (x(kq))
= min(RCP) + 
¿min(RCP):
This contradicts Lemma 5.1. Therefore; lim supk→∞ ksv k (x(k))6 0. Consequently; we have
limk→∞ ksv k (x(k)) = 0.
Theorem 5.4. Let {vk} be an in=nite sequence generated by Algorithm IA-P1. Then; every accu-
mulation point Iv of {vk} solves problem (DP).
Proof. It follows that Iv belongs to the feasible set of problem (DP) [7]. Hence; gH ( Iv)6max(DP).
Let {vkq} be a subsequence of {vk} satisfying vkq → Iv as q → ∞ and let {x(kq)} be a
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subsequence of {x(k)} for {vkq}. Without loss of generality; we may assume that {x(kq)} converges
to Ix. By Lemma 5.2;
lim
q→∞ 
s
vkq (x(kq)) = limq→∞

 tY∑
j=1
[max{0; rj(x(k))}]s + [max{0; h(x(kq)); vkq}]s

= 0:
Hence; 0¿ limq→∞ h(x(kq); vkq)= limq→∞ (−〈vkq ; x(kq)〉+1)=−〈 Iv; Ix〉+1. That is; 〈 Iv; Ix〉¿ 1. From
Theorems 5.2 and 5.3; we get that Ix∈ Y\int X ⊂ Y and that f( Ix) = min(RCP). Then; we have
gH ( Iv) = −inf{g(x): 〈 Iv; x〉¿ 1}
= −inf{f(x): 〈 Iv; x〉¿ 1; x∈Y}
¿−f( Ix)
= −min(RCP)
= max(DP):
Consequently; gH ( Iv) = max(DP).
Corollary 5.3. Let {vk} be an in=nite sequence generated by Algorithm IA-P1. Then; every accu-
mulation point Iv of {vk} belongs to (bd X ◦)\int Y ◦.
Proof. If follows that Iv∈ bd X ◦ [7]. Since 0∈ int Y ◦ and Y ∩ {x∈Rn: 〈u; x〉¿ 1} = ∅ for any
u∈ int Y ◦; gH ()=−inf{g(x): 〈u; x〉¿ 1}=−inf{f(x)+(x|Y ): 〈u; x〉¿ 1}=−∞ for any u∈ int Y ◦.
That is; every optimal solution of problem (DP) is not contained in int Y ◦. It follows from Theorem
5.4 that Iv ∈ int Y ◦.
From Theorem 5.2, we have lim inf k→∞ p(x(k))¿ 0: Moreover, from Lemma 5.3, we get
limk→∞ svk (x(k))=0, so that lim supk→∞ r(x(k))6 0. Hence, in order to terminate Algorithm IA-P1
after 2nitely many iterations, using admissible tolerances +1; +2¿ 0, +3¿ 0, we propose the following
stopping criterion:
If Fsvk ;k (x(k))−Ak = ‖∇Fsvk ;k (x(k))‖ ·M (x(k))6 +1; p(x(k))¿− +2 and r(x(k))6 +3, then stop;
x(k) is an approximate solution of problem (RCP).
6. Improvements on the algorithm (2)
At every iteration of Algorithm IA-P1, for every v∈V ((Sk)◦), the optimal value of problem
(SP1(v; k)) is underestimated. In this section, we propose another inner approximation algorithm.
The algorithm has the global convergence by underestimating the optimal value of problem (SP1(v; k))
for some v∈V ((Sk)◦) at every iteration.
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6.1. An algorithm
Algorithm IA-P2
Let '1¿ 0 and 0¡)¡ 1.
Initialization: Choose a penalty parameter 1¿ 0, a scalar B¿ 1 and s¿ 1. Generate a 2nite set
V1 such that V1 ⊂ X and that 0∈ int(coV1). Let S1 = coV1. Compute the vertex set V ((S1)◦). For
every v∈V ((S1)◦), set x1v = 0. Moreover, set Ix(0) = 0. Set k ← 1 and go to Step 1.
Step 1: Choose vk ∈V ((Sk)◦) satisfying vk∈argmin{Fsv;k (xkv )−‖∇Fsv;k (xkv )‖·M (xkv ): v∈V ((Sk)
◦)}.
Let x(k) = xkvk and Ak = F
s
vk ;k
(x(k))− ‖∇Fsvk ;k (x(k))‖ ·M (x(k)). Go to Step 2.
Step 2: If Ak = Fsvk ;k (x(k)), p(x(k))¿ 0, r(x(k))6 0, then stop: x(k) is an optimal solution of
problem (RCP). Otherwise, go to Step 3.
Step 3: If ‖∇Fsvk ;k (x(k))‖¡'k , let zk and !k be an optimal solution and the optimal value of
problem (2) for vk , respectively. Let
Vk+1 =
{
Vk ∪ {zk} if !k ¡ 0;
Vk if !k = 0
and let
k+1 =
{
Bk if svk (x(k))¿ 0;
k if svk (x(k)) = 0:
Let Sk+1 = coVk+1. Compute the vertex set V ((Sk+1)
◦). Let 'k+1 = )'k ; Ix(k) = x(k) and
xk+1v =
{
x(k) if v∈V ((Sk+1)◦)\V ((Sk)◦);
xkv otherwise:
Set k ← k + 1, return to Step 1. Otherwise, go to Step 4.
Step 4: Let xk+1v k satisfy
xk+1v k ∈ argmin{Fsvk ;k (x): x = x(k)− ,∇Fsvk ;k (x(k)); ,¿ 0}:
For any v∈V ((Sk)◦)\{vk}, set xk+1v = xkv . Let k+1 = k; 'k+1 = 'k , Ix(k) = Ix(k − 1) and Sk+1 = Sk .
Set k ← k + 1 and return to Step 1.
From Lemma 5.1, Ak6min(RCP) for each k. Moreover, by Theorem 5.1, x(k) is an optimal
solution of problem (RCP) if Ak = Fsvk ;k (x(k)); p(x(k))¿ 0 and r(x(k))6 0.
It follows from the following lemma that for any k, there exists kˆ¿ k such that ‖∇Fs
vkˆ ;kˆ
(x(kˆ))‖
¡'kˆ .
Lemma 6.1. For any k; there exists kˆ¿ k such that ‖∇Fs
vkˆ ;kˆ
(x(kˆ))‖¡'kˆ .
Proof. In order to obtain a contradiction; suppose that for some k; there exists no kˆ¿ k such that
‖∇Fs
vkˆ ;kˆ
(x(kˆ))‖¡'kˆ . Then; from the de2nitions of 'k ; k and Sk ; we get that 'k′ = 'k ; k′ = k and
Sk′ =Sk for any k ′¿ k. Since V ((Sk)
◦) is a 2nite set; there exist vˆ∈V ((Sk)◦) and {vk′q} ⊂ {vk′}k′¿k
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satisfying
vˆ= vk
′
1 = vk
′
2 = · · ·= vk′q = · · · :
Then; we get that for any x∈Rn;
Fsvˆ;k (x) = F
s
vk
′
q ;k′q
(x); q= 1; 2; : : : :
From the de2nition of xk+1v k at Step 4; for any q; we have
Fs
vk
′
q ;k′q
(x(k ′q)) = F
s
vˆ;k (x(k
′
q))
¿min
,¿0
Fsvˆ;k (x(k
′
q)− ,∇Fsvˆ;k (x(k ′q)))
¿Fsvˆ;k (x(k
′
q+1))
= Fs
v
k′q+1 ;k′q+1
(x(k ′q+1)):
Moreover; by Lemma 4.1; Fsvˆ;k attains its minimum over R
n. From the convergence of a line search;
we have
lim
q→∞F
s
vk
′
q ;k′q
(x(k ′q)) = limq→∞F
s
vˆ;k′q
(x(k ′q)) = min
s∈Rn
Fsvˆ;k′q (x):
Since Fsvˆ;k is continuously diGerentiable; limq→∞ ‖∇Fsvk′q ;k′q
(x(k ′q))‖ = 0. This is a contradiction.
Hence; for any k; there exists kˆ¿ k such that ‖∇Fs
vkˆ ;kˆ
(x(kˆ))‖¡'kˆ .
6.2. Convergence of the algorithm
Theorem 6.1. Let { Ix(k)} be an in=nite sequence generated by Algorithm IA-P2. Then; every ac-
cumulation point of {x(k)} belongs to the feasible set of problem (RCP). Furthermore; every
accumulation point of {x(k)} is an optimal solution of problem (RCP).
Proof. From the de2nition of Ix(k) and Lemma 6.1; there exists a subsequence { Ix(kq)} ⊂ { Ix(k)}
satisfying
∀k;∃q such that Ix(kq) = Ix(k);
‖∇Fsvkq ;kq ( Ix(kq))‖¡'kq ; ∀q: (12)
Then; we get that for any q;
Akq = F
s
vkq ;kq
( Ix(kq))− ‖∇Fsvkq ;kq ( Ix(kq))‖ ·M ( Ix(kq))6min(RCP):
In a similar way of the proofs of Lemmas 5.2; 5.3; Corollary 5.1 and Theorem 5.2; we can show
that every accumulation point of { Ix(kq)} belongs to the feasible set of problem (RCP). It follows
from (12) that every accumulation point of { Ix(k)} is included in the feasible set of problem (RCP).
Furthermore; in a similar way of Theorem 5.3; we can show that every accumulation point of { Ix(k)}
solves problem (RCP).
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Table 1
Computational results of some examples
n tX tY Number of iteration CPU-time (s) |V (S◦last)|
Average Standard Average Standard Average Standard
deviation deviation deviation
2 2 2 333.00 318.57 0.30 0.30 6.20 0.75
2 3 3 646.40 371.02 0.82 0.38 7.00 2.19
2 4 4 415.00 279.47 0.47 0.36 6.20 0.40
2 5 5 224.25 228.12 0.34 0.32 5.00 0.71
3 2 2 4315.80 3677.90 3.33 2.93 11.60 5.28
3 3 3 8713.40 5519.93 8.30 4.60 14.40 4.96
3 4 4 9983.80 15250.59 11.95 17.72 19.60 14.22
3 5 5 38088.20 45828.47 46.05 56.82 22.80 14.46
4 2 2 24570.00 23911.37 18.00 11.36 31.01 19.36
4 3 3 52419.80 36916.62 69.87 51.02 51.80 55.85
4 4 4 51465.60 23462.29 81.17 39.16 71.00 106.02
4 5 5 44076.40 14555.71 79.21 25.89 25.20 8.08
5 2 2 127045.20 98133.07 171.52 133.10 39.60 6.50
5 3 3 243938.80 218451.87 434.47 404.20 39.20 9.60
5 4 4 241165.20 251798.22 538.25 565.71 59.20 16.03
5 5 5 335794.20 174684.70 870.86 450.37 50.80 11.29
6 2 2 346834.60 332019.02 721.01 776.89 63.00 24.07
6 3 3 507366.80 558872.48 1363.12 1535.16 70.60 42.45
6 4 4 294719.00 278235.11 989.02 996.96 77.20 44.26
6 5 5 1035302.00 849191.63 4623.45 4184.47 106.80 38.39
7 2 2 238338.00 168738.43 688.91 526.89 122.80 33.86
7 3 3 622002.60 608339.18 2237.89 2483.53 90.40 51.94
7 4 4 402395.60 378388.87 1867.32 1724.58 141.60 66.19
7 5 5 498687.20 386935.98 3718.45 3185.59 168.40 94.57
From Theorem 6.1, we have
lim
k→∞
f( Ix(k)) = min(RCP);
lim inf
k→∞
p( Ix(k))¿ 0;
lim sup
k→∞
r( Ix(k))6 0:
Therefore, since { Ix(k)} ⊂ {x(k)}, Algorithm IA-P2 can be terminated after 2nitely many iterations
by using admissible tolerances in a similar way of the stopping criterion proposed in Section 5.2.
7. Numerical example and computational experiments
In order to investigate the eLciency of the algorithm proposed in Section 6, we did numerical
experiments using a personal computer (Pentium II 450 MHz, 128 MB). The algorithm is encoded
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by C language on Linux. For each problem, the objective function and the constraint functions are
quadratic functions. We consider many combinations of the number of variables and the numbers
of functions generating X and Y , i.e., (n; tX ; tY ). For several combinations of n and tX = tY listed
in Table 1, we generate 5 problems using random numbers. At Step 4, to renovate a provisional
solution of problem (SP1(v; )), we use a line search method. Note that |V ((Slast)◦)| in Table 1
denotes the number of vertices of (Sk)
◦ at the last iteration.
The computational results have shown that the proposed algorithm is eGective for not so large
size problems.
8. Conclusion
In this paper, we improve the inner approximation algorithm proposed in [7].
By underestimating the optimal values of problem (SP1(v; k)) for all v∈V ((Sk)◦), Algorithm
IA-P1 has the global convergence. Moreover, it is shown that the global convergence of Algo-
rithm IA-P2 is guaranteed by underestimating the optimal value of problem (SP1(v; k)) for some
v∈V ((Sk)◦). The computational results in Section 7 have been shown that the proposed algorithm
can work for small dimension and small number of constraints involved.
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