The increase in real-time applications such as Voice over IP, audio and video streaming in the public Internet has warranted QoS based routing. But today's Internet largely supports best effort trafic. Thus, a QoS routing in the best effort environment is required to support real-time applications. Flooding of some QoS attributes (e.g. available bandwidth) have been used for QoS routing. But we believe a better way of implementing QoS routing is to localize the QoS routing changes to the region where QoS has deteriorated, instead of flooding the entire nehvork. We present a load sensitive routing (LSR) algorithm that tries to route packets through an alternate path when congestion is reported on a link. LSR routing is contained locally i.e. only the neighboring nodes of a congested node perform LSR routing. Hence i f has much less overhead than other QoS routing protocols reported. The LSR algorithm is designed carefilly to avoid any looping. We have Simulation results of LIiR algorithm which shows its average performance to be better than OSPF algorithm in terms of delay and jitter.
INTRODUCTION
Real-time applications such as voice over IP (VoIP), video and audio streaming applications are on the rise in the Internet. Performance of these applications over the Internet is very much dependent on the quality of service (QoS) provided in the Internet for these applications. Thus QoS routing has become very important for integrated services in IP networks. There have been many recent results published on QoS routing [I, 5,9, 12, 131 for achieving improved network utilization and providing hener performance to applications. QoS routing entails additional cost due to computational and protocol overhead. To support QoS, routers have to perform more complex path computation and they are required to send more attributes of state of the network, e.g., available bandwidth, frequently.
The new Internet Service Providers (ISP) are providing very inexpensive voice services over IP in the public Internet. But today's Internet largely supports best effort service. The Internet routing system routes packets based solely on destination address; the QoS requirement of connections are not taken into account. Thus, all packets between a source and destination pair go through the same intermediate path for a given network topology. Hence, if a particular path gets congested. all the flows going through the path encounter bad performance in terms of delay, jiner and packet loss. Clearly, this hampers the performance of real-time applications. Routers in the Internet compute paths based on shortest path algorithms [4] . Although these algorithms are simple and efficient, they cannot route packets along alternate paths, which may provide better QoS during period of congestion in the shortest path. Due to mesh like topologies of the routing backbones the chances of finding such alternate paths are quite high. Furthermore, routers today are much more powerful in terms of computing power and memory. Hence they are capable of implementing more complex routing algorithms and storing more routing information. Thus, modem routers should be able to provide better QoS by routing packets through alternate paths during period of congestion.
There have been quite a few studies reported on QoS routing. In [3] a cheapest path algorithm from one source to all destination when links have two weights (cost and delay) is presented. Several works have analyzed costs associated with QoS routing [7, 111. Some other solutions use source routing along with shortest path routing to achieve the goal [IO] . But security is a major concern for allowing source routing in the Internet. Also, most of the solutions proposed so far use flooding mechanism to update the link states with the available resources [Z, IO] . Thus, protocol overhead and convergence are of concern in those cases. We believe that a hener way of implementing QoS routing is to confne the routing change information to the region where QoS has deteriorated. This reduces the protocol overhead and convergence time of the algorithm. In this paper, we present a load sensitive routing (LSR) algorithm based on Dijksua's shortest path algorithm. When load on the outgoing link of a router reaches a certain threshold, then the LSR algorithm will be invoked. This will represent congestion in the router for that outgoing link. The LSR algorithm will try to find an alternate path for the packets that may be transiting through the congested link. Thus, our algorithm will try to provide a better QoS in terms of delay, jitter and packet loss in a hest effort routing infrastructure. We acknowledge that LSR algorithm is dependent on topology in the sense that existence of alternate path depends on if a node can find a different next hop node such that the number of hops in the alternate path is less than the OSPF path. We have run simulation of LSR algorithm. We show that LSR algorithm performs better, on an average, than the OSPF [61 algorithm. The congested state of a link is only notified to the neighbors, there is no flooding. Our algorithm is designed carefully to avoid loops. The LSR algorithm exhibits the following advantageous properties:
Better average performance: The LSR algorithm tries to find alternate path to route packets when there is congestion in the OSPF path. Hence, packets get better QoS in terms of delay, jitter and packet loss.
Scalabilify: Our algorithm does not use flooding mechanism to communicate congestion of a link. Rather the congestion notification is only contained to the neighbors of the node. Thus, Inter-operability with OSPF router: Our algorithm can be implemented easily with an extension to the framework of OSPF standard [6] by creating a new LSA type. Routers running our algorithm can inter-operate with routers running vanilla OSPF (without our algorithm). When vanilla OSPF routers get this new LSA types, they will simply drop the LSA. Thus, our LSR algorithm can be implemented in the Internet in phases.
2
SYSTEM MODEL 2.1 NETWORK We model a network consisting of N nodes. A node can either be a host or a router. A node i is identified by its id Node(i) (0 5 i < N). Nodes in a network are connected by physical links along which packets can be transmitted. Node(i) and Node(i) Given a network topology, a node runs Dykstra's shortest path algorithm with itself as the source to find shortest path from itself to all other nodes in the network. We refer to these paths as OSPF path. Then, it builds a routing table so that it can forward packets destined for any node in the network. This routing table is called active routing table. In addition, it also runs Dijkstra's algorithm with each of its neighbors as source node and builds similar routing tables. We refer to these routing tables as passive routing table. Every entry in the routing table is a sextuple consisting of destination node, next hop node, total cost, Hop count, OSPF next hop and LSR flag. Destination node is the destination of a packet, next hop node is the next hop where a packet destined for destination node should he forwarded. Total cost is the total cost from the node to the destination node along the OSPF path. Hop count is the number of hops in the OSPF path from a node to the destination node. OSPF next hop is the next hop as per OSPF shortest path calculation. LSR flag when TRUE it means this entry in the routing table is forwarding packets according to LSR algorithm. Thus, when this flag is TRUE the next hop node would be the one calculated by the LSR algorithm, otherwise it would be the one found by shortest path algorithm of OSPF. Hence, when an entry in the routing table is routing packets along OSPF nexthop, then next hop node and OSPF next hop will be the same and the LSR flag will be FALSE. Routing table at node Node(i) calculated with Node(i) as source is denoted by RT(i, j). An entry in a routing table RT(i, j) is identified by the destination node of the entry and is denoted by Entry(Node(p), i, j), where Node(p) is the destination node of the entry. If shortest path from Node(i) to Node(i) is through Node(p) and Node(q), then corresponding entry in RT(i, i) is given by Entry(Node(i), i, i) = ((NodeG), Node(pj, TotCost(i, j), if this entry is forwarding packets through OSPF patb. TotCost(i, j) is given by
The next hop, in this example, is denoted by NextHop(i, j) = Node(p).
At Node(& active routing table RT(i, i) is used for packet forwarding. Passive routing tables (e.g. RT(i, j) itj) are
( 2 ) Congestion Notification: This message is sent by a node to its neighbors, when it detects congestion in one of its outgoing links. Each node will have a threshold set to detect congestion. Typically this threshold will be set to a value greater than 100% of the link capacity. When the load on an outgoing Link is above the set threshold, then a congestion notification message will he sent out by the node to its neighbors. We denote this message by Congestion(i, j) which signifies that a congestion is experienced on the Link(i, j) by node Node(i).
Reroute Request: When a node receives a congestion notification message, it may send out a reronte request to one of its neighbor nodes. When a reroute request message RerouteReq(i, j, k. I) is sent from node Node(k) to node Node(p), then this message is meant to let Node(p) know that Node(k) is going to temporarily reroute packets destined to Node(l) to Node(p) instead of its OSPF neighbor Node(i), because of a congestion reported in Link(i, j).
Congestion Over: When a link is no longer congested, the associated node sends this message to its neighbors to inform ahout this change of state. We denote this message by CongestionOver(i, j) which signifies that a congestion is no longer experienced on the Link(i, j) by node Node(i).
Reroute Over: This message is sent ont by a node when it receives Congestionover message from its neighbor and if this node was temporarily routing packets using LSR algorithm because of an earlier congestion notification. If Node(k) is temporarily rerouting packets destined to Node(p) to Node(q) because of congestion in Link(i, j) , then Node&) will send RerouteOver(i, j, k) to Node(q) when it receives CongestionOver(i, j) from its neighbor Node(ij.
2.5 ASSUMPTIONS Our algorithm is based on the following assumptions:
-All the nodes in the network have access to the complete topology of the network i.e. the routing protocol is either OSPF or its derivative. Since majority of Intradomain routing use OSPF or some similar link-state routing protocol this assumption does not pose any major Limitation.
There are fairly good number of alternate paths between any two node pairs so that our algorithm can reronte packets through an alternate path when congestion occurs. This assumption is
reasonable when a real world network such as UUnet backbone is considered [IO] . 
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LOOP-FREE PROPERTY
The LSR algorithm does not use flooding to calculate an alternate path for a destination. Rather a congested node sends the congestion notification to all its neighboring nodes and the notification stops there. The neighboring node may change the next hop of packets going through the congested link by applying LSR algorithm. Thus, when some nodes are routing packets using LSR algorithm, other nodes in the network will have a different view of the routing topology of the network due to the local nature of the LSR algorithm. Thus, making LSR algorithm loop free is of utmost importance. In this section we will provide a formal proof that the LSR algorithm does not introduce looping of packets.
Theorem 1 The LSR algorithm does not give rise to loop. Proof: There can be two kinds of looping that can happen: direct looping and indirect looping. Direct looping happens when a node Node(p) sends packets with destination, say Node@), to Node( ¶) and Node( ¶) sends packets to Node(p) for the same destination. In this case, there is a direct loop between Node(p) and Node( ¶). An indirect loop, on the other hand, involves at least one intermediate node between two nodes to form a loop.
As an example, for a particular destination node Node@), Node(p) may forward packets to Node(x), Node(x) forwards to Node( ¶) and Node( ¶) forwards to Node(p).
Let us take the case of direct loop. There are two cases to consider for direct loop. First, when a node Node(p) has already received RerouteRequest from previous node Node( ¶) and then it tries to reroute packets to Node( ¶) due to LSR algorithm. Condition B15 in the algorithms identifies this case and prevents direct loop. Second, it is possible that a node Node(p) is already forwarding packets to Node( ¶) for a panicular destination using LSR routing, and Node( ¶) is also forwarding packets to Node(p) for the same destination due to LSR routing. But the two nodes have not yet received RerouteRequest message from each other. But this looping is only short lived until the node with higher node id comes out of LSR forwarding due to condition C5 in the algorithm. Now let us take the case of indirect loop. We prove this by contradiction. Let us say that there is an intermediate node
Node(x) between Node(p) and Node( ¶) through which there is a loop for packets going to a particular destination Node@). That is Node(p) is forwarding packets to Node(x) and Node(x) is forwarding packets to Node( ¶) and Node( ¶) is forwarding packets to Node(p). There can be eight combinations of packet forwarding between these three nodes, since each could do OSPF forwarding or LSR forwarding. This is illustrated in the table Since OSPF routing does not have l,ops, this looping scenario is not possible. Case 2 : Node( ¶) is forwarding packets to Node(p) using LSR, hence condition B9 of the LSR algorithm should be satisfied i.e.
Since Node(p) is forwarding packets to Node(x) using OSPF, Since Node(x) is forwarding packets to Node( ¶) using OSPF, Using (5) and (6) in (4) we get 
1209
Case 4 Since Node(x) is forwarding to Node( ¶) using LSR, using condition B9 of LSR algorithm, we have and since Node( ¶) is forwarding to Node@) using LSR, using condition B9 of LSR algorithm, we have From (8) and (9), But since Node(p) is forwarding to Node(x) using OSPF, Since (IO) and ( I I ) are contradicting each other, so such a loop is not possible. Case 5 is similar to case 3, Case 6 is similar to Case 4 and Case 7 is similar to case 4.
Case 8: Since Node(p) is LSR forwarding to Node(x), using condition B9 of LSR algorithm, we have Since Node(x) is LSR forwarding to Node(q), using condition B9 of LSR algorithm, we have Since Node( ¶) is LSk forwarding to Node(p), using condition B9 of LSR algorithm, we have But combining ( 12) and (1 3) we get
Since (14) and (15) 
PERFORMANCE EVALUATION
In this section, we report the performance of LSR algorithm. We compare its performance against OSPF algorithm. We have simulated a network of nodes running LSR and OSPF algorithm to route packets and measured various performance parameters.
TOPOLOGY
Hopcount( ¶, r) < HopCount(x, r) HopCount(p, r) < Hopcount( ¶, r)
HopCount(p, r) = HopCount(x, r) + 1
(10)
HopCount(x, r) < HopCount(p, r)
HopCount(p, r) < Hopcount( ¶, r)
(15)
Figure 1 Topology of the Simulation Network
The topology of our simulation is shown in Figure 1 . There are ten nodes in the network. Cost of direct paths between nodes are shown in the figure. Utilization of every link is varied uniformly from 0% to a maximum load (Lo) (in percentage) and average delay (daJ and jitter (J& are measured between node 0 and node 5. The link from node 3 to 4 is kept under scrutiny i.e.
reading of performance metrics are taken when this link experienced congestion. The congestion threshold for this link is set at 100%. The duration for which utilization of a link remains in effect is exponentially distributed. The mean duration of this distribution is denoted by tme.. . Figure 2 shows the d,,, versus Lu when tmcm is 50msec. It is clear from the plot that the average delay for LSR algorithm is much better than that for OSPF. When t, , , . is loomsec, LSR algorithm also performs better in terms of average delay as This would give rise to route flapping. A route flap damping mechanism which could he similar to that described in [SI
4.2

RESULTS
Figure 2 Figure 3
shown in Figure 3 . In both the cases, delay of OSPF routing is at least 50% more than that of LSR algorithm for all Load values. Figure 4 and Figure 5 compares average jitter for the two algorithms when t,,,,, is SOmsec and lOOmsec respectively. In these cases also the LSR algorithm performs much better than OSPF. So, on an average, LSR algorithm peifom. better than OSPF algorithm in terms of delay and jitter.
CONCLUSION AND FUTURE WORK
We have introduced a Load Sensitive Routing (LSR) algorithm based on Dijksua's shortest path algorithm. The LSR algorithm does not use flooding to notify congestion over a link, rather the notification is limited only to the neighboring nodes. Thus, this algorithm uses less network resources than that proposed in OSPF extension for QoS support [2] , since the latter uses flooding. Only overhead added for LSR algorithm is to calculate passive routing table of all the neighboring nodes, store those tables and send LSR messages to the neighboring nodes. Since modem routers have abundant memory and more computational power, this overhead should he easy to accommodate. Moreover, the computation of new active and passive routing table would only happen when topology of the network changes. The LSR forwarding is transparent to the forwarding engine, i.e., forwarding engine does not know whether it is sending packet along OSPF next hop or LSR next hop. Another advantage of LSR algorithm is that it can easily he implemented in the framework of OSPF by using a new LSA type. Also, nodes running LSR algorithm can interoperate with nodes running vanilla OSPF. Thus, LSR nodes can he deployed in phases in the Internet.
In this study, we have chosen LSR next hop node randomly from all the eligible nodes. Other intelligent methods of picking next hop node can he studied. For example, a next hop node which has the fastest links in the alternate path or which has least utilization can be chosen. Our LSR algorithm statically selects the LSR next hop without taking the current condition of the alternate path into consideration. Further study can he done to see how LSR next hop can he chosen with some dynamic state information such as current delay along the alternate path to improve its performance. In this case, if an alternate path is found to have worse QoS than the OSPF path, then the OSPF next hop should be maintained in the routing table as the next hop. Route flapping is another aspect of this algorithm that can he studied in the future. When packets are routed through alternate paths due to LSR algorithm, the original congested path may soon overcome congestion and ask the neighbors to forward packets through the original (OSPF) path. This may lead to congestion of the original path again. 
Figure 4
Figure 5 needs to be studied for LSR algorithm.
