This paper deals with the stability of Runge-Kutta methods for a class of stiff systems of nonlinear Volterra delay-integro-differential equations. Two classes of methods are considered: Runge-Kutta methods extended with a compound quadrature rule, and RungeKutta methods extended with a Pouzet type quadrature technique. Global and asymptotic stability criteria for both types of methods are derived.
Introduction
The last several decades have witnessed a large development in the computational implementation and the theoretical analysis of numerical methods for integro-differential equations of Volterra type. An extensive collection of results has been presented in the monographs by Linz (1985) , Brunner & van der Houwen (1986) and Baker (2000) . The aforementioned references focus on integro-differential equations without delay. However, it is well known that certain real-life problems require models of Volterra delay-integrodifferential equation type (VDIDEs) for an adequate description (cf. Bochararov & Rihan, 2000) . Hence, recently, researchers have also turned their attention to the study of VDIDEs. Baker & Ford (1992) , Koto (2002) , Huang & Vandewalle (2003) and Luzyanina et al. (2003) have dealt with the linear stability of numerical methods for VDIDEs. Baker & Ford (1988) , Brunner (1994) and Enright & Hu (1997) have studied the convergence of linear multistep methods and continuous Runge-Kutta methods, respectively.
Up to now, only few results have been presented in the literature on the nonlinear stability of numerical methods for VDIDEs. Baker & Tang (1997) investigated the nonlinear stability of continuous Runge-Kutta methods for equations with unbounded delays. Their results are primarily applicable and relevant for non-stiff problems since their approach is based on a classical Lipschitz condition. Zhang & Vandewalle (2003) considered BDF methods applied to a class of stiff VDIDEs, which they called class DI(α, β, (σ 1 , σ 2 ), γ ), and obtained some analytical and numerical stability results. In the present paper, we continue this study and treat the nonlinear stability of two classes of adapted Runge-Kutta (RK) methods for a class of stiff VDIDEs, which is more general than the above class and called class RI(α, β, σ, γ ) (which stands for retarded integrals). Both global and asymptotic stability criteria of the presented methods will be derived.
The paper is structured as follows. In Section 2 we define the problem class RI (α, β, σ, γ ) , give its stability properties and formulate two classes of discretization schemes. Among these schemes, one is a RK method with a compound quadrature formula; the other is a RK method with a Pouzet quadrature formula (cf. Brunner & van der Houwen, 1986) . The latter was first introduced by Koto (2002) and employed to study linear numerical stability. Some concepts and lemmas which play a key role in the derivation of the stability results are given in Section 3. The main results are presented in Sections 4 and 5, where we describe the global and asymptotic stability criteria for the above two classes of methods. In Section 6 we give some applications to classical methods. There we point out that the discretization schemes based on the Gauss, Radau IA, Radau IIA and Lobatto IIIC formulae are all globally and asymptotically stable under certain conditions. Finally, we end with some concluding remarks in Section 7, where we compare our results with some earlier results for the DDE case.
A class of VDIDEs and their Runge-Kutta discretization
Consider the following complex N -dimensional system of VDIDEs with constant delay τ > 0:
where the mappings f, g and ϕ are smooth enough such that system (2.1) has a unique smooth solution y(t) and satisfies the conditions x, y, z,x,ỹ,z ∈ C N , ·, · and · denote a given inner product and the corresponding induced norm in the complex N -dimensional space C N . The constants (−α), β, σ and γ are given and nonnegative. In the present paper, all the problems of type (2.1) with (2.2)-(2.4) will be called problems of class RI(α, β, σ, γ ) .
For the subsequent stability analysis, we will also need to consider systems with different initial condition
(2.5)
With a similar proof to that of Theorem 3.2 in Zhang & Vandewalle (2003) , we can obtain a stability result for system (2.1). THEOREM 2.2 Assume that systems (2.1) and (2.5) belong to class RI(α, β, σ, γ ) with
(2.6) Then, the following two stability results hold:
(2.7) REMARK 2.3 The above theorem can be applied to the special but important class of equations of the following form (cf. Brunner, 1994) :
with (2.4) and with
This class of equations belongs to class RI(α, β, 1, γ ). So, they satisfy stability property (2.7) whenever β + γ τ < −α. When the integral item t t−τ g (t, v, y(v) ) dv is removed from (2.8), Theorem 2.2 simplifies to a result that was derived in Torelli (1989) : (2.7) holds whenever β < −α.
To arrive at the discretization schemes for (2.1), we first recall the s-stage underlying Runge-Kutta (RK) method
for ODEs systems of the form y (t) = f (t, y(t)), t > t 0 , with y(t 0 ) = y 0 . Method (2.11) is characterized by the abscissae c j , the weights b j and the coefficients a i j , where we always assume that the classical consistency conditions are satisfied, together with a common restriction on the magnitude of c i , i.e.
Adapting method (2.11) to VDIDE (2.1) yields the following discretization scheme: 12) where the time stepsize is given by h = τ/m, with m a given positive integer; the time points are given by t n = t 0 + nh and t
j and y n are approximations to v, y(v) ) dv, and y(t n ), respectively. As to the computation of the integral z (n) j , we distinguish two alternatives. The first is based on using the compound quadrature (CQ) formula 13) with weights {ν q } independent of m and determined by those of a convergent quadrature rule
(2.14)
Such a quadrature formula can be derived from a uniform repeated rule (cf. Baker & Ford, 1992; Zhang & Vandewalle, 2003) . By Theorem 2.1.1 in Brunner & van der Houwen (1986) we know that this quadrature formula is convergent iff it converges for all polynomials and if there exits a finite constant ν, independent of m, such that
For the stability results in Section 4, we will need a slightly stronger condition than (2.15):
This condition can be fulfilled for most of the common quadrature rules of the form (2.14); some examples have been given in Zhang & Vandewalle (2003) . The second approach adopts the so-called Pouzet quadrature (PQ) formula (cf. Brunner & van der Houwen, 1986 and Koto, 2002) 
which is produced by discretizing the integral of the function g(t n + c j h, v, y(v) ) over the interval v ∈ [t n + c j h − τ, t n + c j h], split into the following three parts:
Moreover, we always set y 0 = y(t 0 ) and, for −m n < 0, we take
As such, we have defined two classes of discretization schemes for (2.1): method (2.12) with (2.13) and method (2.12) with (2.17). The former will further be called RK method with CQ formula and the latter RK method with PQ formula. When any of the above methods is applied to system (2.5), the corresponding discrete variables will be denoted with a tilde superscript, e.g.ỹ(t
Introductory concepts and basic lemmas
This section will recall and present some concepts and lemmas that will be important for the presentation of our main results in Sections 4 and 5. 
In particular, a (1,0)-algebraically stable method is called algebraically stable.
Some (k, l)-algebraically stable underlying RK methods are given in the references by Burrage & Butcher (1980) and Hairer & Wanner (1991) . Using this concept, Huang et al. (1999) investigated the nonlinear stability of RK methods for non-distributed delay differential equations. Here, we will adopt this concept to analyse the nonlinear stability of RK methods for distributed delay differential equations (i.e. VDIDEs).
First, we introduce the following notational conventions:
The following stability behaviour of RK methods (2.12) with CQ formula (2.13) and RK methods with PQ formula (2.17) will be investigated in the subsequent sections. DEFINITION 3.2 Method (2.12) with CQ formula (2.13) or PQ formula (2.17) is called globally stable for problems of class RI(α, β, σ, γ ) if there exists a constant H > 0, which depends only on α, β, σ, γ , τ and the method, such that
Since the stability constant H does not depend on the time variable t, the above concept of global stability is a type of long-term stability. In other studies, when a similar numerical stability for other differential equations was investigated, one often asked H = 1. However, it is our opinion that this excludes many excellent numerical methods. DEFINITION 3.3 Method (2.12) with CQ formula (2.13) or PQ formula (2.17) is called asymptotically stable for problems of class RI(α, β, σ, γ ) if
When presenting our stability analysis, the two (very technical) lemmas proven below will play a key role.
LEMMA 3.4 Suppose that the underlying RK method (2.11) is (k, l)-algebraically stable with 0 < k ǩ 1, whereǩ is independent of the index n of the method, and the conditions (2.2)-(2.3) hold. Then, the induced method (2.12) satisfies for all n 0
REMARK 3.5 In particular, whenǩ = 1, (3.3) can be read as
Proof. By a direct computation and (k, l)-algebraic stability, one has (see also Burrage & Butcher, 1980 )
where the latter is obtained by using the inequality 2uv u 2 +v 2 (∀u, v ∈ R). Substituting both (3.7) and the condition 0 < k ǩ into (3.6) gives
An induction to the above inequality generates the following result:
where we have used conditions mh = τ and 0 <ǩ 1. A combination of (3.8) and (3.9) infers (3.3). This completes the proof.
LEMMA 3.6 Suppose that {A i } n i=0 and {B i } n i=−m are two arbitrary non-negative real sequences. Then, the following inequalities hold: Proof. Inequality (3.10) is proven first, by rewriting its left-hand side as follows:
The non-negativity of A i and B i allows us to bound the latter expression by the right-hand side of (3.10). Inequality (3.11) is obtained by setting A i = 1 for all i in inequality (3.10).
A trivial modification of inequalities (3.10) and (3.11) will also be used further on in this paper, namely the inequalities 
Stability of RK methods with CQ formula
This section will deal with both the global and the asymptotic stability of Runge-Kutta methods with compound quadrature formula.
THEOREM 4.1 Suppose the underlying RK method (2.11) is (k, l)-algebraically stable for a non-negative diagonal matrix
, where 0 < k 1, and suppose the quadrature formula (2.13) satisfies condition (2.16). Then, the induced RK method (2.12) with CQ formula (2.13) is globally stable for class (α, β, σ, γ ) with stability constant
Proof. By conditions (2.4) and (2.16), we have
in which the Cauchy inequality has been used. Substituting (4.3) into (3.4) yields
With inequality (3.11) in Lemma 3.6, it holds that
Embedding (4.5) and condition mh = τ into (4.4) yields
Hence (4.2) implies that
This leads to the value of H given in (4.1); hence the method is globally stable.
Since an underlying RK method is algebraically stable iff b j 0 ( j = 1, 2, . . . , s) and matrix D A+ A T D −bb T is non-negative definite, where D = diag(b 1 , b 2 , . . . , b s ) ∈ R s×s (cf. Hairer & Wanner, 1991) , we can derive the following corollary based on Theorem 4.1. COROLLARY 4.2 Suppose that the underlying RK method (2.11) is algebraically stable and suppose the quadrature formula (2.13) satisfies condition (2.16). Then, the induced RK method (2.12) with CQ formula (2.13) is globally stable for the class RI(α, β, σ, γ ) with stability constant (4.1) with d j = b j whenever
Next, we study the asymptotic stability. For this we have the following theorem.
THEOREM 4.3 Suppose the underlying RK method (2.11) is (k, l)-algebraically stable for a non-negative diagonal matrix
∈ R s×s , where 0 < k < 1, and suppose the quadrature formula (2.13) satisfies condition (2.16). Then, the induced RK method (2.12) with CQ formula (2.13) is asymptotically stable for the class RI(α, β, σ, γ ) whenever
Proof. We define the quantity θ as
With 0 < k < 1 and (4.8), it can be deduced that 0 < θ < 1. Because 0 < k θ , it follows from (3.3) in Lemma 3.4 that
By (4.3) and (3.10), we have
(4.10) Substituting (4.10) into the bound for Y n+1 2 leads to a further upper bound for Y n+1 2 :
Since by
and (4.9) we have
Bound (4.11) therefore implies
This, together with 0 < θ < 1, leads to lim n→∞ Y n = 0.
Stability of RK methods with PQ formula
This section will focus on the global and the asymptotic stability of RK methods (2.12) with PQ formula (2.17). First, we define a quantity related to the D-matrix that appears in Definition 3.1; this quantity is frequently used later on: 
Proof. With condition (2.4) and PQ formula (2.17), we have
where we have repeatedly used the Cauchy inequality and the induced inequality 
Moreover, it holds that 
This implies inequality (5.1) and hence the method is globally stable.
COROLLARY 5.2 Suppose the underlying RK method (2.11) with b j > 0 is algebraically stable. Then, the induced RK method (2.12) with PQ formula (2.17) is globally stable for the class RI(α, β, σ, γ ) with stability constant (5.1) with d j = b j , whenever
Next, we study the asymptotic stability of the RK methods with PQ formula. For this, we have the following theorem. THEOREM 5.3 Suppose the underlying RK method (2.11) is (k, l)-algebraically stable for a positive diagonal matrix D = diag(d 1 , d 2 , . . . , d s ) ∈ R s×s , where 0 < k < 1. Then, the induced RK method (2.12) with PQ formula (2.17) is asymptotically stable for the class RI(α, β, σ, γ ) whenever
Proof. We define the quantity η as
It follows from both 0 < k < 1 and (5.10) that 0 < η < 1. Since 0 k η, we can bound Y n+1 2 by using (3.3) in Lemma 3.4,
(5.12) Also, by (5.3), (3.12) and by using the condition h = τ m τ we can bound one of the terms in the above inequality, 
(5.13)
Inserting (5.13) into (5.12) generates
(5.14)
Moreover, by (5.10) it holds that
(5.15)
Combining this with (5.11) leads to
(5.16)
Hence, it follows from (5.14) that Y n+1 2 is bounded by
This, together with 0 < η < 1, shows lim n→∞ Y n = 0: the method is asymptotically stable.
Application to some classical underlying RK schemes
The global and asymptotic stability results derived above are applicable to the VDIDE methods induced by various common RK methods. Based on Corollaries 4.2 and 5.2, we can summarize our findings in the two theorems given below. For their proof we need only note the fact that the underlying RK methods of type Gauss, Radau IA, Radau IIA and Lobatto IIIC are all algebraically stable and satisfy b j > 0 ( j = 1, 2, . . . , s) (cf. Hairer & Wanner, 1991 Burrage & Butcher (1980) showed that this formula is (1/(1 − l) 2 , l)-algebraically stable for the non-negative diagonal matrix D = diag(1/(2 − 2l), 1/(2 − 2l)), where l < 1. Whenever l < 0, we have 0 < k < 1, and, hence, condition (4.8) holds as a condition for asymptotic stability. We immediately have the following result as a corollary of Theorem 4.3.
COROLLARY 6.3 Method (2.12) generated by the CQ formula (2.13) and the Lobatto IIIC formula (6.1) is asymptotically stable for the class RI(α, β, σ, γ ) when (2.16) and the following condition hold:
A similar argument together with Theorem 5.3 leads to a result for PQ-based methods.
COROLLARY 6.4 The method generated by the PQ formula (2.17) and the Lobatto IIIC formula (6.1) is asymptotically stable for the class RI(α, β, σ, γ ) when the following condition holds: . Furthermore, the method is Indeed, when the left-hand side of the condition evaluates to a value , with < 0, one can take l = max{(9 − 3 √ 17)/8, h /4} to satisfy condition (IV). In a similar way, we can show that methods induced by Gauss and Radau IA type formulae, with CQ or PQ methods, possess asymptotic stability under certain suitable conditions. REMARK 6.7 Obviously, all of the previous results hold true with σ set to 1, for equations of the form (2.8) with (2.9), (2.10) and (2.4). REMARK 6.8 Some of the underlying Runge-Kutta methods considered in this paper can be viewed as continuous collocations schemes, e.g. the Gauss and Radau IIA methods. Their extension to VDIDEs naturally leads one to consider so-called exact collocation schemes (Brunner, 1994) , i.e. schemes of the form (2.12) where the integral terms z(t (n) j ) are evaluated exactly. For θ ∈ [0, 1], such schemes can be formulated as
where a j (θ ) = . The results of the present paper are not directly applicable to this scheme. Instead, we have only considered the case where the additional discretization step for the approximation of the integrals is explicitly taken into account.
Concluding remarks
In the present paper, we have investigated the numerical stability of two groups of adapted RK methods for a general class of nonlinear VDIDEs. Here we would like to compare our findings with some of the results from the existing DDE literature. Specializing our results to the DDE equation y (t) = f (t, y(t), y(t − τ )), we find our results to be consistent with those in Huang et al. (1999) , slightly weaker than those in Torelli (1989) and different from those in Reverdy (1990) and Bellen & Zennaro (1992) .
In paper Torelli (1989) , the author has studied the implicit Euler method for DDEs and proved that this method satisfies the following stability property: y n −ỹ n max t 0 −τ t t 0 ϕ(t) − ψ(t) , ∀n 0. (7.1)
This excellent property could only be derived thanks to the simple structure of the Euler scheme. It cannot be generalized to more complex time integration methods. In paper Reverdy (1990) , DDEs are considered that satisfy a weak one-sided Lipschitz condition with a characteristic parameter ρ > 0. For underlying RK methods that are algebraically stable, a generalized stability result is derived, called B ρ stability. For the DDEs considered, the induced RK methods satisfy a stability inequality of the form y n+1 −ỹ n+1 y n −ỹ n , (7.2) where the following notation is used: 
i . In practice one usually wishes to check the perturbation behaviour of numerical solutions, i.e. y n −ỹ n . Hence, the above stability result needs to be sharpened. In paper Bellen & Zennaro (1992) , based on the concept of (semi) B N f -stability of the underlying continuous RK methods, the authors derived (R N -) G R N -stability results for RK methods for DDEs, with a stability inequality characterized by (7.1). More extended results can also be found in the book by Bellen & Zennaro (2003) . The assumption of (semi) B N f -stability is very strong, however, as it leads to an order barrier for the underlying RK methods. So far, only two B N f -stable RK methods have been identified: implicit Euler and Lobatto IIIC with linear interpolation. Also, Zennaro (1997) has shown that four is a sure order barrier for any B N f -stable RK method. Our study on the contrary is based on algebraic stability, which, in general, does not bring on an order barrier. Hence, our research results extend and improve on the earlier results.
