With an increasing requirement to lower the costs of delivered renewable energy, the maintenance costs for marine renewable energy (MRE), due to accessibility issues, are an obvious focal point. In particular, condition-based maintenance and prognostics can help to optimise maintenance activities and forewarn of impending maintenance requirements, mindful of the constrained access to MRE systems due to limited weather windows of sufficient duration.
Introduction
Concerns about global warming and dependence on fossil fuels have generated considerable interest in renewable power generation technologies over the past three decades. In many industrialised countries, especially in Europe, the growth of renewable energy production capacity has been strongly supported by public authorities [1] . Amongst other technologies, the potential of marine renewable energy (MRE) sources is being increasingly explored.
MRE technologies are particularly challenging in terms of installation, operation, maintenance and survivability. Varying operating speed and load, corrosion, sea life, structural stresses induced by wind, wave and current, all represent threats to the survivability of MRE systems. Furthermore, the location at a long distance from shore and the need for specific vessels make installation, operation and maintenance more costly and challenging. For a given failure rate, a device located offshore will experience more downtime than onshore, since accessibility requires a favourable weather window. On-line condition-based maintenance (CBM) has the potential to increase availability and reduce maintenance costs, and hence improve the competitiveness of MREs with other power production technologies.
CBM can be defined as the "continuous monitoring of system data to provide an accurate assessment of the health, or status, of a component or system and performing maintenance based on its observed health" [2] . It implies that system data are monitored and processed in real-time by a condition monitoring (CM) system. Ideally, a CBM system is able to perform: system or component diagnosis, which consists of fault or failure detection, isolation and identification, and/or system or component prognosis, which relies on estimates of the remaining useful life (RUL) of the system or component.
CBM goes beyond fault diagnosis and prognosis: firstly, a typology of components and related failures has to be established and prioritised, through methods such as failure modes effects and criticality analysis (FMECA) [3, 4] . Furthermore, CBM extends to the development of a whole strategy which takes into account not only diagnosis and prognosis results, but also parameters such as expected weather windows and other schedule constraints [5] [6] [7] . Finally, financial aspects also enter into consideration in CBM strategy design [8] [9] [10] . In spite of the importance of these additional aspects, the focus of this review is on techniques for fault diagnosis and prognosis in MRE systems, with emphasis on the applicability of the methods presented to automated, on-line systems.
Unlike other MREs, offshore wind is a mature, plentifully deployed, and well-standardised industry [11] . In Europe, in 2014, $18.6 billion were invested in offshore wind projects [1] , and the available offshore wind capacity at the end of 2014 exceeded 8 GW, according to the European Wind Energy Association (EWEA). The onshore and offshore wind industry has already carried out significant research to develop reliable CBM strategies for wind turbines (WTs).
In contrast, the total installed capacity of other MRE systems worldwide amounted to only 530 MW in 2012, with 517 MW from tidal barrages alone. In Europe, about 40 MW of tidal and 26 MW of wave energy capacity are expected to be installed by 2018 [12] . Non-wind MRE sources are still at an early development stage [13] , and their designs are still much more diverse than offshore wind turbine (OWT) designs. As a consequence, the implementation of maintenance strategies for non-wind MRE systems has received less attention. The blatant resulting imbalance in terms of available literature is reflected in this review.
However, many similarities can be found between most marine energy power generation systems, whether it be in their general structure and essential components [11] , or in the various challenges presented by the ocean environment [14] [15] [16] [17] . Wave energy converters (WECs) and tidal turbines (TTs), in particular, share a lot with OWTs. WTs, TTs and WECs are all complex engineering structures that capture the fluid energy through external moving parts. Electrical components (generators, power converters and transformers) are also common across these three applications. Therefore, a joint review of CBM methods applicable to OWTs, TTs and WECs can be useful to highlight the possible synergies as well as the specificities of each technology in terms of requirements towards the development of CBM techniques. Another distinctive feature of the present review is that techniques for CBM are successively presented for each of the main subsystems of MRE converters, which has two significant advantages: Firstly, this structure allows for a presentation of CBM techniques on a tangible basis, and secondly it considers both the subsystems for which the literature is abundant and the components which could deserve more attention than they have received to date.
In summary, this review is aimed at MRE researchers and developers working on CBM, and has the following objectives:
Orient them quickly towards the most relevant references on CBM for any specific subsystem of interest, including more specialised reviews.
Whenever it is possible, and in spite of the variety of valuable works, highlight studies or techniques that seem to be the most advanced or promising.
Make the research community aware of components that are still overlooked in terms of CBM and would deserve more investigation.
Finally, this review should be particularly useful to researchers and engineers trying to develop CBM techniques for wave and tidal energy converters: despite the paucity of literature on CBM for these two technologies, relevant analogies and specificities should be identifiable, and appropriate techniques, used in the field of wind energy, which could be transposed to corresponding TT and WEC subsystems, chosen. The specific requirements and challenges for some TT and WEC subsystems, in terms of necessary measurement and modelling effort, are also discussed.
To assist in reaching these goals, the main results are summarised in tables (Tables 1-7) , offering the reader a quick overview prior to accessing the detailed analysis if necessary.
In Section 2, the general issues of CBM for MRE are discussed. In particular, the need for CBM is briefly highlighted, the issue of data acquisition is addressed, and the different components possibly found in WTs, TTs and WECs are identified so that CBM issues are discussed on a tangible basis. Sections 3-9 reflect the subsystem typology outlined in Section 2: condition monitoring at the system level (3), structural health monitoring (4), transmission system (5), generator (6) , power electronics (7), grid interface (8) , and controlspecific subsystems (9) . Finally, the conclusion (10) summarises the main observations to retain, whether they be general or specific to some subsystems or MRE technology, and highlights recommendations and challenges to address, especially for WEC and TT CBM development.
CBM for marine renewable energy: general considerations

The need for CBM
Wind turbines
Early experience of offshore wind farm operators showed that the availability rate of OWTs was lower than expected, and that a quarter to one third of the total cost of offshore wind energy is attributable to operation and maintenance [18, 19] . Maintenance costs for OWTs are significantly higher than those of onshore WTs [18, 19] . The fact that offshore wind farms are built in increasingly remote sites makes appropriate maintenance scheduling even more essential. Furthermore, as WTs get bigger, the financial losses due to individual WT downtime also grow [20] . The benefits of CBM for OWTs are then well recognised [18, 8, 21, 22] . CBM is now widespread in the wind industry [23] , an abundant literature about CBM for WTs already exists, and many reviews related to WT CBM have been published [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] 22] . It may be noted that most methods which can be applied to OWTs do not fundamentally differ from those that are used for onshore WTs. That is why, in the present review, techniques for CBM of WTs are more often presented irrespective of their application to onshore or offshore WTs.
Tidal turbines
In order to reach economic competitiveness, TT concepts have to overcome major challenges related to installation, maintenance, electricity transmission, loading conditions and environmental impacts [36] .
A review of the various tidal current extraction technologies under development can be found in [37] . To date, most concepts under development are horizontal axis tidal turbines (HATTs) [37] . In particular, all the large marine TT projects -i.e. exceeding 500 kW -reported in [38] are HATTs. This is why, unless otherwise specified, the TTs considered in the present paper are HATTs. However, even amongst HATTs, designs still differ a lot, for example in the number of blades [38] or in the design of the supporting structures [39] .
The particularly challenging operating conditions of TTs have been well described [15, 39, 40] . In broad outline, most damage caused by the operating environment of TTs can be categorised into hydrodynamic loads, erosion/corrosion, and biofouling [39, 15, 41, 42, 14] , although these factors are often interrelated. Some examples of TT failures due to hydrodynamic loads and biofouling can be found in [4] . Maintenance requirements have strongly influenced TT designs such as the twinned SeaGen, Alstom's Oceade and the OpenHydro TTs.
To some extent, knowledge transfer from wind and ship propeller industries is to be expected, since many components and operational challenges are common across these applications. However, the operating conditions of TTs show significant specificities [39, 43] , which means that a direct transposition of methods applied to WT components is not possible. A research effort specific to TT CBM is therefore necessary.
Wave energy converters
Ocean waves represent a vast, untapped resource estimated at 2 TW [44] , or 32,000 TW h per year [45] . However, wave power Table 1 General issues on CBM for marine renewable energy technologies.
Need for CBM
Available literature on CBM
Data for CBM
OWTs Strong: intermittent and strong operating loads, corrosive environment, wind gusts, waves, distance from shore, high capital cost [8, [18] [19] [20] [21] [22] Abundant: reviews found in [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] SCADA data [57] , commercial condition monitoring systems [55] [70, 75, 74] , GP [68, 74] , GMM [65] , other methods and comparative studies [72, [75] [76] [77] 61, 65, 73, 70] Ability to easily model nonlinear input/output relationships -Clustering methods and GMMs intuitively model multi-regime processes.
Physical-statistical model [72] Simple, informative, effective -GPs naturally provide information on the confidence of the output prediction -ANNs generally exhibit good performance in comparative studies.
-Incorporating physical knowledge into the model [72] is highly recommended. Appropriate input data (in addition to wind speed and direction) Air density (or equivalent quantity such as air temperature) [68, 61, [75] [76] [77] [78] [79] Crucial data to reduce output variance -Incorporation of relevant input is crucial. Simple models with enough input data can outperform complex models with less input data. Other SCADA data (system duty, binary status, etc.) [72, 66] Also reduces output variance -In particular incorporating air density when possible is highly recommended. SCADA data from other WTs [79, 70, 69, 74] Detect outliers, replace missing data, improve diagnosis reliability -Using other available SCADA data to monitor the performance of specific subsystems is valuable. Examples of data choices are found in [72, 66] .
-Data from surrounding WTs can be successfully used.
TTs
Input/output relationship -TT power curves are well-defined provided that upstream flow velocity and water density are known Appropriate input data -The upstream flow velocity should be measured or estimated -If the flow is estimated, waves in the area must be taken into account.
-Water density should be measured or estimated.
WECs Input/output relationship -Involves modelling of complex hydrodynamics or that a power matrix has previously been built Appropriate input data -Free surface elevation may be measured or estimated.
-Alternatively the input may be considered as the current sea state (given as a wave spectrum) A. Mérigaud, J.V. Ringwood / Renewable and Sustainable Energy Reviews 66 (2016) extraction technologies are still in an early development stage, being very far from competitiveness with other energy sources [46] . WEC survivability in the marine environment brings significant engineering challenges, since structures must be designed to face extreme waves and the highly corrosive environment at the sea surface, resulting in very high capital costs [44] . WECs are even less standardised than TTs, as illustrated by the close to 1000 wave energy conversion techniques which have been patented in Europe, North America and Japan [44] . As reviewed in [14] , the hydrodynamic environment and biofouling both represent significant threats for WEC survivability. Critical tribological components are identified in [39] : hydraulic system, pistons and cylinders, hinge, bearings, sliding and rotating seals and embedded turbines must all be compatible with the marine environment. However, similarly to TTs, very little research has been proposed on CBM of WECs.
Combined MRE systems
This subsection is concluded by a final discussion about the specific aspects of combined MRE systems. Combined MRE systems mainly associate wind and wave energy -since resource combination involving TTs has much less potential [47] . Combined wind-wave systems can be [47] :
co-located systems, in which OWTs and WECs share "the same marine area, grid connection, O&M equipment and personnel [and] port structures" into a unique farm, hybrid systems, which combine an OWT and a WEC on the same structure, or island systems, that are similar to hybrid systems but much bigger, and may combine more than two marine resources.
The combination of OWTs and WECs has positive implications in terms of maintenance costs and needs. Firstly, O&M costs would be shared between the two resources, hence contributing to electricity cost reduction for both technologies. Secondly, [47] points out the "shadow effect" induced by the presence of WECs: by absorbing a significant fraction of the wave energy in the vicinity of OWTs, WECs may act as shields, thus reducing the loads on structures and making maintenance easier by increasing the length and number of suitable weather windows for maintenance operations on the farm.
Conversely, combining WECs and OWTs into a same farm creates new types of risks for the latter, since WEC mooring failure might result in catastrophic collision.
Subsystem typology
Within the scope of this review, it is important to have an overview of the technologies used for the different possible energy conversion stages, and the associated components.
Wind turbines
As far as wind turbines are concerned, the drive train mechanical components and, to a lesser extent, the rotating blades, have received the most attention in the literature and in commercially available CM systems. However, there is no consensus with regard to which components should receive more attention [48] . Other WT components seem to be at least as prone to failure and should not be overlooked in any OWT CBM system, in particular components related to power electronics (PE) and control [20] , which are relatively overlooked in most reviews dedicated to CBM of WTs and therefore will receive more attention in the present review. -Reviews of rotating electrical machine CM techniques [190, 191, 189, 30] .
-Slip-frequency domain [192] 1 ,
2
.
Electrical signals could present less strong variability and transients than in WTs, making fault diagnosis easier.
-In case the generator is decoupled from the device motion through a hydraulic PTO, signal variability and transients could be less strong than for WTs. -Traditional method: MCSA (not suitable for varying-load applications).
-T-F analysis: WT [193] 1 , 4 [194] 1 [195] , adaptive transform [196] 1 , comparison of T-F methods [142] 2 .
-In case the generator is coupled to the device motion through a mechanical drive train the generator load variability could have unique features requiring specific studies.
-Diagnosis techniques for nonstationary applications are reviewed in [30] . T-F analysis is found to be more suitable than frequency-domain, time-domain and slip-frequency analysis.
-Alternative electrical signals [197] 1 , 2 [198] 1 , 2 [199] 1 Only the CMSWind system uses electrical signals for generator fault diagnosis [55] .
Linear
Gen.
CBM for linear generators would deserve investigation given the number of WEC concepts including a linear generator.
Critical quantities to monitor could be [59] :
-Electrical quantities, -Generator temperature, -Water level inside the generator, -Translator position, -Forces experienced at the extremes of the reciprocating translator motion.
Superscripts indicate whether studies are based on data. 1-from physical experiments in laboratory. 2-from numerical simulations, 3 -recorded on scaled models. 4-from operating full-scale devices. -Open-circuit fault: detection methods reviewed in [207, 209, 189] . Most methods are non-invasive and require no sensor.
-Short-circuit IGBT faults [207] : rapidly evolve to catastrophic failures. Protection schemes implemented in hardware.
PE device PE converters are increasingly critical components across the three applications.
-WT PE RUL estimation [213] 2 , -Given specific control strategies and operating conditions of TTs and WECs, specific work is needed to adapt PE prognosis techniques. Review of CM and prognostics for IGBT PE in [212] .
-Comparison of offshore and onshore WT PE reliability [214] 2 , -Similarly to WTs, environmental threats (salt, etc.) could be prominent failure causes. -Faults due to thermomech. stress: for nonstationary applications, mainly model-based prognosis methods are suitable [211] .
-Effects on the WT PE RUL: of wind speed [215] 2 and of WT control [216] 2 -Other faults: for WTs, other damage causes may be more important [217] 4 , such as electrical overstress and insufficient protection against salt and condensation. These deserve more investigation.
Superscripts indicate whether studies are based on data. 1-from physical experiments in laboratory. 2-from numerical simulations, 3 -recorded on scaled models. 4-from operating full-scale devices.
A. Mérigaud, J.V. Ringwood / Renewable and Sustainable Energy Reviews 66 (2016) Two WT concepts are currently dominating the market [49, 50] :
The variable-speed WT with a DFIG and a part-scale power converter (see Fig. 1(a) ) is currently the most widespread design.
The variable-speed WT with an asynchronous or synchronous generator connected to the grid through a full-scale power converter (see Fig. 1(b) ) is also popular and is expected to play a more important role in the near future. In WTs equipped with a full-scale power converter, the gearbox can be omitted, which requires the development of specific CBM techniques.
Furthermore, hydraulic-drive and hybrid transmission are promising concepts for future wind turbines [50] and should be considered in the development of new CBM techniques.
Tidal turbines
The two main TT configurations are similar to those of modern WTs and thus can be also represented by Figs. 1(a) and 1(b). More details about possible variants of these concepts and the associated components can be found in [37] .
Wave energy converters
In spite of the diversity of WEC concepts [44, 51] , it is possible to establish classifications that allow the study of WECs in a generic way. Inspired by [44, 51] , five typical wave energy conversion typologies are identified and illustrated in Fig. 2 (from top to bottom):
Oscillating water columns involve the conversion of the air flux inside the device into the rotation of an air turbine coupled to a generator.
In overtopping devices, the water collected in the reservoir is released back to the sea through a hydraulic turbine, which is coupled to a generator.
A typical configuration for floating point absorbers, submersed pressure differential devices, floating attenuators and wave surge devices employs a hydraulic system [51] , which is suitable for situations where the oscillating motions are slow. In this case, a piston transfers the motion of the device to the hydraulic system which activates a hydraulic motor, coupled to the generator.
Although not as common as other energy conversion technologies (and thus not included in most reviews), some concepts such as CorPower [52] , StingRay [53] and the BOLT Lifesaver, transfer the motion of the device to a mechanical drive train including rotary bearings.
Finally, the motions of a floating point absorber or submersed pressure differential WEC can be directly converted into electricity through a linear electrical generator.
General structure of the review
Finally, the typology of subsystems that has been retained to structure the present review is illustrated by the dashed, coloured borders in Fig. 2 , and can be detailed as follows:
Whole device or farm -3: At the widest level, tracking abnormal Table 7 CBM techniques for various marine renewable energy subsystems.
Subsystem
General comments WTs TTs WECs
Grid interface -Elec. configurations for MRE farms [51, 11] . Critical components: lowvoltage, high-voltage and grounding transformers [218] .
Low-voltage transf. are reported to fail prematurely [219, 220] due to -Identical methods could be implemented for TTs and WECs. -CM of power transf. is common practice (review in [221] ): dissolved gas analysis, temperature monitoring, partial discharge analysis, frequency response analysis.
-variable load of WTs resulting in thermal cycling, -harmonic content of the WT power output.
Mech. brake -Important in WTs and TTs, but CBM of mechanical braking system is still underdeveloped [225] .
-Possible measurements for diagnostics [226] 2 : MCSA for faults in the hydraulic system and in the three-phase motor, non-contact temperature and displacement measurement for faults in the brake disc and calliper.
Pitch
-Methods for pitch system diagnostics: -Data-driven proposed in [227] 4
. Reduces the number of alarms to handle manually and generates meaningful rules. -Only one commercial product (Condition Diagnostics System) includes a pitch system CM option [55] .
-In TTs including a pitch mechanism, fault diagn. and fault-tolerant control will be as relevant
Yaw
-No studies dedicated to yaw mechanism fault detection have been published. However 2 commercially-available WT CM systems include yaw system CM features [55] -WT yaw errors could be detected by elec. power frequency analysis [121] 1 , 2 (cheap solution), or accurately estimated through LIDAR wind measurements [233] 4 (at the cost of LIDAR sensor).
-Some TT concepts include yaw mechanisms.
Sensors
Sensor fault detection techniques can be model-based and aimed at fault-tolerant control.
Model-based methods [234] 2 [235] 2 [236] 2 [237] 2 .
WEC modelling is more complex.
Superscripts indicate whether studies are based on data. 1-from physical experiments in laboratory. 2-from numerical simulations. 3 -recorded on scaled models. 4-from operating full-scale devices. performance of the whole device/farm, can be a cheap and efficient way to detect impending faults.
Structural components -4: Structural components of OWTs include tower, nacelle, rotor and blades, transition piece and foundation. Structural components are similar in the case of TTs, but much more diverse in the case of WECs. Structural components fall into the broad scope of Structural Health Monitoring (SHM).
Transmission or PTO system -5: Depending on the type of device considered, the transmission system may consist of a mechanical drive train (WTs, TTs and WECs), of a hydraulic circuit (WTs, TTs and WECs), or of air and water turbines (WECs).
Generator -6: Rotary generators are included in all WTs and
TTs, and in most WEC concepts. WECs containing linear generators present specific needs in terms of CBM.
Power electronics -7: For any significant wind, tidal or wave power production, an electronic power converter is necessary to connect the 50-Hz, three-phase electrical network to a variable speed generator.
Grid interface -8: Electrical connections and transformers are necessary to collect power from individual devices, and to transmit it to shore through high-voltage connection.
Control systems -9 (not highlighted in Fig. 2 ): In addition to hydraulics, generators and PE, which play an important role in the device control but are handled separately in the present review, other control-related subsystems may be included. In the case of WTs, they include in particular sensors as well as braking, pitch and yaw systems. Higher-level control systems such as maximum power point tracking and other supervisory control are also active but they are not handled in this review.
Data for CBM
Regardless of the component monitored, an important point to consider is the data used for CBM and collected by the CM system. The situation is very different for WTs on the one hand, and TTs and WECs on the other hand.
Regarding WTs, one can distinguish two main types of data that can be used for CM: data from the standard supervisory control and data acquisition (SCADA) system, which typically give global indicators of the WT health, and data from CM-specific sensors, that can be used for more advanced diagnostics.
SCADA systems have progressively become a standardised practice in the wind industry, and they are now mandatory in any modern WT. They offer a very low sampling rate -values are generally averaged over a 10 min interval. The values monitored typically include active power output, wind speed, power factor, reactive power, phase currents, and temperatures of the nacelle, gearbox bearing, gearbox lubrication oil, generator winding and generator bearing [54] . SCADA systems are used to monitor the generated power and to confirm the operation of the WT. They can also be calibrated to transmit alarms to the wind farm operator. Generally speaking, SCADA systems were not originally designed for CM, and therefore can only provide basic fault detection features.
Most commercially available CM systems, as well as new damage detection methods developed nowadays, are based on specific measurements (velocity, acceleration, strain, etc.) which are often not monitored by traditional SCADA systems, and require higher sampling rates than the SCADA system. Installation of the corresponding extra sensors on WTs is then necessary. As a result, the nature, number and location of the sensors that are used differ amongst commercially available CM systems, and there is currently no standardised practice [26, 55] .
However, sophisticated analysis tools now make it possible to exploit better SCADA data in order to detect or predict failures in the system. Smarter use of SCADA data can then offer a cheap alternative to additional sensor networks, arising the interest of industrial players; furthermore some recent SCADA analysis tools can incorporate data from an installed CM system [56, 57] . Conversely, many CM systems, although they are based on specific sensors, also incorporate relevant data from the SCADA system for a more reliable fault detection and diagnosis. Commerciallyavailable SCADA data analysis tools for WT health monitoring are reviewed in [57] , while commercially-available CM systems are reviewed in [55] .
In contrast, there is yet no such standardised system such as SCADA in the TT and WEC industries, rather, bespoke solutions are commonplace. A comprehensive review of measurement systems for WECs is found in [58] . The specific characteristics of WECs require that the traditional sensors used for CM be adapted accordingly [59, 60] .
Condition monitoring at the system level
At the broadest level, failures can be detected and predicted by monitoring the performance of the whole device or farm, using data and system operating variables that are not primarily aimed at CBM, thus requiring no additional sensor. Any performance degradation is indicative of a fault or developing damage.
As far as WTs are concerned, outputs from the SCADA system are generally used for this purpose: although these outputs may not be precise enough to allow for accurate damage detection, qualification and severity assessment, they can be sufficient to discern the presence of a fault, thus possibly triggering a more advanced diagnosis through purpose-specific CM system. Furthermore, methods based on SCADA data don't necessitate the use of additional sensors. The basic concept is to monitor the relationship between different data collected, by means of statistical analysis or artificial intelligence tools. In particular, the power curve, i.e. the relationship between wind speed and power output, indicates the overall health of the WT [61] .
[57] provides a valuable survey of commercially available WT SCADA data analysis tools with a focus on health monitoring issues. Most of the 26 systems identified, whether they are based on statistical analysis or artificial intelligence, propose real-time reporting and analysis. Control and monitoring extend from individual WTs to wind farm cluster management systems gathering several, geographically-distant wind farms together. Some systems also feature component failure diagnostic capabilities. Recent products can be integrated with data from CM systems, thus allowing for a more comprehensive picture of the WT condition. The trend towards a more sophisticated use of SCADA data is particularly illustrated by the Wind Turbine Prognostics and Health Management demonstration platform, developed by the American Centre for Intelligence Maintenance Systems, which uses WT modelling to perform health monitoring and predictive maintenance in various operating conditions.
In contrast, the performance of TTs and WECs is above all monitored as part of the device development and testing process such as in [62, 63] , so that generic approaches to detect faults based on the performance of the devices have not yet been developed. As a result, parts 3.1 to ?? are dedicated to WTs only.
The challenges of power curve modelling
Monitoring the performance of a WT or wind farm generally involves a comparison between the power output predicted by a model and the measured power output. Typically, the wind speed measured by the SCADA system is used as an input for the model to compute a predicted power, which is then compared to the actual, measured, produced power. Thus, the adequate modelling of the power curve -i.e. the relationship between the power output and inputs such as wind speed -is of critical importance for the accurate detection of abnormal WT behaviour. [64] provides a review of power curve modelling techniques, from simple piecewise or polynomial parametric models to advanced statistical methods such as the Copula model, and machine learning and artificial intelligence such as k-nearest neighbours, artificial neural networks (ANNs) or fuzzy logic.
As illustrated in Fig. 3 , one of the difficulties encountered when monitoring the behaviour of a WT is the multi-regime nature of the power curve, which makes comparability of data from different periods challenging. This issue can be addressed by using only those data points that belong to a given part of the curve -generally the sloping part [66] [67] [68] , and/or by splitting data into several [67] or many [66] data bins, e.g. depending on power output or wind speed. Another option is to use statistical or machinelearning techniques able to model multi-regime processes, for example the Gaussian Mixture model in [65] or clustering methods in [69, 70] .
Statistical relationships and machine learning tools
Some authors, such as in [67, 66, 69, 71] , study the statistical relationships between two or more sets of SCADA-recorded variables in normal and current conditions to detect abnormal operation of the WT. In [67] , the covariance matrix eigenvalues of the two-dimensional dataset made of wind speed and power values are used as indicators of WT's normal or abnormal operation. In [69] , three WT performance curves are monitored (power, rotor speed and blade pitch, all versus wind speed). Skewness and kurtosis of the obtained distribution are used to detect abnormal performance. In [71] , the power curve of a whole wind farm is represented by a drift/diffusion model in which the drift coefficient is used as an indicator of the farm performance. Study [66] shows how SCADA data can be used to detect faults at the system level, but also for various WT sub-assemblies. The methodology proposed is based on finding appropriate correlation between pairs of SCADA data -depending on the component monitored. Correlation between any pair of data sets is depicted through a polynomial relationship whose coefficients are determined by LSE minimisation. The cumulative absolute difference between the polynomial correlation functions obtained on historical and current data is used as an indicator of abnormal condition. The comparison criterion is based on a wide range of operating conditions, i.e. along the whole curve of the correlation functions, thus making detection more robust. It is also worth noting that the authors propose a table suggesting possibly relevant correlations that could be explored to monitor various WT components.
In other studies [72] [73] [74] [75] [76] [77] 65, 70, 68, 61] , advanced machine learning tools are used to model the complex, non-linear input-output relationships, before the WT performance is monitored, more often through residual analysis. In [65, 73] , several types of machinelearning tools are evaluated to model the performance of a WT. The deterioration index obtained from the Gaussian mixture model (GMM) in [65] seems particularly interesting, since it shows a gradual increase prior to all significant downtimes or maintenance events. Furthermore, the use of two or more clusters in GMM efficiently and intuitively models the multi-regime feature of the power curve. In [70] , SCADA vibration data of the WT drive train and tower are used to monitor the WT health. Unsupervised data clustering through k-means is explored, some clusters representing faulty states. Seven data-mining algorithms are also compared to model the WT behaviour and compute power residuals on which control-chart monitoring is performed, ANNs and ANN ensembles giving the most accurate results. [74] explores the potential of monitoring individual WTs and a whole wind farm with the use of SCADA data. ANNs and Gaussian Processes (GP) are first used to model the power curve of each individual WT of a 48-WT wind farm. Then, the ability of each WT power curve to predict the behaviour of every other WT is represented as a 48 Â 48 MSE matrix. Exceedingly high MSE values in the confusion matrix are expected to be a potential indicator of an abnormal situation in the WT or wind farm.
Incorporation of relevant data and physical knowledge
Wind speed and wind direction are not the only parameters governing the variations of the power output of a given WT, and this is probably why even sophisticated machine learning techniques can fail in accurately modelling the WT power curve, when only given wind speed as an input. Another important variable is air density, which is not included in most models proposed in the literature. Fig. 4 illustrates the gain of information that air density can provide for power output assessment [68] .
Some authors have started to explicitly include air density as an additional parameter to wind speed and direction, with promising results [68, 61, [75] [76] [77] [78] [79] . In [68] , the WT power production is modelled as a Gaussian process whose inputs are wind speed and air density. An interesting benefit of using a Gaussian process as a model is that the variance in the different regions of the input space can give information on the confidence of the prediction. [75] compares several WT power curve modelling approaches. The methods identified in the literature as the best performingcluster centre fuzzy logic, ANN and k-nearest neighbour modelsare all tested against each other, as well as against an additional method proposed by the authors using an adaptive neuro-fuzzy inference system (ANFIS) model. A comparison is made, first using wind speed only as an input, then adding air temperature and wind direction as inputs. Predictably, regardless of the method used, additional inputs reduce the variance of the prediction error and thus allow for earlier detection of abnormal performance. The results of all four methods are very similar and satisfactory as they all allow for a detection of abnormal WT performance. In [76] the ANFIS method is studied further by the same group of researchers and its incorporation into a performance monitoring algorithm is carried out. The algorithm is validated in [77] where its efficiency is shown on various malfunctions of WT sub-assemblies.
Finally, the idea of monitoring the performance of a WT by using data from other WTs is explored by several authors and can be very useful to check whether some data seem to be outliers, to replace missing data [79, 70, 69] or more generally to improve diagnosis reliability [74] .
In summary, it seems from the available literature that a number of techniques, whether they are based on statistical or physical models, or on machine learning and artificial intelligence, show very comparable performance. Furthermore, comparative studies are often based on one specific dataset, so that it seems risky to generalise conclusions with regards to which modelling method would outperform all the others and should then be favoured. But, regardless of the method chosen, a key factor in successfully monitoring WT performance is the incorporation of relevant variables, especially wind direction and air density.
In addition, working with purely "black box" models such as ANNs and other machine learning tools can be both complex, and not very informative. Even though modelling the behaviour of the entire WT through exact physical equations would be impossible or extremely difficult, incorporating some insight about the Fig. 4 . Scatter plot of filtered ten-minute average wind speed and power measurements recorded for a WT over one year, where colour indicates the air density value [68] .
underlying physical processes, whenever it is available, is generally beneficial. [72] , based on SCADA data, provides a good example of this trade-off, by combining a relatively simple modelling technique with a choice of parameters "informed" by knowledge about physical processes. Signal-trending and an ANN are compared with a method based on a physical model, and the latter is found to be the most reliable and informative. For a given component of the WT, a basic physical model determines the parameters governing the evolution of a monitored value (e.g. a model for a drive train component temperature can be derived from the energy balance of the component). The model then takes the form of a correlation between an output signal (e.g. temperature) and the input signals, the correlation order depending on the nature of the underlying physics. The model is then calibrated through datasets corresponding to normal conditions. It is worth noting that the more explanatory data are available and used in the model, the better the model performance. For example, not only temperature, but also coolant system and pitch motor duties, coolant pressure, as well as binary status variables of some WT subsystems, can be successfully added as inputs for the physical model. The method is tested on a wide validation test, showing early detection of incipient faults in most cases (from 1 month to 2 years before component failure).
In conclusion, as it doesn't necessitate the installation of sensors in addition to those of the SCADA system, monitoring the performance of WTs or wind farms seems to be a cheap and efficient way to provide various alarms [80] , possibly triggering further investigation by CM systems specialised on specific subassemblies which will be the focus of Sections 4-9.
Performance monitoring for TTs and WECs
Unlike WTs, TTs and WECs are not equipped with standard measurement systems comparable to SCADA. However, it may be relevant to determine what the requirements would be in terms of input and output measurement in order to monitor the TT and WEC performance in real time.
Similarly to WTs, the response of TTs essentially depends on the velocity and direction of the incident flow and on water density. The TT power curve can then be used to predict the output power. However, in the case of TTs the incident flow should be measured or estimated upstream. In case the incident flow cannot be properly measured, it would have to be estimated through modelling of the coastal area, taking into account not only the predictable flow velocity due to tides, but also variations in the flow velocity induced by wave conditions over the area of interest. Finally, in some areas water density exhibits a significant variability which has to be taken into account in performance monitoring of TTs.
As far as WECs are concerned, the system input-output relationship is significantly more complex than it is for WTs and TTs.
If the system input is considered to be the water surface elevation at every time, then the latter should be measured or estimated in real time. Predicting the power output then implies that the WEC hydrodynamic behaviour is properly modelled, including the effects of control if necessary.
The system input could also be considered as the sea state (for example every hour), described by a wave spectrum, which should then be measured or estimated. In this case, the expected WEC output power could be derived from a power matrix, from an other parametric table, or from numerical simulations involving a suitable hydrodynamic model.
Structural health monitoring
WTs are increasingly tall machines subject to strong and intermittent loads. The condition of their structural componentstower, nacelle, rotor and blades -is critical, since any damage to the structure threatens the integrity of the entire system [31] . WT tower, nacelle, rotor and blades then fall under the scope of SHM, which is defined by Farrar and Worden [81] as "the process of implementing a damage identification strategy for aerospace, civil and mechanical engineering infrastructure".
Structural damage can be caused [31, 32] by a gradual alteration of the material properties by fatigue, thermal stress, moisture absorption and corrosion, or by more sudden events such as strong wind gusts during storms, uneven ice accumulation on the blades, lightning strikes or even collisions with birds. Structural damage can also be the result of faulty manufacturing. The need for SHM is increased in the case of OWTs due to harsher operational conditions and remote location [82] . Finally, OWT foundations are subject to specific threats from the marine environment, in particular from wave-induced loading, corrosion, erosion and biofouling.
SHM is also relevant for TTs, since TT structural components, especially blades, seals and supporting structure, are under threat from the marine environment. Concerning WECs, the design of the primary interface for sea-keeping and device survivability has been the subject of most development and academic effort [44] . Structural integrity is indeed the most obvious concern, mainly due to the hydrodynamic loads induced by waves, and to biofouling. However, due to the early development stage of the tidal and wave energy industries, few published studies have been dedicated to SHM for WECs and TTs.
Reviews of the different sensing techniques that can be used for SHM of WTs [31] [32] [33] 35] show that blades have received the most attention amongst the WT structural components, and that acoustic emission (AE) is the most widely used method in blade full-scale testing and certification, although strain measurement (SM) and vibration analysis (VA) are also common practice and many other detection techniques have been investigated.
However, authors [31] [32] [33] 35 ] also highlight the fact that the implementation of damage detection methods via on-line SHM systems still faces strong operational, economic and environmental challenges. Data normalisation techniques must be developed to take into account the influence of varying operational conditions and strong ambient noise in the collected measurements. The damage detection technologies involved often require the installation of numerous sensors along with costly and bulky data-processing and interpretation units. The sensors themselves, especially those that are located on the blades, may require the development of energy-harvesting techniques [83] [84] [85] and are subject to failure. As a visible consequence of these difficulties, only 5 commercially-available WT SHM systems are identified in [55] . Three of these systems are based on accelerometers and the two others use fibre optic sensors. No commercialised SHM system appears to use AE. Finally, the challenges of on-line SHM implementation apply to TTs and WECs as well.
Strain measurement
SM can be used to monitor the health of WT structural components [86] [87] [88] . There are several sensing technologies [32, 31, 89] : traditional strain gauges (electric transducers), optical fibre sensors, and strain-memory alloys (still at an early development stage). In [86, 87] , the authors investigate the use of a radial arrangement of strain sensors in the vicinity of the base weld joint of an onshore WT tower. The method proposed in [86] is based on the strain difference between two adjacent sensors in the array. [87] addresses the issue of the choice of the number of sensors, which is determined by the minimal crack size that must be detected. In [88] , data from strain sensors and from the yaw mechanism are used with a Kalman filter to monitor changes in the WT tower neutral axis position, which can then be used to assess the presence of damage. The method [88] is simulated and validated on a finite-element model of the tower.
Strain sensors could be equally suitable for TTs and WECs [90] [91] [92] 59 ], provided that they receive additional protection [17, 92] .
In [90] , it is shown that time-frequency (T-F) analysis of the axial thrust measured on the supporting structure of a TT can be a relevant tool for blade fault detection. The proposed method is able to reconstruct the instantaneous angular velocity of the blades and to provide a clear spectral representation of the thrust amplitude, which can be used as a basis to detect faulty blade conditions. Thrust measurement at the base of each blade can be used to detect individual blade offset [91] .
SHM of WECs could be performed through the use of strain gauges combined with a model of the hydrodynamic response of the device, such as in [92] . Importantly, SHM requires that the normal device response is known for a given sea condition, which implies that a suitable hydrodynamic model is developed and the sea state is measured. A force transducer is incorporated into the measurement system proposed in [59] to monitor the force in the line which connects the floating buoy down to the linear generator (LG). A traditional strain gauge is used to measure the tensile force on the generator hull. Monitoring the forces experienced when the translator hits the upper end of the generator is of particular importance.
Vibration analysis
VA for SHM consists of monitoring the modal properties of the structure [32] . Changes in modal properties are interesting to monitor, not only because they are indicators of developing damage, but also because they can accelerate ageing of the structure; indeed, changes in modal properties may cause some lower modes of the structure to coincide with typical wave or gust frequencies, and higher modes to accord with the rotor higher harmonics, which could significantly reduce the expected lifetime of the structure [93] .
In [94] , the authors study data-reduction, pattern recognition and novelty detection techniques for damage diagnosis in a WT blade. The study is based on a laboratory experiment where a 9-m WT blade is excited at its resonance frequency until a crack becomes visible. The data come from two arrays of piezoelectric transducers. More precisely, as illustrated in Fig. 5 , each array consists of several sensing transducers (S) arranged around an actuating transducer (a1), and records the high frequency response function of the blade at each sensor's location. Probabilistic principal component analysis is used to reduce the dimensionality of the data, and the features extracted are used as an input for two unsupervised machine learning methods: auto-associative ANN, and a novel approach based on a radial-basis function (RBF) network, both of which show an increase of the novelty detection index above the novelty detection threshold long before the crack became visible.
In [95] , a numerical model of a 5 MW OWT is implemented, and the presence of a shear web disbond on one of the blades is simulated. The study determines which dynamic variables could be used for disbond diagnosis. It is found that non-blade measurements (wind speed and direction, transverse nacelle acceleration) can be used to detect the presence of the shear web disbond, before blade measurements (span-wise tip acceleration, blade tip acceleration, blade root pitching moments) are used to confirm the presence and assess the severity of the disbond.
The challenges of using field measurements for modal analysis are illustrated in [93, [96] [97] [98] . [93] reaches an important milestone towards continuous, on-line monitoring of the modal properties of an OWT tower. Vibrations of a mono-pile OWT tower and transition piece are measured on-line and recorded over a two-week period, as well as standard operational SCADA data. The data are then pre-processed and fed into state-of-the art modal analysis tools that have been automated, to successfully identify and track modal shapes, modal frequencies and damping ratios. During the measurement campaign, the WT was idling or in parked position. Further work is required to test the proposed method on an operating WT and to incorporate better non-vibration operational and environmental variables recorded by the SCADA system. [98] addresses the issue of the necessity of an excitation source to measure vibrational response; indeed, the proposed methods don't directly rely on the modal properties of the structure, but on the change of vibration propagation between two distant sensors, using ambient noise as an excitation source.
As for the tower and blades, modal analysis of OWT foundations can be performed [99] , taking into account blade rotation, wind speed and direction, wave height and tide level; phenomena such as scour or seabed shift indeed have an effect on the structure natural frequency. In [100] , the impact of biofouling on the dynamical response of OWTs is investigated.
Similarly to WTs with which TTs show strong structural analogies, numerical models could be used in conjunction with sensor data to detect TT structural damage and to estimate the RUL of structural components. The development of such models for TT blades is illustrated in [101] [102] [103] , where fatigue analysis and life estimation of TT blades are investigated. In particular, the potential use of WT blade design and analysis tools for TT blades is explored in [102] .
Acoustic emission testing
AE can be defined as "the phenomenon of transient elastic wave generation due to a rapid release of strain energy caused by a structural alteration in a solid material under mechanical or thermal stresses" [104] . AE signals are released in the very high frequency spectrum ( > ) 50 kHz , and therefore must be recorded by a transducer with a very high natural frequency. The advantage of AE analysis is that, unlike VA, it is sensitive to the growth of subsurface damage. In AE techniques, AE events are recorded, then characterised, e.g. by their amplitude, duration or frequency. Damage can be located by linear or triangular location, when arrays of sensors are used. AE testing is now widely used in laboratory fatigue-testing in the WT blade certification process [32, 33, 105] .
The implementation of AE-based damage detection techniques on operating WTs presents specific challenges [105] . In particular, AE techniques require a high sampling rate (typically >100 kHz [25] ) and a sensor location close to the damaged zones, which possibly implies a significant number of sensors and an expansive data processing and storage equipment [32] . No commercially available SHM system based on AE for on-line CM still exists [55] .
However, the authors of [105] state that current technological advances allow for on-line AE implementation. After briefly tracing the development of AE techniques for WT blade SHM, they present results obtained from the first long-term, AE-based, online monitoring of a full-scale WT blade, through a system developed within the EU-funded research project "NIMO" (2009) (2010) (2011) (2012) . AE data are used in combination with WT operational data and strain values along the blade. Results open promising paths of investigation for application of advanced machine-learning techniques to classify AE signals. Emphasis is put on the essential, complementary use of non-AE operational data to help in classifying AE events, and on the need for advanced novelty detection techniques trained on abundant healthy-state data.
In the field of wave energy, acoustic analysis has been mainly performed with the aim of assessing the impact of WECs on marine life. However, it is proposed, in the scope of the AEMORE project [106] , that the experience gained in AE analysis of WECs could be used for damage detection of both structural and internal components. As in the case of WTs, one of the main challenges identified lies in the way to handle the large amount of high-frequency-sampled data, to identify AE events whose duration does not exceed several minutes. Nevertheless, compared to AE in a "dry" environment, underwater AE analysis presents significant advantages which could make the technique beneficial. In particular, the underwater ambient noise belongs to the low frequency range ( ) 10 kHz , so that there should be less interference with the recording of AE events; furthermore sound propagation is better in water than in air, so that "sensors can be placed away from a WEC, where they can monitor multiple parts of a system at once [106] ".
Other methods, combination of measurements
Alternatives to the well-established sensing methods described in parts 4.1-4.3 are experimented with WT SHM, but they are not yet technologically and economically ready for a full-scale on-line implementation. These alternatives include optical measurements [107] [108] [109] , laser Doppler vibrometry [110] , thermal imaging [31, 29, 111] , ultrasonic testing [31, 112] , electric conductance properties of carbon-fibre materials (electrical resistance and eddy-current) [31] , and X-radioscopy [31, 113] . In [114] , a laboratory fatigue test is presented, in which many sensing techniques are compared to assess the effects of manufacturing-induced defects on a WT blade under laboratory controlled fatigue testing.
The authors would also like to mention advanced studies and projects in which combinations of measurements of different natures are proposed as successful SHM methods:
A relevant combination of measurements is proposed in [115] , where an aerodynamic sensitivity analysis on a numerical model of a 5 MW WT is performed, in order to determine the measurements that are required for the detection of shear web disbond and rotor imbalance. The measurements retained include strain and torque measurements, such as blade root pitching moments and blade root axial force, acceleration measurements such as blade tip and root accelerations, as well as generator power and wind speed.
The EU-funded research and development project REMO [116] , aims at improving the availability of TTs to 96% and reducing maintenance costs by 50%, through a CM system sending data onshore via a wireless transmission system. The REMO system is able to perform SHM of the TT, including biofouling on the blades, through AE (for the high frequency spectrum) and VA (for the low and medium frequency spectrum). Data processing tools, including Fourier transforms and signal averaging techniques (rootmeansquare voltage, peak-to-peak average voltage), are developed in combination with pattern recognition techniques. The AE sensors are waterproofed; furthermore, underwater tests show that faults can be detected in spite of the effects of the marine underwater environment, such as increased background noise and higher stress on components. The proposed system is said to be flexible enough to be applicable to some WECs.
Finally, SHM for WECs may be more challenging than for WTs and TTs. Admittedly, some WEC structural components could lend themselves to damage accumulation models, thus allowing for a probabilistic estimation of the device RUL. In [117] , it is shown that methods to evaluate the probabilistic distribution of offshore structure lifetime have long been investigated, and can be adapted to the field of wave energy conversion. The component modelled is a hydraulic ram -which transfers the energy of the primary interface to the hydraulic system. A damage accumulation model depending on the significant wave height is used in combination with the probabilistic distribution of future sea states. In a real-world application, the RUL estimate could be updated depending on actual, recorded sea states. However, such an approach requires that peak loads on the monitored components can be derived from the knowledge of the operating conditions, which may involve the appropriate modelling of the WEC behaviour in various sea states. As detailed in [118] , modelling the WEC response in extreme sea states is particularly challenging, since it involves highly nonlinear and localised events such as slamming. Methods relying on potential flow, high-fidelity CFD, or physical modelling through scaled models, are reviewed. In extreme sea states, many WECs are likely to enter into a survival configuration, requiring specific modelling of the loads.
Transmission system
Mechanical drive trains
Mechanical, rotary drive trains are present in the design of the vast majority of current WTs and TTs. Some WEC concepts also include rotating drive trains including gears and bearings, such as SeaRay [53] and the CorPower wave energy point absorber [52] . Even though drive train components remain similar in nature, the load variability differs across WTs, TTs and WECs, thus making CBM requirements specific.
Drive train failures are a major cause of WT downtime, especially OWTs [119] . In particular, the gearbox of indirect-drive WTs is by far the greatest concern for wind farm operators [25, 26] , because of its high cost, the highest downtime per failure amongst all WT subcomponents, and because it is subject to premature failure [120] due to the strong wind variability. The most common WT gearbox faults are summarised in [28] .
The methods applied for drive train health assessment fall under the scope of rotating machinery diagnostics and prognostics, which are present in many industrial fields. In the present subsection, the available literature is classified according to the type of measurements on which diagnostic techniques are based, the most popular methods being VA and oil analysis (OA). A brief overview of studies dedicated to rotating machinery prognostics is then presented.
5.1.1. Condition monitoring methods 5.1.1.1. Vibration analysis. VA is by far the most popular method employed for the CM of WT drive trains, in particular gearboxes. 27 CM systems out of 36 identified in [55] are primarily based on drive train VA. VA had already been widely developed and implemented in industrial sectors using conventional rotating machinery, allowing for significant technology transfer. However, the highly-varying load and harsh environment in which WTs operate bring specific challenges.
Vibration measurements are obtained through position transducers, velocity sensors or accelerometers [121] covering frequencies from 1 Hz to several dozen kHz [54, 122] in strategic points of the drive train, such as in Fig. 6 .
Vibration signals must be processed in order to extract frequency components or other features that are relevant to health estimation and prediction. A clear presentation of the existing signal processing techniques used for WT VA can be found in [35] . Classic VA techniques can be based on quantities directly computed from time-domain signals [122, [124] [125] [126] , or on frequencydomain analysis [104, 127, 128] . The main drawback of classic signal processing methods is that they must be used on a stationary signal to provide coherent information, which is not adapted to the highly variable nature of the WT operational conditions [129] . T-F analysis techniques are better able to deal with non-stationary input signals. Most T-F analysis techniques can be categorised into short-term Fourier Transforms (STFT) [130] , Wavelet Transforms [131] [132] [133] , Cohen Class Distributions (CCD) and Empirical Mode Decomposition (EMD) [134] [135] [136] [137] [138] [139] [140] [141] . T-F methods are compared in [142] in terms of computational cost, resolution and readability of results. It is shown that the preferable method may, above all, depend on the specific user's constraints. However, most commercially available systems described in study [55] use classic signal processing techniques to extract relevant information.
Once the vibration signal is processed, the subcomponent health can be assessed in different ways. In recent studies, T-Fprocessed data are analysed through advanced machine learning techniques, such as ANN or support vector machines (SVM). In [143] , the coefficients obtained from a discrete wavelet transform (DWT) are fed into an ANN to classify WT bearing vibration data into five possible healthy or damaged conditions. Studies [144, 145] show that SVM algorithms have a better generalisation capability than ANNs, as well as a shorter learning time in some cases. In [146] [147] [148] , different SVM algorithms are used to classify features extracted from WT gearbox vibration.
Nevertheless, as pointed out in [149] , the aforementioned VA methods can be demanding in terms of computational time or historical data requirement. This is why some authors propose simpler and more pragmatic methods to circumvent the problem of non-stationarity without resorting to T-F analysis and machine learning. For example, data can be sampled only when predefined operational conditions are reached [26] . In [150] , the proposed gear fault indicator, namely Side Band Power Factor (SBPF), relies on the power spectrum amplitude of the second mesh frequency harmonic and its side bands. The spectrum, obtained through a simple FFT, is normalised to the shaft rotational frequency, so that cyclic events synchronised with the shaft rotation appear at a fixed position in the spectrum, even in varying-speed conditions. Thus, only load variability must be taken into account.
Finally, the concern of computational efficiency has also influenced some work in the field of data processing and analysis for TTs. Although it lacks field data, [151] provides a very valuable investigation of vibration data processing and analysis tools that may be applicable to TTs. The performance of VA techniques, artificial intelligence classification tools and post-processing techniques are assessed, with respect to the specific constraints posed by the application to TT monitoring: developed algorithms must allow for small-scale, on-site computing solutions to process and analyse the high-frequency data from vibration sensors, while limiting the amount of data to be transmitted onshore. A similar philosophy shows through studies [152] [153] [154] [155] , where the techniques considered tend to reduce the amount of data to be processed and improve the performance of subsequent diagnosis tools based on machine learning. Feature selection is applied to a wavelet transform of vibration data in [153] . Studies [152, 154, 155] explore data fusion at different levels -from the fusion of data from different sensors to the fusion of wavelet transform features.
Oil analysis.
Lubricant oil is used to ensure optimal operation of WT gearboxes and can be analysed in order to assess the quality and performance of the lubricant itself (oil PM), or in order to characterise the degradation of rotating parts through the detection of wear particles suspended in oil. In some reviews OA is still considered as being too expensive for implementation on operating WTs [23, 25] . Furthermore [25] points out that OA can only be used in closed-loop oil lubrication systems.
However, in [55] , 6 of the commercially available CM systems reported use oil quality monitoring as a complement to VA, and 4 systems are solely designed to monitor oil quality. [34] is a very interesting and comprehensive review of OA techniques, discussing their applicability to WT gearbox monitoring. Taking into account costs and adaptability into miniaturised sensor systems, the most promising technologies are identified, both for oil PM and for degradation assessment of mechanical parts through wear particle detection. The main idea promoted is that the most realistic solution to evaluate oil parameters is probably not to rely on very precise (thus possibly big and costly) sensors, but rather to combine several cheaper sensors measuring different effects, provided that relevant statistical methods are used to process and analyse the data collected.
The recent interest in WT gearbox oil CM is illustrated in [156, 157] . A laboratory set-up designed to test different sensors for on-line oil monitoring in a WT gearbox is presented in [156] . The effects of extreme vibration and ambient temperature levels are investigated. [157] provides an example of an experimental integrated system using several sensing technologies: the System for On-line Oil Analysis (SOOA) is able to monitor physical and chemical oil properties as well as the number, size and mass of wear particles. Damage detection is based on a transient identification algorithm, as illustrated in Fig. 7 .
Finally, oil debris measurement has such a direct relationship with the level of damage that it can serve as a base for state prediction methods such as in [158] , where Unscented Kalman Filter is used for current system state estimation, and Particle Filtering for RUL estimation of a spiral bevel gear.
5.1.1.3. Other methods. Electrical analysis (EA), i.e. the analysis of current or power in the generator, presents a cheap alternative to direct measurement of vibration or torque inside the gearbox [159] [160] [161] [162] [163] [164] [165] [166] . Indeed, mechanical faults in a WT drive train can result in changes in the mechanical torque applied to the generator by the prime mover, and thus to the power and current signal, which can be monitored without requiring any expensive additional sensor. However, it is unlikely that EA can obviate the need for other techniques, since its range of detection abilities does not cover all potential failure modes [165, 167] .
Other, less popular methods for mechanical drive train CM include the Shock-Pulse Method (SPM) [104, 168] , AE analysis [55, 169] and torque measurement [119, 164] .
5.1.1.4. Combination of various data. Instead of being mainly based on one specific measurement technique, some fault diagnosis techniques use a combination of data of various natures [170] [171] [172] 26, 72] , including SCADA data which offer the advantage of requiring no additional sensors. In particular, although it is not a precise enough stand-alone indicator for a real-time CM system [173] , temperature can be usefully exploited along with other data to enhance diagnosis reliability.
In an aforementioned study [72] (see Section 3), a physical model-based method is applied, amongst others, to monitor the temperature of several gearbox bearings as well as the main bearing temperature, using as inputs a variety of SCADA data combinations -depending on the component considered. The results of the validation test showed that an abnormal increase of the deviation from the modelled temperature could be detected several months prior to failure.
The relationship between SCADA data in fault-free conditions can be modelled through advanced machine-learning techniques [170, 171] . In [170] , SCADA data (main bearing temperature, main shaft RPM, hydraulic brake temperature and pressure, and blade pitch position) are used to estimate the RUL of a WT main bearing. Sparse Bayesian learning is used to model the relationship between the data in fault-free conditions, in order to generate a residual between modelled and measured bearing temperatures. Particle filtering is used to build a probabilistic RUL estimation. An approach based on ANNs is proposed in [171] for fault detection of WT gearbox bearings. An ANN is used to model the temperatures of the five gearbox bearings under normal conditions, using other relevant SCADA data as inputs. Anomalies are detected through Mahalanobis distance. It is shown, in the case studies presented, that the proposed method provides indication of incipient damage almost a week before a CM system based on VA.
Other examples of gearbox CM techniques solely based on SCADA data are reviewed in [172] . It is demonstrated in [56] that SCADA data (such as power output and oil and gearbox temperature) and CM data (vibration, oil particle counts) show a good complementarity, the preferable data depending on the fault considered.
AE can be a useful complement to VA, since using both techniques together enables coverage of the whole range of vibration frequencies that can possibly be generated by rotating equipment in operation. For example, in [169] , the combined vibration and AE signature of a healthy WT gearbox and generator is determined. It is also the case in the TT-dedicated REMO system (see Section 4.4) which includes the internal rotating machinery.
Prognosis tools
General reviews of rotating machinery prognostics methods can be found in [174, 175, 149] . [149] in particular, focuses on prognostic techniques that can be applied to non-linear and non-stationary rotating systems (such as WTs, TTs and WECs). The techniques discussed are mainly data-driven approaches. Extended Kalman filtering, SVM and Fuzzy-logic are identified as the less demanding methods in terms of data requirements, which represents a significant benefit considering the fact that it is often challenging to obtain a large amount of data, especially for TTs and WECs. In [175] , a methodology to select the most suitable prognostics and health management tool, depending on the considered application is presented.
A few model-based prognostic methods for TT and WEC gearboxes can be found. [42, 176] are dedicated to predictive maintenance of TT gearboxes. A physical fatigue load model is used in combination with the predicted load spectrum that the TT is expected to experience. Miner's rule (the simplest damage accumulation model) is used to sum the damage accumulated under the different load conditions. In a real-time application, the proposed method could update its RUL estimation through measurement of speed and torque actually experienced and by refined load forecasting. In [53] , a damage accumulation model of the main drive shaft bearing of the SeaRay device, under different sea conditions, is studied as a prerequisite for life-extending control. A standard RUL estimation equation for ball bearings is used, in combination with Miner's rule to sum the fatigue load over time. However, as stated earlier in Section 4.4, this type of approach would require very reliable modelling of the WEC hydrodynamics, including behaviour in extreme sea states.
Hydraulic transmission systems
In hydrostatic transmission WTs, cylinders displace pressurised oil in a hydraulic circuit [50] . Amongst other advantages, the hydraulic system is lighter and cheaper than a gearbox; furthermore, it allows for a mechanical decoupling of the rotor from the generator [177] , which allows the generator to operate in less demanding conditions. The economical benefits of a hydrostatic transmission system are studied in [178] . However, the hydrostatic transmission efficiency is lower than the efficiency of a gearbox, and pressurised oil represents a threat to the environment in the case of leakage [50] . Motivated by the current lack of operational data, [179] proposes a methodology to evaluate availability and failure rates for hydraulic drive trains.
A typical WEC hydraulic circuit is shown in Fig. 8 . Hydraulic circuits in WECs present specific challenges [44] . In particular, fluid containment and sealing may be issues, both to ensure the normal operation of the WEC and to prevent any leakage of fluid that could threaten the surrounding environment. Furthermore, to ensure efficient operation of the WEC, the hydraulic system must be compatible with complex control strategies, which implies the development of innovative hydraulic system concepts such as Digital ® Displacement , as in the wind industry. From the point of view of CBM, there are two consequences. Firstly, more complexity also implies more possible failure causes and a more difficult fault detection and identification, and secondly, the absence of historical failure data for these new systems and applications could slow down the development of data-based techniques.
The fact that hydraulic conversion systems are being developed both for the WT, TT and WEC industries would justify significant research efforts to develop efficient fault-detection and predictive maintenance systems for hydraulic circuits in these applications. Appropriate CM techniques would, of course, be very different from those used for rotary drive trains, since VA and OA would be of little use. Due to wear or damage of the seal, internal and external leakage should receive significant attention, such as in other applications. CM techniques can be based on a physical model combined with Kalman filters and adaptive observers to handle parametric uncertainties [180] [181] [182] . As reviewed in [183] , some authors preferably adopt a data-driven approach using signal-processing techniques such as the Fourier transform, wavelet analysis and EMD. In [184] , cross-correlation analysis of the pressure signals of the two chambers of an electro-hydraulic actuator shows the ability to detect hydraulic actuator internal leakage with a high sensitivity.
Air turbines
Air turbines are used in oscillating water columns to convert the air flow into mechanical energy. The most common air turbine type for OWCs is the Wells turbine [44] , although other designs including Dennis-Auld air turbines or impulse air turbines are also reported [51] . According to [185] , the simple concept of OWCs makes them relatively reliable and easy to maintain; however that statement needs to be confirmed by long-term experience of OWCs in operation.
Hydraulic turbines
Hydraulic turbines can be used in some WEC concepts. The common turbine types for overtopping WECs are the Kaplan and Francis turbines. Pelton turbines are suitable for pumping systems such as those used in wave surge converters [51] . All these turbines are subjected to threats from the incoming water [44] , in particular erosion from abrasive particles and from cavitation.
Experience from the wind industry, from ship propellers [186] or from the hydroelectric industry [187, 188] can be useful for turbine damage detection in overtopping WECs. In [187] , cavitation-induced vibrations of a Kaplan turbine are monitored through high frequency accelerometers. AE could also be used to this end, e.g. for Kaplan and Francis turbines [188] . However, further work is probably necessary to adapt such methods to WECs, given the difference between large turbines of the conventional hydroelectric industry and the much smaller scale of WEC turbines. Investigated in the fields of wind energy (4.4) and ship propellers [186] , laser Doppler vibrometry can be used as an SHM tool to monitor the dynamic response of rotating structures, although it is still far from being cost-effective.
Generator
Rotary generators
WT generators are susceptible to both electrical and mechanical faults. Today's most popular WT concepts are variable speed WTs based on doubly-fed induction generators (DFIGs), especially wound-rotor induction generators (WRIGs). Permanent-magnet synchronous generators (PMSGs) are also attracting more and more interest in the scope of direct-drive WTs. In short, generator types which must receive the most attention for WT design are induction generators (IGs) and PMSGs [189] .
WT generator CBM falls under the wider scope of CBM for electrical machine, which include electrical generators and motors and have already attracted a lot of research, since electrical machines are widespread in a variety of sectors and their importance is critical in many industrial applications. Reviews of rotating electrical machine CM techniques can be found in [189] [190] [191] 30] . Electrical machine CM methods rely on various measurements such as current, voltage, magnetic field or vibration [191] . The most widespread method is the Machine Current Signature Analysis (MCSA) which uses the stator current spectrum.
However, most of the traditional methods are only efficient under constant load and speed conditions. Recent industrial applications, such as WTs and electrical vehicles, necessitate tools that are able to overcome the specific challenges of varying operating conditions, which are the subject of [30] . The general principle of any diagnosis technique is to detect the presence of specific fault components in the signal and assess their energetic density which gives an indication of the fault severity. Compared to frequency-domain, time-domain and slip-frequency [192] analysis, T-F analysis is found to be a more suitable and popular diagnosis option to deal with non-stationary operating conditions. Wavelet analysis is used to track and monitor fault-related components in the power output of a WT generator in [193, 194] and in the rotor voltage in [195] . Study [196] describes a continuous, adaptive T-F transform which enables identification of fault components in WT IG signals. Based on the theoretical T-F evolution of the fault components under a predefined speed transient pattern, the proposed T-F transform is calibrated to provide a T-F resolution adapted to the evolution of the signal of interest. The proposed methodology is successfully applied to detect several components related to stator and rotor asymmetries. It circumvents both the lack of flexibility in the T-F resolution of STFT and DWT, as well as the cross terms that appear in the WVD. However, the proposed T-F transform is based on the a priori knowledge of a specific predefined transient. Finally, based on computational cost, T-F resolution, and readability of the results, various T-F methods are compared in [142] for WT generator fault detection.
Finally, some authors prefer to examine alternative electrical signals sensitive to specific failures, rather than using complex signal processing techniques [197] [198] [199] .
In spite of the numerous innovative techniques proposed in the literature, for now the methods used in the wind industry are more basic than those described in the present subsection [55] . The commercial systems that include generator fault detection only use temperature or generator bearing vibration. CMSWind, under development, is the only reported system using electrical signals. It will combine motor current signature analysis, operational modal analysis and AE techniques.
As far as TTs and WECs are concerned, to date most efforts have been made on the choice, design and modelling of the generator topology. Little or no published studies were found on the CBM of rotary generators specifically used in TTs and WECs. However, most generator types considered -DFIGs and PMSGs -are similar to those used in modern WTs [200, 44, 51] .
The applicability of the methods reviewed in the present subsection to TTs and WECs depend on the specific TT or WEC design. In some cases, for example when the generator is decoupled from the wave motion through a hydraulic motor, and in the case of TTs, the variability of the generator operating conditions may be less significant than in WTs, thus making damage detection methods easier to develop. In some other WEC designs, for example with a mechanical drive train, it could be expected that the variability of the generator load and speed will be significant and have different characteristics compared to their WT equivalents.
Linear generator
In spite of their relatively high price, the development of new magnetic materials and the reduced costs of PE have made LGs a suitable solution for a direct conversion of WEC reciprocating motion into electricity [44] . Although LGs obviate the need for any intermediate equipment between the primary interface and power generation, they require sophisticated PEs to convert the initial electrical signal, which has a varying frequency and amplitude, into a sinusoidal pattern compatible with grid connection requirements.
Specific aspects related to WEC LG monitoring are illustrated in [59] . Critical quantities to monitor for CBM of linear generators could include [59] electrical quantities, generator temperature, water level inside the generator, translator position, as well as the forces experienced when the translator hits the endstops, since those forces could be of particular importance in damage accumulation.
Given the significant number of WEC concepts involving a linear generator, CBM for linear generators deserves a specific research effort.
Power electronics
In today's multi-MW variable speed WTs, a power converter is necessary to connect the 50-Hz, three-phase electrical network to the generator [202] . Except for hydraulic-drive WTs, with a synchronous generator directly connected to the grid,"all WTs include a PE stage to control the power flow and manipulate the rotor speed" [203] . The scale, type and functions of the power converter depend on the WT design, especially the type of generator, as detailed in [49] . The power converter is generally made of two AC/ DC converters connected in a back-to-back arrangement (Fig. 1) .
As explained in [49] , PE used in WTs are rising in complexity, particularly driven by the need to handle more power and by increasingly demanding network connection requirements. As a consequence, PE may represent a higher share of WT costs. Besides, estimates from onshore wind statistics show that PE converters may account for approximately 13% of the failures and 18% of the WT downtime [204] . With this in mind, CBM systems, able to prevent major PE converter failures and to plan a wise scheduling of maintenance, are identified as a significant potential WT cost reduction factor. This is especially true for OWTs since downtime per failure will generally be higher than onshore because of the limited OWT accessibility [203] , and also because stress factors such as vibration and humidity [49] are more significant in offshore locations. According to [203] , the cost of a PE CM system would not exceed d5000 per OWT, while the average cost of PE-related failures would at least amount to d47,000 per OWT, per year.
The challenges linked with PE converters in TTs and WECs will be similar to those encountered in the wind industry; the power converter configurations will also depend on the generator topology chosen [200, 205, 51] , and reliable PE, able to deliver a good power quality [205, 206] , are likely to be a crucial component for full-scale TT and WEC deployment.
The basic design of WT PE converters, depicted in Fig. 9 , remains similar regardless of the generator type [203] . Each of the two voltage-source converters (VSC) consists of six insulated gate bipolar transistor (IGBT) semiconductor PE devices, each with a diode in antiparallel. Each VSC is packaged in the form of a PE module. The two main IGBT packaging types are represented in Fig. 10 . Fig. 9 . Typical structure of a PMSG WT converter [201] . Fig. 10 . Cross-sectional view of typical wire bond (a) and press-pack (b) IGBT modules [212] .
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Fault detection at the PE converter level
At the broadest level, most failures in PE modules are due to electrolytic filtering capacitor faults and PE semiconductor device faults [189] . The latter can be classified as short-circuit or opencircuit faults [207, 208, 189] .
IGBT open-circuit faults degrade the performance of the system but do not generally cause shut-down [207] , and therefore can remain undetected for a long time [208] . Open-circuit diagnostic methods have then often been developed with a view to faulttolerant control [209] . Open-circuit fault detection methods are reviewed and discussed in [207, 209, 189] . Although methods based on the Park's vector [209] have received the most attention [208] , many alternatives have also been explored [209] . Most methods investigated are non-invasive and do not require additional sensors. A recent example of an observer-based method for multiple IGBT open-circuit fault detection in a WT PMSG drive can be found in [201] .
In contrast, as explained in [207] , short-circuit IGBT faults very rapidly evolve to catastrophic failures. As a consequence, most short-circuit fault detection methods are implemented in hardware as protection schemes.
CM of PE devices
Several critical or emerging industrial applications (such as automotive, aerospace, wind and PV industries) now require more reliable PE devices, which is driving research toward a better understanding of physics of failure and to the development of intelligent control and monitoring systems at the PE device level [204, 210] . Unlike methods which are the subject of Section 7.1, the CM of PE devices demands that the gradual alteration of PE devices be assessed and predicted. Physics of failure play a key role, both in PE reliability assessment and in PE diagnosis and prognosis.
Diagnostics and prognostics for faults related to thermomechanical stress
Most common PE device failures appear when the packaging material is damaged under the effect of thermomechanical fatigue stress [211] , which lends itself to physical modelling.
A very interesting and recent review of CM and prognostic techniques for IGBT PE can be found in [212] . To estimate the RUL of IGBT devices, although purely data-driven approaches using particle filtering are reported in [212] , model-based methods are more suitable for applications such as WTs, where operating conditions are highly non-stationary [211] . In the latter case, three main challenges are identified in [212] for a reliable, real-time, RUL estimation:
The environmental and operating conditions must be converted into thermomechanical stress through methods allowing for fast computation, e.g. using pre-filled look-up tables, or by modelling simple, linear relationships.
Methods, such as the rainflow counting algorithm, are used to convert the complex load cycling history into sequences of identical cycles, in order to be able to use the results of laboratory fatigue tests, which are often provided by manufacturers.
Finally damage accumulation has to be estimated by methods such as linear damage accumulation models, which typically combine the Coffin-Manson equation and Miner's rule.
These three steps are illustrated in recent studies dedicated to WT PE life estimation or reliability assessment. In [213] , a cumulative damage estimation methodology is proposed to estimate the RUL of WT PE components. [214] compares the reliability of identicallyrated onshore and offshore WT PE, while [215, 216] respectively evaluate the effects of wind speed and WT control on the estimated lifetime consumption rate.
However, PE device CM techniques are still at a very early development stage. In particular, experiments in laboratories and on actual WTs would be necessary to validate the methods currently investigated.
Diagnostics and prognostics for other types of faults
It should be noted that the typical PE failure causes in WTs are not yet fully understood and might not be the same as in other applications. Findings presented in [217] suggest that the usual faults related to thermomechanical stress, such as solder degradation and bond-wire damage, could be of less importance in WTs, compared to electrical overstress and converter protection against environmental threats such as salt, condensation and insects, which would mean that CBM approaches currently developed for a wide range of applications should be complemented with more specific methods for a successful adaptation to OWTs.
Since it is shown in [215, 216] that the control strategy and the operating conditions have a strong influence on the lifetime of PE components, specific work is needed to adapt prognosis techniques to the specific case of TTs and WECs.
Grid interface
There are many possible electrical configurations for wind, wave and tidal farms [11, 51] . In general, devices are connected to the collection grid (individually or collectively) through low-voltage transformers. The voltage of the collection grid is then typically stepped-up in an offshore substation by a high-voltage transformer, in order to transmit power to the shore through a high-voltage transmission line, which can be AC or DC depending on the distance to be covered [11] . High-and low-voltage step-up transformers, as well as grounding transformers [218] , are critical components. As far as WTs are concerned, the low-voltage step-up transformers of individual turbines are reported to fail prematurely, due to the variable load of the WTs resulting in frequent thermal cycling, and to the harmonic content of the WT power output [219, 220] .
The condition monitoring and predictive maintenance of power transformers are common practice, given their importance in electrical transmission and distribution systems. The corresponding techniques are reviewed in [221] and include, for instance, dissolved gas analysis, temperature monitoring, partial discharge analysis and frequency response analysis.
Control subsystems
This section is dedicated to control-specific subsystems found in WTs. TT and WEC designs also include their own control subsystems, but they are still too diverse to lend themselves to a detailed analysis of CBM issues. The relevance of pitch and yaw systems for TTs is discussed in [39, 222, 223] .
A didactic overview of current approaches in WT control can be found in [224] . The general structure of a control system for modern WT concepts is shown in [49] and involves many components, including the generator and PE. PE play a crucial role in the WT control system, from basic features such as current and voltage control and grid synchronisation to more advanced features, including power maximisation and limitation, fault ridethrough abilities and various grid-supporting functions [49] . The present subsection is dedicated to other subsystems that are specific to WT control: the blade pitch system, the yaw system, and the mechanical brakes. The available literature on corresponding CBM is still limited.
Mechanical brake
A mechanical brake is generally installed on the high-speed shaft for over-speed control and emergency stop of the WT. CBM of mechanical braking system (e.g. hydraulic system and motor, brake disc and calliper) is still relatively undeveloped [225] . It is proposed, in [226] , that faults in the hydraulic system and in the three-phase motor can be diagnosed through motor current signature analysis, while fault diagnosis in the brake disc and calliper could be performed by means of non-contact temperature and displacement measurements.
Pitch system
In most modern WTs, the pitch of the blades can be adjusted by hydraulic or electromagnetic actuators located in the base of each blade [39] , in order to maximise power extraction from the wind, or to limit the WT load or rotational speed. WT pitch faults are very common and can be defined as a "deviation of the blade pitch angle from a predefined optimum for a given wind speed". In many cases, the electrical control only needs to be reset, which can be carried out remotely [227] . In more serious cases, the entire pitch control system of a blade can fail; it is reported in [39] that wear causes blade pitch bearings and associated control systems to fail prematurely, mainly because the large pitch control bearings are challenging to manufacture "with the appropriate tolerances and surface finishes seen in smaller bearings".
According to [55] , only one commercial product (the Condition Diagnostics System) seems to include a pitch system CM option, but no details are given on the CM method used.
As the pitch system is operated within a control system, in many studies the methods proposed come from control theory and are model-based. Techniques for detection and isolation of faults in blade sensors and actuators are briefly reviewed in [228, 229] , with a view to fault-tolerant control. In [228] , a benchmark challenge is proposed for various types of fault detection and isolation, and fault-tolerant control. An adaptive observer approach is proposed in [229] to detect and evaluate pitch actuator faults. Study [230] compares a Kalman-like observer approach with SVM learning for pitch fault detection. The method proposed in [231] , to detect and quantify internal and external leakage in a hydraulic pitch actuator, relies on parameter estimation within a model of the hydraulic system.
Alternatively, a data-driven approach is proposed in [227] for the classification of blade pitch condition; based on the values of operational SCADA data, the RIPPER algorithm generates and optimises a set of logic rules aimed at helping the operator to make appropriate decisions concerning the planning of maintenance actions. The system is able to reduce, by up to 52%, the number of alarms to be handled by the operator. A strong point of the proposed method is that it generates rules which are more often meaningful and intuitively understandable by a human operator, while still avoiding the complexity of physical failure modelling.
Yaw system
The yaw system is generally moved by several electric motors or hydraulic actuators. It is reported, in [232] , that hydraulic yaw drives are less used in modern WTs because leakage issues led to higher maintenance needs. According to [39] , yaw bearings "are extremely large and pose many manufacturing problems". Furthermore, "the yaw bearings and their control systems suffer from premature failure by wear".
It is suggested, in [121] , that yaw errors can be detected by monitoring the frequency component of the electrical power corresponding to the main shaft rotational speed as a function of the total electrical power. Accurate yaw error estimation using LIDAR wind measurements is proposed in [233] . However, no studies specifically dedicated to fault detection within the yaw mechanism have been published.
According to [55] , two commercially-available CM systems (Condition Diagnostics System, and CMSWind which is under development) seem to include yaw system CM features.
Sensors
Some WT measurements, such as generator and rotor speed measurements, or blade root torque, are used within WT control loops. It is then valuable to detect faults in the corresponding sensors with a view to fault-tolerant control. The sensor fault detection techniques proposed in the literature are generally model-based [234] [235] [236] [237] , which could be challenging for application to WECs whose modelling, as stated earlier in Sections 4.4 and 5.1.2, is significantly more complex than for WTs and TTs.
Conclusion
It can be seen from the present review that CBM techniques for MRE are extremely diverse and depend on the specific subsystem being monitored.
Regardless of the subsystem considered, the relatively remote location of OWTs, WECs and TTs makes data transmission to the shore difficult. Thus, it is preferable to select or develop CBM systems that are able to process and analyse data on-site with restricted computational power, and send only limited, condensed, information to the operator. This can be achieved by reducing the amount of raw data to process (i.e. by limiting the number of sensors, and by choosing techniques requiring low sampling rates) and by selecting computationally-efficient data-processing and classification tools.
Another important point to stress is that it is not often the case that one unique sensing technology, data processing tool, feature classification algorithm or prognosis technique can be judged to be better than every other one. Instead, a combination of different sensing technologies is often a cheaper and more reliable solution, and the preferable data processing tool, feature classification algorithm or prognostic technique depends on the case study considered and on the specific user's constraints. That is why the authors, throughout this work, have often preferred to highlight strong points and limitations of the methods mentioned, including applicability to TTs and WECs, and have provided references to more specialised reviews and comparative studies where necessary.
Concerning the nature and the number of sensors, there is clearly a trade-off between the accuracy of damage detection and the drawbacks of additional sensors in terms of cost, reliability and computational burden. On the contrary, operational data, such as electrical quantities, control data or WT SCADA data, are already available in normal operation, and thus are interesting to exploit in isolation or combined with purpose-specific sensors, thus simplifying diagnosis and prognosis at no extra cost.
System-level monitoring for WTs, based on SCADA data, has shown to be an efficient and cheap tool to incorporate into CBM systems, provided that relevant data are used in statistical and machine-learning tools, as well as some physical knowledge, when possible. The transposition of such methods to TTs should not be particularly challenging provided that comparable monitoring standards are adopted. Unlike WTs and TTs, which have a relatively simple dynamic response to the incoming air or water flow, WECs do not lend themselves easily to power curve monitoring. Finally, challenges specific to TTs and WECs, especially biofouling, require the development of techniques sensitive to the corresponding failure modes.
Subsystems that are closely related to control (generators, converters, pitch systems and hydraulics) lend themselves to model-based fault detection, more often with a view to fault-tolerant control. For these subsystems, a synergistic approach to control design and CBM techniques can be relevant. Furthermore, fault detection can be easily based on system variables that are already measured by the control system, thus avoiding the use of additional, possibly expensive sensors.
In contrast, for complex subsystems whose modelling is uneasy or demanding, such as structural components, it can be preferable to use data-driven or anomaly detection approaches, based on specific sensors. Strain measurement, VA and AE have shown to be suitable techniques for SHM, and many studies are now addressing the challenges related to their online implementation. AE and VA techniques seem to be particularly adaptable to TTs and WECs by making sensors waterproof and applying appropriate noise filtering techniques.
Concerning WT mechanical drive trains, health assessment through the widespread VA technique can be advantageously complemented by SCADA data as well as temperature, oil and electrical analysis, provided that additional sensors are cheap enough. Data-driven approaches for rotating machinery prognostics are still difficult to extend to TTs and WECs, due to data scarcity.
Generally speaking, WT load and speed variability has a strong impact on the suitability of sensing techniques, data processing tools and diagnosis and prognosis algorithms, whether it be for system-level PM, structural components, drive train and generator components, and even PE devices and power transformers. Similar issues are likely to influence CBM techniques for WECs and TTs although, in the latter case, the variability could be much less significant.
Some WEC-specific components, such as air and water turbines and LGs, would require specific work for CBM technique development. Even more importantly, there remains a vast area to explore in the field of hydraulic drivetrain CBM, while such systems are likely to be an essential part of many future WT, TT and WEC designs.
Finally, in addition to the diversity of designs and the lack of industrial incentive, a significant impediment to the development of CBM techniques for TTs and WECs within a short amount of time could be the scarcity and commercial sensitivity of historical data, especially failure data, which are necessary to design datadriven techniques and to validate new methods. Some studies dedicated to TTs have been influenced by this issue, such as [238] , in which trends and relationships between many monitored parameters are identified and modelled in normal operating conditions as a basis for novelty detection techniques, and [239] , which addresses the specific machine-learning issue of class-imbalance, which occurs when one of the classes is under-represented within the training data, in this case, the classes corresponding to damaged states.
