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This thesis consists of two parts. Part I devotes to the study of the eigen-distribution
of Game trees. In Part II, we investigate the property of Lindstrom extension in the nite
model theory.
Game tree is a tree structure whose nodes express the position of the game, edges
express the choice of players. Each node is labeled AND if the second player plays at the
position, and labeled OR if the rst player plays. The label of the root is AND (OR),
the tree is particularly called an AND-OR (OR-AND) tree. A function from the set of
leaves to boolean value 0 or 1 is said to an assignment. In the context of game theory,
the leaf assigned 1 means the rst player wins at the position. Given a game tree and an
assignment, the value of the root is determined according to label of each node. It is easy
to see that the root is assigned 1 if and only if the rst player has a winning strategy. We
are interested in the situation that the value of leaves are hidden. We check the value of
leaves according to the algorithm. The cost of the algorithm is dened as the number of
leaves probed to determined the value of the root. Given a probability distribution on
the assignments, we can dene an expected cost of the algorithm. A distribution which
achieves the maximum value of the minimum expected cost with respect to algorithms is
called eigen-distribution.
In Chapter 2, we dene the terminologies for game trees and reviews the known results
about the eigen-distribution. After that, we show that the equivalence between eigen-
distribution and E1-distribution for multi-branching trees. In Chapter 3, we introduce a
weighted tree and prove the uniqueness of E1(a; b)-distribution, but it fails with respect to
the set of all directional algorithms. We discuss about the uniqueness of eigen-distribution
for wighted tree.
Finite model theory is a model theory for nite structures. Descriptive complexity
theory is especially one of the most important area in the nite model theory, which
characterizes the known complexity classes such as P, NP by the logic or grammar to
describe problems in the class. Nowadays many major complexity classes like AC0, P,
PSPACE are characterized by the Lindstrom extensions. According to the descriptive
complexity theory, To separate two complexity classes is equivalent to separate the ex-
pressive power between two corresponding logics.
In Chapter 4, we give a denition about nite model theory and Lindstrom quantier,
and review classical results about nite model theory and descriptive complexity theory
which motivates the study in this thesis. Then we introduce Ehrenfeucht- Frasse game
which is the one of the main tools to investigate the expressive power of logics. In Chapter
5, we study the expressive power of Lindstrom extensions. We rst show the relative
expressive power between counting quantiers, and discuss about ordered case. We next
see that some model theoretic property may aects the expressive power of corresponding
Lindstrom quantier. In Chapter 6, we investigate the partial ordered structure consisting
of Lindstrom extensions. In mathematical logic, many degree structures such as Wedge
1
degree, Turing degree are dened and studied intensively. We can consider the structure
dened here is the analogy of such structures.
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The AND-OR (OR-AND) tree is a crucial and primary representative model for Boolean
functions. Its root is labelled by AND (OR), internal nodes are alternatively labelled by
either OR or AND, and leaves are associated with Boolean value 1 and 0. The value of
each AND (OR) node is evaluated as the maximum (minimum) among all the values of
its children. The value of a tree is the value of its root.
An algorithm is carried out to query the leaves until the values queried so far are enough
to determine the value of the tree. If we assume unit cost for each leaf, then the cost
during an execution of an algorithm is the number of the leaves queried by this algorithm.
We here only treat alpha-beta pruning depth-rst algorithms. Such algorithms satisfy
the following property: while it is querying the leaves of a certain subtree, only if it learns
the value of this subtree, it will stop querying the rest of the current subtree and move
on to querying other subtrees. See [5] for more details. In this study, we assume all
deterministic algorithms to be alpha-beta pruning depth-rst ones.
One fundamental problem concerning AND-OR trees is how to determine the value
of a tree with as less cost as possible. It is known that for AND-OR trees, in the
worst case, the deterministic algorithm must read all the leaves to determine the value
of a tree. That randomization can help to save cost is also well-known for a long time.
When we allow randomness in the above problem, the following two kinds of randomness
can be considered. One is the randomized algorithm, which can be seen a probability
distribution over a family of deterministic algorithms. Snir [14] showed that for uniform
binary AND-OR tree T h2 (h denotes the height), the expected cost for a randomized
algorithm is no more than n0:753 with n = 2h, whose optimality is proved by Saks and
Wigderson [13]. Saks and Wigderson [13] also showed that the randomized complexity for
T h2 is O(n0:7537), and conjectured this is the largest possible gap between deterministic
complexity and randomized complexity. Recently this thirty-year old conjecture has been
refuted by Ambainis et al. [1]. They showed an example of a Boolean function with n
variables whose deterministic complexity is 
( n
log(n)
) while its randomized complexity iseO(pn).
The other is to consider probability distributions on the value of leaves. Tarsi [17]
studied the evaluation of AND-OR trees where each leaf has the same probability of
having value 1 and proved that a depth-rst algorithm is optimal for balanced AND-OR
trees. Greiner et al. [4] investigated the case where the leaves have non-unit cost and the
value of the leaves follows non-uniform independent distributions.
From a game-theoretic perspective, Yao [19] observed the inner relations of these two
kinds of randomness. His well-known Yao's principle indicates that the randomized com-












cost(AD; d):| {z }
Distributional complexity
;
where AR ranges over randomized algorithms, ! ranges over assignments for leaves
(namely, the sequence of values for leaves), d ranges over distributions on assignments
and AD ranges over deterministic algorithms. By Yao's principle, instead of computing
lower bounds on the cost of a randomized algorithm, it is enough to treat deterministic
algorithms with respect to a distribution over assignments.
Motivated by [13] and [19], Liu and Tanaka [6] investigated the eigen-distribution that
achieves the distributional complexity for uniform binary trees. They dened i-set (i =
0; 1) for the reluctant assignments, and Ei-distribution as a distribution on i-set with
the same cost for all deterministic algorithms. Then they proved that the equivalence
between eigen-distribution and Ei-distribution, which are also equivalent to the uniform
distribution on i-set in the case of uniform binary trees (the Liu-Tanaka theorem).
In sequel, Suzuki and Nakamura [15] showed the Liu-Tanaka theorem holds for a class of
algorithms that are closed under transposition, and they also showed that the uniqueness
of eigen-distribution fails once only directional algorithms are considered. That is, if we
restricts the algorithms to be directional ones, there are uncountable many distributions
that can achieve the distributional complexity.
Peng et al. [12] extended [6, 15] from uniform binary trees to balanced multi-branching
trees. By balancedness, there is no restriction on the number of children for nodes at
dierent levels. They showed the equivalence between the eigen-distribution and Ei-
distribution for balanced multi-branching trees. For the uniqueness of eigen-distribution
in this context, they just proved the height 2 case w.r.t. all deterministic algorithms.
The following problems still remain open: for general balanced multi-branching trees,
does the uniqueness eigen-distribution still hold w.r.t. all deterministic algorithms? Does
the uniqueness fail w.r.t. some class of algorithms?
Notice that the arguments for the uniform binary trees in [6, 15] can not directly be
applied to even n-branching trees for n  3, a simple case of balanced multi-branching
ones where all internal nodes have n children. Such a general balanced multi-branching
setting makes the proofs rather dicult, which requires induction on not only the height
of a tree, but also the number of branchings of a node. In this paper, we solve the
above problems by introducing the notion of balanced multi-branching weighted trees.
By weighted trees, we mean the trees in which the cost is not necessary unit, but weighted
depending on the value of the leaves. That is, for the leaves with value 1, they have cost
weight a > 0, while with value 0 their cost weight is b > 0. Note that if we take a = b = 1,
these trees are nothing but usual ones with unit-cost.
On the other hand, the weighted tree itself is also very interesting in the sense that, in
fact, it characterizes the value dependent cost models. Such models have wide applications
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in both theoretical and applied computer science [3]. The weighted tree was used by Saks
and Wigderson to compute the exact lower bound for randomized complexity [13], where
they called them trees with leaf-cost function pair. Cicalese and Milanic [3] treated
the function evaluation problems when the cost of querying a variable depends on the
value of the variable in the framework of priced information, and also suggested further
investigation for value dependent models.
1.2 Finte model theory and Lindstrom quantier
Model theory is the study of mathematical structures such as sets, graphs, groups, elds
and so on. It is mainly concerned with the modeltheoretic properties described in rst
order language or the semantical properties of rst order logic. Godel reveals the relation
between syntax and semantics of rst order logic by proving his completeness theorem of
rst order logic which states that true statements expressed in rst order language have
a formal proof. As a corollary, it is shown the set of true sentence described in rst order
language is recursively enumerable. Furthermore the compactness theorem for rst order
logic, which claims that nitely satisable theory has a model, can be shown from the
completeness. Nowadays, rst order logic is one of the most prominent formal language
since it has a nice property as mentioned, and moreover Lindstrom proved that rst order
language has the maximum expressive power in such logics [30]. On the other hand, at
the same time, it is shown that rst order logic has very limited expressive power. For
example any rst order theory either has only limited nite models or has innite models.
It has a especially innite model if it has arbitrary nite models. This means that the
rst order language can not describe niteness of model.
Finite model theory which is a model theory of nite structures should be considered
by this reason. It also seems to be important in the point of view of decision prob-
lems. But in 1950, Trahtenbrot proved the satisability problem for nite structures are
01-complete [34], which means there are no formal proof for nite structures. To make
matters worse, many theorems in model theory such as compactness, Craig's Interpo-
lation theorem don't hold in nite model theory. Because of these reasons, to restrict
structures to nite is not appropriate for the viewpoint of mathematical logic. But Fagin
rst showed the relation between the nite model theory and computational complexity
theory in 1974 [24]. He proved that the property of nite structures can be expressed by
existential second order logic if and only if it is computable in polynomial time by non-
deterministic Turing machine. After this result, many correspondence between logics and
complexity classes are shown by Immerman, et al [20, 25, 26]. For example, rst order
logic characterizes the class AC0. Moreover, the fundamental complexity classes NL, P,
and PSPACE are characterized by srt order logic with transitive closure operator, least
xed point operator, xed point operator respectively. Descriptive complexity theory
aims to characterize the complexity class by the logic which is enough to describe the
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corresponding class.
On the other hand, the extensions of rst order logic such like a second order logic,
innitary logic, probability logic are also extensively studied. Mostowski introduced gen-
eralized quantier such as "there are uncountably many    " and studied logic equipped
with such a new quantiers in 1957 [32]. After this, Lindstrom give a very general de-
nition of quantiers to dene a given class K of structures [31]. Such quantier is called
Lindstrom quantier. Today, many complexity classes like a P, PSPACE are also charac-
terized by rst order logic equipped with Lindstrom quantiers. It is worth to mention
that to characterize the complexity class, we need countably many Lndstrom quantiers
in many case since in computational complexity theory, it sometimes treats a tuple of
object as a single object. From this point, Lindstrom quantier also should be vectorized
to deal with a tuple of objects. Note that there are Lindstom quantiers which does not
need to vectorize, In other words, there are quantiers such that vectorized quantier is
denable from the original one. One of the fundamental example is modulo quantier
[33]. If the quantier has this property, we say the arity hierarchy collapses. In this paper,
we dene a term Lindstrom extension as a extended logic equipped rst order logic with
countably many vectorized Lindstrom quantiers. Because of the connection with com-
putational complexity theory, Lindstrom quantier in nite model theory is intensively
studied, see [28] for more details.
Counting quantier is a kind of Lindsroom quantiers which is the most simple in a
sense. Corredor studied the comparability between two counting quantiers and gave
necessary and sucient condition [22]. Nurmonen studied modulo quantier on ordered
structures [33]. The arity hierarchy of counting quantier is also investigated. Luosto
dene the dimension of monadic quantier and rank of relation. Using these tools, he
proved the arity hierarchy of counting quantiers rarely collapse [31]. In this thesis,
We studied the comparability of two Lindstrom extensions, especially equipped with
countably many Lindstrom quantiers.
1.3 Outline
This thesis consist of two part. Part I is dedicated to the study of Game tree. In Chap-
ter 2 we presents some basic terminology and notion for game tree. Then we overview
the classical results, and proves the equivalence between the eigen-distribution and Ei-
distribution for multi-branching tree.
In Chapter 3, we introduce the weighted game tree to prove the uniqueness of the eigen
distribution with respect to all deterministic algorithms. The essential idea is reducing a
given tree to the another one with new weight.
Prat II is the study of Lindstrom extension in nite model theory. In Chapter 4, we
give a denition about nite model theory and Lindstrom quantier. We also mention
about the some results of descriptive complexity theory which motivates the study in
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this thesis. After that we introduce Ehrenfeucht- Frasse game which is the one of the
main tools to investigate the expressive power of logics. In Chapter 5, we study the
expressive power of Lindstrom extensions. We rst show the relative expressive power
between counting quantiers, and discuss about ordered case. Secondly, we will see
that some model theoretic property may aects the expressive power of corresponding
Lindstrom quantier. In Chapter 6, we investigate the partial ordered structure consisting
of Lindstrom extensions. In mathematical logic, many degree structures such as Wedge
degree, Turing degree are dened and studied intensively. We can consider the structure





To begin with, we dene some terminology and notation. Given a set X, jXj denotes
the cardinality of X. For n 2 N, Xn denotes the set of nite sequences with length n from






Xn respectively. The sequence with length
0 is denoted by ", which is called the empty sequence. For any x 2 Xn, i-th component
of x is denoted by x(i) for i = 0; 1;    ; n  1. So by using this notation, we may write x
as x = x(0)x(1)    x(n  1). Let x; y 2 X, the concatenation of x and y, denoted by xy,
is dened by xy := x(0)x(1)    x(k 1)y(0)y(1)    y(l 1) where k; l is the length of x; y
respectively. Given Y; Z  X, Y  Z is dened by Y  Z := fyz 2 X j y 2 Y: z 2 Zg.
x is called a prex of y if there exists z 2 X such that xz = y.
An X-tree T is a subset of X which is closed under prex. I.e., T is an X-tree if x 2 T
and y is a prex of x, then y 2 T . Throughout the paper, a tree means a nonempty nite
N-tree. The elements of a tree are called the nodes.
Given a tree T , a subset T 0  T is said to be a subtree of T if there exists a u 2 N
such that T 0 = fv 2 T j 9x 2 N (v = ux)g. This u is called the root of T 0, By the
denition, the root of T is ". For u; v 2 T , we say u is a child of v if u = vn for some
n 2 N. Note that we identies n 2 N as a nite sequence with length 1. An u 2 T is
called the leaf if there is no child of u in T . The height of T is the maximum length
of the leaves in T . T is called balanced if any two nodes with the same length have the
same number of children. Especially, if all nodes except for leaves have n children, we
call n-branching tree. T hn denotes n-branching tree with height h. For convenience, we
assume that T hn = f0; 1;    ; n  1gh.
Fig. 1: The picture for T 23
An assignment for T is a function ! from the set of leaves to f0; 1g. Because the leaves
are ordered by lexicographic order (see Fig.1), by identifying each leaf with its value,
10
an assignment ! can also be seen as a nite sequence from f0; 1g, whose length is the
numbers of leaves (see Fig.2).
A Game tree is a tree whose internal nodes are labelled AND-gate ^ or OR-gate _. A
game tree is called AND-OR tree if a node is labelled ^ (_), then its chidren are labelled
_ (^) respectively, and the label of the root is ^. If the label of the root is _, such tree
is called OR-AND tree.
When we are given a game tree T and an assignment !, each node has value 0 or 1
according to the following rules:
 The leaf has value 1 if and only if ! of the leaf is 1.
 If a node is labelled ^ (_), then it has value 1 (0) if and only if all of the children
have 1 (0).
Fig. 2 is an example of the evaluation under ! = 000101110111001110111100111:
Fig. 2: The picture for AND-OR tree T 33
Our motivation is as follows:
 When the values of leaves are hidden, how many leaves should we check to determine
the value of the root ?
If we see a game tree as a boolean function fT : f0; 1gk ! f0; 1g by seeing an assignment
as an input and the value of the root as an output, then the previous question can be
restated that :
 When the inputs are unknown, how many bits should we check to get the output ?
We check the value of leaves according to an algorithm. Strictly speaking, an algorithm
should be dened as a function from the set of nite sequences of the pair of the leaf and
its value to the set of the leaves. In this paper, algorithm means deterministic, depth-
rst, alpha-beta pruning algorithm [10]. An algorithm is called directional if it queries
the leaves in a xed order, in other words, it is a function from the set of nite sequences
of the leaf [10]. AD denotes the set of all deterministic, depth-rst, alpha-beta pruning
algorithms, and the set of all directional algorithms is denoted by Adir( AD).
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We write the cost of an algorithm A with respect to ! as C(A; !), namely, C(A;!) is
the number of the leaves the algorithm A check when the leaves are assigned the value
by !. Given a set of assignments 
, a probability distribution d on 
 and A 2 AD, then





Denition 2.1.1. Let T be a game tree, A(6= ;) be a subset of AD.






where d runs over all probability distributions on the set of assignments.









If A = AD, we just say d is an eigen-distribution.
Liu-Tanaka gave a characterization of eigen-distribution for T h2 and they showed the
uniqueness of the eigen-distribution.
Denition 2.1.2 (i-set [6]). Given T , i 2 f0; 1g, i-set for T consists of assignments
such that
 the root has value i.
 if an AND-node has value 0 (or OR-node has value 1), just one of its children has
value 0 (1), and all the other children have 1 (0).
Denition 2.1.3 (Ei-distribution [6]). Suppose A is a subset of AD. A distribution d on
i-set is called an Ei-distribution w.r.t. A if there exists c 2 R such that for any A 2 A,
C(A; d) = c. If A = AD, we just say d is an E1-distribution.
Theorem 2.1.4 ([6]). For any AND-OR tree T h2 , the E1-distribution is the unique eigen-
distribution, which is a uniform distribution on 1-set.
2.2 The equivalence of eigen-distribution and Ei-distribution
for multi-branching tree
In this section, we extend the Suzuki-Nakamura's theorem to balanced multi-branching
trees. Approach is the totally same as their one. For simplicity, we only consider n-
branching tree. At rst, we extend the notion in [15] to multi-branching case. We x an
internal node u in T hn , and i < n.
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Denition 2.2.1 (Transposition of node, assignment, algorithm, for T hn [15]).
1: the i-th u-transposition trui : T hn ! T hn is dened as follows:
 The 0-th u-transposition is identity, that is tru0(v) = v for any v 2 T hn .
 For i 2 f1;    ; n  1g, trui : T hn ! T hn is dened by
trui (v) =
8>><>>:
u(i  1)s if v=uis for some s 2 f0;    ; n  1g
uis if v = u(i  1)s for some s 2 f0;    ; n  1g
v otherwise
2: For an assignment !. The i-th u-transposition of ! is the assignment trui (!) for T hn
dened by trui (!)(v) = !(tr
u
i (v)) for any leaf v of T hn .
3: For an algorithmA inAD. For each assignment ! and the query history (1;    ; m)
of (A; trui (!)), the i-th u-transposition of A, denote tr
u
i (A), has the query history
(1;    ; m) such that j = trui (j) for each j  m. Note that the equation
C(A; trui (!)) = C(tr
u
i (A); !) hold.
We say A  AD is closed if A is closed under the i-th u-transposition for any internal
node u 2 T hn and i < n. Suzuki-Nakamura showed the equivalence between eigen-
distribution and E1-distribution with respect to a closed subset of AD for T h2 [15].
Theorem 2.2.2 (Suzuki-Nakamura [15]).
1: For any AND-OR tree T h2 , non-empty closed set A  AD, a probability distribution
is an eigen-distribution w.r.t. A if and only if it is an E1-distribution w.r.t. A.
2: there are uncountably many eigen-distribution w.r.t. Adir.
To extend this theorem to multi-branching case, we need more denition.
Denition 2.2.3 (Equivalent assignment class, closeness, connectness).
Let !, !0 be an assignment for T hn , we dene !  !0 if !0 = trui (!) for some u, i. An
assignment ! is said to be equivalent to !0 if there is a sequence !i (i  k) of assignments
such that !0 = !; !k = !
0, and !i  !i+1 for any i < k. The equivalence class of ! is
denoted by [[!]]
Denition 2.2.4. Let 
 be a set of assignments,
 




 is connected if for any assignments !; !0 2 
, there is a sequence !i (i  k) of
assignments in 
 such that !0 = !; !k = !
0, and !i  !i+1 for any i < k.
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Note that if 
 is closed connected set if and only if 
 is in the form of [[!]] for some
! 2 
. Especially, i-set (i = 0; 1) is closed and connected.




pi = 1, 
1;    ;
m be disjoint non-empty subsets of assignments. We say that




i if there exists a distribution di on 
i for each 1  i  m
such that d = p1d1 +   + pmdm.
For T h2 , Suzuki and Nakamura [15] applied a version of no-free-lunch theorem from [18]
to show the equivalence between eigen-distribution and E1-distribution. We can easily
see that this theorem also works in the case of n-branching trees as we state below.
Lemma 2.2.6. Let A  AD be closed, p1;    ; pm and 
1;    ;
m be as in Denition
2.2.5. Assume that each 








C(A; d) = c holds.



















So it's enough to show the case m = 1. Let 
 be connected and d a distribution on





C(A;!) = c, since 

is connected and if !; !0 2 
 satises !  !0, then there is a u 2 T hn and i < n with
trui (!) = !
0. By the denition of transposition,X
A2A
C(A; trui (!)) =
X
A2A























Following technical lemma says that under uniform distribution on closed set of assign-
ments, all deterministic algorithms have the same expected cost.
Lemma 2.2.7. Let T be balanced multi-branching tree, p1;    ; pm and 
1;    ;
m be as
in Denition 2.2.5 and assume that each 
i is closed. Let duni(p1
1+   + pm
m) be the
distribution p1d1+  +pmdm, where each di is the uniform distribution on 
i. Then there
exists c 2 R such that for any algorithm A 2 AD, C (A; duni(p1
1 +   + pm
m)) = c:
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Proof. For the same reason as lemma 2.2.6, we can assume m = 1. Let 
 be closed, and
d be the uniform distribution on 
. We prove this by induction on height h.
 For case h=1. Since 
 is closed,














C(A;!) = C(A; d)
This implies the claim because if h = 1, AD is connected.
 For the induction step, we show the case h+1 by induction on the number n of children
under the root of tree T .
(1) For n = 1, it is obvious.
(2) For induction step, T is divided into T0 and T 0 as shown in Fig.3, where T0 is the
left-most subtree under the root, and T 0 denotes the rest part.
Fig. 3: An illustration of division of T
Then 





0!0 , where !0 is an assignment for the
left-most subtree T0, 
0 is a closed set of assignments for T0 and 
0!0 = f!0 : !0!0 2 
g
is a closed set of assignments for T 0.
Without loss of generality, we assume that A evaluates T0 rst since 
 is closed. Then

















where A0 is an algorithm for T0, A0!0 is an algorithm for T 0 which is applied after A
evaluates the subtree T0 under the assignment !0. If the algorithm stops before A0!0
starts, we set C(A0!0 ; !
0) = 0 for each !0 2 
0!0 .




















F   F
k0 such that each 
i0 is closed and con-
nected. Because 
 is closed, for any !, !0 2 
i0, 
0! = 
0!0 . So we let ai =j 
0! j for
! 2 
i0. Also by induction hypothesis (on the number of children), we know that for








































ai  ei + bi  j
i0j

The right-hand side is independent of algorithm.
The next lemma says the following conditions for distribution are equivalent: (1) eigen-
distribution, (2) the expected cost is independent of the algorithm, (3) the expected cost
is the same as uniform distribution.
Lemma 2.2.8. Let p1;    ; pm and 
1;    ;
m be as in Denition 2.2.5 and assume that
each 




i, A is a closed subset of



















i)) = C(A; duni(p1
1 +   + pm
m))
Proof. For the same reason as previous lemma, it's enough to show the case m = 1.




















C(A; d)  min
A2A
C(A; d) holds and this implies 2.














)) = C(A; duni(
))

















By lemma. 2.2.7, if we consider the uniform distribution on closed set 
, the expected
cost is independent of algorithm. So we x an algorithm A which checks the leaves
according to the lexicographic order, i.e., from left to right, and C^(
) (C_(
)) denotes
the expected cost by A with respect to the uniform distribution on 
 for AND-OR (OR-
AND) tree T . The next lemma follows from the denition.
Lemma 2.2.9. If a closed set 
 is partitioned into 
 = 
1
F   F
k, where each 
i is









We rst investigate AND-OR tree T 1n . We can partition the set of all assignments into

0 t
1 t    t
n where 
i is the closed and connected set of assignments which assigns
1 to just i leaves of T 1n . Note that in this case, 
n is 1-set and 
n 1 is 0-set. We use the
following lemma to evaluate C^(
i)
Lemma 2.2.10. For any non-negative integers a1;    ; an, b1;    ; bn and c1;    ; cn, if






















ak  bk)  (
nP
k=1
ak  bk  ck)(
nP
k=1
ak)  0    ()
Left side of () =
nP
k;l=1
ck  ak  al  bl  
nP
k;l=1




ck  ak  al(bl  bk) 
P
1l<kn
cl  ak  al(bl  bk) =
P
1l<kn
(ck   cl)  ak  al  (bl  bk)
Since ck   cl  0 and bl   bk  0, () holds.
Proposition 2.2.11. C^(
i) < C^(
i+1) for any i = 0; 1;   n  1.
Proof. We can easily show C^(









. So the inequality
for i = n  1 holds. We x i  n  1 and partition 
i into 
i = 
i;0 t    t
i;n 1 where

i;j := f! 2 
i j ! is in the form of 1j0u for some u 2 f0; 1gn (j+1)g
In other words, 
i;j is the subset of 
i such that the cost of A with respect to assignments
in 
i;j is j + 1. Note that 
i;j = ; for j > i. Using this partition, C^(











i;jj is given by j
i;jj = (n  (j + 1))!
(i  j)!(n  (i+ 1))! for j  i, so we get the relation
j
i;jj = i+ 1  j
n  (i+ 1) j
i+1;jj for any i < n  1; j < n:
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From this relation, for any i < n  1, C^(









i+1;jj where g(j) :=
(
i+1 j
n (i+1) (0  j  i)
0 (i < j  n  1)
Since g(j) is non-negative decreasing function, by lemma.2.2.10, C^(
i) < C^(
i+1)
holds for any i < n  1.
If T 1n is OR-AND tree, in this case 
0 is 0-set, 
1 is 1-set, and by the same argument,
we can show C_(
i+1) < C_(
i) for any i = 0; 1;    ; n  1.
To consider general height, we investigate the relation between the expected cost for
height h + 1 and for height h. To simplify the notation, we consider only n-branching
tree T hn , and 
^;hi , 
_;hi denote the i-set for AND-OR, OR-AND tree T hn , respectively.
C^;hi (i = 0; 1) denotes the expected cost with respect to the uniform distribution on i-set
for AND-OR tree T hn . I.e., C^;hi := C^(
^;hi ). C_;hi (i = 0; 1) is dened by the same way
for OR-AND tree.

















and C_;h+10 = nC
^;h
0 .
Proof. We x the algorithm A which checks the leaves from left to right. 
^;h+10 can

















































n m0  (m1)n 1| {z }
(b)
Since !k 2 
_;h0 , !i 2 





























In the same way, we can get other equalities.
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Theorem 2.2.13. Let 
 be a closed set of assignments in which assignments assign i to
the root, then C^;hi > C
^(
) and C_;hi > C
_(
).
Proof. We show this by induction on height h. By lemma 2.2.9 and proposition 2.2.11,
the base case holds.
Let h  1, we partition 
 into 
 = 
1 t    t 
k where 
i = [[!0i ]]     [[!n 1i ]] and
!ji is an assignment of the j-th subtree under the root of T hn . Since 
 is closed, we can
x an algorithm A which check from left to right.
 First, we show the case i = 1 for AND-OR tree, i.e., C^;h+11 > C^(
) where 
 is a
















































By induction hypothesis, C_;h
[[!li]]
















The case i = 0 for OR-AND tree is shown by the same way.
 Next, we show C_;h+10 > C_(
), where 
 is a closed set in which assignments assign 0
to the root.
For an assignment ! = !0   !n 1 2 
 of T h+1n where each !i is an assignment of
the i-th subtree T hn , we denote e! = !n 1   !0. Let l (L, respectively) be the minimum
(maximum) number such that !l (!L, respectively) assigns 0 to the l-th (L-th) child of
the root. Then C_(

































































Similarly, the case i = 1 for OR-AND tree is shown by the same way.
Theorem 2.2.14. C^;h1 > C
^;h
0 for any h  1.














which implies C^;h+11 > C
^;h+1
0 by Lemma 2.2.12.
We prove () by induction on height h. For h = 1, C^;11 = C_;10 = n, C_;11 = C^;10 = n+12 .
















By lemma 2.2.9, theorem 2.2.13 and 2.2.14, we have the following theorem.
Theorem 2.2.15. For any closed set 
( 6= 
^;h1 ), C^;h1 > C^(
).
By lemma 2.2.8 and theorem 2.2.15, we can show that
Theorem 2.2.16. Let d be a probability distribution on the set of assignments for
AND-OR tree T hn , A be a closed subset of AD. Then the following two conditions are
equivalent.
1: d is an eigen-distribution w.r.t. A.
2: d is an E1-distribution w.r.t. A.
Proof. 1) 2. We partition the set of all assignments into disjoint closed connected sets

1 t    t 
m. We can assume 
1 = 












i) holds but because
d is eigen-distribution and by theorem 2.2.15, p1 must be 1. So d is a distribution on
1-set. By lemma 2.2.8 again, the expected cost w.r.t. d is independent of algorithm.
2 ) 1. Since d is an E1-distribution, min
A2A
C(A; d) = C^;h1 . For any distribution d
0, we




i. By lemma 2.2.8,
min
A2A
C(A; d0)  min
A2A
C(A; duni(p1






i)  C^;h1 = min
A2A
C(A; d)
We can show that eigen-distribution is equivalent to E0-distribution w.r.t. A for OR-
AND tree in the same way. Moreover, theorem 2.2.16 holds for balanced multi-branching
tree.
3 Weighted game tree
3.1 The uniqueness of Ei(a; b)-distribution w.r.t. AD
Liu-Tanaka proved the uniqueness of the eigen-distribution for T h2 , and Peng et.al.
showed for T 2n . In this section, we introduce weighted tree to show the uniqueness of the
Ei-distribution for balanced multi-branching trees.
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Denition 3.1.1. Let A be an algorithm, ! an assignment. ]1(A;!), (respectively,
]0(A;!)) denote the number of leaves probed by A and assigned 1 (respectively, 0) on !.
For any positive real number a, b,
C(A; !; a; b) := a  ]1(A;!) + b  ]0(A;!);
is called a generalized cost weighted with (a; b). It is obvious that C(A;!) = C(A;!; 1; 1).
For a distribution d on 
, the expected generalized cost is also dened by




d(!)C(A; !; a; b):
We may say that T is a weighted tree if we consider the generalized cost.
Denition 3.1.2. For any subset A  AD, a distribution d on i-set is called an Ei(a; b)-
distribution w.r.t. A if there exists c 2 R such that for any A 2 A, C(A; d; a; b) = c.
Our goal of this subsection is to show that if d is an Ei(a; b)-distribution w.r.t. AD for
balanced multi-branching tree, then d is an uniform distribution on i-set (i = 0; 1). For
simplicity, we here only treat the n-branching trees, since our arguments and results can
be extended straightforwardly to general balanced multi-branching weighted trees.
Denition 3.1.3. Let Ai be an algorithm for T hin (i = 1; 2). The algorithm A1 A2 for
T h1+h2n , as illustrated in Figure 4, is dened as follows:
 Evaluate the value of nodes at height h2 according to the order of A2.
 Probe the leaves of each subtree T h1n according to the order of A1.
Fig. 4: A game tree of height h1 + h2
For an assignment ! 2 
h1+h2 , we partition it into nh2 assignments !j (1  j  nh2)
for T h1n , and denote ! = !1!2   !nh2 . If !j assigns xj to the root of j-th subtree T h1n
(1  j  nh2), x1x2    xnh2 denes the assignment for T h2n induced by !. We denote it




h1+h2 : ! h2= !2
	
:
Thus, to solve the nal goal of this subsection, we rst show that if !, !0 are in i-set
for T h+1n and both assignments assign the same value to the nodes in height h, namely
! h= !0 h, then d(!) = d(!0) for an Ei(a; b)-distribution d w.r.t. AD. By !  !0, we
mean that !0 is equivalent to !, i.e. [[!]] = [[!0]].
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Lemma 3.1.4. Let d be an Ei(a; b)-distribution w.r.t. AD for T h+1n , !1, !2 be in i-set
such that !1 h= !2 h. Then d(!1) = d(!2).
Proof. Without loss of generality, we may assume that d is an E1(a; b)-distribution w.r.t.
AD for AND-OR tree T h+1n and h is even. The other cases are proved in the same way.
For any assignment ! 2 
^;h+11 , we can nd a directional algorithm A! which probes
all the leaves with assignment !, namely C(A!; !) = n
h+1. We call such an algorithm
eigen. Note that an eigen algorithm is not unique.
Let T1;    ; Tnh be the subtrees with height 1 of T h+1n , listed in the order where A!1
evaluates them on !1, and !
j
1 be the restriction of !1 to Tj. We say that !j1 is a 0-part
of !1 if it assigns 0 to the root of Tj. Because we assume h is even, we can see each !j1
as an element in 
^;10 [ 
^;11 . So, if !j1 is a 0-part, it consists of one 0 and (n  1) many
1's, and otherwise n many 1's. Moreover the number of 0-parts does not depend on the
choice of ! 2 
^;h+11 .
Since !1 h= !2 h, there are eigen algorithms A!1 ; A!2 for !1; !2 such that the order
A!1 ; A!2 evaluate the subtree with height 1 are same. We show by induction on l that
if !j1 = !
j
2 for all j  nh   l, and !j1  !j2 for all j  nh   l + 1, then d(!1) = d(!2).
For the case l = 0, the statement is trivial since !1 = !2. For the induction step (l > 0),
we assume that !j1 = !
j





2 . Next we describe the nondirectional algorithm A
0 as follows:
 A0 works the same as A!1 and checks whether the leaves of Tj are assigned by !j1
for each j  nh   l or not. If not, A0 also works the same as A!1 after that.
 if Tj is assigned by !j1 for j  nh   l, then A0 checks Tnh l+1 as A!2 , and then back
to A!1 to the end.
Since d is an E1(a; b)-distribution, we have


























^;h+11 : 8j  nh   l + 1 (!j = !j2) and 8j > nh   l + 1 (!j  !j2)
o
:
By the induction hypothesis, d(!) = d(!1) for ! 2 X and d(!) = d(!2) for ! 2 Y .
Moreover, there is a bijection from X to Y , we can getX
!2X


















C(A!1 ; !; a; b) C(A0; !; a; b)

= 0:
Because for any ! 2 X, C(A!1 ; !; a; b) > C(A0; !; a; b), we get d(!1) = d(!2).
Then the proposition follows from the case l = nh.
To show the rst proposition, we will give more observations. The next lemma tells
how to estimate the cost of algorithm A1  A2.
Lemma 3.1.5. Let Ai be an algorithm for T hin (i = 1; 2), !2 2 
^;h21 . Then we haveX
!2
!2




















where  is the label of height h2.
Proof. Assume h2 is even. In this case,  is ^. We rst observe that the number of subtrees
of height h1 checked by A1  A2 and their orders depend only on A2 and !2 2 
^;h21 .
Suppose that !2 assigns 1 to the root of a subtree T h1i . For an !1 2 
^;h11 , the number
of ! 2 
!2 which assigns !1 to the leaves of T h1i is j
!2 jj
^;h11 j . Since !1 runs over all the
assignments in 
^;h11 , the total cost to evaluate the subtrees of height h1 whose roots have
value 1 is X
!12
^;h11






And similarly, the total cost to evaluate the subtrees of height h1 whose roots have
value 0 is X
!12
^;h10






Therefore we have the equation of the lemma.
The following proposition states E1(a; b)-distribution for height h+ 1 can be seen as a
distribution for height h with new weight. To show it, we need the following notion. Let
d be an Ei(a; b)-distribution on 
^;h+1i . Now we dene the distribution ed on 





! is the subset of 

^;h+1
i that assigns ! to nodes in height h (See denition 3.1.3).
By lemma 3.1.4, we can also dene ed(!) = j
!jd(!0) for any !0 2 
!.
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Proposition 3.1.6. If d is an E1(a; b)-distribution on 
^;h+11 and we assume h is even,




Proof. Let A be any (nondirectional) algorithm for T hn and A0 the left-to-right algorithm
for T 1n . We dene a (nondirectional) algorithm eA := A0  A for T h+1n . Then,
C( eA; d; a; b) = X
!2
^;h+11




































































ed(!)C(A;!;na; b+ (n  1)a
2
) = C(A; ed;na; b+ (n  1)a
2
)
The equality (1) follows from Lemma 3.1.5, and (2) from









^;10 j = n:
Since d is an E1(a; b)-distribution, ed is an E1(na; b+ (n 1)a
2
)-distribution.
Note that the cases with an odd h and/or E0-distribution can be treated in a similar
way.
Theorem 3.1.7. For balanced multi-branching weighted tree, the Ei(a; b)-distribution
w.r.t. AD is an uniform distribution on i-set.
Proof. It is proved by induction on height h. Assume that a tree T is an AND-OR tree,
and the OR-AND case can be treated similarly.
We rst investigate the base case h = 1. Since the 1-set for T 1n is a singleton, the
E1(a; b)-distribution is trivially unique. The 0-set for T 1n consists of n assignments
!0;    ; !n 1, where for each i < n, !i assigns 0 to the i-th leaf and 1 to the rest.
Let d be an E0(a; b)-distribution and pi := d(!i). We will show for any i, j < n, pi = pj.
Let A(i; j) be the algorithm that probes the leaves from left to right skipping over the
i-th and j-th leaves, and probes them at the end in this order: probes the i-th leaf next to
24
Fig. 5: The example of A(i; j)
last and nally the j-th one. For example, let n = 6, then A(5; 3) = 124653, as illustrated
in Figure 5
Note that C(A(i; j); !i; a; b) = (n  2)a + b; C(A(i; j); !j; a; b) = (n  1)a + b and for
k 6= i; j, C(A(i; j); !k; a; b) = C(A(j; i); !k; a; b): Since d is an E0(a; b)-distribution, we
have
C(A(i; j); d; a; b)  C(A(j; i); d; a; b)
= pi





C(A(i; j); !j; a; b)  C(A(j; i); !j; a; b)

= a(pj   pi) = 0:
We get pi = pj since a 6= 0.
For the induction step, we assume d is an E1(a; b)-distribution on T of height h + 1.
By proposition 3.1.6, ed is an E1(na; b + (n 1)a
2
)-distribution for T of height h. By the
induction hypothesis, ed is an uniform distribution on 




! j for any !
0 2 
!, d is also uniform.
Putting a = b = 1, we then get the following conclusion.
Corollary 3.1.8. For any balanced multi-branching AND-OR tree, E1-distribution is
the unique eigen-distribution, which is a uniform distribution on 1-set.
Remark. For weighted tree, the same results hold until theorem 2.2.13. But it depends
on the weight pair (a; b) which expected cost C^;h1 or C
^;h
0 is more greater. Furthermore,
if it happens that C^;h1 = C
^;h
0 , in this case, by lemma 2.2.8, eigen-distribution is not
unique.
Example 3.1.9. Let T 1n be a weighted AND-OR tree. Then we know that C^;11 = na,
C^;10 = b +
(n 1)a
2
. If C^;11 = C
^;1




this case, let di be a uniform distribution on i-set (i = 0; 1), then for any p0; p1  0 such
that p0 + p1 = 1, p0d0 + p1d1 is eigen-distribution for T 1n .
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3.2 The uniqueness of Ei(a; b)-distribution w.r.t. Adir fails
In this subsection, we will show that for balanced multi-branching trees, the unique-
ness of Ei(a; b)-distribution no longer holds if we restrict the algorithms to Adir, and in
particularly we show that E0-distribution for AND-OR n-branching trees, namely T hn , is
not unique for h  2 and n  3. It worth remarking that, however, for AND-OR trees
T 22 , E0-distribution w.r.t. Adir turns out to be unique (Section IV of [15]).
Theorem 3.2.1. For any tree T hn (h  2; n  3), there are more than one Ei(a; b)-
distributions (i = 0; 1) w.r.t. Adir.
Proof. We show this by induction on height h of AND-OR trees, and the OR-AND case
can be treated in the same way. Before the proof of the case h = 2, we dene some
notations.
For i = 1;    ; n, let ![i] denote the assignment for the subtree of height 1 such that
value 1 only appears in the i-th position of ![i], and ![0] denote the assignment for the
subtree of height 1 such that all the values are 0. Then we can see that any assignment
! = !1   !n in 
^;20 [ 
^;21 can be represented by a sequence from such ![i]'s, where !j
is the assignment for the j-th subtree of T 2n .
We consider only E0-distribution. The case for E1-distribution can be treated in the




![i1]   ![in] 2 
^;20 : ij = 0; is 6= 0 for s 6= j; and
nX
s=1









k;j and we can easily observe that the number of ! in 
k;j such that
!l is ![i] does not depend on k for any i; j; k; l. Thus, we can show that for any k;m; j;














nn 1 . We dene the distribution d on

^;20 by d(!) = pk for ! 2 
k;j. Then, for any A 2 Adir,




























Since uniform distribution on 0-set is an E0-distribution, C(A; d; a; b) does not depend





nn 1 , then there are uncountably
many E0-distribution w.r.t. Adir.
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For the induction step, we consider OR-AND tree of height h + 1. Let d0 and d1 be
an E0(a; b)-distribution and an E1(a; b)-distribution for AND-OR tree T hn , respectively.
Then we can construct an Ei(a; b)-distribution w.r.t. Adir for OR-AND tree T h+1n as
follows.
 For E0(a; b)-distribution, we dene the distribution d on 
_;h+10 by d(!0   !n 1) =
n 1Q
i=0
d0(!i), where each !i 2 
^;h0 is the assignment for the i-th subtree of height h. Then
we can show d is an E0(a; b)-distribution.





^;h1 and !j 2 
^;h0 for j 6= i.
By the induction hypothesis, the above d's are not uniform.
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Part II
4 Finite model theory
In the rst subsection, we dene some notation, and summarize classical results of
nite model theory.
4.1 Preliminaries
For any sets A; B, the power set, complement of A is denoted by P(A); Ac; respectively.
AB denotes symmetric dierence, i.e., AB := (A nB)[ (B nA). A set obtained from
the sets A1;    ; An by applying the set operators such as complement, union repeatedly
is called the boolean combination of A1;    ; An. x; a denotes the sequence of variables
x1    xn or elements a1;    ; an. If for each i, ai 2 A, then we simply write a 2 A.
Denition 4.1.1. The nite set of relation symbol  = fR1;    ; Rng is called (relational)
vocabulary. Each Ri is assigned the natural number a(R) > 0 called arity.  -structure
is a tuple A := (A;RA1 ;    ; RAn ) where A is a nonempty nite set and RAi  Aa(Ri). A
is called a universe, RAi is called an interpretation of Ri. The set of all  -structures is
denoted by Str(). We call a subset of Str() as a class.
Given a vocabulary  , we can dene a formula of rst-order logic (FO) which is formal
proposition consisting of : (negation), _ (or), ^ (and), 9 (exist), 8 (all). Strictly, it is
dened as follows:
Denition 4.1.2. Let  be a vocabulary. The FO  -formulas are dened by the following
rules:
 x = y, R(x1;    ; xr) are  -formulas (called atomic formulas) where x; y; x1;    ; xr
are variables, R 2  is r-ary symbol.
 If ';  are  -formulas, then :'; ' _  ; 9x' are also  -formulas.
We introduce other logical symbols ' ^  ; ' !  ; ' $  ; 8x' as an abbreviation for
:(:'_: ); :'_ ; ('!  )^( ! '); :9x:', respectively. The set of FO  -formulas
is denoted by FO().
The occurrence of variable x is called bounded if it appears in the scope of 9x. The
variables not bounded is called free. If free variables in a formula ' are in x1;    ; xn, we
write ' as '(x1;    ; xn). A formula which has no free variables is called sentence.
Example 4.1.3. Let  := fEg where E is a binary symbol, ' be a following formula
' := 9z(E(x; z) ^ 9x(E(z; x) ^ E(x; y)))
In this example, the leftmost occurrence of x and y are free but the other occurrences of
x and z are bounded. We write ' as '(x; y).
28
Given A 2 Str(), '(x1;    ; xn) 2 FO(), '(a1;    ; an) denotes the expression given
by replacing each free variable xi in ' with ai 2 A. We can decide whether A satises
the expression '(a) or not.
Denition 4.1.4. Given A 2 Str(), '(x) 2 FO(), and a 2 A. The satisfaction
relation A j= '(a) is dened as follows:
 A j= ai = aj :, ai = aj, A j= R(a) :, a 2 RA for R 2  .
 A j= :'(a) :, A 6j= '(a)
 A j= (' _  )(a) :, A j= '(a) or A j=  (a)
 A j= (9x')(a) :, A j= '(a; a0) for some a0 2 A.
We say '(x) is valid, denoted by j= ', if A j= '(a) holds for any structure A and a 2 A.
Trahtenbrot shows that set of valid sentences in the nite is 01-complete.
Fact 4.1.5. Halting problem is reducible to nite satisability problem. In other words,
The set of sentence which is valid in the nite is not recursively enumerable.
Halting problem and nite satisability problem is the following problem:
 (Halting problem)
Given a Turing machine M, and the input x, decide whether M(x) halts or not.
 (Finite satisability problem)
Given a rst order sentence ', decide whether there is a nite structure A satisfying
'.
General rst order logic, validity is equivalent to provable because of Godel's com-
pleteness theorem. So, to consider only nite structures is not suitable for the position
of mathematical logic. But after decades, the connection with the complexity theory is
discovered.
Given a sentence ' 2 FO(), ' dene a class Mod(') of  -structures satisfying '. A
class K  Str() is called denable in FO (denoted by K 2 FO) if there exists a sentence
' 2 FO() such that K = Mod(').
Example 4.1.6. Given A 2 Str() where A = fa0;    ; an 1g, we dene 'A by
9x0    9xn 1
 ^
i 6=j













Then for any B 2 Str(), B j= 'A , B = A. So any nite set is denable in FO
The rst result of Descriptive complexity theory is as follows:
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Fact 4.1.7 (Fagin). For any class K, K is denable in existential second order logic if
and only if it is computable in polynomial time by non-deterministic Turing machine.
To characterize other complexity classes, we need to consider ordered class
Denition 4.1.8. Let < be a binary, +; be ternary symbols,  be a vocabulary such
that <2  or f<;+;g   . A 2 Str() is called an ordered structure if the following
holds
 <A is a linear order on A.
 +A; A are the graph of the addition and the multiplication induced by <A re-
spectively. We write +(x; y; z);(x; y; z) as x+ y = z; x y = z.
The set of all ordered structures is denoted by O().
Fact 4.1.9. Let f< :+;g   , K  O(). Then K is denable in FO if and only if K
is AC0-computable.
Other complexity classes like L, P, PSPACE are also characterized by the extension of
rst order logic on ordered structures. See [27] for more details.
We nally give an easy lemmas.
Lemma 4.1.10. Given K  Str() and m > 0, let Km := fA 2 K j jAj  mg. Then
K 2 FO , Km 2 FO.
Proof. If K is dened by ', then Km = Mod(' ^ 'm) where











Lemma 4.1.11. If K;K 0  Str() satisfy jKK 0j <1, then K 2 FO , K 0 2 FO .
Proof. It follows from the previous lemma.
4.2 Lindstrom Quantier
Denition 4.2.1 (Lindstrom Quantier). Let ;  be vocabulary and  = fR1;    ; Rng,
K  Str(). FO(QK)  -formulas are dened as for FO with the additional rule:
If '1;    ; 'n are  -formulas, then QK x1;    ; xn('1;    ; 'n) is also  -formula.
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where xi is a sequence of pairwise distinct variables with length a(Ri); and each 'i may
contain variables other than xi.
QK is called the Lindstom quantier given by K. We denote the set of all FO(QK)
 -formulas by FO(QK)().
Before giving the meaning of Lindstrom quantier, we dene some notation.
Denition 4.2.2. Given a  -formula '(x; y), A 2 Str(), a 2 A, the relation on A
dened by ' (with parameter a 2 A) is denoted by 'A( ; a). I.e.,
'A( ; a) := fb 2 A j A j= '(b; a)g
Denition 4.2.3. Let A 2 Str(); a 2 A. The semantics of Lindstrom quantier QK is
dened as follows:
A j= QK x1;    ; xn( 1(x1; a);    ;  n(xn; a)), (A; A1 ( ; a);    ;  An ( ; a)) 2 K
To deal with a tuple of elements, we need to dene the vectorization.
Denition 4.2.4. Let  := fR1;    ; Rng, K  Str(), k > 0. The new vocabulary
(k) is dened by (k) := fRk1 ;    ; Rkng where a(Rki ) = k  a(Ri): Given a (k)-structure
A = (A; (Rk1)A;    ; (Rkn)A), then Ak := (Ak; (Rk1)A;    ; (Rkn)A) can be seen as a -
structure. The class of (k)-structures Kk, called k-vectorization of K, is dened by
Kk := fA 2 Str((k)) j Ak 2 Kg
The extension of rst-order logic FO(fQKk j k  1g) dened by adding new countable
Lindstom quantier is called the Lindstrom extension of FO by K. We denote this logic
simply by FO+K. Similarly, the set of all FO+K  -formulas is denoted by FO+K().
We may write QKk as Q
k
K . A class L  Str() is dnable in FO+K if there is a sentence
' 2 FO +K () such that L = Mod(') denoted by L 2 FO +K .
Example 4.2.5. Let  = fR1;    ; Rng, K  Str() be any class. For any A 2 Str()
A j= QK x1;    ; xn(R1(x1);    ; Rn(xn)), A 2 K
So K is denable in FO+K.
Example 4.2.6. Let S  N, P be a unary symbol, KS := f(A;PA) j jPAj 2 Sg, then
A j= QKSx'(x; a), j'A( ; a)j 2 S
We call such quantier counting quantier, and write as CS. Especially, if S is in the
form of S = fkn 2 N j n  0g for some k 2 N. We say QKS as counting modulo quantier
denote by Dk.
The semantics of vectorized quantier in this case is as follows:
A j= Q3KSxyz'(x; y; z; a), jf(a; b; c) 2 A3 j A j= '(a; b; c; a)gj 2 S
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Example 4.2.7. Let P;Q be unary quantiers, K := f(A;PA; QA) j jPAj = jQAjg, then
A j= QKx; y('(x; a);  (y; a)), j'A( ; a)j = j A( ; a)j
This quantier is called Equicardinality quantier or Hartig quantier denoted by I.
We are mainly interested in the expressive power of the Lindstrom extension. Espe-
cially, our motivations are as follows:
 Given two classK;L, when the Lindstrom quantierQK can be expressed by FO+L
formula ?
 Is it possible that the model theoretic poperty of K aects the expressive power of
corresponding Lindstrom extension ?
To state our question more formally, we dene a pre-order on the set of classes.
Denition 4.2.8. Let K;L be classes,
 FO+K is more expressive than FO+L (denoted by L  K) if for any vocabulary
 , and for any formula ' 2 FO + L(), there exists  2 FO +K () such that
j= '$  .
 If K  L and L  K, then we denote K  L.
It is easy to see that  denes a pre-order on
[







= . We will investigate this structure later.
To show the fundamental result between Lindstrom extensions, we give some lemma.
Lemma 4.2.9. Let  := fR1;   Rng be a vocabulary, K  Str(). For any vocabulary
 , '(x1;    ; xm) 2 FO+K(), k  1, there exists 'k(x1;    ; xm) 2 FO+K((k)) such
that for any A 2 Str((k)); and a1;    am 2 Ak,
A j= 'k(a1;    ; am), Ak j= '(a1;    am) ()
where xi := xi;1;    ; xi;k for each i = 1    ;m.
Proof. We construct 'k 2 FO +K((k)) inductively:




 (R(x1;    ; xl))k := Rk(x1;1;    ; x1;k;    ; xl;1;    ; xl;k) for any R 2 
 (: )k := :( )k; ( 1 _  2)k :=  k1 _  k2 , (9x )k := 9x1    9xk k, respectively.
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 If ' is in the form of QlKy1;1    y1;a1 ;    ; yn;1    yn;an( 1;    ;  n), then
'k := QklKy1;1;    ; y1;a1 ;    ; yn;1;    yn;an( k1 ;    ;  kn) where yi;j := yi;j;1    yi;j;k.
It is easy to verify () holds.
We will give an equivalent condition to compare the representability of two Lindstrom
extension.
Proposition 4.2.10. Let ;  be vocabularies, K  Str(); L  Str(). The following
are equivalent
1: K  L
2: K 2 FO + L
Proof. 1) 2: It is trivial since K is denable by FO +K.
2) 1: Let  := fR1;    ; Rng,  2 FO+L() be a sentence which denes a class K. For
any vocabulary  and ' 2 FO+K(), we construct the equivalent formula ' 2 FO+L()
inductively. It's enough to show the case ' is in the form of QkK x1;    ; xn( 1;    ;  n):
In this case, let k 2 FO+L((k)) be the sentence dened in lemma 4.2.9, ' is dened
by replacing each Rki (z) appeared in 
k by  i (z). Then for any A 2 Str(),
A j= ' , (A; ( 1)A;    ; ( n)A) j= k , (Ak;  A1 ;    ;  An ) j= 
, (Ak;  A1 ;    ;  An ) 2 K , A j= '
4.3 Ehrenfeucht-Frasse game
Ehrenfeucht-Frasse game (EF-game) is one of the tools to show the undenability
results for some logic. In this subsection, We dene EF-game for FO + K. We x
 = fR1;    ; Rrg; K  Str(), and put mi := a(Ri); m := maxfmi j i = 1;    ; rg.
Denition 4.3.1. For any FO +K formula ', the quantier rank qr(') of ' is dened
as follows:
 qr(') := 0 for atomic formula '.
 qr(: ) := qr( ), qr( 1 _  2) := maxfqr( 1); qr( 2)g, qr(9x ) := qr( ) + 1.
 If ' is in the form of QlK x1;    ; xr( 1;    ;  r), then
qr(') := maxfqr( i) j i = 1;    ; rg+ml.
If qr(') = 0; we say ' is quantier-free.
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Lemma 4.3.2. Let  be a vocabulary, n; s  0. The set
n;s := f'(x1;    ; xs) 2 FO +K() j qr(')  ng
is nite up to equivalent. In other words, there is a nite set   n;s such that for any
' 2 n;s, there is a  2  which is equivalent to '.
Proof. It is proved by induction on n.
 For n = 0, it follows from the facts that there are only nitely many atomic formulas
in which free variables are in fx1;    ; xsg, and any quantier-free formula have a
disjunctive normal form.
 By the induction hypothesis,
	1 := f9x' j ' 2 n 1;s+1; x 2 fx1;    xs+1g:g
	2 = fQlK x1;    ; xr('1;    ; 'r) jml  n; 'i 2 n ml;s+mil; xi 2 fx1;    ; xs+milgg
are nite. Any formula in n;s is equivalent to some formula consisting of the
formulas in 	1 [ 	2 and logical connective :; _; ^, but there are only nitely
many such formulas.
Denition 4.3.3. Given A;B 2 Str(); a 2 A; b 2 B, n  0. (A; a) is (n;K)-equivalent
to (B;b) if for any formula '(x) 2 FO + K() which quantier rank is less than equal
to n, A j= '(a) , B j= '(b) holds. We denote it by (A; a) Kn (B;b). When a; b are
empty, we simply write A Kn B.
Proposition 4.3.4. Given L  Str(), the following are equivalent:
1: L 62 FO +K
2: For any n > 0, there exist A 2 L, B 62 L such that A Kn B.
Proof. 1) 2. Suppose that there is an n > 0 such thatA 2 L andA Kn B implies B 2 L.
Let 'A;n :=
Vf' 2 n;0 j A j= 'g for A 2 Str(). By lemma 4.3.2, 'A;n 2 FO +K(),
and B j= 'A;n , B Kn A holds for any B 2 Str().Then ' :=
_
A2L
'A;n is in FO+K()
and this sentence denes the class L.
2 ) 1: If L = Mod(') holds for some ' 2 FO + K(). Let n := qr('). By our
assumption, there exist A 2 L; B 62 L, and A Kn B. This contradicts that ' denes
L.
By proposition 4.3.4, if we want to show L 62 FO +K, it's enough to nd A 2 L and
B 62 L with A Kn B for each n > 0. EF-game guarantees that given two structures are
(n;K)-equivalent.
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Denition 4.3.5. Let A;B 2 Str(), n  0, a1    an 2 An; b1    bn 2 Bn. The bijection
p : fa1;    ; ang 7! fb1;    ; bng is called partial isomorphism form A to B, denoted by
a 7! b, if PA(c), PB(p(c)) holds for any P 2  and c 2 fa1;    ; ang. In other words, p
is a partial isomorphism if and only if A fa1; ;ang' B fb1; ;bng via p. Part(A;B) denotes
the set of all partial isomorphisms from A to B.
Denition 4.3.6 (EF-game). Let A;B 2 Str(), a 2 Al, b 2 Bl, n  0. Ehrenfeucht-
Frasse game for FO +K GK;n((A; a); (B;b)) is dened as follows:
 There are two player I (called Spoiler), and II (calledDuplicator) inGK;n((A; a); (B;b)).
 If n = 0, the game is over, player II wins if and only if a 7! b 2 Part(A;B).
 Let n > 0, I chooses FO-move or K-move, and chooses A or B. (we assume I
chooses A).
{ (FO-move). I chooses a 2 A, and II chooses b 2 B after that. Then they play
GK;n 1((A; aa); (B;bb)).
{ (K-move).
 I chooses k with 1  mk  n, and Xi  Amik for each i = 1;    ; r.
 II chooses ~Xi  Amik and Yi  Bmik for each i = 1;    ; r such that
Xi  ~Xi and (Ak; ~X1;    ; ~Xr) 2 K , (Bk; Y1;    ; Yr) 2 K.
If II cannot choose, I wins.
 I chooses c 2 ~Xi nXi or d 2 Bmik for some i = 1;    ; r.
 When I chooses c 2 ~Xi nXi, II chooses d 2 Yi.
 When I chooses d 2 Yi, II chooses c 2 Xi.
 When I chooses d 62 Yi, II chooses c 62 ~Xi.
If II cannot choose, I wins.
 Then they play GK;n mk((A; ac); (B;b d)).
Theorem 4.3.7. The following are equivalent:
1: II has a winning strategy for GK;n((A; a); (B;b)).
2: (A; a) Kn (B;b).
Proof. Since II wins GK;0((A; a); (B;b)) if and only if a 7! b 2 Part(A;B), the case n = 0
is trivial. We assume n > 0 and the statement is true for any n0 < n.
1) 2: We show this by the induction on the complexity of '.
 For atomic formula, it is true for the same reason as n = 0.
 When ' is in the form of : ;  1 _  2 it follows from induction hypothesis.
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 Let '(x) = 9y (x; y). If A j= '(a), there is an a 2 A such that A j=  (a; a).
By the assumption, II can chooses b 2 B such that II has a winning strategy for
GK;n 1((A; aa); (B;bb)). Because qr( )  n   1, B j=  (b; b) holds by induction
hypothesis. Then B j= '(b).
 Let '(x) = QkK x1;    ; xr( 1(x1; x);    ;  r(xr; x)). Note that since qr(')  n,
qr( i)  n   mk for each i = 1;    ; r. If A j= '(a), then by the denition of
QkK , (A
k;  A1 ( ; a);    ;  Ar ( ; a)) 2 K holds. Since II has a winning strategy for
GK;n((A; a); (B;b)), for each  Ai ( ; a), II can choose ~Xi  Amik and Yi  Bmik
which satisfy the following conditions:
(a)  Ai ( ; a)  ~Xi for each i = 1;    r:
(b) (Ak; ~X1;    ; ~Xr) 2 K , (Bk; Y1;    ; Yr) 2 K
(c) For any c 2 ~Xin Ai ( ; a), there exists d 2 Yi such that II has a winning strategy
for GK;n mk((A; ac); (B;b d)).
(d) For any d 2 Yi, there exists c 2  Ai ( ; a) such that II has a winning strategy
for GK;n mk((A; ac); (B;b d)).
(e) For any d 62 Yi, there exists c 62 ~Xi such that II has a winning strategy for
GK;n mk((A; ac); (B;b d)).
Then, we can show that ~Xi =  
A
i ( ; a) and Yi =  
B
i ( ;
b)    ()
To show (), at rst, for any d 2 Yi, there exists c 2  Ai ( ; a) by (d). Since
qr( i)  n mk, B j=  i( d;b) holds. Similarly, for any d 62 Yi. there is a c 62 ~Xi by
(e). Then B 6j=  i( d;b) holds (by (a)). So we can conclude Yi =  Bi ( ;b).
Finally, if there exists c 2 ~Xi n  Ai ( ; a). Then we can nd d 2 Yi by (c). We know
Yi =  
B
i ( ;
b), so A j=  i(a; c) holds. But this contradicts c 62  Ai ( ; a). Thus we get
~Xi =  
A
i ( ; a). Because of (b) and the assumption (A
k;  A1 ( ; a);    ;  Ar ( ; a)) 2 K,
(Bk;  B1 ( ;b);    ;  Br ( ;b)) 2 K, namely, B j= '(b) holds.
The case B j= '(b) is shown in the same way.
2 ) 1. We describe the winning strategy of player II for GK;n((A; a); (B;b)). Without
loss of generality, we can assume I chooses the structure A.
 FO-move case. If I chooses a 2 A, then we dene a(x; y) by
a(x; y) :=
^
f'(x; y) 2 FO +K() j qr(')  n  1 and A j= '(a; a)g:
By lemma 4.3.2, a 2 FO +K() and qr(a) = n  1. Since A j= 9ya(a; y) and
(B;b) is (n;K)-equivalent to (A; a), B j= 9ya(b; y) holds. There is a b 2 B with
B j= a(b; b), which implies (A; aa) Kn 1 (B;bb). By the induction hypothesis, II
has a winning strategy for GK;n 1((A; aa); (B;bb)) by choosing this b.
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 K-move case. We assume I chooses k with 1  mk  n, and Xi  Amik for each
i = 1;    ; r. For each c 2 Xi, we similarly dene c(x; y) by
c(x; y) :=
^
f'(x; y) 2 FO +K() j qr(')  n mk and A j= '(a; c)g;
and i(x; y) :=
_
c2Xi
c(x; y). Then i 2 FO + K() and qr(i) = n   mk. In
this case, II choose ~Xi  Amik; Yi  Bmik as ~Xi := Ai (a; ), Yi := Bi (b; ).
Then Xi  ~Xi. Let (x) be (x) := QkK y1;    ; yr(1(x; y1);    ;r(x; yr)), since
qr() = n,
(Ak;A1 (a; );    ;Ar (a; )) 2 K , A j= (a)
, B j= (b), (Bk;B1 (b; );    ;Br (b; )):
The second equivalence follows from the assumption (A; a) Kn (B;b).
{ When I chooses c 2 ~Xi nXi, By the denition of i(x; y), A j= c0(a; c) holds
for some c0 2 Xi. Since A j= 9yc0(a) and qr(9yc0) = n   mk + mik  n,
B j= 9yc0(b), so there exists d 2 Yi such that
(A; ac) Kn mk (A; ac0) Kn mk (B;b d):
II chooses these d.
{ When I chooses d 2 Yi, there exists a c 2 Xi with (A; ac) Kn mk (B;b d), it's
enough for II to choose these c.
{ When I chooses d 62 Yi, let  d(x; y) be
 d(x; y) :=
^
f'(x; y) 2 FO +K j qr(')  n mk and B j= '(b; d)g:
Then B j= 9y d(b; y) and qr(9y d)  n, which implies A j= 9y d(a; y). So
there exists c 2 Amik with (A; ac) Kn mk (B;b d). If c 2 ~Xi, there is a c0 2 Xi
with (A; ac) Kn mk (A; ac0), but this implies d 2 Yi which is contradiction.
Thus c 62 ~Xi. II can choose these c.
Corollary 4.3.8. For any classes K;L. The following are equivalent.
1: L 6 K
2: For any n > 0 there exists A 2 L; B 62 L such that II has a winning strategy for
GK;n(A;B).
5 Expressive power of Lindstrom quantiers
In this chapter, we consider the denability of Lindstrom quantiers.
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5.1 Counting quantier
At rst, we investigate the comparability between two counting quantiers. Note that
for any set of natural number S  N, the meaning of counting quantier CS is as follows
(see Example 4.2.6):
A j= CSx'(x) :, j'( )Aj 2 S
Lemma 5.1.1. For any S; S 0  N, if jSS 0j <1, then KS  KS0 .
Denition 5.1.2. A quantier-free formula (x1;    ; xn) 2 FO(;) whose free variables
are in x1;    ; xn is called (n-th) equality type if for any A;B 2 Str(;),
8a 2 An8b 2 Bn ((A j= (a) and B j= (b))) a 7! b 2 Part(A;B)):
In other words, a 2 An and b 2 Bn have the same equality type if and only if ai = aj ,
bi = bj for any 1  i; j  n. E(n) denotes the number of n-th equality types. It's obvious
that E(n) is nite for any n 2 N.





(x mi)(x  (mi + 1))    (x  (mi + ki   1)) + c
where each l; mi; ki; c 2 N satisfy the following conditions,
0  l  E(n); 0  mi  nn; 0 < ki  n; 0  c  nn




Lemma 5.1.4. Let Z[x]+  Z[x] be the set of polynomials which coecient in the
maximum degree is positive. Then P = Z[x]+.
Proof. By the induction on the degree. If f(x) = c for some c > 0, then f 2 P (c).
For induction step. we assume that any polynomial in Z[x]+ whose degree is less that
equal to k belongs to P . For any f(x) = ak+1x
k+1 + akx
k +    + a0 (ak+1 > 0), let
g(x) := ak+1(x   m)    (x   (m + k)) for suciently large m. Then g 2 P by the
denition of g, and the degree of f   g is less that equal to k, so f   g 2 P . Since P is
closed under the addition, f = (f   g) + g 2 P .
Let S  N, f 2 Z[x]+, we denotes Sf := f 1(S) = fn 2 N j f(n) 2 Sg.
Theorem 5.1.5. For any S; T  N, the following are equivalent.
1: KS  KT
2: There exists a boolean combination T 0 of Tf1 ;    ; Tft for some f1;    ; fk 2 Z[x]+
such that jST 0j <1.
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Proof. (2)) (1). To show KS 2 FO+KT , it's enough to show KTf 2 FO+KT for any




(x mi)(x  (mi + 1))    (x  (mi + ki   1)) + c
Let k := maxfki j i = 1;    ; lg, and M := maxfmi j i = 1;    ; lg+ k + c+ l. We dene
FO +KT sentence ' as follows:







^Qk+1KT z0    zk
 l_
i=1












_[z0 = xl+1 ^
c_
j=1
z1 = xj ^ z2 =    zk = xl+1]

Then we can show A j= ', f(#PA) 2 T for any A which satises jPAj > M . Thus let
 be




 denes the class KTf .
(1) ) (2). If there are no f1;    ; fk 2 Z[x]+ such that jST 0j < 1 for some boolean
combination T 0 of Tf1 ;    ; Tfk . Then we can show the following claim:
Claim. For any n > 0, there are u; v > n such that u 2 S; v 62 S, and u 2 Tf , v 2 Tf
for any f 2 P (n).
Proof. We assume that there exists n > 0 the claim does not holds. For any u 2 S











Su. Since P (n) is nite, each Su and T
0 are boolean
combination of the sets in the form of Tf . For any v > n, if v 2 S, then v 2 Sv  T 0.
Conversely, if v 2 Su for some u 2 S. By the denition of Su, u 2 Tf , v 2 Tf holds for
any f 2 P (n), which implies v 2 S. We can conclude u 2 S , u 2 T 0 for any u > n but
this contradicts to jST 0j =1.
For each n > 0, we construct A 2 KS and B 62 KS such that II has a winning
strategy for GKT ;n(A;B). Take u 2 S; v 62 S in the previous claim, and we dene
A = (A;PA); B = (B;PB) as follows:
jAj = u and PA = A; jBj = v and PB = B:
Then A 2 KS, B 62 KS, and the following holds:
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Claim. Let a 2 An s; b 2 Bn s. If a 7! b 2 Part(A;B), then II has a winning strategy
for GKT ;s((A; a); (B;b)).
Proof. It's obvious for the case s = 0. We assume that the claim holds for any s0 < s, and
describe the winning strategy of II for GKT ;s((A; a); (B;b)). Without loss of generality, I
chooses A.
(1) (FO-move) Since u; v > n, II can take b 2 B for any element a 2 A satisfying
aa 7! bb 2 Part(A;B).
(2) (KT -move) Suppose I chooses X  Al (1  l  s). For each c 2 X, Let ~Xc; Yc be
~Xc = fc0 2 Al j ac 7! ac0 2 Part(A;A)g; Yc = f d 2 Bl j ac 7! b d 2 Part(A;B)g:
Furthermore, let M := jfagj( n  s), N := j(fcg n fag)j( l  s). It is easy to see
if N = 0, j ~Xcj = jYcj = 1; and if N > 0, then
j ~Xcj = (u M)    (u  (M +N   1)); jYcj = (v  M)    (v   (M +N   1))
Note that M;N  n, and ~Xc1 \ ~Xc2 6= ; implies ~Xc1 = ~Xc2 for any c1; c2 2 X. So














(v  M)    (v   (M +Ni   1)) + C
where each C;L satises C  M l  nn; L  E(n   s + l)  E(n): Thus let
f(x) 2 Z[x]+ be f(x) =
LX
i=1
(x M)    (x  (M +Ni  1))+C, then f 2 P (n) and
j ~Xj = f(u) 2 T , u 2 Tf , v 2 Tf , jY j = f(v) 2 T:
(a) When I chooses c 2 ~X nX, II can take d 2 Bl in the same way as FO-move
satisfying ac 7! b d 2 Part(A;B), so d 2 Y .
(b) When I chooses d 2 Y , by the denition of Y , there is c 2 X such that
ac 7! b d 2 Part(A;B). II chooses this c.
(c) When I chooses d 62 Y , II takes c 2 Al in the same way as FO-move satisfying
ac 7! b d 2 Part(A;B). c 62 ~X follows from d 62 Y .
By the induction hypothesis, II has a winning strategy for GKT ;s((A; a); (B;b)).
Let s = n, we get a winning strategy of II for GKT ;n((A; a); (B;b)) and by corollary
4.3.8, KS 6 KT .
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5.2 Ordered case
As mention before it is important to consider the expressive power on ordered struc-
tures. So, in this subsection we mention that how our formulation will change in ordered
case.
Denition 5.2.1. Let  := fR1;    ; Rrg, we denote f<g [  by <. Furthermore, given
K  Str(), K<  O(<) is dened by
K< := f(A; <A) 2 Str(<) j A 2 K and <A is linear order on Ag:
Then, for any A 2 Str(<),
A 2 K< , A j= QK x1;    ; xr(R1(x1);    ; Rr(xr)) ^ \ <A is linear order:"
The sentence \ <A is linear order:" is FO-denable, so K<  K.
We can show the analogy of proposition 4.2.10,
Lemma 5.2.2. Let K  Str() for some . For any  = fR1;    ; Rrg, k  1, and
'(y1;    ; yn) 2 FO+K(<), there exists 'k(y1;    ; yn) 2 FO+K((k)<) such that for
any A = (A;<A; Q1;    ; Qr) 2 O((k)<), and a1;    ; an 2 Ak
(A;<A; Q1;    ; Qr) j= 'k(a1;    ; an), (Ak; (<A)k; Q1;    ; Qr) j= '(a1;    ; an)
where yi = yi1    yik, (<A)k is the lexicographic order on Ak induced by <A.
Proof. We prove in the same way as lemma4.2.9. Especially,
 (yi < yj)k := yi <k yj where <k is dened inductively
{ yi <
1 yj := yi < yj
{ yi <
k yj := (yi1 < yj1) _ (yi1 = yj1 ^ yi2    yik <k 1 yj2    yjk)
Proposition 5.2.3. For K  Str(), L  Str(), The following are equivalent.
1: K (<) L
2: K< 2 FO + L
Proof. (1)) (2): It's obvious since K<  K.
(2)) (1):We assume K< 2 FO+L, then there is a (<;R1;    ; Rr) 2 FO+L(<) such
that K< = Mod(). We show inductively that for any  with <2  and any ' 2 FO +
K(), we can nd a ' 2 FO+L() which is equivalent to ' in O(). As for proposition
4.2.10, it is enough to show the case ' is in the form of ' := QkK x1;    ; xr( 1;    ;  r).
In this case, let k be the sentence dened is the previous lemma, and we dene ' as
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a sentence replacing each Rki (z) appeared in 
k by  i . 
k(<; 1;    ;  r). Then for any
A 2 O(), a 2 A,
A j= '(a), (Ak;  A1 ( ; a);    ;  Ar ( ; a)) 2 K
, (Ak; (<A)k;  A1 ( ; a);    ;  Ar ( ; a)) 2 K<
, (Ak; (<A)k;  A1 ( ; a);    ;  Ar ( ; a)) j= (<;R1;    ; Rr)
, (A;<A; ( 1)A( ; a);    ; ( r)A( ; a)) j= k(<;Rk1 ;    ; Rkr )
, A j= '(a)
Remark. Let  = f<;R1;    ; Rrg and K  O(), then
A 2 K , A j= QK<0xy; x1;    ; xr(x < y;R1(x);    ; Rr(x))
. Thus K  K<0 . This means if K is ordered class, we don't need to introduce new
binary symbol <0.
5.3 Downward class
We will see here that some model theoretic poperty aects the expressive power of
Lindstrom extension. At rst, we mention that it is known the monotonicity of the class
does not aect the expressive power of Lindstrom extension, where a class K is called
monotone if (A;P1;    ; Pk) 2 K and P1  Q1;    ; Pk  Qk, then (A;Q1;    ; Qk) 2 K.
Proposition 5.3.1. For any class K, there exists monotone class K 0 such that K  K 0.
Proof. Let K  Str() where  = fR1;    ; Rkg.
We dene  0 := fR1;    ; Rk; S1;    ; Skg where the airy of Si is the same as Ri, and
K 0 := fA 2 Str( 0) j ((A;RA1 ;    ; RAk ) 2 K&8i  k (SAi )c = RAi ) or 9i  k SAi \RAi 6= ;g
Then K 0 is monotone. Furthermore,
A 2 K , A j= QK0x1;    ; xk; y1;    ; yk(R1(x1);    ; Rk(xk);:R1(x1);    ;:Rk(xk))








By proposition 4.2.10, K  K 0 holds.
On the other hand, the closedness of the class aects the expressive power of Lindstrom
quantier , where K is called downward closed if A 2 K and B is a substructure of A,
then B 2 K.
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Theorem 5.3.2. If K is downward closed, then FO+K has the same expressive power
as FO on the class Str(;).
Proof. It's enough to show for any quantier-free formula 'k(xk; y) (k  m) we can nd
 (y) 2 FO such that QlK x1;    ; xm('1;    ; 'm) $  holds for any suciently large
structures. Let 1(y);    ; N(y) 2 FO(;) be an enumeration of all jyj-th equality types
(See denition 5.2.9). For each i  N , let ni 2 N [ f1g be
ni := maxfjAj 2 N j A j= i(a)^QlK x1;    ; xm('1(x1; a);    ; 'm(xm; a)) for some a 2 Ag:
We claim that
QlK x1;    ; xm('1(x1; y);    ; 'm(xm; y))$
N_
i=1
(i(y) ^ 9nix(x = x))
where if ni =1, then 9nix(x = x) := >.
First, we assume A j= QlK x1;    ; xm('1(x1; a);    ; 'm(xm; a)) and A j= i(a). By the
denition of ni, jAj  ni. So A j= i(a) ^ 9nix(x = x).
Secondly, we assume that A j= i(a) ^ 9nix(x = x) for some i. By the denition of ni
again, there is a B 2 Str(;) and b 2 B such that
B j= i(b) ^QlK x1;    ; xm('1(x1;b);    ; 'm(xm;b)) & jAj  jBj
Since a 7! b 2 Part(A;B) and each 'k is quantier-free,
A j= 'k(c; a), B j= 'k(c;b) for any c 2 A:
It follows (Al; 'A1 ( ; a);    ; 'Am( ; a)) is a substructure of (Bl; 'B1 ( ;b);    ; 'Bm( ;b)) 2 K.
Since K is downward closed, (Al; 'A1 ( ; a);    ; 'Am( ; a)) 2 K.
Corollary 5.3.3. If K is downward closed, then FO +K can not dene counting quan-
tiers. I.e. For any S  N which is not nite nor conite, KS 6 K:
6 Investigation of S as a poset
For any classes K;L, we can dene pre-prder K  L by K 2 FO + L. We denotes the
partial ordered set induced by this pre-order by S
6.1 Basic facts for S
One of the important property in the rst-order logic is the relativization property.
Denition 6.1.1. Let  be a vocabulary, U :=  [fUg where U is a new unary symbol.
Given A 2 Str(U ), the substructure AU of A induced by U is dened as follows:
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 The universe of AU is UA.
 RAU := RA \ (UA)a(R). for each R 2  ,
Note that AU is a  -structure.
Fact 6.1.2 (Relativization). Let  be any vocabulary, for any '(x) 2 FO(), there exists
'U(x) 2 FO(U) such that for any A 2 Str(U ); a 2 A,
A j= 'U(a), AU j= '(a)
But Lindstrom extension FO+K generally does not have this property.
Example 6.1.3. Let  := fPg where a(P ) = 1, K := fA 2 Str() j jAj  0 mod 2g.
Then  := QKx(x = x) 2 FO +K (;) denes the class of set A such that jAj is even. If
there exists U 2 FO +K (fUg) which reativizes , then
Mod(U) = L := fA 2 Str(fU g) j jUAj  0 mod 2g;
but it is proved that L 6 K. In fact, for any n > 0, we dene A;B 2 Str(fU g) as follows
jAj = 2n; jUAj = n; jBj = 2(n+ 1); jUBj = n+ 1:
Then A 2 L, B 62 L:: Moreover we can show A Kn B holds.
Claim. Let 0  s  n, a 2 An s; b 2 Bn s. If a 7! b 2 Part(A;B), then II has a
winning strategy for GK;s((A; a); (B;b))
Proof. The case s = 0 is trivial. We assume that I chooses A.
 (FO-move) For any a 2 A, II can take b 2 B satisfying aa 7! bb 2 Part(A;B) since
jUAj = n; jUBj = n+ 1:
 (K-move) Suppose I chooses X  Al (1  l  s): II chooses ~X;Y as follows
~X := fa0 2 Al j ac 7! aa0 2 Part(A;A) for some c 2 Xg
Y := fb0 2 Bl j ac 7! bb0 2 Part(A;B) for some c 2 Xg
Note that (Al; ~X); (Bl; Y ) 2 K since jAj  jBj  0 mod 2, and by the denition
of A;B, for any choice of I, II can choose appropriate elements.
By the corollary 4.3.8, we get L 62 K.
The previous example suggests that cause of lack of relativiation property is that it
depends on the universe whether a structure belongs to K or not. This is correct in some
sense.
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Denition 6.1.4. For any class K  Str(), the relativized class rel(K )  Str(U ) is
dened as follows:
A 2 rel(K ) :, AU 2 K
The operation rel can be considered as the closure operator on S.
Lemma 6.1.5. For any classes K;L, rel satises the following:
1: K  rel(K )
2: K  L) rel(K )  L
3: rel(K)  rel(rel(K))
Proposition 6.1.6. For any class K, the following are equivalent:
1: FO+K has a relativization property.
2: K  rel(K )
6.2 Innite decreasing sequence
Theorem 6.2.1. If K is not denable in FO and FO + K has relativization property,
then there exists innite decreasing sequence from K in S.
Proof. Since FO + K has relativization property, rel(K)  K, so we can assume K is
universe-independent.
Let K0 := K  Str(0), where 0 = fR1;    ; Rmg and we construct a class Kn  Str(n)
inductively.
Let 1 :=  [ fE1g where E1 is a binary symbol and
(A; EA1 ) 2 K1 :, Aj0 2 K0 & EA1 is an equivalence relation with 8x9=2yE1(x; y)
Then K1  K0 follows from the denition. So we need to show (1):K1 is not denable in
FO and (2):K0 6 K1. Note that A 2 K1 has an even cardinality.
(1) Since K0 is not denable in FO, for each n 2 N, there exists A 2 K0; B 62 K0 such
that A n B.
we construct new structures A0;B0 2 Str(1) as follows:
 A0 = A f0; 1g
 ((a1; i1);    ; (ar; ir)) 2 RA0k :, (a1;    ; ar) 2 RAk & i1 =    = ir = 0 where r is
the arity of Rk for each k = 1;    ;m
 ((a; i); (b; j)) 2 EA01 :, a = b
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B0 is dened similarly. Then A0 2 K1;B0 62 K1, and A0 n B0.
(2) Since K0 is universe-independent, we can take A 2 K0; B 62 K0 such that A n B
and A;B has an odd cardinality, so it's enough to show that FO+K1  FO on the class
ODD := fA 2 Str(0) j #A  1 mod 2g. But this is obvious because for all A 2 ODD,
and foramulas 'k;  (k = 1;    ;m), A 6j= QlK1x1;    ; xm; y('1;    ; 'm;  ) since Al has
odd cardinality.
Assume we can construct Kn  Str(n) (n  1). Let pi be an i-th prime (i  1), we
can assume that A 2 Kn has the cardinaliy  0 mod p1    pn.
Let n+1 := n [ fEn+1g where En+1 is a binary symbol and
(A; EAn+1) 2 Kn+1 :, Ajn 2 Kn &EAn+1 is an equivalence relation with 8x9=pn+1yE1(x; y)
ThenKn+1  Kn follows from the denition. So we need to show (1):Kn+1 is not denable
in FO and (2):Kn 6 Kn+1. Note that A 2 Kn+1 has the cardinality  0 mod p1    pn+1,
especially #A  0 mod pn+1.
(1) Since Kn is not denable in FO, for each n 2 N, there exists A 2 Kn; B 62 Kn such
that A n B.
we construct new structures A0;B0 2 Str(n+1) as follows:
 A0 = A f0; 1;    ; pn+1   1g
 ((a1; i1);    ; (ar; ir)) 2 RA0 :, (a1;    ; ar) 2 RA & i1 =    = ir = 0 where r is
the arity of R for each R 2 n
 ((a; i); (b; j)) 2 EA01 :, a = b
B0 is dened similarly. Then A0 2 Kn+1;B0 62 Kn+1, and A0 n B0.
(2)Since p1    pn and pn+1 are relatively prime, we can take A 2 Kn; B 62 Kn such that
A n B and A;B have the cardinality 6 0 mod pn+1 (refer to the above construction),
so it's enough to show that FO+Kn+1  FO on the class Ln := fA 2 Str(n) j #A 6 0
mod pn+1g. But this is obvious because for all A 2 Ln, and foramulas 'k;  (k =
1;    ;m0), A 6j= QlKn+1x1;    ; xm0 ; y('1;    ; 'm0 ;  ) since Al has the cardinality 6 0
mod pn+1.
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