Feedforward control can significantly improve the performance of industrial motion systems through compensation of the servo error induced by the reference signal. Recently, new feedforward tuning algorithms have been proposed that exploit measured data from previous tasks and a suitable feedforward parametrization to attain high servo performance. The aim of this paper is to formulate a design procedure for motion feedforward tuning. Experimental results on an industrial motion system illustrate the improvement in servo performance obtained by means of the proposed tuning procedure.
INTRODUCTION
Feedforward control is indispensable to attain high servo performance in industrial motion systems. Indeed, many applications to atomic force microscopes [1] [2] [3] and wafer scanners [4] [5] [6] have been reported where feedforward control leads to a significant improvement in servo performance. Relevant examples include model-based feedforward [3] , [7] , Iterative Learning Control (ILC) [8] , and adaptive feedforward control [9] .
ILC achieves superior servo performance for a single, specific reference. However, variations in the reference between consecutive tasks result in significant performance deterioration, see, e.g., [10] . This is clearly undesired in industrial motion systems, that inherently exhibit changes in the reference [6] . In contrast to ILC, model-based feedforward results in moderate servo performance for a class of reference signals. Furthermore, the application of adaptive feedforward to industrial motion systems is hampered by a persistence of excitation condition. This condition imposes unacceptable requirements on the reference signal during normal operation of the system.
To facilitate implementation in industrial motion systems, two specifications are imposed on the feedforward controller: i) high servo performance, and ii) applicability to a class of reference signals. The iterative feedforward tuning approach proposed in [4] attains these specifications by combining a loworder, fixed structure feedforward parametrization with optimization of the corresponding parameters based on measured data. As such, this approach combines the advantages of model- based feedforward and ILC. That is, applicability to a class of reference signals is obtained by introducing a feedforward parametrization similar to model-based feedforward. High servo performance results from optimization of parameters based on measured data as in ILC. In addition, the need for an approximate model, as is common in ILC, is eliminated by exploiting concepts from Iterative Feedback Control (IFT) [11] .
Recently, an iterative feedforward tuning procedure based on instrumental variables is proposed in [12] and [13] , which leads to unbiased parameter estimates with optimal accuracy. To this end, concepts from closed-loop system identification are exploited in iterative feedforward tuning. A simulation study confirmed that this procedure leads to enhanced servo performance compared to pre-existing approaches. However, an experimental verification is not provided for an industrial motion system.
Although iterative feedforward tuning based on instrumental variables is conceptually promising, at present there is no design procedure and experimental validation presented for industrial motion systems. The contribution of this paper is twofold. First, a design procedure is proposed for motion feedforward tuning based on [13] . Second, an experimental verification is performed on the industrial motion system shown in Figure 1 . This paper is organized as follows. In Section 2, the goal of feedforward control is outlined for nano-precision motion systems. In Section 3, the proposed design procedure is provided for feedforward control. In Section 4, this design procedure is applied to the experimental setup in Figure 1 , and experimental results are presented. Finally, conclusions are provided in Section 5.
Notation. For a vector x, ||x||
, where u(t) is a measurement at time instant t for t = 1, 2, . . . , N with N the number of samples. Furthermore, the expected value E(x) is defined as E(x) = ∞ −∞ x f (x)dx, with probability density function f (x).
FEEDFORWARD CONTROL GOAL 2.1 Experimental setup
The considered motion system is depicted in Figure 1 . The actuation and measurement system, and the positioning stage are placed on a vibration isolation table to isolate the positioning system from external disturbances from the environment. The positioning stage is actuated and controlled in six motion de- grees of freedom (DOF): three translations (x, y, and z) and three rotations (R x , R y and R z ). The system is equipped with six actuators to provide the required force. These actuators consist of linear magnetic motors with an added position offset such that an actuator can also generate a force in the perpendicular direction, see [14] for an explanation of the underlying principle.
The measurement system consist of laser interferometers in conjunction with a mirror block, connected to the vibration isolation table and the positioning stage, respectively. This system enables high accuracy position measurements in all six motion DOFs. In particular, position measurements with subnanometer resolution are available for the translational DOFs x, y and z. Throughout, all systems and signals operate in discrete time with a sampling time of T s = 2 × 10 −4 s.
Control Configuration
Even though the experimental setup is an intrinsically multivariable system, the proposed design procedure for the feedforward controller is only applied to the x-direction of the system, i.e., the long stroke direction of the setup in Figure 1 . A stabilizing feedback controller C mimo f b is determined for the multivariable system by means of sequential loopshaping, see, e.g., [15, Section 10.6] . By closing the control loops for the remaining 5 DOFs, i.e., y, z, R x , R y and R z , a single-input, single output equivalent system P is obtained for the x-direction. It is furthermore assumed that P is a linear system. An identified frequency response function of the system P for the x-direction is depicted in Figure 3 .
Consider the two degree-of-freedom control configuration as depicted in Figure 2 for the discrete-time, single-input single output, linear system P. The control configuration consists of a given stabilizing feedback controller C f b and feedforward controller C f f . The feedback controller C f b , designed by means of manual tuning, attains a bandwidth (defined as the lowest frequency where C f b P = 1) of 120 Hz. This bandwidth results in rejection of low-frequency disturbances, while having sufficient robustness against uncertainty in the resonances of P. Let r denote the known reference signal, w the unknown disturbance, u f f the feedforward signal, y the output signal, and e the servo error. The (unknown) disturbance w is modeled as a stochastic process given by w = Hε, where H is monic and ε is zero mean normally distributed white noise with variance λ 2 ε . Hence, w and r are uncorrelated.
Feedforward Control Goal
The goal in feedforward control is to attain high performance by compensating for the servo error induced by the reference signal. To illustrate this statement, consider the servo error e in Figure 2 induced by the known reference signal r and unknown disturbance w given by
with sensitivity function S = (1 + PC f b ) −1 . From this expression it straightforwardly follows that the contribution of e induced by r is eliminated if C f f = P −1 . This observation forms the basis of inversion-based feedforward control techniques. In the next section, a design procedure for feedforward control is provided that combines inversion-based feedforward with data-driven parameter estimation, aimed to achieve high servo performance.
DESIGN PROCEDURE FOR ITERATIVE FEEDFOR-WARD CONTROL
In this section, a design procedure is proposed for iterative feedforward control. In iterative feedforward control, measured data is exploited to update a fixed-structure feedforward controller C f f after each task. For the considered industrial motion system, a sequence of finite time tasks, denoted by j = 1, 2, . . ., is executed during normal operation. Note that the reference signal r is not necessarily identical in each task. A typical r conducted during a task is given in Figure 4 for the considered setup [16] . After each task, the feedforward controller implemented on the system during the j th task, denoted C j f f (z), is updated by C ∆ f f (z). The data-driven optimization problem in iterative feedforward control is defined in Definition 1. 
where the update C ∆ f f (z) based on e j and y j results from the optimization problem
with objective function V (C ∆ f f ) and feedforward controller parametrization C .
The servo performance of the system in the ( j + 1) th task with C j+1 f f (z) is determined by the objective function V (C ∆ f f ) and parametrization C . In Section 3.1, a suitable feedforward parametrization is introduced for nano-positioning motion systems. Then, in Section 3.2, an objective function V (C ∆ f f ) is introduced for iterative feedforward control based on instrumental variables.
Parametrization Feedforward Controller
In this section, a feedforward parametrization is introduced for nano-positioning systems. As presented in Section 2.3, the optimal feedforward controller is given by C f f = P −1 . However, it is shown in [16] that C f f only has to capture the lowfrequency behavior of P −1 to eliminate the dominant component of the servo error induced by the reference r. This is explained by observing that the reference signal during a servo task has a dominant frequency content in the low-frequency range.
For the considered system in Figure 1 , a typical reference r has a dominant frequency content below approximately 100 Hz. As a result, a feedforward parametrization is required for C f f such that P −1 is approximated in the frequency range 0 -130 Hz. Since the dynamical behavior of the system P is dominated by rigid-body dynamics in the considered frequency range, the parametrization for C f f as proposed in [16] is adopted. The corresponding parametrization is defined in Definition 2.
with basis functions
where
and corresponding parameters
For motion systems with rigid-body dynamical behavior, it is desired that the feedforward signal u f f is equal to zero if the system is in stand-still. In the parametrization of C f f (z, θ ) in Definition 2, this condition is enforced since it holds that
i.e., the static gain of C f f (z, θ ) is equal to zero. Hence, the parametrization in Definition 2 is applicable to motion systems with rigid-body dynamical behavior.
Remark 1. The parametrization in Definition 2 is a generalization of a FIR basis, and is as such applicable to a general class of systems. The feedforward controller C f f (z, θ ) in Definition 2 has three key attributes. First, the parametrization is linear in θ . Therefore, if V (C ∆ f f ) in Definition 1 is a quadratic objective function in θ , there is an analytic solution for θ . Second, as shown in [12, Theorem 4] , the parametrization for C f f in Definition 2 enables the use of recursive estimates of the parameters θ . That is, expression (2) in Definition 1 is equivalent to
where the updateθ ∆ is computed based on the measured signals e j and y j during the j th task. Third, since all poles of C j+1 f f (z, θ ) are located in the origin of the complex plane, stability of C j+1 f f is guaranteed. As a result, implementation of C j+1 f f (z, θ j+1 ) on the system is not hampering internal stability of the system in Figure 2 .
The basis functions in Definition 2 facilitate a physical interpretation of the corresponding parameters. For example, θ a represents the mass of the system. To illustrate this statement, observe that the feedforward signal u f f = C f f (z, θ )r corresponding to the parametrization for C f f in Definition 2 is given by
where v = ψ v (z −1 )r, a = ψ a (z −1 )r, j = ψ j (z −1 )r and s = ψ s (z −1 )r correspond to respectively velocity, acceleration, jerk and snap, i.e., the 1 st , 2 nd , 3 th and 4 th derivative of r, with corresponding parameters θ v , θ a , θ j , θ s .
Remark 2.
Initial parameters θ 0 are determined using information about the system, if available, or otherwise set to zero. For example, the mass of a motion system is typically accurately known and can therefore be used as initial value for θ a .
In the next section, a data-driven optimization problem is provided to determine θ v , θ a , θ j and θ s based on measured data obtained during iterative tasks.
Data-Driven Optimization Algorithm
In this section, a data-driven optimization problem is defined to estimate the parametersθ ∆ based on measured data obtained in the j th task. First, an objective function V (C ∆ f f ) is introduced for iterative feedforward control based on instrumental variables. Second, by exploiting concepts from Iterative Feedback Tuning [11] , it is shown thatθ ∆ can be estimated based on measured data only, i.e., without modelling S and P.
For the feedforward parametrization introduced in Definition 2, the optimization problem in Definition 1 is recast tô
and C j+1 f f (z, θ j+1 ) is determined according to (8) . In this paper, the objective function V (θ ∆ ) is adopted from iterative feedforward control based on instrumental variables, see [12] .
The instrumental variable framework for feedforward control essentially aims to decorrelate e and r. For example, consider acceleration feedforward θ a a. The normalized acceleration profile a and measured error e j are depicted in Figure 6 for the considered motion system, where C j f f = 0 and r as in Figure 4 . Clearly, a and e j are correlated. The optimal value for θ a in an instrumental variable framework is such that the predicted error e j+1 (θ a ) = e j − SPθ a a,
and a are uncorrelated. Likewise, the optimal values for θ v , θ j and θ s are obtained ifê j+1 , and v, j and s are uncorrelated, respectively. The corresponding objective function V (θ ∆ ) is defined in Definition 3.
where Z ∈ R N×n z are instrumental variables, W is a positivedefinite weighting matrix, n z ≥ n θ , and L(z) is a prefilter. The predicted errorê j+1 (θ ∆ ) for the ( j + 1) th task is given bŷ
A key attribute of iterative feedforward control approaches is thatθ ∆ is estimated without constructing non-parametric or parametric models of P and SP, see, e.g., [12] . This straightforwardly implies that SP should be eliminated in (13) . Therefore, the following result from [4] is used
which is based on the assumption that w is given by w = Hε, and ε is normally distributed white noise with zero mean and variance λ 2 ε . By exploiting the commutative property of singleinput, single-output systems and (14), the predicted error in the ( j + 1) th task given by (13) becomeŝ
As a result, the predicted errorê j+1 (θ ∆ ) is determined without modeling S and P. This intermediate step is essential to estimate θ ∆ based on measured data only. To illustrate this statement, consider the basic instrumental variable approach, i.e., Z ∈ R N×n θ , n z = n θ , W = I and L = 1 [17, Chapter 3] . Then,θ ∆ based on the optimization problem (10) with objective function V (θ ∆ ) in Definition 3 result from the set of equations
where the solution to (16) is given bŷ
In (17), Φ j and e j are based on measured data from the j th task only, while the instruments Z are design variables. Hence, if Z is constructed without modeling S and P, the optimization problem (10) is data-driven. In the next section, a design for the instrumental variables Z is proposed.
Remark 3. The preview-based stable inversion approach in [18] is used to compute
Design of Instrumental Variables
In this section, a design for the instrumental variables Z is presented that i) is constructed based on measured data only, ii) results in unbiased estimates ofθ ∆ , and iii) attains optimal accuracy. To this end, the results derived in [12] and [13] are exploited in the design of Z.
In [12, Theorem 3] it is shown that unbiased estimates, i.e., Eθ ∆ = θ ∆ 0 where θ ∆ 0 are the true parameters, are obtained if Z and w are uncorrelated. In fact, this is the key motivation to prefer iterative feedforward control based on instrumental variables to least-squares techniques, which result in biased estimates in the presence of w. To achieve that Z and w are uncorrelated, the known reference r is used in Z. The remaining design freedom in Z is exploited in [13] to determine instruments Z that minimize the variance of the parametersθ ∆ .
In [13] , expressions are derived for the instrumental variables Z, weighting matrix W and prefilter L(z) that result in optimal accuracy. For the basic instrumental variable approach, the optimal instrumental variables are given by
where y j r = SP(C f b +C j f f )r is the reference-induced contribution to the output signal y j in the j th task. Clearly, a model of SP is required to determine y j r . As explained in Section 3.2, this is undesired in iterative feedforward control.
To avoid modeling of SP, an approximate implementation of the optimal instrumental variables Z opt is proposed in [13] that leads to optimal accuracy. The proposed instrumental variables are given by
and require a bootstrap procedure to iteratively refine the instruments, similar to [19, Section 5] for closed-loop identification.
In the next section, the bootstrap procedure is included in a procedure to determine C j+1 f f (z, θ j+1 ) based on measured signals in the j th task.
Procedure for Iterative Feedforward Control
In this section, a design procedure is proposed for iterative feedforward control based on instrumental variables. This design procedure, as provided in Procedure 1, combines i) the parametrization for C f f derived in Section 3.1, ii) the data-driven optimization algorithm proposed in Section 3.2, and iii) the bootstrap method to refine Z as elaborated in Section 3.3. Procedure 1. Estimation ofθ ∆ after j th task 1. Measure e j and y j in the j th task.
Construct
T <i> e j . e) Set i → i + 1 and repeat from Step 3.b until a stopping criterion is met.
6. Set j → j + 1 and go to Step 1.
The bootstrap procedure in Step 3 of Procedure 1 alternates between improving the instrumental variable Z and estimating the parametersθ ∆ . In the next section, Procedure 1 is employed to determine a feedforward controller C j+1 f f for the industrial motion system depicted in Figure 1 .
APPLICATION TO THE EXPERIMENTAL SETUP
In this section, Procedure 1 is employed to determine a feedforward controller C f f which attains high servo performance when implemented on the experimental setup in Figure 1 . Therefore, 5 finite time tasks are performed, where the reference signal, as depicted in Figure 4 , is identical in each task. For the first task, the initial feedforward controller C 0 f f has initial parameters θ 0 = [0, 0, 0, 0] T ∈ R n θ . Subsequently, the steps outlined in Procedure 1 are followed to iteratively update the feedforward controller.
The measured error signal e j in the 1 st , 2 nd and 3 th task are depicted in Figure 7 , while the corresponding cumulative power spectrum is provided in Figure 8 . In addition, the two-norm of the error signal as a function of tasks is shown in Figure 9 . The following observations are made: 1) Feedforward control significantly reduces the servo error for the considered system. A reduction in peak value and twonorm of the measured error signal of approximately 97 % is obtained by applying Procedure 1 to the considered system. 2) Figure 9 shows that two tasks are required to converge. If the closed-loop system in Figure 2 satisfied the assumption given in Section 2, only a single task is sufficient to converge. However, the system to-be-controlled is not fully described by the linear system P, and the disturbance w contains repetitive and deterministic components. This motivates the use of iterative tasks to update the feedforward controller, since iterative tasks are useful to minimize the influence of iterationinvariant disturbances, nonlinearities and measurement noise on the servo performance obtained, see, e.g., [20] . 3) Figure 7 and Figure 8 indicate that the low-frequency contribution up to approximately 10 Hz is not compensated for by the feedforward controller, despite it is repetitive. This implies that the dynamical behavior of the system is not captured by the basis functions in this frequency range. This repetitive error is contributed to cable slab between the fixed world and the (moving) positioning stage, which acts as a low-frequency disturbance on the system and is not included in the selected basis functions. 4) Figure 7 shows that the error in 3 th task is not identical during forward and backward movement. Again, this is contributed to cable slab, which has a preferred direction.
CONCLUSIONS
Feedforward control is essential to attain high servo performance in industrial motion systems. In this paper, a design procedure is proposed to determine a fixed-structure feedforward controller based on measured data in iterative tasks. Therefore, theoretical results derived in [12] and [13] are exploited and recast in a design procedure. This procedure is successfully applied to an industrial motion system. Experimental results confirm that a significant improvement in servo performance is obtained for the considered system.
The proposed approach can be extended to other optimization problems in a closed-loop configuration. Ongoing research focuses on extensions to recursive estimation which exploit measured data from multiple tasks including stochastic approximation, input shaping [21] , rational feedforward [22] , multivariable systems, inferential control and positioning-varying effects [23] . For the considered motion system in Figure 1 , improved performance can be obtained by including cable slap between the fixed world and the (moving) positioning stage in the set of basis functions. 
