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NICHT-ISOTHERME THEORIE GROSSER DEFORMATIONEN THERMOELASTISCHER SCHALEN 
TEIL 1: AUSWERTUNG VON ENERGIEBILANZBEDINGUNGEN 
Zusammenfassung 
Ziel der in Teil ~ und 2 vorgelegten Abhandlung ist es, einen neuartigen 
Weg der Herleitung zweidimensionaler Bilanz- und Stoffgleichungen für ther-
moelastische Schalen beliebiger Geometrie und bei großen Verformungen unter 
Berücksichtigung thermodynamischer Prinzipe zu erproben. Ausgangspunkt die-
ser mathematischen Entwicklung ist die Auswertung der Forminvarianz der 
integralen Energiebilanzgleichung gegenüber Wechsel des Beobachtersystems 
und die Auswertung der integralen Clausius-Duhem-Entropieungleichung ent-
sprechend der Interpretation in der modernen Kontinuumsthermodynamik (Coleman-
Noll-Schlußweise). Die Einbettung der Herleitung der zweidimensionalen Scha-
lengleichungen in diesen thermodynamischen Rahmen erlaubt, eine thermodynamisch 
konsistente Schalentheorie zu entwickeln. 
Für das Verschiebungsfeld in der Schale wurde einschränkend ein linearer 
Ansatz und für die Verteilung der Temperaturinversen ein quadratischer An-
satz über die Schalendicke gemacht. Es zeigte sich zunächst, daß die beiden 
integralen, thermodynamischen Prinzipe nicht ausreichen, um ein vollständiges 
System zweidimensionaler Bilanzgleichungen zu gewinnen; vielmehr sind noch 
zusätzliche Forderungen notwendig. Die Auffindung dieser zusätzlichen Bedin-
gungen gelang über eine physikalisch motivierte Interpretation der approxi-
mativen Ansätze für die Verschiebungen und die Temperatur. Diese Ansätze 
werden als innere kinematische bzw. thermische Zwangsbedingungen aufgefaßt, 
die durch Reaktionsgrößen in der Form zusätzlicher gedachter Einwirkungen 
(wie z.B. Volumenkräfte und Wärmequellen) in einem Gedankenexperiment zu 
realisieren sind. Zur eindeutigen Charakterisierung des neuen Problems wer-
den nun diese Zusatzein,virkungen phyikalisch plausiblen Energie- und Entropie-
Forderungen integraler Art unterworfen, die die beiden Hauptsätze ergänzen. 
Ob diese Forderungen ausreichend sind, um ein vollständiges System zweidimen-
sionaler Bilanzgleichungen für die Schale aufzustellen, muß die weitere Ana-
lyse zelgen. 
Im vorliegenden 1. Teil wird zunächst die (im Ergebnis bekannte) drei-
dimensionale Theorie nichtlinear thermoelastischer Körper dargestellt; die 
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Ableitung der dreidimensionalen Feldgleichungen folgt dabei auf der ßasis 
des I. und 2. Hauptsatzes in integraler Form unter Beachtung ihrer Form~ 
invarianz bei Beobachterwechsel. Dieser Abschnitt hat insbesondere zum Ziel, 
sich mit der Auswertung der beiden thermodynamischen Prinzipe vertraut zu 
machen. 
Nach einer Zusammenfassung der wichtigsten Ergebnisse zur Differential-
geometrie von Flächen wird die Forminvarianz der (über die Schalendicke inte-
grierten) Energiebilanzgleichung und die integrale Energie-Forderung ausge-
wertet. Hier zeigt sich, daß noch Freiheiten in der Wahl der gedachten Zu-
satzeinwirkungen vorhanden sind. Während die abgeleiteten Bewegungsgleichun-
gen I. Art (zweidimensionaler Impulssatz der Schale) unabhängig von den wei-
teren Annahmen über die Zusatzeinwirkungen sind, erhält man sowohl zwei unter-
schiedliche Bewegungsgleichungen 2. Art wie auch zwei unterschiedlich alge-
braische Restriktionen für die zweidimensionalen mechanischen Stoffgleichun-
gen. Dementsprechend werden im weiteren zwei verschiedene schalentheoretische 
Konzepte betrachtet. Der I. Teil wird abgeschlossen mit einer vergleichenden 
Gegenüberstellung und Diskussion dieser Ergebnisse. Die wesentlichen, noch 
offenen Fragen werden aufgezeigt. Ihre Beantworung sowie die Auswertung der 
Forminvarianz der zweidimensionalen Stoffgleichungen und die Auswertung der 
integralen Clausius-Duhem-Entropieungleichung einschließlich der Entropie-
Forderung für die gedachten Zusatzeinwirkungen sind Thema des 2. Teils. 
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NON-ISOTHERMAL THEORY OF THERMOELASTIC SHELLS UNDER LARGE DEFORMATIONS 
PART 1: EVALUATION OF ENERGY BALANCE CONDITIONS 
Summary 
~ It is the aim of the study presented in part 1 and 2 to explore a new 
approach for the derivation of two-dimensional balance equations and con-
stitutive relations for thermoelastic shells of arbitrary geometry and 
under large deformations. This is done by taking proper account of thermo-
dynamic principles. The starting point for this mathematical development 
is an evaluation of the form-invariance of the integral energy balance 
equation under changes of the observer system and an evaluation of the 
integral Clausius-Duhem entropy inequality and its interpretation in 
modern continuum thermodynamics (Coleman-Noll approach). The embedding 
of the derivation of the two-dimensional shell equations in this thermo-
dynamic frame ensures the development of a thermodynamically consistent 
shell theory. 
The displacement field in the shell was approximated by a linear 
distribution accross the thickness of the shell whereas the inverse of 
the temperature was represented by a quadratic distribution. It was shown 
that the two integral thermodynamic principles are insufficient to obtain 
a complete system of two-dimensional balance equations; additional condi-
tions are necessary. These conditions were obtained with the help of a 
physically motivated interpretation of the approximate ansatz for the dis-
placement and temperature distributions. Both approximate distributions 
are considered to represent internal kinematic and thermal constraints which 
are realized in a thought experiment by additional virtual agencies (e.g. 
volume forces and heat sources). Fora unique characterization of this new 
problem, these agancies are subjected to physically plausible energy and 
entropy conditions in integral form, which accompany the two basic thermo-
dynamic principles. Whether these conditions are sufficient to obtain a 
complete set of two-dimensional balance equations for the shell has to be 
shown by further analysis. 
In the 1. part presented here the (well known) threedimensional theory 
of nonlinear thermoelastic bodies is delineated; the derivation of the 
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threedimensional field equations is clone on the basis of the two basic 
thermodynamic principles in integral form and their form-invariance under 
observer transformations. The purpose of this section is to recreate and 
digest the application and evaluation of the two basic thermodynamic prin-
ciples, a prerequisite to master more complex situations. 
After summarizing essential results of the differential geometry of 
surfaces theform-invariance of the energy balance equation (integrated 
across the shell thickness) and the energy condition are evaluated. It is 
found that still some freedom is present in the choice of the additional 
actions. It is shown that the equations of motion of the 1. kind (twodimen-
sional equations of balance of linear momentum for the shell) are indepen-
dent of the further alternative assumptions concerning the additional 
actions; however, two different equations of motion of the 2. kind and 
two different algebraic restrictions for the twodimensional mechanical 
constitutive relations are obtained. Consequently in the further analysis 
two different shell concepts are considered. 
The 1. part is closed with a comparative ev~luation and discussion of 
these results. Essential open questions ar~ indicated. Their clarification 
as well as the evaluation of the form-invariance of the twodi~ensional 
constitutive relations and the evaluation of the integral Clausius-~uhem 
entropy inequality including the entropy condition for tbe additional a~­
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1 . Einführung 
Die technologische Bedeutung nichtlinearer Schalentheorien, z.B. für Sicher-
heitsbetrachtungen in der Reaktortechnik, und die bisher nur mit Einschrän-
kungen erfolgte Berücksichtigung moderner kontinuumsmechanischer Konzepte bei 
der Entwicklung von Schalentheorien läßt es wünschenswert erscheinen, neben 
der Anwendung auch ingenieurwissenschaftliche Grundlagenforschung zur nicht-
linearen Schalentheorie zu treiben. Unter diesen Grundlagenuntersuchungen 
werden hier einschränkend Überlegungen und Analysen zu Methoden und Konzepten 
verstanden, die es gestatten, das eigentliche dreidimensionale kontinuums-
mechanische Problem auf ein zweidimensionales Schalenproblem, das eine ein-
fachere Lösbarkeit verspricht, zu reduzieren. 
Es geht hier also um das Problem, ausgehend von der Feldtheorie dreidi-
mensionaler Kontinua möglichst mit einem Minimum an Basisaxiomen und Zusatz-
annahmen konsistente, geometrieunabhängige, zweidimensionale Bilanz- und 
Stoffgleichungen zu gewinnen. Dabei besteht nicht zuletzt auch die Zielvor-
stellung, ad hoc-Annahmen besser zu motivieren oder auf eine rationale Basis 
zu stellen, indem sie aus übergeordneten Prinzipien als ableitbar erwiesen 
werden. 
Zunächst sei hier e~n kurzer und notwendigerweise grober Überblick über 
die aus der Literatur bekannten Entwicklungen linearer oder nichtlinearer 
Schalentheorien gegeben. Bei diesen Entwicklungen lassen sich u.a. die fol-
genden drei Gruppen ausmachen~: 
(1) Ersatz des dreidimensionales klassischen (nichtpolaren) Schalenkontinu-
ums durch ein zweidimensionales, polares Kontinuum (insbesondere 
Cosseratkontinuum); das ist die sogenannte direkte Methode, z.B. {-1- 8_7. 
(2) Ableitung aus der dreidimensionales Kontinuumstheorie unter Verwendung 
verschiedener Annahmen und Vernachlässigungen. Hier sind einmal die 
Methoden zu nennen, 
(2i) die durch einen Integrationsprozess über die Schalendicke das 
dreidimensionale Feldproblem auf ein zweidimensionales reduzie-
ren, z.B. /-9 - 25_7, und ferner 
(2ii) bei denen die dreidimensionalen Feldgleichungen bezüglich eines 
kleinen Parameters~~ s entwickelt werden, z.B. I 28- 31 7. 
Die hier angegebenen Literaturstellen erheben keineswegs den Anspruch 
auf Vollständigkeit. 
z.B. h/r, h: Schalendicke; r: minimaler Krümmungsradius 
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Je nach Problemstellung (Geometrie, Randbedingungen, 
Lastfälle) ergeben sich damit verschiedene Mög~ichkeiten 
einer asymptotischen Entwicklung bezüglich E und damit 
auch unterschiedliche asymptotische Feldgleichungen. 
(3) Gemischte Methode: Hier werden die zweidimensionalen St9ffgleich~ 
ungen durch Integration der dreidimensionalen Stoffgleichungen über 
die Schalendicke gewonnen, während die Bewegungsgleichungen durch 
eine "direkte" Betrachtungsweise aufgestellt werden, z.B. {-32 - 36 7. 
Jede Schalentheorie stellt elne zweidimensionale Approximation 
für ein eigentlich dreidimensionales strukturmechanisches Problem dar. 
Es erscheint deshalb nur natürlich, die dreidimensionale Feldtheorie 
als Ausgangsbasis zu nehmen; hierbei lassen sich dann die zweidimensio-
nalen Feldgrößen (wie z.B. Momente) zwangslos einführen und durch drei-
dimensionale Feldgrößen interpretieren. Im Gegensatz dazu erfordert die 
Vorgehensweise nach (1), bei der die zweidimensionale Theorie ohne 
Kenntnis der Einbettung in die dreidimensionale Kontinuumsmechanik for-
muliert wird, Erfahrungen mit der Theorie multipolarer Kontinua; die hier 
einzuführenden statischen und kinematischen Größen, die einen sehr 
formalen Charakter haben können, bedürfen gewöhnlich erst der Interpre-
tation, für die die dreidimensionale monapolare Kontinuumsmechanik 
wieder herangezogen werden muß. Die unter (3) angeführte Vorgehensweise 
hat u,U, ähnlichen ad hoc-Charakter. 
In dem unter (2i) angedeuteten generellen Rahmen, in den auch die 
ln diesem Bericht noch vorzustellende Vorgehensweise sich einfügt, lassen 
sich die bekannten klassischen Ausgangspunkte etwa in folgende Gruppen 
einteilen: 
(2i. I) Direkte Integration der lokalen Bewegungsgleichungen (Cauchysche 
Bewegungsgleichungen) und der dreidimensionalen Stoffgleichungen 
über die Schalendicke (vergl. z.B. L-9 - 15 _7. Obgleich explizit 
nicht darauf hingewiesen wird, läßt sich diese Vorgehensweise 
formal unter die Methoden der gewichteten Residuen L-37_7 
einordnen. 
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(2i.2) Direkte Auswertung des dreidimensionalen integralen Impuls-
und Drehimpulssatzes (Eulersche Bewegungsgleichungen), z.B. I 16 7. 
(2i.3) Prinzip der virtuellen Arbeiten (z.B. {-17, 18, 25_/), 
Variationsprinzipe (z.B. L-·19- 24_/), Hamiltonsches Prinzip 
und Varianten (vergl. L 26, 27_/). 
Den zitierten Arbeiten ist gemeinsam, daß eigentlich thermodynamische 
Konzepte außer acht gelassen werden oder gegebenenfalls nur indirekt 
durch Voraussetzung eines elastischen Potentials berücksichtigt werden. 
Für die erste Gruppe (2i. I) ist besonders charakterisierend, daß die 
!~~~1~~ Bilanzgleichungen (insbesondere Impuls und Drall) als Axiome 
zum Ausgangspunkt genommen werden. Die in der dritten Gruppe (2i.3) 
genannten Prinzipe sind wohl Integralprinzipe, müssen aber als abgelei-
tete Prinzipe angesehen werden ( L-38_/ S. 594 ) . In der üblichen 
Formulierung der modernen Kontinuumsphysik werden die i~~~~~~~~~ 
Bilanzsätze für den Impuls, Drall, Energie und Masse aber als die 
grundlegenden Prinzipe angesehen, aus denen man erst unter Voraussetzung 
von gewissen Stetigkeits- und Differenzierbarkeitsbedingungen der Feld-
größen und unter Voraussetzung einer Lokalisierungshypothese~ L-39_/ 
zu lokalen (differentiellen) Bilanzgleichungen kommt. Hierbei zeigt 
sich auch, daß eine logische Hierarchie für die lokalen Bilanzgleichungen 
besteht. Diese klassische Deduktion ist schematisch in Abb. I dargestellt, 
aus der auch die hierarchische Struktur der lokalen Bilanzgleichung er-
kennbar wird. Darüberhinaus ist bekannt (z.B. L-3~/), daß aus den inte-
gralen Bilanzgleichungen nicht nur die lokalen Bilanzgleichungen, sondern 
auch Sprung- und Randbedingungen abgeleitet werden können. Die integrale 
Formulierung der Axiome ist daher nicht bloß eine Alternative zur lokalen 
(differentiellen) Form der Bilanzgleichungen, sondern ist der lokalen 
Formulierung übergeordnet und muß als grundlegend angesehen werden 
<{3~7 s. 232, L-4o_7 s. 1). 
* Die Lokalisierungshypothese bedeutet, daß die integralen Bilanzgleich-
ungen nicht nur für den gesamten betrachteten Körper gültig sind, sondern 
für i e~eg_ ~e~i~b:h_g~n _T~i:!._b~_r~i~h. Mit anderen Worten: Die integralen 
Bilanzgleichungen sind forminvariant gegenüber Änderung des Integrations-
bereichs in betrachteten Körper. 
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Der Ausgangspunkt für die hier vorgestellte Entwicklung elner 
nichtlinearen Schalentheorie ist in mehreren Aspekten nicht 
konventionell. Hauptanliegen der Arbeit ist es, ohne Einschränkungen 
der Verformungen der Schale konsistente zweidimensionale Bewegungs-
und (thermoelastische) Stoffgleichungen für Schalen beliebiger Geometrie 
aufzustellen, und zwar insbesondere unter Berücksichtigung ~~~E~~~Y~~= 
~i~~~~E-~Ei~~iE~· d.h. dem 1. und 2. Hauptsatz. Die Beachtung thermodyna-
mischer Prinzipe erfolgt hier weniger unter dem Gesichtspunkt, daß me-
chanische und thermische Phänomene unter allen Umständen gekoppelt be-
handelt werden müßten. Vielmehr soll durch die explizite Beachtung 
dieser Prinzipe der Vorstellung Rechnung getragen werden, daß thermo-
dynamische Prinzipe von übergeordneter Bedeutung sind, und zwar auch im 
Zusammenhang mit rein mechanischen Theorien. Es sei hier einmal an die 
quasi-thermodynamische Annahme der Existenz eines elastischen Poten-
tials in der Elastizitätstheorie (Greensche Methode L-41 /) erinnert, 
die erst durch Einbettung in eine thermomechanische Theorie ihre 
eigentliche physikalische Begründung erfährt. Ein weiterer Grund für 
die übergeordnete Bedeutung wird aus den folgenden Ausführungen deutlich. 
Der erste Hauptsatz wird hier in der Form der klassischen integralen 
Energiebilanzgleichung vorausgesetzt. Als wesentlicher Aspekt kommt 
aber ein weiteres Axiom hinzu, nämlich die E~!~iTIY~!i~g~ der Energie-
bilanzgleichung gegenüber Wechsel des Beobachtersystems. Hierbei werden 
nur starre Beobachtersysteme als zulässig betrachtet. Diese Forderung 
der Forminvarianz bei Beobachterwechsel motiviert sich aus Übe~legungen 
von Green und Rivlin L-42 /. Die Autoren haben 1964 in dieser kurzen Notizx 
x Green und Rivlin verweisen auf eine frühere Arbeit /-43 7, in der ihr 
Konzept im Rahmen nichtklassischer Kontinua wohl er~tmals entwickelt 
wurde. In diesem Zusammenhang sei die von den Autoren angedeutete 
Nollsche Arbeit /-44 7 kurz kommentiert. Der wesentliche Unterschied 
besteht darin, d~ß N~ll zunächst den Begriff der Leistung von Kräften 
einführt, wobei nicht zwischen Kontakt-, Volumen- und Trägheitskräften 
unterschieden wird. Vielmehr kann die Nollsche Kraftgröße auch eine 
- nicht näher ausgeführte - Kombination dieser Kräfte sein. Von dieser 
Leistung wird verlangt, daß sie invariant ist gegenüber Überlagerung 
der aktuellen Bewegung des Körpers mit Starrkörperbewegungen; eine Be-
schränkung auf gleichförmige oder infinitesimale Starrkörperbewegungen 
erfolgt dabei nicht. Die Nollschen Kraftgrößen werden als objektiv an-
gesehen. Es handelt sich hier also um die Forderung der Invarianz einer 
bestimmten Definition und nicht um den ~~-~~~E~~~~~~ 
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gezeigt, daß man aus der Energiebilanzgleichung den Impulssatz und die 
Symmetrie des Cauchyschen Spannungstensors (d.s. die Cauchyschen Bewegungs-
gleichungen) herleiten kann, wenn man verlangt, daß die Energiebilanzglei-
chung invariant ist gegenüber Überlagerung der aktuellen Bewegung des 
Kontinuums mit infinitesimalen, gleichförmig translatorischen und rotato-
risehen Starrkörperbewegungen; dabei wird vorausgesetzt, daß die innere 
Energie, der Wärmefluß, die Spannungen und Volumenkräfte gewissen Transfor-
mationsvorschriften genügen. Diese Schlußweise ist schematisch in Abb. 2 
X dargestellt. 
Die von Green und Rivlin aufgestellte Forderung ist eine Invarianz-
forderung gegenüber ~~~~~~~-!~~~~~~~~~~~~~~ innerhalb ein und desselben 
Beobachtersystems (Bezugssystem), d.h. die auf eine physikalische Größe 
(z.B. mit Vektoreigenschaften) wirkende aktive Transformation erzeugt 
e~ne neue physikalische Größe (mit Vektoreigenschaften) im selben Beo-
bachtersystem L- 45_/. Invarianzforderungen gegenüber aktiven Transforma-
tionen haben allerdings nur einen geringen physikalischen "appeal". 
Invarianzforderungen gegenüber E~~~i~~E-IE~E~~~E~~~i~E~E2 d.s. Wechsel 
von einem starren Beobachtersystem zu einem anderen, sind dagegen 
einfacher zu deuten: Die Forderung der Forminvarianz des ersten 
Hauptsatzes (Energiebilanzgleichung) gegenüber Beobachterwechseln 
stellt einen Sonderfall des allgemeinen Relativitätsprinzips (Kovarianz-
prinzip, Forminvarianzprinzip) dar. In der Formulierung von Sehrnutzer 
L-4~/ lautet das allgemeine Relativitätsprinzip: "Für zwei in beliebigen 
Bewegungszustand befindliche Beobachter, deren Koordinatensysteme konti-
nuierlich auseinander hervorgehen, haben die physikalischen Grundge-
setze die gleiche Form''. Dies ist einer der wesentlichen Gründe"'x von 
der ursprünglichen Invarianzforderung von Green und Rivlin abzugehen 
und die Forminvarianzforderung der Energiebilanzgleichung gegenüber Be-
obachterwechsel zum Ausgangspunkt zu nehmen. Ohne hier jetzt auf die 
Einzelheiten einzugehen, ergeben sich aus der Forminvarianzforderung 
der integrale Impuls- und Drehimpulssatz (Eulersche Be1vegungsgleichungen) 
':2i: Es sollte hier angemerkt werden, daß Green und Rivlin /-42 7 eine einge-
schränkte Formulierung des Energiesatzes benutzt haben: bei der gleichsam 
schon der Massenerhaltungssatz berücksichtigt wurde. Geht man von der all-
gemeineren, auf die Momentankonfiguration des Körpers bezogene Form des 
Energiesatzes aus, bei der die materielle zeitliche Ableitung der Summe 
der inneren und der kinetischen Energie gleich der Gesamtenergiezufuhr pro 
Zeiteinheit ist, dann erhält man aus den Green-Rivlinschen Invarianzforde-
rungen nicht nur Impuls- und Drehimpulssatz, sondern auch den Massenerhal-
tungssatz. 
~~ 
Weitere Gründe sind auf S. 18 angegeben. 
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für das dreidimensionale Kontinuum als notwendige Bedingungen, aus 
denen man mit dem Lokalisierungspostulat die lokalen mechanischen Bilanz-
gleichungen (Cauchysche Bewegungsgleichung~n) erhält. Abb. 3 zeigt 
schematisch die logische Struktur diese~ Herleitung (Kap. 4). Dieses 
Ergebnis ist einmal deshalb von Interesse, weil sich zeigt, daß die 
integralen mechanischen Bilanzsätze (Impuls und Drall) nicht als se-
parate Axiome betrachtet werden müssen, sondern als Konsequenzen des 
I. Hauptsatzes der Thermodynamik aufgefaßt werden können L-47_/. 
Außerdem ist von Bedeutung, daß bei dieser Betrachtungsweise Invarianz-
bedingungen zum Tragen kommen, die in ähnlicher Form bei der Aufstellung 
der Stoffgesetze von großer Bedeutung sind: Hier liefern Forminvarianz-
forderungen allgerneine Restriktionen für die mathematische Struktur 
der Stoffgesetze. Diese Situation ist natürlich verständlich, da 
das allgerneine Relativitätsprinzip (Forrninvarianzprinzip) nicht nur 
für Bilanzgleichungen sondern auch für die Stoffgleichungen als gültig 
angesehen wird. 
Einen besonderen Aspekt stellt der :~~~~~-~~~~~~~~~ dar. Seine ex-
plizite Beachtung erfolgt unter dem Gesichtspunkt, daß der 2. Hauptsatz 
insbesondere dem Ablauf irreversibler Prozesse ~n Kontinua Einschrän-
kungen auferlegt. Während hinsichtlich der Gültigkeit der Bilanzgleich-
ungen Einigkeit besteht, ist die Diskussion um die Formulierung des 
2. Hauptsatzes bei irreversiblen Prozessen noch im Fluß (vergl. 
z. B. /-48 /). Ausgangspunkt in der vorgelegten Arbeit ist der zweite 
Hauptsatz in der Form der i~~~gr~1~g_Q1~~~!~~=Q~~~~-~E~E~Ei~~~1~i~~~~a 
zusammen mit der Interpretation von Coleman und Noll (1964 L-49 /). 
Der grundsätzliche Gesichtspunkt ist hier, daß die Entropieungleich-
ung nicht als eine Prozesseinschränkung angesehen wird, deren Erfüllung 
für jeden Prozess jeweils nachzuweisen ist, sondern daß verlangt wird, 
daß die Entropieungleichung für alle denkbaren Prozesse identisch er-
füllt wird L-50, 51_/. Diese Forderung führt zusammen mit den Bi~anz­
gleichungen zu weiteren allgemeinen Restriktionen flir die mathematische 
Struktur der Stoffgleichungen (schematische Darstellung in Abb. 4). 
Diese allgemeinen Anmerkungen über den I. unq 2. Hauptsatz sind ge-
wiß noch nicht geeign~t, ein klares Bild davon zu geben, wie die Ent-
wicklung e~ner nichtlinearen Schalentheorie auf dieser Basis zu bewerk-
stelligen wäre. Der in dieser Arbeit eingeschlagene, z.T. neuartige 
Weg, wird in Grundzügen im folgenden Kapitel skizziert. 
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2. Grundzüge einiger approximativer Theorien nicht-isothermer Verformungen 
dünner Schalen 
In jünster Vergangenheit sind verschiedene Vorgehensweisen zur Entwicklung 
von Schalentheorien auf der Grundlage thermodynamischer Konzepte vorgestellt 
worden {-6, 52 - 62_7. Hier lassen sich im wesentlichen zwei Gruppen von 
Vorgehensweisen unterscheiden: Einmal die Theorien, die von der dreidimen-
sionalen Kontinuumsthermodynamik ausgehen und durch einen Integrationspro-
zeß über die Schalendicke zu zweidimensionalen Schalengleichungen kommen 
r6, 52 - 57_/. Dagegen werden in der zweiten Gruppe die Schalengleichungen 
über ein direktes Verfahren gewonnen, das auf der Theorie eines zweidimen-
sionalen, polaren Kontinuums, insbesondere Cosseratkontinuums, beruht 
/-58 - 61_7. Darüber hinaus gibt es Entwicklungen, die teilweise eine Ablei~ 
tung vom Dreidimensionalen vornehmen, dann aber wesentliche Bilanzgleichungen 
~n zweidimensionaler Form postulieren (z.B. /-62 /). 
Die in diesem Bericht dargestellte Theorie ist der ersten Gruppe zuzu-
ordnen. Zur Abgrenzung dieser Theorie zu den bisherigen Entwicklungen in der 
ersten Gruppe {-6, 52 - 57_7 seien die wichtigsten Merkmale jener Arbeiten 
angegeben. Auf die anderen Arbeiten kann hier nicht eingegangen werden. 
2. I Nicht-isotherme elastische Schalentheorien: Ableitungen aus der drei-
dimensionalen Kontinuumstheorie 
Gemeinsames Merkmal der Arbeiten von Green, Laws und Naghdi {-6, 52, 53 7 
sowie Krätzig {-54 - 56_7 ist die Entwicklung des Verschiebungsfeldes im 
Schalenraum in eine ~g~g~!i~~~ Potenzreihe bezüglich der Dickenkoordinate 
und die ausschließliche Verwendung von mitgeschleppten Koordinaten (convected 
Coordinates). In der Arbeit von Green, Laws und Naghdi (1968 {-52_/) wird 
von der dreidimensionalen integralen Energiegleichung und der integralen 
Clausius-Duhem Entropieungleichung unter Berücksichtigung der Wärmeleitung 
ausgegangen. Die Autoren waren in ihrer Formulierung darauf angewiesen, hin-
sichtlich der Temperaturverteilung über der Schalendicke nur einen sehr 
groben Ansatz zu machen, nämlich konstante Temperatur~. Außerdem sei erwähnt, 
daß bei der Auswertung der Green-Rivlinschen Invarianzforderunge~ angewandt 
auf die über die Schalendicke integrierten Energiebilanzgleichung, zusätz-
liche Arbeitshypothesen~~ eingeführt werden müssen. Die Autoren erhalten 
" we might expect to express T as a MacLaurin series in ~ but so far 
it has not proved possible to use such an expansion" (T: absolute Tem-
peratur, ~ : Dickenkoordinate) 
"The quanti ties mNi are defined by ( 4. 6) and ( 4. 7) and are specified by 
constitutive equations (N > 2 ... cx:, i =I, 2, 3)" 
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dadurch ein System von unendlich vielen mechanischen Bilanzgleichungen, in 
dem aufgrund des Verschiebungsansatzes auch unendlich viele höhere Momente 
auftreten. Es sei hier kritisch angemerkt, daß die Einführung der genannten 
Arbeitshypothesen physikalisch nicht durchsichtig ist; es besteht der Ein-
druck, daß hier verborgene Aonahmen gemacht wurden, so daß es schwer fällt, 
den recht kurz gehaltenen Ableitungen mit Vertrauen zu folgen. Um diese 
Kritik andeutungsweise zu substantiieren, sei darauf hingewiesen, daß aus 
den Invarianzforderungen sich nur ~~~~-~~~~2E~~!!~ Bedingungsgleichungen 
und eine skalare Bedingung ergeben, und zwar unabhängig von dem Grad des 
Potenzreihenansatzes für das Verschiebungsfeld. Die Tatsache, daß hier un-
endlich viele mechanische Bilanzgleichungen erhalten werden, muß also auf 
weiteren, unausgesprochenen Voraussetzungen beruhen. 
Bemerkenswert ist auch die Feststellung, daß die absolute Temperatur 
in Richtung der Dickenkoordinate nicht in eine MacLaurin-Reihe entwickelt 
werden konnte. Diese Feststellung ist wohl im Zusammenhang damit zu sehen, 
daß die Clausius-Duhem Entropieungleichung - ebenso wie die Energiebilanz-
gleichung - nur ~i~~ skalare Bedingung darstellt. Für die Koeffizienten des 
Reihenansatzes der Temperatur müssen aber so viele Gleichungen zur Verfügung 
stehen, wie Reihenglieder mitgenommen werden. 
Diese hier angesprochenen Probleme werden in einer weiteren Arbeit von 
Green und Naghdi (1970 {-53_/) umgangen, indem nun allerdings eine ~~!~!!8~: 
~ 
~~i~~!!~ Energiebilanzgleichung und Entropieungleichung eingeführt werden . 
Um diese Verallgemeinerung zu erhalten, wird die !2~~!~ Energiebilanz-
gleichung mit einer skalaren Funktion qS multipliziert und über das Volumen 
integriert; q6 wird dann als ( ~ )n, n = 0, I, 2 ... interpretiert, so daß 
man anstelle einer integralen Energiebilanzgleichung (in klassischer Form) 
eine unendliche Zahl von integralen energetischen Bilanzbedingungen erhält. 
Die !2~~!~ Clausius-Duhem Entropieungleichung wird dagegen mit der skalaren 
Funktion 1{ 2:. 0 multipliziert und über das Volumen integriert; für f 
wird dann 1f = (- 0(. f J) 1A. 1 "11 := 0, A, l.. ··• a:l) ()( ~ J ~ ;3 gesetzt, SO daß r 
im Interval cX < ~ ~ ;.3 stets positiv ist. Man erhält dann auch hier 
e~nen unendlichen Satz von Entropieungleichungen. Bemerkenswert ist, daß 
neben einer unendlichen Potenzreihenentwicklung der absoluten Temperatur 
auch eine unendliche Potenzreihenentwicklung der Temperaturinversen benützt 
wird. 
~ 
"We require generalized forms of the energy equation and entropy pro-
duction inequality .. ,", 
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Invarianz der unendlich vielen energetischen Bedingungen gegenüber 
Überlagerung mit infinitesimalen Starrkörperbewegungen liefert dann unend-
lich viele Bilanzgleichungen. Diese Ableitungen haben später in der Abhand-
lung von Naghdi (1972 L-6 /) ihren Niederschlag gefunden. 
Anknüpfend an diese Arbeiten hat Krätzig ( L-54 - 56 /) entsprechende 
verallgemeinerte Prinzipe angegeben. Ein wesentlicher Unterschied zu 
den Arbeiten von Naghdi et al. besteht darin, daß von der mit der absoluten 
Temperatur (T /' 0) multiplizierten lokalen Clausius-Duhem Entropieungleich-
ung ausgegangen wird, und diese jeweils mit den Skalarfunktionen (/J= t;;~ 
1-1:::::q-t1 2r··aoJ cX~J~ß; o<<o;~>o multipliziert und 
über die Schalendicke integriert wird. Für die absolute Temperatur wird 
eln unendlicher Reihenansatz bezüglich der Dickenkoordinate gemacht. 
Zu diesen Entwick).ungen lokaler zweidimensionaler Bilanzgleichungen 
und zweidimensionaler Entropiebedingungen aus den generalisierten integra-
len Energie- und Entropieprinzipen sind einige Anmerkungen angebracht. 
Zunächst ist klar, daß die Herleitung der generalisierten Prinzipe auf 
der ~~~~~~~ Energiebilanzgleichung und l~~~l~~ Entropieungleichung beruht; 
dies heißt insbesondere auch, daß bei dieser Herleitung zunächst die exakte 
Erfüllung dieser lokalen Bedingungen Y~E~~~g~~~!~! wird. Damit die wei-
tere Anwendung der generalisierten Prinzipe nun aber logisch einen 
Sinn hat, müssen jetzt diese generalisierten integralen Prinzipe als 
neue Fundamentalaxiome angesehen werden; sie ersetzen damit die klassische 
integrale Energiebilanzgleichung und die integrale Entropieungleichung. 
Das bedeutet insbesondere, daß die Voraussetzungen und die Herleitung 
der neuen generalisierten Integralprinzipe "vergessen" werden müssen. 
Vom physikalischen Standpunkt sind diese generalisierten Integralprinzipe 
etwas Gekünsteltes, da sie die noch frei wählbaren Funktionen cp bzw. {V 
enthalten, die keine physikalische Bedeutung haben. 
Es ist wohl selbstverständlich, daß man von diesen generalisierten 
Integralprinzipen verlangen muß, daß sie für vorgegebene Funktionen ~ 
und r im Verein mit einem Lokalisierungspostulat wieder auf die 
klassische lokale Energiebilanzgleichung und die lokale Entropieungleich-
ung führen. Für die generalisierte integrale Energiebilanzgleichung ist 
~ Für die Funktionen cf 
ansätze gewählt. 
und ? werden erst nachträglich Potenzreihen-
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dies bei Naghdi et al. und Krätzig der Fal+, we~che Fu~ktion )P 
( yD stetig und differenzierbar) auch gewählt wird. Fü~ die generalisierte 
Entropieungleichung ist dies aber nur der Fall, wenn die hier auftretende 
Skalarfunktion 1 im Integrationsbereich positiv ist . Naghdi et al. 
L- 53, 6 7 wählen die Funktion lf so, daß 7f im Intervall zwischen den 
Schalenlaibungen ( 0( < ~ .fj1 ) positiv ist; hier ist also die 
obige Forderung erfüllt. Bei Krätzig L-54, 55_7 ist dagegen 
}V~ cjJ = (j)iv) n.:::O;~Z",oo, so daß yY das Vorzeichen ~m Integra-
tionsbereich bei y~o wechseln kann. Damit führt die generalisierte 
integrale Entropieungleichung nicht mehr auf die lokale Entropieungleich-
ung, sondern auf die Bedingung verschwindender Entropieproduktion { 5 == 0) • 
Physikalisch bedeutet dies aber eine Einschränkung auf reversible Prozesse. 
Hier besteht also ein Widerspruch in der sonst allgemein angelegten thermo-
elastischen Schalentheorie (mit Wärmeleitung!), zu dem sich Krätzig 
L-55_/ allerdings etwas unschlüssig bekennt~. 
Wenn auch die physikalische Rechtfertigung für die Formulierung der 
generalisierten Energie- und Entropieprinzipe nicht unmittelbar gegeben 
ist, so ist doch eine mathematische Begründung für den "Integrations-
mechanismus" von Naghdi et al. und Krätzig andeutungsweise möglich. 
Krätzig L-54_7 bemerkt, daß eine mathematische Rechtfertigung dieser Pro-
zeduren in dem Weierstraßschen Approximationssatz liege. Diese Interpre-
tation wird aber in den genannten Arbeiten nicht weiter ausgeführt; im 
Hinblick auf die Formulierung des Approximationssa~zes in L~79_7~bleibt 
hier unau$gesprochen, welche Funktion eigentlich bei dem Integr~~ions~ 
mechanismus approximiert wird. Eine andere, sehr nah~liegende mathewatiscrye 
Rechtfertigung ist wohl in der Methode der gewichteten Residuen /~37 7 zu - .,. 
suchen; aber auch diese Interpretation des Integrationsmechanismus wUrde 
noch eine detaillierte Analyse erford~rn. 
Neben der Entwicklung lokaler zweidimensionaler ~ilanzgleichungen 
und lokaler zweidimensionaler Entropiebedingungen aus diesen generali-
sierten integralen Energie- und Entropieprinzip~n steht die Formulierung 
konsistenter zweidimensionaler Stoffgleichungen für die Schalen. Auf 
diesen As?ekt in den Arbeiten von Naghdi et al. und Krätzig kann hier 
jetzt nicht eingegangen werden. 
"Daher sollte die Entropieungleichung (35b) korrekter als einfache Iden-
titäten (= 0) geschrieben werden, was allerdings verschiedene thermody-
namische Einschränkungen zur Folge hätte (reversible Prozesse)". 
Jede im Intervall a.:::; >(' :=- b stetige Funktion kann in diesem Intervall 
gleichmäßig durch Polynome approximiert werden L-79 7. 
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Für eine praktikable Schalentheorie ist es notwendig die Reihenent-
wicklung des Verschiebungs- und Temperaturfeldes zu begrenzen und ebenso 
die Zahl der Wichtungsfunktionen ~ und ~einzuschränken. Bei dem Inte-
grationsmechanismus von Naghdi et al. und Krätzig besteht kein logischer 
Zusammenhang zwischen den Potenzreihenansätzen für Verschiebung und 
Temperatur einerseits und Wichtungsfunktionen y6 und ~andererseits; 
daher kann im Prinzip die Zahl der Reihenglieder und die Zahl der 
Wichtungsfunktionen verschieden sein. Hier besteht eine gewisse Viel-
falt der Wahlmöglichkeiten und die getroffene Wahl bestimmt u.a. den 
Charakter und den Approximationsgrad der Schalentheorie. Die von Krätzig 
getroffene Wahl L 55, S.324_7 orientiert sich an klassischen Vorstellungen 
zu Schalentheorien (" ... zeitgemäße Definition dünner Schalentragwerke", 
Entsprechungen zur Cosserat-Fläche). Es scheint, daß e~n mehr physi-
Kalisch oder mathematisch begründeter Integrationsmechanismus hier 
Kriterien liefern könnte, um diese Willkürlichkeit einzuschränken. Man 
denke hier an das Galerkinsche Verfahren, bei dem die Wichtungsfunktionen 
gleich den Ansatzfunktionen der Näherungslösung sind. 
Abschließend soll noch auf eine Arbeit von Hammel L-57_7 verwiesen 
werden. Hammel wählt von vornherein einen in der Dickenkoordinate 
quadratischen Ansatz, so daß hier also näherungsweise die Dickenänderung, 
Schubverformungen, und Querschnittsverwölbungen berücksichtigt werden. 
Für die Temperaturverteilung wird ebenfalls e~n quadratischer Ansatz 
gewählt. Ausgangspunkte sind bei Hammel die 12~~1~~ Massen-, Impuls-
und Drehimpulsbilanzgleichungen sowie die 1.2~§:1~ Energiebilanzgleichung, 
in der der lokale Impulssatz berücksichtigt wurde, und ferner die mit der 
absoluten Temperatur multiplizierte lokale Clausius-Duhem Entropieun-
gleichung. Hier wird also nicht von den Invarianzeigenschaften des inte-
gralen Energiesatzes Gebrauch gemacht, so daß die enge Kopplung zwischen 
Energiesatz und Impuls- sowie Drehimpulssatz entfällt. Diese lokalen 
Gleichungen werden jeweils mit den Funktionen cp"" (f)-J,) '1'2 .=- 0 ;"" z. 
ohne nähere Begründung multipliziert und über die Schalendicke integriert. 
Dabei werden alle Entropieungleichungen, die höhere als quadratische 
Momente der spezifischen Entropie enthalten, ad hoc ignoriert. Auf dieses 
Vorgehen lassen sich auch einige der schon oben gemachten kritischen 
Anmerkungen übertragen, was aber nicht näher ausgeführt zu werden braucht. 
Der hauptsächliche B~itrag der Hammelsehen Arbeit bezieht sich auf die 
Entwicklung konsistenter zweidimensionaler Stoffgleichungen, wobei von 
12~ 
einem streng linear elastischen Materialverhalten ausgegangen wird. Wesent-
licher Aspekt ist dabei die Bemühung, weitere Vereinfachungen in mathematisch 
konsistenter Weise durchzuführen (Vernachlässigung von Termen vergleichbarer 
oder kleinerer Größenordnung). 
Hiermit soll der Einblick in allgemeine Schalentheorien, die auf einer 
thermodynamischen Basis entwickelt wurden und von Potenzreihenansätzen aus-
gehen, beendet werden. Im folgenden Abschnitt wenden wir uns einem alter-
nativen Konzept zu, das eine Reihe der hier angedeuteten Probleme nicht kennt. 
2.2 Skizze einer approximativen Theorie nicht-isothermer Verformungen 
dünner thermoelastischer Schalen 
Zunächst sollen spezielle Ausgangsbedingungen angegeben werden, unter denen 
die nicht-isotherme Schalentheorie entwickelt werden soll; diese Bedingun-
gen sind nicht methodischer Art. Im Gegensatz zu den ~n Kap. 2.1 angespro-
chenen Theorien wird hier als Referenzkonfiguration der undeformierte 
(natürliche) Zustand der Schale benutzt (materielle oder Lagrangesche Ko-
ordinaten); dadurch werden die Bilanzgleichungen, explizit nichtlinear. Der 
Verschiebungsvektor bzw. der momentane Ortsvektor eines materiellen Punktes 
im Schalenraum wird ~n eine endliche Potenzreihe bezüglich der Dickenkoordi-
nate entwickelt, wobei allerdings von vornherein eine ~eschr~nkung ~u~ einen 
in der Dickenkoordinate linearen ~nsatz erfolgt. Für qie Temperatur bzw. 
die Temperaturinverse wird ein quapratischer Ansa~z gewählt. Der Ansat~ für 
den momentanen Ortsvektor entspricht der l<inematisc;.hen Annahme , daß mat:;e-
rielle Punkte auf der Normalen z~r unverformten Referenzfläche 9er Schale 
nach der Deformation auf einer Ge~aden liegen,die aber nicht mehr normal 
zur deformierten Referenzfläche steht; ferner kann sich der Abstand der 
materiellen Punkte von der Referenzfläche ändern, abe:r nur symmetrisch zur 
Referenzfläche. Es werden daher Scherdeformationen und Wandstärkenänderungen 
der Schale durch große Dehnungen näherungsweise berücksichtigt, nicht aber 
die Verkrümmung der Normalfaser. Dieser Ansatz ist solange gerechtfertigt, 
wie die Biegespannungen nicht deutlich die Membranspannungen überschreiten 
und Schubspannungen klein gegenüber den Normalspannungen bleiben. Im Ver-
gleich zur üblichen technischen Schalentheorie~ bietet dieser Ansatz zu-
sätzliche kinematische Freiheiten, was dann aber auch zu komplexeren Scha-
lengleichungen führt. 
~ Normalenhypothese und unveränderliche Schalendicke 
XX 
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Der wesentliche und z.T. neuartige Aspekt,der jetzt angesprochen 
werden soll, ist methodischer Natur. Im Unterschied zu den in Kap. (2. I) 
geschilderten Methoden wird hier von der klassischen integralen Energie-
bilanzgleichung und Clausius-Duhern-Entropieungleichung ausgegangen, 
denn die generalisierten thermodynamischen Prinzipe lassen sich physikalisch 
nicht interpretieren und die lokalen Bilanzgleichungen und die lokale 
Entropieungleichung stellen nach den Ausführungen in Kap. 
übergeordnete axiomatische Basis dar. 
nicht die 
In einer ersten Arbeit hat der Autor L-63_7 im Rahmen der oben 
genannten Ausgangsbeqingungen aber unter der Voraussetzung isothermer 
Prozesse (d.h. gleichförmige konstante Temperatur, keine Wärrneleitung, 
keine Wärmequellen) eine isotherme nichtlinear elastische Schalentheorie 
entwickelt, und zwar unter Anwendung der Green-Rivlinschen Invarianz-
forderungen für den zweidimensionalen über die Schalendicke integrierten 
E . * nerg~esatz . In diesem Rahmen läßt sich ein vollständiges System zwei-
dimensionaler Be\vegungsgleichungen und Einschränkungen für die Z\veidirnen-
sionalen Stoffgleichungen ableiten,ohne daß weitergehende Zusatzhypothesen 
erforderlich wären. Die genannten Einschränkungen folgen aus den Invari-
anzbedingungen und aus der Restenergiegleichung**. Insbesondere ist be-
achtenswert, daß ein Kückgriff auf lokale Gleichungen (wie z.B. 
die Symmetrie des Spannungstensors) oder dreidimensionale Stoffgleichungen 
nicht zu erfolgen braucht. Die Ableitungsstruktur ist in dem logischen 
Schema Abb. 5 wiedergegeben. Verträglichkeit mit der integralen Clausius-
Duhern Ungleichung \.vurde aber nicht untersucht. Auf wesentliche Einzel-
heiten dieses Ergebnisses wird später (Teil 2) eingegangen werden. 
Obgleich die hier geschilderte Vorgehensweise ein vollständiges 
allgerneines System von zweidimensionalen Feldgleichungen liefert, unter-
liegt sie doch wesentlichen Einschränkungen: Enthält die Entwicklung des 
Verschiebungs.- bzw. des momentanen Ortsvektors nach der Dickenkoordi-
Den zweidimensionalen integrierten Energiesatz erhält man wie folgt: 
Betrachtet wird irgendein endlicher Abschnitt der Schale, der ganz 
durch die Schalenlaibungen-;rü;r8;Its und durch einen geschlossenen 
Randstreifen andererseits begrenzt wird (Abb. II ). Auf diesen end-
lich großen, dreidimensionalen Teilkörper wird die klassische drei-
dimensionale, integrale Energiebilanzgleichung angesetzt. Für den Ver-
schiebungs- bzw. den momentanen Ortsvektor wird der gewählte Potenz-
reihenansatz eingesetzt und die Integration formal über die Schalen-
dicke durchgeführt; es wird dabei nötig, eine Reihe gewichteter, inte-
grierter Größen einzuführen. Der zweidimensionale, integrale Energie-
ansatz stellt sich dann dar durch Integralausdrücke über eine Teilfläche 
der Referenzfläche und über die Randkurve dieser Teilfläche. 
Die Restenergiegleichung erhält man aus der zweidimensionalen Energie-
gleichung, wenn in dieser die Bewegungsgleichungen berücksichtigt werden. 
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nate quadratische und höhere Terme in der Dickenkoordinate, dann liefern 
die Invarianzforderungen des über die Schalendicke integrierten Energie-
satzes nicht genügend Bewegungsgleichungen. Geht man ferner von der 
Voraussetzung isothermer Prozesse ab und setzt daher eine nichtkonstante 
Temperaturverteilung über die Schalendicke an, dann ist es erforderlich 
die integrale Clausius-Duhem-Entropieungleichung mit in die Betrachtung 
einzubeziehen; die formal über die Schalendicke integrierte Entropie-
ungleichung stellt aber nur eine skalare Bedingung dar, so daß selbst 
bei linearem Verschiebungsansatz nicht hinreichend viele zweidimensionale 
Feldgleichungen (für die Koeffizienten der Temperaturverteilung über die 
Schalendicke) erhalten werden. Es genügt also offensichtlich nicht, nur 
von dem über die Schalendicke integrierten Energiesatz und der Entropie~ 
ungleichung auszugehen. Es müssen zusätzliche Forderungen hinzukommen. 
Wenn im Rahmen der Entwicklung einer physikaljschen Theorie sich 
-------_,.---~---
herausstellt, daß mehr physikalische Variable vprhanden sind als 
Gleichungen verfügbar, dann ist dies ein unübersehb~rer Hinweis darauf, 
daß gewisse physikalische Gesetze fehlen bzw. Ubersehen wurden. Wir vber-
~--------------------
tragen diese Einsicht auf die Situation bei der Entwicklung der S~halen~ 
theorie und fassen die dort gesuchten zusätzlichen Forderungen als 
l2~l~~~~!~~~~-~~!:~EEE~!:~~E~~E~ Bedingung auf. 
Man könnte hier zunächst daran denken, da~ die Invarianzforderungen 
zu eng gefaßt sind: Die ausschließliche Betrachtung von starren Zusatz-
bewegungen bzw. starren Beobachtersystemen könnte dahingehend erweitert 
werden, daß man auch - bei passiver Interpretation der Invarianzfor-
derungen - E~!9E~i~EE~E~-~~~E~~E!~EEXE!~~~ zuläßt L-64, 65_7. 
Dieser Aspekt liefert möglichenreise zusätzliche Bedingun2:en insbe-
sondere bei höheren Potenzansätzen für den momentanen Ortsvektor im Schalen-
raum; er scheint aber nicht weiterzuführen bei ungleichförmiger Temperatur-
verteilung über die Schalendicke. Daher wurde dieser Gedanke nicht weiter 
verfolgt. 
Hier soll eln anderer Weg eingeschlagen werden, der nicht in der Er-
weiterung fundamentaler allgemeingültiger Prinzipe besteht, sondern der 
auf elner physikalischen Interpretation der endlichen Potenzreihenansätze 
für den momentanen Ortsvektor und der Inversen der absoluten Temperatur 
beruht. Diese Ansätze stellen mathematisch gesehen zunächst nichts anderes 
dar als Näherungen für die Momentanposition einer materiellen Faser 
(Normalfaser), die vor der Deformation normal zur Referenzfläche orientiert 
ist, und für die in ihr vorhandene Verteilung der Temperaturinversen. 
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Faßt man nun diese Ansätze als innere kinematische und thermische Zwangs-
bedingungen auf, die in einem ~~~~~~~~~~E~E~~~~~ physikalisch exakt zu 
realisieren wären, dann bestehen zwei prinzipielle Möglichkeiten: 
(I) Man könnte daran denken, die Stoffgleichungen des aktuellen dreidimen-
sionalen Kontinuums zu modifizieren (Zwangsbedingungen sind konstitutive 
Bedingungen L-66 - 68_/) oder 
(2) die aktuellen äußeren Einwirkungen (Volumenkräfte, Oberflächenkräfte, 
Wärmequellen und Wärmeflüsse an der Oberfläche) durch Reaktionsgrößen 
in der Form zusätzlicher gedachter äußerer Einwirkungen zu ergänzen 
L-69 - 73_7, 
so daß sich unter beliebigen aktuellen äußeren Einwirkungen nur solche Ver-
schiebungs- und Temperaturfelder einstellen, die mit den inneren Zwangsbe-
dingungen verträglich sind. Hier soll der zweite, vielleicht naheliegendere 
Weg beschritten werden, wobei es nötig sein könnte, zunächst auch gedachte 
Einwirkungen zuzulassen, die im aktuellen Problem garnicht vorhanden sind, 
wie z.B. Volumenmomente. 
Diese exakte Realisation der beiden inneren Zwangsbedingungen durch 
gedachte, von außen eingeprägte Zusatzeinwirkungen in einem Gedankenexperi-
ment bedeutet zunächst die Lösung eines ~~~~~-~E~~~~~~~~~~~~~~~-~E~~~~~~· 
Es kann nun leicht gezeigt werden (Kap. 7), daß sich unendlich viele derar-
tige Zusatzeinwirkungen finden lassen, die alle die inneren kinematischen 
und thermischen Zwangsbedingungen realisieren. Diese Willkürlichkeit kann 
nur durch ~~~~~~~~~~~-~~E~~E~~g~~-~~~~~~~~~~~~-~~E_&~~~~~~~~-~~~~~~~~~~~E: 
~~~g~g beseitigt werden. Dieses neue, dreidimensionale, erweiterte Problem 
zusammen mit derartigen zusätzlichen Forderungen soll als ~E~~~~EE~~~~~ be-
zeichnet werden,, 
Im Blick auf den I. und 2. Hauptsatz in der Form der integralen 
Energiebil~nzgleichung und der Clausius-Duhem-Entropieungleichung sind nun 
folgende, physikalisch unmittelbar einleuchtenden,zusät~lichen Forderungen 
zu stellen, damit die Lösung des Ersatzproblems eine Näherung für das 
aktuelle, dreidimensionale Problem darstellt: 
~g~E&i~:f~E~~!~~g 
Formuliert man die integrale Energiebilanzgleichung (1. Hauptsatz) 
des erweiterten Problems für einen Schalenabschnitt zwischen den 
Schalenlaibungen (bzw. für irgendeine materielle Normalfaser), dann 




Hinsichtlich der integralen Entropieungleichung (2. Hauptsatz) fü-r 
einen Schalenabschnitt zwischen den Schalenlaibungen soll für das er-
weiterte Problem verlangt werden, daß die Gesamtentropiezufuhr durch 
die gedachten Zusatzeinwirkungen verschwindet. 
Die beiden integralen Forderungen sollen insbesondere 
(I) für jeden beliebigen· Schalenabschnitt zwischen den Laibungen 
(2) für alle zugelassenen Beobachtersysteme (starre Beobachtersysteme) 
(3) und für alle denkbaren aktuellen äußeren Einwirkungen 
gelten. Auch die Forderungen (1), (2), (3) sprechen physikalisch für 
sich selbst: Sie besagen einfach, daß kein Schalenabschnitt, Beobachter-
system oder System von aktuellen äußeren Einwirkungen vor dem and~r~n 
ausgezeichnet ist. Es sind dies daher Invarianzbedingungen (Bereichs,.., 
invarianz, Beobachterinvarianz und "Prozess inva,rianz"), die C):q die 
Energie- und Entropie-Forderung zu stell~n ßind. 
Mit der Energie- und Entropieforder\lng w~r~ erreicht, daß für je~en 
Schalenabschnitt zwischen den Laibungen die integrale Energiebilanz-
gleichung und die integrale Entropieungleichung des ~rsatzproblem8 
mit den entsprechenden thermodynamischen Prinzipen des aktuellen 
Problems übereinstimmen, sofern dort der angeno~ene Funktionstyp für 
die Verteilung der Verschiebung (bzw. Ortsvektor) und der absoluten 
Temperatur (bzw. Temperaturinversen) als der tatsächlich vorl~egende 
angesehen wird. Die Lösung des Ersatzproblems erfüllt damit den I. 
und 2. Hauptsatz (in Form der genannten Integralprinzipe), wie sie für 
das aktuelle Problem integral für irgendeinen Teilbereich, nämlich für 
irgendeinen Schalenabschnitt bzw. irgendein durch die Laibungen begrenz-
tes finites Linienelent (= Normalfaser) gelten, aber eben nur für das 
ganze Linienelement und nicht für Teile (Punkte) davon. 
Ob die hier angegebenen, physikalisch einleuchtenden Zusatzforde-
rungen ausreichen, um die genannte Willkürlichkeit in der Wahl der ge-
dachten Zusatzeinwirkungen vollständig zu beseitigen, kann diesen Forde-
rungen aber nicht unmittelbar angesehen werden. Diese Frage ist wesent-
licher Inhalt der vorgelegten mathematischen Analyse; hierbei ist auch 
zu klären, ob diese Forderungen widerspruchsfrei sind und ob sie gegebenen-
falls Redundanzen enthalten. 
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Wie eine Literaturdurchsicht gezeigt hat, ist der Gedanke, innere Zwangs-
bedingungen durch zusätzliche äußere Einwirkungen und nicht durch Ab-
änderung des Stoffverhalten zu realisieren, nicht neu. Wozniak {-69_7 hat 
innere kinematische Zwangsbedingungen durch Zusatzeinwirkungen wie Volu-
menkräfte und Oberflächenspannungen realisiert und dieses Konzept für die 
Entwicklung approximativer mechanischer Theorien (diskrete Modelle, Plat-
ten- oder Schalentheorien) diskutiert. Auf die Einführung dieser Realisa-
tion von kinematischen Zwangsbedingungen kann deshalb die vorliegende Ab-
handlung keinen Anspruch erheben, wenn sie auch unabhängig von dem Arbeiten 
von Wozniak verlief. 
Zur Abgrenzung der Arbeiten sei folgendes gesagt. Die Arbeiten von 
Wozniak betreffen kinematische Zwangsbedingungen, z.T. in sehr abstrakter 
Form.~ Nun sind bekanntlich unendlich viele Zusatzeinwirkungen denkbar, 
die alle die kinematischen Zwangsbedingungen realisieren (vergl. Kap. 7, 
Teil 1). Wozniak definiert deshalb sogenannte ideale kinematische Zwangs-
bedingungen durch die Forderung, daß die integrale virtuelle Arbeit der 
Zusatzeinwirkungen im Gesamtkörper für alle virtuellen Verschiebungen ver-
schwinden soll. Andere Bedingungen sind denkbar {-72_7, und jede dieser 
Bedingungen kann zu einer andersartigen Theorie führen. Hier sei darauf 
hingewiesen, daß die in dieser Abhandlung verwendeten Konzepte nicht von 
einem formalen Prinzip virtueller Arbeiten ausgehen, sondern von verschie-
denen, physikalisch plausiblen und mathematisch einleuchtenden Forderungen, 
die ~m Rahmen einer Kontinuumsthermodynamik zu sehen sind. 
Wozniak {-73_7 hat seine Überlegungen ansatzweise auf ~~~E~~~~~~~~i~~~~' 
gekoppelte Zwangsbedingungen abstrakter Art ausgedehnt, indem neben inneren 
Reaktionskräften auch unbekannte Wärmequellen bzw. -senken eingeführt wer-
den. Auch hier werden zur vollständigen Charakterisierung des Problems zu-
sätzliche Forderungen in der Art eines formalen Prinzips virtueller Aktionen 
("ideality" principle) eingeführt, deren physikalischer Hintergrund aber 
im Dunkeln bleibt. Darüber hinaus bestehen Widersprüche in der globalen 
und lokalen Entropieungleichung. Eine detailliertere Entwicklung wäre hier 
notwendig gewesen. 
~ 
In der weiteren Entwicklung werden auch innere kinetisc~e Z~angsbedin-
gungen, alsoBedingungen an die Spannungen, betrachtet { 71_/. 
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2.3 Plan der Abhandlung (Teil 1) 
Bevor das hier angedeutete schalentheoretische Konzept im einzelnen 
entwickelt wird, werden in den Kapiteln 3 bis 5 die weitgehend bekann-
ten Grundlagen zur dr~~~~~~~~~~~~~~~-!~~~~~~ nichtlinear thermoelasti-
scher Körper dargestellt. Die Ableitung der dreidimensionalen lokalen 
Feldgleichungen erfolgt dabei auf der Basis des I. und 2. Hauptsatzes 
in integraler Form. Diese Darstellung hat den Sinn, die Nomenklatur 
einzuführen, später benötigte Beziehungen bereitzustellen, und sich 
mit der Auswertung der beiden thermodynamischen Prinzipe vertraut zu 
machen. 
In Kap. 3 werden Grundbeziehungen der Kinematik und Deformation 
bei Verwendung verschiedener Bezugssysteme (materielle, räumliche und 
mitgeschleppte Koordinaten) dargestellt. In Kap. 4 wird von der klassi-
schen,dreidimensionalen integralen Energiebilanzgleichung in der Momentan-
konfiguration ausgegangen und diese wird 1.,1nter Verwend11ng materieller 
Koordinaten auf die undeformierte Ausgangskonfiguration 1.,1~gerechnet. 
Die Begriffe der Koordinaten - uno der Beobachtertransformation un~ 
-invarianz werden erläutert. 
Anstelle der Green-Rivlinschen Invarianzforderungen L 42 7, die auch 
von Naghdi et al. L 6, 52, 53 7 ~nd Krätzig /-54, 55 7 verwendet wurden, - - -
wird hier von der Forminvarianz der integralen Energiebilanzgleichungx 
gegenüber Wechsel des Beobachtersystems a~sgegangen. Ein Gru~d dafür ist 
schon in Kap. I genannt worden; ein weiterer Grund ist in der Tatsache 
zu sehen, daß die von Green-Rivlin angenommenen infinitesimalen und 
gleichförmigen Transformationen physikalisch Einschränkungen darstellen, 
die nicht notwendig sind. Im einzelnen wird die Forminvarianz bei Wechsel 
zwischen gleichförmig translatorisch bewegten Beobachtersystemen und 
bei beliebig rotatorisch bewegten Beobachtersystemen analysiert ohne 
Beschränkung auf benachbarte Lagen der Beobachtersysteme. Ein besonderer 
Aspekt ergibt sich hier wegen der Formulierung in materiellen Koordinaten, 
denn durch den Beobachterwechsel wird hier auch das materielle Koordinaten-
system betroffen. Die Herleitung ist in Abb. 3 in einem Flußdiagramm 
skizziert .. Diese Ableitung der dreidimensionalen Impuls-, Drehimpuls-
und der reduzierten Energiebilanzgleichung ist in den einschlägigen 
Fachbüchern {l4, 75_7 mit diesem Detaillierungsgrad nicht zu finden. 
~ dargestellt in Bezug auf die undeformierte Ausgangskonfiguration 
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Die Darstellung der dreidimensionalen Feldgleichungen wird in Kap. 5 
mit der Analyse der Restriktionen der thermoelastischen Stoffgleichungen, 
wie sie aus der Forminvarianz bei Beobachterwechsel und der Clausius-
Duhem-Entropieungleichung folgen, abgeschlossen. 
Die Kapitel 6, 7' und 8 der Abhandlung beinhalten den ersten Teil des 
ln Kap. 2.2 angedeuteten ~~~~l~~~~~~~~~~~~~~~-~~~~eRt~. In Kap. 6 wird 
das notwendigste Rüstzeug zur Differentialgeometrie von Flächen und zum 
Tensorkalkül auf Flächen und im Schalenraum zusammengestellt. Kap. 7 gibt 
eine detaillierte Beschreibung des Ersatzproblems. In Kap. 8 werden 
schließlich die integrale Energiebilanzgleichung für die Schale und die 
Energie-Forderung für die gedachten Zusatzeinwirkungen unter den Invari-
anzbedingungen ausgewertet. Hier zeigt sich, daß noch Freiheiten ln der 
Wahl der gedachten Zusatzeinwirkungen vorhanden sind. Dies führt zu zwel 
unterschiedlichen Sätzen von zweidimensionalen Bewegungsgleichungen und 
algebraischen Restriktionen für die mechanischen Stoffgleichungen. Diese 
Ergebnisse werden vergleichend einander gegenübergestellt. 
Der 2. Teil~ der Abhandlung befaßt sich mit der Auswertung der Form-
invarianz der zweidimensionalen Stoffgleichungen und der integralen Entro-
pieungleichung einschließlich der Entropie-Forderung für die gedachten 
Zusatzeinwirkungen. 
~ 
T. Malmberg: Nicht-isotherme Theorie großer Deformationen thermoelastischer 
Schalen, Teil 2: Auswertung von Entropiebilanzbedingungen, KfK 4375, 
Kernforschungszentrum Karlsruhe, 1988 
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3. Kinematik und Deformation 
Im folgenden werden einige wesentliche Begriffe pnd Beziehungen im drei-
dimensionalen Kontinuum, die die Koordinatensysteme, die (lokale) Kine-
matik und die (lokalen) Deformationen in tensorieller Darstellung betref-
fen, zusammengestellt. In Einzelheiten sei der Leser auf die Fachlitera-
tur (z.B. L-39, 41, 45, 66, 76, 77_/) verwiesen. Es muß daher diese Zu-
sammenstellung mehr als eine kurz kommentierte Legende angesehen werden. 
3. I Materielle, räumliche und mitgeschleppte Koordinaten 
Die materiellen Punkte eines kontinuierlichen Mediums mögen zu einem 
Zeitpunkt (t=O) einen Bereich BI< mit dem Volumen v'A: und der Ober-
fläche 0~ umfassen. Dieser Zeitpunkt kann durch einen ausgezeichneten 
oder natürlichen Zustand des Körpers charakterisiert sein, z.B. den 
spannungsfreien, unverforrnten Zustand eines Körpers oder einen Zustand, 
in dem der Körper eine besonders einfache geometrische Gestalt hat. 
In diesemZustand (Referenzkonfiguration) werde die Lage eines materi-
ellen Teilchens X in Bezug auf ein krummliniges~ snarres Koordinat~n~ 
system mit den - LagraQgeschen odeY mate~iellen - Koordina~en 
XJ< ( K= 1; 2
1 
3) beschrieben (.Abb. 6). In dies~m Koordinatensystem sinq 
6 1/ (X'11 I G- K /XHJ ~ I l, j d~e ko- und kontravariantep Basisvektor~n 
GkL tx~--;, c KL( Xh) 
G (X~-;)==- det ( GKL) 
rM~ (X 11) 
cl V~::- /G ciX 1dX"dX2, 
die ko- und kontravarianten Metrikkoeffizienten 
die Determinante.der Metrikkoeffizienten 
die Christoffelsymbole 2. Art 
das Volumenelement 
und die kovariante Ableitung werde durch ein Semikolon (.))K gekenn-
zeichnet. 
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Die Lage eines materiellen Teilchens X kann dann durch Angabe der 
. d' XK d 0 t materlellen Koor lnaten es r es, an dem sich das Teilchen befin-
P/X) det, definiert werden oder durch Angabe des Ortsvektors , der 
sich vom (festen) Ursprung ~des Koordinatensystems zum Ort des Teil-
chens X erstreckt. 
Unter der Einwirkung von äußeren Kräften wird die Lage der materiellen 
Punkte verändert, der Körper wird deformiert und erhält ein neues 
Volumen V und eine neue Oberfläche 0 . Ist f~ t) der_neue Ortsvek-
tor des materiellen Teilchens X zum Zeitpunkt t und P(X) der ursprüngliche 
Ortsvektor zum Zeitpunkt -l:.::=o dann ist 
P(X) 
-
der Verschiebungsvektor des Teilchens X ; hierbei sind r und p auf 
denselben Ursprung bezogen. Der Bewegungsablauf bzw. der momentane ver-
formte Zustand (Momentankonfiguration) zum Zeitpunkt t kann nun in 
Bezug auf verschiedene Koordinatensysteme dargestellt werden. Zunächst 
einmal ist es möglich - im Unterschied zu dem materiellen Koordinaten-
system - ein sog. räumliches Koordinatensystem mit den Koordinaten 
_x'- -k_; ( ~ ::: ,f, 21 J ) zu wählen, das als völlig unabhängig von dem mate-
riellen Koordinatensystem anzusehen ist, sich aber relativ zu diesem 
nicht bewegt. In diesem System sind 
Ji?. (X"' -H..-) I j ~ (;_~ ~~<) 




d ?Y= lf bfJx-~J 
ko- und kontravariante Basisvektoren 
ko- und kontravariante Metrikkoeffizienten 
Determinante der Metrikkoeffizienten 
Chris to·ffelsymbole 2. Art 
Volumenelement 
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und die kovariante Ableitung w:i,.rd durch einen Stdch (' )j.n., gekenn-
zeichnet. Man beachte, daß hier für die Grundsymbole und Lndizes 
kleine Buchstaben verwendet werden. D~e momen~ane Lag~ eines Teilcqen$ )( 
zum Zeitpunkt t- wird durch Angabe der räumli~hen (Eul~rschen) Kooudi-
naten ~ ~ ... (i =~~1 3} oder durch den Ortsvektor f5(X) angegeben. Wesent-
lich ist, daß alle physikaLischen Größen (wie z.B. Vers~hiebungs- oder 
Geschwindigkeitsfeld) als Funktion der momentanen Ortskoordinaten ~-k 
und der Zeit r (unabhängige Veränderliche) ang~sehen w·erden und p.lle 
vektoriellen und tensoriellen Größen, die einem bestimmten materiellen 
Teilchen zuzuordnen sind, hier auf die Basisvektoren an dem Ort bezo-
gen sind, an dem sich das Teilchen momentan befindet. Die räumlichen 
Koordinaten X'~ sind also hier keine Identifikatoren für ein bestimm-
tes materielles Teilchen. In der Fluiddynamik wird dies gewöhnlich als 
die Eulersche Betrachtungsweise bezeichnet. 
Der momentane Zustand bzw. der Bewegungs- und Verformungsverlauf kann 
aber auch unter Verwendung der Lagrangeschen (materiellen) Koordinacen 
beschrieben werden. Hier sind zwei Möglichkeiten streng zu unterschei-
den. Einmal kann der Bewegungsablauf unter Verwendung der Lagrangeschen 
Koordinaten )(K in dem anfangs beschriebenen Referenzsystem dargestellt 
'verden, wobei die vektoriellen und tensoriellen Größen auf die Basis 
des Referenzsystems am Ort XK. in der Ausgangskonfiguration zu beziehen 
sind. Dieses Konzept entspricht der Vorstellung, daß das Referenzsystem 
(Koordinatensystem XK mit Basis GI\) mit den zu ermittelnden physika-
lis~hen Größen (wie z.B. Geschwindigkeits- oder Spannupgsfeld) belegt 
ist, die in diesem System differenziert und integriert werden. Stellt 
man sich das Koordinatensystem X k bildhaft als ßin d~skret;es Maschen-
netz von Koordinatenlinien vor (Abb. 6),_dann bleibt die~es Netz urlbeeinr 
flußt durcn die Deformation: die Mascpen, in denen die Rechenoperationen 
stattfinden, deformieren sich nicht. Oie? soll hier k4rz als die 
Darstellung in materiellen Koordinaten bezeichnet werden /-41~/. 
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Ferner kann der Bewegungsablauf aber auch unter Verwendung eines Koor-
dinatensystems beschrieben werdenr das mit dem KBrper verbunden ist 
I 
und sich daher mitdeformiert .. (Abb .. 6). Zum Zeitpunkt t = 0 falle es mit 
dem Referenzsystem (z.B. unverformter Körper) zusammen. Die Koordinaten 
d . · · · XI( (K-= 1, 2, 3) ~eses s~ch deform~erenden Systems können dann auch m~t 
bezeichnet werden. Auch sie werden als Lagrangesche Koordinaten bezeich-
net, da sie ein materielles Teilchen identifizieren. Wesentlich ist, 
daß alle vektoriellen und tensoriellen Größen auf die Basis eines sich 
mit dem Körper deformierenden Koordinatensystems bezogen werden. Rela-
tiv zum Referenzsystem ist diese Basis zeitabhängig, was bei der zeit-
lichen Differentiation entsprechend zu beachten ist. Diese Darstellungs-
weise wird als die Darstellung in mitgeschleppten Koordinaten (convected 
coordinates) bezeichnet. In diesem System seien 
~K (X~t) 1 ffk(X~f) 
/JKL (X~-t) I# kL-(Y~ t) 
jfA~ t )= clti(jkt.) 
er~~ (X~t) 
d t~ = /j c!Xd,{dX3 
die ko- und kontravarianten Basisvektoren 
die ko- und kontravarianten Metrikkoeffizienten 
die Determinante der Metrikkoeffizienten 
die Christoffelsymbole 2. Art 
das Volumenelement; 
die kovariante Ableitung wird durch einen Doppelstrich {' )//1( gekenn-
zeichnet. Man beachte: als Grundsymbole werden kleine Buchstaben ver-
wendet, für die Indizes aber große. 
Die Darstellung in materiellen Koordinaten wird ~n diesem Bericht 
hauptsächlich Anwendung finden. 
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3.2 Basisvektoren, Deformationsgradient und Verzerrungstensor 
In der Ausgangskonfiguration (Bezugskonfiguration) ist der Abstandsvek~or 
zweier differentiell benachbarter materieller Punkte mit den materiellen 
X I{ und V K + -' X I< x Koordinaten ~ ~ gegeben durch 
dP 




die kovarianten Basisvektoren darstellen, Die kovarianten Metrikkoeffizien-
ten sind durch 
(3.3) 
definiert. Den kovarianten Basisvektoren c;A1 sind die kontravarianten 
-M 




~ - 2 








KLM antizyklisch = e1<u1 (3.8) 
zwei oder drei Indizes 
X 
Hier wird von der Summationskonvention Gebrauch gemacht: Über gleiche 
hoch- und tiefgestellte lateinische Indizes wird von I bis 3 summiert. 
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Die kontravarianten Metrikkoeffizienten G Mtl sind definiert durch 
(3.9) 
so daß mit dem Kroneckerdelta 
= (3. 10) 
Ferner ergibt das verjüngende Produkt der Metrikkoeffizienten mit den 
Basisvektoren (Herauf- u~d Herunterziehen der Indizes) 
(3.11) 
In der Momentankonfiguration ist der differentielle Abstandsvektor dersel-
ben differentiell benachbarten Punkte mit den materiellen Koordinaten )(~ 
Und X~< i_ dXJ( ....- gegeben durch 
(3. 12) 
Zerlegt man den momentanen Ortsvektor fS()(~ f) bezüglich der Basis GK 




Die {/H sind die momentanen kovarianten Basisvektoren im mitgeschleppten 
Koordinatensystem. Ganz entsprechend wie vorher sind im mitgeschleppten 
Koordinatensystem: 
kovariante Metrikkoeffizienten 
Determinante der kovarianten 
Metrikkoeffizienten 
(3.15) 
x Die Komponenten sind durch den nicht-tensoriellen Index ~ gekennzeich-
net, um sie von den Komponenten bezüglich des mitgeschleppten Koordina-




Permutationstensor ~ (3.15) 
kontravariante Metrikkoeffizienten 
- -Al 
I IN = jHN I . 
I 
I 
Führt man jetzt den Deformationsgradiententensor ~ qls Linearkombination 
dyadischer Produkte ein 
F tX~t) = ~; h (X~t)~(x') ~ G (x!;:; ~(Xft)~f/'(J~ 
Darstellung im materiellen 
Koordinatensystem 
\ ' )."./ 
Dar~~~llung in ge~ 
mischter Form~ 
( 
dann läßt sich der differentielle Abstan~svektor ~}Q in der Momentan~ 
konfiguration darstellen als 
F(X~tJ d Prx; • ) 
der Deformationsgradiententensor leistet also eine lineare Abbildung 
von dP in ~~ (Abb. 7). Mit 
f:.- = i/1 @ G /vf - ~ :h GJ< @GM 
(3. 17) 
( 3. 18) 
X 
Gemischte Darstellung bedeutet,_daß gleichzeitig die materielle w1e 




Einheitstensor in materiellen Koordinaten 
Einheitstensor in mitgeschleppten 
J 





- k. d J -ox-~< 
im materiellen Koordinatensystem 
im mitgeschleppten Koordinatensys. 1 
J 








Mit dem Nahla-Operator ?~ 
tensor auch darstellen durch 
läßt sich dann der Deformationsgradienten-
F :::: ( ~ ® -f) T - ( G l(d!.? j5JK )'-= Al( @ G ~ (3.22) 
Aus (~.6) oder (3. 7) folgt nun leicht, daß F die Basisvektoren Gk. 
und 3 k ineinander abbildet: 
Diese Beziehung eilt nicht für die kontravarianten Basisvektoren 





definiert und nicht dadtirch, daß sie aus d~n c;~ durch mitg~~chleppte 
Deformation entstehen. Vielmehr läßt sich für die kontravaria~ten Bas~~­
vektoren die folgende Beziehung ableiten: 
(3.25) 
Es soll vorausgesetzt werden, daß sich mit Ausnahme singulär~r Punkte, 
Linien oder Flächen jedem differentiellen Abstandsvektor dfö ein d p 
zuordnen läßt; d.h., die Inverse von ~ existiert unter den gemachten 
Voraussetzungen. Dann ist der polare Zerlegungssatz für einen invertier-
baren zweistufigen Tensor anwendbar: Jeder invartierbare (zweistufige) 
Tensor ~ hat zwei eindeutige rnultiplikative Zerlegungen 
F:: RU ) F - VR . -- ) (3.26) 




= 4 .l:n .. w, R := 12 (3.27) 
und GI sowie Lf sind symmetrische, positiv definite Tensoren. Die geo-
metrische Interpretation der multiplikativen Zerleg9ng (3.Z6) läßt sieb 
aus Abb. 8 ablesen. 
u 
-I 
Diese Interpretation hat zu ~olgenden Bezeichnun9en für die Tensoren 







Für die Quadrate der Streck-Tensoren sind die ßol~enden Bezeichnungen 
üblich I 45, 66, 76_7 
~ Rechter Cauchy-Green Tensor 
Linker Cauchy-Green Tensor 
~ auch einfach Greenscher Deformationstensor genannt L-41_7 
(3.28) 
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Das Quadrat des differentiellen Abstandsvektors in der Momentankonfigu-
ration ist 
(3.29) 
wobei der rechte Cauchy-Green Tensor verwendet wurde: 
T 
C= FF 
~/.) L ,-f) /( 
f lJ ;' }1 I~ /IV 
(3.30) 
= 1k ~·~, ~ lp/ 
Man sieht, daß die Komponenten (fiiY numerisch gleich den kovarianten 
Metrikkoeffizienten des mitgeschleppten Koordinatensystems sind: 
(3.31) 
Die Differenz der Linienquadrate der Momentan- und der Ausgangskonfi-




2 t//fJ E ~!P 
.1.( C - .-i) z - -





den Lagrangesch~n Verzerrungstensor darst~llt. Die Kompon~nten 
des Lagrangeschen Verzerru~gst~nsors sind also ~ bis avf den Fakyor 
1/2 - numerisch gleich den Differenzen der Metrikk9effizienten qer 
Momentan- und der Ausgangskonf~guration. Es sei dara4f hingewi~sen, 
daß der Tensor {. auf d~e Basis des materiellen Koordinatensystems 
(Ausgangs~ oder Referenzkonfiguration) bezogen ist. 







wird unter Beachtung von «3.20) 1 
- r [ - K ( - )) 7T E ( v~ 0 fJ) :: G (!f) ~;( .r ~K J 
( -iiJJ\ f f]K)@ G I( ( A~;K + 6x)@ G ~ 
so daß 
Bezieht man 4( auf das materieLl~ Koordina~ensystßm 
J 






Eine alternative Darstellung läßt bei Verwendung eines mitgeschleppten 
Koordinatensystems angeben, auf die hier aber verzichtet werden kann. 
3.3 Materielle Zeitableitung kinematischer Größen 
Zunächst soll hier die materielle Zeitableitung von skalaren, vekto-
riellen oder tensoriellen Feldgrößen, die von den materiellen Koordi-
x'< t naten und der Zeit abhängen, eingeführt werden! 
IL( .) -
J)t ft (.. ) lx, G ~ j(o,.•t. (3. 38) 




Wirkt dieser Operator auf eme skalare Größe /(l~f) , dann ist 
diese Ableitung gleichbedeutend mit der partiellen Ableitung bezüg-
lich der Zeit f bei festgehaltenen materiellen Koordinaten XX 
(3. 39) 
konst 
Das gleiche gilt, wenn die materielle Zeitableitung auf einen Vektor 
oder Tensor angewandt wird; da diese Größen aber auf verschiedene 
Basisvektoren bezogen werden können, ist eine Angabe des jeweiligen 
Bezugssystems notwendig; dies wird deutlich, wenn beachtet wird, daß 
die Basen Gk (Xj und }~< (X~t) Relativbewegungen gegeneinander 
ausführen. Daher ist hier festgesetzt, daß bei der materiellen Zeit-
differentiation die Basis ~K festgehalten wird, d.h. die materielle 
Zeitdifferentiation erfolgt relativ zum materiellen Koordinatensystem 
(Ausgangskonfiguration). 







Ist dagegen tt im Bezug auf das mitgeschleppte Koordinatensystem dar-
gestellt 
dann wird zunächst entsprechend der Kettenregel 






/) ~/X n, _L) denn die Komponenten ~ (• ~ sind bei qer materiel~en ~eitdif~~ren-
tiation wie Skalare zu behandeln. 
Die Geschwindigkeit ~ ist defi11iert;. ab 
(3.44) 
sie ist als Änderung des momentanen Ortsvektors }0 pro Zeite~nheit relar 
tiv zum materiellen Koordinatensystem zu verstehen, Der Vektor ~ kan~ 
natürlich sowohl im materiellen wie auch im mitgeschleppten Koordinaten-
system dargestellt werden: 
rV(X~tJ = V'/x~t) GI< (xj = t{ (x~t) G ( t1 
:::: 1J k(j~ tj f~<fx~t) == VK (J'~ i) f-l((;{~t). 
Mit (3.23) wird nun 
• • _,.; 
!K "- FG ::::. F F fK - - k J 
andererseits ist 




so daß mit dem Nahla-Operator im mitgeschleppten Koordinatensys~~~ und 
unter Beachtung von (3.46) und (3.47) 
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. 
~K M - J( (r® v)r -jk ®:f - 4 IIK :JM (Jj) ~ -
• -4 ( K) • --1 
- F F #I(® J = F F - L - $ 
I 
1 
Für die materielle Zeitableitung des kontravarianten Basisvektors 
erhält man mit (3.25) 
I 
0) 
so da~ mit (3.48) 




Analog ergibt sich für den kontravarianten Basisvektor mit (3.46) und 
(3.48) 
-1 
FF v ). (3.50) 
Damit '"ird aus (3.43) 
( (3 .51) 
f. 
Mit der Zerlegung (3.42) 2 des Vektors C[ erhält man analog 
~<La 
() t J<. x11= ~<(Ju~+ 
J) -
- Ct- = 
.l)t 
(3.52) 
Die materielle Ableitung eines zweistufigen Tensors kann ~n verschie-
dener Weise dargestellt werden. Im materiellen Koordinatensystem erhält 
man 
und im mitgeschleppten Koordinatensystem ergibt sich, Je nachdem welche 
Zerlegung von ~ zugrunde gelegt wird, folgendes: 
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-1( -1.... 
. .-c :::::: /CKL ~ 1JJ j 
ßt tC = ( &- ckL) ~ ear;f' - ('f? dR;;) --c - ~(va12i)r 
K - -t... 
,<;,L Jk ~ ~ 
$t "f = r tt- ,e_ ~ LJ 91.< /[l?r f {rJ ~ i) l ~ - ~rv dfl vl 
t.. "-1( -
C K , ~ (il #-t.. 
it ~ = ( ?t c k .L) I 1:61 ifz. - (Ti (J9ti)--c 1- -s (-7 1St 15~ 
Die materielle Zeitableitung des differentiellen Abstandsvektors ito 
in der Momentankonfiguration wird nun 
Mit (3.21), (3.22), (3.26) 1 und unter Beachtung der Orthogonalität 
von .ß wird 
.%f f e ZJ~ (~@ -JOf = (i~;, ISl :; ,pf 
- ( ~ ~ /lj) I = ( V@ :V) t (3,56) 
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Man erhält damit zunächst folgende alternativen Darstellungen für ~ ~~ 
e -1 
FdP - F F d - = L d;j(j I - - rfJ r 
(3.57) 
-(I;(}{)v)dP 
-(V(8) ~)FdP= (fld?J'1/)Tdf5 
.. - • p -f -1 
- RB:. 'T ;= d p + .E!) d p = 12 12 1df5 t- R.!! uR df> ) 
wobei mit (3.48) 
J , -Li.-
-'1 
FF (3 .58) 








"1. ( L z - (3.60) 
-!(L L -
(3.61) 
Den Tensor D und !:/ kann u.a. die folgende kinematische Interpretation 
gegeben werden (z.B. [-66, 76_/): D ist die materielle Zeitableitung des 
"relativen", auf die Momentankonfiguration bezogenen rechten Strecktensors 
Ut und W ist die materielle Zeitableitung des "relativen" Rotations-
tensors ~t . Es heißen deshalb auch 
l! der Deformationsgeschwindigkeitstensors oder 
Streckgeschwindigkeitstensor 
W der Spintensor . 
Gl. (3.48) stellt das fundamentaleadditive Zerlegungstheorem von Euler~ 
Cauchy-Stokes dar I 77 /.Da Al schiefsymmetrisch ist, läßt sich dies~m 
Tensor ein axialer Vektor W zuordnen, derart daß 
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/lA.J X d JO , 
) 
(3.62) 
dies stellt die (starre)Drehung pro Zeiteinheit der materiellen Umgebung 
eines Punktes am Ort f5 dar. Man findet für ~ die Darstellung 
""(- -) z VxrV- == 
oder mit (3.20) (3.63) 
w = 1 ( !) r ( V1? X' fo) , 
Die materielle Zeitableitung der Differenz der Quadrate der Linienelemen-
te ci '19 und d P stellt sich im Bezug auf das materielle Koordinaten-
system wie folgt dar: 
mit 
• J) 
E-= -E - Dt-
• 






4. Die Energiebilanzgleichung und ihre Invarianzeigenschaften 
4. 1 Die Darstellung der Energiebilanzgleichung in der Momentan- und 
Referenzkonfiguration 
Die integrale Energiebilanzgleichungx (besser Leistungsbilanzgleichung) 
für einen massemäßig abgeschlossenen beliebigen Teilbereich V la~tet 
w + fl. ( 4. 1) 
Ist E.. die spezifische innere Energie (pro Masseeinheit) und !5 >o die 




die gesamte 1nnere Energie des betrachteten materiellen Körpers. Die 
Integration ist hier wie auch in den folgenden Ausdrücken in der 
Momentankonfiguration des Körpers auszuführen. Es sei ausdrücklich 
darauf hingewiesen, daß wir mit (4.2) die Existenz einer Zustandsfunk-
tion - der spezifischen inneren Energie annehmen, die von noch zu 
bestimmenden Zustandsvariablen abhängt; diese Forderung stellt die 
erste Teilaussage des 1. Hauptsatzes der Thermodynamik dar, während· 
die zweite Teilaussage in der Bilanzgleichung (4. 1) zu sehen ist / 78 7. 
Die gesamte kinetische Energie ist gegeben durch 
K . -.- 1 J .f ~·f dV. 
V 
(4.3) 
Die Leistungsbeitrag Al auf der rechten Seite von (4. 1) stellt die 
Gesamtleist~ng der eingeprägten (äußeren) Kräfte dar, und zwar sei 
w (4.4) 
x Die integrale Energiebilanzgleichung, der integrale Energiesatz und 
der 1 • Hauptsatz sind hier Synonyme. 
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Die ersten beiden Beiträge sind klassischer Natur: Jv6 ist die 
Leistung der Massenkraftdichte ~-
I A I ' -
1/Vb I - (4.5) 
ist die Leistung der Oberflächenspannungen 
in der Momentankonfiguration: 
auf der Ober-
N; , = i [. jo dO. (4.6) 
In praktisch allen Problemen der Kontinuumsmechanik werden Volumen-
momente~ 3L ausgeschlossen bzw. als nicht vorhanden angesehen. Aus 
Gründen, die später im einzelnen diskutiert werden, sollen hier aber 




gegeben, wobei ~ die Starrkörperdrehgeschwindigkeit eines materiellen 
..! 
Teilchens darstellt, wie sie durch das Geschwindigkeitsfeld ~ indu-
ziert wird (Gl. 3.63). Es würde hier jetzt naheliegen anzunehmen, daß 
neben Volumenmomente·n auch Momentenspannungen wirken und übertragen wer-
den können und daß ferner die materiellen Punkte des Kontinuums auch 
einen Eigenpin besitzen; dies würde zu einem zusätzlichen Leistungsterm 
infolge der Momentenspannungen und zu einem Zusatzterm 1n der kine~ischen 
Energie führen. Für die folgenden Betrachtungen sollen diese Gener~li­
sierungen aber außer acht gelassen werden. 







die durch kontinuierlich verteilte Wärmequellen bzw. -senken zu- bzw. 
abgeführte Wärmemenge; hier ist ~ die spezifische Wärmemenge pro 
~ 
Volumenmoment: Äußeres eingeprägtes Moment pro Volumeneinheit in der 
Momentankonfiguration. Es ist ~ die Massenmomentdichte, also das 
äußere eingeprägte Moment pro Masseneinheit. 
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Masseneinheit. Jl~ ist. die durch Wärmeleitung durch die Oberfläche zu-
bzw. abgeführte Wärme: 
(4. 10) 
wobei 1t der äußere Einheitsnormalenvektor in der Momentankonfiguration 
ist. Der Vektor ~ ist der Wärmefluß pro Flächen- und Zeiteinheit; falls 
~·.)} -< 0 , dann fließt Wärme durch die Oberfläche 0 in den betrachte-
ten Teilkörper. Diskrete Wärmequellen oder auch Wärmequellen auf Diskon-
tinuitätsflächen werden hier nicht betrachtet. Gleiches gilt auch für 
die zugeführten mechanischen Energien. 
Die Energiebilanzgleichung soll jetzt in Bezug auf die Referenzkon-
figuration (d.i. die unverformte Ausgangskonfiguration des Körpers) dar-
gestellt werden; das bedeutet, daß sämtliche Vektoren und Tensoren im 
Referenzsystem darzustellen sind und daß die Volumenintegration in der 
Referenzkonfiguration zu erfolgen hat; dieses Vorgehen liegt nahe, denn 
die Momentankonfiguration ist gewöhnlich unbekannt, währe~d die Re~erenz­
konfiguration normalerweise gegeben ist. 
Das Volumenelement in der Momentankonfiguration ist mit (3.15) 2 
cJV = (j dX" dXldX 3 
und in der Referenzkonfiguration gilt mit (3.5) ( 4. II) 
(4. 12) 
wobei f'1< die Dichte in der Referenzkonfiguration ist. Mit (3.19), 
(3.23) und den Definitionsgleichungen (4.1 1) 2 wird dann auch 
.81e - d V = fiT / .J- ( F) 
5' dV~~e f(J- - ~ - · (4. 13) 
Es sei dtJ'l<. das Oberflächenelement in der Referenzkonfiguration und 
·-·- (4. 14) 
-4p~ 
die auf das Flächenelement der Referenzkontiguration bezogene Obertlächen-
spannung, so daß 
(4.15) 
Unter Beachtung der Nansonschen Formel L-38, S. 249_7 
i"' drd( E) IV d~~ 
) 
At dO (4.16) 
wobei /V den Einheitsnormalenvektor des Flächenelements ~t/~ in der 










Damit läßt sich die Energiebilanzg~eichung (4.1) auf eine Fo~ bringen, 
bei der sämtliche Integrationsprozesse in der Refe~enzko~figura~ion aus-
zuführen sind: 
lJ (/ g'k [ c. j-~J d~) !Jt + ? k 
~ 
-= j J~ l- 6·f + .-t· ~ r-r-}d~ (4. 19) 
1/n 
f j [ 4 . f-, - ~k . N J dO?l . 
0~ 
Nach Ausführung der materiellen Zeitdifferentiation läßt sich dafür auch 
schreiben 
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- jg?< [( 6--fV·? -1- Z.w + ·r]d~ 
~ 
+ 1 [ le . IV' - ttr< I N] dO~e . 
Ck 
(4.20) 
Bei komponentenweiser Qarstellung ist zu beachten, daß alle Vekt9ren auf 
die Basis ~ des Referenzsystem bezogen werden. 
4.2 Transformationseigenscha~ten und Invarianz bei Übetgang zu einem 
bewegten Beobachtersystem 
4.2.1 Koordinaten- und Beobachtertransformationen, das For~invariarzprinzip 
I I 1 j 
Die Bewegung eines Massenpunktes oder eines endlich ausged~hnten Kö.rpers 
kann nicht in einem absoluten Sinne beschrieben werden, sondern nur relß-
tiv zu einem Beobachtersystem, auch Bezugsrahmen benannt. Ein solcher 
Rahmen ist eine Menge von materiellen Objekten, deren gegenseitige Anord-
nungen sich relativ wenig ändern. Im idealisierten Grenzfall handelt es 
sich um einen starren Rahmen. Ein derartiger starrer Rahmen und die zuge-
hörige Vorgabe von Längenmaßstäben sowie eine Zeitmeßeinrichtung charak-
terisiert ein (starres) Beobachtersystem. Innerhalb eines solchen Beobach-
tersystem lassen sich verschiedene (starre) Koordinatensysteme aufspannen, 
wie z.B. kartesische oder krurnmlinige Koordinatensysteme. Der Übergang 
von einem Koordinatensystem in ein anderes innerhalb eines Beobachter-
systems erfolgt durch zeitunabhängige Koordinatentransformationen. 
Neben e~nem solchen Beobachtersystem können auch andere starre Beobach-
tersysteme benutzt werden, die relativ zu dem ersten, als ruhend bezeich-
neten Beobachtersystem, bewegt sind. Im Gegensatz zu den oben erwähnten 
Koordinatentransformationen sind diese Transformationen zwis~hen den 
Beobachtersystemen zeitabhängig; sie werden Beobachtertransformationen 
genannt. Voraussetzungsgemäß wird von den Beoba~htertran~format~onen 1 
die die geometrischen Größen betreffen, verlangt, daß sie längen- und 
winkeltreu sind und daß 4ußerdem der Zeitmaßstab nicht v~rändert wird, 
Die einzigen Transformationen, die dies leisten, sind die transla~oriT 
sehen und die orthogonalen Transformationen. 
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Längen- und winkaltreue Beobachtertransformationen sind, anschaulich 
gesprochen, dann gegeben, wenn das "ruh~nde" Beobachtersystem durch 
eine kontinuierliche Starrkörperbewegung mit dem "bewegten" Beobachter-
system zur Deckung gebracht werden kann. Die erwähnten orthogonalen 
Transformationen enthalten aber i.a. noch einen Übergang von einem 
Rechts- in ein Linkssystem (Spiegelung der Koordinatenachsen), der 
natürlich nicht durch eine Starrkörperbewegung beschrieben werden kann. 
Diese Möglichkeit soll hier nicht betrachtet werden; d.h., es werden 
nur eigentlich orthogonale Transformationen (ohne Spiegelung) zuge-
lassen. 
Betrachtet werde ein Beobachtersystem S . Die Referenzkonfigu-
ration des Körpers (Ausgangslage aller materieller Punkte des unverform-
ten Körpers zum Zeitpunkt t = 0, Kap. 3) bezüglich dieses Beobachter-
systems sei ~ . Neben diesem als ruhend bezeichneten Beobachtersystem 
werde ein anderes Beobachtersystem ~~betrachtet, das sich relativ 
zu S bewegt. Die Referenzkonfiguration des materiellen Körpers in S *" 
~* . sei ~ Bei dieser Darstellung ist die Referenzkonfiguration (das 
Abbild der Ausgangslage aller Punkte des materiellen Körpers - zum Zeit-
punkt t = 0 - in dem jeweiligen Beobachtersystem) mit dem Beobachterr 
system verbunden und nimmt an der relativen Starrkörperbewegung teil. 
Abb. 9 veranschaulicht die Verhältnisse. 
Ausgangspunkt fÜr die weitere Entwicklung 9ei das allgemeine Rela~ 
tivitätsprinzip (Kovarianzprinzip, Forminvarianzprinzip) L~46_7: 
"Für zwei in beliebigem Bewegungszustand be~indliche Beobachter, 
deren Koordinatensysteme kontinuierlich auseinander h~rvorgeren, 
haben die physikalischen Grundgesetze die gleiche Form." 
Es muß nun einschränkend angemerkt werden, daß hier nur starre Relativ-
bewegungen zwischen den Beobachtern betrachtet werden. Sehrnutzer (46_7 
und Jaunzemis {74_7 folgend kann diesem Prinzip folgende Interpretation 
gegeben '"erden: Man stelle sich einen "objektiv" ablaufenden Belastungs-
und Verformungsprozess an e1nem Körper vor, der von zwei beliebigen 
Beobachtersystemen aus messend verfolgt wird. Die benutzten physikali-
schen Größen wie z.B. Lage, Geschwindigkeit, kinetische Energie etc. 
werden da5ei 1n beiden Beobachtersystemen in gleicher Weise definie'rt, 
z.B. durch eine bestimmte Rechen- oder Meßvorschrift. Beispielsweise 
faßt der Beobachter in ~ seine Meßresultate für die physikalischen 
Größen A, B, C, ... in der Gleichung 
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lf-
zusammen. Entsprechendes wird im Sys~em 8 d~rchgefUhrt und die ent-
L1* 3-K: F'~ . . h sprechenden Größen •1 ; 1 '-r1 • • • werqen l.P qer Gle1.c ung 
miteinander verknüpft. Das allgemeine Re~ativitätsprinzip ve~l~ngt nuq, 
daß die mathematische Struktur der beiden Funktionen or und ;: gleicq 
ist: 
Die Größen Jt, R* etc. werden hieT als die Bilder bestinunter physikali,.... 
scher Größen in den jeweiligen Beobachtersystemen angesehen. Zwischen 
ihnen müssen Umrechnungs- oder Transformationsbeziehungen bestehen, die 
zum Ausdruck bringen, daß es sich um dieselben physikalischen Größen 
(definiert durch die gleichen Meß- und Rechenvorschriften in den beiden 
Beobachtersystemen) handelt. Sind beippielsweis~ derartige Transforma-
tionsvorschriften für 8 _,. B* , C-'? ()( e tc. vorgegeben odel:' angenommen 
nicht aber für ft...:,ft*", dann l<,ann man aus 
lf 
e1.ne Transformationsvorschrift fl~ f1 abl1d ten, indem rnan diese Be-
ziehung nach Jf~auflöst. Auf die Traqpfarmationsgesetze wird später 
eingegangen werden. 
Im Mittelpunkt unserer theoretischen Entwicklung steht qun der 1. Haupt1 
satz in Form der Energie- bzw. Leistungsbilanzgleichung. In Kap. 4.1 
war er für ein Beobachtersystem ~ angegeben worden, und zwar sowohl 
für die ~omentankonfiguration w1.e aucp pezogen auf die Referenzkonfi-
guration .k. Unter Verwendung des allgemeinen Relativitätsprinzips bzw. 
der Forderung der Forminvarianz der integralen Energiebilanzgleichung 




Hier ist die materielle Zeitableitung natürlich relativ zum Beobachter-
system ~* zu verst~hen; dies soll hier aber nicht gesondert gekßnnzeich-
net werden, da die Zeitmessung bei Übergang von einem Beobachtersystem 
zu einem anderen, wie eingangs erwähnt, nicht verändert oder beeinflu~t 
* werden soll. Das ~ -Zeichen an einer Größe ( • ) bringt zum Ausdruck, 
daß die Größe ( •) nicht im Beobachtersystem $ sondern in S Jf. dar-
gestellt ist. Insbesondere bedeutet dies, daß vektorielle Größen, wie 
~* s~ z.B. 1- , auf das gesternte Beobachtersystem bezogen sind, d.h. 
die Basis dieses Systems zugrunde liegt. In Bezug auf die Referenzkonfi-
guration Je-t.· die dem Beobachtersystem S *" zugeordnet ißt, erhält 
jetzt die Energiebilanzgleichung analog zu (4.19) die folgende Form 
+ 
1- tif { t~~."· . i' f - 9)1· .. · IV .. ] c1 o:~ 
JOJ)_ ~ 
Analog zu (4. 18) und (4.24) sind hier 
L-1 
F"' -!1:-- ~ I 
(4.22) 
(4.23) 
Damit ist zunächst das allgemeine Relativitätsprinzip (Forminvarianz) 
ausgeschöpft. Weitere Folgerungen lassen sich erst gewinnen, wenn auch 
die Transformationsgesetze der verschiedenen Größen bekannt sind. 
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Es ist nun ~ der momentane Orsvektor eines materiellen Punktes )( , 
c' --lf 
Wl.e er iifl Beobachtersystem 0 festgestellt wird und ? der momentane 
Ortsvektor desselben materiellen Punktes im Beobachtersystem ,)*" (Abb. 9), 
entsprechend ist J5 bzw. p* der Ortsvektor desselben materiellen 
Punktes in der Referenzkonfiguration zum Zeitpunkt f:.o in Bezug auf 




verschiedene Euklidische Punkträume {-79_7 auf mit den Ursprüngen 
(J-'If- und (beispielsweise kartesischen) Basissystemen ek und 
E?k · Diesen beiden Punkträumen wird zum Zeitpunkt t durch die Orts-
-lf 
vektoren j'J bz1.v. p der Homentankonfigura tion jeweils ein Euklidischer 
Vektorraum zugeordnet. Es sei jetzt ~ der Ortsvektor des Ursprungs 
(tif 
von ,5*' , wie er im Beobachtersystem $ festgestellt wird. Die Ortsvek-
- - -f 
toren 1~ und /(0 desselben materiellen Punktes sind dann durch die 
(eigentlich) orthogonale Transformation / 66, 76 7 
(4.24) 
verknüpft, wobei x 
Q {1-) 




ist; hier ist jetzt /C* der Ortsvektor von Cf in ,..) wie er lm 
System I r*/~'", ;s II") 4'" ~ (V v ~ beobachtet wird. Der Vektor ~ beschreibt die rela-
tive Translationsbewegung zwischen den beiden Beobachtersystemen und 07 
die (starre) Relativdrehung. 
,.;: .. 
Uber gleiche Indizes wird von 1 bis 3 summiert. 
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In der Fachliteratur werden formal verschiedene Darstellungen der Trans-
formation des Ortsvektors zwischen den beiden Beobachtersystemen ange-
geben L-74, 45_7, die auf verschiedenen Interpretationen der Symb9le ?5 
und f> 11- beruhen. Eine kurze Diskussion ist dazu ~m Anhang (I) .,ngefügt. 
Den Ausführungen in Anhang (I) folgend kann die Transformationsreg~l (4.24~ 
nicht nur als Transformationsvorschrift für die Ortsvektoren in versch~e· 
denen Vektorräumen interpretiert werden, sondern sie ~ann au~h einfach 
- -* als Transformationsvorschrift für die Komponenten von jO und ~ aufg~-
faßt werden. 
Nach Voraussetzung sind die Referenzkonfigurationen den jeweiligen 
Beobachtersystemen angeheftet, so daß folgende Transformationsbeziehungen 
- -!+ 
zwischen P und P gilt (Anhang ( 1)): 
symbolisch in Komponenten 
-'lf 
fil(+) p PJf p (4.26) p =: -k. J( 
mit dem eigentlich orthogonalen Tensor (Anhang (I)) 
~ (1-) 
-* QNI7 (1-) eh - e}1 ®eH - ® EN. (4.27) 
Man beachte, daß die Funktionen ~n (~) dieselben sind wie die des 
Drehtensors Q = Q1111 (f) e~ ®ell-1 (gemischte Basis!). 
Aus der Transformationsregel (4.24) für den Ortsvektor ~ lassen . 
sich die Transformationsregeln für die Geschwindigkeit )5 und Beschleu-
ningung fS gewinnen. Allerdings kann man dazu nicht einfach (4.24) mate-
riell nach der Zeit differenzieren (wie z.B. in L-76_/), denn nach Kap. 3,3 
ist hier die materielle Zeitdifferentiation bezüglich eines materiellen 
Koordinatensystems (z.B. ~: xn. I Gk ) definiert, und dieses ist fest 
mit dem jeweiligen Beobachtersystem verbunden, 
Man muß daher die Komponentenform von (4.24) (siehe Abp. II) bei feshen 
materiellen Koordinaten )(~ nach der Zeit differenzieren und d~s Ergeh~ 
nis wieder in Tensorform überführen. Man erhält 
• _:* 
0 
-J( Q - Q-to = -c.. + + -~ -~ 
(4.28) 
.:.:.lf .. oo 0 . --Jf Q- + 2Qf; + Q ~ ~ = ..c + - 'fJ - fJ 
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mit den Definitionen 
• ,..!.o/f 
Hier sind Ab und ~ die Geschwindigkeiten des materiellen Punktes X 
,- ~ .!.! .:!. 1t-
relativ zum Beobachtersystem ,5' und ;g sowie ~ und ~ die Relativ-
-lf 
beschleunigungen. Wird also beispielsweise ~ bezüglich eines Basis 
-~ ~~ eK im Beobachtersystem rJ zerlegt 
dann ist 
·-·
Berücksichtigt man das zur materiellen Zeitdifferentiation Gesagte, dann 
folgt aus 
(4.29) 
über die entsprechende Komponentendarstellung 
0 
(}_TQ QTQ + - 0 - ) 
so daß 
0 Q'Q ( ·r / r _Q ·- Q'Q= - - Q Q = -J2 .. 
(4.30) 
ein schiefsymmetrischer Tensor ist, der auf die Basis des Beobachter-






Q _QT f- Q 12_T 
(av., QI{Ni eH @eil 
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>I' 
Für die Geschwindigkeit und Beschleunigung im Beobachtersystem ~ er-
hä 1 t man darni t : 
= (4.31) 
+ C2 ß. 
Dem schiefsymmetrischen Tensor .J2.. läßt sich ein axialer Vektor W zu-
ordnen, derart, daß für beliebige Vektoren CL 
(4.32) 
gilt. Alle Größen sind hier im Beobachtersystem ~ definiert, so daß die 
materielle Zeitdifferentiation von (4.32) 





Hierbei ist W 
tiv zu S . 
.:..~ ..c.. 
.!!.~ ..c, 
• • wxa- + z;:J X a_, 
Q [ GJx-fo] r ()-t 
.f Q [ CJ x ( ü J< -15) J - Q [cJx-fo] 




die Winkelgeschwindigkeit des Beobachtersystems S rela-
Die Winkelgeschwindigkeit ~ der Starrkörperbewegung des Kontinuums 
in der Umgebung eines materiellen Punktes im Beobachtersystem ~ war 
definiert durch (3.63). In Bezug auf das Beobachtersystem r1~ wird dann 
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Das Transformationsverh.al ten von \7 läßt sich wie folgt finden: Es sei 
H eine gegen Beobachtertransformationen invariante skalare Größe 
Hjf-== H I 
J 





und (4.24) erhält man für beliebiges 
v"(.J- QVC·). (4.34) 
Ganz entsprechend findet man das Transformationsverhalten von ~~ m~t 
(4.26) zu 
(4.35) 
Mit (4.33), (4.34) und unter Beachtung, daß 
..!7( 
~ ortsunabhängig ist 
- lf ..:.lt -/f (d.h. \7 X -c.::: 0 ) , wird nun 
:')!! 
Wenn man beachtet, daß 
(aa-)x (ah) 




Q ( vx jö 
Der Beweis erfolgt am einfachsten über eine Komponentendarstellung. 
Dieses Ergebnis wird nicht durch Analogieschluß gqfunden, qondern 
d~ch komponentenweise Auswertung mit (3.20). Analogieschlüsse 
(7 -Operator~ Vektor) können bei Operatoren zu falschen Aus~agen 
führen; ein Beispiel dafür is~ der Entwicklungssatz für das vektori~ 
elle Dreifachprodukt Vx (Q...)(h), 
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Unter Berücksichtigung der Differentiationsregeln~ für den Nahla-Operator 
L-Bo_7 und unter Beachtung, daß ~ unabhängig vom Ort ist, wird 
Also folgt als Transformationsregel für die Starrkörperdrehgeschwindigkeit 
D. D f . d' F d Flf . d d f' . d h ~e e ormat~onsgra ~enten un - s~n e ~n~ert urc 
cir = FdP I 
Mit (AI.I6) und (Al. 17) sind 
clP*..., ~ (1-) d j5 
I 
so daß als Transformationsgesetz~ für den Deformationsgradient~n 
F II;- - C2 F ~T ---
folgt. Ist F = Ffc~_ ek. <11' e/.. 
dann folgt aus (4.37) 
tJ.nd 




Da die Relativbewegung zwischen den beiden Beobachtersystemen zu 
abstands- und damit winkel- und volumenerhaltenden Transformationsregeln 
führt, gilt 
I 
und wegen der Massenerhaltung 
~~ 
siehe Fußnote <~~) S. 49. 
Man beachte hier strikt, daß die in der einschlägigen Literatur zu 
befindene Beziehung fJ(- == (;} f auf einer anderen Definition der 




_2_ d~ d 11e4' J (4.40) .=. = - --~-
f~ dil ot vif J 'k lf-
Damit sind die rein kinematischen Transformationsregeln angegeben. 
Für die weiteren, auf den Momentanzustand bezogenen physikalischen 
Größen sollen für beliebige Relativbewegungen zwischen den Beobachter-
systemen folgende Transformationsgesetze gelten: 









Mit der Bezeichnungsweise von Anhang (I) stellen diese Größen ~~2~~~~!~E: 
~~Ei~~E~-~~~E-~~i~~~i~ Skalare und Vektoren dar. Die Tatsache, daß diese 
physkikalischen Größen gerade diesen Beobachtertransformationen genügen, 
ist im Rahmen dieser Theorie als Axiom anzusehen. Das Transformations-
verhalten der Komponenten des Spannungs- und Wärmeflußvektors hängt ab, 
ob { und 9 im Eulerschen Koordinatensystem (raumfest verbunden in dem 
jeweiligen Beobachtersystem) oder im mitgeschleppten Koordinatensystem 
dargestellt werden. Einzelheiten entnehme man Anhang (I). 
Anstelle von (4.42) werden die auf die Referenzkonfiguration bezo-
genen Größen (4.23) benutzt, deren Transformationsverhalten sich wie folgt 
ergibt: 
-~ lt dO'It dO 
Q ta_ 
1 tl<lt 











Den materielLen Koordinaten 1n den Referenzsystemen 12 und ?<. * 
können nun dieselben Bezeichnungen gegeben werden, da sie zahlenmäßig 
denselben Wert darstellen, wenn sie sich auf dasselbe materielle 
Teilchen beziehen. Das bedeutet dann auch, daß die Integrationsgrenzen 
im auf "~ bezogenen Energiesatz (4.22) zahlenmäßig dieselben sind 
w1e im auf ft bezogenen Energiesatz (4.19). Berücksichtigt man ferner, 
daß zwischen den Einheitsnormalenvektoren der Referenzsysteme 
die Transformationsbeziehung 
-i( /f) 
/V:: wN (4.45) 
besteht, dann läßt sich der auf k* bezogene Energiesatz (4.22) wie 
folgt darstellen: 
:-c{1~nfc +]~r.,pf]d~ 




Hier wurden (AI.6) 3, (4.39) - (4.45) verwendet. 
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4.2.2 Invarianzeigenschaften bei Übergang zu gleichförmig ~ransla~o~ 
risch bewegten Beobachtersystemen 
Bei Übergang zu einem gleichförmig translatorisch bewegten Beobacht~r­





kons t. , konst. 
) 
so daß 
konst. I 0 
Da Wlr vorausgesetzt hatten, daß zum Zeitpunkt t ,;:- 0 die beiden Beobach-
tersysteme sich decken, gilt für diesen Zeitpunkt 
1 
) 
(//) ( 0) - ;"/ 
) 
rla ferner die Relativbewegung der Beobachtersysteme translatorisch sein 
soll, gilt dann auch 
02 lt) = I! {/2(f) = 1 für alle t 
Diese spezielle Eigenschaft der Transformationstensoren braucht lm 
folgenden aber nicht verwendet zu werden. 
Für die spezifische Massenkraft b und das spe;üfi:>che Massenmoment L 
soll nun gefordert werden, daß sie invariant gegenüber dem Bewegupgs-





Der Energiesatz (4.46) bezogen auf ~~ lautet dann mit (4.31), (4.47) 
und (4.48) 
"' /r?< ! ( a r- o;;) · r -t II' ~- t2 fÖ J 
~~~ f()l·()w+-r]d~ 
= J 5'7< [(6- lf} r -f z. -ur f r J .{ v;_ 
~ 
+ rt r~ ·-? - r)'J,. ii J d4 
~ 
+{f)Ti~·(J J?<(l-/f)d~ r i ln a'On}. 
~ ~ 
Bis auf den letzten Term auf der rechten Seite mit dem vektoriellen 
(4.49) 
o'..!/if- ..:. Faktor -c.. = - -c. stellt dies den Energiesatz in Bezug auf ~ dar. 
Daher muß das Skalarprodukt 




für beliebige Werte von ~ = konst. verschwinden. Da die geschweifte 
.!... 
Klammer nicht von .C. abhängt, folgt 
0, ( 4. 5 I) 
Dies ist der integrale Impulssatz im Beobachtersystem $' bezogen auf 'k .. 
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Voraussetzungsgemäß istkeines der beiden Beobachtersysteme gegenüber 
dem anderen ausgezeichnet, so daß auch das gesternte Beobachtersystem 
/)*"als das "ruhende" System angesehen werden kann. Die dann im 
"bewegten" Beobachtersystem ;S observierten Größen wie ~~ j5, ji:;, l, { 
-}f 
etc. können durch die entsprechenden Größen 'f' etc. des "ruhenden" 
Systems mit Hilfe der Transformationsgesetze dargestellt werden; z.B. 
Führt man dies in den Energiesatz (4.20) (Beobachtersystem ~)ein und 
fordert die Forminvarianzbedingung, dann folgt ganz analog wie oben 
als integraler Impulssatz im Beobachtersystem ,51r 
f~ '5;, I l '- fj dr:.: 
~~ 
( 4. 52) 
Im weiteren soll nur kurz die Schlußweise skizziert werden
1 
um aus 'dem 
integralen Impulssatz den lokalen Impulssatz abzuleiten. Ausführliche 
Darstellungen sind z.B. in [-39, 41, 77_7 zu finden. Da jeder Teil eines 
Körpers selbst wieder einen Körper darstellt, für den der Energiesatz 
und damit auch der integrale Impulssatz dieselbe Form haben soll, ist 
die Form dieser Sätze unabhängig vom Integrationsbereich.~ Denkt man 
sich jetzt einen Teilbereich in der Gestalt eines Tetraeders aus dem 
Körper herausgeschnitten, dessen Kanten mit den Koordinatenlinien zu-
sammenfallen sollen, wendet darauf den integralen Impulssatz an und 
l.äßt die Abmessungen des Tetraeders gegen Null gehen, dann erhält man 
in der Momentankaufiguration das Cauchysche Fundamentaltheorem 
t= trrl (4 .53) 
hier ist 11 der Einheitsnormalenvektor der Tetraederfläche, auf die 
der Spacmungsvektor f. wirkt, und f ist der Cauchysche Spannungs-
tensor. Man beachte, daß zur Herleitung der Existenz des Spannungsten~ 
sors f u.a. der integrale Impulssatz verwendet wurde. Ein anderes 
X 
Diese Forderung ist nicht selbstverständlich. Es sei bemerkt, daß die-
ses Postulat (Lokalitätspostulat) für ~i~~~=l~~~l~ Theorien nicht 
unterstellt wird; die Gültigkeit der integr~len Bilanzgleichunge~ wird 
dort nur für den gesamten Körper verlangt L 39, S. 74 _/. 
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Herleitungskonzept ist wohl möglich L-77 7, aber auch hier k~n man 
nicht umhin, den integralen Impulssatz zu benutzen. Dies zeigt, daß 
der i~t~~~~~ Impulssatz gegenüber dem noch im folgenden abzuleitenden 
lok~~e~ Impulssatz von übergeordneter Bedeutung ist, denn aus ihm, 
zusammen mit anderen Postulaten, folgen die Existenz des Spannungsten-
sors und der lokale Impulssatz. 
Anstelle des Cauchyschen Spannungstensors f se~ hier der Piola-Kirch-
hoff sehe Spannungstensor 2. Art (66_7 
(4.54) 
eingeführt, der auf die Flächenelemente und die Basisvektoren des 
Referenzsystems tC bezogen ist. 
~TI?~!~~~g_: 
Sin<;l ~,.; , N·='/1, 2, 3 die Basisv~k toren einßs krumml ~nigen, ~~g,~chle~: 
ten KoordinatensysteiiJS der Momentankon.liigu:t;"ation und $N 1 ;.1.:;.-t, 7;'-::J' 
d.Ie. Basisvektoren des kr\,lillilllinigen Koordinatensystems in der Referenz-
konfiguration (Kap. 3. 1), dann sind 
und 
Hit (3. 18), (3. 19) und (4. 12) wird 
T 
-1 
g~ (/#J/1 1 ~~& '::::. olt.rf (F) F t J:" 7 btr C.v - -- - -- g 
~ t M/'1 G @ -- (;_N 
~ 1-1 ) 
so daß 
T KL t51<. t J(t_ (4.54) 1 = g 
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gilt; d.h., bei der Verwendung mitgeschleppter Koordinaten zur ~e­
schreibung der Momentankonfiguration sind die kontr~varianten K0mponen-
ten des Piola-Kirchhoffschen Spannungstensors 2. Art bis auf das Dichte-
verhältnis ~~~ zahlenmäßig gleich den kontravarianten Komponenten 
des Cauchyschen Spannungstensors. Wie man leicht zeigt, gilt aber für 
die kovarianten Komponenten 
~L ~;~<, t Hit/ r;H~ bNL 
J;L ~n tP..s ff Rh #-tlll GnK. GNt.. , 
Unter Beachtung von Nansons Formel (4. 16) wird mit (4.54) 
i ?/ :f~ e 
FTN 
(4.55) 
Damit wird der auf die Referenzkonfiguration ?<. bezogene integrale Im-
pulssatz 
0, 
Das hier auftretende Oberflächenintegral läßt sich jetzt mit dem Gauß-
sehen Integralsatz für zweistufige Tensorfelderx i: 
( 4. 56) 
~n e~n Volumenintegral umformen, so daß der integrale Impulssatz die 
Form 
0 
wird als eindeutig und stetig und als stetig vorausgesetzt. 
erhält. Da dies fUr jeden beliebigen In~egrationqbereich gelten ~9~~ 
(Lokalitätspostulat), muß der ~n~egrand verschwinden: 
+ 0 (4 . .57) 
.. !.!" 
Dies ist der lokale Impulssatz. Hierbei sind die. Vektoren ~ und 10 
auf die Basis der Referenzkonfiguration zu beziehen, wenn eine Komponen-
tendarstellung vorgenommen wird. 
Mit diesem Ergebnis läßt sich der Energiesatz (4.20) "reduzieren". Xit dem 
Gaußsehen Integralsatz für Vektoren CL 
J [710 , o._ c/ ~ - i IV· ti dO:>< 
tln ~ 
(4.58) 
und mit (4.20) ~vird das Oberflächenintegral der Spannungsleistung im 
Energiesatz (4.27) umgeformt! 
Ist 

















dann wird aus dem integralen Energiesatz (4.20) 
( 4. 6 1) 
Unter Berücksichtigung des lokalen Impulssatzes (4.57) folgt damit 
schließlich der "partiell reduzierte" Energiesatz 
(4.62) 
Die Bezeichnung "partiell reduziert" sol]: zum Ausdruck bringen, daß der 
Leistungsbeitrag der Massenkraftdichte b eliminiert worden ist, nicht 
aber der Beitrag durch die Massenmomentendichte ~ 
4.2.3 Invarianzeigenschaften bei Übergang zu beliebig rot~torisch beweg-
ten Beobachtersystemen 
Bewegt si:::h das Beobachtersystem s* relativ zu$ beliebig rotator.:i-sc;h, 
wobei die Ursprünge (t und ()* zusammenfallen sollen, dann gilt 
0 ) 
Q Ctt-; (4.63) 
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Im vorhergehenden Kapitel folgte aus der Forminvarianz des Energiesatzes 
gegenüber Gal ilei-Transforrnationen der integrale Impulssatz (4. 50) b zw. 
(4.52) . Man beachte, daß der Impulssatz (4.52) im Beobachtersystem ~* 
unabhängig vorn Bewegungszustand des Beobach tersys terns S* gilt, also 
forminvariant ist. Diese Forderung kann als ein Ausdruck des allgerneinen 
Relativitätsprinzips angesehen werden. 
Mit (4.43) 
1 
und unter Beachtung der Tatsache, daß die Integrationsgren-
zen in Jl und n,'if zahlenmäßig dieselben sind, wird aus (4.52) 
0 
)' 
mit (4.51) erhält man schließlich 
(4.64) 
so daß sich daraus wegen der Beliebigkeit des Integrationsbereiches 
• • lf 
fJ - (4. 65) 
-tf-
ergibt. Die Auflösung nach b liefert damit das Transformationsgesetz 
für die Massenkraftdichte 6 bei Übergang zu beliebig rotierenden Beobach-
tersystemen. Das Transformationsgesetz (4.65) macht deutlich, daß nur 
die Differenz zwischen der Massenkraftdichte und der Beschleunigung 
e~n vorn Bewegungszustand des Beobachtersystems unabhängiger Vektor 
(d.i. objektiver Vektor, vergl. Kap. 4.2.6) ist, nicht aber die Massen-
kraftdichte selbst. Für das Transformationsverhalten der Massenrnomenten-
dichte 1' soll die Annahme 
L * = 4tr-J l (4.66) 
getroffen werden. Diese Hypothes~ ist dadurch rnot~viert, paß m?U sich 
Volumenmomente durch $tatisch äquivalente Paare von Volumenkräften er..,. 
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setzt denken kann. Wenn eine vom Verschiebungsfeld unabhängige Eigendreh-
bewegung vorhanden ist, dann wird man ein Transformationsgesetz zu er-
warten haben, das analog (4.65) aufgebaut ist, wobei hier dann anstelle 
von jö die Eigendrehbeschleunigung treten würde. Da für diese Betrach-
tungen aber eine Eigendrehbewegung nicht vorhanden sein soll, ist die 
Transformationsbedingung (4.66) naheliegend. 
Ferner soll hier noch das Transformationsverhalten der beiden Spannungs-
tensoren angegeben werden, das später noch benötigt wird. Für den 
Spannungsvektor l in der Momentankonfiguration, wie er sich im Beobach-
tersystem ~ darstellt, gilt die Transformation (4.421 und der Normalen-
vektor '17 transformiert sich analog 
(4.67) 
(man beachte den Unterschied zu der Transformation des Normalenvektors IV 
der Referenzkonfiguration (4.45)). Im Beobachtersystem /3* geht (4.53) 
über in 
mit ( 4 . 6 7) f o 1 g t 
-jf 
t :::: 




als Transformationsvorschrift für den Cauchyschen Spannungstensor. Unter 
Beachtung der Begriffe von Anhang (I) ist demnach der Cauchysche Spannungs-
tensor j; ein objektiver oder beobachterinvarianter Tensor. Mit der 
Definition (4.54) für den Piola-Kirchhoffschen Spannungstensor 2. Art 
c41t 
gilt zunächst im Beobachtersystem ~ 




Mit dem Transformationsgesetz für f (4.44) 










Daraus folgt sofort, daß die Komponenten von j bezqgen auf das Refe-
renzsystem k*' zahlenmäßig dieselben Werte haben wie die Komponent~n 
von J im Referenzsystem ~ . Denn mit 
und (A 1 .4) bzw. 
ist 
( 4. 70) 
Mit diesen Ergebnissen und Annahmen werden jetzt weitere Folgerungen aus 
der Forminvarianz des Energiesatzes bei Übergang zu beliebig rotierenden 
Beobachtersystemen abgeleitet. Unter Beachtung der Transformationsgesetze 
von Kap. (4.2. I) sowie Gl. (4.65) und (4.66) läßt sich jetzt der 
Energiesatz (4 .22) im Beobachtersystem $'/t wie folgt darstellen: Aus 
(4.22) folgt zunächst 







und nach Einsetzen der Transformationsbeziehungen 
= ~~t-[(Q!i-))/(-QCiJxj5) +Ofo) 
~ 
+(p L)· (Q (-CJ f w-)) j d~ 
+ t ( o_ ~). (- 0 (Gxj5) + O.f) dfk 
o'R. 
-l II ,_ of H 7--
lJ?>.{!l-fJ)·f +Z·"")ct~ 
Vn 
f rh f: ~ 1 ;fo c/U??, + fl r .,L ~~~ 
fo'k 
-[ J:kra-?pJ{~xfo) + Z.ki}ol~ -~ l. ·(Gx?Jrlt1} 
(4.71) 
Mit dem Energiesatz (4.20) im BeobachtersystemS folgt aber jetzt aus 
(4. 7 1), daß der Ausdruck in geschweiften Klammern{ ... } verschwinden muß. 
Unter Berücksichtigung des Permutationstheorems für Spatprodukte dreier 
Vektoren erhält man daher 
(4.74) 
0 
Da i) beliebig wählbar ist und die geschweifte Klammer ~n (4.72) unab-
hängig von &) ist, folgt schließlich 
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Dies ist der integrale Drehimpulssatz für das Beobachtersystem$, darge-
stellt in der Referenzkonfiguration ~. Mit Ausnahme der Massenmomenten-
dichte J: hat er klassische Form; die hier zu bildenden Momente sind be-
züglich des Ursprungs (/des Beobachtersystems ;:: zu ermitteln. 
Die Überführung in e~ne lokale Bedingung erfordert zunächst die Umrech-
nung d~s Oberflächenintegrals in ein Volumenintegral. Das Vektorprodukt 
läßt sich zunächst darstellen durch 
wobei 
~kt..h 
c~ den Permutationstenßor 
KU1 1 { t-1 
6:~ ;:::. 16 --1 
0 
) 
KLM zyl~l i sch 
Jl an t iz;ykli s eh 





darstellt. Mit dem Piola-Kirchhoffschen Spannungstensqr I, Art_!~ ist 
FTN T- T FT 7;L 
11/-L, ~ 
ii<. :::: = 
,_ 0 (2/J c/'/,<4.76) _IY . - --- ) -n ~ I 
es wird dann 
Jb><~ - 10 >( (T ;v) - Yil -i? 
E KLM N - -w y ,_ ~L Trn_. h G-K (2) (:,. '- ~ 
-65-
Der Gaußsehe Integralsatz liefert weiter 
(4. 77) 
Hier wurde die Kettenregel für die kovariante Ableitung von Tensorpro-
dukten verwendet und die Tatsache, daß 
T Berücksichtigt man jetzt die Definitionsgleichung von-~ Gl. (4. 76)1 sowie 
(4. 77), dann erhält der Drehimpulssatz die folgende Form 
(4.78) 
Ist der _l~k~le _I~"EYls~~~J~·2.U_exak!: .. ~"t;:..f.i!.!_l t, dann verschwindet das 
Vektorprodukt und wegen der Beliebigkeit des Integrationsbereiches er-
hält man schließlich den re_iu~ierten_lokal~~_l)~ehi_mpulssat~ 
0 (4. 79) 
oder auch 
( 4. 80) 
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Bei Verwendung mitgeschleppter Koordinaten mit der ko- und kontravarianten 
Basis js = ~s -.s und g (Gl. (3.15)) erhält (4.80) auch die Form 
(4.81) TNS_a. -
e::.Stv'G. ; -t- .81? L - 0, 
- -M I Mit ~ = .eh i und unter Beachtung von (4.54) gilt dann 
eKLM 
t LK -r .S t_M == 0 
bzw. (4.82) 
) 
kt../1 zyKLISC lf 
J I 
Verwendet man dagegen ausschließlich Größen, die auf das Referenzsystem 
- -ft 
bezogen sind, dann erhält man aus (4.79) mit J!. = Lkt G und 
unter Berücksichtigung der Eigenschaften des Permutationstensors (3.7) 
bzw. für zyklische Indizes 
wobei 




S kt.. K :: ~ JN 
Spaltet man den Cauchyschen Spannungstensor t in -
und schiefsymmetrischen Anteil auf 
-1 tl-
t - t -+ t - -
-1 ()., ({ t ..-( ( t ~ t/ t f"1 = ::: - 'r' .z I 2 
und beachtet, daß 
4 
€_ KU·f 




I ( 4. 84) t i) 
I .... j 
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dann folgt aus (4.82)1 
CL-
C kLH 
t LK - - 3 ,IM. (4.85) 
Mit I 81 7 




tL ?a.. A.o Q... t; p t:\. J'PQ t J_ I< t t 'tel. ::=. -2t -= 
kL 
folgt aus (4.85) schließlich 
(4.86) 
Analog gilt für den schiefsymmetrischen Anteil des Piola-Kirchoffschen 
Spannungstensors 2. Art 
Pu< 11 L 
f- z )'~ Eie h, (4.87) 
Die Ergebnisse (4.86) und ebenso (4.87) zeigen, daß der schiefsymmetrische 
Anteil der Spannungstensoren f und ~ vollständig durch Vorgabe der 
Massenmomentdichte bestimmt wird. Ist insbesondere kein Volumenmoment 
vorhanden, so verschwinden die schiefsymmetrischen Anteile der Spannungs-
tensoren, so daß 
(4.88) 
Um zu dem Ergebnis (4.79) (lokaler Drehimpulssatz) bzw. seinen Alternativ-
formen (4 .. 82) und (4.83) zu gelangen, läßt sich noch eine ~~S~~QE~!~-~~: 
!~i!~~ durchführen, die von der partiell reduzierten Energiebilanzglei-
chung (4.62), in der die Leistung der Massenkraftdichte l nicht mehr 
enthalten ist, ausgeht. Invarianz bei Übergang zu einem beliebig rotato-
risch bewegten Beobachtersystem liefert dann auch hier (4.79). Der hier 
angedeutete Weg wurde von Green und Rivlin /-42 7 für Probleme ohne Volu-
menmomente beschritten. Der scheinbare Vorteil dieser Vorgehensweise, kei-
ne Aussage über das Transformationsverhalten der Massenkraftdichte 6 
machen zu müssen, erweist sich aber bei anderen Problemstellungen als 
nachteilig (Kap. 8.2). 
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4.2.4 Zum lokalen Impuls- und Drehimpulssatz 
Mit der Aufspaltung des Piola-Kirchhoffschen Spannungstensors 2. Art in 
seinen symmetrischen und schiefsymmetrischen Teil 
,-{ tt.-
T - T .f T 
(4.89) 
--J II.-
IT) T: "., (I f Ir) T .!: -:!(T :;__ ~ -
wird der Divergenzterm im lokalen Impulssatz (4.57) 
- et. T 
~ (ET) 
Weiter läßt sich der lokale Drehimpulssatz in der Form (4.87) auch durch 
(4.90) 
darstellen. Multiplikation mit der Inversen von erlaubt dann schließ-
lieh den lokalen, auf die Referenzkonfiguration bezogenen Impulssatz (4.57) 
in der folgenden Form zu schreiben 
~(6-,ß)f ß(Ffj' 
.f ~ (i" 1 f?< E/<. r>a.l-t/_1-1 G& ® Gp) - {) , 
(4.91) 
Bei Verwendung mitgeschleppter Koordinaten (Momentankonfiguration ist 
Bezugskonfiguration) und des Cauchyschen Spannungstensor ~ lautet der 
lokale Impulssatz 
5 rb-~) + V.f'- o. 
Ferner ist (4.86) äquivalent 
A 
i g 
so daß der lokale Impulssatz in mitgeschleppten Koordinaten auch die Form 
g( l-ß) - "' + (7 t 
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hat. Damit ist gezeigt, daß der lokale Impulssatz auch allein mit dem 
symmetrischen Anteil des Spannungstensors dargestellt werden kann. Der 
schiefsymmetrische Anteil läßt sich vollständig durch die eingeprägte 
Massenmomentdichte 1f (bzw. Volumenmomentdichte Si: ) darstellen. For-
mal gesehen wirken diese Terme wie zusätzliche Volumenkräfte; auf diesen 
Gesichtspunkt wird besonders im Teil 2 der Abhandlung eingegangen werden. 
4.2.5 Der reduzierte Energiesatz 
Mit der lokalen Bedingung (4.87) kann jetzt der partiell r~duzierte 
Energiesatz (4.62) auf eine Form gebracht werden, in der der Leistungs-
beitrag durch die äußere eingeprägte Massenmomentdichte f nicht mehr 
enthalten ist. Man ordnet dazu den Vektoren ~ und ~ schiefsymmetri-
sehe Tensoren 
A - A' W= ) -Al.,.. 
zu, derart daß 
A tt.. = ,Lxa_ Wa. - -fA/J(l3-) 
gilt (ä:- beliebig). Dann sind die Komponenten von A und fl durch 
A Kh= (4.92) 
und entsprechend für 
WKh 
gegeben. Man zeigt dann leicht, daß 
(4.93) 
Wegen (4.92) folgt jetzt aus der lokalen Bedingung (4.87) bzw. (4.90) 
F T F' A T = 1 3;e (4.94) 
so daß (4.93) 
-1 t:1. - - t-~(rit"tl) ,t_, w = r .fTc (4.95) 
ergibt. Ferner läßt sich der erste Ausdruck im Integranden der rechten Sei-
te von Gl. (4.64) unter Beachtung von (3.58) und (3.59) wie folgt umformen: 
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{,[I 7f 1 F} - ·~ !i tf It'] 
~
·- sT ·-
= ~~ [ L ~~ J 
(4.96) 
- 1-r[(~ rf/)~r} -
- Ir- ( sr D 1 r t".[~'fl] 
- l:r-[JD] - 1r rs 1-1 J) 
so daß man mit (4.95) aus (4.96) 
(4.87) 
erhält. Mit dem Lagrangeschen Verzerrungstensor 
• 
t: (3.33) und den Lag-
rangeschen Verzerrungsraten L: (3.66) wird 
--1- • _"" 
D= Fl E. f= - - - ) 
so daß man schließlich 
(4.98) 
ermittelt. Wendet man den Gaußsehen Integralsatz auf den Oberflächenterm in 
(4.62) an, dann läßt sich wegen (4.97) und (4.98) die Energiebilanzgle~chung 
(4.62) wie folgt darstellen 
(4.99) 
Wegen der :Beliebigkeit des Integrations~ereiches folgt daraus als lokale 
Bedingung die lokale reduzierte Energiebilanzgleichung 
::: 0 , 
( 4. I 00) 
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Man beachte hier, daß in dem Spannungsleistungsterm 
- 4 • 
ir L T g.J 
nur der symmetrische Anteil des Spannungstensors einen Beitrag liefert. 
Bei Problemen ohne Volumenmomente ( Z ,;; Ö) ist der Piola-Kirchhoffsche 
Spannungstensor 2. Art I symmetrisch, so daß damit die lokale reduzier-




5. Auswertung der Entropieungleichung und der Beobachterinvarianz für 
thermoelastische Stoffgleichtingen~ 
5.1 Die Entropieungleichung (Clausius-Duhem Entropieungleichung 
Neben dem Energiesatz steht in der Gleichgewichtsthermodynamik (Thermo-
statik) als zweites fundamentales Prinzip der 2. Hauptsatz, für den im 
Rahmen der Gleichgewichtsthermodynamik verschiedene alternative Formu-
lierungen vorhanden sind, die unbestritten sind /-82 7. Für Nichtgleich-
gewichtsprozesse gibt es bisher kein allgemein akzeptiertes Prinzip oder 
Konzept. Verschiedene Konzepte mit z.T. sehr unterschie~lichen axioma-
tischen Strukturen sind vorgeschlagen und angewandt worden {-83, 84_7, 
auf die hier aber nicht eingegangen werden kann. 
Im Sinne der Terminologie von Hutter {-83_7, der die klassische 
irreversible Thermodynamik (der Vorgänge) und die rationale Thermodyna-
mik, u.z. die Clausius-Duhem Theorien und die entropiefreien Theorien, 
unterscheidet, soll hier eine Clausius-Duhem Theorie zum Ausgangspunkt 
genommen werden. Die hier verwendete Formulierung des 2. Hauptsatzes 
für Nichtgleichgewichtsprozesse entspricht vollständig der von Coleman 
und Noll {-49_7, Truesdell-Noll {-66, 51_7 und Truesdell {-50_7 postu-
lierten (vergl. auch Gurtin {-47_7) Form der Clausius-Duhem Entropieun-
gleichung, u.z. 
(5. 1) 
Als neue, in dieser Studie bisher nicht erklärte Größen, sind hier die 
spezifische Entropie ~ und die absolute Temperatur ~ vorhanden. Beach-
tenswert ist, daß die Begriffe Entropie und absolute Temperatur in der 
~!~i~~g~~i~~~~~~~~~~~~~~ als aus dem 2. Hauptsatz ~~!~i~~~E~ Größen 
eingeführt werden (erste Teilaussage des 2. Hauptsatzes {-82_7), während 
hier an Anlehnung an dieses Ergebnis die Existenz dieser Größen postuliert 
wird. 
Mit (4.13) und (4.17) stellt sich die Entropieungleichung (5.1) in 
der Referenzkonfiguration wie folgt dar 
~Diese Darstellung folgt weitgehend der von Coleman und Noll /-49 7. 
Der mit diesen Konzepten vertraute Leser kann dieses Kapitel-übe~gehen. 
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Mit dem Gaußsehen 'Integralsatz, die Differenzierbarkeit von 
vorausgesetzt, läßt sich das Oberflächenintegral in ein Volumenintegral 
überführen und man erhält 
> 0 
} 
diese Ungleichung soll mit der Lokalisierungshypothese für alle Inte-
grationsbereiche gelten, so daß damit als ~~k~~e_EE~r~~~~n~~~i~h_u~~ 
" ___,.. ~ ~ (!L~) == )'!?. [ S'-r< + T ~ T· 
(5. 2) 
• r J- A 
?~/ ~ T ?:-= j?<, t - s~ +-r~ ~({ - 0 T ;t.. 
folgt. 
Die Forderung nach Forminvarianz der Clausius-Duhem Entropieungleichung 
bei Wechsel des Beobachtersystems bedeutet, daß 
(5. 3) 
lm "bewegten" Beobachtersystem gilt. Für die absolute Temperat4r werde 
verlangt, daß sie ein beobachterinvarianter (objektiver) Skala~ ist, 
so daß für sie die Beobachtertransformation 
(5.4) 
gilt. Aus der Forminvarianz der Entropieungleichung und unter BeacQtung 
der bekannten Beobachtertransformationen der anderen Größen in der Un-




5.2 Thermodynamische Prozesse 
Ein "thermodynamischer Prozess" in einem Körper wird durch die folgen-
den Funktionen beschrieben: 
1. Die Momentanposition 
eines materiellen Punktes, dessen Position in der Referenzkonfigu-
ration durch ß gegeben ist. 
2. Der Spannungstensor 
I = [(~t) 
3. Die Massenkraftdichte 
6 ;:::: i!P1 t) 
4. Die Massenmomentendichte 
l~ Zt PI f) 
5. Die spezifische innere Energie 
6. Der Wärmeflußvektor 
7. Die Wärmequelldichte 
8. Die spezifische Entropie 
9. Die absolute Temperatur 
T= T(~t) >o 
die als positiv angenommen wird. 
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Dieser Satz von Funktionen bildet einen "thermodynamischen Prozess"~ 
wenn die Energiebilanzgleichung zusammen mit den Invarianzforderungen 
(oder alternativ die Energiebilanzgleichung, der Impuls- und der Dreh-
impulssatz) für jeden beliebigen Teil des Körpers erfüllt werden. Mit 
anderen Worten müssen die in Kap. 4 abgeleiteten lokalen Bedingungen 
( 4. 57), ( 4. 7 9) und ( 4. 1 00) simultan erfüllt werden. 
Um e~nen derartig definierten thermodynamischen Prozess hinreichend zu 
beschreiben, genügt die Angabe der Funktionen f I I I E) ~J 7) 
und T ; die verbleibenden Funktionen J;,t_ 
I 
und ")'- sind dann ein-
deutig durch den 1~~~1~~ Impuls-, Drehimpuls- und Energiesatz fest-
gelegt. 
5.3 Thermoelastische Stoffgleichungen 
Ein thermoelastisches Material mit Wärmeleitung se~ durch die folgenden 
Stoffgleichungen charakterisiert: 
Spez. ~nnere Energie 'E.. ~ E_(f-J)K) T) 7"R T) 
V 
.-d .-$ 
~ T) Spannungstensor (Sym.Anteil) T :::;;. ! (p,J< T ) .J 
1/ 
(5. 6) -
t~ ( f6;k) - ~ 7) Wärmeflußvektor 7~= I I 
i (PIK) 0 -Spez. Entropie 1 .:: ~ T), 
Hierbei wurde berücksichtigt, daß der schiefsymmetrische Anteil des 
Piola-Kirchhoffschen Spannungstensors 2. Art bei Vorgabe der Volumen-
momente vollständig bestimmt ist und nur für den symmetrischen Anteil 
Stoffgleichungen verlangt werden. 
Die Liste der unabhängigen Variablen T ) 
-
~~ wird in allen 
Stoffunktionen entsprechend der Äquipräsenzregel als Argumentenliste 
angesehen. Anstelle von ~ T.:::. GI< !JK. hätte auch die Ableitung ~k 
alle in aufgeführt we_:den k2_n~en, und anstelle von f;K 
mationstensor E::::::: 'ISK e?JG verwendet werden können. 
hätte der Defor-
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Konstitutive Gleichungen unterliegen der Bedingung der Forminvarianz 
bei Wechsel des Beobachtersystem (Prinzip der Objektivität). Auf die 
Bedingung soll aber erst später eingegangen werden. 
Ein thermodynamischer Prozess soll als zulässig bezeichnet werden, wenn 
er mit den Stoffgleichungen (5.6) verträglich ist. 
5.4 Auswertung der Entropieungleichung: Das Dissipationspostulat 
Mit den oben aufgeführten Definitionen soll jetzt, den Vorstellungen 
von Coleman und Noll L-49_7 folgend, das folgende Dissipationspostulat 
als gültig angesehen werden: 
Für jeden zulässigen thermodynamischen Prozess in einem Körper, 
der hier durch die Stoffgleichungen (5.6) charakterisiert sein 
soll, muß die Clausius-Duhem-Ungleichung in jedem beliebigen 
Teilbereich erfüllt sein. 
Im folgenden werden kurz die logischen Konsequenzen dieser Forderung 
dargestellt. Aus der J~~aJ~~ Clausius-Duhem Entropieungleichung, er-
hält man durch Elimination der Wärmequelldichte mit Hilfe des lokalen 
reduzierten Energiesatzes (4.100) 
(5. 7) 
Führt man als neue Stoffunktion~ die "freie Energie" (Helmholtzsche 
Funktion) 
v' 
y( f;/K - ~ !) 1f - E.- T! - II (5. 8) 
ein, dann wird 
Trrz -E. ~ -;- +1 I - ) 
so daß • 
T1- • 1' - ~ T c ) 
:-:: 
Dies ist nicht als eine ~gendre-Transformation zu verstehen, sondern 
als eine bequeme Abkürzung; '1b C. und "? sind Funktionen mit derselben 
Argumentenliste. f; ( 
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T'! KL ( ...rJ , ~~ 1-J J< I • .. 
und beachtet, daß 
dann wird aus der Clausius-Duhem Ungleichung nach Multiplikation mit I ~o 
(5. 9) 
Ausführung der materiellen Zeitintegration und Umordnen liefert 
(5. 10) 
/' 0 1 
Entsprechend dem Dissipationspostulat muß diese Ungleichung für jeden 
zulässigen thermodynamischen Prozess gelten. Mit den oben aufgeführten 
Definitionen läßt sich jeder beliebigen Vorgabe der Funktionen 
Bewegung ~ == f> (P, t) 
absol. Temperatur 1 = T ( P, f) 
-$ 
ein zulässiger thermodynamischer Prozess zuordnen, sofern dann nur T, 
E_ , _ ;k und "( den Stoffgleichungen (5. 6) genügen. Sind f( Ät) -:nd 
I { f>, t) beliebig einstellbar, dann sind lokal (d. h. für irgend einen - , , -
materiellen Punkt) auch ·jö, jö;l< 1 Tl ~ T wie auch JO J {J_;K 1 T 
und (\7R o• beliebig und unabhängig von einander einstellbar.~ Da die 
Ausdrücke in den eckigen Klammern ebenso wie ~b. • ~ T unabhängig von 
den Raten AK 1 TJ~ TJ" sind, folgt entsprechend der Coleman-Noll-
~ 
Auf einen Beweis wird hier verzichtet. Dazu wird auf / 49 7 verwiesen. 
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Schlußweise, daß die Koeffizienten der Raten der unabhängig Veränderli-
chen identisch verschwinden müssen, d.h., 
V 
.,. 
-1 d~ TKL- 0 -S; - -'JO;K ~ CJfö;L 
V 




und als Restentropieungleichung erhält man wegen T"" 0 






(5. I 2) 
nicht unabhängig voneinander gewählt werden dürfen; bei Vorgabe der 
V 
freien Energie ~ sind die Entropie entsprechend (5. II ) 2 und Spannungen 
entsprechend (5. II) 
1 
bestimmt. Gl. (5. II) 
3 
zeigt insbesondere, daß die 
freie Energie nicht vom Temperaturgradienten abhängen darf; damit dür-
fen dann auch nicht die Entropie und die Spannungen von den Temperatur-
gradienten abhängen. Die Stoffgleichungen (5.6) vereinfachen sich damit 
zu 
V 
c E ( fOJK I T) 
V 
-1 (! 
T) T - T ( -?1k 
V 
r) (5. 13) ?~ ~ ?~ ( t;K T ~ 
7 ::::: i (~K T ) } 
J 
wobei ~mmer noch (5.11) 1, (5. I 1) 2 und (5.12) zu beachten sind. 
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5.5 Konsequenzen des Prinzips der Forminvarianz der Stoffgleichungen 
Bei Übergang zu einem beliebig rotierenden Beobachtersystem lauten die 




- ~J< I 
T~ 
I . I 
J 
Wie vorher angegeben worden war, transformieren sich die Werte de~ Stoff-
funktionen (die abhängig Veränderlichen, d.s. die linken Seiten von (5.6)) 
und die Argumente der Stoffunktionen (unabhängig Veränderliche) bei Übey-
gang zu einem beliebig rotierenden Beobachtersystem nach folgenden Regeln: 
T f;- ::=- T 
<6- L aL N Q jö;J( lf f)K .;;;;:; -~ - 11fkik. • JK (5. 15) 
(~ T)* = @ v'A T und in Kompo- ~ T T) )( :::: nentenform ))( 
-:t * :1 r tlf-KL -1 (!)T(/j -Kt_ T = I - -- - --
-*- 1(-
7)1.~ = (/) - ~k - ~1(_ K ·- ~R, 
Das Forminvarianzprinzip besagt nun im Hinblick auf die Stoffunktionen 
V V~ 
G1 E etc., daß für zwei im beliebigen Bewegungszustand befindliche 
Beobachter, deren Koordinatensysteme kontinuierlich auseinander hervor-
gehen, die Stoffunktionen die gleiche Form haben. In Komponentendar-




Diese Forminvarianzforderung für die Stoffunktionen ergibt jetzt zu-
sammen mit den Transformationsregeln (5. 15) _die folgenden Bedingungen 
für die Stoffunktionen: 
{ ( (J 1~K 
1 
T) - [_ ( Pn< 1 T) 
i ( () lSK I T ) - i ( ~Jk I T) 
v -:$V 
TKL(!J ?1/\ I r) : T;('( ~;(, T) 
;{ K {Q ~k ,7; rg VR-l) = {/ (fo;j( ,T! firJ) , 
(5. 17) 
Aus (5. 17) lassen sich weitere logische Konsequenzen mit Hilfe des 
Cauchyschen Representationstheorems L-66,S.27+28; 26_/ ableiten: 
Ist I ( ~ 1 ~ 1 • • .. ~} eine eindeutige Funktion von /Jt. Vektoren 
~~ und ist~ invariant gegenüber Wechsel des Beobachtersystems 
(eigentlich orthogonalen Transformationen), d.h. 
/f iJ:, / ~ I ~ ~- / ~) =-I ( Q ~ ) a il ) -• • I Q it ) 
!J QT::: Q1 Q :; 1 I def (Q) = f---f I 
dann ist ~ ~edu~ierbar auf e1ne Funktion, die nur von den Skalar-
produkten ~ • ~· und den skalaren Dreifachprodukten ~ ·( ~ Xii.,e) 
i- .:f. -k. f.{_ abhängt. 
.... 
Demnach läßt sich beispielsweise die 1nnere Energie ~ darstellen durch 
eine Funktion mit den Argumenten 







und die Indizes die Werte I bis 3 annehmen. Das skalare Dreifachprodukt 
//,_J J< L verschwindet identisch, sofern nur zwei Indizes gleiche 
Werte annehmen. Die nicht verschwindenden Dreifachprodukte sind 
f;-1 • ( Pn x 'h!.) 
sowle ~ 2 3 .-, und ~ ]12_ • 
-
Nun gilt bekanntlich für drei linear unabhängige Vektoren ~1 1 ~l I {_J, 
e~ ·{ Cz. X C:s) = 41~ [c'l ' { Cz X c.J )j c/.(1,1 f( / 
c4. cL c" . c (_ (,· (j ' 
>C5.19) 
d.d- { e;.) - Cz I C 1 c2. I c, ~~~ 
cJ I c1 CJ . C~_ cJ 'LJ 
Die Basisvektore~ des Koordinatensystems in der undeformierten Ausgangs-
konfiguration Pj k. K::; rt, Z, 3 bilden per definitionem ein rechtshändi-
ges System, so daß 
AJ"'- [ 1}t • { ?< X Pn)) 
ckt- (~K) =I= 0 1 
-t1 
Die Vektoren fJ) "< bilden die Basis des mitgeschleppten Koordinaten-
systems in der Momentankonfiguration. Da die ~K k=1,2,?. als 
Tangentenvektoren an drei materielle Linien aufgefaßt werden können 
und diese in einem materiellen Punkt nicht jeweils zueinander parallel 
werden dürfen (m.a. W. '{1;"' , Al ;~J können zu keinem Zeitpunkt gleich-
zeitig in einer Ebene liegen), gilt 
(5. 20) 
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Stellt man die drei verbliebenen skalaren Dreifachprodukte mit Hilfe von 
(5. 19) dar und beachtet jetzt (5.20), dann wird erkennbar, daß Dreifach-
produkte vollständig durch Angabe der Skalarprodukte ~H~ bestimmt sind. 
Die A(JKL können also in der Argumentenliste für die innere Energie 
gestrichen werden. Damit reduzieren sich die ersten drei Stoffgleichungen 
von (5. 16) auf 
V 
E - E. ( J kN I T) 
~ = i ( i- M/11 I T ) 
V 
(5. 21) 
fkl= ,..1(, (jHN I T) I 
Ganz entsprechend sind die Argumente der Funktion 1f durch #1111/ und 
T bestimmt. Die reduzierte Stoffunktion für den Wärmestrom soll hier 
nicht weiter verfolgt werden. 




da die ~k voraussetzungsgemäß (linear) unabhängig voneinander ein-
stellbar sind, ist diese Null-Vektor-Bedingung nur dann erfüllt, wenn 
die eckige Klammer identisch verschwindet, d.h. 
(5.22) 
Damit sind das Dissipationspostulat und die Beobachterinvarianz für 
die Lnnere Energie und den Spannungstensor ausgeschöpft. Es bleibt noch, 
die konstitutive Gleichung für den Wärmefluß zu analysieren; darauf 
wird hier verzichtet. Es sei schließlich noch ang~merkt, daß sich wegen 
(3.30)- (3.33) die abhängigen Veränderlichen TK'-, '1f etc. auch 
als Funktionen der Komponenten C:MN des Lagrangeschen Verzerrungs-
tensors darstellen lassen; dies ist die gebräuchliche Darstellung. 
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5.6 Die Temperaturinverse als unabhängige thermische Variable 
Anstelle der absoluten Temperatur kann die Temperaturinverse 
A= -1 -T 
als unabhängige thermische Variable benutzt werden; w1e sich später 
zeigen wird, hat dies Vorteile für die Entwicklung der Schalentheorie, 
insbesondere bei der expliziten Verwendung des 2. Hauptsatzes in Form 
der Clausius-Duhem Entropieungleichung. Es sollen daher die oben abge-
leiteten Konsequenzen aus der Clausius-Duhem Ungleichung unter Verwen-
dung der Variablen Jt hier dargestellt werden. 





und die lokale Entropieungleichung lautet 
'> 0, 
Mit Hilfe des lokalen (reduzierten) Energiesatzes wird daraus 
> 0 I 
Mit der Massieuschen Funktion /-84 7 
wird die. lok. Entropieungleichung 
:> 0 ' 
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Die hie·raus unter Beachtung der Beobachterinvarianz abgeleiteten Re-
striktionen lauten schließlich: 
-:t KL /1 




Mit diesen Einschränkungen läßt sich die Entropie ~ durch die Massieu-
sche Funktion rf darstellen 
5.7 Ergänzende Bemerkungen 
Die in Kapitel 4 dargestellte Schlußweise zur Herleitung der lokalen 
Bilanzgleichung für Impuls, Drall und Energie aus der integralen 
Energiebilanzgleichung und seinen Invarianzeigenschaften gegenüber 
Beobachtertransformationen ist schematisch in dem logischen Schema 
Abb. 3 dargestellt. Dieses Diagramm bezieht sich allerdings auf den 
Fall, daß keine Volumenmomente~l:vorhanden sind. In Ergänzung dazu 
ist in Abb. 2 die abgekürzte Ableitung von Green-Rivlin ebenfalls an-
gegeben. Es sei hier noch einmal deutlich hervorgerufen, daß die hier 
abgeleiteten lokalen Bedingungen isoliert gesehen, ohne Kenntnis ihrer 
Herleitung nicht unmittelbar einsichtig sind. Man muß sich klarmachen, 
daß diese lokalen Bedingungen eigentlich Konsequenzen bestimmter Feld-
definitionen (skalare, vektorielle und tensorielle Felder), der inte-
gralen Energiegleichung und seiner Invarianzeigenschaften sowie be-
stimmter Transformationsgesetze sind, im Verein mit der Forderung, daß 
die integralen Bedingungen in der angegebenen Form für jeden beliebigen 
Teilbereich eines Körpers zu gelten haben (Lokalisierungshypothese). 
In der Herleitung besteht eine bestimmte Sequenz, die eine Hierarchie 
~n den Gleichungen zur Folge hat. So ist z.B. der lokale Drehimpuls in 
der Form (4.79) nur dann ableitbar, wenn zugleich der lokale Impulssatz 
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erfüllt wird; daher ist dann für Probleme ohne Volumenmome~te die Symme-
trie des Spannungstensors nur dann ableitbar, wenn der lokale Impulssatz 
exakt erfüllt wird. Entsprechend ist der schiefsymmetrische Anteil des 
Spannungstensors nur dann durch das Volumenmoment vollständig bestimmt, 
wenn wiederum der lokale Impulssatz exakt erfüllt wird. Ganz analog setzt 
die lokale Energiegleichung voraus, daß der lokale Impuls- und Drehimpuls-
satz exakt erfüllt werden. 
Die Auswertung der Clausius-Duhem Entropieungleichung entsprechend der 
Coleman-Noll Interpretation ist in dem logischen Schema Abb. 4 darge-
stellt; auch hier beschränkt sich die Darstellung auf den Fall, daß 
Volu::nerunomente )l'l.f nicht vorhanden sind. Die oben angesprochene logische 
Sequenz setzt sich auch fort in der Coleman-Noll Schlußweise im Zusammen-
hang mit der Clausius-Duhem Entropieungleichung: Die abgeleiteten entre-
piseben Restriktionen setzten die exakte Erfüllung der lokalen Bilanz-
gleichungen voraus. 
Diese Situation erhält ihre besondere Bedeutung, wenn Näherungstheo.rien 
und -lösungen entwickelt werden; hier werden die lokalen Bedingungen 
nicht mehr exakt erfüllt. Stellt man sich auf den sehr wohl vertretbaren 
Standpunkt, daß die lokalen Bedingungen nicht die fundamentalen physika-
lischen Prinzipe darstellen, sondern vielmehr mathematisch-logische 
Konsequenzen übergeordneter physikalischer Integralprinzipe sind, dann 
erscheint die Entwicklung von Näherungstheorien (wie z.B. eine Schalen-
theorie), ausgehend von lokalen Bedingungen, zumindest unter physikali-
schen Gesichtspunkten undurchsichtig. Eine rationale und rigorose Ent-
wicklung, ansgehend von integralen Fundamentalprinzipen, erscheint an-
gemessener. 
Schließlich sei noch auf eLnen besonderen Aspekt in Zusammenhang mit 
der angenommenen ~xistenz von Volumenmomenten hingewiesen. Normaler-
weise wird das Vorhandensein volumenhaft verteilter externer Momente 
aufgrund physikalischer Argumente oder schlicht aufgrund einer ad hoc-
Annahme ausgeschlossen. In unseren Betrachtungen waren sie aufgrund 
einer ad hoc-Annahme berücksichtigt, nicht aber die Momentenspannungen 
und der Spin. Wie aus der Literatur bekannt und auch hier entwickelt, 
ist der schiefsymmetrische Anteil des Spannungstensors durch Angabe 
der Volumenmomente (und bei Kenntnis des Verschiebungsfeldes) vollstän-
dig festgelegt. Stoffgleichungen sind dann nur noch erforderlich für 
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symmetrischen Anteil des Spannungstensors; dies ist insbesondere auch 
ersichtlich aus den Restriktionen für die Stoffgleichungen. Wie die Be-
trachtungen in Kap. 4.2.4 gezeigt haben, läßt sich die lokale Impuls-
bilanzgleichung so formulieren, daß in ihr nur der symmetrische Spannungs-
tensor auftritt; neben der aktuellen Volumenkraft treten in dem 
lokalen Impulssatz jetzt aber Gradienten des Volumenmomentes auf. Formal 
kann man daher diese beiden Größen zu einer "modifizierten Volumenkraft-
dichte" zusammenfassen. Es gilt daher folgende allgemein gültige Aus-
sage: 
Kontinuumsmechanische Probleme, in denen neben Volumenkräften auch 
Volumenmomente vorhanden sind, der Spin und Momentenspannungen aber 
außer Betracht gelassen werden, können formal mathematisch wie e~n 
klassisches kontinuumsmechanisches Problem (d.h. ohne Volumenmomente 
etc. und mit einem symmetrischen Spannungstensor) behandelt werden, 
sofern man die aktuelle Volumenkraftdichte durch die "modifizierte 
Volt~enkraftdichte'' ersetzt. Es sollte aber beachtet werden, daß bis 
auf Sonderfälle (insbesondere konstantes Volumenmomentenfeld) die 
errechneten Verschiebungsfelder natürlich davon abhängen, ob ein 
Volumenmomentenfeld tatsächlich vorhanden ist oder nicht. 
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6. Geometrische Beziehungen und Koordinatensysteme in der undeformierten 
Bezugskonfiguration der Schale~ 
Die Entwicklung einer Schalentheorie hat zum Ziel, das dreidimensionale 
Feldproblem auf e~n zweidimensionales zu reduzieren; dies beinhaltet u.a. 
die Darstellung der zweidimensionalen Feldgleichungen in einem zweidimen-
sionalen Raum, nämlich den der i.a. gekrümmten Referenzfläche. Als 
Referenzfläche sei hier vorerst noch ganz allgemein irgendeine Fläche 
zwischen den Schalenlaibungen gewählt. 
6.1 Flächenkoordinaten und Basisvektoren 
Die undeformierte Konfiguration dieser Referenzfläche Jf werde im ur~ge-
Jf R sternten ("ruhenden") Beobachtersystem . durch den Ortsvektor be-
schrieben. Diese Fläche sei mit einem Koordinatennetz (Abb. 10) belegt; die 
Koordinaten seien (9~ c<=l't,Z.. ~~ (Gaußsche Parameter, Flächenkoordinaten). 
Die Tangentenvektoren an die Koordinatenlinien und damit an die Referenz-
fläche sind gegeben durch 
. -.- P<=1.l . 
) 
(6. I) 
dies sind die kovarianten Basisvektoren der Referenzfläche. Mit ihnen 
läßt sich ein Einheitsvektor ~J bilden, der senkrecht zur Fläche steht 
fl., x flz 




so daß R.., ~ und A.J ein rechtshändiges Basisdreibein auf der 




Dieses Kapi!el ~rientiert sie~ an_den Darstellungen von Green-Zerna L-75_7, 
Klingbeil I 85 I und Naghdi I II I; auf eine ausführliche mathematische 
Erläuterung und Begründung wird hier verzichtet. 
Hier wie auch im folgenden durchlaufen griechische Indizes die Werte eins 
bis zwei, lateinische Indizes die Werte eins bis drei. 
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Mit den kontravarianten Basisvektoren ,q bildet man 
(6. 6) 
· und damit wird 
-.] 
?) , (6. 7) 
Das Linienelement auf der Referenzfläche ist 
- t>( 
f)« cl& , 
) 
(6.8) 




die kovarianten Komponenten des Metriktensors auf der Referenzfläche 
sind (Fundamentalgrößen 1. Ordnung). Die kontravarianten Metrikkoeffi-
zienten auf der Referenzfläche sind 
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( 6. 1 1) 
mit 
(6. 1 2) 
) 
diese Metrikkoeffizienten dienen zum Herauf- und Herunterziehen der 
Indizes, denn es gilt 
(6. 1 3) 
) 
Die Ableitungsgleichungen von Gauß und Weingarten lauten 
l!o()(b 
'J Ra( ä r-
3~ ~ - -- - ro/.(3 Rt + ()(9(!, 
( 6. 14) 
ll.Jio( - CJ 11;) -lS~"ß - -9eo(_ rX r I 
) 
o,r-
In ( 6. 14) bedeuten ;-;,./!> das ChristoHelsymbol auf der Referenzfläche 
0 
;--:_~::: 1 fltJ(fl:s~;~-> +R~ß,o< -fJrx:iJ;s) 
( 6. 15) 
- -t - ~t- -r 
- Aot
1
;..· R -= fl13
1 
rx, R = -13 • A) rJ,. 
und ~ die Fundamentalgrößen 2. Ordnung: 
- - - - ()( I t1 D 1/J ~ ~e;A dR· dR = Ii«, A~;tJ d& (Xe -= -o«t1 (Jt7 t o 
BtX(O == BßoL =- !L.' AJ,f?. :=:: -~. R.3,ol..::::. AJ I ~,;J (6. 16) 
) 
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6.2 Flächenvektoren und -tensoren und kovariante Ableitung 
Auf der Referenzfläche kann ein zweites Koordinatensystem 
...,.....,~ 
werden. Die Transformationsbeziehungen zwischen C7 und 
dann 
e 
lo( - e~(e~ el.) 
ea<re~ e/ 
) 
(6. I 7) 








wobei eine umkehrbar eindeutige Verknüpfung vorausgesetzt wird. 
Ähnlich wie im dreidimensionalen (Euklidischen) Raum kann auf der 
Fläche ein Tensorkalkül für die Koordinatentransformationen (6.19) ent-










1t. - ~ - ) 
(6.21) 
= 




-Ein Vektor ~, der ganz in der Tangentialfläche der Referenzfläche - _, 




seine Komponenten transformieren sich mit (6.22) dann entsprechend 
(6.24) 
) 




ableiten. Ein (zweistufiger) Flächentensor ~ biloet einen Flächenvektor 
~ in einen Flächenvektor ~ ab 
M;; - . (6.26) 
Die dyadische Zerlegung von t1 bezüglich der Basisvektoren der Referenz-
fläche ergibt 
(6.27) 
als Koordinatentransformationsregeln für die Komponenten hat man bei-
spielsweise I I 
( 
I 'd&tJ( ';)(9!.1 H~! ug(A .::=::- aeJ' ?5§9 
?Jeb{ ;Jell I (6.28) 11 (){;J - ftl"! el~. 
J 
ff@'" oelf 
Di.e Fundamentalg-rößen l, und 2, Ordnung fldtJ und Ea~{J und die Permu-
tationskoeffizienten ~oiß sind die Komponenten von Flächentensoren. 
- oi.-
Es sei ein Flächenvektor /tJ- = 1T t9o< gegeben. Mit den Ableitungs-







die kovariante Ableitung der kontravarianten ~omponenten des F~ächen­
vektors ~ ; sie stellen die Komponenten eines 2-stufigen Flächen-
tensors dar. Wie aus (6.30) mit (6.15) ersichtlich, ist die durch das 
(:)-Symbol gekennzeichnete kovariante Ableitung mit der Metrik tt~ß 
zu bilden. Für die kovarianten Komponenten ?tJ wird 
(6.31) 
Es sei ferner ein Flächentensor 2. Stufe tJ gegeben. Seine Ableitung 
wird 
Hier ist 
= ( 11(;((1 il(){@ Rß)~1 





die kovariante Ableitung der Komponenteu n . Die :.f sind die 
Komponenten eines dreistufigen Flächentensors. Die kovarianten Ablei-
tungen der anderen Komponenten sind: 
Ms# 't - R/31-' Mg;; rl 
- /1~,1 -t- ~~ MAß 
(6.34) 
Rsv f1"'.a: ( 
qj 
= 11sfJ; 1 - r;ol f6p 
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Es ist hier festzuhalten, daß sich im Gegensatz zum dreidimensionalen 
(Euklidischen) Raum die Ableitungen ~ ß und ~~ _ nicht allein durch 
t - Sß - R 
die Flächenvektoren "'lr '(S flß bzw. H 1 J 111 (!; f3 darstellen lassen. 
Man beachte, daß folgendes gilt: 
11 r;( (!, o( Ro((l ;r R ~ :r - - 0 :r~ - (6. 35) 
~ P<IS 0(. 
~'o/1 : ( = ~ !3:( ..:::: .:-o n :r 
und (Gleichungen von Mainardi und Codazzi) 
(6. 36) 
Ferner ist wesentlich, daß kovariante Ableitungen i.a. nicht vertauschbar 
sind, d.h. 
0( .( 
1)- :(!-( '# v- : ( ,1 
H"-fJ: rr :J ff13:!"'-r 
(6. 37) 
.) 
auch dies steht im Gegensatz zur kovarianten Ableitung im dreidimen-
sionalen (E~klidischen) Raum. 
6.3 Vektoren und Tensoren im $chalenraum 
Es sei jetzt )D ein Punkt im Schalenraum, der nicht notwendig auf der 
Schalenfläche liege. Der Ortsvektor dieses Punktes sei )5 und er ist 
darstellbar durch den Ortsvektor Ä? der Referenzfläche und den Normalen-
vektor fiJ 
P= kte:e') + e 3 Are:&l), 
(6. 38) 








Für Punkte innerhalb der Schale gilt 
(6.39) 
) 
wobei 5+ und $- die Abstände der Schnittpunkte der Normalen von der 
Referenzfläche sind. Es sei jetzt 
e k = ( e o( c;( = 1, z. 
(6. 4.0) 
die Koordinatenlinien 
spannen ein dreidimensionales, krummliniges Koordinatennetz auf 
(s. Skizze). Die Basisvektoren dieses räumlichen Koordinatensystems sind 
15 






a2, a3 = Konst.>O) 
Referenzfläche f 
(B1,a2,a3=0) 
Die Basis ~~ im Punkte P im Schalenraum läßt auch durch die Basis-
vektoren fk, R~ im FußpunktRauf der Referenzfläche darstellen. 




für den Einheitsnormalenvektor ~ gilt aber (6. 14)l. 
und außerdem 
I -
- .B ~ 11r 
Daher erhält man mit (6.43), aus (6.42) 
- / r J ') E Pot i5 o 1 G; = ( J c( - e ~ cx. rr1 d K +- i7J o k. 
Wir definieren jetzt 
mit 
r . , I 
A 11 N := /)11 • ;:; N 
j !fi.ß I 
=I~· _·I 





clef ( !lfnV) = da 1- ( ftx;z) - f) 
. R-~~ 
sowie den kontravar~anten Basen 
Führt man jetzt noch die Paralleltransportkoeffizienten 
(shifter L 11_/) ein 
Sß = J~ - eJ ß; (e~r;f} 
.:;::;. 0 













darstellen, Wie aus (6.49) ersichtlich, gilt auf der Referenzfläche 




Gk ( e~ e'1 8 3= o) = Ii~< 
- GI< 
Der Einheitstensor bezogen auf die Basis c;K ist 
/([..- - -K -t.. - -K -K -
1. = G GI< fiP GL .:: G k L 6 (J) G .:: G K @ G :; 6 (g) GI( , ( 6. 52) 
Wegen (6.50) wird daher 
(6.53) 
Die Paralleltransportkoeffizienten sind also die Komponenten des 
- -K. 
Einheitstensors, wenn dieser auf die gemischte dyadische Basis R~ ® q 
bezogen wird. Der Einheitstensor läßt sich auch allein in der Basis R~, 
jjH darstellen: 
Der Vergleich von (6.54\mit (6.53) liefert dann 
so daß 
Mit der Inversen 
PH= ~:GI< 
von s: f2L h 












Unter Beachtung von (6.52) und (6.58) sind dann die invers~n Parallel-
transportkoeffizienten ,€Z die Komponenten des Einheitst~nsors, wen.n 
- -Al 
dieser auf die dyadische Basis GM di/J bezogen wird: 
M - R-N J. == R.lll GM tEP • (6.59) 
Ganz entsprechend findet man die beiden anderen möglishen Darstellungen 
des Einbei tstensors mit gemischter dyadischer Basis ftH tJIJ GA/ und 
G H &? ß
111 
• Man erhält zusammengefaßt schließlich 
Ia. - - - I( - L KL- n 
A - 6KL 6 ~ G t.. =- G' GK @r;tc = /lj(L R lßff -= fl llk&n~.. 
GI(@ (;t< - K -.::; G @ GK 
-s: ~M &J ~ I< -
- ;e~ GIC &J t;M = 
s~ GKcKJ~M 
!d ~ ~ H ($/ Gk. 
(6.60) 
Aus dieser Darstellung ist klar, daß die hoch- und tiefstehenden Indizes 
von K und ~ mit unterschiedlichen Metrikkoeffizienten herunter- bzw. 
heraufgezogen werden müssen. Welche Metrik zuständig ist, ist aus der 
gemischten dyadischen Basis erkennbar. 
L 
Die explizite Form der Inversen Rl't ermittelt man aus 
co(S~) 
&-I( s:) ) 
wobei co{.S~} der Kofaktor bzw. die Adjunkte des Elements 
Zunächst findet man, daß für die Determinate def (S~) 
dvf($~) ~ 
11.-n·-








gilt. H ist die mittlere Kriii!llilung und I( das Gaußsehe Krüi!llilungsTTla.R. 
Für die Inverse erhält man zunächst 
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RCJI. 
rX ,13 .:;. /f, l 
-" 
,ß 
R~ ::: SL ::::: R..s R.ti - 0 (1(,(1 : 1, l.. h - -(J 3 (6.64) 
R, .3 .::: /f 
3 
o(, 
Hierbei ist zu beachten, daß die Matr~x 1(;$ nicht nur eine Unter-
<:!L 
matrix der Inversen von ~~ ist, sondern die Inverse von S~ 
selbst darstellt, d.h. 
Die Rechnung ergibt explizit für 
(6.65) 
Es werde jetzt e~n Vektorfeld D im Schalenraum betrachtet; ein Vektor 
am Ort P kann einmal bezüglich der Basis Gk. bzw. GI( am Ort 
zerlegt werden oder auch bezüglich der Basis an einen anderen Ort, 
insbesondere am Fußpunkt R auf der Referenzfläche. Die Komponenten-
darstellungen sind natürlich in den verschiedenen Basen verschieden. 
So gilt 
- J)K G-~ D= I J) K:: G K.." i5 
-K 
= j)K G :flK :: 6k 1 ]) 
/ 
und (6.66) 
.§ /V K -- D fJ x. 
,..." 
-I( -})K - ft· l) 
) 
~ -K 
- lJk R 
A; -
.DK ", !JI( .,_D 
p 
Die Umrechnungsformeln der verschiedenen Komponenten ineinander kann 
unter Verwendung der verschiedenen alternativen Darstell~ngsformen des 
Einheitstensors erfolgen. Aus 
D(P) 
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l) - A [) 
erhält man nach Vergleich der rechten Seiten und Inversion 
1(6.67) 
N~ - ~ 
Die]) bzw.l>11 stellen die .!uf die Referenzfläche (Basis flh bzw. /l ) 
bezogenen Komponenten von 11 dar; sie werden als die auf die Referenz-
fläche (genauer in den Fußpunkt auf der Referenzfläche) parallel trans-
portierten (geschifteten) Komponenten bezeichnet /-11 7. Die Komponenten 
""()( - - -
J/ bzw. l)oc sind die kontra- bzw. kovarianten Komponenten eines Flächen-
-J """' 
tensors, ~.,rährend .D bzw . .D..; invariant ist gegenüber Transformationen 




Entsprechende Darstellungen lassen sich für einen zweistufigen Tensor T 
(6.69) 
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ermitteln, indem man die Identität 
T = ---
für verschiedene alternative Formulierungen des Einheitstensors kompo-
nentenweise auswertet; natürlich kann man auch in (6.69) direkt die 
- -~e 
Basisvektoren GJ( und G mit (6.50) oder (6 .58) umrechnen bzw. _!~f die 
Basis AH bzw. RH schiften. Für die auf Referenzfläche (Basis /i bzw. 
~~ ) geschifteten Komponenten erhält man 
f t(r- ,s r~v SIJ s r T'~" 
fit"'= ,s i-1 $ N T /(t_~ I'V """ To~.J - $~ T~:s ) TJoL= s; T J~ I( L -
I"V 
-JJ 
'- I TJ3. 
~o( a~. t 1 $~ _" r- T ~ 
T.;. ~ s~ r<.f.J T, r ;=. ~ sj1 , r 
.::::..,.11 ,SH L 1< 
I IN == K R. N T, L -... "'ot. Si r;3 ,.., '" :~ _" r. :j T,J - ) T.:~ot. ==.Rot T. r ~So(_ r.6 
"V 
T:J - T! l 
,.., ~ .r J _"I 
~(J - R ~ ~!3 T;f =SJ s~ T;g--
IV R.s- s: T,l 7:3 - ll( 1!3 -,...." -
T~tw = R: ~~ ~~, ~ -1 -""' $- $~ /J j T.;o( - R«. IJs -
"' 
T.sJ - !;3 • 
Die Komponenten T~ bzw. T~ und f./> sind die Komponenten eines 
Flächentensors, d.h. sie transformieren sich bei Änderung der Flächen-
k . . T".._,"'l T..-v" 2ord~naten entsprechend (6.28). Analog transformieren s~ch , IJ , 
~J bezüglich des Indexes d. wie die Komponenten von Flächenvektoren. "' ~ ..-.:,; 
Ferner sind TJJ, T fJ und 7jJ invariant gegenüber Flächenkoordina ten-






6.4 Flächen- und Volumenelement 
Diese Zusammenstellung wird mit der Darstellung des Flächenelements der 
Referenzfläche und des Volumenelements im Schalenraum in Normalkoordinaten 
abgeschlossen. Für ein Flächenelement der Größe d.JI auf der Referenzfläche, 
- 1 - ..1 z.. 
das durch die Vektoren R-1 df) und fltu'E) aufgespannt wird (s. Skizze: 
Parallelogramm zwischen differentiell benachbarten Koordinatenlinien), 
gilt 
(6.72) 




dc/1 == (~x~}·ßJ de~det- m dt9 1c/CJ~ (6.73) 
Das Volumenelement im Schalenraum ist mit (3.5) und (4. II) 
( G
1 
x ~), 63 de"d&' dci' 
- IG derldtl-deJ c:- dd(~ ·~)dedede~ (6.74) 
Mit (6.50) wird aber 
(6.75) 
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und wegen (6.47) und (6.62) wird daraus 
Daher läßt sich das Volumenelement auch darstellen durch 
bzw. 
(G de"ae"t dB 3 
jdd-( s:J/IR de"dezde3 




Die bisher zusammengestellten Definitio~~n, Sätze und Ableitungen bezogen 
sich auf die undeformierte Referenzfläche :J' im ungesternten ("ruhenden") 
Beobachtersystem ~ • Ganz entsprechende Definitionen etc. können für 
die undeformierte Referenzfläche :f* im gesternten ("bewegten'') Beobach-
tersystem ~~ angegebenen werden. Alle dargestellten Aussagen sind natür-
lich direkt übertragbar. 
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7. Charakterisierung des Ersatzproblems 
In Kap. 2 waren schon die Grundzüge der allgemeinen Vorgehensweise 
beschrieben worden. Die hier zu entwickelnde Schalentheorie soll dadurch 
charakterisiert werden, daß als Teilbereiche, für die der 1. und 2. 
Hauptsatz erfüllt werden, materielle Linien betrachtet werden, die vor 
der Deformation senkrecht (Richtung RJ ) zur Referenzfläche stehen 
(Normalfasern). Das dreidimensionale Schalenkontinuum soll hier also 
durch ein zweidimensionales Kontinuum finiter Linienelemente ersetzt 
werden. Für die Deformationen in diesen finiten Linienelementen 
(Normalfasern) werde angenonnnen, daß der momentane Ortsvektor ·'? 
eines materiellen Punktes P (Koordinaten 9ot, GJJ.::e ) linear von 
der Dickenkoordinate 61 abhängt: 
I 
) (7. I) 
hier sind 
~: der Ortsvektor der deformierten Referenzfläche 
o( : e~n deformierbarer Vektor (Direktor), der nicht notwendig senkrecht 





wobei die Verschiebung der Referenzfläch~ durch 
. Die Verschiebung 
(7. 2) 
(7.3) 
gegeben ist. Der Direktor~. bezogen auf die Referenzkonfiguration, ist 
dann durch 
(7. 4) 
~n se~ne Kompenenten zerlegt. Der Ansatz (7. I) bzw. (7.2.) impliziert, 
daß materielle Punkte auf einer Normalen zur undeformierten Referenz-
fläche sich auch nach Deformation noch auf einer materiellen Geraden 
befinden, die aber i.a. nicht mehr senkrecht zur deformierten Referenz-
fläche steht; ferner können materielle Punkte ihren Abstand von der 
Referenzfläche ändern. 
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Neben dieser inneren kinematischen Zwangsbedingung (7. I) bzw. (7.2) 
könnte hier als Näherungsansatz für die Verteilung der absoluten Tempe-
ratur über die Schalendicke bzw. im finiten Linienelement 
ein quadratischer Ansatz gewählt werden. Anstelle der absoluten Tempera-






benutzt werden. Wie man später sehen wird, ermöglicht die Einführung 
dieser Größe zumindest eine formal exakte Integration der Entropiezuf~hr 
durch Wärmequellen ~T und Wärmeftüsse ~T . Für die Temperaturinverse 
wurde folgender Näherungsansatz gema~ht: 
+ e .A I J (7. 6) 
o( 
die noch zu bestimmenden Größen~~ 1-, 1 sind Funktionen von t) und 
i. Der in EJ quadratische Term ist für die weiteren Überlegungen nicht 
von grundsätzlicher Bedeutung, soll aber vorläufig noch mit berücksichtigt 
werden. Die Gleichung (7.6) bzw. 
A- (A r-
Q 
ist hier als eine innere thermische Zwangsbedingung für die Temperaturin-· 
verse aufzufassen. 
Als thermische Randbedingungen auf den Schalenlaibungen kommen die folgen-
den Situationen in Betracht: 
Laibungstemperaturen bzw. ihre Inversen vorgeschrieben, 
Wärmeflüsse normal zu Laibungsfläche vorgeschrieben oder die 
Wärmeflüsse normal zur Laibungsfläche sind bei Wärmeübergängen selbst 
als Funktion der Oberflächentemperatur und der Temperatur des umgebenden 
Mediums anzusehen. 
Von der thermischen Zwangsbedingung (7. 6) ~~r~ E~"S ~uE_ ~u- ~E.~~n_g~t!.· 
daß sie bei vorgeschriebenen Oberflächentemperaturen mit diesen ver~räg­
lich ist. Für die weitere Entwicklung der Theo~ie sollen hier aber nur 
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die beiden letzten Randbedingungen besondere Bedeutung erhalten, das sie 
von größerer technischer Bedeutung sind. 
Die beiden Ansätze (7.1) und (7.6) stellen zunächst mathematisch ge-
sehen nichts anderes dar, als einen Näherungsansatz für die Momentanposi-
tion einer materiellen Linie und der in ihr vorhandenen Verteilung der 
Temperaturinversen. Für das Weitere sind folgende Überlegungen von Wichtig-
keit. Wenn man daran denkt, die hier angenommenen inneren Zwangsbedingun-
gen in einem Q~~~~~~~~~E~Ei~~~!-~~~~!-~~-E~~!i~!~E~~' dann bestehen die 
in Kap. 2.2 angegebenen zwei Möglichkeiten, von denen hier die Zweite An-
wendung finden foll: Die aktuellen äußeren Einwirkungen (Volumenkräfte, 
Oberflächenkräfte, Wärmequellen, Wärmeflüsse an der Oberfläche) werden 
durch zusätzliche gedachte äußere Einwirkungen ergänzt. 
Neben den aktuellen äußeren Einwirkungenx wie 




t und t 
.;... 
auf den Laibungsflächen 0 und 0-
- Warmequellen 
- Wärmeflüssen und f - auf den Laibungsflächen Or- . und 0 
sollen zusätzliche, stetig ---·-" ____ , ;... verteilte äußere Einwirkungen wie 
- Volumenkräfte b A 
- Volumenmomente l >1 
- Laibungsbelastungen t + und 
SOWl.e 
1\ 
- Wärmequellen Y"' "' 
" - Wärmeflüsse f +- und ~- auf den Schalenlaibungen 
auf das Schalenkontinuum wirken. Diese "gedachten" Zusatzeinwirkungen müssen 
zunächst nur so beschaffen sein, daß sich in allen finiten Linienelementen 
der Schale bzw. in allen Schalenabschnitten, die durch die Laibungen und 
irgendeinen Randstreifen1begrenzt sind (Abb. II), ~i~-V~~t~i_l~n_g_ des 
momentanen Ortsvektors und die der Temperaturinversen entsprechend der 
Zwangsbedingungen (7. I) und (7.6) einstellen. Anstelle des aktuellen drei-
dimensionalen Problems wird hier also ein neues dreidimensionales Problem 
("erweitertes Problem") betrachtet, bei dem innere Zwangsbedingungen existie-
ren, die durch zusätzliche äußere Einwirkungen realisiert zu denken sind. 
~ II A 
~ Die Größen 6, b 1 J!. 1 1"', r sind auf die Masseneinheit bezogen, l: [~ ~ +-, ~- etc. auf die Flächeneinheit in der Momentankonfiguration 
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Die exakte Realisation der inneren Zwangsbedingungen in einem Gedankenex-
periment durch Zusatzeinwirkungen bedeutet die Lösung dieses neuen drei-
dimensionalen Problems; dies wird durch folgende _!o_k~l! _d_Eej.~i~eEsJ-?.?~_le_ 
Bilanzgleichungen beschrieben: 
~E~E&b~~b~~E~&~~b~~~Eg_ (nicht reduziert): 
A # 
!J?t :C (c + 1 f.>· />)- J~ f (h f b)~f> 
-V~.( {f T)r~) +V~' ~"Pv ' 
+ 






+ 17~ (tf)1} t- f;e f 
I 




Diese Feldgleichungen sind durch geeignete Randbedingungen für die Spannungen 
und Wärmeflüsse auf den Schalenlaibungen und auf dem Randstreifen der Schale 
zu ergänzen. Auch diese Bedingungen enthalten zusätzliche "gedachte" Rand-
größen, auf die später eingegangen werden wird. 
Es ist leicht einsehbar, daß sich nun aber ~E~E~!i~~-Yi~!~ derartige Zu-
satzeinwirkungen finden lassen, die alle den inneren kinematischen und ther-
mischen Zwangsbedingungen (vorgegebenen Verteilungen) genügen. Man denke nur 
dar an, daf1, es unter Beachtung der Zwangsbedingungen möglich ist, bei ~i!!:_ 
!':~E!i~~~! Vorgabe der Funktionen y:-( f)~{9~ t)l Cl ( IJ: e l.f t) und .{}- I e; e tl t)' 
11~ q 4 1 Z die erforderlichen Zusatzeinwirkungen zu berechnen: Mit Kenntnis 
der Stoffgleichungen und aktuellen Belastungen j; , "1"' etc. ermittelt man 
die Zusatzeinwirkungen einfach aus den lokalen Bilanzgleichungen (7.7), (7.8) 
und (7.9) und den Randbedingungen. Diese Willkürlichkiet und Unbestimmtheit 
kann nur durch ~~~~~~!i~~~-K~!~~E~S~E hinsichtlich der gedachten Zusatzein-
wirkungen beseitigt werden. Das oben beschriebene dreidimensionale erweit~r­
te Problem ~~~~~~~ mit derartigen zusätzlichen Forderungen soll weit~rhin 
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als ~E~~~~EE~~!~~ bezeichnet werden. Die folgenden Betrachtungen liefern 
zwangslos eine Reihe dieser notwendigen Forderungen. 
Zunächst sind zwei mathematische ~~~eEf~~d~~u~~~~ zu stellen, die aller-
dings von einer derartigen Allgemeinheit sind, daß sie nicht als geeignete 
Ausgangspunkte anzusehen sind; sie kommen erst bei weiteren Ableitungen 
zum Tragen. Wegen ihres Rahmencharakters sollen sie an den Anfang gestellt 
werden. 
Unabhängigkeitsforderung 
Die unbekannten Funktionen "1'-'(e;'&:r); tif&,-t&:f) und 
~~ ( e; e~ f} I H=0!.-11 l werden als de:c wesentliche Teil qer Lösung 
des Ersatzproblems angesehen. Zu ihrer Ermittlung soll die Kenntnis 
der Zusatzeinwirkungen nicht erforderlich sein. Dies bedeutet insbe-
sondere, daß die Lösungsfunktionen ~,ti 1 ~ allein durch die vorge-
gebenen äußeren Einwirkungen bestimmbar sind; hierbei wird natürlich 
die Kenntnis der Stoffgleichungen, Geometrie und Randbedingungen vor-
D ~ "' 
ausgesetzt. Die erforderlichen Zusatzeinwirkungen b 1 ~ 1 1- etc. 
werden daher erst nach Ermittlung der Lösungen :;t 
1 
d 1 1}- berechen-
bar. Andernfalls wäre die Lösung des ursprünglichen aktuellen Problems 
leichter als die des Ersatzproblems. 
Bestimmtheitsforderung 
Die Lösungen r I d und -4- I H:C1~Z stellen insgesamt neun skalare 
Funktionen dar. Dementsprechend soll das Ersatzproblem auf (mindestens) 
neun skalare, partielle Differentialgleichungen zurückführbar sein. 
Sind dagegen weniger Gleichungen als Funktionen vorhanden, dann erscheint 
das Problem als nicht geschlossen und eine eindeutige Lösung ist fraglich. 
Damit nun die Lösung des ~r~a~22~o~l~m~ eine Näherung für das ~~~u~!~~. 
dreidimensionale Problem darstellt, müssen folgende, physikalisch 
unmittelbar einleuchtenden Forderungen erfüllt werden: 
(A) Energie - Forderung 
Formuliert man die integrale· Energiebilanzgleichung· (1. Hauptsatz) 
des erweitert~n Problems für ein finites Lini~nelement bzw. einen 
Schalenabschnitt~, dann sollen die gedachten Zusatzeinwirkungen keinen 
Beitrag zur Gesamtenergiebilanz liefern (keine Energiezufuhr), und zwar 
~der durch die Schalenlaibungen und einen Randstreifen begrenzt ist (Abb. II). 
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(Al) für jedes beliebige Linienelem~nt bzw. jeden beliebigen Schalen-
abschnitt (abgeschwächte LokalisierungsfoTderung) 
(A2) für alle Beobachtersysteme 
(A3) und nicht nur für alle vorgegebenen aktuellen äußeren Einwirkungen, 
sondern auch für alle denkbaren (d.h. für alle thermomechanischen 
(Prozesse) .-:l{ 
(B) Entropie - Forderung 
Hinsichtlich der Clausius-Duhem Entropieungleichung (2. Hauptsatz) 
soll für das erweiterte Problem verlangt werden, daß die Entropie-
zufuhr (Entropieproduktion) durch die gedachten Zusatzeinwirkungen 
in einem finiten Linienelement bzw. in einem Schalenabschnitt als 
Ganzes verschwindet, und zwar 
(Bl) für jedes beliebige finite Linienelement bzw. jeden beliebigen 
Schalenabschnitt 
(B2) für alle Beobachtersysteme 
(B3) und insbesondere für alle denkbaren aktuellen äußeren Einwirkungen 
* (d.h. für alle thermomechanischen Prozesse) 
Mit diesen Forderungen wird erreicht, daß für das finite Linienelement 
bzw. einen Schalenabschnitt die Energiebilanzgleichung und die Entropie-
ungleichung des Ersatzproblems mit den entsprechenden Prinzipen.des 
aktuellen Problems übereinstimmen, sofern dort der angenommene Funktions-
typ für die Verteilung des momentanen Ortsvektors und der Temperatur-
inversen als der tatsächlich vorliegenqe anges~hen w~rd. Die Lösung des 
Ersatzproblems erfüllt den I. und 2. Hauptsatz, wie sie für das aktuelle 
Problem im Linienelement gelten, aber eben nur für das ganze Linienelement, 
nicht für Teile (Punkte) davon. 
Ob diese zusätzlichen Forderungen (A) und (B) ausreichen, um di~ oben 
erwähnte Unbestimmtheit vollständig zu beseitigen, kann diesen Forderungen 
gleichwohl nicht unmittelbar angesehen werden; dies hat die folgende 
mathematische Analyse zu zeigen. Hierbei ist auch zu klären, ob diese 
Bedingungen widerspruchsfrei sind und gegebenenfalls Redundanzen ent-
halten. 
Dies schließt auch praktisch nicht realisierbare Einwirkungen ein. 
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8. Auswertung der energetischen Bedingungen und der Invarianz-
forderungen 
8. I Integration der Energiebilanzgleichung für das "erweiterte Problem" 
über die Schalendicke 
Für irgendeinen Schalenabschnitt, der durch die Laibungsflächen 0~ und 
0- und den ganz im Schaleninneren liegenden Randstreifen CF (Abb. II) 
begrenzt ist, lautet die integrale Energiebilanzgleichung des Ersatz-
problems: 
I( ) (8. l) 
+f{J 
Hier sind ~m einzelnen 
K Gesamte kinetische Energie 
Gesamte innere Energie 
Gesamtleistung der aktuellen Volumenkräfte 
" 
Gesamtleistung der zusätzlichen Volumenkräfte b 
- r 
Leistung der aktuellen Oberflächenkräfte t - auf den Laibungs-





der zusätzlichen Oberflächenkraft t L auf den Laib~ngs­
J 
0 -+ und 
-
Leistung der Kontaktspannungen i auf dem Randstreifen 
!. 
Gesamtleistung der zusätzlichen Volumenmomente 
ff~ Gesamte pro Zeiteinheit zugeführte Wärme durch die aktuellen 
Wärmequellen ~"/"' 
..... 
.. . und entsprechend für die zusätzlichen Wärmequellen ~ 
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H~Cr- Durch Wärmeleitung über den Randstreifen C;::. zugeführte 
1-!CfL.. 
Wärme 
Durch Wärmeleitung über die Laibungsfläche~ zugeführte aktuelle 
Wärme 
A 
f4L Durch Wärmeleitung über die Laibungsflächen zugeführte zusätz-
liehe Wärme 
Der Gesamtausdruck in der geschweiften Klammer stellt die zugeführte 
Energie (pro Zeiteinheit) durch die zusätzlichen äußeren Einwirkungen 
dar. 
Es soll davon ausgegangen werden, daß die in (8. I) auftretenden Volumen-
integrationen in der Referenzkonfiguration der unverformten Schale aus-
zuführen sind. Führt man formal die Integration über die Schalendicke 
durch, d.h. integriert über ein materielles finites Linienelement, 
dann erhält man im einzelnen 
Kinetische Energie: 




J~·= J lf "~o re/ cle J (8,3) ) 
-s 
Innere Energie: 




4 f !f ~~ c de E.·-0 ?~ -s· 
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Leistung der Volumenkräfte: 
b . :1 + g" 6 . d J d rA 




l~ 6 f I;.~~ {; (8.8) 11-t-?'I (e) J.e' 0-1 • . - M= -
1\ ' -t ?(; ~ ..... s~ 
Leistung der Laibungsbelastungen 
Für die aktuellen Laibungsbelastungen sei hier einschränkend davon 
ausgegangen, daß die Laibungsflächen allein durch hydrostatischen 
Druck )? belastet werden; Einzelheiten der Rechnung sind im Anharig (A3) 
zu finden. Man erhält 
(8.9) 
A 
Die Leistung der Zusatzbelastungen und wird mit den De-
finitionen 
1\ "' do:t -+- - r t- - t- IOn,t 
~ 
(8. 10) 






f [ t 1-f f s 1- - t -~-s} j} d /1; 
(8. 1 1) 
Leistung der Kontaktspannungen auf dem Randstreifen ~F Lm Schaleninneren: 
Es ist mit Gleichung (4.55) 
(8. 12) 
-
wobei N der äußere Einheitsnormalenvektor auf dem Randstreifen 
in der Referenzkonfiguration ist,~ der Piola-Kirchhoffsche Spannungs-
tensor 2. Art* und ~ der Deformationsgradiententensor. Um die Inte-
gration über die SchaLendicke auszuführen, müssen die Terme im Inte-
granden durch Flächentensoren dargestellt werden. Zunächst ist 






- ds Ds ) 
--- S 11 A f./ -~K - F;3 0J AN K M 
Wir merken an, daß hier explizit die Existenz des Spannungstensors 
vorausgesetzt wird; zum Nachweis seiner Existenz ist die Erfüllung des 




Unter Beachtung von (6. 18) sow~e (6.49) und wegen 
z,t:i 
QS = 0 





F = 4 
- <[k 
(8. 14) 
~K= ~K -r ( c}J))J< /(=12;3 
J-
(8. 15) 
flo<. := ~0( f- e d)ol. ) ol. = /ft l. 
1;)/J - d j 
N -
T rkL Gk. @ G-~ TkL Hvc@ R~.,. 
/V k:L sk $" TRP T ~ R p 
J 
..... 
wobei TkL die auf die Referenzfläche geschifteten Komponenten des 
Piola-Kirchhoffschen Spannungstensors sind. Damit wird 
k. _.., 
/V sr- -- s J( F! - ßJ( (f) R M T Fis® Rr 
- -1 /( ".." 
- AK @ r;, sh ThT 
- -r ()t" 
und wegen flr • f1 = CJ T 
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_ _ -1 K .::..H1 ro< Je!Jd de:3 cs.17) f F r J 11 d o~ == A K 0 f1 1 t-1o< rJ (3 d s s · 
Beachtet man noch 
dann wird das Spannungsleistungsintegral (8. 1·2) über den Randstreifen 
1 ~, [7<- d 011 = p ; · { F I) # dOp_ 
Cp Cp 
~ { I jst-1 r< ....., i1(" ~ ~ J 
= r 1Z, :r, .. -s-S,., T ~n 01' de 
s+ 
I/ , - .:. ) ( ;1 o( 'V Ht r-1 ~ .$ J 
rr_/f-,~ci. -fc/.ofo< j_0M T frs ~~ {) dB 
-..s 
s+-
J- i · l,"- j S: fltt to s-; (ef dt/ 
-s-
.sl-J -1 J N S'!J de:: • rkrc + 1-6 i SM )'(, J'5 ~ --s 
~f . 
fS~ J ~ -- 'V 1-ft" s~ e;j de /Je ds + ol. .;[ T ~g~ ~ 9s 
- .s-
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Die Integrale über die Schalendicke lassen sich noch übersichtlicher 




T ;t<J s; 
!J" ~ T H~e=ts S ~ 
Der Term 








-1 s: s; ~~r s~ T R.P s~ 
s: ~ (~ s~ ~ To<P 
$' e $' T<ir 
ii ~t,df5 ß 
-1 11 <V ~ 
,5~ $R.. ~p ~(S ,5(-> T R~ 
,s: ~~ ~ sf. ~ TJP 












wird daher das Leistungsintegral flc_ 
r-
A{_ i( , f!w;r /Y-', ~~ r (;) 
..! -)11/(T 
1- ( ;j' ÄcJ. + d~r- (8.21) Iot 4 
.!.. 11 rll{ t d I d,ol_ .z 
' 0.71 + :Y.,,d 
0 J"' ~&~ dc , &71 f c[,J 'flc-71(6 9 s ./, 
"" 
r;;e4 
Der Term f7i(3 CJ :S ist_ ~ie 
- oll 
normalenvektors V.:::: Y;r fT 
kovariante Komponente des äußeren Einheits-
auf der Randkurve C in der Tangential-
ebene; denn (Abb. 12) 
!/ = s X R3 
r"•-u I-
und wegen (6. 18) wird 
'df3/?. -T -i/ 
C)s f1 :: Yr f} , (8.22) 
* Das Integral (8.21) über die geschlossene, als glatt angenommene 
Randkurve C , soll noch ~n ein Flächenintegral überführt werden, das 
später benötigt wird. Das Green-Gaußsche Theorem für Flächen 
lautet /-75, S. 39 7 
1 ~~Ti dcfl -= 
u5f 
j m (iri Y'Xr dA 
t4 
(8.23) 
t 'liT v, d 5 
kontravariante Komponenten eines differenzierbaren Flächenvektors 
x Tangentenvektor S eindeutig ~n allen Punkten von ~ 
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Nun ist der Integrand von (8.21) e1n Skalar und da 
die Komponenten eines Flächenvektors bezüglich der Ausgangskonfiguration 
sind, kann. die geschweifte Klammer in (8.21) als kontravariante Komponente 
eines Flächenvektors aufgefaßt werden. Daher wird mit den Green-Gaußschen 
Theorem 
j fr iAo<./3- M' o<A - !.) A -;) ~ = c IL 'i' -r;,. + ~~ d~,~. + '(' dr -r 
.;-{!;(''\," r-ljaflJ.:" r r;/tZid})jJ d.s 
=/( f [!~ ~"- rlj "!1 d,., + 9 13 J 1;1> '; 
eR 
1-- [11o(13 ?A t l:t &<(J I + Q(J d ~ A I d. 
-1 Iot. ,(" tJ1, Jo/. A j ~-
• --
Gesamtleistung der zusätzlichen Volumenmomente: 
Entsprechend (4.7) ist 
A 1\ 




Mit Gl. (3.63), (3.15)
3 
und (3.20) 2 wird 
w- = 1 \7 X r = rr X An -= {!{'x Aoc + t X ß,.3] 
= f_ J(!f1}z r&t4J-)xd]x{~.+GcLJ 
I 
f [ d X ( i;_, f(;) d,1 )} :< [ ~~ 1- 8 d;z] 
f [ ('7'J
4 
+ 8 c{) X (7-IL f {) d,)} X ;j j 
- 1 rfh_.td)x~1 




X~~) X d 
I 
f- ( i;;., X I))< d/4 f ( d X li;-1) y d;:l-
+ h1x l,~)/ ;t f ( tir/ ~,)x ci} e 
+ ( cZ;. ;( d~,) x l?f. ] fe /} 
- 111' 
0 .. f(e/}. 
-120-
Wir bemerken hier zunächst, daß wegen 
I GI 
= jl if' 
der Faktor ~Yj' proportional zur Momentandichte ~ ist und damit von 
den Verformungen abhängt; daher ist 4;f~ selbst noch eine Funktion der 
Dickenkoordinate e~eJ; auf eine explizite Darstellung kann hier aber ver-









wird das Leistungsintegral der Volumenmomente 
i- t. ;;rjdfi 
J (, ' (8.27) 
Für weitere Überlegungen ist es vorteilhaft den Integranden nach den 
Raten der Größen TJp~., und J: zu ordnen; man erhält unter Beachtung 
des Vertauschungssatzes für Spatprodukte 
1\ 
1\ 
!_ f f rt ;( r~ xd) + e x( tltxd)j. "' II - 7;_., ). 0 1/1. ", 
L tA 
1\ e X (d-X dN)j. -1- ;_-f X ( d J( ?j") -1- 'l!t 
0 "'1 
II .t: I> 




f x ( dx~"") }d 
. -




oder bei Verwendung des Permutationssymbols e o<-(3 (6. 1 7) 
2 
A 
.:! f(e cl(3 r i x( F, xtl) 1- {X fcZ4 xi(j. ~"'-
2 L o ,/.3 -1 
fi 
1-- e «4 { ~ x ( ":;< xd) f- { Y- (,Ir/ j J] };"_ 
A 




Zu~eführte Wärme durch aktuelle und zusätzliche Wärmeguellen 
Mit (4.9) und (4.13) sind 
flr ! <Sn '~'"' d ~ - I;~ !dclt (8.29) - 0 
Vn tA 
A 









~ {/f ~ '~' afJ (8.31) -0 ~'!<-
-.S 
s,t-
;( A I lf g,. 1\ d8 7'" - tn ?-" (8.32) 0 -s-
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Zugeführte Wärme durch Wärmeleitung über den Randstreifen: 
Die durch Wärmeleitung durch die Oberfläche des Schalenabschnitts 
zugeführte Wärme läßt sich in die Anteile, die über die Laibungsflächen 
o+ und 0- und Über den Randstreifen C,e: zugeführt werden' 




läßt sich NdOc~ als Flächenvektor darstellen, so daß 
s,.. t 1,. 'N dqF "'t f [ 1 ~"- s: o/B Jlf.;.. J il~ ~r'J} ds. 
Wegen 
~~ 
k - " . J -~ f/1f(, Gk. !/n ~o(. + 5/ 'YI., G .1 
Gei ::)<f"- G3 - 113 - o~.. Pr 
wird 
Verwendet man (8. 18) sowie (8.22)z und definiert 
s+-




dann wird schließlich unter Beachtung des Green-Gaußschen Integralsatzes 
(8.23) für Flächen 
(8.36) 
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Zugeführte Wärme über die Laibungsflächen~ 
Es ist 
(8.37) 
wobei die beiden Integrale jeweils über die Laibungsflächen ()f und 
(/-zu nehmen sind; man beachte, daß nur bei einer Schale konstanter 
Dicke ( ::.. [ s -I :::: tJn , t ; 
gilt. Mit (8. !0) wird allgemein 
(8.38) 
Damit ist der Energiesatz formal durch Integrale über die Referenz-
fläche ~ dargestellt und damit auf eine 2-dimensionale Form gebracht. 
8.2 Folgerungen aus der Bedingung (A2) (Beobachterinvarianz der Energie-
Forderung) und der zweidimensionalen Energiebilanzgleichung 
Für die hier diskutierte Schalentheorie lautet die Energie-Forderung (A): 
Die gedachten äußeren Zusatzeinwirkungen liefern keinen Beitrag 
zur Energiebilanz eines Schalenabschnittes, der durch die Laibungs-
flächen 0+- und 0-sowie einen ganz im Schaleninneren liegenden Rand-
streifen CF begrenzt ist (Abb. II), d.h.: 
1\ II II 1\ II A 
tl:= ~ r ~ 1- H~ +- H1L + t{! o; cs.39) 
und zwar 
(Al) für beliebige Schalenabschnitte oder mit anderen Worten für belie-
bige Integrationsbereiche~ der Referenzfläche (abgeschwächtes Lokali-
sierungspostulat), 
(A2) unabhängig von der Wahl des Beobachtersystems, 
(A3) wie auch immer die aktuellen Einwirkungen beschaffen se~n mögen. 
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Die Energieforderung (8.39) zusammen mit der Bedingung (Al) führt auf die 
zweidimensionale lokale Form der Energie-Forderung: Die gedachten Z~satzein­
wirkungen liefern keinen Beitrag zur Energiebilanz irgendeines finiten 
Linienelements (materielle Faser, die durch die Schalenlaibungen begrenzt 
ist und die vor der Verformung normal zur Referenzfläche stand~ Normalfaser). 
Wenn die zusätzlichen Einwirkungen die Forderung (8.39) erfüllen, dann ver-
einfacht sich die Energiebilanzgleichung (8. I) des erweiterten Problems zu 
, 
c+K- (8.40) 
Wenn (8.39) unter den Bedingungen (Al)-(A3) zu erfüllen ist, dann ist auch 
(8.40) unter den Bedingungen (Al)-(A3) zu erfüllen. D.h., (8.39) mit den 
Bedingungen (A1)-(A3) ist equivalent (8.40) mit den Bedingungen (Al)-(A3). 
Mit der Forderung (8.39), die unter den Bedingungen (Al) bis (A3) erfüllt 
werden soll, lassen sich weitere Bedingungen für die zusätzlichen äußeren 
Einwirkungen ableiten. In diesem Kapitel soll zunächst neben (Al) ausschließ-
lich die Bedingung (A2) ausgewertet werden. Insbesondere ist dabei die Frage 
zu stellen, inwieweit (Al) und (A2) ausreichen, um 2-D-Bewegungsgleichungen 
für die Schale zu gewinnen und welche zusätzlichen, bisher nicht aufgeführ-
ten Annahmen gegebenenfalls hier eingeführt werden müssen. 
8.2.1 Invarianz der Energie-Forderung für die gedachten Zusatzeinwirkungen 
bei Beobachterwechsel 
A 
Es wird zunächst die Forderung /t.k. 0 unter den Bedingungen (Al) und (A2) 
analysiert. Dazu ist es notwendig, die erforderlichen Transformationsgesetze 
anzugeben. 
8.2.1 .I Transformationsgesetze 
Die kinematische Zwangsbedingung gilt sowohl ~m "ruhenden" wie auch "bewegten" 
Beobachtersystem 
(;:;:- +t9ZJ- o 
{ :::r- ~ + E/~-cZ Jt-) = tJ ~. (8 .4 I) 
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Da die materiellen Koordinaten in beiden Beo9achtersystemen zahlenmäßig de~-
• ol.- .... "' ?I' 
selben Wert darstellen, gd t f} -8 und {}= (!) ; mit dem TI;"ansformations-




Q ( !'-' r e ;[ - c) ( ~ ~ + e d Jf) :::: 0 ;f. 
bzw. 
+ e ( a c1- cl)- -;f-0 
- 1'1 r-




Daraus ermittelt man dann die Transformationsgesetze für die Geschwindig-
keit materieller Punkte auf der Referenzfläche sowie die Direktorgeschwin-
digkeit und die entsprechenden Beschleunigungen: 
(8.43) 
~(- . 
d == ()d a (wxd) 
::v~ = Q ; + C lf r (J (w >< ( ü X:;) - Lv X :y..) -2 g ( ß X ~) 
,, ,, • - _,! 
d f- =- 0. d + Q ( w x (;:; xd) - cv x d) - 2. g ( ZJ x d), 
Entsprechend den Transformationsgesetzen (4.41) - (4.43) gilt für das Er-
satzproblem 
1\ A 
r-+ - { 0 () 
(t)~ = " - +-Q tl<, 
(8.44) l<. 
{ jf).t) * " - @- 1-- ~~ 
Diese hier angebeneu Transformationen gelten für beliebige C und a . Bei 
Übergang auf ein gleichförmig translatorisch bewegtes Beobachtersystem ist 
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a 1\ -R t/us f. - unabhängig von der Zeit 
..!..{- ~ c:. = ttJUs I . unabhängig von der Zeit 




6 - 06 ) '11.-~ 0;-1 
-n. .,.,_._ 
A A (8.45) .... .+-
t - Q t J.n_ .: ~41 l-
"'ht 'k-1 
-lf -6 Qb .-'11 ::::. q-t j • "f1 - 'h-
Bei Übergang auf ein beliebig rotatorisch bewegtes Beobachtersystem ist 
~ -~ 
c - 0 
Q - Q {e-) I olbr o =- -~- -1 sonst beliebig , - - ) 
~ ~ 
Für die Momente l des Volumenmoments L gilt mit (4.66) 
h. 
A ;f L e - Q /1-} e (8.46) 
.."..... 11.-
A. 
dagegen läßt sich für die 
-
Momente der Volumenkräfte f und ~ direkt e~n 
Transformationsgesetz nicht angeben. Entsprechend Gl. (4.65) gilt nämlich 
A 'lf •• II 
(l + b) - -p ~ (8.47) 
wobei J0 der kinematischen Zwangsbedingung gehorcht. Man erkennt, daß sich~ 
aus der Beziehung (8.47) separate Transformationsvorschriften für 6 und b 
- A 
und damit für ~ und 6 nicht ableiten lassen. Diesen besonderen Aspekt wer-
" -11 
den wir im folgenden sorgfältig beachten müssen. 
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8.2.1.2 Übergang zu gleichförmig translatorisch bewegten Beobachtersystemen 
Die energetische Bedingung (8.39) lautet im bewegten System 
A 1\ ' A-if A f- 1\ x-
*" J/+ ~ ~ f- -1- flr f HrL -1- - 0 (8.48) L 
Mit den Transformationsgesetzen und unter Beachtung von (8.39) folgt dann 
aus (8.48) nach Lokalisierungx 
1\ A ~ a f!~~ + ( ~~r f 1' + ~-! •) l . tf- 0, 
..!.jf 
Da C beliebig ist, ergibt sich 
() (8.49) 
Damit ist diese Invarianzbedingung ausgeschöpft. Diese Bedingung läßt sich 
sehr einfach interpretieren: J stellt die ~e_s~~t_:!:~r~~<!e_ der auf ein mate-
rielles finites Linienelement wirkenden ge_:i~c:_h}~~ 3~~e!'~~ }_;.t~~t_z~~~f_t~- dar, 
von der - wie hier abgeleitet wurde - zu verlangen ist, daß sie verschwindet. 
8.2. 1.3 Übergang zu beliebig rotierenden Beobachtersystemen 
Aus der Bedingung, daß die Energie-Forderung (8.39) auch für beliebig rotie-
rende Beobachtersysteme erfüllt ist, folgt zunächst nur 
A 
t!e*), (8.48)1 + 
Die Energieterme auf der rechten Seite transformieren sich mit (3. II) und dem 
Permutationstheorem für das Spatprodukt wie folgt 
h<- ~ -0/(r-x[~'(+~-rl 
X 
r/1 t-1 X [ -t; r s' - ~k-r S-~drJI (8.50) 
Lokalisierung heißt, daß die Forderung (8.39), die das Verschwinden eines 
Flächenintegrals darstellt, für jeden beliebigen Integrationsbereich cA zu 
erfüllen ist; der Integrandvon (8.39) muß daher verschwinden. Dies ist iden-
tisch mit der Bedingung (Al), 
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(8.50) 
Daher wird aus (8.48)I mit (8.39) und (8.50) 
~~= rWo reoj(~xrt:"t+ik-rJ 
fdx[t;(s,_- tk-fs}jdo~~ 
~ A 
+ W • &(F )( etX.ß[ lx (i- )( d) +-f X ( ;;A ~d)] j l_; I !X. o I ,<3 .-, '" '.J ( 8 • 5 1 ) 
rA II I'( 
f~xe~1 j,x (~/J x cl) r fx (~ xd)} 
-1\ I( -
f l x L { x (:r;"x ~:~.) + f x ( ?j"x d1J. 1- ~~x ~z) 
+ {X ( d;,x~,)j} dA 
Mit diesem Zwischenergebnis hat die Bedingung (A2) den Charakter einer Trans-
A 
formationsvorschrift für Wb bekommen. 
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Die Invarianzforderungen gelten natürlich nicht nur für den Energiebeitrag 
A 
der gedachten Zusatzeinwirkungen fl, sondern auch für (8.40). Es werden daher 
im folgenden zunechst die Konsequenzen der Invarianzbedingungen bezüglich der 
Energiebilanzgleichung (8.40) untersucht. 
8.2.2 Invarianz der zweidimensionalen Energiebilanzgleichung bei Beobachter-
wechsel 
Unter der Voraussetzung, daß die Zusatzeinwirkungen keinen Beitrag zur Energie-
bilanz eines Schalenabschnittes liefern,gilt Gl. (8.40), die unter Beachtung 
von (8.2), (8.4), (8.6), (8.9), (8.24) und nach Ausführung der Zeitdifferen-





8.2.2. I Transformationsgesetze 
Bei Übergang zu einem beliebig bewegten Beobachtersystem transformierten sich 




Das Transformationsverhalten von 
~ 
~ 13 ! " und ÖY.J :t /'!:- r~~ folgt aus den 
Definitionsgleichungen (8.19), (8.20) und (8.35) für diese Größen und aus den 
Transformationsgesetzen für den Piola-Kirchhoffschen Spannungstensor 2. Art 
Gl. (4. 70) und den Wärmeflußvektor '/-;< Gl. (4 .43)2 
T --KL /' / =- I 0 K.. @ <..7 '-
T - ~ T @
1 
> 
9n - ~'k k (;K 









Für das Transformationsverhai ten von b b ergeben sich hier di~ sc;hon oben 
' 0 1 
(S. 126) erwähnten Schwierigkeiten. Bei tibergang zu einew unbeschleunigt trans-
latorisch bewegten Beobachtersystem gilt entsprechend (8.45) 1 
t8.57) 
A 
al - .." J 
Bei Ubergang zu einem beliebig rotatorisch beschleunigten Beobachtersystem 




Diese Beziehung wird weiter unten Anwendung finden. 
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8.2.2.2 Übergang zu gleichförmig translatorisch bewegten Beobachtersystemen 
(Bewegungsgleichungen 1. Art) 
Verlangt man Forminvarianz des Energiesatzes (8.52) gegenüber Wechsel des 
Beobachtersystems, dann lautet der Energiesatz im "gesternten" (bewegten) 
System zunächst generell 
(8.59) 
hier ist zu beachten, daß das Transformationsverhalten von .!/ ~ schon be-
rücksichtigt wurde und daß die Koordinaten (!!)«. im "ungeste':nten" und 
"gesternten" System die gleichen sind, da die materiellen Koordinatennetze 
im System ,f' und $*durch Starrkörperbewegungen zur Deckung bracht werden 
können. Speziell bei Übergang zu einem gleichförmig translatorisch bewegten 
Beobachtersystem ~~ (Galileitransformationen) folgt aus (8.59) mit (8.52) 





..!.Jf e T ..:+ ..!.~t" Q 




f'!;, d -r Jo 
!/~ ci,._ T !J~d};) dA o. 
Da dies für alle Integrationsbereiche ~ (Lokalisierung) zu gelten hat, 




Diese Bedingung wird als der Impulssatz für e~ne materielle Linie (finites 
Linienelement) aufgefaßt; sie soll auch als die Bewegungsgleichung I. Art 
bezeichnet werden. 
8.2.2.3 Übergang zu eLnem beliebig rotierenden Beobachtersystem 
(zweidimensionaler Drehimpulssatz) 
Bei Übergang zu einem rotierenden Beobachtersystem S'Jt wird zunächst aus 




-f- ( lj ~ lf;d + fl<i.(JJ~ +{2 4c!)~ ·(J -i3xd) 
). I 
I HeiA + tJ ?)a_ +- fti!l -." dlo<. &-1 (. -1- 9 ri =-. - -;;,<3 - {.:; .X r ,v.z ) 
(8.63) 
Unter Verwendung von (8.58) läßt auf der rechten Seite die folgende Umformung 
vornehmen: 
(8.64) 
Das hier auf der rechten Seite auftretende Integral über die gesternten Grös-
sen stellt nichts anderes dar als die Leistung der zusätzlichen· Volumenkräfte 
n/b~ im bewegten Beobachtersystem; dieser Ausdruck ist aber durch die Trans-
formationsvorschrift (8.51) gegeben. Daher wird aus (8.64) 
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;t*-j fYJ, l - §"'.;;. - ~71, i] :j 
- w 0 ( ~ )( !~€ - t7G ; - J~ 
W • ( d X l~~ - !~ ; - i % 
~ 
W • ( .:r )( %R ~ ) 
w . ( ;[ >( f?l t) 
:t]) 
;i;) 
~ /1 A. A 
w • ( ~ X [ f~r- f r + l 'k-- ~ b]) 
- W • ( ;z X [ ~ r 5' - ~- r S-]) 
·- W' 21;:;:- x ec<!3(j x r~ xd)f t x (~/l xJ)j 2 \'')d L ~ )~ ~ 
f ] x e;t11[t X (;;:. X cl)-+- i X ( ~IJ X d) 7 










Setzt man de~n für L erhaltenen Ausdruck (8 .65) in (8 .63) e~n, 
(8.65) 
und beachtet 
die Energiebilanzgleichung (8.52) im ruhenden (ungesternten) Beobachtersystem, 
dann heben sich die durch Unterstreichen gekennzeichneten Terme heraus, so daß 






~ : = r >< ~1 -.f"< :; - }'P. d f 1(1 
+ ( l;t"-1 -r,., + !!«;$ d,., f- 9 4; )0 J 
f d X {,~6 -1~ ; - t~ ;i + :J/f 
( hoi(J -
.;.. "' ~(1( + 
Hr~/3 ~ 
~ o(« + q 11):~] 
I 
- [ )1 tx(J 11 rtiJ - rJ(Jd] + r X ;f1 o~. -1- 1 d)OI. + )/3 eJ 
- [ f1«(J IJ ol/1 ti (JIJ d 1 f oi;/3 X " -i;Q( f -1-.t 10/. .., 
(8.68)' 
A A 
~ : = r X lb~i + ( ll/~ r + tf<,- r) 1 
~ 
+CI x [r'Jli +- ( t; f ts1-- r~- t- s) 
" 
+ i(; -r I i}~ X :;;., l) + { X ( ~ .. Y d, l. .f- dl< y r, < ) 
+ ~ X ( ~- X ~))) 
Da (8.66) für beliebige rotierende Beobachtersysteme gilt, ist ~ beliebig 
und daher muß das Integral in (8.66) verschwinden; da dies für beliebige 
Integrationsbereiche ~ zu gelten hat (Lokalisierung), muß der Integrand 
gleich dem Nullvektor sein 
(8.69) 
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In Analogie zu den dreidimensionalen kontinuumsmechanischen Problem soll 
die Bedingung (8.69) als der zweidimensionale lokale Drehimpulssatz der 
Schale bzw. der Drehimpulssatz für ein materielles finites Linienelement 
bezeichnet werden. 
Sind der zweidimensionale lokale Impulssatz (8.62) und die Kraftbilanz-
bedingung (8.49) für die gedachten Zusatzbelastungen erfüllt, dann fallen 
die durch ff ... J7 gekennzeichneten Klammerterme in Gl. (8.68) heraus. 
Der verbleibende Ausdruck~ für J? lautet 
A A A 
d-x [f~f f fl ftsr-- ~;_-f-.s-)} 
A A 
f d x jj-j x (:f;-f x ~-L) rjx(f_,x~z + txc{-1) 
fj ~ (t4" J( ~.!)} 
.t (8.68)I 
A A 
fd/ot x 1 eKfd{jx(,;;!lx))-1-{x(~t1> xl)J. 
Die Interpretation der ersten Zeile ist offensichtlich: Sie stellt das r~sul­
tierende Moment der Zusatzvolumenkräfte i und der Zusatzbelastungen tkt 
auf den Laibungsflächen für ein finites Linienelemertt dar, u.z. bezogen auf 
den Schnittpunkt der Referenzfläche mit dem Linienelement. Nach dieser Inter-
pr~tation liegt es nahe, die übrigen, recht komplex 
;oNd als die Resultierende der Volumenmomente 1: 
erscheinenden Terme in 
"' .rr 
l .· - f lf '?'< ; tl~ 
0 
zu interpretieren. Durch eine längere Nachrechnung, die hier nicht dargestellt 
wird, wird dies bestätigt. 
~) 
Man beachte, daß diese Terme in der integralen Energiebilanzgleichung (8.40) 
nicht enthalten sind. Die Tatsache, daß für die aktuellen und zusätzlichen 
Volumenkräfte separate Transformationsgesetze nicht angehbar sind, führt 
dazu, daß diese Ausdrücke hier wieder auftreten. 
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8.2.2.4 Folgerungen aus dem zweidimensionalen Drehimpulssatz 
(Bewegungsgleichungen 2. Art und Orthogonalitätsbedingung) 
Trägt man jetzt der Vorstellung Rechnung, daß der zweidimensionale Drehim-
pulssatz für die Schale neben dem zweidimensionalen Impulssatz einen weite-
ren notwendigen Satz von Bestimmungsgleic~ungen (Bewegungsgleichungen) für 
die beiden kinematischen Größen :::;:.. und d liefert und beachtet ferner, 
daß diese Größen allein durch die aktuellen äußeren Einwirkungen und nicht 
durch die Zusatzgrößen bestimmt sind, dann ist als ~~i!~E~-~~~!~g~g_fg! 
~i~-~~~~~~gr§~~~ zu verlangen, daß ihr Beitrag im lokalen zweidimensionalen 
Drehimpulssatz (8.69) verschwindet, d.h. 
0, (8.70) 
Mit diesen weiteren Voraussetzung für die Zusatzbelastungen reduziert sich 
der zweidimensionale lokale Drehimpulssatz schließlich auf 
:: ;r K ll~<v i- g ; - _f d -t ~ 
1 " "?e .t~ CF 
f (lj"fJ;;;« + f1 ·~,., "§2 5/);J ] 
- [11 t;lfJ H (11/1_ -~-aß 1] 




Bevor (8.71) im einzelnen analysiert wird (S. 139), sollen noch einige Bemer-
kungen zu der Forderung (8.70) für die Zusatzbelastungen angefügt werden. 
Hinreichende, aber nicht notwendige Bedingungen für die Erfüllung von 
(8.70) wären die Forderungen, daß die Ausdrücke in den eckigen Klammern von 
(8.70) verschwinden. Wenn man z~sätzlich verlangen würde, daß diese Terme 
unabhängig von d, ,;;;"' und t>S c.t sein sollen, dann wären diese obigen Be-
dingungen nicht nur hinreichend, sondern auch notwendig; man beachte hierbei, 
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-
daß die kinematischen Größen rJ- ?';o~_ , d,~a~, wegen der Unabhängigkeits-
forderung allein durch die aktuellen Einwirkungen bestimmt sind und wegen 
der Manipulierbarkeit dieser Größen unabhängig voneinander beliebige Werte 
annehmen können. 
Eine besonders einfache Interpretation kann für (8.70) gegeben werden, 
wenn wir festsetzen (1), daß das Ersatzproblem keine VolumJnm~en3e ent-
hält; dann ve .. rschwinden die "Momente der Volumenmomente" L 
1 
1.. ~ iden-
.... e> '1 I .t. 
tisch und ~~ vereinfacht sich zu: 
.I:! 1\ A ,A ~ 
J ;< !r~f+ ( t;/ ff s~- f J-s; -/l)~d. - D. - (8.70) 1 
Das Verschwinden der eckigen Klammer in (8.70) 1 , d.h. 
II ,A II A I 
.-4{ , - Sk6 f ( ~ ~ f f Sr - ~- f- S -) = 0 • 
1 "" 
(8.70)II 
ist wohl eine hinreichende aber keine notwendige Bedingung für ~ Erfüllung 
von (8.70) 1 ; es ist durchaus vorstellbar, daß das Zusatzmoment jeweils 
.t! 
gerade so seine Werte annimmt, daß bei allen Deformationen v« parallel zu 
J wird, d.h. 
.A. 
dann wäre (8. 70) 1 identisch erfüllt, ohne daß Ä identisch verschwindet; 
dies ist aber nur möglich, wenn ~ zumindest eine Funktion von ;[ ist. 
Die Bedingung (8.70)
11 
ist nur ~n ~i"~'-~~E-~i~E~i"~~~~.-~~~~~~-"~"~-~2!: 
~~~~~8~-~~~~-~~~-~~E!~~g~~-~~~------~~~~~~gig_y~~-~~~-~i~~~~!i~~~~~-QE~~~~ 
--~~-~-~~-~-~--~~i~~~~~-~~~E-~~~~~~gig_y~~-~--i~!· Es ist klar, daß 
diese letztgenannte Bedingung eine weitere Forderung an die Zusatzbelastun-
gen darstellt. 
Wir setzen voraus, daß die Zusatzbelastungen so gewählt werden, daß 
(8. 70) .f.2~~Ü~~b erfüllt ist. Mit (8. 71) wird nach Umordnung 
~=oV . .s (8.72) 
wobei ~ und ......C durch 
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•tr ~ 
k .·=~h - 3 I g~ d r if-t 
1 ""' ~n ;_ 
f ( H"IJ ~~ + f1ciri Z r- r;;~cZ ):~ 
"7 
2. ;c<. 
0./!, /$ -,...._ Q d~A --r-//3 0 -, 
/[. . - - (~x. )( ~t<l) r:~ L h o</1- /-140(1 ·- L o 1/ 
(8.73) 
( ~o< x ~4) [ lj ~- (! /Jb( J 
/-
( cl;oi X. d- ) "! j-
1 ( Xt1- f1fJ« J 
;A ,e L ~ l 
J 
( ) 
• /)1.1 d 
definiert sind. Wir merken an, daß die Terme in 8.72 , dLe ~ un seLne ., 
Ableitung ~~(3 enthalten, identisch verschwinden; es soll davon aber kein 
Gebrauch gemacht werden. Aus (8.72) folgt nach skalarer Multiplikation ~t 
oi die 2EE~~3~~~~i~~~~~~~i~3~~~-
0 
Diese Bedingung stellt eLne Verknüpfung zwischen den Momenten 
den Deformationsgrößen "/ot 1 ~ot.; d dar. 
( 8. 74) 
Setzt man an dieser Stelle voraus, daß das dreidimensionale Ersatzproblem 
speziell dadurch gekennzeichnet ist, daß keine Volumenmomente ~ wirken 
sollen, dann ist entsprechend der zugehörigen lokalen Bedingungen der 
Piola-Kirchhoffsche Spannungstensor symmetrisch und d~t sind dann auch 
. 11(/l 
die Momente ~ symmetrisch 
so daß~ identisch verschwindet und (8.74) erfüllt ist. Im folgenden wird 
diese Voraussetzung hier nicht gemacht; es wird später (2. Teil) aber auf diesen 
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Gesichtspunkt erneut ausführlich eingegang;en v1erden. Im übrigen ist dieser 
Sonderfall im folgenden mit enthalten. 
Der Drehimpulssatz (8.72) stellt eine vektorielle Bedingung zwischen den 
drei Vektoren ~ ~) /e dar. Falls diese erfüllt ist, dann gilt auch die 
Orthogonalitätsbedingung (8.74). Aus (8.72) und (8.74) folgt, daß~ in 
der durch d und dx.C. aufgespannten Ebene liegen muß (s. Skizze) 
Daher ist ~e~ndeutig zerlegbar entsprechend 
(8. 75) 
dann wird mit (8.74) 
und m.i t (8. 7 2) wird 
(8.76) 
Bei Kenntnis von d. ist also P bestimmt; die Komponente Q bleibt dagegen 
unbestimmt. Natürlich ist aber Q bei Kenntnis von(_.& ,d) bestimmbar, denn 
ä = Z·cl/{cl·tlJ . Dieser Sachverhalt ist in der obigen Skizze dar-
gestellt. 
Werden jetzt die Orthogonalitätsbedingung (8.74) und die Zerlegung (8.75) unter 
Beachtung von (8.76) vorausgesetzt, dann ist der Drehimpulssatz (8.72) erfüllt. 
Die Sätze (8.74) und (8.75) mit (8.76) sind also hinreichendeund notwendige 
Bedingungen für (8, 72) . Man beachte hierbei, daß (8. 72) drei Gleichungen 
darstellt, während (8. 74) und (8. 75) vier Gleichungen beschreiben; hier ist 
allerdings zusätzlich die skalare Unbekannte Q vorhanden. Wenn nun die 
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Orthogonalitätsbedingung (8.74) und die Zerlegung (8.75) den 2D-lokalen Dreh-
impulssatz (8.72) ersetzen soll, dann muß G2 nicht durch die Zerlegung (8.75) 
'V 
definiert werden, sondern es muß Cl durch eine weitere, von (8.75) unabhängige 
Bedingungsgleichung bestimmt werden können. Wir unterstellen hier, daß (2 
durch eine Stoffgleichung definiert werden kann. Diese Arbeitshypothese wird 
in Teil 2 analysiert. Unter dieser Voraussetzung und mit (8.76) soll die vek-
torielle Beziehung (8.75) als~~~~~~~~~~~~~~~~-~~-~~~ bezeichnet werden. 
Für das Weitere ist es vorteilhaft, die Zerlegung (8.75) bezüglich der Basis-
vektoren oZ und j~ der Momentankonfiguration darzustellen. Zunächst kann 
die Ableitung ~~ des Direktors zerlegt werden entsprechend 
-+ /Aoe d 1 
) 
(8.77) 
diese Zerlegung ist eindeutig. Denn man kann davon ausgehen, daß die durch 
den Direktor df aufgespannte materielle Linie, die vor der Verformung senkrecht 
zur unverformten Referenzfläche stand, zu keinem Zeitpunkt während der Ver-




so daß r 
/ol. und d linear unabhängig sind. Mit (8. 77) wird dann -'C Gl. (8. 73) 2 
/C - - ( ("~«X "";~) [ 1 ( /;/'~4 - (!rl«) 
+ ( !!~f_ lj!~) 7! <? 
f 1 ( ljg.t- !;! tr;) (r; ~ (r r3) 
X d) [ ( {lo<IJ_ !;1 IJ~) jt~ 
(8.79) 
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Die Orthogonalitätsbedingung (8.74) lautet dann 




Setzt man in Analogie zu (6. 18) 1 
( Ho( 'J- 11 §'A ) -?7 4 f ~ 1 I (f 
+ 1 ( ljlr_ /;Jd'V lg ot 7r 4} 
"'l.z. 
c.o<ß = e~~ ( det(ijd ':;;;sJ) (8.80) 
) 
( Cl.-.; Einheitsvektor _L auf deformierter Referenzfläche), dann ist 
wegen (8.78) ist aber 
ol · CiJ =/=- 0 ) 
so daß die Orthogonalitätsbedingung die folgende Form erhält 
( 8. 81) 
Ausführung der Summation liefert schließlich die Orthogonalitätsbedingung in 
der Gestalt 
I 
1 2 ) . 
(~. f/1 / = 0 
(8.81) 1 
Für clx -G Ln (8. 75) erhält man jetzt unter Beachtung von (8. 79), (8. 80) und 
i: n_s ~e ~ O_:t ~e E.e __ ~ :.8 ~ ~ 
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Mit dem Entwicklungssatz wird 
J X ( :t;o( X rl) = -I J. ~ot) d .,. ( d·d) ~ o( I 
Damit werden schließlich die Bewegungsgleichungen 2. Art 
b = a ; +- ? r d.- >1. 2J =::; a ;z- -~-- L o(_ ~ tX 














+- L K;:;: .,./()/.. ) 
(8.82) 
(8.83) 
Da Q, wie oben festgestellt, eine aus dem Drehimpulssatz nicht bestimmbare 
ri ~ jA~~ 
Größe ist, bleibt auch ~ unbestimmt. L ist dagegen durch die Momente ~-, 
und {!/"'~ und die Deformationsgrößen 'Z-< 4 und jl.q~. festgelegt; für das 
Folgende werde immer vorausgesetzt, daß L~ durch (8.83) gegeben ist. Diese 
Bewegungsgleichungen 2. Art (8.82) und die Orthogonalitätsbedingung (8.81) 
I 
oder (8.81) sind notwendige und hinreichende Bedingungen für den Drehimpuls-
satz (8.72) . In der weiteren Ableitung treten sie daher an dessen Stelle. 
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8.2.2.5 Reduzierte zweidimensionale Energiebilanzgleichung 
Die Energie-Forderung (8.39) zusammen mit den Invarianzbedingungen ergaben 
aus dem Energiesatz die Bewegungsgleichungen I. und 2. Art sowie die Ortho-
gonalitätsbedingung, die hier zweidimensionale lokale Bedingungen darstellen. 
Mit ihrer Hilfe lassen sich die Leistungen der aktuellen eingeprägten Kräfte 
J J ~o bzw. Momente b) '5." in der Energiebilanz (8.40) bzw. (8.52) elimi-.. 
nieren. Unter Beachtung von (8.62) und (8.82) erhält man: 
jj,. t d /1 = f ( ( C2d '" L « ?;" r ~,2'' f~-> r [/211 c04}i 
tA rA - (1(,4 
-f LIJ ~Gt r l;trM ~~ t- (/rJd}· ;1-3 
• 
f [ 1;!~4 ~t( f- {1M;;~ 1- t;rJ }· t?~ 
-f Jn J: - ~4 ~ 
- [ ~~. Nf r + ~7<-. N- r} j dA 
(8.84) 
, 
-1- ;ol. - d-
.L... ?5'c<' 
~ ;3:(3 
-['fnf·ilff' -r ?;.N-rJ j dA. 
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A 
8.2.2.6 Die entkoppelte Transformation der Größen ~und /? {'11= O;A), 
Auf S. 126 war darauf hingewiesen worden, daß sich für heUehige rotatorisehe 
Relativbeweg~gen der Beobachtersyst~me separate !ransformationsvQrschriften 
für b und b und damit für € und ~ ht=f1-1) nicht ableiten lassen; vielmehr 
galt nur die komplexe Beziehung (8.47) bzw. (8.58). Mit dem erzielten Ergeb-
n~s, daß die resultierenden Zusatzkräfte am finiten Linienelement verschwinden 
müssen Gl. (8.49) 
A 
( t'k ~- f r r fp_- / -) - 0 
und der weiteren Forderung Gl. (8.70) 
-C) 
lassen sich jetzt aber separate Transformationsgese~ze abl~iten. Es ist n~m~ 
lieh zu verlangen, daß diese beiden Bedingungen in jedem ß~ob~chte~sys~em 
gelten sollen. Daher ist zunächst mit (8.44) ~d (8.4?) 
~* ~ ~~ ~ 
( t~~,r r + ti'-- r) 
A A 




Aus (8.58) folgt weiter 
Einsetzen in (8.85) und Beachtung von (8.49) lie~ert dann schließlich 






folgt aus der Invarianz der Forderung (8. 70) 





unter Beachtung von 
~lf I 
Gl. (8.58): .J1e f = t2_ ( !~2 i f !~ 
Gl. (8. 46): 
die Transformation 
(8.89) 




Dies sind die gesuchten Transformationsregeln für die integralen Größen - ~ 
~·und k (-;,:::q-1) . Sie zeigen ein unterschiedliches Transformationsver-
halten der Integrale der aktuellen und der gedachten zusätzlichen Volumen-
- A 
kräfte: Im Gegensatz zu 6 (11 =0,1) transformieren sich die b (11=V;1) wie 
"" +\.- / 
objektive Vektoren, Letztlich ist dieses Verhalten auf die Voraussetzung 
zurückzuführen, daß die gedachten Zusatzvolumenkräfte keinen Einfluß auf die 
die Schalenverformung charakterisierenden Größen :Y:..(e;'e~ t) und 
7 /e>IIC>tlt~J 
OL( v. ~ 1 haben sollen, und zwar unabhängig von der Wahl des Beobachter-
sys tems. 
8. 3 Folgerungen aus der Bedingung (A3) ("Prozessinvarianz" der Energie-Forderung) 
Aus der Energie-Forderung (8,39) für die gedachten Zusatzeinwirkungen und der 
Bedingung (A3) lassen sich mit einer zusätzlichen Voraussetzung eine Reihe 
von Folgerungen ableiten, die weitergehen als die oben aus der Beobachterin-
varianz ermitt~lten. 
• .. 
Die Forderung ( 8, 39) zusammen mit der Bedingung (Al)~ daß nämlich der Energie-
beitrag der Zusatzeinwirkungen für jeden beliebigen Integrationsbereich A 
der Referenzfläche (bzw. jedes finites Linienele~nt, abgeschwächte Lokalisie-
rung) identisch verschwinden soll, führt unter Beachtung der Definitionen 
(8.7), (8.11), (8.28)I, (8.30), (8.38) tmd nach Timordnung auf folgende zwei-
dimensionale lokale Bedingung 
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fj ~ ~~-rJ J G { i~r fr --1- + 4 ?""' 
f~i 
II "' 
f- ft;ffsr-f; f-s-} 
., '7 
(8.9l) 
e -tti / ~ x ( ijiJ xd) -1- / x: (~fl xlJ· ~-< 
~ ~ 
x (i;;J x)) + j x ( ~;J xdJ· ~"-
I 
0 
Der Forderung (AJ) entsprechend soll (8.91) nun für beliebige aktuelle 
äußere Einwirkungen gelten. Beliebigkeit der aktuellen äußeren Einwir-. . . 
..t 7 - -
kungen hat aber zur Folge, daß sich ",..., Pf.. 1 ~lll und ~ct. lokal beliebig 
und unabhängig voneinander und von ;:;:., d 1 ~"" 1 J,"' einstellen lassen; 
ein Einfluß der gedachten Zusatzgrößen auf diese kinematischen Größen ist 
hier ja voraussetzungsgemäß (Unabhängigkeitsforderung) nicht zugelassen. 
Mit der folgenden weite~en Hypothese lassen sich dann aus (8.91) ein~ 
Reihe von besonderen Forderungen gewinnen. 
Es sei~vorausges~t~t, daß di~ gedachtyn Zusatz~inwirkungen 
"T .6-t .l "' i;Jt ;. 
bzw. ~ 1 t~ 1 ~ 1 (~ • Y ) '! Qde:r aUgemeiner d~e 
vektoriellen Faktaren von ~/ ~ etc. in (8.91) uqabhäng~g 
von ~ j etc. gewählt werden köni;J.en, 
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• ..!.. 
Da ~1 ~ etc. beliebige Wert~ ann~hmen können, ~olgt dann aus (8.91) , daß 
die vektoriellen Faktoren von ~ Cl etc. verschwinden müssen, so daß man 
im einzelnen die folgenden Eedingungen erhält 
;( tl "' 
5kb + L- ~f f ~ + ~- r-; 
tJ 0 





t K (~.X i::;L) f ~6( ~,Xd,;. 
1\ 
(.X (--r-;13 Xd) + 0 
ll 



















Das Ergebnis (8. 92)
1 
war schon aus der ersten Invarianzforderung für die 
Leistung der gedachten Zusatzeinwirkungen erhaltefl woroen (8.49). Die Folge-
rungen (8. 92) 2 bis (8. 92) 5 
sind aber Einschränkungen, die ÜQer (8.70) und 
(8.39) hinausgehen. Es ist festzuhalten, daß allerdings die Bedingung (8.70) 
j=L - 0 
identisch erfüllt wird, sofern nur die gedachten Zusat~belastungen den Be-
dingungen (8.92) 2 bis (8.92) 4 genügen. Zusammenfassend sei festgehalten, daß 
die Bedingungen (8.92) nicht nur der energetischen Forderung (8.39) 
1\ 
01 :::: 0 




erfüllt. Zu beachten ist, daß (8.92) nur hinreichende aber keine notwendigen 
Bedingungen sind, sofern man nicht Hypothese auf S. 148 voraussetzt. 
Die Bedingungen (9.82) sollen jetzt im einzelnen ausgewertet werden. 
Im Unterschied zu Kap. 8.2 gehen wir jetzt explizit davon aus, daß das Er-
satzproblem eigentlich ein dreidimensionales Problem darstellt, bei dem die 
dreidimensionalen lokalen Bilanzgleichungen und die. Randbedingungen die ge-
dachten Zusatzeinwirkungen enthalten und exakt erfüllt wer~en. Daher können 
die Zusatzgrößen f, und j aus den entsprechenden lol).alen Bi:Lanzgl!';\i!1hvngen 
(7.8) und (7.9) gewonnen werden und die gedachten Zusatzspannung~n 
erhält man aus der Spannungsrandbeding~ng ~uf den Laibung~flächen 1 Damit wird 
~~ ( f- l)- VI{ ( ;= !)T 
1\ TNS 
+ auf den Laibungs~ 
flächen o-r (A. 0 ~ n ~ 
(8. 93) 
Ferner sind die Definitionsgleichungen für ~ J ~1=-0/1 und {; 'Jt.::-OIAIZ.. 
Gl. (8.8) und (8.26) und die innere kinematische Zwangsbedingung (7. I) zu be-
achten. 
8.3. I Die Bewegungsgleichungen I. Art (Folgerungen aus (8.92) 1) 





" (t; ff 
J 
0 
stellt kein neues Ergebnis dar: Es wurde schon aus der ersten Invarianzforderung 
-1 
bezüglich W-= 0 (vergl. (8.4 9)) gewonnen. Auch auf die physikalische Bedeutung 
(im Sinne einer Kraftbilanzbedingung) wurde schon eingegangen (S. 127). Man 
~~ 
überlegt sich auch leicht, daß die Forderung } ...: 0 nach AusfUhrun.gen d,et' 
Integration unter Verwendung der 3D-lokalen ßed~ngvngen (8.93)1 ~d (8,93) 3 zu 
den Bewegungsgleichungen I. Art (Gl. (8,62) führen ~üssen; ~i~se tiberlegung 
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sei dem Leser überlassen. Eine detaillierte Nachrechnung bestätigt dies; auf 
Einzelheiten sei hier verzichtet. Demnach wird 
1\ A ..<. A 
} : = ß f -1- ( i~f-f f -f t ~ {-) -
.,. 
= ~7l ; 1- IP.. d ~ ?k~ (8.94) 




8.3.2 Bewegungsgleichungen 2. Art (Fo~gerungen aus (8.92)2) 
Die zweite Bedingung (8.92) 0 lautet 
L.. 
Eine auf gängige Begriffe zurückführbare Interpretation erscheint nicht 
möglich. Zur Auswertung dieser Bedingung werde zunächst ihr Flächenintegral 
über einen beliebigen.Integrationsbereich ~betrachtet. Die einzelnen 
Terme lassen sich dann wie folgt darstellen: 
1 f r'frJ" ; e de J dc4 
v4 ~.s 






sow~e dem Gre·€m-Gaußschen Satz für Tensoren Gl. (4.~6) wird 
Die Aufspaltung des ersten Integrals auf der rechten Seite über den Rand-
streifen CF und' über die Laibungs.flächen o+. o- liefert 
. I 
{ (} F [ N' r/01'1. = Ii f) F i.J) d~F 
+ J ( {~t- ~ 5/ -1; f-s-) clv'l 
tfi 
Summe der beiden Laibungsintegrale 
($.96) 
Unter Beachtung derintegrationdesLeistungs~ntegral~~,c(S. 11.3) erhätt man 
hier jetzt ganz analog 
( 8. 9 7) 
Außerdem ergibt sich wegen 
(ve'):"gl. S. 114) 
für das Integral 
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Mit (8.16) und (6.64) wird daraus dann 
1- T fjs~/(;1 - .x.s - J~ R.s {Er J d ~ = _ r ;c; (r,o( -~- ec0ci.) T -f d T d B dA, ~ :JY -S 
Diese Form legt die Definitionen (vergl. Gl. (8. 19), (8.20)) 
s f . ...___, 
AAo(:i j 'G- o(J 1i4 
/"( := -IR T (@) tl8 I l'1tA;:: ~A 
"*' -5 
sf-
1/':"'" f_ lf T IJ df7 
(8.98) 
nahe, so daß damit 
( - r II j{u()(J o<3..,... 11JJ -Jd f) 
j
1 
H.;; {f l) vt v~ == t;t ~o( + lj vi1Q( + rt dJ C/1. es. 99) 
Y"k; '(/t 
Mit (8.95)-(8.97) und (8,99) wird schl~eßlich 
(8. I OQ) 
Für den zweiten Ausdruck in (8.92) 2 erhält man mit (8.93) 3 und (Anhang 2) 
1 { ~f (s+- tp_- rs-)ddl- = 
=f(rt:rs+-t:rs-)- ~}dA. 
(8. 101) 
Die Beiträge durch Vol~menmomente in (8.92) 2 lassen sich wie folgt ~m~e~h~~n; 
~ Hi4 ,.,. 
( ~. I 02) 
wobei die Bedingung der lokalen Massenerhaltung (4.13) benutzt wurde. Mit 
und 
(~.103) 




( p," ;< 'A J ) I ~ 1 -
{ f;l~ X 112) )(I 1 ::::. - fn .. 
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Daher wird 
Si-11 lf ((r 3 - T.~j A. + (T"- TJ~~~~-J cle 
---
Mit diesen Umformungen wird aus der zweiten Bedingung (~.92)? 
~"$-f(t~ f St- t:-rs-J + 1[; X(~ I' F,L)f 
-= ~~ + :r/1 
+ ( H rJ:rr;;:. 
1 ;d. 





Dieses Ergebnis läßt sich noch auf eine mit der Bewegungsgleichung 2. Art 
Gl. (8. 82) leichter vergleichbare Fo'rm transformieren. Mit 
I 
(8. tQ6) 




+ 1" ..., g 'k, 
r - i)(. d f 
"' 1 
4 
f- ( f((7( ?= h~r- )1-Jli -) f ;. o(o<. f 1 d :lT --1 ;c( 




r-ljJJ d) (8.105) 1 
I 
0, 
Verwenden wir noch die Definition (8.73) 1, dann läßt sich dafür auch schreiben 
(8. to5)II 
8.3.3 Syrrnnetriebedingungen (Folgerungen a1,1s (8.92)3 und (8.92)4) 
Die Bedingungen (8.92) 3 ergebep: 
~ ~ 
I X ( ;;:-A X d) f f X ( d ~A ,( l) 
o Jr- -1 ~r' 
s+- " 
j;;; f 1 X /~ß x-d) 
-..s-
,1( 
." Lx I t1;13 x d) e j Ae 





Für ß;;: /1 wird 
-<>< -2_ e o~.(!. ~ = - .$ 
( !;" x1~l)x(-fJ -= -?)~ 
(}J;.,x 11_s)xf-J~; D 
{ ~J-xj5;3)xf-j) = -j0/3 J 
so daß 
~ ~ 
lx(q- xd) + tx(Z; 1 xd) T 




Analog erhält man für (3 ::: 2, 
t x(~~xd) -r f x(d;'-xd)-
0 ~ 
::= ( 1112- 11 ~4 J;;:.. + ( 11 ll_ 11 (A ~ + !ft1J_ ~~1-f}d-0 () J 1,{. 1 '1 Jl-;<, ( ~ t) /' (8. 108) 
I -= 0, 
A~s den Bedingnngen (8. 92)
4 
folgt in entsprechender Weise 
.-\ A 
lx(~"xd) + lx(i;1 xi) = 
~ z 
- (114z_ ftt'J.:; -r /fl1l_lf4~- + lf!J'_flt)Z 





f- f X ( tl~ X d) 
.2, . 
( 8. I 1 0) 
I . 
0 
II A .-( -- -".. 





ausgewertet. Auf die Bedingungen {ür die thermischen Z~~ 
/
A ~ . 
satzgrößen ~ ?! ) soll im übernächsten Kapitel eingegangen werden. Zunächst 
J/., 
sollen aus diesen Resultaten noch einfache und übersichtliche Aussagen (die 
Synnne triebedingungen) ab geleitet werden. 
Die ner vektoriellen Bedingungen (8. 10 7) bis (8. 110) besagen, daß die lin-
ken Seiten Nullvektoren gleichzusetzen sind:... Projeziert man diese 1 inken 
Seiten auf die momentane Basis F;"" J ~..t 1 vL ) dann erhält man aus jeder 
dieser vek~oriellen Bedingung drei Kompoentengleichungen. Skalarmultiplika-
tion mit ci und Auflösung nach dem letzten Term auf der linken Seite ergibt 
zunächst: 
( ~.111 ) 
-
Skalarmultiplikation der Bedingung (8. 107) mit~ un t;er Beachtung von 
(8. I 11) 
1 
liefert 
f 11"~- 11~ r;;. d' ,;M rl·-ii~ l + . r;~ d·d 0 0 ~~ 
( {ffZ_ &/ l - d. r;~ d·Ä~] (8.112) f ~_,, 0 r -J-1 d'd 
Wegen 
und da 
wird aus (8. 112) 
( ft 11-- f1 11) 
o o I 
+- ( 11 -?J.- 11 ;, ) 
t 1 / 
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( ~_, x d) • ( i;" X d) 1-
( 1;
4 
x d) · ( '0-t x A) =o 
(8. 113) 1 
• 
Ganz e_ntsprechend folgt aus der Bedingung (8. 10 7) bei Skalarmultiplikation 
mit 17z und Berücksichtigung von (8. 11 1)
1 
(J;! ?.z_ 1;1 2 J /0., x d) • ( 7;:<, X d) r 
+ ( (;1 1~- /;1 1) (1;_, x d) · (r~~ xd) - o, (8. 113)2 
Die übrigen drei Bedingungen (8. 108) bis (8. 110) ergeben in analoger Weise 
bei Skalarmultiplikation mit '7; 1 und ?).<. und Beachtung von (8.111). 
Aus (8. 108) folgt 
( /-1 -tz_ /1.l") (-;s;L ,( d), (~f x. d) f 
0 () / 
-1- ( (1'l- t11 ( d~ x d), ( i=;/lx dJ 
( {/
42
- ;!;tj (~~ xd) · (~~xd) f 
F( (1'-2_ !;tu) (d;~~cl) ·(i;;,xd) 
aus ( 8 . 1 0 9) e rmi t te 1 t man 
( /1-tz_- f1z 4 ) ( :f; 
1 
X d) " ( .:;;~ X d) 
'1 "" / 
1-
1- ( 1! 42- !!1 ( d;1 X d) , ( ij 1 ~ d) 
( J .J lt _ I 1.t1) ( ) / d) :; ;;;r / ;:;, xd · { -Y;l x + 











und aus (8.110) ergibt sich 
( f 14- l!;f.zy I 75~ x d) V (752 xd) 
+((! 1~- !;!) (~2td)·(~4~d) 
(8r116) 1 
(8.116)2 
Die skalaren Gleichungen (8, 113) können als ein homogenes linear~s Gleichungs-
( 
f'& Hu, (fl'~, Hz.q system für 1;1 -
0 
/und _, ... .., 1 aufgefaßt werden; aber auch die Gleichungen 
(8. 114) stellen ein homogenes lineares Gleichungssystem für diese Größen dar. 
Entsprechend stellen die Gleichungen (8. 115) und (8. 116) zwei homogene lineare 
Gleichungssysteme für /tf"l.-1flJund (tri;_J;:fl.J dar. Es stellt sich hier sofort 
die Frage, ob diese homogenen Gleichungssysteme triviale oder auch nicht-
triviale, widerspruchsfreie Lösungen für die Momentendifferenzen zulassen. 
Wir betrachten dazu zunächst das Gleichungssystem (8.113). Die Determinante ist 
J)i/f == ·r ( ~'f xd) • (75_, xd-) Ji- ( d,~ xd) I ( ~l xd) 1 
- [ ('0
1 
;( d)' (-i;2 Xd)} [ ( d; X d). f-r;~ xd)] 
[ ( r; _, x cLJ X ( cl., ~ d)] • ( (_:;;" ~ d) x (-?;;. x d) } , 
Mit der Zerlegilllg von v(,l. bezüglich der Basis ) 
wird 
!Je-f ::. 7 2-1 [ ( 7';1 X d) ;( ( ~ 2r )( Z) J . ( ( r;_, X d) X (;; ~ ~ d) ], 
Der Vektor in der eckigen Kla~r ist aber vom Nullve~uor ~erschieden, denn 
aufgrund physikalischer Erwi:i.g1.lllgen (vergl, S. 142) sind ~1 ) ,;;=:;'l.. und 
,d von Null verschieden und als linear'unabhängi'g anzusehen,: D~r Flächentensor 
l 
(bzw. hier d~e Komponente ( 1) stellt definitionsgemäß die Parallelprojek-
tionen von d1 (1{ bezüglich der Basen in der Tangentialebene der verform~en 
Referenzfläche dar; i.a. sind diese aber von Null verschieden, wenn von 
speziellen Verformungsprozessen einmal abgesehen wird. Daher ist i.a . 
..!JJ=t o. 
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Die skalaren Gleichungen (8.1 13) liefern also i.a. nur triviale Lösungen, d.h. 
(8.117) 
Die Detenninante des linearen Gleichungssystems (8. 114) ist 
so daß auch hier i.a. 
Damit hat auch diesesGleichungssystem bis auf Sonderfälle nur die trivialen 
Lösungen (8. 11 7). Die beiden weiteren Gleichungssysterre (8. 115) und (8. 116) 
für (/14Z_)1.tt) h=1,L haben die entsprechenden Detenninanten, so daß sich 
h 1? I 
auch hier nur triviale Lösungen ergeben 
) 0 ( 8. 118) 
Mit (8. 1 17) und (8. 118) folgt dann auch, daß die linken Seiten von (8.111) 
verschwinden müssen. Zusammenfassend ergibt also die Auswertung von (8.92) 3 
11 1<L . und (8. 92) 4 , daß die schiefsymmetrischen Anteile der Momente verschwln-
den (_?y~t !i ~ b_e ~in_g::m ~e~_) 
0 
k L:: 1, L • 
I 
(8. 119) 
8.3.4 Vergleich der Bewegungsgleichungen 2. Art 
Die Bilanzgleichung (8. 105) 1 bzw. (8.105)llläßt sich noch mit Hilfe von 
(8.111)- zunächst ohne(!) Berücksichtigurig von (8.119)- auf eine Form 
bringen, in der die schiefsymmetrischen AusdrUcke 
nicht mehr direkt enthalten sind. Zunächst wird mit (8.11 I) 
= (f/'z_ (fV(-!d·i;~-Jr!. +(tf.ij,)i5L}/_z 
r (/(2_ !!"J(-fzJ,~)i;. r(cl-d,J:r;,j./; 
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Unter Beachtung der Entwicklungssätze für die vektoriellen Dreifachprodukte 
Jx(7S:LJ< ?=;1)1 clx(-fS~ xi;1))Jx(cl;t K~~"~ dx(J:4xdM) 
wird dann 
V~rwen~et man hier noch d\e D~fi~ition (8.7~) 2 , 
( 11-<J_ 11 JQI_) r f ( 1-!~:_ 11J~J~~ == 
0 () / ;o<. 1 .., / 






Dieses Zwischenergebnis vereinfacht sich aber weiter, denn wegen (8.119) ist 
- 0 J 
(8. 121) 
so daß schließlich 
(8. 122) 
Das hier entwickelte Ergebnis läßt jetzt einen besonders übersichtlichen 
Vergleich mit den aus den Invarianzforderungen gefundenen Bewegungsglei-
chungen 2. Art Gl. (8.75) mit (8.76) zu. Alle Größen, die in (8.75) ~d 
(8. 120) durch gleiche a1,1chstaben be~eichnet sinQ.~ haQen na~Urlich auch im 
Sinne des 3D-Ersat~problems die gleiche a~deu~ung. Per Unter~chied ~m ersten 
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T~rm auf den rechten Seiten (iJ und IJJ1) ist für das folgende unbedeutend; 
{}ist in (8.75) eine noch unbestimmte Größe, für die entsprechend Kap. 8.2.2.4 
die Existenz einer Stoffgleichung vorausgesetzt wird. Die zweiten Terme~ 
die als Vektoren senkrecht zu d stehen, unterscheiden sich allein durch 
den Faktor 1/2 (man beachte: die Bedingung (8. 119) wird zunächst noch außer 
acht gelassen). Dieser Unterschied macht deutlich, daß die beiden Bedingungen 
(8. 75) und (8. 120) E-i_ct_::_t_i.ie~ti:_sch_s~_n_i, selbst dann, wenn man ä als belie-
"' Jl 
big manipulierbar ansieht (z.B. wenn man Q = ~ setzt). Identität ließe 
sich nur erreichen, wenn sich aus anderen Gründen (als (8.119)) 
erweisen sollte; solche Gründe liegen aber nicht vor. 
In der bisherigen Analyse waren die Bedingungen (A2) zusammen mit der Be-
dingung (8. 70) Qnd die Bedingung (A3) zusammen mit der Hypothese (S. 148) 
über die Zusatzbelastungen unabhängig voneiander verfolgt worden. 
Die Analyse zeigt einen wesentlichen Unterschied in den Bewegungsgleichungen 
2. Art. Es stellt sich die Frage, welche Konsequenzen die Forderung nach der 
_[l~i~hzei:_tig~n_Erfüllung von (A2) und (8. 70) sowie (A3) und (Hypothese S.148) 
hat. Danach muß (8.75) verträglich mit (8.120) sein. Dies ist dann und nur 
dann zu erreichen, wenn 




Die erste Konsequenz stellt e~ne Interpretationsvorschrift für (}dar. Die 
zweite Konsequenz ist jetzt insbesondere im Zusammenhang mit der früher ab-
geleiteten Orthogonalitätsbedingung (8. 74) 
( 8. 125) 
zu sehen: Aus den beiden Bedingungen (8. 124) und (8. 125) folgt als hinrei-
chende und notwendige Bedingung 
' 
J 
( 8. 126) 
dieses Ergebnis war aufgrundanderer Argumente, die zu (8. 1 19) geführt haben, 
schon abgeleitet worden. Es sei hier schließlich noch angemerkt, daß sich 
aus (8.126) allein die Symmetrie der Momente (8.119) nicht ableiten läßt. 
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J?<. r L r:fn ·N f t + 0 
besagt, daß die zusätzlichen rein thermischen Energiebeit~äge innerhalb eines 
finiten Linienelements als Ganzes verschwinden. Die Auswertung dieser Be-
dingung ließe sich nun analog wie oben durch Verwendung des 3D-lokalen nicht-
;. 
reduzierten Energiesatzes (7. 7) durchführen, indem dieser nach ·r aufgelöst wird 
1\ 
und dann die Definition 1" verwendet wird etc. Dieses Vorgehen erübrigt 
0 
sich aber aufgrundder folgenden Betrachtungen. Die Bedingung (8.92)
5 
gilt 
für jedes Linienelement; daher versch~·Tindet dann auch das Integral über 
irgendeinen TeilbereichAder Referenzfläche, d.h., mit (8.30) und (8.38) 
gilt 
0 (8. 127) 
Nach der allgemeinen integralen Energiegleichung (8. I) des erweiterten Prob-
lems ist aber 
II 
Da W=o verlangt wird, ist mit (8. 12 7) natürlich auch 
,A 11 A 
J/b + h{ f- hle - 0 (8. 128) ) 
so daß 
~ A 
lfrv + fl~" 
Die Integralausdrücke auf der rechten Seite sind aber schon in Kap. 8.1 
im einzelnen ermittelt worden. Demnach folgt aus der Bedingung (8.127) die 
Forderung nach dem Verschwinden der rechten Seite von (s'. 129). Dies 
ist aber nichts anderes als die in (8.52) niedergelegte 2D-Energiebilanzglei~ 
chung, für die sich natürlich sofort auch die 2D-lokale Form angeben läßt. 
Daher erübrigt sich eine explizite Auswertung von (8.92) 5 durch Integration 
der lokalen 3D-Energiegleichung. Diese 3D-Energiegleichung (8.52) enthält 
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~ . . '
natürlich noch die Größen 6 
0 
und 6 sowie die Beschleunigungen r: und~. 
Mit den Ergebnissen (8.94) und (8.122) lassen sich diese eliminieren. Man 
erhält eine reduzierte Energiegleichung, die sich von der Bilanzgleichung 





+ 3.." r 
0"- () -+ (J:(3 
- ['f.'.;; 'r + r ili J J d 0. 
Außerdem ist hier im Gegensatz zu (8.84) zu beachten, daß insbesondere 
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8.4 Diskussion 
In diesem Abschnitt sollen die wesentlichsten, soweit erzielten Folgerungen 
aus den beiden Bedingungen (A2) und (id) vergle;ichenq gegenüb~rgestellt werden. 
Bei der Au§~~!~ygg_g~I-lTIYE~i~~beEiEiL~iLi~1J hi~sichtlich der integralen 
Energiebilanzgleichung hat sich insbesondere gezeigt, daß die Invarian~­
bedingungen für sich genommen nicht ausreichen, um die Bewegungsgleichungen 
2. Art herzuleiten; vielmehr mußte hier noch zusätzlich explizit verlangt 
werden, daß die gedachten Zusatzbelastungen keinen Beitrag zum Gesamtdreh~ 
impuls eines finiten Linienelements (bezogen auf den Referenzpunkt) liefern 
darf. Diese Zusatzforderung wurde durch die "Unabhängigkei tsforderung" 
(S. 108) motiviert: Sie ist plausibel, wenn man bedenkt, daß der Drehimpuls-
satz der Schale ja weitere Bewegungsgleichungen für die kinematischen Variab-
len :;::. und d liefern soll und diese Größen unabhängig von der Kenntnis der 
Zusatzeinwirkungen bestimmbar sein sollen. Aus dem reduzierten lokalen 2D-
Drehimpulssatz (= Drehimpulssatz für finites Linienelement bezogen auf 
Referenzpunkt) lassen sich dann zwei hinreichen~e·und notwendige Bedingungen 
ableiten, von denen die eine eine vektorielle Gleichung darstellt (Bewegungs-
gleichungen 2. Art) und die andere eine skalare Bedingung (Orthogonalitäts-
bedingung). 
Die Bewegungsgleichungen 2. Art enthalten noch e1ne unbestimmte skalqre -Größe ( Q bzw. Q ) . Um eine tautologische Argumentation zu vermeiden, 
dürfen die Bewegungsgleichungen 2. Art aber ni"Cht all'l Definitionsgleichung 
....... ...... 
für Q bzw. Q. aufgeiaßt werden ('vel;'gl. S. 142); daher muß für (;2 bzw. 62 
noch eine von den Bewegungsgleichungen 2. Art unabhängige ~~stimmungsglei­
chung - eine Stoffgleichung - angehbar sein. Darauf wi~d später (Teil 2) 
noch eingegangen werden, 
Dfe Auswertung der Invarianzbedingung (A2) (zusammen mit der Zusatzforderung 
J5N'd = Ö) führt auf insgesamt acht skalare Gleichungen: 
Be~~g~g~gh~i~~~~g~~-l~-~rt : 
(Gl. (8.26)) S> 3 skalare Gleichungen 
~~~~s~~s~sl~i~~~~g~~-~~-~r!= 
(Gl. (8. 75) bzw. (8.82)) ===7> 3 skalare Gleichungen 
2!~~~B~~~!i~~~~~~~i~8~~8~ 
(Gl. (8.74) bzw. (8.81)) 
-167-
~I skalare Gleichung 
g~~~~i~E~~-~~~!Bi~~i!~~~g!~i~~~~g~ 
(Gl. (8.84)) ) I skalare Gleichung 
Dem stehen folgende Feldgrößen, für die Lösungen gesucht werden, gegenüber 
kinematisch -F , tl. 
thermisch A 1 A,.IL 0 '7 l 
} ==:;>;> 9 skalare Größen 
Größen 
thermische Größen 
{ =====~ 3 Größen 
Es versteht sich, daß die abhängig Veränderlichen mit den 'l.IDabhängi g Ve ränder-
liehen (tmd deren Ableittmg nach dem Flächenkoordinaten e"' )~ über konstitu-
tive Gleichungen verknüpft sind, für die hier zunächst noch keine Einschrän-
kungen gefordert sind. Auf diese Gleichungen wird in Teil 2 noch im einzelnen 
eingegangen. 
Vergleichen wir die Orthogonalitätsbedingung mit den Bewegungsgleichungen 
I. und 2. Art sowie der reduzierten Energiebilanzgleichung, dann fällt auf, 
daß diese Bedingung neben mechanischen abhängig Veränderlichen nur kine-
matische Zustandsvariablen enthält. Sie stellt keine Differentialgleichung 
dar. Da die mechanischen·· abhängig Veränderlichen durch die konstitutiven 
Gleichrmgen mit den rmabhängigen kinematischen tmd thermischen Zustands-
gleichtm:gen verknüpft sind, ste 11 t die Orthogonali tätsbedingrmg eine Ver-
knüpfung zwischen den kinematischen und thermischen Zustandsvariablen dar. 
Dies steht aber im Widerspruch zu der Vorstellung, daß die kinematischen 
und thermischen Zustandsvariablen lokal beliebig und unabhängig voneinander 
~ H' . 
~er w~rd nur der thermoelastische Fall betrachtet. 
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einstellbar sein sollen. Um dieser Vorstellung gerecht ~u w~rden, müssen 
daher die in die Orthogonalitätsbedingung eingehenden Stoffunkti0nen 
/'1 o<(.l ?1.::: 0 t1 Z. so bes~haffen sein, daß die Orthogonalitätsbedingung 
'11 J I I 
identisch erfüllt wird. Die Orthogonalitätsbedingung (8. 74) b~. (8.81) 




Unter Beachtung dieser Interpretation der Orthogonali~ätsbedingung stehen 
· · f" d' G "ß :r ct A. .,., = 0"i t als Bes t1mmungsgle1chungen ur 1e neun ro en 1 1 ... J 
bisher nur sieben Differentialgleichungen zur Verfügung: Die Bewegungsglei-
chungen I. Art (3 Gl.), die Bewegungsgleichungen 2. Art (3 Gl.) und die 
reduzierte Energiegleichwrg (I Gl.). 
Die ~~~i~g~~g_{~22, daß nämlich die Gesamtleistung der gedachten Zusatz-
" einwirkungen 01 verschwinden soll, wie auch immer die aktuellen Einwir-
kungen be,schaffen sein mögen bzw. welche Werte auch die Größen _.;.... , ;;L 
rf.:o~. , J;ol.. unabhängig voneinander annehmen, ist für sich genommen auch 
zu schwach, um weitere Konsequenzen zu entwickeln. Hier muß noch zusätzlich 
verlangt werden, daß bestimmte Integrale der gedachten Zusatzeinwirkungen 
oder in abgeschwächter Form bestimmte Kombinationen dieser Integrale 
(Hypothese S. 148) unabhängig von den Raten ;:1- , j_ , ~o( , -;;t;o<.. der 
kinematischen Variablen gewählt werden können. Die Kombinationen dieser 
Integrale der gedachten Zusatzeinwirkungen sind nicht adhoc gewählt, sondern . .... 
sie stellen die Koeffizienten der Raten #- 1 ;(_ etc. im Leistungsausdruc).c W 
(Gl. (8.91)) dar. Ohne diese Zusatzhypothese ließe sich natürlich die For-
" 
derung W:::. 0 auch dadurch identisch erfüllen, daß man alle integJ;"alen zu..,. 
A, 
satzgrößen bis auf beispielsweise 
A 
~ beliebig vorgibt und d~e Bilanzbe-
dingung W.:: 0 ~ i dann benutzt, um .r~ festzulegen. Allerd ngs wär~m d;mq 
aus der Bedingung (A3) für sich genommen keine weiteren Konsequenzen ~u 
ziehen. 
Die erste und letzte der Zusatzforderungen (8.92) lassen sich- wie oben 
beschrieben - einfach interpretieren. Die übrigen erlauben ansaheinend 
keine ein~ache Interpretation; nur für den Fall, daß keine Zusatzvolumen-
rnomen te ,l angenommen werden, d. h. 
verbleibt die zweite Zusatzforderung (8.92) 1, die dann als Forderung nach 
dem Verschwinden des Beitrags der gedachten Zusatzeinwirkungen zum Drehim-
puls eines finiten Linienelements zu interpretieren ist. 
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Im Unterschied zu der Ablei tuhg in Kap._ 8. 2 wird in Kap. 8. 3 (Auswertung 
der Bedingung (A3) zusammen mit der Zusatzhypothese S. 148) explizit von 
den lokalen Bilanzgleichungen des dreidimensionalen Ersatzproblems Gebrauch 
gemacht. Diese Auswertung führt auf insgesamt 18 skalare Gleichungen: 
~~~~g~~g~g!~!~~~~g~~-~~-~E!: 
(G1. (8.94)) ~==~)> 3 skalare Gleichungen 
Zwischen diesen Gleichungen und den in Kap. 8.2 abgeleiteten Bewegungsglei-
chungen I. Art Gl. (8.62) besteht kein Unterschied. 
~~~~g~~g~g!~!~~~g~~-~~-~E!: 
(Gl. (8. IOS)I bzw. (8.105)II 
oder (8, 120) bzw. (8.122) 
3 skalare Gleichungen 
Hier besteht ein deutlicher Unterschied zu den früher abgeleiteten Bewegungs-
gleichungen (8.75) bzw. (8.82). Der Unterschied ist zunächst im ersten Term 
~ .JJ 
auf den rechten Seiten, u.z. G2 und ~ , zu sehen; dieser Unterschied ist 
""' aber von geringer Bedeutung, da Q in (8. 75) eine noch unbestimmte Größe ist, 
für die bisher noch keine Interpretation im Sinne der dreidimensionalen Theo-
rie vorliegt; allerdings wird für die entsprechend Kap. 8.2.2.4 die Existenz 
einer Stoffgleichung vorausgesetzt. Von besonderem Interesse ist der zweite 
Term in (8.75) und bei dem Zwischenergebnis (8. 120); diese unterscheiden sich 
nur durch den Faktor 1/2. Dieser Unterschied macht deutlich, daß die beiden 
Bedingungen (8.75) und (8. 120) nicht identisch sind, selbst dann, wenn man 
die Unbestimmtheit von ~ auße~-~~~~-~~~~-::~-~~:-Symmetriebedingung (8. 119) 
noch nicht in (8. 120) berücksichtigt. Die Symmetriebedingung (8.119) bzw. 
"C == (5 führt dann schließlich dazu, daß der zweite Term in (8.120) heraus-
fällt, im Gegensatz zu (8.75), wo zwingende Gründe für ein Verschwinden von 
/C oder dx Z nicht bestehen. 
~i~~~~E~~~~~g~~-!~E-~~~~~!~ , 
~~~~-~~~~~Ei~~~~i~g~~g~~: 
(Gl. (8. 107) bis (8.110) bzw. (8.119)) ==-=;;> 4 x 3 bzw. 7 skalare Gleichungen 
Ebenso wie die oben diskutierte Orthogonalitätsbedingung (8.74) stellen diese 
Gleichungen im Gegensatz zu den Bewegungsgleichungen und der reduzierten 
Energiegleichung keine Differentialgleichungen dar. Aus den gleichen Gründen, 
wie sie bei der Interpretation der Orthogonalitätsbedingung aufgeführt wurden, 
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~lissen diese Bedingungen ~ls Restrik~ionen für die Stof~~nktionen qUfgef~ß~ 
werden. Wie die Analyse ge~eig~ h~t, e~tbalten die ~edingunge~ (8Tl07) bis 
(8.110) wohl redundante Aussagen; ~nsbesqndere hat aber die ~alyse g~zeiP~' 
daß sich diese Restriktionen sehr eineach parstellen la~~en, nämlich in der 
Form der Symmetriebedingungen (8.119) flir die Momente. O~ese Symmetrie führt 
zu einer Reduktion der Anzahl der erforderlichen Stwftgleichungen für die 
lt/1 «'(.l 
Momente t;' 1 1t"''J~ Z von 12 auf 9 Stoffgleichungen. 
~~~~~i~E~~-~~~ESi~~i!~~~g!~ifh~g: 
(Gl. (8.130)) l skalare Qleichung 
Unter Beachtung der Interpretation der Symmetriebedingungen als Restriktio-
AAI<t.. 
nen für die Stoffgleichungen der Momente ~~ stehen als Be~ti~ungsglei-
chungen für die neun skalare Felder (je drei Komponenten von rr und d 
sowie -{1-, ""':;q'f1Z ) auch hier nur sieben Differentialgleichungen zur Ver..., 
fügung. 
In der bisherigen Darstellung W?ren die Bedingungen (A2) und (A3) nebenein-
ander analysiert worden, und es war gezeigt worden, daß jeweils mit bestimm-
ten Zusatzforderungen zweidimensionale Bilanzgleichungen und Restriktionen 
für Stoffgleichungen abgeleitet werden können, in denen Zusatzeinwirkungen 
nicht mehr auftreten. Es stellt sich die Frage, ob die Bedingungen (A2) 
und (A3) ohne und mit den jeweiligen Zusatzforderungen miteinander verträg-
lich sind. Es ergibt sich folgendes Bild: 
(1) Bedingung (A2) zusammen mi~ (A3) ohne jegliche Zusat~forderung. 
Die Unabhängigkeitsforderung ist nicht erfüllt. 
1\ 
(2) Beding\,Illg (A2) r;n.i t der Zusat~forperlJllg ~::0 , die ~ep.ingUIHj (A~) kal').;n 
dabei automatis~h erfüllt werden, inqew die Beiträg~ ~u der Zusatz~ 
1\ 
leistungh/ so zu wählen sind, daß sie sich kompensieren. 
Die Unabhängigkeitsforderung ist; erfüllt. 
(3) Bedingung (A3) mit der Zusatzfox-derung (H:>1'pothese S, 148) an die 
gedachten Einwirkungen. Die aus den Inv<}rian,zbedingungen (A2) fol gendep 
Bedingungen 
~ tl 1\ 
A. / A I - 2 75~ D J 
, 
0 2) +LJ = + -- I .s .s " 
werden ebenfalls erfüllt, wobei sich hier aber a1,1ßerdem. ~~d;c 0 als 
logische Folge ergibt und nicht gefordert wird. Die Unabhängigkeitsfor-
derung ist erfüllt. 
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(4) Gleichzeitige Forderung von (A2) und (A3) einschließlich der jeweiligen 
. . . .6 
Zusatzforderungen, d.h. )'..u = Ö und die Hypothese (S. 148). Dies ist; 
widerspruchsfrei möglich und 'ergibt dieselben Gleichungen wie unter (3). 
Wie die Auswertung zeigt (Punkt (3)); gehen die Forderungen (8.92) über die 
im Zusammen~ang mit den Invarianzbedingungen (A2) (einschließlich der Zusatz-
forderung j)~l'l == Ö ) erzielten Konsequenzem hinaus. Dies äußert sich ins-
besondere in den abgeleiteten Symmetriebedingungen (8.119) ~ür die Momente. 
Im Vergleich dazu, liefert die Bedingung (A2) zusammen mit 53i'Ml. = 0 nur 
die Orthogonalitätsbedingung (8.74) bzw. (8.81), aus der eine Symmetrie der 
kL . 
Momente ~ nicht zwingend ableitbar ist; falls aber die Symmetriebedingun-
gen (8. 119) erfüllt werden, dann ist auch die Orthogonalitätsbedingung erfüllt. 
Die hie·r abgeleiteten Symmetriebedingungen sind in der Tat nicht trivial, 
denn für das dreidimensionale Ersatzproblem war vorausgesetzt worden, daß ,.. 
Volumenmomente R vorhanden sind;daher ist der Piola-Kirchhoffsche Spannungs-
tensor 2. Art nicht symmetrisch, so daß auch nichtsymmetrische Momente 
zu erwarten gewesen wären. Es ist interessant hier zu sehen, daß die Bedingung 
(A3) zusammen mit der Hypothese (S. 148) zu einer Symmetrie der Integrale 
A.l I:/.., T /( 1., 
~~ der Spannungstensorkomponenten führt. Natürlich kann man von 
der Symmetrie der Momente ausgehend nicht auf die Symmetrie des Spannungs-
tensors schließen. Für das Weitere soll die in Kap. 8.2 (s. Punkt (2)) bzw. 
in Kap. 8.3 (s. Punkt (3)) entwickelte Vergehensweise als I. bzw. ~~-~~h~1~~= 
!h~~E~!i~~h~~-~~g~~E! bezeichnet werden. 
Die abgeleiteten zweidimensionalen Differentialgleichungen und Restrik-
tionen für die Stoffgleichungen sind, welches schalentheoretische Konzept 
man wählt, logisch noch nicht geschlossen. Denn einmal fehlt noch die Angabe 
der konstitutiven Gleichungen (Stoffgleichungen), also den Verknüpfungen zwi-
schen den unabhängig Veränderlichen ~ tl 1 -{L Jp:::t1~l und ihren Ableitungen 
nach den Flächenkoordinaten einerseits und den abhängig Veränderlichen 
etc. (S. 167) andererseits. Fügt man die konstitutiven Gleichungen zu der 
Liste der Gleichungen in Kap. 8.2 oder 8.3 hinzu, dann zeigt sich, daß auch 
jetzt noch nicht der "Bestimmtsheitsforderung" (S. 106) genügt wird. Die bei-
den verschiedenen abgeleiteten Systeme von zweidimensionalen Differential-
gleichungen und Restriktionen für die Stoffgleichungen sind also nicht nur 
durch die zweidimensionalen Stoffgleichungen zu ergänzen, sondern auch noch 
durch je zwei weitere zweidimensionale Differentialgleichungen. 
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In Analogie zum dreidimensionalen fe~dproblew sind we~ter~ Restt~~~ione~ 
fü,r die Stoffg~e:ichl,lngen aus der integl;'a+en Entropißun~~~ic~tJI\g Z\lSflrm:nep 
mit der Entrqpie~Forderl,lng zu erwarte~ unp hi~r ist ~u~h de~ SchlU~sel für 
die K~ärung d~s ~e~ti~~heitsprqb1ems ~u ~uchan. 
Zum Abschluß dieses Kapitels sollen ~ie ~~m Teil ~qhon a~gedeu~eten~ nicht 
geklärten Fragen zusammenge~tetlt werd~n: 
Durch wdche weitere Forderun~en !'lind die beiden, schalentheqretipc;hep 
Konzepte nqch zu ergänzen, um ''bestimmte" PiffertrntialgleichungssystetQe 
für ;r.., ;{ und .{1- ')1::Cf.4t2.. zu bekotmnen? 
Welche allgemeine Struktur haben die zweidimensionalen Stoffglei~hungen 
unter Beachtung der verschiedenen, bisher gefl,lndenen Restriktionen, der 
integralen Entropieungleichung und der Entropie-Forderung? 
Führen das I. und 2. schalentheoretische Konzept nach Auswertung der 
integralen Entropieungleichung und der Entropie-Forderung sowie nach 
Klärung der Bestimmtheitsfrage zu äquivalenten Schalentheorien, d.h. zu 
identischen Lösungen ;:;..(e;~t) t2re~t)1 -{J- (e~ t) ? 
Diesen Fragen widmet sich der zweite Teil der Abhandlung. 
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Anhang (1): Zur Transformation der Ortsvektoren zwischen zwei Beobachter-
systemen; objektive Vektoren und Tensoren 
Es werde ein Euklidischer Punktraum (66 , 79_7 mit dem Ursprung (/ und der 
(kartesischen) Basis C::K betrachtet (Abb. 9 ) , In diesem Punktraum werde eine 
andere Basis e: mit dem Ursprung tJ-"~" gewählt, die durch eine zei tab-
hängige Koordinatentransformation mit e.K verknüpft se~ 
-* @rt) eK (/).T (/). (/)T-ex ek e.k = e - - K 
(Al . I) 
- QKH (f) eH 
mit 
t12. Q /tN (f-) e./1 @ e~'~ 
~ = @_T - 0 N.h (!-) eh CtJ e /II I 
(Al. 2) 
-~ eL Die Projektion von eK auf ist also 
-7f-
C:L e~< (}). OKL (-iJ e.k<. 0 - eL 




(Al . 4) 
el( -'f Voraussetzungsgemäß sind und el( orthonormierte Basen 
eJ( €1 eL - JKL 
(Al • 5) 
-1(- _I(-




so daß also 
~'f/=1 - - -- , (Al . 6) --
Faßt man die zeitabhängigen (aber ortsUJ.J.abhängigen.) TJ;·ansformationskoeffL-
zienten Q {f) symbolisch zu der Matrix 1-Q 7 zusamrren, dann gilt 
~ - -
[Q] [ Q]T = 
L-Q} -1 -= 
Dann gil~ (siehe Skizze) 




Dieser Schreibweise entspricht die Vorstellung, daß alle hier angegebene~ 
Vektoren demselben Vektorraum angehören, denn sonst wäre etne Adqition 
-r 
und,Gle:ichsetzung nicht erklärt. Da die Basen el< und 8K. per defini-
tionem demselben Vektorraum angehören, kann der Vektor }2---11;- sowohl bezüglich 
- -~ 
der Basis eK wie auch der Basis e 1<... zerlegt werden;' Hier soll die Zer-
-+ 
legung bezüglich der Basis 8 l{ erfolgen: 
~~. e)(;- f - 1(- lf Jf-• )('k. )\ - X"' I( eK - .1<. J (A 1. 8) 
Mit der Zerlegung 
(X'- C)• - X'u. e" ::::; - CK (A 1. 9) 
wird dann unter Beachtung von (AI.3) 
) 
-lf- () 
::= ( ,x'H - cM e11 • e k = ( 1:-. -CM) /(H. (A J. 10) 
Skalare Multiplikation von (AI.7) mit 
-f e K. und Beachttmg von (AI. 8) bis 
(AI. 10) liefert dann 
(AI. I I) 
diese Beziehung gibt die Verknüpfung zwischen den Komponenten der bdden 
Ortsvektoren ~ und 1'-/f' an, wenn diese jeweils auf die Bezugssysteme (riJ eK.) 
bzw. (fJ ~ e:J bezoge:n werden. Mit den Spal tenrnatrizen L-Jt~7 und L~- (:._7 
läßt sich für (AI. 11) auch schreiben 
[ ~w-) = [ Q] [ )(- c]. 
Ferner kann (AI. ll) noch auf die folgende Tensorform gebracht werden. Wir 
-+ 
multiplizieren (Al.JJ) mit der Basis eK und verwenden (Al.9), so daß 




(man beachte. clen Unterrschißd ;:;u @ unq fJ) 
ist dp.nn 
Q cK-- c). (Al . ll )II 
(}ist hier e'l.n gemischter l'eqsor mi ~ qer). Rompanenten 91<11 . Da vora'l,lsg~""' 
.;;p--lf 
setzt war, daß el< und e K 9~mselben Vek torra~ angehören, g:j_l t wegen 
(AI. I) und (A 1.6), daß (Al. 12) die Darstellvng des Einheittst~nsors bei ger 
mischten Basen darstellt, dennmit (Al.!) nnd (AI.6) ~äßt sic;h Q auch als 
dyadisches Produkt in' der Form 
Q 
schreiben. Vergleicht man (AI.7) und (Al. I 1) 1 ~ dann ist deutlich, daß (Al ,7) 
eine vom Bezugssystem unabhängige Darst;elhmgsform ist, d. h. die hier auf.., 
tretenden Vektoren können noch bezüglich der verschiedenen Basen zerlegt 
II - -'lf 
werden; dagegen bringt (Al. II) zum Ausdruck, daß die Vektoren Jt und ~ 
schon bestimmten Bezugssystemen zuzuordnen sind, so daß (Al.11)
1
I,die Kompo-
nententransformation (AI. I 1) widerspiegelt. Die Form (A. I. 11 )II bringt daJD.i t 
deutlicher zum Ausdruck, daß der Ortsvektor~ der die Position eines materi~llen 
/A- 2 ) /~JI1 o!) Punktes angibt, eben relativ Z\1 einem Bezugsrahmen (.C/1 c::.~ oder (V '-r~ 
dargestellt wird. 
II 
Man kann zu der Form (Al. ll) noch auf anderem Wege ~ommen. In der Sprech-
weise der moc;!ernen ~inearen Algebra sollen die be~qen Beobacht~rsy$temß 4Wei 
verschiedene Euklidische Punkträume b?w. Ve~torräume darst~llen L7~_7. 
Vektorräume können verschiedene Dimensionen haben 1 Die Abp~ldung der Vektoren 
des einen Vektorraumes auf den anderen ~rfolgt durcq lineare rr~nsform~tioneq, 
also Tensoren, s9 daß die algeprraische Struktur der Ve~tor~ä\lme arhaltten 
bleibt (16_7. 1]:'1 derartigen Vek tor:rräurnen las~en sich bEfliebig v:i,e le Oinear 
unabhängige) Basisvektonsyste~ angeben. Der tibergang von einem Basissystem 
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in ein anderes innerhalb eines Vektorraumes erfolgt durch (zeitun$bhängige) 
Koordinatentransformation. Der Übergang von einem Vektorraum in einen ande-
ren erfolgt mit Hilfe. eines Transformationstens.ors J, der eine gemischte 
Basis hat L-7~/, z.B. 
T := To(-(, e ~ (i?) e~ 
-~ 
eo<. ' Basisvektoren ~m Vektorraum ' 
e~ A Basisvektoren ~m Vektorraum 6 




die Abbildung von 1/ im Vektorraum ~ . Es ist klar, daß Vektoren, die ver-
schiedenen Vektorräumen (verschiedener Dimension) angehören, nicht addiert 
werden können und daß aus ihnen kein Skalarprodukt gebildet werden kann. 
Haben die beiden betrachteten Vektorräume gleiche Dimension (Abbildung .T 
ist ein Endamorphismus {-7~/), dann kann die Vorstellung zweier ~~~~~~~~~~~~~ 
Vektorräume beibehalten oder auch aufgeben werden. Bei der obigen Darstellung 
(Al. 1) bis (Al. 11)
1 
wurden die beiden Beobachtersysteme nicht als verschie-
-A} -
dene Vektorräume aufgefaßt, d.h. das Skalarprodukt e/.. d e..k.. war definiert. 
In der Rationalen Mechanik faßt man dagegen häufig die beiden Beobachter-
systeme als verschiedene Vektorräume (trotz gle~cher D~mension) auf. Dieser 
Vorstellung entspricht die Formuli~rung (Al. 11) 11 
Q ) QTQ: 
Diese Transformation läßt sich auffassen als eine "Übersetzungsvorschrift" 
für die beiden "Bilder" X' und X'~ desselben physikalischen Objekts -
nämlich Ortsvektor eines materiellen Punktes.% Der Begriff Ortsvektor bzw. 
Lage des materiellen Punktes wird hier durch eine Meßvorschrift definiert, 
~ 
Analogiebeispiel: Ein und derselbe Sachverhalt kann in verschiedenen Sprachen 
schriftlich dargestellt werden. Um die inhaltliche Identität zweier solcher 
Texte festzustellen, ist es notwendig, mindestens einen der Texte zu überset-
zen, so daß beide Texte in derselben Sprache verglichen werden können. 
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die sich nicht b~i Üb~rg?ng von eiqem ß~obacpt~~system ~n ~tn pnder~s tlnd~rt. 
Als n~chstes ?oll hier das Tr~nsfor~ationsv~~~a~ten des Ortsvektors in 
den Referenzkonfigut~qtion~n ~und ~ \ngegeb~n werden. Wie ~rwäh,nt., wird hie:t;" 
die Referenzkonfiguration ~em jeweiliger B~obacht:ersyst~-q~ C\ngeh~ftet, se> daß 
die beid~n Referenzkonfigurat~onen k! (zugehörig zu S (~~))und ~(zugehörig 
("llt;; II' ,... Jt 
zur-) c{), e.K. )) eine relative ~tarrkörpe~b~?~eg1-1ng zueinander au~;Eilhren. 
Ohne Einschränkung der Allgemeinhai t ~oll angeno1T)IIlen ,.,erden, <;laß zum Zeit-
punkt t=o, zu dem der Körper seine Ausga,ngslage hat, sich die beiden 
Beobachtersysteme ,3 (t/;- ek.) und s' lf(~·e~ )ded<en ( ~usaliii!l8nf~llen). Sind zu 
diesem Zeitpunkt die Koordinaten eines materidl13n Punktes XK und X K~ , 
dann gilt 
J 
(Al . 13) 
Da nun die Ausgangslagen der materiellen Punkte dem Beobachtersystem angehef-
tet sind, gilt die Beziehung 
für alle f-, (Al. 14) 
Die Übersetzung dieser Beziehung in di13 direkte Tensorschreibweise ergibt 
sich wie folgt. Es sei 
der Ortsvektor der Referenzkonfigl,lrFtti<jln bezüglich$; entnnHe~h~nd ht 
x ~ ~ X/ 4; 
der Or~svektor bezüg+ich $~. Nun sin<! 
x 0 e~ X~ x~. -* X~<= ~ e)(. 
1 
so daß mi ~ (A 1. I )
1 
aus (A 1. 14) 
Xf (J) et< ~ X eK 
oder 
folgt. Daher ist der ln der Klammer angegebene Ausdruck der Nullvektor; also 
gilt 
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und mit (A 1.6) 3 erhält man schließlich 
-~· 
X (A 1 • 15) 
Dies ist die Darstellung von (Al. 14) in direkter Schreibweise. Für die 





:;:::. (Al. 16) 
Dagegen folgt aus (AI. II )II für die Differentiale des Ortsvektors m der 
Momentanposition 
) 
(A 1. 17) 
Fassen w~r die beiden Beobachtersysteme als zwei zeitabhängige Koordinaten-
systeme desselben Vektorraumes auf, dann ist (Al. 15) bzw. (Al. 16) eine 
Transformation, die einer Drehung des Vektors X bzw. df entspricht; qa 
diese Drehung gleich der Relativdrehung von $-1/; bezüglich $ ist, haben die 
Komponenten x; bzw. d x: und Xk. bzw. dfl< zahlenmäßig die gleichen 
Werte. 
Es ist also festzuhalten, daß sich der Ortsvektor der Momentanlage ~eines 
materiellen Punktes und der Ortsvektor der Referenzlage X desselben materi-
ellen Punktes durch verschiedene Transformationsgesetze transformieren, wenn 
vom Beobachtersystem $ auf das Beobachtersystem ~if" übergegangen wird. 
Schließlic .. i sei hier noch erwähnt, daß die gewählte direkte Notation für die 
Transformationsgesetze (Al.l7) und (Al. 16) mnemotechnisch zum Ausdruck bringen 
soll, daß die Komponenten der Differentiale d~ sich mit den Transformations-
koeffizienten C{t..{f) transformieren, während die Komponenten von dX von 
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der Wahl des Beobac~tersystems unabhängig sind. Es wurde daher ~p direk-
ter Notation der ~~E~~~!E~~~~~~ Tensor ~ verwendet. 
Es werde jetzt davon a,usgegangen, daß bE:stimmte Skalare S, Vektoren v-
und Tensoren t sich bei Übergang von ein~m Beobachtersystem ~ in ein 
anderes Beobachtersystem ,5* wie folgt transformieren: 
Skalare: s* = _s 
-!? Q V Vektoren: 1}- == (AI. 18) 
Tensoren: t"' = ()-f: QT 
Wie diese Transformationsvorschriften zeigen, geht in sie nur die relative 
Orientierung der beiClen Beobachtersysteme (Vektorräume) S und }31f- ein, die 
durch Q (I) gegeben ist, nicht aber die anderen Aspekte der Relativbewe-
gung (wie Translations- und Rotationsgeschwindigkeit und -beschleunigung). 
Diese Feststellung führt dazu, Skalare, Vektoren und Tensoren, die den 
Beobachtertransformationen (AI. 18) genügen, als beobachterinvar~ant, rah~n­
indifferent oder kurz objektiv zu bezeichnen L66, 7~/. Beispiele für objek-




Dichte 3 , spez. innE;!re Energie E.., n:j.~pt ab~r die kinetische 
Energie pro Massen~~nheit 
Spann~gsvektor .f, nicht aber die G~schwindigkeit oder B~~ 
schlE:unig~g und die Massenkraftpichte b 
Cauchyscher Spannungstensor ~ , nicht ab~r ~er Deformations-
gradien ten tensor .f 
Die Aussage, daß ein Skalar, Vektor oder Tensor objektiv ist, ist ni~ht 
Definitionssache, sondern beinhaltet einen physikalischen Sachverhalt; 
sie gehört mit zu den Axiomen der Theorie. 
In Komponentendarstellung sind die Beobachtertransformationen (Al. 18) 2, 3 
nicht völlig eindeutig. Es muß hier streng unterschieden werden zwischen 
der Darstellung der Vektoren 'II und Tensoren f in einem Koordinatensystem, 
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das mit dem jeweiligen Beobachtersystem (starr) verbunden ist und e~nem 
mitgeschleppten Koordinatensystem, das an der Bewegung und Deformation 
des Körpers teilnimmt. Wir betrachten zunächst irgendein krummliniges 
Koordinatensystem mit der Basis'){ j-~e und den Koordinaten l:"h., das im 
Beobachtersystem $ (Vektorraum) aufgespannt ist. Der Zusammenhang mit 
der kartesischen Basis eH und den kartesischen K~ordinaten t k. sei ge-
geben durch 
I 
die Transformationskoeffizei ten R~ sind hier zeitunabhängige, 
d? 
abhängige Größen. Entsprechend gelte im Beobachtersystem D 
) 
Die Invertierung der Koordinatentransformation liefert 
eH 
_,.,' -
- R 11 #~v 
--/1-/q R /'1'6., ?Al fl 11 ::::: C' 11 ) 
• 1 -f 
-*- ~t _+ 
el-1 ::::: Ah ~~ 
lf4 ~Al rf11 A n /l~ :. i1 I 
Dann wird ausxx (Al. 12) mit (Al. 20) 
Q QftN' S & eN' - e 11 
-f 




gJ Je - J~ 
il . . -~ --~ 
0 jt/IW 1~ @ 1-
Ql~ 
,tr - {f()i~ - ~~ 
(AI. 19 )I 
aber orts-
(Al. 19 )II 
(Al. 20) 
(A 1. 2 I) 
Man beachte, daß hier kleine lateinische Buchstaben als Indizes benutzt werden 
~ räumliches oder Eulersches Koordinatensystem. 
In der folgenden Darstel11mg werden sowohl kartesische wie auch krummlinige 
Basisvektoren verwendet. Wegen der bei krummlinigen Koordinaten üblichen Summa-
tionsvereinbarung über hoch- und tiefgestellte Indizes werden hier die karte-
sieben Komponenten von Q, d.i. Qf!AJ , mit hochgestellten Indizes geschrieben. 
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Man beachte hier, daß der erste J;ndex von ~~ mit der Metrik 
Beobachtersystem /f*' und der zweite Index mit der H~q:-ik ~ e".,.,_ 
systemtS heruntergezogen wird. 
* f/ld l.ffi 
im Beobach t;:er~ 
_1f 
J 
Der Vektor 1f bzw. tJ' werde jetzt bezüglich der Basis /i bzw.~ ~erlegt 
1J- - '?} ~!!~ 
-~ lf ~ _lf 








~ l ;f 
1)- J~ - Q 1/~ 
a. :./,_ @f" R--1/ /e (A1.23) 
62~~ 
.,..,_ jf-
- '1)- J~ ) 
so daß 
J(. l ~ ~ 
//)"" - () r(/ I ~ ) (A1.24) 
dies ist die (Al.18)
2 
~ntsprechende Komponent:endarstellung~ w~nn der Vektor V 
in irgendeinem mit dem Beooachte~system ;5 fest verbundenen KoordinatTn' 
system (Basis J~ und Koorqinaten ;<-lt.) ~argestellt wird, 
Die Komponentendarstellung von (Al.18)
3 
erhält U)an wie folgt, ~<Tenn der Tep.sor! 
bezUglieh eines im Beobachtersystem festen Koor~inatensystems dar~estelli wird: 
-t ) f~::::: (AI. 25) 




so daß die (AI. 18)
3 
entsprechende Komponentendarstellung die Form 
(AJ.27) 
- _+ . 
hat. Ergänzend sei noch augemerk t, wle die Basen ?k, und Ji miteinander ver-
knüpft sind. Mit (A 1.19)IIund (Al.l) wird 
_{- )f-11 \'- ~ - rlJ) ff 11 
1~ - fl ~ eh - eH ~ ~ (Al.28) 
und mit (A I. 20) 1 erhält man daraus 
_f 
@ 
,(11 -1.e __ . 
~~ ;;: fJ ~ fJ 11 Je\· (Al.29) 
Dies ist die gesuchte Verknüpfung; Sle bekommt eine einfachere und über-
sichtliche Form, wenn zu dem Zeitpunkt, zu dem die beiden kartesischen Koor-
- -~ - --t 
dinatensys teme f211 und ef'l zur Deckung kommen, auch ,jk und J ,E sich 




K:-11 -1 t. Dl 
fl 1<. A - ()4. 1-1 
und daher 
-*' !!_ g~ (/~ - • (A 1. 31) 
Wegen (AI. 1) 1 ist dieses Ergebnis natürlich nicht verwunderlich. 
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Eine ganz andere Komponentendarstellung von (A ]. 18) 2 und (Al. 18)3 erhält man, 
wenn die den Momentanzustand beschreibenden Vektoren und Tensoren in einem 
mitgeschleppten Koordinatensystem dargestellt werden. Die Basis eines mitge-
schlepptes Koordinatensystems im Beobachtersystem!} bzw. ß*" ist definiert 
als 





#K .::::- CJXk - t) K ) 
(Al. I I)Ilund X'"' 
......, 
so daß wegen == ~ 
*-
1~< - Q iK (Al.33) 
f -gilt. Wir stellen jetzt ~k. und fu in der karnesischen Basis des jeweiligen 
Beobachtersystems dar; dann ist 
(Al. 34) 
Im Unterschied zu den Transformationskoeffizeiten 
und J!~-tl( 
11 t.h 
fl ~ und f} ~ sind 
orts- und zeitabhängige Transformationskoeffizienten. Die Invertierung 
von (Al. 34) ergibt 
) 
--t k N 
~ )1 ßl(_ 
-? 




Damit wird -1 X-
QKL 8 lfl( i:>"L ~K @ ?" 
=== @I-tl'{ (AI. 36) 
also 
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Mit der Beobachtertransformation (Al.33) wird j~tzt aber 
(Al. 37) 
/1)') fW- -
Da der Tensor Q auf beiden Seiten steht~ muß ~ j11 &7 ~~~~ gleich dem ßin-
heitstensor sein, d.h. 
Damit folgt aber, daß 
-1 
kL ~ J..t 







~ ist also gleich den kontravarianten Metrikkoeffizienten des mitgeschleppten 
Koordinatensystems. Stellt man nun in der Beobachtertransformation (AI. 18) 2+3 
den Vektor ~ und den Tensor ·t im mitgeschleppten Koordinatensystem dar, wie 




aus (A I. 18) 2+3 
Ir J( _lf - ~ Ju 
Beobachtersystemen definiert wird, dann ist 
...:;!-. ~J:. J 






mit (A I. 36) 2 
1-111/ _lf- - t-
- Q /()- = @ f h & fll/ V I<-
- c!!/1/gNt.. 
Q t ar ----
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Wegen (AI. 38)Ilwird aber 
1-ttV ~7 @ Jvt. - (AI. 4 1) L ) 
so daß 
:!t ,'f- /( 5 'f-
Q Vkjk. 1J" - v- ~V{ v- -
*" *k;_J· s 
x.- ..f- (AI.42) 
t .::: t #K.&~t, (}_ f (}T := tkl ~ i!Pf'- , --- I 
die Komponentendarstellung ist also 
(Al . 43) 
I 
d.h. bei einer Darst~llung i~ mitg~schleppten Koordinatr~nßy~tem siqd ~ie Kowro-
nenten von Vektoren bzw. Tensoren numerisch gleich. ~ies ist ein Ergeb~is, was 
naturgemäß zu erwarten war, denn es gibt (objektiv gesehen) nur ein mitgeschlepp-
tes Koordinatensystem, aber natürlich beliebig viele Beobachtersysteme, in denen 
dieses mitgeschleppte Koordinatensyst~m dargestellt werden kann; fUr die Kom-
ponenten ist dies aber ohne Bedeutung. 
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Anhang (2): Bemerkungen zum Forminvarianzprinzip 
Es mag vielleicht auffallend sein, daß hier im Rahmen der nichtrelati-
vistischen Kontinuumsphysik ein Forminvarianzprinzip benützt wird, das 
eigentlich ein wesentlicher Ausgangspunkt für die allgemeine Relativi-
tätstheorie ist [46, 97_7. Abgesehen von der Tatsache, daß sich hier 
die Entwicklung auf eigentlich orthogonale (i.e. starre) Beobachter-
transformationen beschränkt, bedarf dies eines Kommentars mit dem 
Ziel, die wesentlichen Unterschiede des Forminvarianzprinzips 
im nichtrelativistischen und relativistischen Bereich anzudeuten. 
Wir gehen aus von einem Beobachtersystem, in dem die klassischen Massen-
erhaltungs-, Energie-, Impuls und Drehimpulssätze bekannt sind und 
gelten sollen. Es war schon in Kap. 4.2.1 darauf hingewiesen worden, 
daß innerhalb eines Beobachtersystems verschiedene Koordinatensysteme 
aufgespannt werden könneu. Kartesische Kool;'dinatensysteme sind hier 
durch zeitunabhängige (eigentlich) orthogonale Koordinatentransforma-
tionen miteinander verknüpft und krummlinige Koordinatensysteme durc;.h 
beliebige zeitunabhängige Koordinatentransformationen. Da die physika-
lischen Gesetze unabhängig von der Wahl des Koordinatensystems gelten 
bzw. in allen Koordinatensystemen innerhalb eines Beobachtersystems 
dieselben sind, sind diese verschiedenen Koordinatensysteme als gleich-
berechtigt anzusehen. Dies ist gleichbedeutend mit der Forderung, daß 
die physikalischen Gesetze forminvariant gegenüber zeitunabhängigen 
Koordinatentransformationen sind, ebenso wie die Relationen der (Eukli-
dischen) Geometrie.~ Forminvarianz heißt, daß die funktionale Form 
der Prinzipe in allen Koordinatensystemen dieselben sind L -74_). Diese 
Forderung wird automatisch dadurch erfüllt, daß physikalische Größen 
als Skalare, Vektoren und Tensoren (bzw. Tensoren 0., 1., 2 .... Stufe) 
dargestellt werden, so daß alle physikalischen Gesetze in tensorieller 
Form geschrieben werden. Tensorielle Größen sind gerade so definiert, 
daß sie die gewünschte Invarianzeigenschaft bei Übergang von einem 
Koordinatensystem auf ein anderes besitzen. Die häufig und auch hier ,, 
verwendete Methode besteht darin, daß Tensoren ohne Bezug auf ein be-
stimmtes Koordinatensystem definiert werden, indem sie durch ein index-
freies Symbol charakterisiert werden. z. B. 'V- (Vektor) oder t (Tensor). 
~ Nach Einstein L-9 7_7 bringt dieses Postular die "Isotropir= und Homo-
genität des Raumes" zum Ausdruck. Eringen bezeichnet dies als Koordi-
nateninvarianz /-41 7. 
~18~-
Die Invarianzeigenschaft dieser Größen drückt sich gerade dadurch aus~ 
daß hier ein und dasselbe Symbol für alle Koordinatensysteme verwendet 
wird. Die Zerlegung der Vektoren oder Tensoren bezpglich der Basis der 
jeweiligen Koordinatensysteme und die Äquivalenz dieser Zerlegungen führt . 
dann zu den Transformationsformeln für die Komponentendarstellungen 
der Vektoren und Tensoren. Diese Transformationsregeln stellen bekannt-
lich eine lineare, homogene Verknüpfung zwischen den Vektor- bzw. 
Tensorkomponenten dar. Daraus folgt, daß Tensoren, deren sämtliche 
Komponenten in einem Koordinatensystem verschwinden, auch in jedem 
anderen Koordinatensystem i~~~~l~~~ Beobachtersystems verschwindende 
Komponenten haben. 
Der Übergang von e~nem Beobachtersystem auf e~n anderes darf nicht mit 
einer Koordinatentransformation innerhalb eines Beobachtersystems ver-
wechselt werden, denn Beobachtersysteme führen ja per definitionem 
(starre) Relativbewegungen gegeneinander aus. Dieses kann als eine zeit~ 
abhängige Koordinatentransformation aufgefaßt werden. Bei diesem Beobach-
terwechsel transformieren sieb die Geschwindigkeit uqd die kinetische 
Energie sowie die Beschleunigung ~i~~! wie obj~ktive Skalare oder Vek~ 
toren (Anhang l). Daher können die Komponenten dieser Größen in e~nem 
Beobachtersystem wohl verschwinden, sie verschwinden 4ber nicht in e~nem 
andel;'en Beobachtersyst;em. Bei einer (z~itunabltä"\lgigen) Koor4inatentrans-
formation ist dies dagegen gewährleist~t. Di~s zeigt einen wgsen~lichen 
Unterschied zwischen Koorciinaten- und Beobachtert;ra-q.sformationen. 
Aufgrund der kinematischen Transformationsgesetze und der Annahme, daß 
sich die Kontaktkräfte - d.s. die Spannungen -wie objektive Vektoren 
bzw. Tensoren bei Beobachterwechsel transformieren, sowie der Forderung, 
daß der aus dem En~rgiesatz abgeleitete Impulssat~ebenfalls forminva-
riant ist, ergab sich, daß die Mqssenkraftdichte b nicht objektiv ist; 
allerdings zeigte sich mit (4.6~), daß die Differenz der Massenkl;'aft-
dich te und Beschleunigung ( b- fo) sich wie ein objektiver Vektor 
transformiert. Daher stellt der im System Jif wie in einem "abgeschlosse-
nen Kasten" sitzende Beobachter eine andere Massenkraftfeldstärke fest ------
als der Beobachter im System~, wenn in beiden Beobachtersystemen 
die Massenkraftfeldstärke nach derselben Meßvorschrift bestimmt wird: ---------
Die Massenkraftfeldstärke ist gleich der Beschleunigung, die ein freier 
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Probekörper (Punktmasse) erfährt.~ Für den Beobachter innerhalb des 
Systems ,5*' (im Kasten ,5*) ist es daher meßtechnisch mit den Gesetzen 
der Mechanik ~~ nicht möglich zu unterscheiden, ob diese Änderung des 
Massenkraftfeldes auf eLne Änderung der gravitierenden Massen oder auf 
die Relativbewegung seines Bezugrahmens zurückzuführen ist L98, 99 _7. 
Abgesehen von der Frage der "Ursache" der Änderung des Massenkraftfeldes 
ist man daher nicht gehindert, auch in ~~das so bestimmte Massenkraft-
feld als real anzusehen. Dies begründet die hier gemachte Voraussetzung 
der physikalischen Gleichberechtigung des relativ zu ,S be'schleunigt 
bewegten Beobachtersystems ~'II. (Äquivalenzprinzip L-97, 98_7). 
Wenn nun Beobachter in verschiedenen Beobachtersystemen miteinander 
Infonnationen austauschen können, dann werden sie feststellen, daß Ln 
bestirrnnten Beobachtersystemen die Massenkraftfelder eine besonders 
einfache Form erhalten. Dies sind die Inertialsysteme und alle relativ 
zu diesen unbeschleunigt bewegten Beobachtersystemen. Bei der hier ge-
wählten Betrachtungsweise sind also Inertialsysteme durch eLn Einfach-
heitskriterium für das Massenkraftfeld ausgezeichnet L- 98, S. 295_7. 
Die durchgeführte Entwicklung und die obigen Erläuterungen erfolgten im 
Rahmen der nichtrelativistischen Kontinuumsmechanik, wobei aber von dem 
Begriff des absoluten Bezugs- oder Beobachtersystems und dem von Schein-
kräften infolge der Relativbewegung von Beobachtersystemen nicht Gebrauch 
gemacht wird. Ein wesentlicher Aspekt dieser klassischen Theorie ist die für 
alle Beobachtersysteme und Raumpunkte gleiche Zeitskala. Infolge dieser Zeit-
definition gibt es neben den Größen, die sich bei Beobachtertransformationen 
(zeitabhängige Koordinatentransformationen) wie objektive Tensoren 0., 1., 
2 .... Stufe transformieren, auch nichtobjektive Tensoren (z.B. Geschwindig-
keit, Beschleunigung, Massenkräfte); deren Komponenten transformieren sich 
nur dann wie Tensorkornponenten, wenn zeitunabhängige Koordinatentransforma-
tionen innerhalb eines Beobachtersystems vorliegen. 
Die Aufgabe des absoluten Zeitbegriffes in der Relativitätstheorie erlaubt 
dagegen~~~~!~~~~ physikalische Größen auf ~~i~~~~~~ Tensoren 0., 1., 2 .... 
Stufe zurückzuführen, so daß alle physikalischen Gesetze gegenüber beliebigen 
zeitabhängigen Koordinatentransformationen forminvariant sind. Der in der 
nicht-relativistischen Mechanik notwendige Unterschied zwischen (zeitunabhängi-
gen) Koordinatentransformationen innerhalb eines Beobachtersystems und Beobach-
tertransformationen entfällt damit, denn zeitabhängige Transformationen erfol-
gen nach denselben mathematischen Regeln wie zeitunabhängige. 
Hier ist natürlich die Gleichheit von schwerer und träger Masse impliziert. 
Die Heranziehung elektromagnetischer Erscheinungen ändert nicqts an dieser 
Tatsache { 98) 
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Anhang 3: Leistung der hydrostatischen Druckkräfte auf den Schalen-
laibungen 
Der mit (8.9) nur formal angegebene Leistungsbeitrag ~ der hydrostati~ 
s~hen Dru~kkräfte errechnet sich im einz~lnen wie folgt. Es ist 
N;_ = ~ (._p+) fi~. jJr dO~ + f (-,PJ ii -. ß--dO~ 
~ o~ . 
(A~. I) 
0 äußere Laibungsfläehe innere Laibungsfläch~ 
ln dieser D&rstellung ist die Integration in der Momentankonfiguration 
auszuführen. Hi~r sind 
+ -
; f die hydrostatischen Drücke auf der äußeren (+) bzw. lnneren (-) 
Laibungsfläche, 
der momentane Ortsvektor elnes materiellen Punktes auf der 
äußeren bzw. inneren Laibungsfläche, 
die entsprechende Geschwindigkeit elnes materiellen Punktes 
auf den Laibungsflächen, 
-~ 11- die äußeren Einheitsnormalenvektoren der Laibungsflächen ln m; 
der Momentankonfiguration, 
&(L)~ ~t)- die Flächenelemente der Laibungsflächen in der Momentankonfigu-
/ 
ration 
Mit ( 7 . I ) wird 
- f-
? == ;:;- (e~ e ~ t) + .st-(e; ej d(e/&'-,t) 
/f(&;~l~ tJ s-(e~e) d (&:&~t)) 
(A3.2) 
wobei besonders zu beachten ist, daß -..S-t- Ul'ld ._s- keine Funktionen der 
Zeit sind; die zeitlichen Änderungen der Schalepdi~ke sind hier nur in ~ 
enthalten. Damit sind 
-.. 
- + ? 
.. 
ö+- d -r ..,L 
II 
(A3. 3.) .. .. _ 
JO 
.. -:;c .s~ d 
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Die Ableitungen ' 
-.".. f - r- d f> J cX. - ~(}( -1- s d/d.. .,. 6)o<. (A3.4) v<.. == 1, 2 
~-)o< ::: , ... -.$- dl>i.. .s- d /(}( )o/.. 
sind Tangentenvektoren der äußeren bzw. inneren Laibungsflächen. Daher 
sind die äußeren Einheitsnormalenvektoren 
- r- -1- ' 
-f- ~)~ X p;l., rn -
I t,: X Jö/~ I 
--
~;_ ~)-1 ;X. 
/h =-
I fo; ){ ?~~I 
Mit (A3.4) wird 
~): x fö,; = (i;~ x ;;.z) f ( 7;~ xd) s~L +( i"j"x cl;.).st 
t-(~?x F:;.)5/ f(~~xd)tSrs~ t-(~4 /~J.)(sy~ 
.;-{J x r1~)s;4 f ( d x ~~) st- s;"~ 
Die differentiellen Vektoren 
spannen ein Flächenelement der Größe 
(A3. 5) 
(A3.6) 
in der äußeren Laibungsfläche 0 f- (Momentankonfiguration) auf. Mit dem 








Also wi~d der e~~te Term in (AJ. I) 
Der zweite Term in (A3. I) wird 
1 {---p)m-. ;-do- ~J .f'- (p;,yp,>.}(,;-- s-i) ~ 
o-- {fl rn 
Das Kreuzprodukt ~~~ f ~~ erhält man aus (A3. 6), indem man dort Sf-
durch - S- ersetzt. Die gesamte hydrostatische Leistung wird damit 
II,- -/(frP~-pJ(T;.x ~,J _ 
rA +(.ffst + fs)( 7;_,x d,2 -t- dM xr/z) 
r(prpj- ~~{s)J ( ~~ ;t d;;.) 
(A3. 9). -
I-r "" - -)(..._ xci) + ( p sJ-t -r .f eS;~ ~"' 
~r.ff- s::, +fJ- s;1) (d )( ?5z) 
+( R~st .s;1 - p-.s- ~;~) ( ;z x Cl;:<-) " 
-t-(Jl cls;.&-;r .s- 0;2) ( d;, x cl) } • r 
+ .... 
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+ [ (;'~-s .,_ + ~- s-} (Ci;.., x ~-~-) 
f ( .pr(:s1'- .P-( sJ~(r;;, x ~'- +1)4 I i;,) 
-f ( _()+ (SJJ + ~-(0) 3) ( ~'} X ~;.) 
1- ( pf .s: ~f- f- .s~~ s) ( ~~ x d) 
-f- ( -f f ,5/: 5 t - f- .$!-1 s) ( l ,( r I~ ) 
-1( .;:/ (0j~1: +1'-rs/~~) (Jx J;,_) 
(A3.9) 
t-(/fs1'.s:-. +_p(s-/~)fci;~xd)}·d J j{!. 
Wird die Mittelfläche der undeformierten Schale als Referenzfläche gewählt, 
dann ist 
0 + :::::. s - =: ~2-
und die Druckleistung wird 
M_ = -1 r ( ?+- ;;-) 1-r;_,x -i;z_) 
lA +( jJ+ + pj i ( ";" X cl,'- i- ;z f X.;;,,) 
.---------. - ~ 
+(;;/- P)(f '(d,, X;zz_) 
f ( ;/-;-p~) (f)n~ ( r;" x d) (A3.10) 
f ( ff- -f- .p-)(f);" ( d X ~IV) 
t-(;/-_p-)(fj(t)" (dxd;z) . 
+(I+ -f~(f:)(fjz (d/~xP!) J. r 
-r u. 
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+ { ( -f-r ~ f.o-) j ( 7;., x if;l) 
+(,P~ -p-) (f)'( i;" xcl;~ +ti~x~z) 
-f ( fi- + f-) (f)-1 ( d,~ X d;L) 
I (fJt-- P/(f)
2
/f) ( ~~xd) 





1(P~+I)(jf~4j<- (ct,.xcl)}·Z j 11: 
Die in (8.9) eingeführten formalen Schalenbelastungsgrößen Y 
(/0 





Bei Wahl der Mittelfläche als Referenzfläche und konstanter Wanddicke 
in der undeformierten Ausgangskonfiguration erhält man nur die in (A3. 10) 
durch Schlangenlinie gekennzeichneten Terme. Eine entlang der Referenzfläche 
variable Wandstärke 4 m.acht sich also durch zusätzliche Terme in den 
Schalenbelastungsgrößen ~ 0 
den B~weg~ngsgleichungen. 
und d"' bem~rkbar, n,:\.cht aber sonst :Ln 
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Bei dünnen Schalen wird im allgemeinen nur der erste Term von d 0 zu 
berücksichtigen sein, sofern die Verformungen, die durch r und cl und deren 
Abteilungen dargestellt werden, nicht zu groß werden. Welche Terme 1n den 
Ausdrücken (A3. II) verläßlich zu vernachlässigen sind, muß im Einzel-
fall nachgewiesen werden. 
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