Abstract. In this paper, we obtain boundary Harnack estimates and comparison theorem for nonnegative solutions to the linearized Monge-Ampère equations under natural assumptions on the domain, Monge-Ampère measures and boundary data. Our results are boundary versions of Caffarelli and Gutiérrez's interior Harnack inequality for the linearized Monge-Ampère equations. As an application, we obtain sharp upper bound and global L p -integrability for the Green's function of the linearized Monge-Ampère operator.
Introduction
This paper is concerned with boundary Harnack estimates for solutions to the linearized MongeAmpère equations
where Φ = (Φ ij ) ≡ (det D 2 φ)(D 2 φ) −1 denotes the cofactor matrix of the Hessian matrix D 2 φ of a strictly convex function φ. The operator L φ appears in many contexts including the affine maximal surface equation in affine geometry [37, 38, 39] , the Abreu's equation in the problem of finding Kähler metrics of constant scalar curvature in complex geometry [1, 13, 14] , and the semigeostrophic equations in fluid mechanics [3, 11, 29] . The regularity theory for the linearized Monge-Ampère equations was initiated in the fundamental paper [9] by Caffarelli and Gutiérrez. They developed an interior Harnack inequality theory for nonnegative solutions of the homogeneous equations L φ u = 0 in terms of the pinching of the Hessian determinant λ ≤ det D 2 φ ≤ Λ. Accordingly, they obtained Hölder continuity for solutions. Their approach is based on that of Krylov and Safonov [20, 21] on Hölder estimates for linear, uniformly elliptic equations in general form with measurable coefficients, with sections replacing Euclidean balls. The notion of sections (or cross sections) of solutions to the Monge-Ampère equation was first introduced and studied by Caffarelli [4, 5, 6, 7] , and plays an important role in his fundamental interior W 2,p estimates [5] . Sections are defined as sublevel sets of convex solutions after subtracting their supporting hyperplanes. They have the same role as Euclidean balls have in the classical theory. A Euclidean ball of radius r is a section with height r 2 /2 of the quadratic function |x| 2 /2 whose Hessian determinant is 1. This theory of Caffarelli and Gutiérrez is an affine invariant version of the classical Harnack inequality for uniformly elliptic equations with measurable coefficients. In fact, since the linearized MongeAmpère operator L φ can be written in both divergence form and non-divergence form, CaffarelliGutiérrez's Hölder regularity theorem is the affine invariant analogue of De Giorgi-Nash-Moser's theorem and also Krylov-Safonov's theorem on Hölder continuity of solutions to uniformly elliptic equations in divergence and nondivergence form, respectively. Caffarelli and Gutiérrez's theory has already played a crucial role in Trudinger and Wang's resolution [37] of Chern's conjecture in affine geometry concerning affine maximal hypersurfaces in I R 3 and in Donaldson's interior estimates for Abreu's equation in complex geometry [13] , paving the way for his resolution of the constant scalar curvature problem for toric surfaces [14] . It was also used by Caffarelli and Silvestre in their pioneering paper on nonlocal equations [10] to prove several regularity results for problems involving the fractional powers of the Laplacian or other integro-differential equations.
The theory of Caffarelli and Gutiérrez is a basic building block in developing higher regularity results (C 1,α , W 2,p estimates) for the linearized Monge-Ampère equations, both in the interior and at the boundary; see for example the works of Gutiérrez and Nguyen [17, 18] ; Savin and the author [27] , Nguyen and the author [25] . It is worth noting that these boundary regularity estimates for the linearized Monge-Ampère equations found interesting applications to nonlinear, fourth order, geometric PDEs. These include: establishing global second derivative estimates for the second boundary value problem of the prescribed affine maximal surface and Abreu's equations under optimal integrability conditions on the affine mean curvature [22] , and proving global regularity for minimizers with prescribed determinant of certain functionals motivated by the Mabuchi functional in complex geometry in two dimensions [28] .
Recently, Maldonado [31, 32] extended the Caffarelli-Gutiérrez theory and established the interior Harnack inequality for nonnegative solutions of the linearized Monge-Ampère equations, with and without lower-order terms, under minimal geometric conditions on the Monge-Ampère measure det D 2 φ of φ, namely, it is doubling with respect to the center of mass on the sections of φ.
In this paper, we establish the corresponding boundary Harnack inequality for nonnegative solutions of the linearized Monge-Ampère equations under natural assumptions on the domain, MongeAmpère measures and boundary data. We give two applications of this boundary Harnack inequality. In the first application, we prove a Comparison Theorem for two positive solutions to the linearized Monge-Ampère equations; here we assume furthermore that one of the two solutions vanishes on the boundary. In the second application, we obtain a sharp upper bound for the Green's function of the linearized Monge-Ampère operator and its uniform L p -integrability for the same integrability range as that of the Green's function of the Laplace operator.
The rest of the paper is organized as follows. In Section 2, we state our main results (Theorems 2.1, 2.3 and 2.5). The main tools used in the proofs of the main results will be recalled and established in the next two sections. In Section 3, we recall basic geometric properties of solutions to the MongeAmpère equations and their rescalings using the boundary Localization Theorem, the Localization Theorem at the boundary for solutions to the Monge-Ampère equations, and Caffarelli-Gutiérrez's interior Harnack inequality for solutions to the linearized Monge-Ampère equations. We establish some fine geometric properties of boundary sections of solutions to the Monge-Ampère equation in Section 4. These include Theorem 2.8 and Lemma 4.3 concerning a chain property of sections of φ. The proofs of Theorems 2.1 and 2.3 will be given in Section 5. Theorem 2.5 will be proved in the final Section 6.
Statement of the main results
We assume the following global information on the convex domain Ω and the convex function φ.
, and for each y ∈ ∂Ω there is a ball B ρ (z) ⊂ Ω that is tangent to ∂Ω at y.
Assume further that on ∂Ω, φ separates quadratically from its tangent planes, namely
We note that, given (2.2), the quadratic separation from tangent planes on the boundary (2.3) holds if φ | ∂Ω , ∂Ω ∈ C 3 , and Ω is uniformly convex (see [34, Proposition 3.2] ).
The section of φ centered at x ∈ Ω with height h is defined by
For x ∈ Ω, we denote byh(x) the maximal height of all sections of φ centered at x and contained in Ω, that is,h (x) := sup{h ≥ 0| S φ (x, h) ⊂ Ω}.
In this case, S φ (x,h(x)) is called the maximal interior section of φ with center x ∈ Ω. Denote by Φ = (Φ ij ) ≡ (det D 2 φ)(D 2 φ) −1 the cofactor matrix of the Hessian matrix D 2 φ = (φ ij ). Φ is divergence-free. Then, the linearized operator of the Monge-Ampère equation (2.2) is given by
We denote by c,c, c 1 , c 2 , C,C, C 1 , C 2 , θ 0 , θ * , M, M 0 , M 1 , · · · , positive constants depending only on ρ, λ, Λ, n, and their values may change from line to line whenever there is no possibility of confusion.
We refer to such constants as universal constants.
We can assume that all functions φ, u in this paper are smooth and thus solutions can be interpreted in the classical sense. However, our estimates do not depend on the assumed smoothness but only on the given structural constants.
Our first main result is concerned with boundary Harnack inequality for nonnegative solutions to the linearized Monge-Ampère equations.
Theorem 2.1 (Boundary Harnack inequality or Carleson estimate).
Assume that Ω and φ satisfy (2.1)-(2.3). Let x 0 ∈ ∂Ω and 0 < t ≤ c universally small. Suppose that u ≥ 0 is a continuous solution of L φ u = 0 in Ω ∩ S φ (x 0 , t) with u = 0 on ∂Ω ∩ S φ (x 0 , t). Let P 0 ∈ ∂S φ (x 0 , t/4) be any point satisfying dist(P 0 , ∂Ω) ≥ c 1 t 1/2 for some universal constant c 1 . Then there is a universal constant M 0 > 0 depending only on ρ, λ, Λ, n such that
Remark 2.2. The point P 0 in the statement of Theorem 2.1 always exists by Lemma 4.4. Also by this lemma, dist(P 0 , ∂Ω) is comparable, with universal constants, to the largest distance from a point on ∂S φ (x 0 , t/2) to the boundary ∂Ω. By abuse of notion, we call P 0 the apogee of S φ (x 0 , t/2). Theorem 2.1 is a special case of the following Comparison Theorem. A particular case of this theorem asserts that any two positive solutions of L φ u = 0 in Ω which vanish on a portion of the boundary must vanish at the same rate.
Theorem 2.3 (Comparison Theorem).
Assume that Ω and φ satisfy (2.1)-(2.3). Let x 0 ∈ ∂Ω and 0 < t ≤ c universally small. Suppose that u, v ≥ 0 are continuous solutions of
. Let P ∈ ∂S φ (x 0 , t/4) be any point satisfying dist(P, ∂Ω) ≥ c 1 t 1/2 for some universal constant c 1 . Then there is a universal constant M 0 > 0 depending only on ρ, λ, Λ, n such that
The proofs of Theorems 2.1 and 2.3 will be given in Section 5. Theorem 2.3 is an affine invariant analogue of the comparison theorems in [8, 2] . In [8] , Caffarelli, Fabes, Mortola and Salsa proved a comparison theorem for positive solutions of linear, uniform elliptic equations in divergence form. In [2] , Bauman proved a comparison theorem for positive solutions of linear, uniform elliptic equations in non-divergence form with continuous coefficients. Remark 2.4. We require t to be universally small in Theorems 2.1 and 2.3 for convenience. A simple covering argument with the help of the boundary Localization Theorem 3.7 and the interior Harnack inequality in Theorem 3.3 shows that the above theorems hold for any t satisfying S φ (x 0 , t) ⊃ Ω.
As an application of Theorem 2.1, we obtain sharp upper bound for the Green's function of the linearized Monge-Ampère operator L φ . Let g V (x, y) be the Green's function of L φ in V with pole y ∈ V ∩ Ω where V ⊂ Ω, that is g V (·, y) is a positive solution of L φ g V (·, y) = δ y in V ∩ Ω, and g V (·, y) = 0 on ∂V.
Theorem 2.5 (Bound on Green's function). Assume that Ω and φ satisfy (2.1)-(2.3). Let x 0 ∈ Ω and 0 < t 0 < c(n, λ, Λ, ρ). If x ∈ ∂S φ (x 0 , t 0 ) then 
More generally, for all x 0 ∈ Ω and t ≤ c 1 (n, λ, Λ, ρ, p) we have
The proofs of Theorem 2.5 and Corollary 2.6 will be given in Section 6. Our boundary Harnack estimates in Theorems 2.1 and 2.3 depend only on the bounds on the Hessian determinant det D 2 φ, the quadratic separation of φ from its tangent planes on the boundary ∂Ω and the geometry of Ω. Under these assumptions, the linearized Monge-Ampère operator L φ is in general not uniformly elliptic, i.e., the eigenvalues of Φ = (Φ ij ) are not necessarily bounded away from 0 and ∞. Moreover, L φ can be possibly singular near the boundary (see, for example [27, 40] ). The degeneracy and singularity of L φ are the main difficulties in establishing our boundary Harnack inequalities. We handle the degeneracy of L φ by working as in [9] with sections of solutions to the Monge-Ampère equations. These sections have the same role as Euclidean balls have in the classical theory. To overcome the singularity of L φ near the boundary, we use a Localization Theorem at the boundary for solutions to the Monge-Ampère equations which was obtained by Savin in [33, 34] .
Our main tools in the proofs of the main results are the boundary Localization Theorem for the Monge-Ampère equations [33, 34] , the interior Harnack estimates for solutions to the linearized Monge-Ampère equations which were established in [9] and fine geometric properties of solutions to the Monge-Ampère equation which were obtained in [24] and further elaborated in this paper. Among these, we would like to point out the following geometric property of sections of φ which is a crucial ingredient in the proof of Theorem 2.1. It says quantitatively that sections of solutions to the Monge-Ampère equations share many properties as Euclidean balls. It is a global version of [16, Theorem 3.3.10] and could be of independent interest. Theorem 2.8. Assume that Ω and φ satisfy (2.1)-(2.3). Fix a universal constant M such that any section of φ with height M contains Ω. Then, there exist universal constants c 0 > 0 and
For the existence of the universal constant M in the statement of Theorem 2.8, see Lemma 3.6. The proof of Theorem 2.8 will be given in Section 4.
Remark 2.9. The results of this paper, in particular, Theorem 2.1 and Corollary 2.6, have been recently used by Nguyen and the author [26] to establish global W 1,p estimates for all p < nq n−q for solutions to the nonhomogeneous linearized Monge-Ampère equations L φ u = f when f belongs to L q where n/2 < q ≤ n.
Geometry of the Monge-Ampère equations
In this section, we recall the main tools used in the proofs of our main results. These include properties of sections of solutions to the Monge-Ampère equation and their rescalings using the boundary Localization Theorem, the Localization Theorem at the boundary for solutions to the Monge-Ampère equation, and Caffarelli-Gutiérrez's interior Harnack inequality for solutions to the linearized Monge-Ampère equation.
3.1. Geometry of sections of solutions to the Monge-Ampère equations. In this section, we assume that
Throughout, we use the following volume growth for compactly supported sections:
We will use the following consequence of C 1,α estimates:
for universal constants µ(n, λ, Λ) ∈ (0, 1) and C 1 depending only on n, λ, and Λ.
The Caffarelli-Gutiérrez's Harnack inequality for the linearized Monge-Ampère equations states:
v for a universal τ ∈ (0, 1/2) depending only on n, λ and Λ.
We also need the following Vitali type covering lemma.
Lemma 3.4. ([35, Lemma 2.3])
Let D be a compact set in Ω and assume that for each x ∈ D we associate a corresponding section S φ (x, h) ⊂⊂ Ω. Then we can find a finite number of these sections
where δ > 0 is a small constant that depends only on λ, Λ and n.
We recall the following global results on sections. 
(iii) for any section S φ (x, t) with x ∈ Ω and t ≤ c 0 , we have
3.2.
The Localization Theorem and properties of the rescaled functions. In this section, we assume that Ω and φ satisfy (2.1)-(2.3). We now focus on sections centered at a point on the boundary ∂Ω and describe their geometry. Assume this boundary point to be 0 and by (2.1), we can also assume that
where ρ > 0 is the constant given by condition (2.1). After subtracting a linear function, we can assume further that
By (2.3), the boundary data φ has quadratic growth near the hyperplane {x n = 0}. Hence, as h → 0, S φ (0, h) is equivalent to a half-ellipsoid centered at 0. This follows from the Localization Theorem proved by Savin in [33, 34] . Precisely, this theorem reads as follows.
Theorem 3.7 (Localization Theorem [33, 34] ). Assume that Ω satisfies (3.1) and φ satisfies (2.2), (3.2), and
Then, for each h ≤ k there exists an ellipsoid E h of volume ω n h n/2 such that
Moreover, the ellipsoid E h is obtained from the ball of radius h 1/2 by a linear transformation A
−1 h
(sliding along the x n = 0 plane)
Throughout, we denote by B r = B r (0) the Euclidean ball centered at 0 with radius r and B + r = B r ∩ {x ∈ I R n : x n ≥ 0}. Let φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at the origin. We know that for all h ≤ k, S φ (0, h) satisfies
with A h being a linear transformation and
This gives
We denote the rescaled functions by
The function φ h is continuous and is defined in Ω h with Ω h := h −1/2 A h Ω, and solves the Monge-
, and by Theorem 3.7, we obtain (ii) if r ≤ c small, we have
(iii) ∂Ω h ∩ B 2/k is a graph in the e n direction whose C 1,1 norm is bounded by Ch 1/2 ; (iv) If δ is universally small, then for any
Geometric properties of boundary sections
In this section, we prove Theorem 2.8 and establish a chain property for sections of solutions to the Monge-Ampère equations in Lemma 4.3.
For the proof of Theorem 2.8, we need two additional results: Proposition 4.1 and Lemma 4.2. Proposition 4.1 is concerned with the shape of maximal interior sections. Lemma 4.2 estimates the size of a section of φ in terms of its height.
Proposition 4.1. Let φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at the origin. Assume that for some y ∈ Ω the maximal interior section S φ (y,h(y)) ⊂ Ω is tangent to ∂Ω at 0, that is, ∂S φ (y,h(y)) ∩ ∂Ω = {0}. Then, if h :=h(y) ≤ c with c universal, (i) there exists a small positive constant k 0 < k depending only on ρ, λ, Λ and n such that
with E h and k the ellipsoid and constant defined in the Localization Theorem 3.7;
Lemma 4.2. Assume that Ω and φ satisfy (2.1)-(2.3). Let M be as in Lemma 3.6 and letμ be as in Proposition 4.1. Then, there is a universal constantC > 0 such that for all t ≤ M and y ∈ Ω, S φ (y, t) ⊂ B(y,Ctμ).
Proof of Proposition 4.1. (i) is a consequence of Theorem 3.7 and was proved in [35] (see also [27 We now prove (iii). By (i), S φ (y, h) is equivalent to an ellipsoid E h , i.e.,
The rescalingφ of φφ
, and
where we recall that Sφ(0, 1) represents the section ofφ at the origin with height 1. With (4.2), we apply Lemma 3.2 to obtain µ(n, λ, Λ) ∈ (0, 1) and C 4 (n, λ, Λ, ρ) such that
Using (4.1), t/h ≤ 1 2 and h ≤ c, we can takeμ = min{µ, 1 10 } and obtain
Hence (iii) is proved.
Proof of Lemma 4.2. In this proof, we drop the dependence on φ of sections when no confusion arises. We first prove the lemma for the case where y is a boundary point which can be assumed to be 0 ∈ ∂Ω. By rotating coordinates, and subtracting a linear function from φ, we can assume that φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at the origin. Thus, if t ≤ k(≤ 1), then from (3.3), we have
for some C 3 universal, depending only on ρ, n, λ and Λ. By increasing C 3 if necessary, we find that
Next, we prove the lemma for y ∈ Ω away from the boundary, that is r := dist(y, ∂Ω) ≥ c, for c universal. In this case, we can use Lemma 3.2 and the strict convexity of φ which follows from the boundary C 1,α regularity of φ for all α ∈ (0, 1) as observed in [27, Lemma 4.1] and Caffarelli's Localization Theorem [4] . We then find a µ ∈ (0, 1) depending only on n, λ, Λ and C 0 depending on ρ, n, λ, Λ such that S φ (y, t) ⊂ B(y, C 0 t µ ) for all t ≤ M. By increasing C 0 if necessary, we find that
Finally, we prove the lemma for y ∈ Ω near the boundary ∂Ω. Let y ∈ Ω with r := dist(y, ∂Ω) ≤ c, for c universal. Consider the section S(y, t) with t ≤ M . Then, either there exists z ∈ ∂Ω such that z ∈ S(y, 2t) or S(y, 2t) ⊂ Ω. In the first case, by Theorem 3.5, we have S(y, 2t) ⊂ S(z, 2θ * t). Thus, as in (4.3), we find S(y, t) ⊂ S(z, 2θ * t) ⊂ B(z, C 3 tμ). It follows that |y − z| ≤ C 3 tμ and therefore (4.5) S(y, t) ⊂ B(y, 2C 3 tμ) for all t ≤ M.
In the remaining case S(y, 2t) ⊂ Ω, we obtain from Proposition 4.1 (iii), (4.6) S(y, t) ⊂ B(y, C 4 tμ).
The lemma now follows from (4.3)-(4.6) by choosingC = C 0 + 2C 3 + C 4 .
Proof of Theorem 2.8. We prove that the conclusions of the theorem hold for p 1 =μ −1 where 0 < µ(n, λ, Λ) < 1/8 is the universal constant in Lemma 4.2.
(i) Let 0 < r < s ≤ 3, s − r ≤ 1 and 0 < t ≤ M where M is as in Lemma 3.6. Let c, δ be as in Lemma 3.8 and let θ * be as in Theorem 3.5. We first consider the case t ≤ cδ 4θ * . If S φ (x 0 , 4t) ⊂ Ω then the theorem follows from the interior result established in [16, Theorem 3.3.10] . Suppose now S φ (x 0 , 4t) ∩ ∂Ω = ∅. Without loss of generality, we can assume that 0 ∈ S φ (x 0 , 4t) ∩ ∂Ω and that φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at 0. By Theorem 3.5, we have
We use the Localization Theorem 3.7 at the origin with height h = 4θ * δ −1 t ≤ c and consider the rescaled function
We will show that for some universally small c 0 > 0 and p 1 ≥ 1
We note from (4.7) that
On the other hand, from y ∈ S φ h (x 1,h , c 0 (s − r) p 1t ), we can estimate for some universal constant C
where we call thatμ(n, λ, Λ) ∈ (0, 1/8) is also the constant in Proposition 4.1. Indeed, if x 1,h ∈ ∂Ω h , then from Lemma 3.8(i), φ h and S φ h (0, 1) satisfy the hypotheses of the Localization Theorem 3.7 at x 1,h and hence (4.11) follows from the estimate (3.3) .
Consider now the case x 1,h ∈ Ω h . By Lemma 3.8 (iv), S φ h (x 1,h ,h(x 1,h )), the maximal interior section of φ h centered at x 1,h is tangent to ∂Ω h at z ∈ ∂Ω h ∩ B c/2 . Thus, by Lemma 3.8 (i), the Localization Theorem 3.7 is applied at z and we can apply Proposition 4.1 to the tangent point z.
If
It follows from (3.3) that (4.12)
Now, it remains to consider the case
Combining (4.12) and (4.13), we obtain (4.11), for the case x 1,h ∈ Ω h , as asserted. It follows from (4.9)-(4.11) and 0 < s − r ≤ 1 that
We show that if c 0 is universally small and p 1 =μ −1 as above then It follows from the global C 1,α estimate in Lemma 3.6 that
if we choose c 0 universally small and p 1 =μ −1 .
(ii) The proof, based on convexity, is quite similar to that of (i). We include here for example the proof for the case M ≥ t ≥ cδ 4θ * . From convexity and
We will show that, for all z ∈ S(x 1 , c 0 (s − r) p 1 t), we have
It follows from the global C 1,α estimate in Lemma 3.6 that
Since M ≥ t ≥ cδ 4θ * and 0 < s − r ≤ 1, this can be achieved by choosing p 1 =μ −1 and c 0 small. We now establish a chain property for sections of solutions to the Monge-Ampère equations. Lemma 4.3. Assume φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at z. Let τ = τ (n, λ, Λ) be as in Theorem 3.3. Assume that x ∈ Ω with dist(x, ∂Ω) ≤ c 0 universally small and satisfies ∂Ω ∩ ∂S φ (x,h(x)) = {z}. Then (i) we can find a sequence
0 dist(x, ∂Ω) for some universal constants K,K > 0, and k 0 is the small constant in Proposition 4.1.
(ii) Conversely, for any universal constants K 1 and K 2 and any y ∈ S φ (z, K 1 dist 2 (x, ∂Ω)) with dist(y, ∂Ω) ≥ K 2 dist(x, ∂Ω), we can find a sequence x 0 = x, x 1 , · · · , x m = y in the section S φ (z, K 1 dist 2 (x, ∂Ω)) with m universally bounded and
Proof of Lemma 4.3. We give here the proof of (i) for k 0 as in Proposition 4.1 while that of (ii) follows similarly. Assume z = 0 for simplicity. By Proposition 4.1,
Let c be as in Proposition 4.1. We first prove the lemma for c 0 c ≤ dist(x, ∂Ω) ≤ c 0 . By (2.1) and the first inclusion in (3.3), we can find y ∈ S φ (0, c) such that
Thus if c 0 is universally small then for K 1 := 6k
whereK = 4(cc 2 0 ) −1 is a universal constant. Since D ⊂ y∈D S φ (y, τh(y)), by Lemma 3.4, we can find a covering
such that {S φ (y i , δτh(y i )} is a disjoint family of sections. Hence, with y as in (4.16), we can find a sequence
for all i = 0, 1, · · · , m − 1. The conclusion of the lemma follows once we prove that K is universally bounded. However, this follows from the volume estimate. Indeed, we first note that |D| ≤ C(n, ρ, λ, Λ). On the other hand, from Proposition 4.1 (i), we have for
Hence, by (4.17) and the lower bound on volume of sections in Lemma 3.1, we deduce that K is universally bounded. We now prove the lemma for dist(x, ∂Ω) ≤ cc 0 . Let h = dist 2 (x, ∂Ω)/(c 2 0 c) ≤ c. We use the Localization Theorem 3.7 at the origin and consider the rescaled function
By Lemma 3.8, φ h and S φ h (0, 1) satisfy the hypotheses of the Localization Theorem 3.7 at all points
c). By [27, Proposition 4.3], we have for all y
If h ≤ c universally small, we have
This in particular implies that for
As in the case c 0 c ≤ dist(x, ∂Ω) ≤ c 0 , we can find a sequence
with m ≤ K universal such that
It follows that for
Recalling (4.18) and (4.19), we find
Furthermore, for all i = 0, 1, · · · , m, we have from (4.18) and (4.19)
The proof of the lemma is complete.
We end this section with the following lemma which justifies the definition of the apogee of sections in Remark 2.2 and its use in this paper.
Lemma 4.4. Assume that Ω and φ satisfy (2.1)-(2.3). Suppose that x ∈ ∂Ω and t ≤ c 1 universally small. Then, for some universal constant C > 0,
Proof of Lemma 4.4. Without loss of generality, we assume that x = 0 and φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at the origin. Let k be as in Theorem 3.7. Let c be as in Lemma 3.8 and let θ be universally large such that
We use the Localization Theorem 3.7 at the origin and consider the rescaled function
By Lemma 3.8, φ h and S φ h (0, 1) satisfy the hypotheses of the Localization Theorem 3.7 at all points x 0 ∈ ∂Ω h ∩ B(0, c). Note that
Therefore, from (3.3), we have
Because h ≤ c, we have Ch 1/2 |log h| 2 ≤ 1/2. Thus, for all y ∈ S φ (0, t), we have y h = h −1/2 A h y ∈ Ω h ∩ B 
Hence (i) is proved. For the proof of (ii), we use (3.3) and the fact that the curvature of ∂Ω h ∩ B c is bounded by Ch 1/2 from Lemma 3.8 (iii) to find Y ∈ ∂S φ h (0,
Proof of the boundary Harnack inequality
This section is devoted to the proofs of Theorems 2.1 and 2.3. Throughout this section, we assume that the convex domain Ω and the convex function φ satisfy (2.1)-(2.3). We will use the following universal constants in the previous sections: θ * > 1 in Theorem 3.5, c 0 > 0 and p 1 =μ −1 > 1 in Theorem 2.8, µ in Proposition 4.1 and Lemma 4.2.
5.1.
Boundary properties of solutions to the linearized Monge-Ampère equations. In this section, we state several ingredients used in the proof of Theorem 2.1. They are concerned with boundary properties of solutions to the linearized Monge-Ampère equations. The first ingredient in the proof of Theorem 2.1 states that the maximum value of a positive solution to the linearized Monge-Ampère equations on a boundary section of φ increases by a factor of 2 when we pass to a concentric boundary section of universally larger height.
Lemma 5.1. Assume that x 0 ∈ ∂Ω. Suppose that u ≥ 0 is a continuous solution of L φ u = 0 in Ω ∩ S φ (x 0 , c) and that u = 0 on ∂Ω ∩ S φ (x 0 , c). Then, there is a universal constant H > 1 such that for all 0 < h ≤ c/2, we have
In the next ingredient in the proof of Theorem 2.1, we show that for any interior point x of the domain Ω, we can find another interior point y whose distance to the boundary is larger than that of x and the values of any nonnegative solution to the linearized Monge-Ampère equation L φ u = 0 are universally comparable at x and y. Lemma 5.2. Let φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at the origin. There exist universal constantsK > 1 and M 1 > 1 with the following property. Suppose that u ≥ 0 is a continuous solution of L φ u = 0 in Ω ∩ S φ (0, c) and that u = 0 on ∂Ω ∩ S φ (0, c). Assume that for some x ∈ Ω we have ∂Ω ∩ ∂S φ (x,h(x)) = {0} and dist 2 (x, ∂Ω)/c ≤ r where r is universally small. Then, we can find y ∈ S φ (0,Kh(x)) such that M −1
The final ingredient in the proof of Theorem 2.1 quantifies how close a point x is to the boundary when a positive solution u to the linearized Monge-Ampère equation L φ u = 0 is large at x given a bound of u at another point in the interior. To prove the above ingredients and to implement the proof of Theorem 2.1, we use geometric properties of boundary sections established in Section 4. Moreover, we will use some geometric properties of the quasi distance δ φ generated by φ. For x ∈ Ω, let us introduce the function δ φ (x, ·) :
Then, we have the following quasi-metric inequality for δ φ .
Lemma 5.5. Assume that Ω and φ satisfy (2.1)-(2.3). Then, for all x, y, z ∈ Ω, we have y) ). Proof of Lemma 5.5. Let r = δ φ (x, z), and s = δ φ (z, y). Then for any ε > 0, we have y ∈ S φ (z, s+ε) ⊂ S φ (z, θ * (r + s + ε)) and z ∈ S φ (x, r + ε). Thus, by Theorem 3.5, we have
Again, by Theorem 3.5, we have
It follows that y ∈ S φ (x, θ 2 * (r + s + ε)). Hence δ φ (x, y) ≤ θ 2 * (r + s + ε) and the conclusion of the lemma follows by letting ε → 0.
With the help of Theorem 2.8, we can now follow Maldonado's proof of [32, Lemma 4 ] to show that δ φ (x, ·) satisfies a uniform Hölder property as stated in the following lemma. Recalling that the constant p 1 in Theorem 2.8 satisfies p 1 =μ −1 whereμ is the constant in Lemma 4.2.
Lemma 5.6. Assume that Ω and φ satisfy (2.1)-(2.3). Letμ be as in Proposition 4.1 and Lemma 4.2. Then, there exists a universal constant C 2 ≥ 1 such that for all x, y, z ∈ Ω, we have
We are now ready to prove the first main result of the paper.
Proof of Theorem 2.1. We can assume that x 0 = 0 ∈ ∂Ω and φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at 0. LetK and c 2 be as in Lemma 5.2;Ĉ, c 3 and M 1 as in Lemma 5.3. Lett = c 2 t. Then the apogee P of S φ (0, c 3t ) satisfies θ 2
Without loss of generality, we assume that u > 0 in Ω. We prove that
for all x ∈ S φ (0, c 3t /2) for some universally large constant k to be determined later on. Then by using Lemma 4.3 and the interior Harnack inequality for the linearized Monge-Ampère equation in Theorem 3.3, we easily obtain the stated estimate of the theorem.
We will use a contradiction argument, following the main lines of the proof of the Carleson estimate in [8] . Suppose that (5.2) is false. Then we can find
We fix a universally large integer s so that 2 s ≥ M 1 . Let z = ∂Ω ∩ ∂S φ (x 1 ,h(x 1 )) . Then, by Theorem 3.5,
where H is as in Lemma 5.1. Reducing c 3 if necessary, we have for k universally large
,h(P ) ≤t, and Lemma 5.5, we have in view of (5.3),
Thus, from δ φ (0, x 1 ) ≤ c 3t /2 and Lemma 5.5, we obtain
if c 3 is universally small and k universally large. With (5.4), applying Lemma 5.1 to
and Lemma 5.5, we have
. Now, usingh(P ) ≤t, (5.3) and the Hölder property of δ φ (0, ·) in Lemma 5.6, we find
where {θ j } ∞ j=0 is the sequence defined by
Clearly, if k is universally large, we have θ j+1 < θ j < c 3t /2 for all j and furthermore
Given this k, we know from (5.6) together with d 0 < c 3t /2 and the next Lemma 5.7 that δ φ (0, x 2 ) < 3c 3t /4. Hence x 2 ∈ S φ (0, 3c 3t /4). Recalling (5.5), we conclude from Lemma 5.3 that
With k satisfying (5.8), we repeat the above process to obtain a sequence {x j } ⊂ S φ (0, 3c 3t /4) such that
provided that x j ∈ S φ (0, 3c 3t /4). But this follows from the choice of k. Indeed, recalling θ j in (5.7) and the Hölder property of δ φ (0, ·) in Lemma 5.6, we obtain for d j = δ φ (0, x j+1 ) the estimate
Hence, from d 0 ≤ c 3t /2, and (5.8), we find from Lemma 5.7 that
.
We now let j → ∞ in (5.9) and (5.10) to obtain x ∞ ∈ ∂Ω ∩ S φ (0, c 3t ) with u(x ∞ ) = ∞. This is a contradiction to u(x ∞ ) = 0. Hence (5.2) holds and the proof of our Theorem is complete.
In the proof of Theorem 2.1, we used the following lemma, taken from [19, Lemma 1].
1−α , and θ n+1 < θ n < R for all n.
Then
Proof of Theorem 2.3. We just sketch the proof. By multiplying u and v by suitable constants, we assume that u(P ) = v(P ) = 1. Without loss of generality, we assume that x 0 = 0, φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at the origin. By Theorem 2.1,
By [27, Proposition 6.1], we have
Using Lemma 4.3 and the interior Harnack inequality in Theorem 3.3, we can find a universal constant
The theorem follows from (5.12) and (5.13).
For the sake of completeness, we indicate how to obtain (5.12) and (5.13). Let h = t. We use the Localization Theorem 3.7 at the origin and consider the rescaled functions
Then u h is a positive solution of
By [27, Proposition 6.1], we know that
Using (5.11) and (4.18), we obtain (5.12). The proof of (5.13), using rescaling, is similar.
5.2.
Proofs of boundary properties of solutions to the linearized Monge-Ampère.
Proof of Lemma 5.1. Without loss of generality, we assume that x 0 = 0 and φ and Ω satisfy the hypotheses of the Localization Theorem 3.7 at 0. We use the Localization Theorem 3.7 at the origin and consider the rescaled functions
We need to show that for H universally large
Indeed, by Lemma 3.8, φ h and S φ h (0, 1) satisfy the hypotheses of the Localization Theorem 3.7 at all points x 0 ∈ ∂Ω h ∩ B(0, c). Hence, if 1/H ≤ c then from (3.3), we have
On the other hand, by [27, Proposition 6 .1], we know that
for some C = C(n, λ, Λ, ρ). Therefore, for H universally large.
Proof of Lemma 5.2.
0h (x). Hence, forK :=Kk
If dist 2 (x, ∂Ω)/c ≤ r where r is universally small then
, we obtain from the Harnack inequality in Theorem 3.3
We now take y = x m . Thenh(y) ≥ 4h(x). From the chain condition x i ∈ S φ (x i+1 , τh(x i+1 )) for all i = 0, 1, · · · , m − 1 with m universally bounded and (5.14), we obtain for some universal M 1 :
Proof of Lemma 5.3. By using Lemma 4.3 and the interior Harnack inequality for the linearized Monge-Ampère equation in Theorem 3.3, we can find a universally large constantĈ such that for all x ∈ S φ (0, 3t) withh(x) ≥ 2 −1h (P ), we have u(x) ≤ (Ĉ/2)u(P ). With this choice ofĈ, we can now prove statement of the lemma by induction. Clearly, the statement is true for k = 1. Suppose it is true for k ≥ 1. We prove it for k + 1. Let x ∈ D k+1 be such that
Let z = ∂Ω ∩ ∂S φ (x,h(x)). If t/c ≤ c 2 is small then we are in the setting of Lemma 5.2 with z replacing 0. Indeed, we first note from x ∈ D k+1 ⊂ S φ (0, 3t) and Lemma 4.4 that
By Proposition 4.1,
0 t. Using Lemma 5.5, and δ φ (0, x) ≤ 3t, we find
for some universal C ′ . Now, let M = C/r where C is as in (5.15) and r is as in Lemma 5.2. If y ∈ S φ (z, M t) then from Lemma 5.5, we have
provided that t/c ≤ c 2 is universally small. It follows that if c 2 is small then S φ (z, M t) ⊂ S φ (0, c/2). This combined with (5.15) and the choice of M shows that the hypotheses of Lemma 5.2 are satisfied. By Lemma 5.2, we can find y ∈ S φ (z,Kh(x)) such that
. The lemma follows if we can show y ∈ D k . Indeed, by the induction hypothesis for k, we havē h(y) ≤ 2 −kh (P ) and henceh
It remains to show that y ∈ D k . From δ φ (x, z) =h(x), δ φ (z, y) ≤Kh(x) and Lemma 5.5, we have
Let us denote for simplicity
, we have from Theorem 2.8 (i),
By our choice of P , we have θ 2 
As a consequence, we have the uniform L 1 bound:
Given an L 1 bound for positive solution to the linearized Monge-Ampère equation, we can use the interior Harnack inequality in Theorem 3.3 to obtain a pointwise upper bound in compactly supported subsets via the following general estimate.
Using the Harnack inequalities for the linearized Monge-Ampère equations in Theorems 2.1, 3.3, we can give in the next lemma a sharp upper bound for the Green's function g S φ (x 0 ,2t) (z, x 0 ) in the concentric section with half-height. It is a global version of [23, Lemma 3.1].
Lemma 6.3. If x 0 ∈ Ω and t ≤ c(n, λ, Λ, ρ) then
The following lemma estimates the growth of the Green's function near the pole. It is a variant at the boundary of [23, Lemma 3.2] .
With the above properties of the Green's function, we are now ready to prove Theorem 2.5.
Proof of Theorem 2.5. Let m be a nonnegative integer such that c/2 < 2 m t 0 ≤ c. Iterating Lemma 6.4, we find
The desired upper bound for max x∈∂S φ (x 0 ,t 0 ) g Ω (x, x 0 ) follows from the following:
and hence, the Claim and (6.3) give
If n = 2, then since m ≤ log 2 (c/t 0 ), the Claim and (6.3) give
It remains to prove the Claim. If S φ (x 0 , c/4) ⊂ Ω then by Hölder inequality and Lemma 6.1,
We used the volume estimate in the last inequality. By Lemma 6.2,
The claim follows from the maximum principle.
Suppose now S φ (x 0 , c/4) ⊂ Ω. We consider the ring A = S φ (x 0 , c)\S φ (x 0 , c/4) and focus on the values of σ at points z ∈ ∂S φ (x 0 , c/2) ∩ Ω. From the geometric properties of sections in Theorem 2.8, we can find a section
for z ∈ Ω and some c 2 universally small. For reader's convenience, we indicate how to construct this section. Since S φ (x 0 , c/4) ⊂ Ω, we can find y ∈ S φ (x 0 , c/2) ∩ ∂Ω. Then Theorem 2.8 gives S φ (y, 2c 3 ) ⊂ S φ (x 0 , 2c/3)\S φ (x 0 , c/3) for some universal constant c 3 > 0. Let z be the apogee of S φ (y, 2c 3 ) (see Lemma 4.4) , that is z ∈ ∂S φ (y, c 3 ) ∩ Ω with dist(z, ∂Ω) ≥ c 4 for some universal c 4 > 0. We now use Proposition 4.1 to obtain a section S φ (z, c 2 ) ⊂⊂ A ∩ Ω as asserted in (6.4). The uniform L 1 bound for σ from Lemma 6.1 gives (6.5)
. By the interior Harnack inequality in Theorem 3.3 and the lower volume bound in Lemma 3.1, we obtain from (6.5)
On the other hand, using the chain property of sections in Lemma 4.3 and the boundary Harnack inequality in Theorem 2.1, we find that
Combining this with (6.6), we find that
The claim now also follows from the maximum principle.
We now give the proof of Corollary 2.6.
Proof of Corollary 2.6. We give the proof for n ≥ 3; the case n = 2 is similar. Let x 0 ∈ Ω. Let C, c be the constants in Theorem 2.5. Denote by C * = C/c n−2 2 . For s ≥ C * , we have (
n−2 ). Then, by the volume estimate in Lemma 3.6 (iii), we have
It follows from the layer cake representation that
We now prove last inequality stated in the Corollary. Fix x ∈ S φ (x 0 , t)∩Ω where t ≤ c 1 := c 2θ * . Then, by the engulfing property of sections in Theorem 3.5, we have S φ (x 0 , t) ⊂ S φ (x, θ * t). Therefore, if y ∈ S φ (x 0 , t) then y ∈ S φ (x, θ * t) ⊂ S φ (x, 2θ * t). Note that (6.7)
and it suffices to bound from above the term on the right hand side of (6.7).
As in the above upper bound for Ω g p Ω (x, x 0 )dx, if we replace Ω by S φ (x, 2θ * t) where we recall 2θ * t ≤ c and C * by C 0 = C/t n−2 2 then for s ≥ C 0 , {y ∈ S φ (x, 2θ * t) : g S φ (x,2θ * t) (y, x) > s} ⊂ {y ∈ Ω : g Ω (y, x) > s} ⊂ S φ (x, (C/s) 2 n−2 ).
Consequently, we also obtain (6.8) 
Proofs of the properties of the Green's function.
Proof of Lemma 6.1. Let x 0 ∈ V be given and σ = g V (·, x 0 ). By the ABP estimate, for any ϕ ∈ L n (V ), the solution ψ to −Φ ij ψ ij = ϕ in V, ψ = 0 on ∂V,
Here we used the identity det Φ = (det D 2 φ) n−1 and det D 2 φ ≥ λ. By duality, we obtain where 0 < r 1 < 1/2 < r 2 < 1. Then, by [16, Lemma 6.5 .1] and Lemma 3.1, we can estimate |D| ≤ n(1 − r 2 )|S φ (x 0 , t)| + |S φ (x 0 , r 1 t)| ≤ C 1 n(1 − r 2 )t n/2 + C 1 (r 1 t) n/2 ≤ (c 1 /2) n t n/2 if r 1 , 1 − r 2 are universally small. Then by Lemma 3.1, (6.9) c 1 2 t n/2 ≤ |S φ (x 0 , t)\D|.
Given 0 < r 1 < r 2 < 1 as above, we have (6.10) sup S φ (x 0 ,t)\D σ ≤ C(n, λ, Λ) inf S φ (x 0 ,t)\D σ.
Combining (6.9) and (6.10) with the L 1 bound on σ, we find that σ(x) ≤ C(n, λ, Λ)At − n 2 ∀x ∈ S φ (x 0 , t)\D. Since r 2 > 1/2 > r 1 , we obtain the desired upper bound for σ(x) = g V (x, x 0 ) when x ∈ ∂S φ (x 0 , t/2).
For completeness, we include the details of (6.10). By [16, Theorem 3.3 .10], we can find a universal α ∈ (0, 1) such that for each x ∈ S φ (x 0 , t)\D, the section S φ (x, αt) satisfies x 0 ∈ S φ (x, αt) and S φ (x, αt) ⊂ S φ (x 0 , t).
Using Lemma 3.4, we can find a collection of sections S φ (x i , τ αt) with x i ∈ S φ (x 0 , t)\D such that S φ (x 0 , t)\D ⊂ i∈I S φ (x i , τ αt) and S φ (x i , δτ αt) are disjoint for some universal δ ∈ (0, 1). By using the volume estimates in Lemma 3.1, we find that |I| is universally bounded. Now, we apply the Harnack inequality in Theorem 3.3 to σ in each S φ (x i , αt) to obtain (6.10).
Proof of Lemma 6.3. Let σ = g S φ (x 0 ,2t) (·, x 0 ). We consider two cases for a universally large K. Case 1: S φ (x 0 , t/K) ⊂ Ω. By Hölder inequality and Lemma 6.1, we have Now, the bound (6.1) follows from the maximum principle. Case 2: S φ (x 0 , t/K) ⊂ Ω. Letθ = 2θ 2 * , K =θ 6 . Then c ≥ t ≥ Kh(x 0 ). Suppose that ∂S φ (x 0 ,h(x 0 ))∩ ∂Ω = 0. By the engulfing property in Theorem 3.5 andθ > θ * , we have
By Lemma 4.4, there is y ∈ ∂S φ (0,θ 3 t K ) ∩ Ω such that dist(y, ∂Ω) ≥ ct 1/2 . Hence, from Proposition 4.1, we can find a universal constant c 2 ≤θ θ * K such that S φ (y, c 2 t) ⊂ Ω. Then On the other hand, we observe from the engulfing property in Theorem 3.5 that δ φ (z, y) ≤ θ * δ φ (y, z) ≤ θ * c 2 t.
By Lemma 5.5, we find that
This contradicts δ φ (0, y) =θ 3 t K . Suppose now that there is z ∈ ∂S(0,θ 5 t K )∩S φ (y, c 2 t). Then, from S φ (y, c 2 t) ⊂ Ω, we have δ φ (0, z) = 
