Understanding and predicting the dominant diffusion processes in Cr 2 O 3 is essential to its optimization for anticorrosion coatings, spintronics, and other applications. Despite significant theoretical effort in modeling defect mediated diffusion in Cr 2 O 3 the correlation with experimentally measured diffusivities remains poor partly due to the insufficient accuracy of the theoretical approaches. Here an attempt to resolve these discrepancies is made through high accuracy density functional theory simulations coupled with grand canonical formalism of defect thermochemistry. In this approach, point defect formation energies were computed using hybrid exchange correlation functional. This level of theory proved to be essential for achieving the agreement with experimental self-diffusion coefficients. The analysis of the resulting self-diffusion coefficients indicate that chromium has higher mobility at low temperatures and high oxygen partial pressures, in particular at standard temperature and pressure conditions. At high vacuum, high temperature conditions, oxygen diffusion becomes dominant. At Cr/Cr 2 O 3 interfaces O vacancies were found to be more mobile than Cr vacancies at all temperatures. Cr diffuses preferentially along the c-axis at low temperatures but switches to basal plane at higher temperatures. O diffusion is primarily bound to basal plane at all temperatures.
Introduction
Cr 2 O 3 finds applications in both functional and structural applications such as catalysis [1, 2] , electro-optics [3, 4] , magnetoelectronic [5, 6] , and corrosion protection [7] . It serves as a protective oxide coating on widely used hightemperature Ni and Fe alloys [8, 9, 10] . Point defects play an important role in the effectiveness of Cr 2 O 3 for corrosion protection and other applications and significant experimental effort has been devoted to understanding the nature of point defects and their diffusion mechanisms. However, there is a large spread in the reported self-diffusion coefficients and defect formation energies from various experimental studies [11, 12, 13, 14, 15, 16, 17, 18, 19, 20] .
Complementing the experimental investigations, diffusion mediated by both intrinsic and extrinsic point defects in Cr 2 O 3 have been extensively studied theoretically by many groups, including ours [21, 22, 23, 24, 25, 26, 27, 28] . Due to the advances in density functional theory (DFT) accuracy in calculating many properties of materials, recent studies employed DFT to evaluate formation energies, migration barriers and charge localization of point defects [22, 23, 24, 28, 27] . The 0K energies obtained from DFT were combined with Einstein-Smoluchowski random walk thermal diffusion formalism [29] to predict the self-diffusion coefficients in Cr 2 O 3 . However, the agreement between calculated and experimental self-diffusion coefficients had, so far, been poor, which prompted the use of modified diffusion equations [27, 22] . This leaves the question of the root cause of the discrepancy between theory and experiment unresolved.
A possible source of discrepancy is the insufficient accuracy of the DFT in modeling transition metal oxides, which requires the use of empirical corrections to the exchange-correlation functionals to induce electron localization. For example, to correct for the self-interaction error and induce electron localization in modeling Cr 2 O 3 highly correlated Cr-3d (and sometimes O-2p) electrons the Hubbard on-site correction is often employed [30, 31, 32] . However, the resulting defect formation energies vary significantly [22, 23, 24, 25, 20, 33] depending on the choice of Hubbard U parameters and the type of the semi-local generalized gradient approximation (GGA) functionals. Adding to the confusion, corrections to minimize the electrostatic errors inherent in the periodic supercell formulation of defects and the errors due to the under-prediction of bandgap by semi-local functionals were either not applied or inconsistently applied in many of these studies.
Rak and Brenner found that the barrier energies for defect migration were not sensitive to the variations in U value. In contrast, they showed that varying U value results in a variation of defect formation energies [27] . The likely reason for such variations is in electronic dissimilarities in the local environments in defected and bulk systems. For example, the electronic density surrounding a point defect such as a vacancy is much lower compared to the electronic density in the corresponding bulk system and the relative effect of U is different.
Selecting the U parameter in the Hubbard correction scheme is neither trivial nor consistent. Often, U selection is based on fitting a bulk property to the experimental value. The chosen optimal U value is highly dependent on the selected bulk property. Another approach which avoids the empirical route in the selection of U is based on the linear response theory (LRT) [34] . LRT based U values often tend to be smaller than the U values obtained from regressing bulk properties. To overcome the uncertainties associated with the empirical U value of Hubbard correction scheme, we employed hybrid functional to accurately evaluate defect electronic levels and defect formation energies.
Here we report self-diffusion coefficients computed using Einstein-Smoluchowski formalism and high accuracy point defect energies. The resulting diffusion coefficients have a reasonable agreement with the experimental data. This work can be considered as the culmination of our previous studies on the atomistic diffusion mechanisms in Cr 2 O 3 mediated by vacancies and interstitials [23, 28] . For barrier energies, the transition state and ground defect state exhibit similar local electronic environment, suggesting an insensitivity to the U value used in this prior work. Hence, by utilizing the transition barrier energies obtained in those studies in addition to the revised more accurate defect energies and defect thermodynamics, we evaluated Fermi level variations, stoichiometry deviations and self diffusion coefficients in undoped bulk Cr 2 O 3 as a function of temperature and oxygen partial pressure. The computed self diffusion coefficients were analyzed using Brouwer diagrams to reveal the dominant defects responsible for diffusion.
Methods

Density Functional Theory Approach
Density functional theory (DFT) calculations for defect formation energies were performed using the Vienna ab initio simulation package (VASP) [35, 36, 37] . We utilized HSE [38] hybrid functional with 25% mixing of Hartree -Fock exchange at short range and 100% PBE correlation. Projector augmented wave (PAW) [39, 40] optimized for PBE [41] functional was used. Wave functions preoptimized from GGA+U calculations with PBEsol [42] functional was used as input to the HSE calculations. The HSE screening parameter of 0.6, which is different from the commonly used values of 0.2 and 0.3 corresponding to HSE06 and HSE03, respectively, was chosen after fitting the computed bandgaps with the experimental bandgap. This point is further discussed in the Results section. The reciprocal space of the primitive cell of Cr 2 O 3 (R3c space group) with 10 atoms was sampled with 5×5×5 Γ-centered k-point grid. The primitive cell was fully relaxed (both size and shape were relaxed) until the forces converged to 0.01 eV/Å. The atomic positions in the 2×2×1 defect supercells were relaxed at constant volume and fixed cell shape until the individual forces on each atom were minimized to 0.03 eV/Å. For supercell calculations, a cut-off value of 400 eV was used for the plane-wave basis set and 2×2×1 Γ-centered k-point grid was used to sample the reciprocal space. Spin polarization with anti-ferromagnetic (AFM) ordering of Cr spins was used. Gaussian method with a width of 0.01 eV was used for electronic smearing.
Diffusion Coefficient Calculation
In materials which support charged defects, the diffusion coefficient of an element s can be defined as
where d is the diffusion coefficient pertaining to a defect X q s , with X denoting the defect type, and q representing the defect charge. X can be a regular point defect, such as a vacancy or an interstitial, or it can be a complex defect, such as the Frenkel defect. Based on Einstein's random walk theory, d can be computed as
Here c is the concentration of defect, X q s , and p represents one of the migration pathways. m p , l p , and Γ p indicate the multiplicity, length, and jump frequency associated with path p, respectively. The defect concentration, c, is a function of the defect formation energy E f , c = c 0 e −βE f ,
were c 0 is the number of lattice sites per cell volume. According to Vineyard's transition state theory (TST) [43] , the jump frequency is defined as a function of the attempt frequency ν p and the migration barrier energy E m,p as
The attempt frequency is evaluated under harmonic approximation using the phonon modes of defect ground and transition states as
where ν i and ν j represent the real phonon frequencies of the ground and transition states of the defect respectively and N is the number of atoms in the bulk supercell.
Finite Temperature Defect Concentrations
The effect of pressure and temperature is accounted for in the diffusion coefficients through the chemical potential term in the expression for defect formation energies. Assuming dilute concentrations for defects, we utilized constrained grand canonical formalism to compute the elemental chemical potentials at finite temperatures. This formalism has been successfully applied to predict defect concentrations in ZrO 2 under dilute conditions [44] . In this formalism, bulk Cr 2 O 3 is assumed to be in contact with an infinite O 2 reservoir at temperature T and partial pressure p O 2 . The oxygen chemical potential then is defined as
In the above equation, µ 
The latter two quantities are obtained from NIST-JANAF tables [45] . Cr chemical potential is obtained from µ O as
where ∆H Cr 2 O 3 is the formation enthalpy of Cr 2 O 3 .
Since the overall system is charge neutral, we impose the charge neutrality condition after accounting for the charged defects and free carriers such as electrons and holes using the expression
where p and n represent the number densities of holes and electrons, respectively. Given that the formation energy of a charged defect can be calculated as [23, 28 ]
We can rewrite the concentration of defect X q s as The number density of free electrons, n, is given by
where g(E) is the density of states, f FD is the Fermi-Dirac distribution function given by
Similarly the number of free holes, p, is given by 
Results and Discussion
HSE Screening Parameter
To eliminate the uncertainty surrounding the defect formation energies computed with GGA+U formalism, we utilized HSE hybrid functional. The bandgap of Cr 2 O 3 predictions by the two widely used flavors of HSE, of HSE06 and HSE03, [38] hybrid functional, of 4.27 eV and 3.85 eV, respectively, were much higher than the experimental values of 3.2-3.4 eV. In order to lower the calculated bandgap closer to the experimental value of 3.4 eV, we modified the parameters of the HSE functional. We retained the 25% mixing of Hartree-Fock exchange at short range and increased the screening parameter till the computed bandgap matched with the experimental value. For bandgap fitting, we used a fixed cell size that was optimized with PBEsol+U approach in our previous studies. [23, 28] The bandgaps obtained with different screening parameters are listed in Table 1 . The results indicate that calculations with the screening parameter of 0.6 provide the best match between the computed and experimental bandgap. The primitive cell was then optimized with the chosen HSE parameters. The resulting cell dimensions, magnetic moment and bandgap are given in Table 2 . Specifically, both a and c are smaller compared to those obtained using GGA+U and closer to the experimental values. Similarly, the computed magnetic moment of Cr has a better match with the experimental value. After relaxation, the bandgap increased negligibly from 3.377 eV to 3.384 eV. The resulting electronic density of states (DOS) of bulk Cr 2 O 3 is given in Figure 1 .
Cr-O phase diagram was evaluated by optimizing the Cr, O 2 , and CrO 2 phases with HSE parameters identical to those used in the relaxation of Cr 2 O 3 cell. The resulting phase diagram (given in SI Figure S1 ) yielded the formation energies of Cr 2 O 3 and CrO 2 at −2.54 eV/atom and −2.17 eV/atom, respectively. The computed formation energy of Cr 2 O 3 compares well with the corresponding experimental value of −2.35 eV/atom. Defect calculations were performed using a 2×2×1 supercell containing vacancies and interstitials and generated from the optimized primitive cell. In addition to vacancies and interstitials, Cr vacancy triple defect (or split-vacancy) identified in our earlier work [23] was also considered. The ionic positions in the defect supercells were optimized under fixed volume and shape conditions.
Defects
To gain an understanding of how HSE affected defect properties, we evaluated electronic density of states (DOS), distribution of excess electrons and holes for charged defects, and the formation energies of the optimized defects.
Electronic Structure of Defects
Previous studies of defects in Cr 2 O 3 mainly employed GGA+U method. Given that U and the width of the bandgap often have monotonic relationship U value is often fitted to recover experimental bandgap. The choice of the U-value not only affects the bandgap but also the position of the VBM and to a certain extent CBM with respect to the core bands. To get an understanding of the influence of U on the defect induced electronic states, we focus on the defect levels of the neutral Cr and O vacancies. In particular, in the studies of Lebreau et al., and Rak and Brenner, the U value of 5.0 eV within Dudarev formalism was used for Cr-3d electrons. According to the DOS of the vacancies reported in these two studies, neutral Cr vacancy Comparison with the HSE results shows that although some GGA+U data qualitatively match the HSE results the difference is often quite noticeable especially for neutral vacancies. Interestingly, for charged defects such as V
−3
Cr , V 2 O , and for interstitials, defect levels obtained from our GGA+U calculations are in good agreement with those obtained from HSE calculations (see Figures2b-4a ). It is noteworthy that unlike the study by Gray et al of native vacancies in Cr 2 O 3 that assumed fixed defect levels in the bandgap independent of the defect charge state, our earlier GGA+U and the present HSE studies on vacancies and interstitials indicate that defect levels in the bandgap are not fixed but vary depending on the defect charge state.
Charge distribution
The distribution of the charge of excess hole(s) or electron(s) for the various charge states of the native vacancies and self-interstitials is shown in SI Fig. S2 -S5 . These plots indicate that both holes and electrons are delocalized. This finding on the delocalization of the holes is consistent with the earlier studies [33, 46, 23] . However, comparison of charge distributions of Cr 1 i and Cr 2 i holes shows that delocalization is more pronounced when GGA+U is used.
0-K Defect Formation Energies
After structure optimization, the spurious electrostatic interactions inherent in the periodic boundary formalism of charged defects were corrected using the anisotropic FNV (Freysoldt, Neugebauer, and Vande Walle) method [47, 48] (see Table S1 in SI for the resulting corrections). The charge transition levels of the defects with respect to the valence band maximum are presented in Table S2 in the SI. When compared to the corrected transition levels reported in our previous works, the corresponding transition levels obtained with HSE are overall at a higher Fermi level. Some of the transition levels such as Cr i (3/2) transition, which is at 2.6 eV above the VBM, differ by nearly 1 eV (1.64 eV in Ref [28] ). Further, HSE predicts that only +3 and +2 charge states are stable for Cr i within the bandgap. On the other hand, the O i (0/-2) transition level at 3.07 eV differs only by 0.14 eV from the corresponding transition level computed using GGA+U coupled with bandgap correction. This shows that while bandgap correction overall improves the position of the transition levels computed with GGA+U, the improved agreement between the HSE computed and badgap corrected GGA+U formation energies is not systematic. The position of some transition levels such as O i (0/-2) and V O (1/0) are almost the same, while the position of other transition levels such as Cr i (3/2) and V O (2/1) exhibit differences that are greater than 0.4 eV when computed at the HSE and GGA+U levels of theory. The dependence of 0K defect formation energies on the position of the Fermi level for both O-rich and Cr-rich conditions shows that not only transition levels, but also the formation energies differ between HSE and GGA+U even after corrections ( Figure S7 in SI) . At Cr-rich phase boundary, HSE predicts lower formation energies than GGA+U for the dominant Cr i and V O defects. At O 2 -rich phase boundary HSE predicted formation energies are lower for neutral Cr vacancies and higher for O i . In contrast, for charged Cr vacancies, the HSE formation energies are in good agreement with those calculated using the GGA+U. These results validate our choice of using HSE to obtain more accurate formation energies needed for the calculation of self-diffusion coefficients
Self Diffusion Coefficients
We evaluated the self-diffusion of Cr and O species mediated by vacancies and interstitials along the diffusion pathways identified in earlier works [22, 23, 28] . Activation energies for defect migration are sum of transition state barrier energies computed at the the GGA+U level of theory, as reported in our previous works, [23, 28] and the defect formation energies computed at the HSE level of theory. We expect this approach to yield reliable activation energies at lower computational cost due to insensitivity of GGA+U defect migration barrier energies to the variation in U value [27] . The resulting self-diffusion coefficients are plotted as a function of temperature in Figure 6 at four different conditions: a) standard conditions (1 atm), b) moderate vacuum (1 × 10 −8 atm), c) high vacuum (1 × 10 −14 atm), and d) metal/metal oxide interface conditions. Electronic effects such as band bending and the finite electric field arising at the metal-metal oxide and vacuum-metal oxide interfaces are ignored in this study. The plots indicate that at O 2 partial pressure (p O 2 ) of 1 atm, Cr has higher mobility than O. The difference in the mobilities is higher at lower temperatures. As p O 2 is reduced to 1 × 10 −8 atm, O become the dominant diffusing species at temperatures higher than 1100 K. At lower temperatures (< 1100 K), Cr still has a higher mobility, but the magnitude of mobility difference is reduced. As p O 2 decreases further to 1 × 10 −14 atm, O mobility becomes higher than that of Cr at even lower temperatures (800 K). At Cr/Cr 2 O 3 interface, relative O mobility is significantly higher than that of Cr at all temperatures studied. To identify the nature of the predominant defects facilitating the diffusion of each species we plotted the defect concentrations in Brouwer diagrams at different temperatures (Fig. 7) . At low temperatures (< 800 K), Cr vacancies (including Cr triple defects denoted as V Cr−T D ) have higher concentrations at all p O 2 . At 1200 K, the concentration of If the impurity concentration in Cr 2 O 3 samples could be minimized to very low levels, Fig. 7c indicates that at high temperatures (> 1200 K) and low p O 2 (< 1 × 10 −12 atm), V O and Cr i could be responsible for O and Cr diffusion respectively. However the relative mobility of O is very high in such cases, indicating again that vacancies dominate the diffusion process in Cr 2 O 3 .
The Brouwer diagrams also reveal that it would be misleading to use commonly reported 0-K defect formation energies at the phase boundary edges to predict dominant defects responsible for experimentally measured diffusion coefficients. shows that the deviation is negligible in intrinsic Cr 2 O 3 . Figure 9 shows the anisotropic ratio of diffusion for Cr and O at various operational conditions. The results indicate that Cr 2 O 3 basal plane is the preferential diffusion pathway for O under all conditions. For Cr, however, the preferred diffusion orientation is temperature dependent. At low temperatures, Cr diffuses mainly along the c-axis. The mode of diffusion switches to basal plane pathway at around 1200 K under high p O 2 . In ultra high vacuum conditions of p O 2 ≤1 × 10 −14 atm the primary mode of Cr diffusion switches back to c-axis at around 1600 K. Under such conditions, Cr diffusion coefficients along basal plane and c-axis become nearly the same.
Summary
Towards a comprehensive understanding of the diffusion processes in Cr 2 O 3 , we computed the self diffusion coefficients and Brouwer diagrams in Cr 2 O 3 . Diffusion coefficients were computed using the DFT at two accuracy levels and the Einstein random walk formalism. The defect formation energies were reevaluated with HSE hybrid functional for high accuracy, and were corrected for spurious electrostatic interaction errors arising in the periodic supercell method. The resulting self diffusion coefficients have a good agreement with the experimental data. Our results reveal that vacancies are primarily responsible for both Cr and O diffusion in intrinsic Cr 2 O 3 . At high temperatures and low oxygen partial pressures, O has higher mobility. Cr has higher mobility at lower temperatures at moderate to high oxygen partial pressure. The preferred path for O diffusion is along the basal plane. Cr diffusion takes place along the c-axis at low temperatures and switches to basal plane at temperatures above 1200 K. The revealed mechanism for self-diffusion in Cr 2 O 3 in a wide range of temperature and pressure conditions opens new avenues for the design of Cr 2 O 3 materials. 
