emphasis on the central notion of reversible computation, and emphasis on the relationship to the ultimate nature of physical law. A brief discussion of the generation of information is included. In ordinary computation, noise is a source of error, to be offset to the maximum possible extent. This can be done via reversible computation. Alternatively, there are situations in which noise controls the transitions in a system between many competing states of local stability, and can be used to explore this manifold. In the general case, where the noise depends on the state of the system, relative stability can only be determined by the kinetics along the whole pathway from one state of local stability to another one. Examination of the two terminal states to be compared cannot tell us which is the more likely state.
Introduction; reversible computation
The search for the fundamental physical limits of the computational process has been under way for more than a quarter century. The important notion of reversible computation, which came out of that search, was published in 1973 [l] . It is not our purpose, here, to review and explain this whole field. For an introduction to the area, and clues to the citation trail, see Refs.
[2] and [3] . We will, instead, take the opportunity to make or emphasize some subsidiary points, which may not have had the same frequent exposure to public view.
First of all, let us explain why this field deserves attention. It is not for technological reasons. Reversible computation, which consists of a sequence of logical 1 : 1 mappings, is illustrated in Fig. 1 . Each possible initial program defines a separate track in Fig. 1 , with no merging or splitting. Such a computation resembles the motion of a particle through a periodic lattice, which -under a small driving force -will move diffusively over a short time scale, but will exhibit a drift velocity and predictable progress, over a longer time scale. Reversible computation can be carried out with energy dissipation proportional to the driving force and, therefore, to the computational velocity. That means that there is no minimal energy dissipation per step. But even if we ask for predictable computation, which does not act diffusively, a driving force corresponding to an expenditure of a few k T per step will accomplish that. Note that this will be k T per step of the total computer, and may correspond to the action of many simultaneous logic events. By comparison, low powered real circuits consume of the order of lo9 kTper logic event. When reality is so far from the fundamental limits, the limits do not serve as guide to the technologist.
Then why are we in this business? Because it is ut the very core of science. Science, and physics most particularly, is expressed in terms of mathematics, i.e. in terms of rules for handling numbers. Information, numerical or otherwise, is not an abstraction, but is inevitably tied to a physical repre- sentation. The representation can be a hole in a punched card, an electron spin up or down, the state of a neuron, or a DNA configuration. There really is no software, in the strict sense of disembodied information, but only inactive and relatively static hardware. Thus, the handling of information is inevitably tied to the physical universe, its content and its laws. This is illustrated by the right hand arrow of Fig. 2 . We have all been indoctrinated by the mathematicians and their sense of values. Given E , 3N, such that -------.
Now we come back and ask, "Does this arbitrarily large N , this implied unlimited sequence of infaIlible operations, really exist?" If not, then the continuum mathematics of our early education can have no relationship to executable algorithms and physical Fig. 2 . Information handling, shown at the top, is dependent on that which the real physical universe permits, through available "parts," and through the laws of physics. This dependency is indicated by the right arrow. But the laws of physics are directions for processing information and, therefore, dependent on executable algorithms. This is indicated by the dashed arrow at left. law. This brings us to the left hand arrow of Fig. 2 , which states that physical law requires operations which, at least in principle, are executable. Thus, ultimately, we need a selfconsistent formulation of the laws of physics, as suggested in Fig. 2 . The laws describing our universe must be restricted to algorithms which are executable in our actual universe; what is executable will, in turn, depend on the contents of that universe (i.e. the storehouse of possible parts) and to the laws describing the interaction of these parts.
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The self-consistency invoked in Fig. 2 is reminiscent of Wheeler's Meaning Circuit, shown in Fig. 3 , and adapted from Ref. [4] . John Wheeler has pointed us toward Era I11 of physics, in which, ". . . we have to seek nothing less than the foundation of physical law itself." Wheeler contrasts this to Era 11, which commenced with Newton, where the laws of physics were to be discovered, but their origin was not a fit subject for discussion. Wheeler has given us a specific proposal for Era 111, the "meaning circuit". In this, physics gives rise to all the phenomena whose study has usually occupied us. These phenomena, in turn, give rise to biology, communicators, and their questions, and these lead to measurement and the laws of physics. Our typical view in science has been one under which the laws of physics were there at the beginning; the laws are a process control program which steers the evolution of the universe. Wheeler reminds us that the discovery of laws is, or involves, quantum mechanical measurement. The results of measurement are not independent of the act of measurement, and the outcome of the measurement was not there, all along, to be revealed in its finally measured form. If I can be presumptuous enough to differ from Wheeler, it is related to his stress on human observers and their posing of questions. Measurement does not require intelligent beings, the environment is continually acting on a system, and making measurements [5] . Incidentally, that is the most elementary way in which Schrodinger's famous cat paradox is misleading. Long before the human observer looks at the cat, the air molecules bouncing into the cat have measured its temperature, or its breathing motion.
All along, parts of the cat had made measurements on each other, e.g., the state of the brain cells depends on the continued blood flow. [16] . Then why does measurement require energy dissipation? Because, after the measurement (or before the first measurement) the measurement apparatus has to be reset. This represents the erasure of information, and it is the erasure of information which in measurement [ 171, just as in computation [ 161, requires energy dissipation. Unfortunately, the literature on the energy requirements of the classical measurement process, while correct, manages to obscure this simple and central point. Reversible computation is, of course, a process that avoids erasure; Fig. 1 consists of a sequence of 1 : 1 mappings. It was the brilliant insight of Bennett [l] that universal computation can actually be carried out reversibly.
In connection with the continuing occasional objections to reversible computation [8-121, I take the liberty of including some editorial remarks, more personal and subjective in character than is typical for a scientific paper. When I was first exposed to Bennett's notion of reversible computation I was very skeptical, despite the fact that my own work had, in some ways, come very close. It took me months to become fully convinced that Bennett was right. Since then I have seen many colleagues, in a first exposure, struggle with this perhaps counter-intuitive idea. But it is now many years and many papers later. Reversible computation has been explored and expounded by a good many authors from a variety of veiwpoints, and it should not longer be that hard to understand. Remarkably enough, some of the critics [ 11, 121 refer to my work, but do not actually cite me.
The study of the physical limits of the computational process, so far, has served primarily to dispel limits that might have been expected on the basis of superficial speculation. k T is not a minimal energy dissipation, per step, nor does the uncertainty principle help to set energy dissipation requirements. Noise immunity, in the intentionally used degrees of freedom (in contrast to fluctuations which actually cause equipment deterioration) is available to any required degree. Then where are the real limits? They are, presumably, related to more cosmological questions, and unlikely to be answered by those of us who started the field. How many degrees of freedom, for example, can be kept together effectively, to constitute a computer? If we cannot have an unlimited memory, then can we really calculate TC to as many placed as desired. A start toward such cosmological questions has been made by several investigators [18] . We will not try to evaluate or summarize these attempts; the important point: They are a thrust in the right general direction.
There are, of course, others who are concerned with the fact that our actual universe is not really characterized by a continuum. T. D. Lee [ 191 has proposed a "discrete mechanics". Feynman has stated [20] , ". . . everything that happens in a finite volume of space and time would have to be exactly analyzable with a finite number of logical operations. The present theory of physics is not that way, apparently. It allows space to go down into infinitesimal distances, wavelengths to get infinitely great, terms to be summed in infinite order, and so forth; and, therefore, if this proposition is right, physical law is wrong". That statement clearly has a resemblance to our exposition. Ross [21] has invoked a model of the real number line based on probabilistic considerations. Woo [22] discusses the relation between discrete field theory and Turing machines. None of these, however, seem to go as far as we do, and none of them point out that the correct physical law must be based on algorithms whose nature is still to be found, rather than on classical mathematical analysis Mathematicians declared their independence of the real physical universe, about a century ago, and explained that they were really describing abstract objects and spaces. If some of these modelled real events, all right, but . . . . They ignored the question which we have emphasized. Mathematicians may be describing abstract spaces, but the actual information manipulation is still in the real physical universe. By and large, mathematicians do not welcome the points we have made, and scorn questions about physical executability, even though the mathematics community occasionally arrives at its own reasons for questioning the continuum. The noise immunity in reversible computation is obtained by invoking large potentials, which act as barriers to noise in the undesired processes. In Bennett's original springless ~3 1 .
clockwork Turing machine [ 11 "hard" parts are assumed, which are not penetrable by each other, and which do not fall apart under the influence of thermal fluctuations. Similar assumptions underlie other reversible computer proposals. It is important to understand that the immunity is bought at the expense of the size of the potentials involved, or -mor or less equivalently -the size of the parts, and not at the expense of energy dissipation. In the real universe, with a limited selection of parts, arbitrary immunity may not be available. Noise immunity, however, which lasts for the lifetime of the universe should be adequate. The many real pressures, however, for continued miniaturization in computers, are likely to take us in the opposite direction. Techniques for improving the reliability of computation have been discussed in Ref. [3] . We stress, here, the undesirability of noise induced disturbances in computation, in anticipation of a subsequent section in which noise is viewed in a more constructive way.
Generation of information
Reference [ 161 pointed to the association between information destruction and physical irreversibility. The prevalence of friction and information loss leads to the questions: Are there counterbalancing processes? Does information get generated, or does it only disappear? We will try to give a very partial answer adapted from Ref. [26] . The generation of information must be the opposite of its destruction. Systems that are initially indistinguishable must develop a recognizable difference. There are several possible causes for the development of such differences. The most commonly cited one will be invoked later in this paper; noise that reaches our system from external sources (or from any degrees of freedom not explicitly described in the system's equations of motion) causes ensemble members, which were initially together, to diffuse apart. One can then go on, of course, to argue that the information did not really arise, but reflects information originally in the noise sources, and is transferred to the system of concern. In a universe with limited precision, however, the noise cannot be followed back in time and distance to any desired accuracy. Thus, the distinctions in behaviour produced by noise can be considered to be "generated".
In the last decade it has become acceptable to invoke chaotic processes, instead [27] . These are processes in deterministic nonlinear systems, possibly systems with only a few degrees of freedom, which are not periodic or quasi-periodic. Nearby trajectories diverge exponentially in time, instead of the typical diffusive t1'2 divergence caused by noise [28] . Once again, that exponential divergence, by itself, does not really produce information. We must also claim that two systems that originally were very close, but not identical, are nevertheless in some "in principle" sense indistinguishable. Furthermore it is possible, as discussed in the paper by Swinney in this set of proceedings, to distinguish between the effects of external noise and the effects of deterministic chaos.
Amplifiers can also serve to push signals apart that are close together, initially. Amplifiers need not have the form of transistor circuits with a spatially separate input and output. In parametric amplifiers, to cite one example [28] , we can utilize a departure from the neighbourhood of an unstable state and can achieve exponential growth in time. The growing separation of these signals will be accompanied by dissi-
pative effects, i.e. by a compression of phase space for other degrees of freedom.
It is not clear whether one of the mechanisms cited above has to be regarded as the most fundamental. If a choice is necessary, then our preference lies with the direct effects of noise. After all noise clearly exists, and is pervasive, whereas noiseless dynamic systems do not exist. We add a cautionary note. Quantum mechanics, despite an intimate relationship to probabilities, contains no built in noise sources. It does not provide for a growing spread in nearby systems; entropy is conserved in quantum mechanics just as in the classical case.
Arbitrarily reliable computation, with unlimited precision, is unlikely to be available in our real worl. Thus, the very question discussed in the preceding paragraph, whether two initially identical states become separated with time, does not really have a very clear meaning. After all, in a world with limited precision, we can never be absolutely certain about the initial identity of two very close-lying states. Thus, the likely limited precision of our number handling introduces something like noise into our basic laws of dynamics. It is not necessarily an artifact which requires supplementary explanation.
not asked: How can (and have) some of these goals been achieved through more conventional software techniques, and more conventionally organized hardware? For example, we do know how to build content-addressable memories out of silicon technology. Pattern recognition is a hard process for digital computers; nevertheless, it has been done in real applications. Over the decades, for example, a good deal of progress has been made toward the recognition of continuous speech. The hard part is not the motion toward an attractor, within a basis, but is the definition of the basin of attraction. In an associative memory, which can respond to slightly faulty patterns, one has to learn about the likely errors. "Hopfield," entered by keystroke, is quite likely to turn out "opfield", it is unlikely to be inverted to "Dleifpoh". A successful recognition system must take such statistics into account. If it is a system that learns, then it must be able to apply the experience with the name "Hopfield" to the name "Smith". Some of the recent physical literature on neural networks can, perhaps, be justified as a model of biological functions, rather than as a useful technique for man-made devices. This author is not qualified to judge that realm. I cannot help, however, noticing the unqualified assertions in the physics literature, exemplified by [32]:
It is generally expected that the essential characteristics of the dynamics [of a neural network] are captured by a
What is computation?
We have equated the computational process with a universal Turing machine, essentially that which a real and practical
Of the form computer can do if it had access to unlimited memory? This
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(1) ~ is a-process in which branching is possible. Intermediate i J results are invoked as the basis for decisions about subsequent steps. As pointed out by Keyes [29] , many otherwise The N neurons are described by Ising spin variables . , interesting physical processes proposed for computational purposes do not allow such an unlimited chain of steps, but only a limited sequence chosen by the apparatus designer.
A good many physical processes, involving cellular automata rules, or other ways of coupling large arrays of elements in a relatively uncomplicated geometrical way, and without a great deal of detailed design, have been proposed as potentially useful tools for pattern recognition, as associative memories, and for other similar purposes. We can cite only a small proportion of this extensive literature [30] . It is not our purpose here to evaluate or explain these proposals. Our key point: Many of these proposals are unrelated to universal computation. Cellular automata can, of course, be chosen so as to be capable of universal computation, and even to do computation which is logically reversible [3 11, but many of the cellular automata discussed in the literature are more limited than that. Motion toward one of many attractors, in a system with competing states of local stability, is not universal computation. That does not mean that the processes are uninteresting, or that they have no utility. Nevertheless, I will insert here, a somewhat conservative reaction. Proposals for computer simulations of networks which learn, are unstructured or randomly structured initially, and mimic neuron interaction, date from the early 1950's and the beginning of large electronic computers. At IBM, this project carried out by N. Rochester and collaborators, on the engineering model of the 701, was called the "Conceptor". Such proposals have become more sophisticated with time, but have never achieved major practical success. Some of the enthusiasm, in the current audience, comes from physical scientists who have Others [33] , publishing in the same journal of neurophysiology and computer science, are a little more cautious and point out that they are analyzing a particular model. The biologists, as exemplified by a recent review of neuronal circuits [34] , have paid little attention, though that -by itself -leads us to no clear conclusion.
The relationship between physical processes and computation has become widely appreciated in recent years [35] , and once again we can only cite some illustrative items. A computer, however, even a special purpose analog computer, needs places where input is entered and output collected, in a standardized representation. An electronic analog computer had dials to set the input. A slide rule had numbers and a scale printed on its surface; in fact, it was the very choice of representation which gave the slide rule its utility for multiplication. To call any physical evolution with time an analog computation seems a little strained, though we cannot say it is clearly wrong.
In connection with our reference to input and output, it is appropriate to discuss this in connection with reversible computation. It is sometimes assumed that, even if information transfer within the computer can be done without a mimimal dissipation [ l l , 121, this does not apply to the input and output; a measurement at that point becomes essential. It is true, of course, that these input-output processes can be made more dissipative than the computational steps but they do not have to be more dissipative. Why should information transfer into the system or out of the system have to be more dissipative than that within the system? Bennett [17] has pointed out that a magnetic tape can be copied slowly with-out minimal dissipation. The same point is already implicit in the work of Keyes and Landauer [36] .
Do we need a dissipative measurement to signal the completion of a program? That, most certainly, is one possibility. We can, also, give ourselves lots of time to do whatever it is we want to do upon program completion, if we dissipate several kT so that the computer cannot fluctuate right back out of the final state into an earlier state, as is likely in the diffusive behavior of reversible computers. But once again we must ask if the transfer of information out of whatever it is we call the computer, to another set of digital registers, is really very different from transfer within the so-called computer? It is, because reversible computation has to be undone, and if we also reverse the information transfer out of the computer prematurely, our computation will have been useless. The easiest answer to that, but not necessarily the optimum answer, is to perform occasonal dissipative measurements on the computer, to see if the "Task Completion Bit" is in its 1 status. When it is, the reversible computer can go into a long idling cycle, in which only an internal computer clock advances to give us a time to copy the output register with very little dissipation. After that the computer reverses itself, clearing out its own output register and restoring its initial state.
Fluctuations
In the preceding discussion noise has been a potential source of error in otherwise predictable computations. This is in accord with the historical interest in noise as a source of confusion and error in measurement and communication. In more recent times there has been a growing awareness that noise can be a controlling qualitative influence on the development of systems. In systems which are multistable, i.e., have two or more competing states of local stability, noise determines the motion of the system between these competing states. Small systems, as found in molecular biology, and in the drive toward miniaturization of computer components, can show a strong susceptibility to noise. Furthermore such noise induced transitions may be of utility, as invoked in the simulated annealing technique for optimization in the presence of complex constraints [37] . A similar application occurs in a model for the mechanism of perception and visual recognition [38] in which fluctuations are invoked to allow escape from premature fixation. First order phase transitions, in ordinary thermodynamic systems, can occur by homogeneous nucleation, and the formation of a critical nucleus is a fluctuation which takes the system from one state of local stability (i.e., the original metastable phase) to a new state of local stability. Evolution and the origin of life can be viewed as an optimization process, in which fluctuations (e.g., mutations) take us from one metastable ecology, to a new one [39, 401. In contrast to the discussions in Ref. [40] , some of which represent a longstanding orientation in ecology, physical scientists have been inclined to use the word self-organization very loosely. To apply this expression to the Benard instability, for example, to the Zhabotinskii reaction, or to the oscillations of a laser, under conditions where these temporal and spatial patterns are the only allowed behavior, seems strained. We might, with equal justice, refer to the revolution of an electron around a hydrogen nucleus, or the rotation of a water wheel, as self-organization [41]. Questions about relative stability, e.g., is A or B of Fig. 4 , the more likely state, are statistical questions. In the absence of fluctuations a particle will simply stay at a local minimum; it can escape from a well only with the assistance of noise. Let us discuss the type of situation shown in Fig. 4 , but invoke greater generality than suggested by Fig. 4 . Consider a law of motion along x which is not necessarily that of a particle in a potential, but can represent a broader class of systems. is determined by the noiseless macroscopic velocity v(x), determined by the system's kinetics. Equation (4.1) would cause the density to accumulate at the points of local stability, where v ( x ) = 0. In the presence of noise different ensemble members, which start together, subsequently diffuse apart from each other and also away from the deterministic trajectory defined by 1 = v(x). In the simplest cases this can be represented by an additional diffusion term in eq. (4. I), leading to
In the steady s t a t e j is independent of x. Unless current is introduced at x = a j we will have j = 0 for all x. In that case, eq. (4.2) can readily be integrated to yield (4.3) showing that the steady state represents a balance between the deterministic velocity v, restoring the system to points of local stability, and D which represents the noise, permitting departure from such points of local stability. The kinetics along the connecting path matters, we cannot just inspect the end points A and B. We cannot expect, in general, some analog to Maxwell's equal area rule, which will predict relative stability on the basis of 1, " v(x) dx. This was pointed out by this author [42] in 1962, is implicit in the work of R. L. Stratonovich [43] and was again emphasized [44] in 1975. The first version of the argument to be given subsequently in this paper [45] appeared in 1975, and was elaborated and repeated on a number of subsequent occasions. The point is frequently ascribed to later authors, and associated with the labels multiplicative noise, noise induced phase transitions, and external noise. In equilibrium, noise is defined by the temperature, and cannot be made an arbitrary function of the state of the system, i.e., of x in our one-dimensional examples. It is this property which leads to the Maxwell equal area rule. More generally, however, the noise sources can be tailored to be almost any function of the state of the system. Our subsequent example will emphasize this. Consider a potential, as shown in Fig. 4 . The right hand well is lower; in thermal equilibrium e ( x ) will be larger there. Let us now deviate from equilibrium in a very simple way. We heat up part of the right hand well, as illustrated in Fig. 5 . We assume this is a heavily damped well; particles crossing the temperature boundary come to their new temperature very quickly.
To clarify the physical situation sketched in Fig. 5 , we provide one possible embodiment in Fig. 6 . This shows a sequence of insulating tubes with a particle. The particle is charged and the force-field is maintained by charges deposited on the outside of the tube. Different sections of the tube are maintained at different temperatures. The particle incident on a tube wall is assumed to bounce off without change in charge, but bounce off with the local tube temperature.
In Fig. 5 the particles entering the hot section from the right gain the energy needed for escape much more easily than without the elevated temperature. The particles in the right hand well, therefore, escape much more easily than without the blow-torch. The particles in the left hand well have an unmodified escape problem. In the steady state the two escape rates must balance. Therefore, the population in the right-hand well is depleted by the blow torch. If the temperature elevation is made large enough, most of the effect of the barrier in the hot section is eliminated. If the hot section is also made to extend over enough of the right-hand barrier shoulder, then the right-hand well which originally was more densely populated, becomes less densely occupied. The key point of this example: Relative stability can be controlled through the kinetics in parts of the system space which are rarely occupied. Therefore no amount of concern related to the neighborhood of the states of local stability can tell us which is the more likely neighborhood. This tells us that many of the favored principles in the physical chemistry literature, related to entropy, entropy production, excess entropy production, etc., cannot be applied to multistable systems. There are no short cuts for such systems; the detailed kinetics along the transition paths must be taken into account. The relevance of this to discussions of evolution and the origin of life have been emphasized elsewhere [39, 461. The lack of available short cuts, in predicting the noiseactivated exploration of many competing states of local stability, relates to questions of complexity which have been discussed in the literature. As an introduction to this part of our discussion, let us first consider chaos. Multiply periodic motion, e.g., y = cos [mot + (6 sin ~, t ) t] may look a little complex, but does not present any unusual difficulty in the calculation of y at a much later time; we do not need to follow the motion, in detail, over the intervening period. Chaos is usually more complex than that, in a genuine way. To predict a position a great many "cycles" later on, in the typical chaotic case, requires that we follow the motion very precisely. The program that directs such a calculation need not be complex, it is not a matter of great algorithmic complexity [47]. It is rather the detailed execution of the calculation which is long, i.e., the number of steps involved. This is a complexity measure which Bennett has proposed, discussed, and called "depth" [48] .
The noise-activated search for likely states of local stability presents us with a similar dichotomy. If we are dealing with a multistable potential, and thermal equilibrium noise, then the depth of a set of wells allows us to compute their eventual (long-term) relative probability densities. (If we are concerned with the integrated probability of finding a particle near a minimum, rather than the probability density, then we must also take the well potential curvature into account, or equivalently compare free energies, rather than energies. That is not a significant distinction for our purposes.) If, however, we are dealing with a system which is not in thermal equilibrium, then it becomes more difficult. The additional difficulty relates to our discussion of the kinetics of Fig. 5 , but of also the fact that in this more general case we can have circulation present in the steady state. The kinetics along the various pathways must then be taken into account. To predict the probability distribution at a much later time, from a given initial state, we must follow the motion in detail. (The italicized word must in the preceding sentence represents an intuitive assessment, and is not a result of a proof.) Such a measure of complexity, counting the number of states of local stability which have to be explored along the way, has been proposed by Kuhn [49] . He has called it knowledge gained, in connection with his discussions of the origin of life and the time-development of biological evolution. In general we can expect that there will be situations in which both of the above mentioned complexities are present simultaneously, and are not separable. We can start with a deterministic law of system motion, which is already chaotic, and the modify the system to make it stochastic.
The analogy between complexity in chaos and that in stochastic multistability is not meant to be carried too far.
Chaos was only used as an introduction to a complexity measure which characterizes program execution time. Chaotic motion, for example, does not settle down. The solution to a master equation, however, typically approaches a steady solution. In a space of unlimited extent, however, containing always more remote states of local stability, population changes can continue indefinitely.
This discussion of complexity in the presence of multistability is a first rough thrust in a direction which seems to deserve more thought, but is likely to demand more formal skills than this author can easily supply. The preceding discussion, for example, has only mentioned the possibility of circulation, without detailed consideration of it. Circulation can be present in purely deterministic motion; it can also be introduced by noise terms added to a deterministic equation.
