Abstract-Cognitive radio networks (CRNs) promise to be the next generation of the key enabling technology that enables dynamic spectrum access (DSA). The channel assignment (CA) problem is one of the most important issues in CRNs, with the objective of satisfying the interference constraints, and maximizing the number of nodes with channels assigned. In this paper, our goal is to design highly-efficient and localized protocols for CA. In addition, we want to maximize node connectivity after CA, which is important for packet delivery. To this end, we design two basic algorithms and an advanced algorithm framework. Within this framework, we can change the edge priority in CA to meet different requirements. Simulation results show that the proposed framework is fast (two rounds of communication among nodes, regardless of network size) and outperforms an existing method.
I. INTRODUCTION
Today we are facing a dilemma of rapidly increasing demand of wideband wireless access, and shrinking out of unallocated spectrum. Studies indicate that, at any given time and location, there exists a large portion of under-utilized licensed spectrum [1] . Thus, people are exploiting new ways of transmitting on licensed bands when these bands are not fully used.
Cognitive radio networks (CRNs) are the key technology that enables next generation communication networks [2] , also known as dynamic spectrum access (DSA) networks. Cognitive radio technology allows the secondary users to utilize the spectrum more efficiently in an opportunistic fashion, without interfering with the primary users. As shown in Fig. 1 , the secondary users N 1, N 2, N 3, and N 4, are able to make opportunistic use of channels for transmission without disturbing primary users P U 1, P U 2, and P U 3. One of the most challenging problems is how to assign the available channels so that certain optimization objectives, such as throughput, spectrum efficiency, the number of nodes served, and fairness can be achieved. The channels here refer to the spectrum bands that have a specific central frequency. In our model, the whole spectrum is assumed to be divided into multiple channels. We will explain this setting later in Sec. III.
The channel assignment (CA) problem is well-studied in traditional wireless networks, with the objective of satisfying the interference constraints and maximizing the number of nodes with channels assigned. In its most general form, the CA problem is equivalent to the generalized graph-coloring problem, which is a well-known NP-hard problem [3] . An extensive survey of CA in wireless networks, including CRNs, can be found in [4] .
The fundamental difference between CRNs and traditional wireless networks is that the available channel sets are dynamic, and their availabilities vary over time and space. In CRNs, the CA problem has been studied from different perspectives. Some of them aim to maximize the spectrum utilization [5] , subject to interference constraints. Some other works study the cross-layer optimization, including using power control [6] , [7] , and considering both network and link layers [8] . Our focus here is CA at the link layer only.
Our work differs from previous works in three aspects: First, in view of the high dynamics of channel availability, keeping connectivity would be significant in maintaining performance. Second, the network cannot afford to run time-consuming protocols to allocate channels in a dynamic environment. Last, we want to enhance the network performance by maximizing the assigned conflict-free links. To this end, we design a fast convergent-localized protocol that assigns conflict-free channels, so as to maximize connectivity in multihop CRNs. The main contributions can be summarized as follows:
• Based on the proposed framework, we further develop three conflict resolution strategies to make our scheme versatilely adaptable to different network conditions. • We also propose an extension, which can trim nonessential links to further enhance performance.
• A comparative simulation is conducted. We compare our localized algorithms to other existing methods in terms of assigned link rate, delivery rate, and coordinating rounds. Simulation results show that our advanced algorithm outperforms an existing method.
The rest of the paper is organized as follows: In Section II, we introduce the related works. Then, the network model and problem formulation are presented in Section III. We propose two basic localized algorithms in Section IV. In Section V, we give an advanced localized algorithm, and present some details of implementation. In Section VI, we discuss some possible extensions of our model. Section VII shows simulation methods and results. Finally, we conclude this paper in Section VIII.
II. RELATED WORKS
Optimal conflict-free CA that satisfies a global optimal objective is often NP-hard [9] . Based on a simplified interference model, this problem can be described as a vertex-coloring or edge-coloring problem. The generalized form of our problem could be reduced to a list-edge-coloring problem [10] , which assigns every edge to a color from a prescribed list.
Centralized approximations in CRNs, such as [7] , [11] , formulate the problem as a mixed integer programming problem. However, centralized CA approaches suffer from many limitations, including the lack of a global common control channel to support the centralized control, and poor scalability due to the difficulty of capturing consistent global information in a dynamic environment.
Various distributed approximations are proposed. In the graph color model, distributed list-edge coloring algorithms usually rely on a modified version of edge-coloring algorithms. Several distributed algorithms using O(∆) (∆ is the maximum node degree) colors have been proposed in literature [12] - [14] . In [15] , Wang and Liu considered an iterative distributed solution, based on the orientation of each link. An end node with a larger number of channels points to another one with a smaller number of available channels. The CA starts with nodes that are local minimum (i.e. the minimum number of channel choices) and applies this process iteratively.
The localized solutions are based on observing local interference patterns and access spectrum, based on a set of rules [16] that aims at maximizing some system utilities [5] . Different from these works, our work aims at increasing network performance by maximizing connectivity in multihop CRNs, based on only local information, without using any iterative process. III. PRELIMINARIES
A. System Model & Problem Formulation
We consider a CRN as a graph G = (V, E), where V = {u, v, w, ...} is the node set representing wireless nodes, and E is the link set. uv ∈ E if nodes u and v can communicate with each other. N (u) represents the neighbor set of node u, u. We assume that the whole spectrum is divided into multiple channels of different central frequencies. To simplify our model, we treat the performance (e.g., bandwidth) of each channel as the same. Our model can be extended to situations, where the bandwidth of each channel is different, by adding the channel performance as the weight to each link. C u ⊆ C denotes the set of available channels on u, where C denotes the set of total available channels in the network. C u is not equal with C, due to the different interference ranges of primary users at different locations. The notations used in this paper are listed in Table I . We also assume that there is a common control channel for nodes to exchange information.
In wireless networks, two adjacent nodes can communicate only when they both tune to the same channel. A link exists when two adjacent nodes select the same channel. Two links are adjacent if they share one end node. Conflicts exist if two adjacent links are assigned the same channel. The goal of our paper is to perform CA so that the maximum number of links exist without conflicts.
We make the following assumptions used in the paper:
1) The communication range equals the interference range, to make our algorithms and analysis more clear and concise. Our model can be extended to more sophisticated ones, as shown in our simulation. 2) Each link is only assigned with a single channel.
B. Example Topology
We use the topology of Fig. 2 to illustrate our algorithms. The available channel set on the whole network is C = {1, 2, 3, 4}. The node set is V = {a, b, c, d, e, f, g} and the link set E is the edge set, shown in Fig. 2 if a uv = a vu then 10:
go to step 1 certain number of primary users in the network, which results in different available channel sets among nodes, as shown in Fig. 2 . For example, the available channel set on node a is {1, 2}. This is because node a is within the interference range of primary users occupying channels 3 and 4. The available channel set on node c is {2, 3, 4} since it is within the interference range of primary users using channel 1.
IV. BASIC LOCAL ALGORITHMS FOR CA
Two basic algorithms are described: one is the node-based algorithm without coordinations between adjacent nodes, and another is the link-based algorithm with coordinations.
The node-based algorithm, which uses only local channel information at each node to select channels for adjacent links, is given in Algorithm 1. It randomly assigns channels for each link, based on the information of each node. There is no coordination between two end nodes of one link. Obviously, its efficiency is low. The probability of selecting the same channel at both end nodes of a link is small, which results in many rounds being needed to complete the algorithm.
The link-based algorithm is described in Algorithm 2. We first give the definition of admissible channels, which will also be used later.
Definition 1:
The admissible channels for link uv is defined as
To simplify our discussion, we exchange the role of nodes and links. In this case, uv corresponds to a node. uv's if uv and any link in N uv have conflicts then 8: remove the channel from the link with the lowest priority 9: if A uv > 0 then 10:
go to step 1 neighbors are either uw or vw. After this exchange, adjacent links become adjacent nodes. Then, we focus on channel selections for nodes instead of links. So the nodes in the algorithm description below are actually the original links. This is the conflict graph construction process, which can also be found in [17] . Unlike the node-based solution, the link-based solution will result in conflicts among adjacent links (new nodes). Local solutions vary depending on how (1) admissible channels are selected and (2) conflicts among adjacent nodes are resolved. These methods can be based on either a random choice or a predefined priority. The simple approach in Algorithm 2 is to have a random admissible channel selection from C uv and conflict resolution based on node id:
That is, node uv with the highest ID(uv) will win.
Algorithm 2 reduces the number of rounds needed by CA compared to Algorithm 1, since there is a coordination between two end nodes during channel selection. The coordination here is achieved by two end nodes exchanging their available channel information through the common control channel. However, Algorithm 2 does not take priorities of different links into consideration; this would still result in a relatively low efficiency. In the next section, we will present an advanced algorithm, which considers the priorities of links and applies maximal matching.
V. ADVANCED LOCAL ALGORITHM FOR CA
Different from the previous two basic algorithms, the nodelink-based algorithm makes improvements on both the sides of initial assignment and conflict resolution.
A. Basic Definitions
For the initialization part, we propose a notion of "star," given in Definition 2.
Definition 2: A star is a special 2-level tree with one node, and a set of adjacent links associated with that node.
In each star, each link is "handled" by the end node, called a host. The node with a higher ID is the host. This process is called a 'partition based on node ID.' In this way, each link is associated with one node that has a larger ID. This partition will form a forest of "stars." Then, in each "star," it is possible to perform a good initial assignment through maximal matching processing, by assigning channels to links that minimize channel-conflict probability. This will maximize channel weight, which is defined in Definition 3.
Suppose a link uv, uv ∈ s u , selects a channel c ∈ C, the conflict probability, with its neighbors, is depicted as the following modified |C uw |:
where
E uw (c) is a step function with a value of 1 when c ∈ C uw , and 0 otherwise.
We can easily derive that for each star
Based on the definition of conflict probability, we define the following channel weight:
The channel weight of channel c over link uv is defined as
For the conflict resolution part, we propose a local and greedy solution by considering various priorities, which are related to the importance of each node in resolving conflicts. Let d u be the effective node degree of node u, defined as the total number of neighbors minus the number of neighbors with channels assigned. The importance of a node is then defined as its effective node degree. This strategy will establish more connections quickly, since the node with more links has a higher priority.
B. Node-link-based Algorithm
Combining both processes introduced above, we can give Algorithm 3: the node-link-based selection algorithm. Suppose the host of link uv is u. u needs to collect C u , C v , and C w for all w ∈ N v ∪ N u to calculate channel weight for uv. Therefore, two-hop information is needed (i.e., a neighbor's neighbors). This process can be done through two rounds of exchanges, using a common channel.
Step 1 of Algorithm 3 requires one round of exchanges, and is calculated only once.
Step 5 needs to be re-calculated at each round, as G changes at steps 15, 16, and 17.
The maximum matching is done through constructing a bipartite graph with channels at the left side, and adjacent links at the right side. The weight value of each mapping edge is the corresponding channel weight on the link. We apply the Hungarian's algorithm [18] here to find the maximum matching, which can be completed in polynomial time, O((|C|∆) 4 ), 
go to step 3
where |C|∆ is the maximal number of links in each bipartite graph. Moreover, the Hungarian's algorithm is a local greedy algorithm, since it only needs the weight information on each adjacent link in one star. The number of channels and the number of links can be made equal by adding virtual nodes at either side, so that the number of channels and the number of links are the same. To apply perfect matching, the bipartite must satisfy Hall's matching theorem [18] by adding virtual edges from the virtual nodes. This would not affect the final result.
Theorem 1. The adding of virtual node and virtual edges would not affect the result of perfect matching achieved by the Hungarian's algorithm.
Before adding virtual nodes and virtual edges, suppose the maximal perfect match achieved by the Hungarian's algorithm is M = (V, E ′ ), 
The maximal perfect match after adding virtual nodes and virtual edges is
can also be a matching in the bipartite graph with virtual nodes and virtual edges. This contradicts the fact that
is the maximal matching of the bipartite graph with virtual nodes and virtual edges, which should be the maximal. Since virtual edges do not influence the final result, virtual nodes do not affect either, because edges coming from virtual nodes are virtual edges with weight 0.
In step 9, resolving conflicts requires exchanges among host nodes, which correspond to two rounds of exchanges. There are several ways to resolve conflicts through priority, which we will discuss in details later. One priority is the combined effective node degree of two end nodes. Another priority is based on channel weight w uv (c). The higher the weight, the higher the priority. |C uv | can also be used as a priority, with a small value corresponding to a higher priority. Removing assigned links in steps 10 and 11 requires only local operations in hosts.
C. Examples
We now give a specific example based on Algorithm 3 to better illustrate our algorithm. Considering the topology in Fig.  2, suppose that ID(a) = 1, ID(b) = 2, ..., ID(g) = 7 . The admissible channel set for each link is shown in Table II . The original graph is partitioned into three stars, as shown in Fig.  2 , in which links are only connected with nodes in stars. The three stars are: c with its attached links, g with its attached links, and f with its attached links. We compute the conflict probability of every available channel on each link, which is in Table III . Next, we can get the weight of each channel on each link. The results are in Table IV .
Here, we take the channel assignment on the star charged by node c for an example. We construct a bipartite graph, and add two virtual nodes on the link side to conduct the perfect matching. Each edge in the bipartite graph has a weight, as computed in Table IV . The weight of virtual edges connecting virtual nodes is 0. Next, we conduct the maximum matching shown in Fig. 3 . The other three stars conduct their channel assignments in the same way. The total view of channel assignment results is in Fig. 2 . The number on each link is the channel assigned to it. Since link ge cannot get any channel, we use a dotted line to represent this link.
There is a conflict between links cb and db, because they both are assigned channel 4. We resolve this conflict based on the effective node degree of two end nodes, which turns out to be the same. Therefore, we remove one randomly. During the next round of our algorithm, the result is not changed. Thus, the channel assignment process is completed.
D. Other Conflict Resolutions
In the above discussion, we use the effective degree for conflict resolution. There are several other ways to resolve conflicts through priority. In this section, we propose another two conflict resolutions.
The first alternative is based on the remaining number of channels. For example, |C vw |, which is the number of unused channels on vw, can also be used as a priority, with a smaller value corresponding to a higher priority. This strategy assigns a higher priority to links with fewer choices of channels.
The second alternative is based on whether the link is essential or nonessential. First, we assume that the priority of each node i is ID(i), based on alphabetical order, such as ID(a) < ID(b). Here, for simplification, the priority is decided by nodes' IDs. In real life, other meaningful metrics, for example, bandwidth and capacity, can be applied to decide the priority. Then, we introduce the priority assignment method for each link [19] .
Link priority assignment: For each link vw, its priority is defined as P r uv = (ID(u), ID(v)).
Thus, the priority of a link is a 2-tuple, which is based on the lexicographic order. To decide the priority, first compare the first element in the 2-tuple, and then compare the second element. The first element of the 2-tuple is the priority of the start node, and the second element is the priority of the end node. Therefore, each link has a total order in the network. Next, we give the definition of a nonessential link, based on the link priority.
Definition 4: A link uv is a nonessential link if it satisfies the following conditions: (1) There is a "replacement" path P from u to v, which does not pass link uv, and (2) all the intermediate links on P have higher priorities than link uv.
Any link that does not satisfy the above condition is essential. For example, suppose that there is a path from u to v, which is u → w → v. Then, link uv is nonessential, because the intermediate links uw and wv both have higher priorities than link uv.
Therefore, when a conflict happens among two adjacent links, we can first check if they are essential. The nonessential ones will be removed directly. If the adjacent links are both essential, we will use other methods -effective node degree, or the number of channels remained on the link -to decide which one should be removed.
VI. DISCUSSION
In this section, we will discuss additional issues regarding our algorithms.
A. Benefits of Edge-trimming
We first discuss the possibility of edge-trimming. Edgetrimming is the process of cutting off edges from a network before conducting the channel assignment algorithms. The intuition is that, since the resolution of the conflicts among edges will leave low-priority edges with less chance to get assigned, we can just cut some low-priority edges out prior to the channel assignment stage, according to the resource condition. In this way, the assignment algorithm will converge faster without affecting the network performance. The edgetrimming strategy must follow these design objectives:
• Cut as many non-essential edges as possible, so that the algorithms will converge faster.
• Make sure the performance of networks does not degrade after channel assignment. To achieve a better tradeoff between these two objectives, the most crucial part is how to evaluate the importance of edges. Our method is marking the edges as essential or nonessential, according to Definition 4.
We can develop more strategies to perform edge-trimming, like the conflict possibility and effective degrees. Due to space limitations, we will not extend these topics here.
B. Dealing with Dense Networks
In some cases, we may face situations of dense networks where the number of neighbors of each node is much larger than normal ones.
From Fig. 6(a) , we can see that our algorithm's performance degrades drastically when the networks' density increases. This is mainly due to the growth of the number of conflicts. To mitigate this situation, we can take advantage of the adjustable transmission range to form a cluster backbone using methods in [20] , [21] .
In essence, we can construct a backbone of the whole network, so that the assignment will perform in a small scale. In the backbone consisting of cluster heads with longer transmitting range, our proposed algorithms, can be implemented to assign channels. Meanwhile, the inner cluster communication can be conducted by using CSMA. To make sure that there is no inter-cluster interference, cluster heads should perform other rounds of vertex coloring algorithms to assign innercluster communicating channels.
C. Dealing with Highly Dynamic Spectrum Availability
We are also confronting a situation where admissible channels on each node are changing all the time, due to the dynamic access and appearance of a primary user. In this situation, we give a local adjustment method in the following. This can be used as an extension to the proposed assignment algorithm, which could quickly reassign channels in response to the change in admissible channels. A possible method is that the nodes that changed their assignments actively coordinate with neighbors, among which the links are affected. During the coordination, every node collects residual and acceptable channels on each link, and performs a maximal matching. The residual channels refer to the possible and conflict-free channels to the other links, emitted from current nodes. The acceptable channels refer to those channels which are conflict-free on both end nodes. In this way, the adjustment operation will not affect the current allocated links. Obviously, the adjustment methods will maintain the topology of the whole network as much as possible. However, the long-term performance will not be guaranteed.
VII. SIMULATION
In this section, we present simulation results for our three algorithms. In addition, we implement two other algorithms: the distributed greedy algorithm in [15] and an optimal algorithm for comparison, which are compared with our nodelink-based algorithm. The greedy algorithm iteratively assigns channels to the node with minimum channel choices. Our algorithm does not need the iterative process. We calculate the maximal matching among links and channels, and then resolve the conflicts. Also, we compare the three conflict resolutions of our third algorithm. Moreover, we implement the approach proposed in our discussion part, and make some comparisons.
A. Simulation Settings & Methodology
We randomly distribute nodes in a 200 × 200 unit square. Also, we randomly generate a certain number of nodes and primary users (PUs) with different interference ranges. Each primary user occupies one channel in a certain range. If a node is within a PU's range, it cannot use the channel occupied by the PU. Therefore, each node in the network has its own available channel set, according to the positions of PUs. The settings of parameters are shown in Table V . Under a certain setting, we run our simulation 100 times to achieve stable results.
The three parameters, total number of nodes, total number of channels, and interference range of primary users, are tunable. Each time, we change one of the parameters to compare the algorithms using the following metrics:
• assigned link rate: the ratio of assigned links over possible links, • delivery rate: the ratio of the maximum broadcast reachable nodes over total number of nodes, and • number of rounds: the number of rounds needed by CA. The higher the assigned link rate, the better the result. The same applies for the delivery rate. A small number of rounds indicates higher efficiency. Based on the above system settings and evaluation metrics, the simulation results are presented in the next section.
Note that in our assumption (1) in Section III, the interference range equals the communication range. Because of the accumulative effect of interference, the physical interference model (i.e. the SINR model) is generally considered as a more realistic model. [22] provided a per-node interference range calculation method, which performs very closely to the physical interference model.
Our design could be easily extended to apply the model in [22] . We vary the number of channels from 4 to 30, while keeping the number of nodes at 15 and interference range of PUs at [60, 70] . The interference range of each node is computed separately for the physical driven model. We compare the delivery rate of our three algorithms before and after applying this model. Fig. 4(a) and Fig. 4(b) have similar comparison results. In both figures, the performance of the node-link-based algorithm is the best, and the node-based algorithm is the worst. In addition, we implement two other algorithms. One is an optimal algorithm which maximizes the assigned link rate, without consideration of the number of rounds it takes. Another one is the distributed greedy algorithm in [15] . We compare the assigned link rate of the two algorithms and our node-link-based algorithm. Comparison results in Fig. 4(c) and Fig. 4(d) show that the comparison results are the same, with similar trends for each algorithm. Comparisons of other metrics are also similar. Therefore, in subsequent simulations, we only consider the simple model.
B. Simulation Results

1) Comparison among our algorithms:
We compare the three algorithms, node-based, link-based, and node-link-based, in terms of the three metrics discussed in the previous subsection.
First, we compare the delivery rate by changing the three parameters. In Fig. 5(a) , we vary the number of nodes from 10 and 40, while keeping the total number of channels as 10. The interference range of primary users is randomly generated among [60, 70] . In Fig. 5(b) , we vary the number of channels from 4 to 30, while keeping the number of nodes at 15, and interference range of PUs at [60, 70] . In Fig. 5(c) , we vary the interference range of primary users, while keeping the number of nodes at 15, and the number of channels at 10. Based on the settings of the three parameters, we randomly generate a topology each time. The results of Fig. 5 show that the node-link-based algorithm is almost 50% more than others. The trends of the three vary, because more nodes and larger primary user ranges cause more conflicts, while more channels cause fewer conflicts. The trend of the node-linkbased algorithm in Fig. 5(a) is increasing because, even though more conflicts cause fewer assigned links, the assigned links are more connected; this causes the increase in the delivery rate. Second, we compare the assigned link rate. The settings are the same as the ones comparing the delivery rate. The results are shown in Fig. 6 . The node-link-based algorithm has almost 2.5 times the other two in the assigned link rate. Reasons of the trends are the same as the above argument.
Finally, we compare the number of rounds the three algorithms need to complete channel assignment. The settings are the same, with results shown in Fig. 7 . The node-linkbased algorithm needs the least number of rounds to complete channel assignment, which is always less than three, based on our simulation.
2) Comparison with alternative methods: For better comparison, we compare the node-link-based algorithm with the distributed greedy algorithm and optimal algorithm. We present the comparison results in the following:
From the above comparison results, we can find that the two metrics, delivery rate, and assigned link rate give similar results. Here, we only compare delivery rate and number of rounds.
First, we compare the assigned link rate of the three algorithms. Using the same settings as before, results are shown in Fig. 8 . We can tell that the node-link-based algorithm achieves almost 70% of the optimal algorithm, and is 10% higher than the distributed greedy algorithm. This is because the optimal algorithm performs CA without consideration of resources.
To better evaluate, we compare the number of rounds needed by the node-link-based and distributed greedy algorithms (the number of rounds is too large in the optimal algorithm). We vary the number of nodes and the number of channels each time. The results in Fig. 9 show that the node-linkbased algorithm takes less rounds than the distributed greedy algorithm. The number of rounds in the greedy algorithm equals the number of channels. This is because the greedy algorithm needs to run once for each available channel.
3) Comparison of conflict resolutions:
In this subsection, we implement the three resolution strategies: effective degree, essential edges, and the number of residual channels. We use the three conflict resolutions to implement the node-link-based algorithm. Under the same settings as before, the results are shown in Fig. 11(a) . We can see that resolving conflict through essential edges uses a smaller number of rounds than the other two strategies. Also, we compare the delivery rate of the three conflict resolution strategies by changing the number of nodes. The other settings remain the same. The results in Fig. 11(b) show that conflict resolution based on essential edges has the highest delivery rate. This is because the replacement paths of nonessential edges do not reduce network connectivity.
4) Comparison of with and without backbones:
We increase the density of the network through increasing the number of nodes to 70. We compare the delivery rate of our nodelink-based algorithm with backbones and without backbones, varying the total number of available channels. The other settings are the same as the comparison of delivery rate, as in the above. The comparison results are shown in Fig. 10 . From the results, we can tell that when the network density increases, the delivery rate of our algorithm with backbones can achieve almost twice the delivery rate compared to the same algorithm without backbones.
C. Simulation Summary
Simulation results conclude that the node-link-based algorithm has almost twice the delivery rate and assigned link rate, compared to the node-based algorithm and the link-based algorithm. The number of rounds needed by the node-based and link-based algorithms are, on average, twice more (sometimes three times more) than the node-link-based algorithm. In addition, from the comparison of the node-link-based algorithm, distributed greedy algorithm, and optimal algorithm, the node-link-based algorithm reaches around 70% of the optimal algorithm, and almost 10% more than the greedy algorithm in the assigned link rate. We can also conclude that the node-link-based algorithm needs the least numberfewer than 3 -of rounds to complete channel assignment. From the comparison of the three different conflict resolution strategies of the node-link-based algorithm, resolving conflict based on essential edges needs the least number of rounds, while achieving the highest delivery rate of the three. The comparison of delivery rate with and without backbones shows that the node-link-based algorithm with backbones in networks with high densities can achieve almost twice on the delivery rate, as compared to the same algorithm without backbones. 
