Abstract
Introduction
Logic design for whole microprocessor structures is accompanied with timeextensive simulation processes. Within the design strategy outlined in [14] the verification of functional (logical) behavior is strictly separated from the analysis of timing aspects. In this context the background of the present paper is given by simulation processes for functional design verification on gate and register-transfer level (logic simulation) where sequences of machine instructions or microcode are taken as test cases and underlying models comprise complex parts of processor structures. Under these assumptions the usage of cyclebased simulators is to be preferred. TEXSIMl is a high performance simulator for logic simulation of synchronous designs using the clock-cycle algorithm. To achieve a significant reduction of running time for simulations the task is to parallelize them. Thereby a parallel TEXSIM simulation consists of several co-operating TEXSIM instances running on loosely coupled RS/SOOO processors (system SP2 of IBM) over parts of the whole 67663 Kaiserslautern , Germany model. As a basic assumption, the process of the evaluation of combinational logic during the paradel simulation of a cycle has to be left unchanged. Therefore special fan-in cones are chosen as building blocks for model partitioning. A partition is directly related to certain workloads of the processors involved in later parallel simulation and communication overhead between co-operating TEXSIM instances and, hence, to the speed-up possible due, to parallelization. The amount of time acceptable for partitioning depends on the expected total duration of all simulation runs to be performed regarding to a corresponding model. Simulation processes we are dealing with are characterized by a large number of timeextensive runs concerning a given model.
defined as above. M = ( M I , M O , M E , M L , M s , M R ) is called hardware model i f the corresponding directed bipartite graph G ( M ) = ( M B , M s , M R ) [S, 131
satisfies the following conditions:
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The fan-out cone coo(x) of
analogously defined using the sets of predecessors.
Let us take a cone CO(. ) as a special fan-in cone the head element x of which satisfies x E MO U ML. If overlapping cones are distributed to different processors one has to take into account the multiple evaluation of boxes in parallel simulations.' In the following, C always denotes nonempty subsets of C o ( M ) . 
Definition 2.3 1.) The box-related cone overlap degree
In general, most of the overlap regions owr(C) are empty sets. The set of boxes of a cone c is uniquely decomposable into overlap regions ovr(C) with c =
The set of all overlap regions ovr(C) allows the construction of an equivalent weighted overlap hypergraph GU identifying the nodes with cones and the hyperedges with cone sets C corresponding to nonempty overlap regions ovr(C) with (Cl > 1 [SI.
u(crZP*AcEC) OWr (') and IC[ = C(CfZP*AcEC) 1°v r ( c ) I ' In the applications considered here the ratio between m, as the number of cones and m b as the number of blocks may be up to the range of lo5 -lo6. Therefore, we focus onto a hierarchical strategy [l] which has been successfully applied to data extensive problems as, for instance, non-linear principle component (2.6) analysis (PCA) and robotics [lo] . To gradually reduce the range of the problem we introduce a general q-level partitioning scheme according to Def. 2.4: Clearly, in general CPH is only an approximation of @opt. In our application we use a 2-level scheme
Thereby, S is a set of elements Sl, the pre-images sl = f-l (Sl) of which are called super-cones. We remark that super-cones are collections of usual cones. 3 In contrast to the determination of the cones the realizations of g and f are free. This allows an optimal adaptation. However, often an a priori optimal choice is not possible [5] . To overcome this difficulty we prefer in each level of the hierarchical scheme a strategy introduced in neurodynamics by JORDAN et al. [2] which is called mixture of experts. For a q-level scheme we consider several partitioning algorithms A:, i = 1. . . mj corresponding to maps (a: and working in a parallel way in one hierarchical step j representing various partitioning heuristics. The resulting partitions Q A j are compared with respect to a quality measure and the ,f3j best of them will form the basis for the algorithms A;+' of the next level which generate partitions 9 A ; , A ; +~.
Thereby, the images of the super-cones of a partition 9 j given by ' P( are taken as the new basic units. The final result of a qlevel scheme is a partition Q A ; , ,A;2 ,...,A? the quality measure of which is the best in the last level. However, as yet this describes only a simple strategy of competing experts.
By introducing superpositions 6 of a set ll = (91,. . . , i P k } of partitions within a certain level we next extend the tompeting approach to a mixture one.
In this context 9 plays the role of a generating system, i.e. each super-cone of a partition 9, E ll is expressible in terms of super-cones Bl E 4: can be taken as a new system of basic units for partitioning in the second level. However, the above mixture strategy is a very simple one. In the next section we will improve this strategy using genetic algorithms. Thereby, condition 2 of Def.
becomes important.

Improved Mixture of Experts Ap-
In this part we extend the mixture approach introduced in section 3.1 using genetic algorithms (GAS) [l] . In GAS, populations of individuals (parents) produce new individuals (children) in a manner which is inspired by biological evolution and reproduction. The individuals are strings describing a set of parameters which are to be ~p t i m i z e d .~ For applying GAS to graph partitioning let us consider a partitioning However, we will involve this approach into the above described hierarchical strategy. Here we focus onto the 2-level scheme (3.1). In general, GAS may be used in each hierarchical level. Yet, because of the large number of cones in CO ( M ) the string of an individual representing a partition of C o ( M ) is often too long for mastering. On the other hand, if applying GAS in the second level of the hierarchical scheme, they require a uniform set of basic elements. To serve this assumption the use of the superposition 9* specified in (3.2) of Theorem 3.3 is appropriate because of its property as a generating system. In this context the initial population for the GA is based on the set of all partitions determined in the first level which now are described in terms of the elements of S*. We emphasize again that the several algorithms represent various partitioning strategies the best of which a priori is unknown. Still more, in general a merging strategy will improve the result significantly. We can realize such a strategy using the recombination by crossing over in GAS to join different properties of two individuals (partitions) into new ones. experts strategy using genetic algorithms for the moment and all boxes of the selected cones become marked. If there is a remaining unmarked box e E u-l(n*), then step 2 is repeated.
Special Experts
3.
If there exists n' E cod U with u-l(n') containing an unmarked box, then such a n ' is taken as the new n* and one has to continue with step 2.
Otherwise, the algorithm terminates.
Contrary to MOCC explained below, n-BCC does not explicitly use knowledge concerning the number of boxes in overlap regions or cones. First of all, n-BCC has been designed for application at the first level of our hierarchical strategy. MOCC successively constructs a partition using the specifics of the weighted overlap hypergraph GU corresponding to the hardware model M . With this algorithm the objective is to achieve partitions with blocks containing hypergraph nodes (cones) connected among one another with high-weighted hyperedges:
1. Initially, mb cones of CO ( M ) are assigned to the mb blocks. MOCC aims at a minimum of multiple evaluation of boxes on different processors keeping a balanced workload corresponding to the resulting partition. If twostage partitioning is necessary the complex structure of GU implies preferably applying MOCC to the second level of the hierarchical partitioning scheme.
Taking block
Experimental Results -Conclusions
Finally, we present a special application of the improved mixture of experts strategy (Tab. for partitions resulting from the n-BCC for various numbers of super-cones and values of parameters n.
In our exemplary application of the hierarchical scheme we investigate 3 cases for application of GAS differing in the initial population which is randomly chosen out of corresponding partitioning results of the first hierarchical level. In all tests the maximum number of blocks is limited to mb = 32. Fig. 3 ). Yet, this is better than the start value in the first case but its final value is not reached. Nevertheless, the difference between astart and Rend in the second example is more than 900 because there is a high variability in crossing from 16 super-cones up to 32 blocks in a partition. Therefore, in the last experiment we merge individuals of varying parameter n of the n-BCC algorithm on the one hand side and individuals with different numbers m, on the other hand in the initial population. In fact, this leads to a better performance, i.e. the final value of the fittest individual now is Clend = 1803 with mb = 32 again (long dashed line in Fig. 3) . These first results show that a mixture of the a priori chosen strategies represented by the various n-BCC instances leads to improved partitions. The successful application of the GAS to the mixture strategy of partitioning algorithms was demonstrated using the idea Since Q* is a partition it follows that U' ' n U?* = 0 for i # j and therefore we get U? nu," = 0. This leads to the inequality 9 2 R = lR*l.
Next we derive the corresponding strong inequality.
Because of the assumption Q* # 9 at least one index j' exists with U; c U ; ' . Consider On the other hand, from 5 3 it follows that one can find an element d E 8 n 4; Ahich implies ii E 8 and therefore with (5.5) d E si'. Yet, this is a contradiction to (5.2) and the lemma is sh0wn.U
