Consider the nth-order neutral differential equation
Introduction
Consider the nth-order neutral differential equation where n > 1, 8 = ±\, f , JT are initial segments of natural numbers, p t , T ( , a k e R and q k > 0 for i e / and k e 3?. In the case where f = 0 Equation (E) reduces to the (nonneutral) equation (E,) x (n \t) + = 0, while when JIT = 0 Equation (E) yields (E 2 ) which admits a (nonoscillatory) solution of a polynomial form. Thus we assume that 3? ± 0 . When p t > 0 or p. < 0 for i G f Equation (E) leads, respectively, to d^_ df or df while in all other cases Equation (E) can be written in the form
d" [ (E 3 ) ^( 0 ŵ
here p t > 0 and r. > 0 for j G / , j E J. Observe that the former two equations are special cases of the latter one and therefore it suffices to study Equation (E 3 ).
It is easy to see (cf. [9, 11] ) that in the case where /, = {i E I: T. < 0} c / , /, = {j G J: pj < 0} c / are nonempty, by taking T = max IT. and p = max \p I Equation (3) leads to an equation of the same form with T, > 0 and Pj > 0 for i € I and j g / . So in the sequel we will assume T ( > 0 and p. > 0 for / G / and j e / . Finally, because a k G R, (E 3 ) can be written in the following form (1) use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700034406 [3] Neutral differential equations 263
where / , / , K i , K 2 are initial segments of natural numbers, p t , x i , r-, Pj» Qk ' $k e (0 > °°) anc * °fc > ** k e [0 > °°) f°r ' G / , j E J, k & K i L)K 2 . Note that when 5 = -1 and A 2 = 0 Equation (1) admits a nonoscillatory solution so we exclude this case.
Our aim in this paper is to obtain a necessary and sufficient condition under which all solutions of Equation (1) oscillate. Indeed, we prove that every solution of Equation (1) oscillates if and only if its characteristic equation (2) -** -*" E 'j has no real roots. That is, the oscillatory character of the solutions is determined by the roots of the characteristic equation. This is in contrast with the fact that the stability character is not determined by the characteristic roots. Some of these differences as well as some applications of neutral differential equations are discussed in [2, 3, 4, 5, 6, 14, 15, 23, 24] . Especially, higher order neutral differential equations were encountered in the study of vibrating masses attached to an elastic bar and also as the Euler equations in some variational problems (see Hale [15, p. 7] ).
Necessary and sufficient conditions (in terms of the characteristic equation) for the oscillation of all solutions of first order neutral differential equations have been obtained by Sficas and Stavroulakis [22] , Grove, Ladas and Meimaridou [13] , Kulenovic, Ladas and Meimaridou [16] , Grammatikopoulos, Sficas and Stavroulakis [10] , Farrell [7] , and Grammatikopoulos and Stavroulakis [11, 12] . Necessary and sufficient conditions for the oscillation of higher order equations have been obtained by Ladas, Sficas and Stavroulakis [18] , Ladas, Partheniadis and Sficas [17] , and Wang [25] . See also Arino and Gyori [1] .
It is to be emphasized that in all the above mentioned papers a k e E + while here a k e R. To the best of the authors' knowledge this is the only paper at the present time dealing with the oscillation of all solutions of Equation (E) where a k e R for k e 3?. Let T = max ( . fc {T ( ., Pj, .a k , a k }. By a solution of Equation (1) we mean a function x e C([t 0 , -T, 00), K) for some ( o e R , such that
is H-times continuously differentiable on [* 0 , 00) and such that Equation (1 
since otherwise the terms in Equation (1) can be abbreviated. Also for convenience we use the following notations and Q = Q X +Q 2 -Note that, since S = ±1 and n is an odd or an even number, ( -l)"~ld = ± 1 . Thus, we consider Equation (1) in the following cases:
Preliminaries
In this section we establish some useful lemmas which will be used in the proof of our main theorem (cf. [10, 11, 12] PROOF. AS SF(0) = Q > 0 and Equation (2) has no real roots it follows that SF(X) > 0 for A e R. Also observe that dF(+<x>) = +oo. Thus, SF(-oo) must be positive or +oo. But when max{p m , p n } < i x in case (i) and m a x^, a n } < p m in case (ii) SF(-oo) = -o o , that is, Equation (2) has a real root. This is impossible and thus conditions (3) and (4) must hold. Finally, since Equation (2) has not real roots and 8F(-oo) -SF(+oo) = +oo it follows that condition (5) holds. The proof of the lemma is complete. use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700034406
PROOF. The conclusion follows easily and it is a consequence of the linearity of Equation (1) and its autonomous nature.
DEFINITION. Consider Equation (1) . Then the set of all solutions of Equation (1) at least jU-times (fi> n) continuously differentiate and such that and timw
is called Class I , while the set of all solutions of Equation (1) at least ntimes continuously differentiate and such that
is called Class II . LEMMA 
Let x(t) be a nonoscillatory solution of Equation (1). Then Equation (1) also has a nonoscillatory solution w(t) such that either w{t) e
Class l 2n or w(t) e Class II 2w .
PROOF. Without loss of generality x(t) can be considered eventually positive. Set z(t) = S \x{t) + £>,.*(; -t,.) -2 r jX (t -p ; )]
Then, by Lemma 2, z(t) and w(t) are both solutions of Equation (1) such that [7]
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Thus, z e C[T 0 , oo), w e C 2n [t 0 , oo) and they are eventually strictly monotone functions. We have from (8) that z^"~l\t) is strictly decreasing. So either (11) lim z ( "" ! ) (0 = - 
xWds + Yik x{s)ds
which implies that x G L i [t l -a n , +oo) and so z e l)\t x -a n , +oo). Since z(t) is strictly monotone it follows that lim z(t) = 0 t->oo and therefore (13) lim z (u 
that is, L = 0. Thus we have established that z (n \t) < 0 and l i m ,^ z {n~l \t) = 0. This implies that z {n~l) (t) > 0 and hence
In view of (9), we conclude that ( -l ) V°( 0 > 0 and t u ( 0 > 0 .
Also, by (13) , it follows that 
It is easy to see that w(t) is a solution of Equation (1) which belongs to Clas (15) Class I l n and that Since (3) and (4) hold, if we set
. and j? = { ' . I /? m in case (u) [ maxJT/, ff n } in case (ii) then we see that o\ > a or B > a> a, .
1
Thus we examine the following:
1) a n > a. Since x(t) is positive and decreasing, (14) yields [9]
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2) fi > a>a n . First assume fi > a> a n . A s before, (14) yields
where yl, is as in (17) . Also, from (14) , since x, w e Class l 2n , we find that 
K.
We have from the last inequality, that
and by iteration, we obtain
Note that there exists an integer fi > 0 such that
We have using the above inequalities, for some / I G N , that
q n x[t -a + (a-o^)] q n x[t -a + /i(fi-a)]
This implies that
Next assume fi > a = a n . A s before, we have use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700034406 [10] and, since a = a n , the last inequality, in view of (18) It is easy to see that w(t) is a solution of Equation (1) 
The proof of the lemma is complete. It is easy to see that y{t) is a solution of Equation (1) 
(t) < My(t -co).
The conclusion follows from [10, Lemma 5(b)]. LEMMA 
Assume that (3) and (4) hold. Then we have the following: (a) let x{t) € Class l 2n for which A + (x) ^ 0 , <Ae« </ie 5^ A + (x) has an upper bound which is independent of x;
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700034406
(b) let x(t) e Class II 2n for which A~(x) ^ 0 , then the set A~(x) has an upper bound which is independent of x.
PROOF, (a) Let x(t) e Class I 2 n . Set w(t) as in (14) , then w(t) e Class I 2n and (15) holds. Setting a and ft as in (16), we examine the following:
1) a n > a. By (14), we find that
where A { is given by (17) . Also, from (15) we obtain { -V r vx w ( n + v \ t ) + q n y \ ) v x { v \ t -a n x ) < 0 , v = 0, I , . . . , « .
Integrating the last inequality over the interval [t -a>, t], where (o =
(l/2«)(cr n -a), and using the fact that (-l)"x (l/) (/) > 0 a n d decreasing, we find
Repeating this procedure n -1 more times, we finally obtain (1) is that its characteristic equation
has not real roots.
PROOF. The theorem will be proved in the contrapositive form: there is a nonoscillatory solution of (1) if and only if the characteristic equation (2) has a real root. Assume first that (2) has a real root X. Then (1) has the nonoscillatory solution x(t) = e Xt . Assume, conversely, that there is a nonoscillatory solution of (1) and, for the sake of contradiction, that Equation (2) has not real roots. Then by Lemma 3, Equation (1) has also a nonoscillatory solution x(t) which belongs either to Class I 2n or to Class II 2n . Consider the following cases: It is easy to see that z(t), w(t) and u{t) are solutions of Equation (1) and they belong to Class l 2n . Since Equation (2) has no real roots, by Lemma 1, the inequalities (5) and (6) hold. We will show that {X" + w o ) 1 and therefore for any co <T
Now, from (23) , in view of (24), we obtain
and, in view of (25),
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700034406 [17] Neutral differential equations Also, from (23) , in view of (24), (25) and (26), we find that
,..,
Finally, in view of (6), we obtain It is easy to see that z(t), w(t) and u(t) are solutions of Equation (1) and they belong to Class l\ 2n . Since Equation (2) has no real roots, by Lemma 1, the inequalities (5) and (7) 
Applications and examples
In this section we apply our main theorem and obtain some useful corollaries. COROLLARY Observed that in the case of the mixed type equations (cf. [20] The method of proof which we used to establish our main result is short (cf. [7] ) and also has the advantage that it results in easily verifiable sufficient conditions for the oscillation of solutions to Equation (1) . Indeed, this is derived by comparing elements of the set A + (x) (respectively A~(x)) in each case. Observe that we found points A a and k b such that k a e A + (x) (respectively X a e A~(x)), while k b is an upper bound of A + (JC) (respectively A~(x)). Thus, if we assume we are led to a contradiction. Utilizing this idea, we can obtain several sufficient conditions (in terms of the coefficients and the arguments only) for the oscillation of solutions of Equation (1) . The advantage of working with these sufficient conditions rather than the characteristic equation (2) directly is that the said conditions are explicit, while determining whether or not a real root to Equation (2) exists may be quite a problem in itself. Thus, using Lemmas 4 and 6, one can draw a number of corollaries. We confine ourselves to the following: COROLLARY 2. Consider Equation (1) . Then any one of the following two conditions imply that Equation (1) has no {nonoscillatory) solutions of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700034406 [23] Neutral differential equations 283
Observe that this equation has no (nonoscillatory) solutions of Class l 2n and Class II 2n and therefore all solutions oscillate. For example, e'sint and e'cost are (non-bounded) oscillatory solutions of Equation (33).
