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1. INTRODUCTION
In classical general relativity, Einstein field equations coupled with
massless scalar fields are described by
Rµν − 12Rgµν = χTµν where
Tµν = 2β[2
4ψ,µ
4ψ,ν −4 gµν( 4ψ,p 4ψ,p)]
Here 4ψ denotes a real valued function on R4 such that ψ = i∗(4ψ),
i∗ to be explained below. T is stress energy tensor, Rµν denotes Ricci
tensor , R is curvature scalar, 4gµν is spacetime metric, β being posi-
tive constant corresponding to the choice of units. (choice of units can
be made so that χ may be taken as unity.) Since we are considering
massless scalar fields, there is no mass term in Tµν . If we include mass
term then in certain cases , for example in the case of pi0 - mesons ,
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energy condition gets violated. (See , for example, Hawking and Ellis
[12], pages 95-96). If we consider a spacetime resulting from evolution
of a three dimensional spacelike hypersurfaceM which is usually taken
as three dimensional compact or non-compact Riemannian manifold,
then spacetime can be described as M × R and above field equations
can be split into four constraint equations and six evolution equations
in terms of three dimensional quantities defined on M . This is well-
known as ADM formalism (Misner,Thorne and Wheeler [17], Chapter
21) and splitting uses Gauss-Codazzi equations from differential ge-
ometry. These equations are given as follows :
Constraint equations:
Φ0(g, ψ, pi, γ) =R(g)
√
g − (|pi|2 − 1/2(trgpi)2)/√g
+ 2β[(γ2 + A(ψ))]µg = 0
(This is known as Hamiltonian constraint equation), and
Φi(g, ψ, pi, γ) =2(∇jKij −∇i(trgK))√g + σψ,i = 2gij∇kpijk + σψ,i
=2gij∇kpijk + 4βγµg∇ψ = 0
(This is known as Momentum constraint equation).
Here, σ = 4βγµg
pi is momentum density conjugate to g.
γ is scalar density conjugate to ψ.
Also A(ψ) = ψ,iψ
′i = |∇ψ|2
And Evolution equations are as follows:
∂g/∂t =2N [pi′ − 1
2
(trpi′)g]− LXg
∂pi/∂t =NSg(pi, pi)− [N Ein(g)-Hess N − g△N ]µg
+ βNγ2gµg − βN(2ψ − gA(ψ))µg − LXpi
∂ψ/∂t = −σ′N/4β − LXψ as σ′ = γ
∂γ/∂t = 4βN△ψµg − 4β(∇N.∇ψ)µg − LXγ
Here N is the Lapse function and X is the shift vector field,
and where ψ = ψ,iψ,j , gA(ψ) = |∇ψ|2gij
△N = −gijN|i|j, HessN = N|i|j,
Ein(g) = Ric(g)− 1
2
R(g)g,
Sg(pi, pi) = −2[pi′ × pi′ − 12(trpi′)pi′]µg + 12g♯[pi′.pi′ − 12(trpi′)2]µg,
(pi′ × pi′)ij = (pi′)ik(pi′)jk, pi′.pi′ = (pi′)ij(pi′)ij
For sufficiently smooth metric g, if K denotes the second fundamental
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form, then we have pi′ = (K − (tr K)g) and pi = pi′ ⊗ µg where µg is
the volume element corresponding to g. We consider the Constraint
function Φ = (Φ0,Φi) = Φ(g, ψ, pi, γ).
Mathematical aspects of this formalism such as the problem of lin-
earization stability and its relationship with the presence of Killing
fields, manifold structure of set of solutions of constraint equations, ex-
istence and uniqueness of solutions of constraint equations for vacuum
spacetime as well as spacetime with matter fields such as electromag-
netic fields, Yang-Mills fields, scalar fields etc. attracted attention of
mathematicians and theoretical physicists for more than four decades.
These aspects are aptly described in the review articles by Fischer
and Marsden [10], York [21], Choquet-Bruhat and York [7] and more
recently by Bartnik and Isenberg [4] and also in the recent book by
Choquet-Bruhat [5].
As far as system of Einstein field equations coupled with scalar fields is
concerned, Saraykar and Joshi [18] proved that this system is lineariza-
tion stable if mean curvature of spacelike hypersurface is constant.
Here, spacelike hypersurface was assumed to be compact. Later, using
weighted Sobolev spaces developed by Christodoulou and Choquet-
Bruhat [8], Saraykar [19] proved that this system is linearization sta-
ble even if the spacelike hypersurface is non-compact. Furthermore,
Saraykar [20] completed Arms-Fischer-Marsden-Moncrief program [11, 1]
for this system.
Of late, there have been renewed interest in the study of Einstein
constraint equations in the sense of studying manifold structure of
the set of solutions of these equations. For example, Chrusciel and
Delay [9] used weighted Sobolev spaces and weighted Holder spaces
along with the Implicit Function Theorem to prove that this set car-
ries a Banach manifold structure, whereas Bartnik [2] used particular
weighted Sobolev spaces as Hilbert spaces to prove that this set pos-
sesses Hilbert manifold structure.
In the present paper, we follow Bartnik’s work to prove that the set
of solutions of constraint equations for above coupled system carries a
Hilbert manifold structure. We assume linearization stability results
for this system proved by Saraykar and Joshi [18] and Saraykar [19]
as mentioned above.
Thus, in Section 2, we describe appropriate function spaces and their
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properties. We also describe standard inequalities which are needed
for our purpose. In Section 3, we state our main theorem and prove a
number of lemmas which will be required to prove the main theorem.
In Section 4, we give the proof of the main theorem. We conclude the
paper with remarks about recent work on non-uniqueness of solutions
of Einstein constraint equations and probable future work.
2. Preliminaries and Notations
In this section we introduce the basic framework and notations used
in the paper, and recall some well known expressions related to con-
straint equations.
LetM be a connected, oriented and non-compact, 3 dimensional man-
ifold, and suppose there is a compact subset M0 ⊂M such that there
is a diffeomorphism ϕ : M\M0 → ER, where ER ⊂ R3 is an exte-
rior region ER = {x ∈ R3 : |x| > R}. We also use the notation BR
for the open ball of radius R centred at 0 ∈ R3, AR = B2R\BR for
the annulus and SR = ∂BR for the sphere of radius R. Although
we assume ∂M = ∅ for simplicity, most of the results are valid when
∂M is non-empty and consists of a finite collection of disjoint com-
pact 2-surfaces. Let g˙ be a fixed Riemannian metric on M satisfying
g˙ = ϕ∗(e) in M\M0, where e is the natural flat metric on R3. In the
terminology of [3], ϕ is a structure of infinity on M .
By an asymptotically flat spacetime we mean a Lorentz metric 4g on
R4 which, in the Euclidean coordinates on R4 satisfies:
4gµν − ηµν is of class Hs,δ. Here Hs,δ denotes an appropriate weighted
Sobolev space of class (s, δ) as explained in Christodoulou and Choquet-
Bruhat [8] and η denotes the standard Minkowski metric (diag(−1, 1, 1, 1))
on R4. By an asymptotically flat hypersurface
∑ ⊂ R4 of an asymp-
totically flat space-time (R4, 4g) we mean a spacelike hypersurface∑
= i(R3), where i : R3 → R4 is a spacelike embedding and such
that the induced metric g
∑
is given by i∗( 4g) (with
∑
identified
with R3) . g and the second fundamental form K satisfy (in the Eu-
clidean coordinates on R3) the conditions: g − e is of class Hs,δ and
K is of class Hs−1,δ+1. Let Ss,δ be the Sobolev space of sections of the
tensor bundle of symmetric covariant 2-tensors on R3 whose compo-
nents are of class Hs,δ. Let Ms,δ denote the set of Riemannian metrics
g such that g − e ∈ Ss,δ. Then Ms,δ is an open cone in Ss,δ + {e}.
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Thus the tangent space to Ms,δ at g is TgMs,δ = Ss,δ. Let Λs,δ denote
one-form densities of class Hs,δ.
As noted above 4ψ denotes a real valued function on R4 such that
ψ = i∗(4ψ) is an element of Hs,δ(R
3, R) = Fs,δ. Let Fˆs,δ denote the
class of scalar densities on R3. We also have pi′ = (K − (tr K)g).
Then pi′ ∈ Ss−1,δ+1. Denote by S˜s−1,δ+1 the 2-covariant symmetric
tensor densities. Then pi = pi′ ⊗ µg ∈ S˜s−1,δ+1, where µg is volume
element corresponding to g.
The above considerations apply to the function spaces which we con-
sider below.
Let r ∈ C∞ (M) be some function satisfying r(x) ≥ 1 for all x ∈
M and r(x) = |x| for all x ∈ M\M0. Using r and g˙, we define
the weighted Lebesgue and Sobolev spaces (cf.[3]) Lpδ ,W
k,p
δ , 1 ≤ p ≤
∞, δ ∈ R, as the completions of C∞c (M) under the norms :
||u||p,δ = (
∫
M
|u|pr−δp−3dv0)1/p,
||u||k,p,δ =
k∑
j=0
||∇˙ju||p,δ−j
if p <∞, and the appropriate supremum norm if p =∞. Here C∞c (M)
denotes the space of C∞ functions on M with compact support, and
dv0, ∇˙ are respectively the volume measure and connection determined
by the metric g˙. The weighted Sobolev space of sections of a bundle
E over M is defined similarly and is denoted by W k,pδ (E). The spaces
which will be useful to us are: G = W 2,2−1/2(S),K = W 1,2−3/2(S˜),L =
L2−1/2(T ),L∗ = L2−5/2(T ∗ ⊗ Λ3) where S = S2T ∗M is the bundle of
symmetric bilinear forms onM , S˜ = S2TM⊗Λ3T ∗M is the bundle of
symmetric tensor valued 3-forms (densities) onM and T is the bundle
of spacelike tangent vectors.
Thus, for example, L is a class of tangent vector fields on M, L and
L∗ are dual spaces with respect to the natural  L2 pairing.
For asymptotically flat metrics, the following Hilbert manifolds mod-
elled on G are natural domains :
G+ = {g : g − g˙ ∈ G, g > 0} ,G+λ = {g ∈ G+, λg˙ < g < λ−1g˙} ,
0 < λ < 1.
For the Einstein field equations coupled with scalar fields, the phase
space is the Hilbert Manifold given by P = G+×Fs,δ×K×Fˆs−1,δ+1. We
assume that s is sufficiently large and δ chosen appropriately, so that
5
initial data in the phase space satisfies sufficient regularity conditions
so as to make well-known existence and uniqueness results applicable
to the setting here.
Range of Φ is W 0,2−5/2(F(M) ×W 0,2−5/2(Λ1T ∗M), where F(M) denotes
the bundle of scalar function densities onM and Λ1T ∗M is the bundle
of 1-forms (densities) on M .
The functional derivative DΦ is given formally by
DΦ0(g, ψ, pi, γ).(g˜, ψ˜, p˜i, γ˜) =µ(g)
−1{−1
2
(
pi.pi − 1
2
(trpi)2trg˜
)
+ 2
(
pi − 1
2
(trpi)g
)
p˜i
+ 2
(
pi × pi − 1
2
(trpi)pi
)
g˜ − µ(g)[δδg˜ +△(trg˜)− Ein(g)g˜]
− βγ2gg˜µ(g)− β(2ψ˜ − g|∇ψ|2g˜µ(g) + 4βγηµ(g) +∇ψ∇ψ˜µ(g)
DΦi(g, ψ, pi, γ).(g˜, ψ˜, p˜i, γ˜) =
− 2g˜δgpi − 2gδgp˜i + pijl(g˜kj;l + g˜kl;j − g˜jl;k)− γ∇ψ˜ − γ˜∇ψ
The expressions for formal L2 adjoint operator DΦ∗ are given by
DΦ∗g[N,X ] = −2KN − LXg = f1 ,
DΦ∗ψ[N,X ] = −σ′N/4β − LXψ = f2,
DΦ∗π[N,X ] =
√
g(∇2N − (△gN)g) + (S −E + T )N + LXpi = f3 and
DΦ∗γ [N,X ] = −4βN(△ψ)µg + 4β(∇N.∇ψ)µg + LXγ = f4.
where σ′ = γ, and where T = [2βψ − βgA(ψ)]µg − βγ2gµg,
Eij = Ricij − 1
2
R(g)gij, and
Sij = g−1((trgpi)pi
ij − 2piikpijk + 12 |pi|2gij − 14(trgpi)2gij
Further , in abbreviated form we will use S and E for Sij and Eij
respectively.
We need certain standard inequalities which we describe below in the
form of the theorem :
Theorem 2.1: The following inequalities hold:
(1) If 1 ≤ p ≤ q ≤ ∞, δ2 < δ1 and u ∈ Lqδ2 , then ||u||p,δ1 ≤ C||u||q,δ2
And hence, Lqδ2 ⊂ Lpδ1 .
(2) (Holder Inequality) : If u ∈ Lqδ1 , v ∈ Lrδ2 and δ = δ1 + δ2 ,
1 ≤ p, q, r ≤ ∞, 1/p = 1/q + 1/r, then ||uv||p,δ ≤ ||u||q,δ1||v||r,δ2.
(3) (Interpolation Inequality): For any ∈> 0, there is a C(∈) such
that, For all u ∈ W 2,pδ , 1 ≤ p ≤ ∞,
||u||1,p,δ ≤∈ ||u||2,p,δ + C(∈)||u||0,p,δ.
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(4) (Sobolev Inequality) : If u ∈ W k,pδ , then
||u||np/(n−kp),δ ≤ C||u||k,q,δ if n−kp > 0 and p ≤ q ≤ np/(n−kp),
||u||∞,δ ≤ C||u||k,p,δ if n− kp < 0
(5) (Poincare Inequality) : If δ < 0 and 1 ≤ p <∞, for any u ∈ W 1,pδ
We have, ||u||p,δ ≤ C||∇˙u||p,δ−1 Where n = 3 is the dimension of
M .
(6) (Morrey’s Lemma ) : If u ∈ W k,pδ and 0 < α ≤ k − n/p ≤ 1 then
||u||C0,α
δ
≤ C||u||k,p,δ where the weighted Holder norm is given by,
||u||C0,α
δ
=Sup x ∈M(r−δ+α(X). max
4|x−y|≤r(x)
|u(x)− u(y)|/|x− y|α)
+ max
x∈M
(rδ(x)|u(x)|).
3. Statement of the Main Theorem and Preliminary Lemmas:
In this section we state our main theorem and prove a number of
lemmas which will be required to prove this theorem.
Statement of the Main Theorem:
Theorem 3.1: For each (∈, Si) ∈ L∗, the constraint set
C(∈, Si) = {(g, ψ, pi, γ) ∈ P : Φ(g, ψ, pi, γ) = (∈, Si)}
is a Hilbert submanifold of P.
In particular, the space of solutions of the constraint equations for
coupled Einstein and scalar fields, C = Φ−1(0, 0) = C(0, 0) is a Hilbert
manifold.
We begin with the following lemma :
Lemma 3.2:
Suppose g ∈ G+λ for some λ > 0, ψ ∈ Fs,δ, pi ∈ K and γ ∈ Fˆs−1,δ+1.
Then there is a constant c = c(λ) such that
||Φ0(g, ψ, pi, γ)||2,−5/2 ≤ c(1 + ||(g − g˙), (ψ − e)||22,2,−1/2
+ ||(pi, γ)||21,2,−3/2)
And
||Φi(g, ψ, pi, γ)||2,−5/2 ≤ c(||pi||1,2,−3/2(1 + ||∇˙g||1,2,−3/2)
+ (||∇˙ψ||1,2,−3/2||γ||1,2,−3/2)) ≤ c(||∇˙pi||2,−5/2
+ ||∇˙g||1,2,−3/2||pi||1,2,−3/2 + ||∇˙ψ||1,2,−3/2||γ||1,2,−3/2
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Proof:- we have,
Φ0(g, ψ, pi, γ) = R(g)
√
g− (|pi|2−1/2(trgpi)2/√g+2β[(γ2+A(ψ))]µg)
Φi(g, ψ, pi, γ) = 2(∇jKij −∇i(trgK))√g + σψ,i = 2gij∇kpijk + σψ,i
= 2gij∇kpijk + 4βγµg∇ψ
Where γ is the quantity conjugate to ψ.
Also A(ψ) = ψ,iψ
,i = |∇ψ|2 .
Since g ∈ G+λ , g is Holder continuous with holder exponent 12 and we
have the global pointwise bounds,
λg˙ij(X)v
ivj < gij(X)v
ivj < λ−1gij(X)v
ivj for all x ∈ M, v ∈ R3 (1)
by weighted Holder and Sobolev inequalities valid for any function or
tensor field u,
||u2||2,−5/2 = ||u||4,−5/4||u||4,−5/4
For δ2 < δ1 we have ||u||p,δ1 ≤ c||u||q,δ2 and Lqδ2 ⊂ Lpδ1 , therefore we
get ||u||24,−5/4 ≤ ||u||24,−3/2
Now, by using Weighted Holder inequality and the fact
||u||p,δ = (
∫
|u|pσ−δp−ndx)1/p, p <∞
we get ||u||24,−3/2 = (
∫ |u|4σ3 dx)1/4
here n = 3, ||u||24,−3/2 = [
∫ |u|3σ3/2dx ∫ |u|σ3/2dx]1/2
Also using
∫ ||f.g|| ≤ ||f ||p||g||q we get, ‖|u||24,−3/2 ≤ ||u||3/26,−3/2.||u||1/22,−3/2
We now use the following Sobolev inequality,
If u ∈ W k,pδ then, ||u||np/n−kp,δ ≤ C||u||k,q,δ, if n − kp > 0 and
p ≤ q ≤ np/(n− kp).
And we get, ||u||3/26,−3/2.||u||1/22,−3/2 ≤ C||u||21,2,−3/2
Therefore,
||u2||2,−5/2 ≤ C||u||21,2,−3/2 (2)
Connections corresponding to g and g˙ are related by the difference
tensor Akij = Γ
k
ij − Γ˙kij which may be defined invariably by,
Akij =
1
2
gkl(∇˙igjl + ∇˙jgil − ∇˙lgij) (3)
The scalar curvature can be expressed in terms of ∇˙ and Akij by,
R(g) = gjkRic(g˙)jk + g
jk(∇˙iAijk − ∇˙jAiik + AljkAiil − AijlAlki)
= gikgjl(∇˙2ijgkl − ∇˙2ikgjl) +Q(g−1, ∇˙g) + gjkRic(g˙)jk
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Where Q(g−1, ∇˙g) denotes a sum of terms quadratic in g−1, ∇˙g
Using (1) ,(2) and (3) we get,
||R(g)||22,−5/2 ≤ C
∫
M
(|∇˙2g|2 + |∇˙g|4 + |Ric(g˙)|2)r2dv0
≤ C(1 + ||∇˙2g||22,−5/2 + ||∇˙g||44,−5/4)
≤ C(1 + ||∇˙g||41,2,−3/2)
As ||∇˙2g||22,−5/2 = ||∇˙g||44,−5/4
Using ||u||k,p,δ =
k∑
j=0
||∇˙ju||p,δ−j
We have ,
||g||2,2,−1/2 =
2∑
j=0
||∇˙jg||2,δ−j (∇˙g˙ = 0 as g˙ is flat matric.)
= ||g||2,−1/2 + ||∇˙g||2,−3/2 + ||∇˙2g||2,−5/2
Also, we know, ||∇˙2g||2,−5/2 ≤ C||∇˙g||21,2,−3/2.
Therefore
||∇˙g||21,2,−3/2 ≤ ||g − g˙||22,2,−1/2
Thus, we have
||Riem(g)||2,−5/2 ≤ C(1 + ||∇˙g||21,2,−3/2) ≤ C(1 + ||g − g˙||22,2,−1/2)
Similar to estimate for ||∇˙g||21,2,−3/2, we get,
||∇˙ψ||21,2,−3/2 ≤ ||ψ − e||22,2,−1/2
Moreover, ||pi2||2,−5/2 ≤ C||pi||21,2,−3/2 , and similar inequality holds
true for ||γ2||2,−5/2.
Thus, we get, combining above inequalities,
||Φ0(g, ψ, pi, γ)||2,−5/2 ≤ c(1+||(g−g˙), (ψ−e)||22,2,−1/2+||(pi, γ)||21,2,−3/2)
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Here we have used the standard definition of product norm, namely,
||(x, y)||2 = ||x||2 + ||y||2
Thus, first part of the lemma follows.
For momentum constraint,
Since ∇jpiij = ∇˙jpiij + Aijkpijk
We have, Φi(g, ψ, pi, γ) = 2gij(∇˙kpijk + Ajklpikl) + γ∇˙ψ
By Holder inequality we get,
||Φi(g, ψ, pi, γ)||22,−5/2 ≤ C(||∇˙pi||22,−5/2 + ||∇˙g||21,2,−3/2||pi||21,2,−3/2+
||∇˙ψ||21,2,−3/2||γ||21,2,−3/2)
≤ C[(||∇˙pi||2,−5/2 + ||∇˙g||1,2,−3/2||pi||1,2,−3/2+||∇˙ψ||1,2,−3/2||γ||1,2,−3/2)]2
By taking square-root, we get second inequality in the Lemma.
Lemma (3.2) is thus proved.
Thus Φ is a quadratically bounded map between the Hilbert mani-
folds P = G+×Fs,δ×K×Fˆs−1,δ+1 andW 0,2−5/2(F(M)×W 0,2−5/2(Λ1T ∗M).
The polynomial structure of the constraint functionals enables us to
show that Φ is smooth, in the sense that it has infinitely many Frechet
derivatives. Thus, we get a corollary as follows:-
Corollary 3.3: Φ : P → F(M) × (Λ1T ∗M) is a smooth map of
Hilbert manifolds.
Proof follows easily from Lemma (3.2).
The next step in proving the main theorem is to study the kernel of
the adjoint operator DΦ(g, ψ, pi, γ)∗.
The next lamma establishes coercivity of DΦ(g, ψ, pi, γ)∗ :
Lemma 3.4
If ξ ∈ W 2,2−1/2 satisfies DΦ∗(ξ) = (f1, f2, f3, f4) and
(f1, f2, f3) ∈ W 1,2−3/2 × L2−5/2 × L2−5/2,
then ||ξ||2,2,−1/2 ≤ c(||f1||1,2,−3/2 + (||f2, f3||2,−5/2) + C||ξ||1,2,0).
Here f1 = DΦ
∗
g(ξ), f2 = DΦ
∗
ψ(ξ), f3 = DΦ
∗
π(ξ), f4 = DΦ
∗
γ(ξ), and C
depends upon g˙, λ , and ‖|(g, ψ, pi, γ)||P.
Proof: We follow the proof of Proposition 3.3 of [2], and while doing
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so, we provide some details in the proof for the sake of better under-
standing.
We have f3 = DΦ
∗
π(ξ). Rearranging f3 gives ,
∇2N = Q− 1
2
(trgQ)g,
where Q = DΦ∗π(ξ)/
√
g + (E − S − T )N − LXpi/√g ,
and DΦ∗π(ξ) =
√
g(∇2N − (△gN)g) + (S − E + T )N + LXpi
and thus, after simple calculations, we get |∇2N |2 ≤ 5
4
|Q|2. This gives
the estimate as follows:
||∇˙2N ||2,−5/2 ≤ C(||DΦ(g, ψ, pi, γ)∗1(ξ)||2,−5/2) + ||N ||∞,0
(||E||2,−5/2 + ||S||2,−5/2 + ||T ||2,−5/2) + ||A∇˙N ||2,−5/2
+ ||X||∞,0||∇˙pi||2,−5/2 + ||∇˙X||3,−1||pi||6,−3/2
Here we have used Holder inequality to get
||∇˙X.pi||2,−5/2 ≤ ||∇˙X||3,−1 + ||pi||6,−3/2
To estimate different terms on the right hand side in the above in-
equality, we proceed as follows :
First we use Sobolev inequality :
||u||∞,δ ≤ c||u||k,p,δ if n− kp < 0
and we get , ||u||∞,0 ≤ c||u||1,4,0.
Then, by using Holder inequality, we have ,
||u||1,4,0 ≤ c||u||1/41,2,0||u||3/41,6,0 .
Again using Sobolev inequality we get , ||u||3/41,6,0 ≤ ||u||3/42,2,0
and so ||u||1,4,0 ≤ c||u||1/41,2,0||u||3/42,2,0.
Now,by definition of Weighted Lebesgue space ,
||u||k,p,δ =
k∑
j=0
||∇˙ju||p,δ−j
||u||1,2,0 =
1∑
j=0
||∇˙ju||p,0−j = ||u||2,0 + ||∇˙u||2,−1
||u||2,2,0 =
2∑
j=0
||∇˙ju||p,δ−j = ||u||2,0 + ||∇˙u||2,−1 + ||∇˙2u||2,−2
And using Young Inequality : ab ≤ ap/p+ bq/q, and taking
a = ||u||1/41,2,0 = [||u||2,0 + ||∇˙u||2,−1]1/4
b = ||u||3/42,2,0 = [||u||2,0 + ||∇˙u||2,−1 + ||∇˙2u||2,−2]3/4,
p = 4,and q = 4/3
we get |ab| = ||u||1/41,2,0||u||3/42,2,0
= ([||u||2,0 + ||∇˙u||2,−1]1/4) + ([||u||2,0 + ||∇˙u||2,−1 + ||∇˙2u||2,2]3/4)
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≤ [||u||2,0 + ||∇˙u||2,−1] + (3/4)||∇˙2u||2,−2
≤∈ ||∇˙2u||2,−2 + c∈−3||u||1,2,0 for any ∈> 0.
Therefore, ||u||∞,0 ≤∈ ||∇˙2u||2,−2 + c∈−3||u||1,2,0 for any ∈> 0.
Similarly we can prove that,for any δ ∈ R,
||u||3,δ ≤∈ ||∇˙u||2,δ−1 + c∈−1||u||2,δ.
Thus, we get the estimate
||∇˙2N ||2,−5/2 ≤ c||f3||2,−5/2+ ∈ ||∇˙2ξ||2−2 + C||ξ||1,2,0
since ||N || and ||X|| both can be replaced by ||ξ|| as ξ = (N,X) Since,
norms of g, ψ, pi, γ are bounded, norms of E, S and T are also bounded.
Now, writing
Xi|jk = −RijklX l + X(i|j)k + X(i|k)lX(j|k)l which is valid for any suffi-
ciently smooth Xi,
and proceeding as in Bartnik [2], we get
||∇˙2X||2,−5/2 ≤ c||f1||1,2,−3/2+ ∈ ||∇˙2ξ||2,−2 + c||ξ||1,2,0
Now, f2 = DΦ
∗
ψ(ξ) = −σ′N/4β − LXψ
Hence, N = −4βγ−1[f2 + LXψ] as σ′ = γ
Therefore, ||∇˙2N ||2,−5/2 ≤ c||f2||2,−5/2 + ||X.∇˙ψ||2,−5/2
Now consider ||∇˙ψ.X||2,−5/2
Using Holder inequality , we get ,
||∇˙ψ.X||2,−5/2 ≤ ||∇˙ψ||3,−1 + ||X||6,−3/2
Also, ||u||k,p,δ1 ≤ ||u||k,p,δ2 if δ2 ≤ δ1.
Hence, ||∇˙2ξ||2,−2 ≤ ||∇˙2ξ||2,−5/2 for smooth ξ.
Since C∞c is dense in W
2,2
−1/2, it follows that above estimate holds for
all ξ ∈ W 2,2−1/2.
To get the final estimate, we need to use first weighted Poincare in-
equality and then Sobolev inequality :
Thus, we have ||u||p,δ ≤ c||∇˙u||p,δ−1 ≤ c||∇˙2u||p,δ−2. Moreover,
||u||2,2,−1/2 =
2∑
j=0
||∇˙2u||2,δ−j = ||u||2,−1/2 + ||∇˙u||2,−3/2
+ ||∇˙2u||2,−5/2 ≤ c||∇˙2u||2,−5/2
Therefore, ||ξ||2,2,−1/2 ≤ c||∇˙2ξ||2,−5/2
Also, ||pi||6,−3/2 ≤ c||pi||1,2,−3/2 and ||X||6,−3/2 ≤ c||X||1,2,−3/2. This
follows from Sobolev inequality .
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Combining different estimates derived above, and arranging them prop-
erly, we get the final result as follows,
||ξ||2,2,−1/2 ≤ c(||f1||1,2,−3/2 + ||f2, f3||2,−5/2 + ||ξ||1,2,0)
Lemma 3.4 is thus proved.
To proceed further, we restructure DΦ∗ into the operator P ∗ defined
by,
P ∗(ξ) =


−g1/4∇p(2KijN + LXgij)
−g1/4(γN/4β + LXψij)
[g1/4(∇i∇jN − δij△gN + (Sij − Eij)N) + 2βNψiψj
−βNgψiψi − βNγ2g − g−1/4LXpiij ]
−(4βN△ψ + 4β∇N.∇ψ)g1/4 + g1/4LXγij


We now prove the following Lemma:
Lemma 3.5: P ∗ :W 2,2−1/2(T )→ L2−5/2 is bounded and satisfies:
||ξ||2,2,−1/2 ≤ c||P ∗ξ||2,−5/2+C||ξ||1,2,0 where C depends on ||(g, ψ, pi, γ)||P
and P ∗ = P ∗(g,ψ,π,γ) has Lipschitz dependence on (g, ψ, pi, γ) ∈ P, i.e.
||(P ∗(g,ψ,π,γ) − P ∗(g˜,ψ˜,π˜,γ˜)ξ||2,−5/2
≤ C1||(g − g˜, ψ − ψ˜, pi − p˜i, γ − γ˜)||P ||ξ||2,2,−1/2.
where C1 depends on ||(g, ψ, pi, γ)||P and ||(g˜, ψ˜, p˜i, γ˜)||P
Proof: We have P ∗ is bounded, that is ||P ∗(g,ψ,π,γ)ξ||2,−3/2 ≤ C||ξ||2,2,−1/2
follows from the estimates analogous to those of Lemma 3.4. The el-
liptic estimate : ||ξ||2,2,−1/2 ≤ c||P ∗ξ||2,−5/2 + c||ξ||1,2,0
directly follows from
||ξ||2,2,−1/2 ≤ c(||f1||1,2,−3/2 + ||f2, f3||2,−5/2 + ||ξ||1,2,0) (from Lemma 3.4)
As regards Lipschitz dependence, we find estimates for (P ∗(g,ψ,π,γ) −
P ∗
(g˜,ψ˜,π˜,γ˜)
)ξ by considering its individual componenets.
To begin with, we note that ||g − g˜||∞, ||(N,X)||∞ are bounded by
||g − g˜||2,2,−1/2, ||ξ||2,2,−1/2 respectively.
Proceeding as in Bartnik [2], since ∇− ∇˜ ≡ ∇˙(g − g˜), by using (2)
we obtain
||(∇− ∇˜)DΦ∗gξ||2,−5/2 ≤ c||∇˙(g − g˜)||1,2,−3/2||DΦ∗gξ||1,2,−3/2
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Also, DΦ∗gξ = −2(NKij) +∇(iXj). This gives
||DΦ(g, ψ, pi, γ)∗gξ −DΦ(g˜, ψ˜, p˜i, γ˜)∗gξ||1,2,−3/2
≤ c||N(K − k˜)||1,2,−3/2 + c||∇˙(g − g˜)X||1,2,−3/2 (4)
The first term on the right hand side above is estimated by
||N ||∞||K− k˜||1,2,−3/2+ ||∇˙N(K− k˜)||2,−5/2, and similarly for the sec-
ond term .
Again using the L∞ bound and equation (2), the above difference in
equation (4) is controlled by c||ξ||2,2,−1/2.
Now consider DΦ∗ψξ = γN/4β + LXψ = γN/4β +X∇ψ
For this term, we have
||DΦ(g, ψ, pi, γ)∗ψξ −DΦ(g˜, ψ˜, p˜i, γ˜)∗ψξ||1,2,−3/2
≤ C||N(γ − γ˜)||1,2,−3/2 + C||∇(ψ − ψ˜)X||1,2,−3/2 (5)
As before, first term of (5) is ≤
‖|N ||∞||(γ − γ˜)||1,2,−3/2 + ||∇˙N(γ − γ˜)||2,−5/2 and simillarly for the
second term.
Again difference in equation (5) is controlled by C||ξ||2,2,−1/2.
Similar estimates can be found for DΦ(g, ψ, pi, γ)∗πξ−DΦ(g˜, ψ˜, p˜i, γ˜)∗πξ
and DΦ(g, ψ, pi, γ)∗γξ −DΦ(g˜, ψ˜, p˜i, γ˜)∗γξ.
Therefore, ||P ∗(g,ψ,π,γ) − P ∗(g˜, ψ˜, p˜i, γ˜))ξ||2,−5/2
≤ C1||(g − g˜, ψ − ψ˜, pi − p˜i, γ − γ˜)||P ||ξ||2,2,−1/2
where C1 is an appropriate constant.
Thus Lemma 3.5 is prooved.
Next step is to show that weak solutions of the equation
DΦ∗(g,ψ,π,γ)(ξ) = (f1, f2, f3, f4)
satisfy the elliptic estimate. The procedure to prove this result for
coupled Einstein and scalar fields is exactly the same as in Bartnik
[2], and we assume the following lemma as proved there :
Lemma 3.6: If ξ = (N,X i) is a weak solution of DΦ∗(g,ψ,π,γ)(ξ) =
(f1, f2, f3, f4) with (f1, f2, f3) ∈ W 1,2−3/2×L2−5/2×L2−5/2 and (g, ψ, pi, γ) ∈
P, then ξ ∈ W 2,2−1/2 is a strong solution and satisfies estimate of Lemma
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3.4.
Our next step is to prove that the kernel of DΦ∗ is trivial in the
space of lapse-shift functions which decay at infinity. This will make
the operator DΦ∗ injective. Later, in Section 4, we prove, as a part of
our main theorem, that the operator DΦ has a closed range. Combin-
ing these two results, and applying Fredholm alternative, we finally
conclude that DΦ is surjective. Hence the Implicit Function Theorem
is applicable giving the desired Hilbert manifold structure of the solu-
tion set Φ−1(0, 0).
As a consequence of a series of results, we arrive at the following the-
orem :
Theorem 3.7: Suppose Ω ⊂ M is a connected domain and ER ⊂ Ω
for some exterior domain ER. Let (g, ψ, pi, γ) ∈ P and suppose ξ sat-
isfies DΦ(g, ψ, pi, γ)∗ξ = 0 in Ω. Then ξ ≡ 0 in Ω.
The results required to prove this theorem, and the proof of the theo-
rem itself follow exactly as in Bartnik [2] in our case, and we omit all
these proofs. For details, we refer the reader to Bartnik [2].
Thus kernel of DΦ∗ is trivial and as discussed above, it remains to
show that the operator DΦ has a closed range. This is proved in the
following section. Applying the Implicit Function Theorem, we then
conclude that C is a smooth Hilbert submanifold of P.
4. Proof of Main Theorem :
Theorem 3.1: For each (∈, Si) ∈ L∗, the constraint set,
C(∈, Si) = {(g, ψ, pi, γ) ∈ P : Φ(g, ψ, pi, γ) = (∈, Si)} is a Hilbert sub-
manifold of P.
In particular, the space of solutions of the constraint equations for
coupled Einstein and scalar fields, C = Φ−1(0) = C(0, 0) is a Hilbert
manifold.
To prove this, we use previous lemmas and the Implicit Function The-
orem.
Proof: To apply the Implicit Function Theorem, we must show that
DΦ : G+ × Fs,δ × K × Fˆs−1,δ+1 → L∗ is surjective and splits. Since
DΦ is bounded, its kernel is closed and hence splits. We have shown
15
in above theorem that,
Ker {DΦ(g, ψ, pi, γ)∗} = {0}, so the cokernel of DΦ is trivial.
Thus to show that DΦ is surjective, it is sufficient to show that it has
closed range. We prove this by direct argument.
We consider particular variations (g˜, ψ˜, p˜i, γ˜) of (g, ψ, pi, γ) determined
from fields (y, Y i) of the form, g˜ij = 2ygij,
p˜iij = (∇iY j +∇jY i −∇kY kgij)√g.
We restrictDΦ to particular variations, namely, (g˜, ψ˜, p˜i, γ˜) ∈ T(g,ψ,π,γ)P,
such that DΦ resembles an elliptic operator. In particular, we write
(g˜, ψ˜, p˜i, γ˜) = f(y, Y ) and thusDΦ(g˜, ψ˜, p˜i, γ˜) = DΦ[f(y, Y )] = F (y, Y )
Considering this restricted tangent space, we define F (y, Y ) = DΦ(g, ψ, pi, γ).(g˜, ψ˜, p˜i, γ˜)
=


{µ(g)−1 {−1
2
(
pi.pi − 1
2
(trpi)2trg˜
)
+ 2
(
pi − 1
2
(trpi)g
)
p˜i + 2
(
pi × pi − 1
2
(trpi)pi
)
g˜
}
−µ(g)[δδg˜ +△(trg˜)−Ein(g)g˜]− βγ2gg˜µ(g)− β(2ψ˜ − g|∇ψ|2g˜µ(g)
4βγηµ(g) +∇ψ∇ψ˜µ(g)} − 2g˜δgpi − 2gδgp˜i + pijl(g˜kj;l + g˜kl;j − g˜jl;k)− γ∇ψ˜ − γ˜∇ψ


We now require the scale broken estimate for operators which are as-
ymptotic to the Laplacian. Towards this we use the following propo-
sitions.
Proposition 4.1: If u ∈ Lpδ and Pu ∈ L2δ−2, with 1 < p ≤ q and
δ ∈ R, then u ∈ W 2,pδ and satisfies, ||u||2,p,δ ≤ C(||Pu||p,δ−2+ ||u||p:BR)
where R is fixed and is independent of u.
This proposition is proved in [3].
Proposition 4.2: The map f : W 2,2−1/2 → T(g,ψ,π,γ)P, and therefore
also the map, F : W 2,2−1/2 → L2−5/2, is a bounded operator.
Proof of this follows similar to the proof of lemma (4.14) in McCormik
[15]and we omit it.
Using proposition (4.1) we establish a scale-broken estimate for F ,
which will complete the proof of the theorem. That is, we have to
prove that for Y = (y, Y ) ∈ W 2,2−1/2, F satisfies the estimate:
||Y||2,2,−1/2 ≤ C(||F [Y ]||2,−5/2 + ||Y||2,0)
Using weighted Holder and Sobolev inequalities we have,
||∇2g˜||2,−5/2 ≤ C||y||2,2,−1/2
||∇2p˜i||2,−5/2 ≤ C||Y ||2,2,−1/2
And then by weighted Poincare inequality, we have that f is bounded.
It follows immediately that F is also bounded. Also, we have the
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general scale-broken estimate for △(cf.[3]) :
||u||2,2,−1/2 ≤ C(||△u||2,−5/2 + ||u||2,0)
The scale broken estimate for F is then obtained by comparing F to
the Laplacian. We write F [Y ] = (F1, F2) for the sake of presentation,
and bound the terms separately as follows:
The norms of pi, γ,∇g are all finite and can be merged into constant
C.
By using, weighted inequalities, Youngs inequality and the definition
of the W k,pδ norm directly, we have further estimates,
||ξ||∞,0 ≤ C||ξ||1,4,0 = ||ξ1/4ξ3/4||1,4,0
≤ C||ξ1/4||1,8,0||ξ3/4||1,8,0 ≤ C||ξ||1/41,2,0||ξ||3/41,6,0 ≤ C||ξ||1/41,2,0||ξ||3/42,2,0
≤ C||ξ||1/41,2,0
(||ξ||1,2,0 + ||∇2ξ||2,−2)3/4
≤ C||ξ||1,2,0 + C(||ξ||1,2,0 + ||∇2ξ||2,−2)
≤ C||ξ||1,2,0 + ||∇2ξ||2,−2
Also, ||∇ξ||3,−1 ≤ C||ξ||1,3,0 = ||ξ1/3ξ2/3||1,3,0 ≤ C||ξ1/3||1,6,0||ξ2/3||1,6,0
≤ C||ξ||1/31,2,0||ξ||2/31,4,0 ≤ C||ξ||1/31,2,0||ξ||2/32,2,0
≤ C||ξ||1/31,2,0(||ξ||1,2,0 + ||∇2ξ||2,−2)2/3
≤ C||ξ||1,2,0+ ∈ (||ξ||1,2,0 + ||∇2ξ||2,−2)
≤ C||ξ||1,2,0 + ||∇2ξ||2,−2
Also using Holder , Sobolev and Interpolation inequalities, we have a
relation,
||pi.∇u||22,−5/2 ≤ C||∇u||3,−1||pi||6,−3/2 ≤ C||pi||1,2,−3/2||∇u||3,−1
≤ C||u||2,2,−1/2 + C||u||2,0
||∇2ψ|| is also finite and satisfies above inequalities.
Therefore we can write,
||△y||2,−5/2 ≤ C||F1||2,−5/2 + C||Y||1,2,0+ ∈ ||∇2Y||2,−2 (7)
Similarly,
||△Y ||2,−5/2 ≤ C||F2||2,−5/2 + (||Y||∞,0 + ||∇Y||3,−1) (8)
Combining equations (7) and (8) we can write,
||△Y||2,−5/2 ≤ C||F [Y ]||2,−5/2 + C(∈)||Y||1,2,0+ ∈ ||∇2Y||2,−2
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For ∈> 0, by inserting this into the scale-broken estimate for △, we
have,
||Y||2,2,−1/2 ≤ C||F [Y ]||2,−5/2 + C(∈)||Y||1,2,0+ ∈ ||∇2Y||2,−2
The weighted interpolation and Poincare inequalities then give,
||Y||2,2,−1/2 ≤ C||F [Y ]||2,−5/2 + C(∈)||Y||2,0+ ∈ ||∇2Y||2,−2
Finally, choosing ∈ sufficiently small, we arrive at the scale broken
estimate for F :
||Y||2,2,−1/2 ≤ C(||F [Y ]||2,−5/2 + C||Y||2,0) (9)
Now the adjoint F ∗ has a similar structure and the same argument
shows that F ∗ also satisfies an estimate (9). By ellipticity estimate
for F ∗, it follows that F ∗ has finite dimensional kernel. Hence, F has
closed range (from(9))with finite dimensional cokernel. Since clearly,
range F ⊂ rangeDΦ, we have shown that DΦ has closed range and
the proof of theorem (3.1) is complete.
5. Concluding Remarks :
In this paper, we have proved that the set of solutions of constraint
equations for coupled Einstein and scalar fields in classical general
relativity possesses Hilbert manifold structure. This is proved in the
context of asymptotically flat space-times. Similar results for Einstein-
Yang-Mills system have been proved recently by McCormick [15,16]
as a part of his Ph.D. thesis. If spacetime admits a compact Cauchy
hypersurface, then smooth manifold structure of set of solutions of
constraint equations corresponds to the absence of Killing fields for
the spacetime. This is equivalent to saying that Ker {DΦ∗} is triv-
ial. In general, if this kernel is not trivial, then under constant mean
curvature condition on Cauchy hypersurface, DΦ∗ comes out to be an
elliptic operator and hence has finite dimensional kernel. This kernel
is isomorphic to the space of Killing fields that the spacetime ad-
mits. In this situation, structure theory is needed. (See, for example,
[1, 11, 20]). For asymptotically flat spacetimes, such structure theory
is not needed even if spacetime admits Killing fields. This has been
explained in Bartnik [2].
Existence and uniqueness of solutions of constraint equations under
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different conditions on the mean curvature of spacelike (Cauchy) hy-
persurface is another important problem which has attracted attention
of leading researchers since past two decades or more. We refer the
reader to Isenberg [14] for latest review on this problem. Of late, us-
ing results from Bifurcation theory, Holst and Meier [13] proved that
for constant mean curvature (CMC) hypersurfaces as well as for non-
CMC hypersurfaces, solutions of constraint equations are not unique.
By combining the work of Choquet-Bruhat, Isenberg and Pollack [6]
with the techniques of [13], we wish to study non-uniqueness problem
for solutions of constraint equations for coupled Einstein and scalar
fields. This will be the topic of our future work.
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