We conducted a core analysis program to provide supporting data to a series of crosswell field experiments being carried out in McElroy Field by Stanford University's Seismic Tomography Project. The objective of these experiments is to demonstrate the use of crosswell seismic profiling for reservoir characterization and for monitoring CO 2 flooding.
INTRODUCTION
A pilot project is being conducted in McElroy Field, west Texas, to evaluate the performance of a hybrid tion scheme. Stanford University's Seismic Tomography Project is a participant in this project through demonstration field experiments to investigate the use of crosswell seismology for reservoir characterization and for monitoring injection. Stanford University acquired two crosswell seismic profiles in December, 1991. This paper presents the core analysis results to support the interpretation of the survey results.
Well A was drilled as an observation well for the injection pilot project. The well was drilled to a depth of 3260 ft (994 m) and a total of 285 ft (87 m) of 3.25-inch (8.26 cm) diameter, unoriented core was cut between 2775 and 3060 ft (846-933 m). The principal producing interval is in shallow-shelf dolostones of the Grayburg formation between 2862 and 2945 ft (872-898 m) . Secondary producing intervals were also cored above and below the main payzone. The top of the San Andres formation was cored at a depth of 3040 ft (927 m).
We address the question of whether we can monitor CO 2 saturation with traveltime tomography, and we use data from core analyses to answer this question. We describe the core-analysis program, laboratory velocity data, and methods used to estimate sonic and seismic properties from core data. Sonic-log matching calculations are used to estimate the effects of CO 2 saturation on the seismic properties of the Grayburg formation.
MONITORING CO 2 USING TRAVELTIME TOMOGRAPHY We want to know if we have a chance of monitoring CO 2 saturation using differential (time-lapse) traveltime tomography. In crosswell tomography, we make two kinds of direct traveltime measurements: traveltime for the direct-P arrival and traveltime for the direct-S arrival From these traveltimes we estimate the saturated-rock P-wave velocity (1) and the saturated-rock S-wave velocity Manuscript received by the Editor July 28, 1994; revised manuscript received November 28, 1994. *Formerly Geophysics Dept., Stanford University; now at 14 Homer Ln., Menlo Park, CA 940256320. ‡Chevron Petroleum Technology Co., 1300 Beach Blvd., La Habra, CA 90631-6374. **Geophysics Department, Stanford University, Stanford, CA 943052215. §Chevron Petroleum Technology Co., 1300 Beach Blvd., La Habra, CA 90631-6374; also at Geophysics Dept., Stanford University, Stanford, CA 943052215. © 1995 Society of Exploration Geophysicists. All rights reserved.
That is, we construct tomographic images of and A third rock property that can be imaged is the P-to-S velocity ratio
In these equations, K* is the saturated-rock bulk modulus, G* is the saturated-rock shear modulus, and is the saturated-rock bulk density
where and are the porosity, dry density, and grain density of the rock, and is the density of the fluid.
Estimated changes in seismic velocities
The question that the rock-properties evaluation has to answer is, "Do we expect to see changes in and that are large enough so they will not be obscured by the acquisition and processing errors associated with time-lapse traveltime tomography?" If CO 2 flooding causes the bulk modulus to change by an amount AK*, the shear modulus to change by an amount AG* , and the bulk density to change by an amount then we expect P-wave velocities to change according to K* AK* 4 . G* K* 1
S-wave velocities to change according to and the P-to-S velocity ratio to change according to
where
In equations 5 and =
There are two ways to address the question about seismicproperty changes resulting from CO 2 saturation: (1) resort to a purely theoretical study using reasonable guesses for the physical properties; or (2) conduct laboratory measurements under reservoir conditions. Although we have not measured the effects of CO 2 saturation directly (Wang and Nur, 1989) , we did combine laboratory measurements with theory. We used laboratory measurements to improve on our reasonable guesses for physical properties and used Gassmann's (1951) low-frequency theory to estimate the effects of CO 2 saturation on seismic properties.
Gassmann's low-frequency theory Our laboratory measurements were made at ultrasonic frequencies (central frequency = 1 MHz) while the seismic tomography data set contained lower frequencies ranging from 250 to 2000 Hz (Harris et al., this issue). Ultrasonic P-wave and S-wave velocities are affected by fluid effects because of scattering, solid-fluid inertial effects, and grainscale local-flow effects (Mavko and Jizba, 1991) . Fluid saturation often causes inverse dispersion, where velocity increases with frequency, so that velocities in a saturated rock measured at ultrasonic frequencies are often faster than velocities measured at lower seismic and sonic frequencies. Velocities in a dry rock are largely insensitive to the frequency of measurement. Gassmann's (1951) equation relates the saturated-rock bulk modulus (K*) to the dry-rock bulk modulus
This equation applies at low frequencies where scattering, solid-fluid inertial effects, and grain-scale local-flow effects are negligible. Seismic and sonic frequencies typically occur within this low-frequency band. Therefore, our approach has been to use the ultrasonic data and Gassmann's equation to estimate the effects of fluid saturation on measurements at seismic and sonic frequencies.
Gassmann's equations are low-frequency (i.e., zero-frequency) estimates of the fluid-saturated moduli when the dry-frame moduli, mineral moduli, fluid moduli, and porosity are known. The saturated bulk modulus is given by 2 1 --
Kf where is the dry-frame bulk modulus, is the mineral bulk modulus, Kf is the fluid bulk modulus, is the bulk modulus of the fluid-filled pore space, and is porosity. The shear modulus is assumed to be unaffected by saturation, so = (10) where is the saturated-rock shear modulus and is the dry-frame shear modulus.
We expect operating conditions to be similar to those assumed in Gassmann's theory for low-frequency wave propagation. Therefore, we expect changes in the P-wave and S-wave velocities to result from AK* and with = 0. The changes in saturated bulk modulus (AK*) and saturated bulk density result from changes in fluid composition that produce changes in fluid modulus and fluid density (A .
CORE ANALYSIS PROGRAMS
Routine core analysis of full-diameter samples Routine core analysis was done on full-diameter core samples. Samples were 6inches (15 .2 cm) long and were taken at depth intervals of 1 ft (30.5 cm). The samples were cleaned using a low-temperature toluene-CO 2 extraction method. The low temperature (less than 104°F or 40°C) produced minimal dehydration of the gypsum (CaS0 4 • 2H 2 0) in the rock (Hurd and Fitch, 1959) . Fluid saturations were determined from the fluids collected during the core-cleaning process. After each sample was cleaned and dried, the porosity, permeability, and grain density were determined. We refer to this first porosity measurement as the "lowtemperature porosity."
After these measurements were made, the core samples were heated to a high temperature to drive off the water of hydration in the gypsum. After the samples cooled, the "high-temperature porosity" was measured. Gypsum content was calculated from the weight loss and increase in porosity (Le., pore volume) that resulted from reheating the sample (Hurd and Fitch, 1959) . We assumed that both effects are the result of the alteration of gypsum to anhydrite (CaS0 4 ) by dehydration, which causes a decrease in grain volume (Hurd and Fitch, 1959) .
There were 285 full-diameter core samples. The lowtemperature porosity ranged from 0.5 to 20.9% and averaged (arithmetic mean) 7.4% (for comparison, high-temperature porosity ranged 0.8-21.1% and averaged 9.7%). Grain density ranged from 2.69 to 2.89 g/cm 3 and averaged 2.80 g/cm 3 ; the grain-volume percentage of gypsum content ranged from 0.1 to 25.9% and averaged 6.3%; and steady-state permeability to air ranged from less than 0.01 to 217 millidarcies (md) and averaged 6.2 md. (Note that the steady-state permeameter could not resolve permeabilities below 0.01 md, so there is an artificial floor of 0.01 md to the permeability values. Rocks with permeabilities below 0.01 md were considered effectively impermeable to fluid flow.)
There was a definite relation of decreasing grain density with increasing gypsum content. This relation was described by the least-squares regression line = 2.83 0.49 l , where is the grain density, is the grain-volume fraction of gypsum, and the coefficient of determination for the least-squares line was 0.56.
Routine core analysis of plug samples
We selected vertical plugs from 16 locations, based on core-to-log (gamma-ray) correlations, log data (density, neutron, sonic), and hand-specimen examination. These vertical plugs favor the dominant propagation direction of sonic-log signals. We also wanted a few horizontally oriented plugs so we could investigate P-wave anisotropy and determine velocity behavior in the dominant direction of signal propagation in crosswell seismic surveys. We selected horizontal plugs at four locations that were cut from the same stratigraphic horizon as their companion vertical plugs. Because we wanted to sample both reservoir and nonreservoir zones, nine plug locations were in reservoir zones and seven locations were in nonreservoir zones. These data appear in Table 1 .
The plugs were 1.5 inches (3.8 cm) in diameter and 1.5-2.0 inches (3.8-5.1 cm) long. The horizontal plugs were shorter than the vertical plugs. As with the full-diameter samples, the plugs were cleaned using a low-temperature oil extraction method.
After the plugs dried, porosity, grain density, and permeability were determined, all at room conditions. Porosity ranged from 0.3 to 22.1% and averaged 8.9%; grain density ranged from 2.72 to 2.88 g/cm 3 and averaged 2.81 g/cm 3
; and steady-state permeability to air ranged from less than 0.01 to 66.7 md. (Note that, as with the full-diameter core samples, there was an artificial floor of 0.01 md to the permeability values.)
Velocity measurements
The 20 plugs were measured for ultrasonic velocities after the routine core analysis. Compressional (P) and two independent, orthogonally polarized shear (S 1, S2) velocities were measured. As the plugs and the core were not oriented, no attempt was made to align the shear polarizations to any planar features in the core. Shear velocities reported here are averages of S1 and S2. The central frequency for the P and S ultrasonic transducers was 1 MHz. The plugs were measured dry (pores filled with air) and fully saturated with oil-field brine. The dry and saturated measurements were made at four differential pressures = 1000, 2000, 3000, and 5000 psid (6.9, 13.8, 20.7, and 34.5 MPa) . For the dry measurements, the pore pressure was 0 psig, and for the saturated measurements, the pore pressure was 1000 psig (6.9 MPa). Resolution of the first-break picks was Precision of the P and S velocity measurements was conservatively estimated to be We focus our discussion on the velocity measurements made at a differential pressure of 2000 psid (13.8 MPa), which is near the reservoir differential pressure. The west Texas reservoir we studied is at a depth of about 3000 ft (914 m), and the lithostatic stress gradient in the area is about 1 psi/ft (22.6 kPa/m), as calculated through integration of density logs. The reservoir pressure is about 1000 psig (6.9 MPa); therefore, it is most appropriate to examine the velocities that were measured at 2000 psid (13.8 MPa). Table 2 lists these data. Figure 1 shows velocity versus porosity for the P-and S-waves. In the figure, we use open circles and a dashed best-fit line for dry data and filled circles and a solid best-fit line for brine-saturated data. The best-fit lines show that the velocities decrease with increasing porosity. There is an average 4.3% increase in P-wave velocity and an average 0.7% decrease in S-wave velocity when the rocks are saturated with brine as compared to when the rocks are dry ( Table 2) .
The saturated P-wave velocity [equations (1) and (5)] is affected by brine saturation primarily through the bulk modulus and bulk density At a constant saturation, the magnitude of the brine effect on P-wave velocity is highest in low-porosity rocks because the density effect is smallest. As porosity increases, the brine's effect on density increases faster than its effect on bulk-modulus, with the result that the combined effect of brine on decreases. For saturated S-wave velocities [equations (2) and (6)], replacement of air by brine does not affect the shear modulus appreciably, but it does increase the bulk density The density effect gets larger as porosity increases, which causes to decrease and the magnitude of the brine effect on S-waves to increase (Figure 1 ).
Figures 2 and 3 compare the ultrasonic core velocities to the sonic-log velocities for P-and S-waves, respectively. For the most part, ultrasonic velocities are higher than sonic-log velocities. There is more mismatch in the data within the main reservoir zone between 2862 and 2945 ft (872-898 m) than there is above and below this zone. The two data sets generally follow each other and correlate with a linear coefficient of best-fit of about 0.5. Some mismatch is expected. The two measurements are not expected to be the same because they are made at different frequencies and in different manners. Using a velocity range of 10 000-20 000 ft/s (3048-6096 m/s), the ultrasonic transducers have a resonant frequency of 1 MHz and produce signals with 0.12-O-24 inches (0.3-0.6 cm) wavelengths. These are "point" measurements over path lengths of 8-16 wavelengths (i.e., plug length = 2 inches = 5.1 cm) which are affected by inch-scale heterogeneities (e.g., plug pairs 6H and 6V, and 8H and 8V). In contrast, sonic logs have resonant frequencies about 15-20 kHz and produce signals with 0.5-1.3 ft (15-40 cm) wavelengths. Using a velocity range of 10 000-20 000 ft/s (3048-6096 m/s), they measure path lengths of 8 ft or more (8-16 wavelengths) and are affected by heterogeneities having sizes of several inches to feet. The mismatch between the ultrasonic and well-log velocities is attributable, in part, to these factors.
ESTIMATION OF SONIC VELOCITIES FROM CORE MEASUREMENTS
We had open-hole sonic-log P-and S-wave velocities and bulk densities from Well A. From these data we could calculate the saturated-rock moduli K* and G*. We wanted to use the sonic-log information to constrain our Gassmann estimates of the effects of fluid-saturation changes because the sonic-log data set contained frequencies (15-20 kHz) closer to seismic tomography frequencies (250-2000 Hz) Table 1 . Description of plug samples from Well A drilled through dolostones of the Grayburg and San Andres Formations.
*Reservoir potential (ResPot): R is reservoir and NR is nonreservoir. Based on initial examination of log data (density, neutron, sonic), hand specimens, and core-to-log (gamma-ray) correlation. **Stratigraphic intervals (Bill Dees, 1991, personal communication) . E, D5, and M indicate stratigraphic marker horizons within the Grayburg formation. SA is the San Andres formation. The primary reservoir interval is the shallow marine sequence between the D5 and M markers.
†Depositional environment and depositional texture (Karla Tucker, 1993, personal communication) . Depositional environments (DepEnv): "Intdl" is intertidal; "Opmar" is open marine; "Shmar" is shallow marine; and "Shoal" is shoal.' Depositional textures (DepTex): "Grst" is grainstone; "Mdst" is mudstone; is horizontal permeability and is vertical permeability.
"Pkst" is packstone; and "Wkst" is wackestone.
is low-temperature porosity (fraction). is rain density. = principal reservoir zone (plugs 5V-10V . non-PRZ = outside principal reservoir zone (plugs 1V-4V and 11V-16V).
than did the ultrasonic data set (1 MHz). However, we did not have adequate information on the dry-rock moduli and at sonic frequencies or on the associated mineral moduli and . In particular, and were needed for Gassmann's equation (9); the dry-rock shear modulus could be estimated using Gassmann's equation (10).
A number of possible and combinations in Gassmann's equation (9) resulted in fits to the sonic-log data. This number of combinations could be reduced by putting reasonable constraints on and Such constraints were:
K* where might be (Table 8) ;
where is the Poisson's ratio of the solid grains (Zimmerman et al., 1986; 1991) ; and Without more information, however, we could not be confident about nor whether the solid grains were more like dolostone or dolomite (Table 8) . Setting a correct value for affected 'our Gassmann estimates of the effects of fluid-saturation changes.
2) From measurements of dry-rock ultrasonic velocities, density, and porosity on samples, obtain linear least-squares regression fits to dry-rock moduli and versus porosity These fits have the form: = = 3) Estimate the mineral moduli and G,) from the grain-density measurements on the full-diameter core samples (Appendix A). 4) Apply the = and = linearregression fits obtained from the plugs in Step 2 to the full-diameter core estimates of mineral moduli to obtain estimates of the dry-rock moduli and for each foot of core. 1) Estimate the mineral moduli and G,) from the grain-density measurements on the plug samples (Appendix A).
Our approach here was to estimate the sonic-log velocities from core measurements, taking advantage of the full-diameter core samples where we had porosity and grain density measurements for every foot (30.5 cm) of the core. The sonic logs provided constraints and verification for our estimates. We used the following basic procedure: Table 2 . Ultrasonic and Gassmann velocities for plug samples from Wel1 A measured at 2000 psid (13.8 MPa) differential pressure.
Comparison of brine effect for high (i.e., measured) versus low (i.e., Gassmann's equation) frequencies.
is fractional porosity, is grain density, is dry-rock P-wave velocity, is dry-rock S-wave velocity, is saturated-rock P-wave velocity, is saturated-rock S-wave velocity, = = + is dry-frame P-wave modulus, is dry-frame bulk modulus, is dry-frame shear modulus, is mineral bulk modulus estimated using the dolostone-limestone transform (Appendix A), = and = 5) Use Gassmann's equations (9) and (10) to obtain estimates of the low-frequency, saturated-rock moduli and for each foot of core. 6) Calculate saturated-rock densities using equation (4) 7) Calculate the saturated-rock velocities and using equations (1) and (2). 8) Compare the saturated-rock velocities calculated in
Step 7 to the sonic-log measurements of and For brine, we used a fluid density = 1.028 g/cm 3 based on measurements of the reservoir brine, bulk modulus = 2.5 GPa, and velocity = 5120 ft/s (1560 m/s) (Carmichael, 1989; Long and Chierici, 1961) .
We explored three methods to estimate the grain moduli and from the grain-density information: a dolomitecalcite transform where we assumed the principal mineral components of the Grayburg formation were calcite and dolomite; a dolostone-limestone transform where we assumed the principal rock components of the Grayburg formation were limestone and dolostone; and a core-con- strained transform where we used the full-diameter core measurements to try to estimate the grain-volume fractions of dolomite, calcite, anhydrite, gypsum, and siliciclastics. Details about these transforms are given in Appendix A. We found that the dolostone-limestone transform worked the best (Figure 4 ). It resulted in generally lower mineral moduli than either the dolomite-calcite approach or the core-constrained method; it captured the overall characteristics of the mineralogy; and it yielded the best fits to both the P-and S-wave sonic logs. Consequently, we use the dolostonelimestone method in the rest of this paper.
THE BRINE SATURATION EFFECT Ultrasonic measurements
At ultrasonic frequencies, after 100% replacement of air by oil-field brine in the plug samples, we measured an increase in of +4. standard deviation (std. dev.)] and a decrease in of -0.65 1.52%, relative to the dry-rock velocities (Table 2) .
For comparison, we separated the eight plugs from the principal reservoir zone (PRZ) in the shallow-marine sequence (plugs 5V-10V, Table 2 ) from the 12 non-PRZ plugs (plugs 1V-4V and 11V-16V, Table 2 ). There was little difference between the average measured brine effect on Vp for the PRZ plugs as opposed to the non-PRZ plugs [Student's t (t) = -0.415, degrees of freedom (df) = 18], but there is a significant difference between the average measured brine effects on (t = 2.375, df = 18). These observations can be explained by considering the effects of porosity and brine saturation on bulk density and velocity [equations (5) and (6)]. The PRZ plugs had higher porosities than the non-PRZ plugs (Table 1) . For the PRZ plugs, the change in density was intermediate between the change in bulk modulus and the change in shear modulus (AG *) . For the non-PRZ plugs, was comparable to but less than For P-wave velocities [equation (5)], from high-porosity PRZ to low-porosity non-PRZ plugs, the decrease in porosity resulted in a decrease in the effect of brine on density that roughly balanced the decreases in the effect of brine on the bulk plus shear moduli, particularly the bulk modulus. For S-wave velocities [equation (6)], however, the decrease in brine's effect on density was significantly larger than the decrease in brine's effect on the shear modulus alone. The result is that brine saturation affected about equally in the high-porosity PRZ and low-porosity non-PRZ plugs, while it affected differently in the two suites of plugs.
Gassmann estimates from plugs
We used Gassmann's (1951) equation to estimate the low-frequency "brine effect" (i.e., 100% replacement of air by brine in the pore space) to compare with the measurements on the plugs. Table 2 shows that for low frequencies, Gassmann's equation predicts a increase of + 1.98 2.52% and a decrease of 1.81 1.60%. These Gassmann brine effects are lower than and significantly different from the measured brine effects (t = 2.489 for t = 2.353 for df = 38 for both). We attribute the differences in magnitude of the ultrasonic and Gassmann's low-frequency brine effects, in part, to inverse-dispersion factors (Mavko and Jizba, 1991; 1994) .
When we separated PRZ from non-PRZ plugs, we found significant differences in the brine-effect changes for both P-wave and S-wave velocities (Table 2, t = 2.435 for t = 6.015 for df = 18 for both). Again, these observations can be explained by considering the effects of porosity and brine saturation on the bulk densities and velocities [equations (5) and (6)]. For the high-porosity PRZ plugs, was large; buffered for P-waves, and determined the S-wave changes = 0 in Gassmann's theory). For the low-porosity non-PRZ plugs, was small, so dominated the P-wave changes and the S-wave changes were small.
When we compared measured versus Gassmann brine effects for the PRZ and non-PRZ plugs, we found significant differences for the PRZ plugs (t = 3.917 for t = 2.721 for df = 14 for both) and no significant differences for the non-PRZ samples (t = 0.792 for t = 1.665 for df = 22 for both). For the PRZ plugs, the measured were always greater than those estimated from Gassmann's equation and the measured were greater than or equal to those estimated from Gassmann's equation. The dry velocities for the PRZ plugs consistently showed pressure sensitivity, suggesting a compliant porosity. This behavior for the PRZ plugs is reminiscent of the Type 1 carbonates described by Hirsche et al. (1991) and Wang et al. (1991) , although we did not observe large sensitivities (greater than 10%) to saturation changes . The results were mixed for the non-PRZ plugs; the measured and could be either greater than, less than, or equal to the velocities estimated by Gassmann's equations, and the dry velocities showed a little to some pressure sensitivity. Such behavior for the non-PRZ plugs is reminiscent of the Type 2 carbonates described by Hirsche et al. (1991) and Wang et al. (1991) .
A more detailed discussion of these effects is beyond the scope of this paper. However, we now possess a rich petrophysical database from this well. We have plans to explore further the effects of lithology (depositional environment, depositional texture), porosity, pressure, and fluids. For now, we use the low-frequency Gassmann relations and our sonic-log-matching procedure to explore the effects of fluids, especially C0 2 , on seismic velocities.
Gassmann estimates from sonic-log matching A comparison of low-frequency P-wave velocities in brine-saturated and air-saturated (i.e., dry) rocks is shown in Figure 5 . The filled circles are data that resulted from the sonic-log matching procedure described earlier. We used the moduli estimated from the grain-density measurements from the full-diameter core samples using the dolostone-limestone transform and Gassmann's equation (Figure 4 ). Both air-and brine-saturated were calculated using these moduli. The lines in Figure 5 were drawn to help visualize the magnitude of the brine effect; the 1:1 line FIG. 5. Comparison of P-wave velocities in brine-saturated versus air-saturated rocks. The data indicated by filled circles were generated using the dry moduli and obtained to match the sonic logs in Figure 4 . We show the ultrasonic measurements (unfilled circles) and the Gassmann estimates from the plug data (unfilled squares) for comparison.
shows where = and the other lines show where is 2.5, 5 and 10% greater than On average, the brine-saturated P-wave velocities are 1.5% higher (std. dev. = range = 0.3 to 4.9%) than the air-saturated P-wave velocities. This + 1.5% change results from a + 11% change in bulk modulus and a +3% change in the bulk density, using a mean P-to-S velocity ratio of 1.74 for the dry, air-saturated frame [equation (5), AG* = For comparison in Figure 5 , we also show the ultrasonic and Gassmann P-wave velocities for the plug samples (Table 2) .
A comparison of low-frequency S-wave velocities in brine-saturated and air-saturated rocks is shown in Figure 6 . As in Figure 5 , the 1:1 line shows the condition when = and the other lines indicate when is 2.5 and 5% less than On average, the brine-saturated S-wave velocities are 1.5% less (std. dev. = range = -0.1 to -4.5%) than the air-saturated S-wave velocities. This 1.5% change results from a +3.0% increase in the bulk density [equation (6), AG* = For comparison in Figure 6 , we also show the ultrasonic and Gassmann S-wave velocities for the plug samples ( Table 2 ).
The change in P-to-S velocity ratio from air-saturated to brine-saturated rock averages +3.0%, corresponding to a + 1.5% change in the P-wave velocity and +3.0% change in the bulk density [equation (7a)]. Equivalently, this +3.0% change in the P-to-S ratio also results from a + 11% change in bulk modulus, using a mean P-to-S velocity ratio of 1.74 for the dry, air-saturated frame [equation (7b) The data indicated by filled circles were generated using the dry-rock shear modulus obtained to match the sonic logs in Figure 4 . We show the ultrasonic measurements (unfilled circles) and the Gassmann estimates from the plug data (unfilled squares) for comparison.
Note that the anomalous curvature in Figure 5 at high P-wave velocities (low porosity) results from substituting the best-fit line l l in place of in Gassmann's equation (Appendix B). First, the curvature reflects our incomplete knowledge of the mineral constituents in these rocks. The coefficient is If we had complete knowledge of the rock mineralogy, and if mineralogy and porosity were the only factors determining the dry-frame bulk modulus , then theoretically should equal 1. Second, our use of the best-fit line = l .
implies pressure independence in the versus relation. We correctly use this relation on data measured at the same differential pressure of 2000 psid (13.8 MPa). However, the best-fit line will tend to underestimate because of compliant porosity that tends to remain open at these pressures. This relation works best at estimating when the relation is applied to high-pressure data where the compliant porosity is closed and the stiff porosity remains open (Nolen-Hoeksema, 1993) .
In this study we found to be less than 1, probably because of both effects, i.e., incomplete mineralogy information and open compliant pore space. This produces anomalous curvature in our Gassmann calculations. The curvature applies predominantly to the low-porosity 5%) and essentially impermeable nonreservoir rocks in the zones above and below the main reservoir zone, that is, depths above 2,850 ft (869 m) and below 3,040 ft (927 m). These are not economically important intervals and will not be subjected to flooding (see below). We believe, however, that our estimates of the mineral moduli and G,) are high, that the compliant-porosity effect causes us to underestimate and that the two effects balance out so that, on average, our calculated estimates of the fluid effects are roughly correct.
Comparisons between mineral moduli estimation methods These estimates of the brine effect depend on the mineral moduli [equation (9)]. For example, had we used higher mineral moduli, such as those from the dolomite-calcite transform method, these estimates of the effect of brine would have been larger. Table 3 gives summary statistics of the brine effect for the three methods used to estimate the mineral moduli (Appendix A). In this table, the brine effects are expressed using for the P-wave velocities. The dolomite-calcite transform method yielded the largest estimates of the brine effect; the dolostone-limestone transform gave the smallest estimates; and the core-constrained method predicted intermediate Table 3 . Summary statistics on effect of 100% replacement of air by brine on P-wave velocities. Comparison by mineral moduli estimation method.
values. We believe the most appropriate estimates of the brine effect are those represented by the dolostone-limestone and core-constrained transforms. We use the dolostone-limestone transform here. Our choice of transform method will not affect our estimate of the change in S-wave velocity because depends on the change in bulk density only [equation (6), = One can calculate how our choice of transform method affects our estimate of the change in P-to-S velocity ratio by using Table 3 and equation (7a).
ESTIMATES OF CO 2 EFFECTS ON SEISMIC VELOCITIES
The operating temperature in the west Texas reservoir is close to 88°F (31°C). Reservoir fluid pressures range from about 900 psig (6.2 MPa) to about 1200 psig (8.3 MPa). We estimated the properties of the oil in the reservoir and of at these conditions and summarize these in Tables 4 and  5 , respectively. The oil in the reservoir is a light oil with gravity 30-32° API (density 0.87 g/cm 3 ). The reservoir temperature of 88°F (31°C) is close to the critical temperature for pure C0 2 . Above this temperature, pure CO 2 is always in a vapor phase. The reservoir pressures of 900-1200 psig (6.2-8.3 MPa) span across the critical pressure for pure C0 2 , which is 1070 psia (7.4 MPa). For west Texas reservoirs, the critical pressure is a good estimate of the minimum miscibility pressure (MMP) (F. M. Orr, 1992, personal communication) above which CO 2 can effectively extract hydrocarbons from crude oil to produce C0 2 -hydrocarbon mixtures that are miscible with the oil (Orr and Taber, 1984) . As pressure increases above the critical pressure, the density of CO 2 goes from vapor-like to liquid-like, whereas the viscosity of CO 2 remains well below that of a liquid (Table 5) .
To estimate the effects of CO 2 saturation on seismic velocities, we assumed that the pre-C0 2 , waterflooded reservoir had a water-to-oil ratio of 47-53% (Paul Griffith and Brett Newton, 1992, personal communication). After CO 2 had swept through a zone, we assumed two scenarios for the post-CO 2 fluid mixture (Table 6 ): 100% CO 2 or a more realistic water-oil-CO 2 mixture of 16-8-76% (Paul Griffith and Brett Newton, 1992, personal communication) .
The density of the fluid mixture is given by the arithmetic average of these fluid components: (11) where is the pore-volume fraction or saturation of the i-th fluid component, and is the density of the i-th fluid component. Wood's (1930) isopressure relation for fluid mixtures provides a way to calculate the bulk moduli of the fluid mixtures :
where again is the pore-volume fraction or saturation of the i-th fluid component, and Ki is the bulk modulus of the i-th fluid component. Wood's relation applies when the pressure within each fluid component is the same, the fluid mixture is a multicomponent fluid such as gas bubbles in brine or a mixture of oil and brine, and there has been no dissolution of one component in another such as gas dissolved in oil. The properties of these fluid mixtures are given in Table 6 .
These fluid properties were used to estimate the seismic rock properties of pre-CO 2 and post-CO 2 injection condi- Table 4 . Oil properties used to estimate effects of CO 2
The symbols: T is temperature; P is pressure; is isothermal bulk modulus; is dynamic viscosity; is P-wave velocity; and is adiabatic (isentropic) bulk modulus. *Paul Griffith (1992), personal communication.
(1988). **Calculated from the density and P-wave velocity of oil. The symbols: T is temperature; P is pressure; is fluid density; is dynamic viscosity; is P-wave velocity; and is adiabatic (isentropic) bulk modulus. *Equation of state of Bender (1970); Maurice Stadler (1970) , personal communication. **National Institute of Standards and Technology (1990) .
(1960) and Vargaftik (1975) . /Calculated from the density and P-wave velocity of C0 2 .
tions. The contrast between these conditions is summarized in Table 7 . The P-wave velocity results for scenario 2 are shown in Figures 7 and 8 . Pre-and post-CO 2 contrasts are expressed using
where A is the seismic attribute of interest, e.g., P-wave or S-wave velocity.
For 100% replacement of the pre-CO 2 oil-water mixture by pure C0 2 , the contrast between pre-and post-CO 2 conditions estimated from the sonic-log-matching procedure was -1.7% for P-wave velocities (range = -4.3 to -OS%), +0.8% for S-wave velocities (range = 0.0 to 3.4%), -2.4% for the P-to-S velocity ratio (range = -4.3 to -1.9%), and -1.5% for bulk density (range = -6.5 to 0.0%). For comparison to the sonic-log-matching procedure, our Gassmann estimates of these contrasts from the 20 core plugs were -2.2% for P-wave velocities (range = -6.3 to +0.7%), Table 6 . Properties of fluid mixtures used in C0 2 -effect calculations.
= oil:water ratio.
= oil:water:C0 2 ratio. Table 7 . Summary statistics on effect of CO 2 saturation on seismic properties; *Data source (D): Gassmann estimates from 20 core plugs (C) and from sonic-log matching procedure (SL).
+0.9% for S-wave velocities (range = 0.0 to 3.6%), -3.1% for the P-to-S velocity ratio (range = -6.5 to -0.3%), and -1.8% for bulk density (range = -7.2 to 0.0%).
For the more realistic scenario the estimated contrast between pre-and post-CO 2 conditions was -1.9% for P-wave velocities (range = -4.3 to -1.0%), +0.6% for S-wave velocities (range = 0.0 to 2.6%), -2.4% for the P-to-S velocity ratio (range = -4.3 to -1.9%), and -1.2% for bulk density (range = -5.0 to 0.0%). Here, our Gassmann estimates of these contrasts from the 20 core plugs were -2.4% for P-wave velocities (range = -6.3 to +0.l%), +0.7% for S-wave velocities (range = 0.0 to 2.7%), -3.1% for the P-to-S velocity ratio (range = -6.4 to -0.3%), and -1.3% for bulk density (range = -5.4 to 0.0%).
In a detailed comparison, the core-plug data exhibited consistently higher averages, larger standard deviations, and (Figure 4) . We show the Gassmann estimates from the plug data (unfilled squares) for comparison. more range than the sonic-log-matching data (Table 7) . Overall, however, the Gassmann calculations from the 20 core plugs and from sonic-log-matching procedure agreed fairly well (Figures 7 and 8) .
When we analyzed Gassmann's estimates based on the core-plug data and separated the PRZ from the non-PRZ samples, we found trends for the C0 2 -saturation effects that were similar to the trends we discussed earlier for the brine-saturation effects. The magnitudes of were smaller for the, high-porosity PRZ plugs than for the lowporosity non-PRZ plugs and the magnitudes of were larger for the PRZ plugs than for the non-PRZ plugs. In addition, we found that these PRZ versus non-PRZ differences were larger for the low pore-pressure conditions [900 psig (6.2 MPa)] than for the high pore-pressure conditions [1200 psig (8.3 MPa)] . At the higher pore pressures, there is not a statistically significant difference between the PRZ and non-PRZ P-wave velocity responses to CO 2 saturation (-2.3 ± 1.5 versus -2.9 ± 2.1% for PRZ versus non-PRZ under Scenario 1, and -2.5 ± 1.6 versus -2.9 ± 2.0% for PRZ versus non-PRZ under Scenario 2). As before, these effects are explainable by considering the effects of porosity and fluid saturation. on the bulk densities and velocities [equations (5) and (6)]. For high porosities and low pore pressures, was so large that it counteracted for P-waves and determined the S-wave changes = 0 in Gassmann's theory). For low porosities and high pore pressures, was. small, so dominated the P-wave changes and the S-wave changes were small.
Notice that when pure CO 2 replaces the pre-CO 2 oil-water mixture, the overall effect of CO 2 saturation on the P-wave velocity is smaller than for the realistic case where an oil-water-CO 2 mixture replaces the pre-CO 2 oilwater mixture (Table 7) . The reason for this is that the effect of CO 2 saturation on density was more variable than the effect on bulk modulus
The change in bulk modulus did not vary appreciably from case to case. Using the sonic-log-matching data, averaged -8.2% in every case. In contrast, the change in bulk density varied from -0.6% to -2.2% (Table 7) . Since did not vary significantly, variations in resulted primarily from variations (5); using a mean P-to-S velocity ratio conditions].
in
[equation of 1.79 for pre-CO 2
CONCLUSIONS
We have attempted to answer the question, "Do we expect to see changes in the P-and S-wave velocities resulting from CO 2 saturation that are large enough so they will not be obscured by the errors associated with time-lapse traveltime tomography?" Based on our analyses of laboratory measurements, the results of our sonic-log-matching procedure, and modeling using Gassmann's low-frequency theory, we estimate the P-wave velocity contrast between a CO 2 swept zone and an unswept zone is likely to average -1.9%, assuming that Gassmann's equation applies (Table 7 , pooled average of Scenario 2). The associated S-wave velocity and P-to-S velocity-ratio contrasts average +0.6% and -2.4%, respectively.
Based on our experience of having done two experiments under similar conditions in this geological environment, we estimate the precision of our P-wave velocity images to be within 1%. We have not 'yet done the S-wave velocity check, but we have no reason to believe that its precision will be significantly different from the P-wave behavior. Assuming the precisions for both P-and S-wave velocities are within 1%, then the precision for the P-to-S velocity ratio will be within 2%.
When we compare our estimates of seismic-property changes caused by CO 2 saturation (average values range from -3.1 to + 1.0%, Scenario 2, Table 7 ) to the precisions that we can expect from traveltime tomography (±1 to ±2%), we conclude that we can expect to resolve CO 2 -saturation effects using time-lapse traveltime tomography.
Our estimates of the potential for fluid-saturation changes to affect seismic properties depend on our estimates of the mineral moduli ( K m and G m ). We took three approaches, based on core and well-log data, to estimate these mineral moduli (Appendix A). We selected the dolostone-limestone transform as the most appropriate one to use since it resulted in generally lower mineral moduli than either of the other two approaches, captured the overall characteristics of the mineralogy of the Grayburg formation, and gave the best overall fit to the P-and S-wave sonic logs. The dolostonelimestone method also resulted in the lowest estimates of the effects of fluid-saturation changes on seismic properties. We recognize this and concede that our estimates may be on the conservative side.
We have concentrated on the potential for CO 2 saturation to influence P-wave and S-wave velocities. The potential for CO 2 saturation to affect other seismic properties not discussed in this paper may be more significant, for example, the P-wave and S-wave impedances.
APPENDIX A-DENSITY-TO-MODULUS TRANSFORMS TRANSFORMS BASED ON TWO-PHASE SYSTEMS
In a two-phase medium, the grain density of the medium can be written as: If mineral composition and porosity were the primary factors controlling the dry-frame moduli M d (either K d or G d ) of these rocks, then the dry-frame modulus can be assumed to be:
where M m is given in equations A-S and A-6. The coefficient is presumed constant and estimated using -(M m / so when approaches the dry-frame modulus is zero. The porosity is the "critical porosity" (Nur et al., 1991) or "precompaction porosity" (Nolen-Hoeksema, 1993) . When = 0, M d = M m . The coefficient depends on pore shape and frame architecture. For example, if the pore space is dominated by compliant crack-like pores, then the magnitude of will be large compared to when the pore space is dominated by stiff spheroidal pores (Berryman, 1980; Kuster and Toksoz, 1974; Watt et al., 1976) .
To estimate equation A-7 from dry measurements, we (Table 1) . We let phase 1 be dolomite and phase 2 be calcite (Table 8) . We applied equations A-l through A-8 and obtained the results in columns 2 and 3 of Table 9 . The and coefficients are lower than the expected theoretical coefficients (i.e., = = 1 and = = if mineral composition (represented by or here) and porosity are the only factors controlling the dry-frame moduli (K d and G d ) of these rocks. This suggests that the estimates of mineral fractions for the plug samples do not reflect the actual mineralogy. In fact, this dolomite-calcite technique does not reflect the anhydrite, gypsum, and siliciclastic contents of these rocks (Harris and Walker, 1990) . Note in Table 9 that a change in porosity produces the largest effect on the dry moduli.
When we used this dolomite-calcite method and Gassmann's equations to generate low-frequency estimates of the saturated-rock velocities to compare to the sonic logs, we found the estimates were generally high. Dolostone-limestone transform.-We explored the possibility that assuming a dolomite-calcite framework was not adequate. If this was true, then we should expect closer agreement between theory and measurement with a different framework composition. If we assume the principal rock components of the Grayburg formation are dolostone and limestone, we can estimate the mineral moduli (M m = K m or G,) from the grain densities of the plug samples (Table 1) . We let phase 1 be dolostone and phase 2 be limestone (Table 8) . We applied equations A-1 through A-8 and obtained the results in columns 4 and 5 of Table 9 . The a and coefficients are still lower than the expected theoretical coefficients. However, in this case and are closer to 1 than for the dolomite-calcite framework case. This suggests that these dolostone-limestone estimates of mineral fractions are better than the dolomite-calcite estimates. However, the dolostone-limestone framework still may not reflect the actual mineralogy. Again changes in porosity produced the largest effect on the dry moduli.
When used to generate velocity estimates to compare to the sonic logs (Figure 4) , this method resulted in saturated velocities that were closer than those of the dolomite-calcite method.
Core-constrained transform
Grain densities. -To try to reflect the mineralogy effect better, we used the full-diameter core measurements of grain density, porosity, gypsum content, and total gamma-ray count to estimate K m and G m . We assumed the dominant mineral was dolomite. We constrained the gypsum grainvolume fraction to the core measurements. The total gammaray count helped to estimate the siliciclastic content in these rocks, which we assumed varied from 0 to 50% of the grain volume; we approximated the siliciclastic properties using the properties of quartz (Table 8) . We could not constrain the calcite and anhydrite grain-volume (GV) fractions using available core data. To obtain an estimate of the grainof these minerals, we started with an the grain-density data using (A-9) volume fractions estimate of where and are the mineral densities of dolomite, gypsum, and siliciclastics (quartz), and where and are the grain-volume fractions of gypsum and siliciclastics (quartz). We assumed that positive deviations from this estimate resulted from anhydrite, and negative deviations resulted from calcite. Accordingly, we estimated the anhydrite mineral fraction using = (A-10) and the calcite mineral fraction using (A-11)
Finally we estimated the dolomite grain-volume fraction as (A-12)
The grain density is therefore given by
The grain densities for these minerals are given in Table 8 .
Grain moduli. -We used Hill's (1952) method to calculate the effective mineral moduli of the rocks from the grain- 
