Let C d ⊂ C d+1 be the space of non-singular, univariate polynomials of degree d. The Viète map V : C d → Sym d (C) sends a polynomial to its unordered set of roots. It is a classical fact that the induced map V * at the level of fundamental groups realises an isomorphism between π 1 (C d ) and the Artin braid group B d . For fewnomials, or equivalently for the intersection C of C d with a collection of coordinate hyperplanes in C d+1 , the image of the map V * : π 1 (C) → B d is not known in general.
Introduction
Let C d ⊂ C d+1 denote the space of non-singular, univariate polynomials of degree d. The Viète map V that associates to a polynomial p(x) ∈ C d its unordered set of roots realises an isomorphism between C d and the configuration space C(C, d) of d distinct points in C. In turn, the induced map V * : π 1 (C d ) → π 1 C(C, d) is an isomorphism onto the Artin braid group B d := π 1 C(C, d) . Moreover, the higher homotopy groups of C d vanish so that C d is the Eilenberg-MacLane space K(B d , 1), see [FN62] . For instance, this fact was succesfully used by V.I. Arnol'd in [Arn71] to compute the cohomology groups of B d .
From the perspective of fewnomial theory, it is natural to consider the related problem of determining the fundamental group (as well as higher homotopy groups) of the space C A ⊂ C d+1 consisting of polynomials p(x) = a∈A c a x a supported on a given set of exponents A ⊂ {0, · · · , d}. In particular, this study fits into the general program of determining the fundamental group of the complement to discriminant varieties, see [DL81] . The particular instance of the space C A was considered in [Lib90] in relation to Smale-Vassiliev's complexity for algorithms. In the latter, A. Libgober asked for the computation of π 1 (C A ) and whether C A is a K(G, 1)-space.
He answered both questions in the case of trinomials, i.e. #A = 3. For general supports A, it seems that not much is known about π 1 (C A ).
As a first approximation, we suggest to investigate the image of π 1 (C A ) under the map V * . This study generalises the determination of the Galois group of the universal polynomial with support A (see for instance [Coh80] ) whose multivariate analogues were studied in [Est19] and [EL18] .
Let us now state the main results of this paper. First, we restrict ourselves to supports A such that {0, d} ⊂ A and define the space of conditions C A ⊂ C A to be the space of polynomial p(x) with d distinct roots in C . Note that there is no loss of generality in assuming that {0, d} ⊂ A since multiplying polynomials with monomials does not affect the number of roots in C . The Viète map defined above restricts to a map V : C A → C(C , d) into the configuration space of d points in C . We denote by µ A : π 1 (C A ) → π 1 C(C , d)
the induced map between fundamental groups and refer to it as the braid monodromy map relative to A. The fundamental group of the configuration space C(C , d) is the d-stranded surface braid group on C that we denote B d . We will also consider the map µ A obtained by composition of the map µ A with the surjection B d → B d induced by the inclusion C → C. Following [Est19] , the support set A ⊂ N is said to be reduced if the smallest sublattice of Z containing A is Z itself. The set A is said to be non-reduced otherwise.
Theorem 1. For any reduced set A ⊂ N, the map µ A : π 1 (C A ) → B d is surjective.
For a non-reduced support set B with largest element δ, the map µ B is not surjective. Indeed, consider the reduced support A := B/b with largest element d := δ/b, where b := gcd(B). Since every polynomial q(x) ∈ C B can be written as p(x b ) for a unique p(x) ∈ C A , we have the isomorphisms C A C B and π 1 (C A ) π 1 (C B ). The covering f : x → x b from C to itself induces the pullback f * : B d → B δ satisfying µ B (γ) = f * µ A (γ) for any element γ ∈ π 1 (C B ) π 1 (C A ). Together with Theorem 1, the latter property implies the following.
Corollary 2. Let B ⊂ N be a non-reduced support and let d, δ and f be defined as above. Then, the image of the map µ B :
The image of µ B is isomorphic to B d since f * is injective. However, the image of µ B , that is the projection of f * (B d ) ⊂ B δ to B δ , is isomorphic to the wreath product of Z/bZ with B d , see the end of Section 2.1.
Remark 1.1. 1. Corollary 2 justifies the consideration of braids in C rather than in C. Indeed, the computation of im(µ B ) does not follow from the surjectivity of µ A , unlike for the case of µ B and µ A , because there is no natural map B d → B δ similar to B d → B δ . This phenomenon falls under the principle that the monodromy of an enumerative problem P B that is a covering of another enumerative problem P A can not be computed from the monodromy of the problem P A a priori. In general, more information is required on P A , as illustrated for instance in [EL18] .
2. This in particular proves the theorem from [EL18] that the Galois group of the indeterminate polynomial with the non-reduced support B equals the wreath product of Z/bZ with Sym d . It would be interesting to extend results of this paper to multivariate polynomials so that they cover the respective results of [EL18] on Galois groups of systems of polynomial equations of several variables.
Let us come back to the case of a reduced support A := {a 0 , · · · , a n } with a 0 = 0 and a n = d. The set C A is the complement to a Zariski-closed subset of C d+1 that consists of the A-discriminant (see [GKZ08] ) together with the first and last coordinate hyperplanes {c 0 =0} and {c n =0} in C d+1 . While the monodromy obtained from small loops around the latter coordinate hyperplanes is easy to identify, there might be situations when one is interested in the contribution of the remaining component of C d+1 \ C A . To this regard, we prove the following.
Theorem 3 has useful application to collections of fewnomials depending on a common set of parameters. Such situations appear naturally in the computation of the monodromy of Severi varieties of toric surfaces, see [Lan19] . Consider a finite collection A 1 , · · · , A m ⊂ N, 0 ∈ A j , of reduced supports and an affine linear map
Definition 1.2. The affine linear map L is said to be generic with respect to the collection A 1 , · · · , A m if the following holds:
-the m subsets D j ⊂ C k are reduced hypersurfaces, -the m subsets H j ⊂ C k have positive codimension, -no D j has a common irreducible component with another D i or with any H i .
Observe that D j is always reduced, irreducible and not contained in any of the H i whenever k 2. Observe also that we do not impose any restriction on the relative position of the H j -s and that the H j -s are allowed to be non-reduced.
If we denote U := L −1 (C A1 × · · · × C Am ), then we can define the map
where the j th factor of µ is the composition of the map L * j : π 1 (U ) → π 1 (C Aj ) with the map µ Aj . Corollary 4. If the linear map L is generic in the sense defined above, then µ is surjective.
Proof. Observe first that since L is generic with respect to A 1 , · · · , A m , there always exists an affine linear map ι : C → C k such that L := L • ι is generic. If we denote U := ι −1 (U ) and µ : π 1 ( U ) → B d1 × · · · × B dm the corresponding monodromy map, it suffices to show thatμ is surjective since it factorises through µ. In other words, we can assume that k = 1.
Let us assume further that L j (C) ⊂ {c 0 =c nj =1} ⊂ C Aj for all j. In particular, all the H j -s are empty, the line L j (C) intersects transversely the A j -discriminant for any j and the D j -s are pairwise disjoint. By [Che75, Théorème] , the latter transversality property implies that π 1 (C\D j ) → π 1 (C Aj ∩{c 0 =c nj =1}) is surjective. It follows from Theorem 3 that π 1 (C\D j ) → B dj is also surjective. Since U = C \ ∪ j D j and the fact that the D j -s are pairwise disjoint, the natural map π 1 (U ) → π 1 (C \ D 1 ) × · · · × π 1 (C \ D m ) is also surjective. Therefore, the map µ : π 1 (U ) → B d1 × · · · × b dm is surjective too.
Let now L : C → C A1 × · · · × C Am be any generic map. Then, there is a continuous oneparameter family {L t } 0 t 1 of such maps joining L = L 0 to a map L 1 as in the above paragraph. Let us put an index t to all piece of notation corresponding to the map L t . Then, there exists a continuous one-parameter family of discs V t ⊂ C such that V t contains ∪ j D j,t and is disjoint from ∪ j H j,t . In particular, the disc V t determines the subgroup G t of π 1 (U t ) of all loops in U t supported in V t . Clearly, the group µ t (G t ) is independent of t. Since ∪ j H j,1 is empty, we have that G 1 = π 1 (U 1 ) and therefore that µ t (G t ) = µ 1 (G 1 ) = im(µ 1 ) = B d1 ×· · ·×b dm by the previous paragraph.
In order to prove Theorems 1 and 3, a possible approach is to use the Lefschetz-type theorem [Che75, Théorème] used above since the configuration space C A is an iteration of hyperplane section of the space C d . However, the latter hyperplane sections are not generic and the fundamental groups π 1 (C A ) and π 1 (C d ) are certainly not isomorphic in general.
Instead, we use elementary construction from tropical geometry to construct explicit elements in the image of µ A in the particular case #A = 3. We work out the general case by specialisation to the case of trinomials and by implementing an analogue of the Euclidean algorithm in the corresponding braid group.
The paper is organised as follows. In Section 2, we recall standard facts about braid groups and the basics of tropical geometry that we use in Section 3 to deal with the particular case of reduced trinomials. In Section 4, we use the case of trinomials and the aforementioned algorithm to prove Theorems 1 and 3.
Acknowledgements. The authors are grateful to A. Libgober for providing references on the subject and to S.Y. Orevkov for helpful discussion on braid groups.
Settings

Surface braid groups
Recall that C(C , d) denotes the configuration space of d distinct points in C . Its fundamental group is denoted by B d and referred to as the d-stranded surface braid group on C . We refer to [FM11, Ch.9] for the theory on surface braid groups.
Define a d-stranded geometric braid on C to be a topological 1-
defines in turn an element in B d . Two geometric braids define the same element in B d if and only if there exists an isotopy of d-stranded geometric braids between them.
In order to perform computations in B d , we will represent braids by diagrams. To that purpose, observe that any braid [b] ∈ B d can be represented by a geometric braid b ⊂ S 1 × C with projection π : b → S 1 such that :
-the set π −1 (1) is evenly distributed on the circle S 1 ⊂ C , -the only singularities of the projection of b under π × arg are transverse self-intersection points (here, the function arg : C → S 1 is defined by x → x |x| ).
We represent geometric braids with the above properties using the projection ρ given by the composition of π × arg with the projection of S 1 × S 1 to a square fundamental domain [a, a + 2π[×[0, 2π[ for any choice a ∈ R. When the projection of two strands of b under ρ cross each other, we picture the strand with the largest modulus in C as passing underneath the other strand. Eventually, we use blue-shaded areas to represent a sequence of neighbouring strands that are parallel to each other.
Let us now introduce useful elements of the surface braid group B d . First, we define the elements [b 1 ], [τ ] and [r 1 ] according to Figure 1 . From these elements, we define
We have the following classical result.
Proof. The projection of these elements are the elements σ i used by E. Artin to give the presentation [Art47, Theorem 16] of B d .
A d-stranded braid is pure if one (and then any) of its representative has d connected components. Pure braids form the subgroup P B d in B d . We order the connected components of a pure braid by ordering their starting points from left to right in the corresponding diagram (this ordering depends on the choice of the fundamental domain [a, a + 2π[×[0, 2π[). This ordering allows to define the map ind :
Lemma 2.2. The surface braid group B d is generated by any of the following sets:
Proof. By definition, the first set is generated by the second. The relation
, that is easily check using the diagrams of Figure 1 , implies that the third set generates the second one. It remains to show that the first set is a generating set.
To see this, observe first that for any element
Thus, there is no loss of generality in assuming that [b] is pure and such that ind([b]) = (0, · · · , 0). We now want to argue that this is possible to unravel such a braid with the only elements
To see this, observe that there exists an integer m such that every string in the diagram of the pullback [b ] of the braid [b] by the covering x → x m fits inside a single fundamental domain. This follows from the fact that ind([b]) = (0, · · · , 0). We know from Lemma 2.1 that the braids
In the course of the paper, we will construct braids by means of tropical geometry. Unfortunately, the objects we will obtain are not as nice as geometric braids. However, we argue below that these objects lead to well defined elements in B d in a rather canonical way.
such that π is a degree d covering outside of a finite set T ⊂ S 1 and such that the preimage by π of any connected arc in S 1 with endpoints α, β ∈ S 1 \ T consists of d connected arcs in b connecting π −1 (α) to π −1 (β).
Lemma 2.4. For any coarse braid b ⊂ S 1 × C , there exists a family of geometric braids b ε continuous in ε > 0 whose limit in the Hausdorff distance is b . Moreover, the class [b ε ] ∈ B d depends neither on ε nor on the choice of the family b ε .
Definition 2.5. For any d-stranded coarse braid b ⊂ S 1 × C , we define the class of the coarse braid b to be the element [b ε ] ∈ B d for any family b ε as in Lemma 2.4. We denote this class by
Proof of Lemma 2.4. Let us first show the existence of a family b ε as in the statement. Let us fix δ > 0 arbitrarily small. We prescribe that b ε is constant and coincides with b on the preimage by π of the complement of the δ-neighbourhood of T ⊂ S 1 . Now, for any θ ∈ T , the preimage (π ) −1 ]θ − δ, θ + δ[ consists of d disjoints connected arcs, some of which are not transverse to the fiber (π ) −1 (θ). Obviously, there is exists a deformation of each such arc satisfying the following:
-the deformation is continuous in the parameter ε; -the arcs have fixed endpoints; -the arcs are transverse to the projection π for any ε > 0. The latter deformation provides us the sought family b ε .
Finally, if b ε is another family as in the statement, it is clear that b ε is homotopic to b ε along a family of geometric braids for small ε. In particular, the class [b ε ] does not depend on the choice of the family b ε and obviously, it does not depend on ε either.
We conclude this section with the description of the isomorphism between the projection of f * (B d ) in B d and the wreath product of Z/bZ with B δ in the context of Corollary 2. Recall briefly the definition of the wreath product Z/bZ B d . The group B d acts on {1, · · · , d} by permutation. The latter action extends naturally to the group K := {1, · · · , d} Z/bZ . The group Z/bZ B d is defined as the semidirect product K B d with respect to the latter action. In other words, elements in Z/bZ B d are braids in B d each strand of which is decorated with an element in Z/bZ. The multiplication of two such elements is the of one of B d at the level of braids and to a strand of the product we associate the sum of the elements in Z/bZ decorating the two concatenated strands.
Recall now that δ = bd and that the elements of f The map ϕ is obviously surjective. It remains to show that the kernel of ϕ coincide with the kernel of the projection π : f * (B d ) → B δ . It is an easy exercise to check that these kernels in
The phase-tropical line
Let z and w be the coordinates functions on C 2 and denote by L the line
The phase-tropical line L ⊂ (C ) 2 is the Hausdorff limit of the sets H t L ∩ (C ) 2 where
as t goes to +∞. The set L turns out to be homeomorphic to L CP 1 \ {0, 1, ∞} and can be described through its projections under the maps
The set Log(L) is the union of the three rays r z := (−1, 0)·R 0 , r w := (0, −1)·R 0 and r ∞ := (1, 1)·R 0 merging at the origin 0 ∈ R 2 . For any point p in the relative interior of r z (respectively r w , respectively r ∞ ), the set Arg L ∩ Log −1 (p) ⊂ (S 1 ) 2 is the geodesic with the same slope as r z (respectively r w , respectively r ∞ ) passing through the point (−1, −1) (respectively (−1, −1), respectively (−1, 1)). Eventually, the set Arg L ∩ Log −1 (0) ⊂ (S 1 ) 2 is the closure of Arg(L). The latter set is the union of the two blue triangles bounded by the three geodesics g z , g w and g ∞ pictured in Figure 2 (left). In the same figure, we illustrate the description of L in terms of the projections Log and Arg.
It will also be convenient to observe that the phase-tropical line L is piecewise algebraic. Indeed, the restriction of L to Log −1 (r z \0) (respectively Log −1 (r w \0), respectively Log −1 (r ∞ \0)) is the algebraic curve z = 1 (respectively w = 1, respectively z = −w).
Arg Log
(-1, 1) Figure 2 : The phase-tropical line L (in the middle) together with its projections under Log and Arg. The lifts of the two coloured points in Log(L) are pictured with the same colors in L as well as their projection under Arg. In particular, the set Arg(L) is the union of the two blue triangles in (S 1 ) 2 . Observe that we chose (−1, −1) as the center of the fundamental domain for (S 1 ) 2 .
Trinomials
Throughout this section, the support A will be of the form A := {0, p, d} where p and d are coprime.
Tropicalisation
In order to determine the image of µ A , we will construct braids using tropical methods. To do so, we first reformulate our problem in a way that is suitable for tropicalisation.
In this section, we restrict to trinomials of the form p(x) = 1 + c 1 x p + c 2 x d in C A , where c 0 , c 1 , c 2 are the coordinates on C A . We denote simply by c := (c 1 , c 2 ) ∈ C 2 the corresponding coefficient vector and by S c := x ∈ C p(x) = 0 the corresponding set of solutions. The coefficient vector c also defines a map φ c :
relative to A. Thus, the set S c equals φ −1 c (L) where L is the line defined in Section 2.2. Recall from the same section that L ⊂ (C ) 2 denotes the phase-tropical line. By analogy, we define the set of tropical solutions S c := φ −1 c (L) ⊂ C and the space of tropical conditions C A ⊂ C 2 to be the set of vectors c ∈ C 2 such that S c consists of d connected components. The following observation will be useful. -the line Log φ c (C ) passes through the origin 0 ∈ R 2 ; -the geodesic Arg φ c (C ) passes through the point (−1, 1) ∈ (S 1 ) 2 . Concisely, the set C 2 \ C A is the algebraic curve (−c 1 ) d = (c 2 ) p .
Proof. If the line Log φ c (C ) does not pass through 0 ∈ R 2 , then the latter line intersects Log(L) transversely in either one or two points. The respective fibers in φ c (C ) and L over these points consist of geodesics intersecting transversely in the corresponding argument tori in d points in total. We deduce that the first condition is necessary.
Assume therefore that Log φ c (C ) passes through 0. Observe that the origin is the only intersection point between Log φ c (C ) and Log(L) in that case. The connected components of the set of tropical solutions S c are then in correspondence with the connected components of Arg φ c (C ) ∩Arg(L). The geodesic Arg φ c (C ) has slope (p, d), hence it intersects the geodesic g z of Figure 2 in d distinct points x 1 , · · · , x d (recall that p and d are coprime). Each of the latter point is the endpoint of a connected component of Arg φ c (C ) ∩ Arg(L). If Arg φ c (C ) does not pass through (−1, 1), the other endpoint lies on exactly one of the two remaining geodesics g w and g ∞ . In particular, the other endpoint is away from the yellow geodesic and each of the x j -s defines a distinct connect component of Arg φ c (C ) ∩ Arg(L). Thus, the second condition in the statement is also necessary.
By the same argument, we observe that Arg φ c (C ) ∩ Arg(L) consists of exactly d − 1 connected components when Arg φ c (C ) passes through (−1, 1). It follows that the two conditions are sufficient.
To conclude, the two conditions are equivalent to the fact that φ c (C ) passes through the point (−1, 1) ∈ C 2 , which in turn is equivalent to the possibility of writing c = (−x p , x d ) for some x ∈ C . We deduce that the set C 2 \ C A is the algebraic curve (−c 1 ) d = (c 2 ) p . Remark 3.2. 1. The above lemma is the tropical counterpart to [Lib90, Theorem B] . Here, we recover the fact that the fundamental group of C A is the group of the (p, d)-torus knot.
2. The algebraic curve (−c 1 ) d = (c 2 ) p is globally fixed by H t for any t > 0, and so is its complement C A . Indeed, the self-diffeomorphism H t corresponds to the rescaling by 1 log(t) on the first factor of the logarithmic coordinates Log × Arg and the projection of (−c 1 ) d = (c 2 ) p under Log is a line passing through 0 ∈ R 2 and is therefore preserved under the latter rescaling.
We are now ready to show that coarse braids obtained by tropical construction lead to braids in the image of µ A . Proposition 3.3. Let γ : S 1 → C A be a loop such that the set b := (θ, p) ∈ S 1 × C p ∈ S γ(θ) is a coarse braid. Then, there exists in π 1 (C A ) such that µ A ( ) = [b ] ∈ B d (see Definitions 2.3 and 2.5). Moreover, we can choose so that im( )
We claim first that H −1 t (c t ) ∈ C A for any any t > 0 if c ∈ C A and second that h t S H −1 t (c t ) converges in Hausdorff distance to S c when t becomes arbitrarily large. If we denote c θ := γ(θ) and c t θ constructed from c θ as above, we deduce that for any t > 0, the set
is a geometric braid that can be made arbitrarily close to b for sufficiently large t. Now, observe that the geometric braids b t are isotopic to each other for any t e and that b e is the braid
Defining : S 1 → C A by (θ) = c e θ , we deduce that that [b e ] = µ A (γ). Setting ε := 1/t, we conclude that the one-parameter family b ε fulfils the assumptions of Lemma 2.4 and therefore that µ A ( ) = [b ]. Moreover, it is clear from the construction that im( )
It remains to prove the claims. For the first part, observe that C A is the complement of the curve − c1 d d = c2 p p . Indeed, we can parametrise the pairs (c, x) such that the trinomial
is not in C A , by Lemma 3.1. By Remark 3.2.2, the latter is equivalent to c not lying in C A . For the second part, we have for any c = (c 1 , c 2 ) ∈ C 2 that
Tropical construction of coarse braids
Motivated by Proposition 3.3, we will construct explicit loops in the space of tropical conditions C A leading to coarse braids. We will now construct the loop γ : S 1 → C A giving rise to the sought coarse braid. First, we fix the base-point c (0) of γ to be of the form c (0) := (e i(π−ε)−1 , 1) where ε > 0 is arbitrarily small. In particular, the geodesic Arg φ c (0) (C ) of slope (p, d) passes arbitrarily close to the point (−1, 1) . The line Log φ c (0) (C ) passes through (−1, 0). We deduce from Lemma 3.1 that c (0) belongs to C A . The itinerary of γ is as follows.
Day 1: we start from c (0) and follow the path x → c := (e x+i(π−ε) , 1) from −1 to 1. While doing so, the geodesic Arg φ c (C ) remains unchanged. In particular, we stay inside C A . The line Log φ c (C ) passes through (x, 0) and moves to the right as x increases. In particular, the latter line passes through 0 ∈ R 2 when x = 0. We denote the corresponding point c (×) := (e i(π−ε) , 1). We take our first break at the point c (1) := (e 1+i(π−ε) , 1).
Day 2: we start from c (1) and follow the path θ → c := (e 1+iθ , 1) from π − ε to π + ε. In particular, we stay inside C A . The geodesic Arg φ c (C ) passes through (e iθ , 1) and moves to the right as θ increases, crossing (−1, 1) on the way. We take our second break at the point c (2) := (e i(π+ε)+1 , 1). Day 3: we start from c (2) and follow the path x → c := (e x+i(π+ε) , 1) from 1 to −1. While doing so, the geodesic Arg φ c (C ) remains unchanged. In particular, we stay inside C A . Following this path, the geodesic Log φ c (C ) moves to the left as x decreases. In particular, the latter line passes through 0 ∈ R 2 when x = 0. We denote the corresponding point c (+) := (e i(π+ε) , 1). We take our third break at the point c (3) := (e i(π+ε)−1 , 1).
Day 4: we start from c (3) and follow the path θ → c := (e iθ−1 , 1) from π + ε to π − ε. We recover the point c (0) which is our final destination. During this last day, we stayed inside C A since the line Log φ c (C ) remained unchanged. Proposition 3.4. For the loop γ : S 1 → C A described above, the subset b :
The statement above depends on the choice of fundamental domain we use to represent braids, see Section 2.1. We will make this choice precise in the course of the proof. The arguments in the proof below are rather geometric and fairly elementary. It might be helpful though to consider the concrete exemple pictured in Figure 3 .
Proof. Denote the projection π : b → S 1 as at the end of Section 2.1. Travelling along γ, the line Log φ c (C ) passes through 0 ∈ R 2 exactly twice, namely when c ∈ {c (×) , c (+) }. For such c, the geodesic Log φ c (C ) avoids the point (−1, 1) so that the set S c consists of d path connected components. Similarly, we observe that the preimage π −1 (U ) of a small neighbourhood U around any of c ∈ {c (×) , c (+) } consists of d path connected components. For any other c in im(γ), the set S c consists of d distinct points varying continuously. It follows then that b is a coarse braid.
To , the set arg(S c ) is constant until we reach c (×) . By the above arguments, there is exactly one component of arg(S c (×) ) in each component of S 1 \ {e i2πk/d | k ∈ Z}. By construction of γ and the choice of a, the two components of arg(S c (×) ) in the arcs [e ia , e i(a+2π/d) ] and [e ia+2π/d , e i(a+4π/d) ] are arbitrarily close to each other while the distance between any other pair of adjacent components of arg(S c (×) ) is arbitrarily large relative to ε. Equivalently, the projection under arg of the first two strands of b between c (0) and c (×) are arbitrarily close to each other while the projection of other strands are far apart. The projection of the latter strands is unchanged between c (×) and c (2) . Between c (2) and c (3) , the projection under arg of the first two strands of b meet when θ = π. The projection of the first strand under Log sits on the ray r ∞ ⊂ Log(L) while the projection of the second strand sits on the ray r w ⊂ Log(L). This implies that locally, the first strand has larger modulus than the second. In the corresponding diagram of b , the first strand passes under the second. The projection under arg of the remaining strands of b do not meet between c (2) and c (3) and it should be clear from now that there will not meet between c (3) and our return to c (0) . Since the same is true for the first two strands, the result follows. Proof. For j = 1, it suffices to consider the loop 1 := γ −1 of Proposition 3.4. For any other j, observe that the set of tropical solutions S c (0) coincides with S c (j) where c (j) := (e i(π−ε)−1 e 2iπ j−1 d , 1). Therefore, we can also construct the loop γ j defined as γ except that the base-point of γ j is c (j) instead of c (0) . Consider the path ρ j : [0, 1] → C A given by
connecting c (0) to c (j) . Then, the sought loop j for j ∈ {2, · · · , d} is defined by j := (ρ j ) −1 • (γ j ) −1 • ρ j . It follows from the construction that im( j ) ⊂ {c 0 =c 2 =1} for any j.
Eventually, the set b := (θ, p) p ∈ S (θ) defined by is easily seen to be a geometric braid since Log φ (θ) (C ) never passes through 0 ∈ R 2 . Each of the points in the set of tropical solutions S (θ) travels clockwise along S 1 ⊂ C with constant velocity 2π d so that the diagram of [b] is the same as the one of [τ ].
Corollary 5. The map µ A : π 1 (C A ) → B d is surjective. Moreover, the composition of the map
Proof. This follows from Proposition 3.3 and Lemmas 2.1, 2.2 and 3.5.
Remark 3.6. Using the tropical construction above, we could prove Theorems 1 and 3 for trinomials without having to work out any relations in the braid group B d . Unfortunately, these tropical techniques cannot be applied to arbitrary support sets. For supports A with four elements, the set L is to be replaced with the phase-tropical plane H ⊂ R 3 . For particular supports A, the geodesic Arg φ c (C ) intersects Arg(H) in less than d components for any choice of c. Therefore, there is no generalisation of the loop γ constructed above.
Proofs of Theorem 1 and 3
In this section, the support A ⊂ N is reduced and with extremal elements 0 and d. In order to prove the main theorems, we specialise to the case of all trinomials {0, p, d} ⊂ A and implement an analogue of the Euclidean algorithm in B d in the name of Proposition 4.1.
For any divisor k 2 of d and any j ∈ {1, · · · , d}, define J k,j := ∈ {1, · · · , d} ≡ j mod k and the braid
Observe that the above elements [b ] commute so that [b k,j ] is well defined.
Proposition 4.1. Let k, 2 be two distinct divisors of d and denote q := lcm(k, ). The 
for a sequence of integers 1 j 1 < j 2 < · · · < j k d such that the difference between consecutive integers is at least 2 (respectively 3). In particular, all the elements in the above decomposition of [b] commute. Any simple braid [b] is determined by the collection {j 1 , · · · , j k } that we refer to as the support of [b] .
Observe that the braid [b k,j ] is simple for any pair k, j and that [b k,j ] is sparse [b k,j ] provided that k 3. 
is the simple braid with support J • J consisting of the union of J ∩ J with the elements in J at distance at least 2 from J with the elements of J at distance exactly 1 from J.
Proof. First, we observe that the set J •J is the support of a simple braid, that is, two consecutive indices are at distance at least 2 from each other. This is a straightforward consequence of the fact that Denote a := gcd(k, ) and define k , , and b such that k = ak , = a and d = abk . First, observe that if k divides or divides k, there is nothing to prove. Thus, we can assume that k , 2. Second, observe that if the statement is true for the triple k, and d := ak , then the statement is also true for k, and d. This is easily seen by using the covering x → x b from C to itself. Therefore, there is not loss of generality in assuming that d = ak . In that case q = d and [b q,j ] = [b j ]. Thus, we have to show that [b j ] is an element in G for some j.
Assume first that a 2. Under the present assumptions, the braid [b k,j ] is the product of the elements [b i ] for i ≡ j mod k and [b ,j ] is the product of the k elements [b i ] for i ≡ j mod . Observe that J k,j ∩J ,j = {j} and that the distance |j −j | between elements j ∈ J k,j and j ∈ J ,j is always divisible by a. Since a, k , · · · · · · · · · · · · · · · · · · 
