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Résumé : Dans cet article, nous présentons une méthode permettant de retrouver des informations de cohérence
dans un ensemble de polygones non structuré. On cherche en particulier à mettre en évidence les structures
répétées dans une scène (exemple : les sièges d’un avion). À partir de structures élémentaires, nous générons
une organisation de plus haut niveau par agglomération. Pour « guider » ce regroupement, nous utilisons des in-
formations de proximité, d’orientation et de ressemblance géométrique entre objets. À partir de ces informations,
nous recherchons ensuite les structures redondantes de la scène, cette recherche étant effectuée de manière effi-
cace à l’aide d’un KDTree de dimension élevée. Nous montrons d’autre part dans cet article les limitations des
méthodes classiques ainsi qu’une solution à leurs problèmes.
Mots-clés : Traitements de modèles 3D
1 Introduction
En synthèse d’images, on assiste à une très forte augmentation de la complexité des données 3D ainsi qu’à une
diversification de leur provenance : scanners 3D, modélisation géométrique, reconstruction à base d’images, ins-
tanciation de modèles procéduraux, etc... Le format d’échange de ces données est souvent pauvre en information
et peu approprié aux différentes tâches rencontrées en synthèse d’images. Les conversions entre formats ne ga-
rantissent pas une conservation des informations sémantiques et/ou topologiques initialement présentes dans le
modèle. Partant de ce constat, la nécessité de structurer ces données afin d’en faciliter l’utilisation est devenue une
priorité dans des domaines tels que la visualisation temps-réel, la manipulation interactive de modèles ou de scènes
3D et la simulation numérique.
La structuration automatique de données 3D au niveau d’une scène est également un problème récurrent dans le
domaine de la robotique et de la vision. Les problématiques concernent essentiellement la structuration de nuages
de points et la détection de zones d’obstacles. En informatique graphique, divers algorithmes ont été proposés
afin d’organiser de manière hiérarchique des environnements 3D[CDP95, HDSD99], leurs points communs étant
le pré-requis de posséder une structure d’objet dans la scène. D’autres méthodes proposent de contraindre les
mouvements dans cet environnement[XSF02], ce qui permet d’organiser les objets les uns par rapport aux autres.
FIG. 1 – A partir d’un ensemble désorganisé de polygones (image de gauche), notre méthode permet d’identifier
des structures géométriques répétées. Cette recherche peut être globale, ou restreinte par l’utilisateur à la recherche
d’une seule structure (les sièges sur l’image de droite). Model courtesy of LightWork Design Ltd.
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FIG. 2 – Le pipeline des traitements.
Dans cet article, nous proposons une méthode d’organisation des données basée sur des techniques d’identification
et de comparaison de sous-ensembles pertinents de la scène comme montré à la Figure 1. La présence de struc-
tures répétées étant très fréquente dans les scènes « architecturales » : maison, église, chateau, usine, etc. nous
restreignons dans un premier temps notre étude à ce type de scènes.
Notre approche est divisée en plusieurs étapes ( voir Figure 2 ) :
Structuration primaire des données d’entrées : Lors de l’échange de données 3D, il est fréquent de disposer
de seules données brutes, communément appelées « soupe de polygones ». À partir de cet ensemble arbitraire
de polygones 3D sans information de connectivité, on crée une première structure de la scène en regroupant les
polygones connexes par arêtes. Dans cet article, ces groupes sont appelés « briques ».
Caractérisation : Afin de pouvoir caractériser les briques géométriquement et spatialement, on a recours à :
– des techniques de caractérisation de formes 3D, permettant leur comparaison. Pour des raisons de robustesse, la
similarité entre deux briques est basée sur la surface géométrique qu’elles décrivent et non pas sur la topologie
de leurs maillages ;
– un système robuste de recherche de l’orientation de ces briques, supportant les cas dégénérés.
Recherche de structures redondantes : À partir des briques et de leurs caractéristiques, on recherche des assem-
blages de briques redondants dans la scène, i.e formant des structures similaires à une transformation géométrique
près.
Dans les sections suivantes, nous présentons en détail les différents points de notre système. Nous présentons dans
un premier temps, la structure élémentaire que nous utilisons pour construire une structure plus évoluée. Nous
présentons également dans cette section les principes utilisés pour calculer deux propriétées essentielles de ces
structures qui sont : un système d’axes local et une signature permettant d’identifier une brique. Dans la seconde
section, nous détaillons l’algorithme utilisé pour construire la structure de haut niveau, avant de présenter quelques
résultats.
2 Création de la structure de base
Notre structure élémentaire est représentée par la notion de brique, définie comme un ensemble de polygones
connexes par arêtes (voir Figure 3).
On ne peut pas être assuré que les briques obtenues représentent des modèles 3D manifold. Des techniques
récentes de réparations d’objets existent[Ju04] mais nécessitent un long traitement. Deux caractéristiques essen-
tielles doivent être calculées sur ces briques :
– une orientation robuste, i.e. définie de manière unique pour chaque brique,
– une signature permettant la comparaison entre deux briques.
Nous détaillons ces deux points dans la suite de cette section.
2.1 Création d’un système d’axes robuste
On cherche à définir une orientation pour une brique de manière robuste. La technique communément utilisée est
l’Analyse en Composante Principale (ACP)[Kaz04], dont on rappelle brièvement le principe, avant de présenter
FIG. 3 – A gauche, les triangles du modèle. A droite, les briques du modèle, formées de polygones connexes par
arêtes. On remarque expérimentalement que ces briques correspondent le plus souvent à un découpage cohérent
du modèle.
ses limitations.
Soit une surface triangulée S en 3D. La matrice de covariance M est définie par :





ou T parcourt les triangles du modèle. Les trois vecteurs propres de la matrice M sont les axes principaux d’inertie
du modèle, les valeurs propres associées représentant la variance du modèle le long de ces directions. Ces vecteurs
sont utilisés pour former une base caractéristique de la brique.
Une limitation forte de l’ACP est que lorsque la matrice de covariance M est dégénérée, on ne peut pas calculer un
système d’axes unique. La matrice de covariance peut être dégénérée dans deux cas :
– Lorsque les trois vecteurs propres possèdent la même valeur propre. Dans ce cas, la matrice de covariance est
un multiple de la matrice identité et n’importe quel système d’axes est valide pour l’objet.
– Lorsque deux vecteurs propres v1 et v2 ont la même valeur propre λ et que le troisième vecteur v3 a une valeur
propre différente λ3. Dans ce cas, n’importe quelle combinaison linéaire des vecteurs v1 et v2 est aussi un vecteur
propre de valeur propre λ.
Les formes 3D possédant une matrice de covariance dégénérée sont appelées formes dégénérées.
Afin de caractériser ces formes dégénérées et proposer une solution adaptée, on reformule le principe de calcul
d’axes par ACP. On peut montrer[Smi02] que le calcul d’axes par ACP est équivalent à chercher les directions













FIG. 4 – Formule de calcul du moment d’ordre n pour une formeO quelconque.
En appelant Pi les points échantillonnés sur la surface d’un objet, et wi les poids associés, le principe de calcul du
moment d’ordre n par rapport à une droite ∆ est donné Figure 4.
En se plaçant dans le plan, on remarque que certaines figures très simples possèdent des moments d’ordre 2




























FIG. 5 – Figures 2D et leurs moments d’ordre 2 en fonction de la direction de la droite ∆.
Une figure comme le carré possède un moment d’ordre 2 constant. Cela signifie qu’il n’est pas possible d’assigner
de manière fiable un système d’axes à cette figure à l’aide de l’ACP. On montre plus tard que cette propriété
s’étend aux objets tridimensionnels, ce qui implique, par exemple, la non-unicité du système d’axes de l’ACP pour
un cube.
Afin de résoudre ce problème, et de proposer une réponse fiable pour ces figures, on propose d’utiliser les moments
d’ordres plus élevés. En effet, on remarque (voir Figure 7) que ces moments présentent des extrema même pour
une forme dégénérée, ce qui garantit la construction d’axes fiables pour cette forme. On utilise en particulier les































































FIG. 6 – Moment d’ordre 2 en fonction de la direction de la droite ∆ pour un carré et pour des formes « légèrement»
anisotropes (Anisotropie=1− hauteurlargeur ). A gauche : moment d’ordre 2. A droite : moment d’ordre 4. On remarque
que les moments d’ordre 4 présentent des extrema même pour une forme dégénérée (le carré).
Dans notre implémentation, on choisit d’utiliser les moments d’ordre 4, afin d’obtenir des résultats satisfaisants
tout en limitant la complexité des calculs.
En utilisant les moments d’ordres élevés, on perd une propriété importante de l’ACP. En effet, les extrema des
moments d’ordres élevés ne sont pas obligatoirement dans des directions othogonales. Afin de garantir l’obten-
tion d’axes orthogonaux, on définit le première axe v1 comme l’orientation (θ1,φ1) pour laquelle le moment est
minimum. Le second axe correspond à la direction de moment minimum dans le plan perpendiculaire à v1 et le
troisième v3 est définie par v3 = v1 ∧ v2.
Pour la création d’un système d’axes local, on a maintenant deux possibilités :
– l’utilisation unique des moments d’ordre 4,
– l’utilisation conjointe des moments d’ordre 2 (ACP) et des moments d’ordre 4.
Dans notre implémentation, nous utilisons uniquement les moments d’ordre 4 pour déterminer une orientation
robuste pour chaque brique.
FIG. 7 – Le moment d’ordre 2 et 4 pour un cube. Le moment d’ordre 2 (Figure du milieu) est constant alors que le
moment d’ordre 4 (Figure de droite) possède des extrema permettant d’assigner un système d’axes au cube.
Implémentation
Le calcul des moments d’ordre plus élevé que l’ordre 2 est généralement coûteux en temps de calcul. En ef-
fet, il nécessite un “double échantillonnage” : un échantillonnage des points de la surface de l’objet, ainsi qu’un
échantillonnage des directions (θ,φ). On montre (Annexe 1) que la complexité de calcul des moments d’ordre n
pour n > 2 peut être largement diminué pour n pair, en utilisant une base d’harmoniques sphériques.
2.2 Comparer deux briques
Afin de pouvoir mettre en évidence les structures récurrentes de la scène 3D, il nous faut une mesure de similarité
entre les briques, composantes élémentaires de notre système. On cherche ici à « retrouver » dans la scène, des
briques géométriquement identiques, en ne tenant pas compte de leur structure topologique.
Définition : Deux briques sont dites identiques si elles décrivent la même surface géométrique, indépendamment
du maillage de cette surface.
Pour établir cette comparaison, on sépare le processus en deux étapes :
– on utilise le système d’axes calculé précédemment pour effectuer un premier tri ;
– on utilise ensuite une approche plus discriminante basée sur les travaux publiés dans le domaine du Shape
Matching.
Dans un premier temps, on effectue un premier tri en s’inspirant de la méthode de descripteur à vues multiples,
outil proposé par le standard MPEG-7[Mar02]. Pour chaque objet, on positionne trois caméras le long des axes du
repère orthogonal et on dirige ces caméras vers le centre de masse de l’objet.
Pour chacune de ces caméras, on projette l’objet parallèlement le long des axes et on stocke l’aire de cette projec-
tion. On stocke donc trois valeurs par objet qui seront comparées deux à deux lors de la comparaison entre deux
briques. Grâce à l’utilisation des Occlusions Queries[Reg02] pour le calcul de l’aire projetée, ce premier traitement
se révèle peu coûteux, bien que peu discriminant dans la recherche d’objets identiques.
Après ce premier tri, on développe une méthode en s’inspirant des travaux publiés dans le domaine de la recherche
d’objets similaires (Shape Matching) et plus particulièrement des travaux d’Osada[OFCD01] sur les Shape Distri-
butions.
Dans la littérature, cette méthode se place parmi les nombreuses méthodes qui consistent à associer à une forme
3D quelconque une signature appelée « descripteur de formes » ( voir Figure 8 ).
La méthode des Shape Distribution consiste à échantillonner une fonction de forme, qui mesure des propriétés
géométriques globales de l’objet. Les caractéristiques principales de cette approche sont : son invariance par ro-
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FIG. 8 – Descripteurs de Formes : La comparaison de deux modèles revient à comparer leurs descripteurs associés
par une simple norme (L2 dans l’exemple).
ainsi que sa simplicité de mise en oeuvre. La mesure de similarité entre deux objets revient donc à une mesure de
similarité entre deux probabilités de distribution.
Dans la version initiale proposée par Osada, la fonction de forme utilisée mesure la distance entre deux points
positionnés de manière aléatoire sur la surface de l’objet. Après calcul, le descripteur est stocké sous la forme d’un
vecteur de réels à n éléments (n=64).









FIG. 9 – Un modèle 3D orienté et maillé de façon différente possède des Shape Distributions peu différentes l’une
de l’autre. (nombre d’échantillons=80 000)
Nous utilisons les Shape Distribution afin de reconnaitres les briques identiques, i.e. possédant des signatures iden-
tiques. Afin d’effectuer cette reconnaissance de manière robuste, on doit réduire la variance de notre échantillonnage.
Pour réduire cette variance tout en gardant un nombre d’échantillons raisonnable, on utilise un échantillonnage stra-
tifié, i.e on échantillonne de manière uniforme sur le domaine, puis on perturbe légérement chaque échantillon[Shi91].
Au lieu d’échantillonner le maillage de la brique, on choisit nos points de la façon suivante :
– On positionne n points sur la sphère englobante de l’objet
– On lance n(n−1)2 rayons, en reliant 2 à 2 les points, et on stocke pour chaque rayon la distance qu’il parcourt à
l’intérieur du modèle,
– On construit notre descripteur comme l’histogramme de ces valeurs.









FIG. 10 – La stratification permet de réduire la variance d’échantillonnage. Les échantillons sont positionnés sur
la sphère englobante de chaque brique et on stocke pour chaque couple de points la distance parcoure à l’intérieur
du modèle par le rayon les reliant.(nombre d’échantillons=80 000)
3 Recherche de structures géométriques répétées
Le but de cette section est de présenter la méthode utilisée pour construire des structures de haut niveau à partir
des composantes de base décritent précédemment. On désire retrouver les structures identiques dans la scène
composées de plusieurs briques. Avant de déterminer ces structures, on doit « classifier » les briques en fonction
de leur ressemblance géométrique.
Classification des briques : A l’aide des descripteurs associés à chacune des briques de la scène, on procède à
une classification des briques. On doit pour cela définir un seuil de distance εD tel que pour une brique B :
B ∈ Ck ⇐⇒ {∃Bk ∈ Ck/dD(Bk,B) ≤ εD}
ou Ck représente la kième catégorie et dD la distance entre deux « Shape Distributions ». Dans la pratique, dD est
la norme L2 et εD est fixé à 0.1 (valeur sans unité) .
Recherche de structures répétées : On associe à chaque brique un point dans un espace à sept dimensions,
définis de la façon suivante :
– Quatre dimensions pour un quaternion stockant la rotation qui amène la brique dans le repère du monde. On
note Q(B) ce quaternion.
– Trois dimensions pour le vecteur qui translate le centre de masse de la brique sur l’origine du repère du monde.
On note T (B) ce vecteur.
La recherche de structures redondantes dans la scène consiste à rechercher des structures se répétant à partir d’une
brique de départ. A partir d’une brique B, on recherche ses voisins au sens de la distance euclidienne[Qui94]. On
calcule les transformations géométriques relatives entre chaque couple de briques formé de la brique B et de l’un de
ses voisins, ces transformations étant stockées sous la forme d’un couple quaternion/translation. Pour rechercher
les éventuelles répétitions de cette structure dans la scène, on prend comme point de départ les briques appartenant
à la même classe que la brique B. En combinant les transformations géométriques entre la structure recherchée
et la nouvelle brique de départ, on positionne un point PC dans l’espace à sept dimensions définie précédemment.
Chercher la répétition de la structure géométrique dans la scène revient donc à chercher les plus proche voisins du
point PC.
L’algorithme utilisé pour cette recherche est présenté à la fin de cette section.
Cet algorithme est appelé de proche en proche afin de rechercher les structures récurrentes. On effectue la recherche
dans l’espace à 7 dimensions à l’aide d’un KDTree. Cette structure de recherche doit être capable de gérer les
différentes incertitude sur les axes de rotation du modèle. Celles-ci peuvent être de trois types :
1. Incertitude classique de ±π sur chacun des axes. Cette incertitude est liée au fait que le calcul des moments
nous permet de connaitre l’orientation des axes principaux et non pas leur direction.
2. Incertitude dans le plan. Cette incertitude apparait lorsque les moments suivants deux axes principaux sont
identiques ( cas du cylindre ).
Algorithme 1 Recherche de structures géométriques répétées à partir d’une brique B.
pour toutes les briques B′ telle que d(B,B′) ≤ ε faire
Le couple quaternion/translation recherché est (QR = Q(B).Q(B′)−1, TR = T (B′)−T(B))
pour Pour toutes les briques B′′ telle que Classe(B′′) = Classe(B) (B 6= B′′) faire
Le couple quaternion/translation recherché est (QR′ = Q(B′′)−1.QR, TR′ = TR +T (B′′))
pour tous les proches voisins PV du point PC = (QR′ ,TR′) faire
Soit BV la brique associée au point PV
si Classe(BV ) = Classe(B′) alors





3. Incertitude totale ( cas d’une sphère, ou d’une forme plus complexe possédant des moments d’ordre 4
constant) .
4 Résultats
On présente dans cette section quelques exemples de structures obtenus à partir de scènes non organisées.
FIG. 11 – Exemple d’organisation partielle de scènes 3D. Ces structures sont crées à partir d’une brique de base,
sélectionnée par l’utilisateur. Chaque structure obtenue est repérée à l’aide de sa couleur
Dans les deux images présentées, les structures identifiées sont représentées à l’aide de couleurs identiques, les
éléments non traités étant représentés en fil de fer. Dans l’image de gauche, deux types de structures répétées
ont été isolés : Les quatres chaises positionnées des deux côtés de la table, ainsi que les deux chaises « de-
sign ». Dans l’image de droite, les structures sont plus nombreuses et plus complexes : quatre ordinateurs ( cla-
vier+souris+écran), cinq chaises de bureau ainsi que 3 couples de bureau. On remarque, en particulier, que le
positionnement légèrement différent de chaque ordinateur sur chacune des tables est pris en compte, ce qui permet
d’isoler la structure d’ordinateur du reste du bureau.
5 Conclusion et travaux futurs
Dans cet article, nous avons proposé une méthode permettant de mettre en évidence les structures répétées d’une
scène 3D. Ces structures sont crées à partir de composantes de base, les briques, définies comme des ensembles de
polygones connexes par arêtes. En assignant à chaque brique un point, positionné à l’aide d’informations d’orien-
tation et de position, on montre que la recherche de structure répétées d’un scène revient à chercher des voisins
dans un espace de dimension élevé.
Plusieurs pistes sont envisageables dans le futur. Dans un premier temps, nous souhaitons mettre en place des
applications de cette méthode. Nous pensons, en particulier, que la redondance des structures géométriques peut
être une information riche dans le cadre de la modélisation interactive. Nous souhaitons également mettre à profit
cette structure de scène en utilisant des techniques de Geometry Instancing, permettant un traitement par lots
d’objets identiques. Dans la suite de notre travail, nous souhaitons également utilisé des techniques d’apprentissage
afin d’extraire des informations sémantiques de la scène, ainsi que des techniques de simulation physique afin
d’étudier, par exemple, l’impact de la gravité sur la structure de scène.
Enfin, nous souhaitons diversifier le type de données d’entrées (scènes végétales, urbaines, etc...) afin d’élargir le
champ d’application de notre méthode.
A Calcul des moments d’ordres pairs à l’aide d’harmoniques sphériques
Les harmoniques sphériques sont des fonctions Y ml à deux variables formant une base orthonormée de fonctions
directionnelles et se prêtant donc naturellement à la représentation de telles fonctions. D’après la théorie des
harmoniques sphériques, toutes fonctions directionnelles f (θ,φ) peut être décomposée de manière unique comme











Les harmoniques sphériques possèdent de nombreuses propriétées et sont énoncées pour la plupart dans l’ouvrage
de référence de Hobson[Hob31]. Dans la suite de ce document, on travaille sur des harmoniques réelles, notées yml .
Nous présentons une méthode permettant de calculer les moments d’ordre pair à l’aide d’harmoniques sphériques.
Pour plus de clarté, les calculs sont effectués pour n = 4, les résultats étant bien sur applicables pour n’importe









FIG. 12 – Calcul des moments d’une forme O par rapport à une droite ∆.
Le calcul du moment d’ordre 4 de la forme O par rapport à la droite ∆ s’écrit :






wi ∗ [d(Pi,∆)]4 (A.1)
ou Pi, i ∈ [1,n] sont n points pris sur la surface de O, et wi sont les poids associés à ces points.
D’après la Figure 12, A.1 peut être réécrite :






δ4i ∗ sin4(θPi −θ∆) (A.2)
En se placant dans un repère local tel que θPi = 0, on a :






δ4i ∗ sin4(θ̃∆) (A.3)
L’expression sin4(θ) peut s’écrire sous la forme d’une combinaison linéaire d’harmoniques sphérique de degré
≤ 4. Après calcul, on obtient :













Après rotation, une combinaison linéaire d’harmoniques sphériques de degré maximal l, se décompose en une
autre combinaison linéaire d’ordre ≤ l. Dans [Sol98], l’auteur propose un algorithme permettant de calculer de
manière efficace cette décomposition après rotation. En notant Ri la rotation d’angle θPi , on a :
sin(θPi −θ∆) = Ri(sin(θ̃∆) (A.5)
On en déduit une expression analytique du moment d’ordre 4 de la forme O par rapport à la droite ∆ :
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