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ABSTRACT
This thesis is divided in two parts. First, after presenting the modeling of
the system in the deterministic and stochastic case, the controllability of one,
then two Unmanned Aerial Vehicles (UAVs) manoeuvring in a two-vortex
flow field is proven in the nonlinear case. In the second part, we develop
a complete algorithm for optimally controlled sensor platform in a vortex
flowfield. The question raised is: ”How to control a UAV network evolving
in a set of two vortices to collect the best data from these vortices?”. The
control part is based on information theory where the cost function is built
using the the Kullback Leibler measure. The sensor platform is evolving in a
vortex environment which is not controlled, yet has random initial conditions.
Also, it is assumed that the UAVs are observed and that their positions are
completely known. Thus we consider their dynamics as the only information
available on the vortices. The sensor platform is in charge of finding the
location that will contain the best information before actually getting the
measurements from that place. We collect exclusively useful data by tracking
the position that is expected to contain the best information using a specific
information metric.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Climate models, which require the study of high dimensional complex sys-
tems, are the best available tool for projecting likely climate changes. The
past decade witnessed a chain of natural disasters related to climate change
such as a larger number of high-intensity hurricanes, frequency and severity
of tornadoes and severe thunderstorms, and increased wildfire activity across
the United States, to name a few. These catastrophes are not only very hard
to predict, but the damages that they cause are very serious and a lot of
time and energy are spent to repair whatever can be repaired. According
to the National Weather Service 1, weather event caused more than 1000
fatalities and 24 millions of dollars in total damages in 2011. More than half
the fatalities are the result of tornadoes. They are massive flowfields that
can destroy extended neighborhoods in minutes and a lot of work has to be
done to minimize their consequences. We can for example try to develop
a process that will accelerate evacuations by starting them at early points.
This can only be done by a proper and accurate forecast of the evolution of
the hurricanes and tornadoes in space and time. Forecasting of both their
positions and intensity remain difficult even though they have improved over
the last three decades.
Tornadoes dynamics are subject to a vortex-like representation that has
been extensively studied throughout the past years. Paul K. Newton dedi-
cated a whole book [9] to the derivation of these dynamics which turn out to
be a weak solution to the Euler equations. A rigorous derivation can also be
found in [8] where nonviscous flows are studied with a rigorous mathemat-
ical reasoning. The currently available model can have different hypothesis
1National Weather Service - http://www.nws.noaa.gov/om/hazstats/sum11.pdf
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where the fluid is either ideal or viscous, rotational or irrotational and this
can be reflected in the model equations in different way. We will present in
this paper both the ideal and viscous fluid. In the case of viscous fluid, the
viscosity introduces an extra uncertainty in the equations of motion. Relying
on the models available, one can build a data assimilation scheme driven by
the underlying uncertainties, that aims to extract as much information as
possible from the flow-field to either predict its evolution in space or empir-
ically improve the existing models.
Usually in data assimilation schemes, we are dealing with nonlinear stochas-
tic systems that can be written as:
dXt = b(Xt, ut)dt+ σx(Xt)dWt, X0 = x0 ∼ p(X0)
dYt = h(Xt)dt+ σydVt, Y0 = y0 ∼ δy0
(1.1)
where X is the process associated with the system studied, in this case the
position of the vortices with random initial condition and Y is the obser-
vation process. We assume that sensors are available and are sensing some
quantities in discrete or continuous time. These processes are driven by in-
dependent white noise processes that dictate the statistics of the problem.
Hence, a typical data assimilation problem contains model and parameter
uncertainties, random initial conditions and sensor noise. Data assimilation
blends the information from the observations with models to estimate the
current state of a signal and to predict future states with certain proba-
billity. The data assimilation problem considered in this thesis requires a
multifaceted approach that relies on a blend of multiple fields such as model-
ing, filtering, control and optimization. We will define some of these notions
in the following.
1.2 Modeling
This section outlines fluid equations that are the basis for the vortex models
presented in this thesis. We begin the formulation of the vortex dynamics by
considering the Navier-Stokes (N-S) equations for describing the dynamics
2
of incompressible viscous fluid.
Du
Dt
= −∇p+ ν∇2u and ∇ · u = 0 (1.2)
where D
Dt
= ∂
∂t
+u·∇ is the material derivative and ν represents the viscosity
coefficient. Alternatively, since (u · ∇)u can be expressed as
(u · ∇)u = (∇× u)× u + 1
2
∇(u · u)
the momentum equation of (1.2) can be rewritten as
∂u
∂t
+ (∇× u)× u + 1
2
∇(u · u) = −∇p+ ν∇2u and ∇ · u = 0 (1.3)
Defining the the vorticity vector ω ≡ ∇× u, observing
∇ · ω = ∇ · (∇× u) = 0 (since ∇× u orthogonal to ∇)
taking the curl of (1.2), and taking into account that the curl of a gradient
vanishes, yields
∂ω
∂t
+ (u ·∇)ω− (ω ·∇)u = ν∇2ω and ∇·u = 0 and ∇·ω = 0 (1.4)
Thus the vorticity formulation of the incompressible Navier-Stokes equation
in 3 dimensions yields the vorticity equation
Dω
Dt
= (ω · ∇) u + ν∇2ω and ∇ · ω = 0 (1.5)
If ν = 0, then one obtains the Euler’s equations
Dω
Dt
= (ω · ∇) u (1.6)
and it is obvious if ω = 0 everywhere at any time t, then ω = 0 always.
Furthermore, ν can be thought of as diffusivity of the vortex and the diffusion
of vorticity is analogous to the heat equation. Chorin’s work [3] is based on
viscous splitting under which the vorticity equations (1.5) are split into that
corresponding to the Euler’s equations (1.6) and the heat equation, that is,
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in the tensor form,
Dωi
Dt
= ωj
∂ui
∂xj
+ ν
∂2ωi
∂xj∂xj
(1.7)
For example, the second component reads
Dω2
Dt
= ω1
∂u2
∂x1︸ ︷︷ ︸
vortex turning
+ ω2
∂u2
∂x2︸ ︷︷ ︸
vortex stretching
+ ω3
∂u2
∂x3︸ ︷︷ ︸
vortex turning
+ ν
(
∂2ω2
∂x21
+
∂2ω2
∂x22
+
∂2ω2
∂x23
)
︸ ︷︷ ︸
diffusion
(1.8)
By restricting to a two dimensional space, u = (u1, u2, 0) and
∂
∂x3
= 0, then
ω is parallel to the x3 axis and (ω · ∇) u = 0 and (1.5) reduces to
Dω
Dt
= ν∇2ω and ∇ · ω = 0 (1.9)
By definition ω ≡ ∇ × u, and Biot-Savarat law inverts ω ≡ ∇ × u in the
presence of the incompressibility condition, ∇ · u = 0, and allows one to
construct the unknown velocity field u from the solution ω of the vorticity
equation. Equation (1.8) is the starting point of the modeling of the vortex
dynamics and the derivation of the point vortices from the Biot-Savarat law
is discussed in detail in Chapter 2.
1.3 Filtering
Filtering Theory seeks to estimate the state of the system based on available
observations by filtering out the noise that drives the process. Different algo-
rithms are available in the literature, one has to choose the scheme that suits
the need of the study as well as the characteristics of the system studied.
For linear systems, assuming gaussian randomness, the Kalman Filter [25]
is the most widely used filter where the random variable filtered is assumed
to be Gaussian and thus only its expected value and its variance are suffi-
cient to characterize it. This filter was extended to cover nonlinear systems
(Extended Kalman Filter) as well as non Gaussian random systems that can
be approached by a Gaussian representation (Ensemble Kalman Filter). In
certain cases, having an approximation other than a gaussian distribution
for the statistics of the underlying random variable can be appreciated. In
fact, algorithms like Particle Filters [26] are meant to handle these kinds of
4
assumptions.
Kalman filters are useful because of their simplicity to implement and their
low computational cost as well as robustness to high dimensions. On the
other hand, particle filters can be used in the case of highly nonlinear systems
where the distributions are approximated by as set of weighted particles.
1.4 Discrete Time Filtering Equations
In a general filtering problem, the quantity that we want to determine is
the conditional law (conditional distribution) from which we estimate all
the statistics that is needed. Probabilistic theory provides a recursive or a
sequential filtering technique that estimates the system states sequentially
by propagating information from the observation forward in time. In the
discrete time case, filtering is divided into two distinct parts. The first step
is usually called by two names the “propagation step” or the “forecast step”
and the associated conditional distribution as a result of this step is called
the “prior” distribution and the second step is called the“update”, or the
“analysis” and the updated conditional distribution is called the“posterior”
distribution. We denote by a superscript p, the propagation (forecast) or
the “prior” distribution pipk at time tk, which is the conditional distribution
of Xk given observations Y0:k−1 up to time tk−1 and by a superscript u the
posterior (filter) distribution or the updated conditional distribution piuk at
time tk, which is the conditional distribution of Xk given observations Y0:k−1
up to time tk. In principle, either by Kalman filter in the linear case or by
nonlinear filter, these distributions can be computed recursively, alternating
between propagation and update steps.
propagation: The propagation step leads from the posterior piuk−1 (at time tk−1) to
prior pipk (at time tk), where pi
p
k is the distribution of the Markov process
given by the plant f(Xk−1, ξk) whereXk−1 ∼ piuk−1 and ξk is independent
of Xk−1 and has the distribution given by the evolution of the system
Markov process.
update: The update step leads from pipk to the posterior pi
u
k at time tk and is
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primarily the Bayes formula:
piuk (dxk) ∝ l(xk|yk)pipk(dxk),
where l is likelihood for the state Xk given the observation Yk. Since
in all cases we assume linear observations with Gaussian noise
Yk = HkXk + Vk, Y0 = 0 with Vk ∼ N(0, Rk),
and the sensor noise covariance matrix Rk is assumed invertible. Hence,
the likelihood for the state Xk given the observation Yk is
l(Xk|Yk) = φ(Yk;HkXk, Rk),
where φ(y;µ,Σ) denotes the (in general multivariate) normal density
with mean µ and covariance Σ of y.
1.4.1 Discrete Time Linear Filtering Equations
Here, we assume that given the state at k − 1 and the linear map Ak def=
Ak−1→k to move from k− 1 to k and the model error Wk we define the state
Xk at k by the corresponding discrete time linear system
Xk = AkXk−1 +Wk, with Wk ∼ N(0, Qk)
X0 ∼ N(x¯, P ) with Gaussin initial condition
Yk = HkXk + Vk, Y0 = 0 with Vk ∼ N(0, Rk),
(1.10)
where Wk, Vk and the random initial conditions are independent. The obser-
vation at k and up to k are given and can be denoted as Y0:k = (Y0, Y1, · · · , Yk)
and the sensor noise covariance matrix Rk is assumed invertible.
Once again we need to estimate the hidden state Xk given the past obser-
vations Y0:k, Kalman filter estimates Xk by its first two moments, that is, the
determination of the mean (estimator) vector Xˆk and the covariance matrix
Pk that are given by Kalman filter equations.
Let us denote the prior state at tk as X
p
k and posterior state at tk as X
u
k .
Then the propagation step leads to the two prior moments that are given
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by the dynamics equations:
Xpk = AkX
u
k−1, mean propagation
P pk = AkP
u
k−1A
∗
k +Qk, covariance propagation
(1.11)
where the Kalman gain is given by
Kk = P
p
kH
∗
k (HkP
p
kH
∗
k +Rk)
−1 . (1.12)
Similarly, the posterior moments are given by
Xuk = X
p
k +Kk (Yk −HkXpk) mean update
= Xpk + P
p
kH
∗
k (HkP
p
kH
∗
k +Rk)
−1 (Yk −HkXpk)
= AkX
u
k−1 + P
p
kH
∗
k (HkP
p
kH
∗
k +Rk)
−1 (Yk −HkXpk)
P uk = P
p
k −KkHkP pk = (I −KkHk)P pk covariance update
= P pk − P pkH∗k (HkP pkH∗k +Rk)−1HkP pk .
(1.13)
Since the system is linear the “posterior” will have Gaussian distribution,
i.e., Xuk ∼ N(µuk , P uk ) with the updated mean vector µuk and covariance matrix
P uk (take the expectation of (1.13)). Below we determine these two moments.
The updated mean vector is
µuk = µ
p
k +Kk (Yk −Hkµpk) .
In the linear systems which are large dimensional, even the Kalman filter
presents a serious computational difficulties. If the dimension n of the hidden
state X is large, then the covariance matrices P pk and P
u
k−1 are very large
m×m matrices and storage and computations of Kk are very time consuming.
In this thesis we will use both Extended Kalman Filters (EKF) and Particle
Filters. In the following we will give a brief description of the underlying
algorithms.
1.4.2 Extended Kalman Filter
EKF is a recursive filtering algorithm that works in two steps. We recall
that since the randomness is assumed normally distributed and the system is
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linearized about the current mean and the covariance, we only need the mean
and the variance to characterize the statistics of the state random variable.
The EKF can be done in two steps, a prediction step and an update step.
The reader shall assume that we are looking for an estimation at the time k.
The prediction step is the propagation of the available mean and covariance
at time step k−1. The update step is when the current observation is blended
with the forecast values to give the estimate at current time. These steps
can be written as:
• Predict
– xˆk|k−1 = b(xˆk−1|k−1, uk−1)
– Pk|k−1 = Fk−1Pk−1|k−1F Tk−1 +Qk−1
• Update
– Innovation: y˜k = yk − h(xˆk|k−1)
– Innovation covariance: Sk = HkPk|k−1HTk +Rk
– Kalman Gain Kk = Pk|k−1HTk S
−1
k
– Update state estimation: xˆk|k = xˆk|k−1 +Kky˜k
– Update state covariance Pk|k = (I −KkHk)Pk|k−1
where Qk and Rk are the covariances of the noise in the state and observation
equation respectively, Fk−1 = ∂b∂x
∣∣∣∣
xˆk−1|k−1,uk−1
and Hk =
∂h
∂x
∣∣∣∣
xˆk|k−1
.
1.4.3 Particle Filter
Particle filters are based on a numerical approximation using Monte Carlo
methods that allows the filtering process without the need for an exact ana-
lytic expression for the evolution of the state probability density.
This procedure is presented for the discrete case and it can also be easily
extended to the continuous time case. EKF is straightforward to implement
even though computational complexities may arise while trying to get the
inverse of the innovation covariance or the Jacobian of the nonlinear state
and observation dynamics.
8
Figure 1.1: Particle Filtering Procedure
Figure 1.1 represents the different steps involved in particle filtering. Three
distinct time steps are shown. The steps involved during one time step are
summarized as follows,
1. At tk−1, sample the distribution p(xk−1|y1, . . . , yk−1), Ns times and as-
sociate each sample with a probability weighting wk−1. This gives us a
set {xik−1, wik−1}Nsi=1.
2. Evolve each sample through the nonlinear system dynamics (1.1).
3. Update the weights associated with each sample when a new observation,yk,
becomes available according to; wik = w
i
k−1
p(yk|xik)p(xik|xik−1)
q(xik|xik−1,yk)
where q is the
initial proposal density.
4. The evolved samples and their updated weights forms the discrete pos-
terior density p(xk|y1, . . . , yk) that is required.
The particle filter captures the nonlinear nature of the system unlike the
EKF which makes a linear approximation to the system at each time step.
Both filters will be used in the estimation process of point vortices where
the observations are collected with active tracers.
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1.5 Control
1.5.1 Networks of Aerial and Oceanic Sensors
There is a need for near real-time integration of data from heterogeneous and
spatially distributed oceanic sensors. A vast array of sensor platforms exists
that include mooring systems, drifters with tracking devices, ships, aircraft,
sea-gliders, and propeller-driven Autonomous Underwater Vehicles (AUVs).
Drifters are typically deployed into the sea from a ship and on occasion from
an airplane. Once floating within the ocean’s surface water, a transmitter
on the drifter sends a signal to Earth orbiting satellites which then relay
the drifter’s position to a receiving station. The data are then sent to the
data assembly center where they are processed and distributed. Drifters
may also house sensors which measure other ocean properties such as surface
temperature, wind, ocean color, pressure, or salinity, and these data can also
be transmitted through the satellite link.
Active sensors in the form of AUVs can be used for real-time ocean data
collection for short term predictions and complement passive ocean sensors
by traversing specific paths or accessing locations inaccessible to passive sen-
sors. Gliders are buoyancy-driven vehicles that are slow but can remain
deployed for several months at a time. Ships collect accurate data through-
out the water column for chemical analyses. Aircraft can obtain snapshots
of the sea-surface conditions in intervals of 5 hour or less, but with less accu-
racy than ships. The entire network of active and passive atmospheric and
oceanic sensors (gliders, profiling floats, AUVs, remote sensing, ship-board
observations, coastal radars and buoys) are linked in a large-scale control
feedback loop for optimal sensor distribution and observing process for a
global weather prediction and climate monitoring network.
Applicable observational data are essential climate variables (ECV) such
as SST, wind velocity, temperature, current and mass transport. Through
the developments of data assimilation and processing tools and methods,
ECV data may be incorporated in the model for the simulation of ocean-
atmosphere dynamics and the obtained results can be linked to climate
change phenomena. The model of interest allows the combined analysis of
processes of different time scales, by incorporating relevant ECV data into
a single approximate model that captures the dominant and long-term dy-
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namics of the coupled ocean-atmospheric system.
ECV data are provided by active and passive oceanic and atmospheric
observing systems. Active systems, in the context of this proposal, are sensors
for which we wish to develop active feedback control (see Section 4), such
as AUVs. The aim of the control law for these sensors is to predict optimal
sensor paths such that the most information rich data is collected at minimum
operational costs. Passive systems, such as moored networks, drifting buoys,
global observing satellites, and sondes are not subject to path control.
1.5.2 Sensor Control and Management
In an information rich environment of large, complex, and interacting sys-
tems, the task of state estimation and parameter identification become signif-
icantly more complicated as standard, centrally based approaches, cannot be
in general implemented due to computational complexity. The state estima-
tion problem relies on two fundamental ingredients, namely 1) sensor fusion:
how to combine the measurements from different sensors, and 2) estimation:
how to use the measurements to obtain the best possible state estimates. Es-
timation fusion, or data fusion for estimation, is the problem of how to best
utilize useful information contained in multiple sets of data for the purpose
of estimating an unknown quantity, a parameter or process at some time
t. Practical reasons enforce distributed estimation of (local) variables based
on a limited number of measurements from other stations. Fusion of local
estimates to provide a global and accurate view of the dynamics is a key step
in such a design.
With the emergence of sensing concepts that capitalize upon the rapidly
increasing availability of controllable degrees of freedom, ranging from sen-
sor operating mode to physical control of the platforms carrying the sensors,
there is a need for new control methods for information collection. In the
multi-sensor environment, the data assimilation problems rely on three fun-
damental ingredients, namely 1) sensor fusion: how to combine the measure-
ments from different sensors, 2) estimation: how to use the measurements to
obtain the best possible state estimates, and 3) maximization of information:
optimal feedback strategies for information collection. The motion planning
problem proposed in this thesis, considers the continuously extracted infor-
mation along the motion of the mobile sensors and determines the steering
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commands of the sensor platforms (UAVs, gliders, AUVs, remote sensing,
ship-board observations, coastal radars and buoys).
In this thesis, we develop an optimal path planning formulation that max-
imizes the information gain by performing a sensor management scheme in
the update step of the nonlinear filtering algorithm for a multi-sensor system.
Our focus is on controlling the vehicles such that they maneuver to make ob-
servations that reduce the uncertainty (entropy of certain random variables
of interest) efficiently. The dynamical system is the proposed climate model
in the form
dXt = b(X

t )dt+ σ(X

t )dWt, (1.14)
which is observed by a collection of sensors,
dZt = h(Z
ε
t , X
ε
t ; v(t))dt+ σ(X

t , Z

t )dVt, (1.15)
and the observation process is modified from (1.15) to include control inputs
h(Zεt , X
ε
t ; v(t)), v : [0, T ]×Rn → Ut ⊂ Rk, where n and k are the dimensions
of the climate variables and that of the sensor control, respectively, and Ut
is the permitted set of control values at time t.
Given a collection of sensors that are available at time t and a set of ad-
missible control-inputs, our objective would be to maximize the information
that can be gained about the state of climate variables Xt, by suitable place-
ment of observing sensors which can be achieved by proper choice of v(t). To
this end we need a utility function V(x, v) which represents the information
gain. The extent to which the new distribution (posterior) “differs” from
the original a priori probability is a measure of the usefulness of the newly
acquired data.
Since the Zakai equation is the central tool for understanding data as-
similation in nonlinear dynamical systems, it leads to a number of more
fundamental information-theoretic questions in this area:
• Which subsets of variables are more predictable than others?
• How can this be quantified?
• How can one estimate a lack of information in the observation beyond
a forecast distribution?
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A key tool to explore these information theoretic issues will be the Kullback-
Leibler divergence and its connection with the the Zakai equation. A mea-
sure of the difference between the two distributions is relative entropy or
the Kullback-Leibler distance. But since the true state of climate Xt is not
known, one should be content to use an average of the utility, specifically
J(v) = E[V(x, v)], where
V(x, v) def= D(pεt ||qεt ) =
∫
pεt(x, v) log
(
pεt(x, v)
qεt (x)
)
dx
is the Kullback-Leibler measure, or relative entropy, between the posterior
pεt(x, v) and prior q
ε
t (x). The utility function would be averaged with respect
to observations. Our aim would be
max
v∈V
J(v), (1.16)
and maximizing J would amount to minimizing the uncertainty of the climate
variable Xt due to the knowledge Y or maximizing the information gain.
This thesis will develop filtering algorithms that will improve predictabil-
ity through relative entropy. This will quantify the lack of information in
the observations in addition to estimating the state of the random dynami-
cal system. Hence, the use of mutual information allows an optimal sensor
placement and motion coordination strategy for mobile sensor networks.
1.6 Outline of the thesis
The purpose of this thesis is to design a control algorithm tailored for so-
phisticated sensor management and data collection systems composed of a
network of Unmanned Aerial Vehicles (UAV), Autonomous Underwater Ve-
hicles (AUV), and a network of drifters and moored sensors. The aim of
the control law for these sensors is to predict optimal sensor paths such that
the most information rich data is collected at minimum operational costs.
We aim to design a controllable intelligent sensor platform that can be au-
tonomously steered to sense measurements beneficial to state forecast and
parameter estimation. The novel control algorithm is based on an infor-
mation theoretic cost function that aims to improve the state estimation,
by dynamically steering the measurement processes which are specifically
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adapted to the complexities of the underlying flow.
In the second chapter, we will rigorously derive the equations of motion
of a deterministic point vortex model as well as the dynamics of a set of
tracers evolving in the vortex flow. We also present the extension to the
stochastic model that covers the viscous case. The derivation goes back
to solving the Euler equations for an ideal flow. We show that the Green
function will be very useful in the resolution. We also give explicit solutions
for one and two vortices and plot the Hamiltonian level curves for two and
three vortex flows. Then, to design any control law that satisfies a certain
objective, we have to make sure that the system is controllable. This will be
the subject of the third chapter where the controllabilty different number of
tracers in the nonlinear deterministic and stochastic flow is presented. Unlike
the linear case, the nonlinear case requires more care in the construction of
the controllability matrix using the Lie derivatives. Finally the fourth chapter
presents the novel control algorithm based on information theory. We show
the relationship between the problem that we are trying to solve (collecting
measurements from information rich data) and the Kullback Leibler distance
between the prior and posterior density of the state variable. We show how
to use the filtering algorithms presented earlier to construct an adequate cost
function as well as how to express that cost function explicitly. The results
show an improvement in the amount of information that we were able to
sense on the process as well as a reduction in the estimation error.
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CHAPTER 2
SYSTEM PRESENTATION AND SET UP
2.1 System description
In this section, we will define the system dynamical equations and derive the
point vortex model that will be used throughout the thesis.
2.1.1 N Vortex Dynamics
Definition 2.1.1. (Vorticity) Given a flow-field with velocity u=(u,v,w)
∈ R3, the associated vorticity is
ω = ∇× u (2.1)
From now on, we will assume the following properties for the flow:
• inviscid flow (ideal, no viscosity)
• incompressible flow (∇  u = 0)
• density = 1
Using the previous statements, one can write: ∇  ω = ∇  (∇× u).
We notice that the vorticity ω and the velocity u satisfy the same type of
differential equation. In fact, from the incompressibility of the flow, ∇ u = 0
and given (2.1), ∇  ω = ∇  (∇× u) = 0 (since ∇× u is orthogonal to ∇).
Thus, we end up with:
∇  ω = 0
∇  u = 0
Furthermore, let us assume that the flow is rotational, which means that
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there exists a potential ψ such that ∇  ψ = 0 and
u = ∇× ψ (2.2)
We can derive a Poisson equation satisfied by Ψ that will appear to be con-
venient to solve for the vorticity of the system
u = ∇× ψ
∇  ψ = 0
ω = ∇× u
∇2ψ = −ω (2.3)
Using (2.3), we can solve for ψ to get the flowfield vorticity ω. Then from
(2.1), we can recover the velocity u. The process is straightforward as can
be seen in the following steps.
To solve a Poisson equation, we can refer to multiple methods. In our case,
we would like to find the solution of a Poisson equation on an open domain
with a non zero right hand side. The use of Green’s function comes in handy.
The Green function is defined as the solution of the Poisson equation:
∇2G(x) = −δ(x) (2.4)
The solution of this equation is given by [9],
G(x) =

− 1
2pi
log||x|| (in R2)
1
4pi
1
||x|| (in R
3)
(2.5)
Comparing (2.3) to (2.4), we assume that we can write ψ as:
ψ(x) = −
∫
G(x− z)ω(z)dz (2.6)
In the following, we shall introduce a fundamental parameter that charac-
terizes a vortex, which is its intensity.
Theorem 2.1.1. (Circulation of the vorticity) The intensity (or strength)
of a vortex is given by the circulation of the velocity of the vortex on the con-
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tour domain.
Γ =
∫
A
ω  ndS =
∮
C
u  dl
where A is an open surface bounded by the closed curve C.
Now if we are in presence of an ideal and an incompressible fluid and in
presence of conservative forces, the Kelvin circulation theorem states that
the circulation of the vorticity is constant in time.
Theorem 2.1.2. (Kelvin Circulation Theorem) If the fluid is ideal,
incompressible and in presence of conservative forces:∮
C(t)
ΓdS = constant⇔ dΓ
dt
= 0
2.1.2 The Two Dimensional case
We choose to study the N-Vortex system in two dimensions by looking at
the dynamics in the horizontal cross-section.
In the two dimensional space we have:
ω = ∇× u =
(
∂
∂x
∂
∂y
)
×
(
u1
u2
)
=
∂u2
∂x
− ∂u1
∂y
= u2,x − u1,y
Thus, ω is one dimensional as well.
On the other hand, we know that ∇2ψ = −ω. So ψ is one dimensional.
We call ψ, the Scalar Stream Function.
Given the scalar stream function, we can write the velocity u in two dimen-
sions using (2.2):
u = ∇× ψ = ∇⊥ψ =
(
0 1
−1 0
)(
∂
∂x
∂
∂y
)
ψ = (ψy,−ψx)
We notice that ψ behaves like a Hamiltonian for the fluid velocity. If we
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consider one fluid particle, the equations of motion become:
u = x˙ = (x˙, y˙) = (Hy,−Hx) = (ψy,−ψx)
ψ ←→ H Hamiltonian{
x˙ = ∂ψ
∂y
= ∂H
∂y
(x, y, t)
y˙ = −∂ψ
∂x
= −∂H
∂x
(x, y, t)
Given that the scalar stream function can be assimilated into the Hamiltonian
of the system and if we assume that flow is time independent, the level curves
of the scalar stream function are the streamlines that the fluid particles follow
with a tangent velocity.
We can calculate the normal vector to a level curve, it is given by the gradient
of the Hamiltonian:
n = ∇ψ = ∇H
u  n =
(
ψy
−ψx
)

(
ψx
ψy
)
= 0
We notice that the fluid velocity is perpendicular to the Hamiltonian level
curves. The streamlines are like ”walls” that the fluid particle cannot pene-
trate. Depending on the initial conditions, if the fluid particle is placed on
the level H0 then it will evolve only on that level curve in the absence of
noise. However, if the fluid is time dependent it is like those walls are mov-
ing. Thus, even though the particle is following a streamline, the value of
the Hamiltonian at that level is still constant yet not spatially static. Figure
2.3 is a plot of the Hamiltonian level curves for a flowfield created by two
vortices of equal strengths pi.
2.1.3 Point Vortex Decomposition - Equations Of Motion of
N Point Vortices
So far we have looked at the case where the vorticity has a support which
is a hyperplan of the whole space R3. For N vortices, we have N of these
supports in the plan. One can think about a special case where the vorticity
is concentrated along a straight filament. In this case, we shrink the two
dimensional supports to a set of singletons as shown in 2.1.
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Figure 2.1: Vorticity Support
In general, for a discrete vortex representation in two dimensions, at any
coordinate x at a constant altitude, the vorticity distribution is given by [9]:
ω(x) =
N∑
i=1
Γi
2pi
φ(x− xi) (2.7)
φ =
1
2
φ(
x

),  1 (2.8)
φ is assumed to be normalized (
∫
φdx = 1) and radially symmetric. In the
context of Point Vortex Representation, we take the limit as  goes to zero
in (2.7). The scalar stream function becomes:
lim
→0
φ(x) = δ(x)
and ω can be written as:
ω(x) =
N∑
i=1
Γi
2pi
δ(x− xi)
Remark: We insist on the fact that omega is discrete. In other words, there
is a finite number of vortex filaments: |{x, ω(x)}| = N , finite.
From now on, we consider the flow irrotational.
As we see in (2.2), solving for u is equivalent to solving for ψ . Thus, lets
use the point decomposition to solve for ψ invoking the Green function (2.4).
Recalling (2.6), we only need G and ω to solve for ψ.
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By definition, ∇2G(x− z) = δ(x− z) in R2.
∇2xψ(x) = −
∫
R2
∇2xG(x− z)ω(z)dz
= −
∫
R2
δ(x− z)ω(z)dz
= −ω(x)
Since the stream function has a polar symmetry, ψ(x) = ψ(r). Then in polar
coordinates:
∇2G(r) = d
2G
dr2
+
1
r
dG
dr
The Green function in polar coordinates is given by:
∇2G(r) = δ(r)
G′′ +
1
r
G′ = 0 For r > 0 (2.9)
We can easily solve (2.9) since it is a homogeneous ordinary differential equa-
tion of the second order,
G(r) = c1log(r) + c2
= c1log(r), for c2 = 0
Theorem 2.1.3. (Green Theorem) For all vector field F, we can relate
the flux of F into a surface D to its circulation around the contour of F , ∂D:∫∫
D
∇  F (x)dx =
∫
∂D
n  F (x)dl
where n is the normal vector to D at x.
Take D = B(O, r) for all r and F = ∇G, then∫∫
D
∇ ∇Gdx =
∫
∂D
n ∇Gdl
⇔
∫∫
D
δ(x)dx =
∫
∂D
n ∇Gdl (2.10)
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Given
∫∫
δ(x)dx = 1 and n = er, we can write (2.10) as∫
∂D
dG
dr
dl = 2pirG′(r) = 1⇔
G′(r) =
1
2pir
⇒ c1 = 1
2pi
Solving for G,
G(r) =
1
2pi
log(r)
=
1
2pi
log(
√
x2 + y2)
=
1
2pi
log(||x||)
which agrees with what was stated in (2.5).
Thus, G(x − z) = 1
2pi
log(||x − z||). Suppose that a vortex i is located at
xi = (xi, yi), then
x˙i = u(xi, t)
= ∇⊥ψi(x, t)
But, ψi(x, t) = −
∫
G(x− z)ωi(z)dz. Thus, we can write the stream function
for the vortex i as,
ψi(x, t) = − Γi
2pi
log(||x− xi||)
We assume that all the vortices have equal contribution to the total flowfield.
These contributions are weighed by the strength of each vortex. Hence if we
look at the center of one vortex from the N vortex flow, its velocity is the
same as one fluid particle placed in a flowfield created by N − 1 distinct
vortex centers. By the superposition principle one can write:
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x˙ =
N∑
i=1
x˙i =
N∑
i=1
∇⊥ψi(x, t)
=
N∑
i=1
Γi
2pi
(
∂ψi
∂y
,−∂ψi
∂x
)
=
N∑
i=1
Γi
2pi
(
y − yi
||x− xi||2 ,
x− xi
||x− xi||2
)
=
N∑
i=1
Γi
2pi
(x− xi)⊥
||x− xi||2 (2.11)
Each point vortex moves with the local velocity of the fluid and we can relate
the velocity of the center of the vortex j to the positions of the center of the
vortex i with i ∈ [1, N ] \ {j}:
x˙j =
N∑
i=1
Γi
2pi
(xj − xi)⊥
||xj − xi||2 (2.12)
We can also write the coordinates x = (x, y) in a the complexe form as
zα = xα + iyα where i
2 = −1.
The equations of motion (2.11) can be written as:
z˙∗j = −
i
2pi
N∑
i=1
Γj
zj − zi
|zα − zi|2 (2.13)
where z∗ is the complex conjugate of z.
2.1.4 Integrability of the Equations Of Motion
In the deterministic case that we have been looking at so far, we can verify
whether or not these equations of motion are integrable and if the model
chosen with the hypothesis can actually lead to an illustration of the vor-
tices accurate enough to do the deterministic and stochastic controllability
analysis. In [9], the integrability theorem is given up to N = 4.
Theorem 2.1.4. The N vortex problem is integrable for N ≤ 3 for any Γα,
α ∈ {1, 2, 3}.
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If Γ =
∑N
α=1 Γα = 0, the 4-vortex problem is integrable.
We will prove both cases N = 1 and N = 2.
Proof. Case N = 1: Consider a particle positioned at (x, y) in the flow field
of an isolated point vortex of strength Γ located at the origin,
z˙∗ = −i Γ
2pi
z
|z|2 ⇔
 x˙ =
Γ
2pi
y√
x2+y2
y˙ = Γ
2pi
x√
x2+y2
We apply the polar canonical transformation: (x, y) 7→ (√2rsin(θ),√2rcos(θ))
After simple manipulations we get:{
r˙ = 0
θ˙ = Γ
4pir
The one vortex problem is easily integrable.
Case N = 2: Consider the motion of two vortices
z˙∗1 = i
Γ2
2pi
z1−z2
|z1−z2|2
z˙∗2 = i
Γ1
2pi
z2−z1
|z1−z2|2
Which can also be written as:(
z˙∗1
z˙∗2
)
=
i
2pi|z1 − z2|2
(
Γ2 −Γ2
−Γ1 Γ1
)(
z1
z2
)
We can prove easily that D2 = |z1(t) − z2(t)|2 is a conserved quantity and
hence equal to |z1(0)− z2(0)|2. D is obviously the distance between the cen-
ters of the two vortices. This distance remains constant in time. The other
conserved quantity is the position of the center of vorticity C = Γ1z1+Γ2z2
Γ1+Γ2
.
Remarks :
• When Γ1 = Γ2, the vortices move on the same circle.
• When Γ1 + Γ2 = 0, the center of vorticity is at infinity and the vortices
evolve on parallel lines with velocity
√
1
2
(Γ21 + Γ
2
2)/2piD
2
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After simple manipulations, the equations can be decoupled to give:(
z1
z2
)∗′
= i
Γ1 + Γ2
2piD2
(
1 0
0 1
)(
z1 − C
z2 − C
)
then using the same transformation as for the previous case, we can write:
z1 − C =
√
2R1(t)exp(iθ1(t))
z2 − C =
√
2R2(t)exp(iθ2(t))
which leads to:
R˙1 = 0 θ1 =ω
R˙2 = 0 θ2 =ω
where ω = Γ1+Γ2
2piD2
. Thus, the ODE is easily integrable and the two vortex
problem has a solution.
N = 3: we will leave the integrability of a particle placed in a 3-vortex
environment as well as the interaction of three vortices for the next para-
graph.
2.1.5 Motion of Three Vortices
Consider three vortices of unit strength placed in an equilateral triangle con-
figuration on the unit circle.
Since each side is of length s =
√
3, the triangle rotates rigidly with frequency
ω =
∑
i 1/Γi2piD
2 = 1/2pi. Since the vortices are placed on the unit circle, we
can easily write their coordinates in the complex form as zj(t) = exp(iθj(t)).
Assume θj(0) = 2pij/3 which means θj(0) = 2pij/3 + t/2pi.
Then, the position of a particle placed in these three vortices is,
z˙∗ = i
Γ1
2pi
z − z1
|z − z1|2 + i
Γ2
2pi
z − z2
|z − z2|2 + i
Γ3
2pi
z − z3
|z − z3|2
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We perform the same coordinate transformation as in the previous paragraph:
z 7→ ζexp(it/2pi), then we can compute the Hamiltonian of the system
H = −1
2
3∑
j=1
log|ζ − exp(2pii
3
j)|
Figure 2.2 below is a plot of the level curves of the Hamiltonian at t > 0.
The level curves have the same shape as in the case where only two vortices
were involved. We notice that around each vortex center there are some level
curves that make the fluid particles always orbit around the center.
Figure 2.2: Hamiltonian Level Curves for a 3-vortex flow
2.1.6 Lagrangian Tracers
Lagrangian meters, such as ocean drifters and floats, provide a substantial
part of ocean data which are used to reconstruct mean large-scale currents,
estimate the rate of relative dispersion and give insight into the formation,
movement and interactions of coherent structures such as point vortices.
Lagrangian tracers, unlike Eulerian sensors, are evolving in the flow and
their velocity will depend on the velocity of the flowfield at their position.
Trajectories of a Lagrangian tracer contain quantitative information about
the dynamics of the of the underlying flow [4]; The fluid will steer the tracers
as if it was part of the fluid but with a negligible mass. We can assimilate
the tracer to a fluid particle evolving in the vortex flowfield.
25
Using (2.12), a tracer i is advected according to
y˙it =
N∑
j
Γj
2pi
(yit − xjt)⊥
|yit − xjt |2
(2.14)
The coupling between the dynamical model of the vortices and the tracer
allows us to extract maximal information about the vortices by tracking the
tracer. We can also correct the model variables on the fly using data from
the tracers. This data assimilation analysis will be treated in the last chapter
of this paper.
We can track (under observability conditions) the velocity of the flow by
placing these tracers in the fluid given a special care to their initial condition.
We can also write (2.24) in a complex form as:
z˙∗ = i
N∑
j
Γ1
2pi
z − zj
|z − zj|2 (2.15)
2.1.7 Examples
One very important special case is when the vortices have equal strength.
For Γ1 = Γ2, the Hamiltonian can be written (under certain conditions) as:
H(x, y) = −1
2
(x2 + y2) + (1− λ)log(
√
(x+ λ)2 + y2 + λlog(
√
(x+ λ− 1)2 + y2
where Γ1 + Γ2 = 2pi and Γ2 = 2piλ.
If Γ1 = Γ2 = pi, the level curves are given in Figure 2.3
It is very important to denote that these plots depend on time and thus will
be rotating clockwise or counter-clockwise depending on the signs of the in-
tensities. They give an idea on the trajectory of a particle placed in the flow
and evolving according to its dynamics.
The next section is an aside that will introduce a neat way to write the
velocity of a particle in the space in the complex domain. It will be useful in
the following sections.
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Figure 2.3: Hamiltonian Level Curves for Γ1 = Γ2 = pi
2.2 Complex Notation
In this section, we will determine a complexe representation of the velocity of
a particle in a time variant flowfield. In [11], we find a complex parameteriza-
tion of the position and velocity of a point in the space when it is subject to
a curvature (steering) control. We will develop this analysis in more details
in the following paragraph.
In the Frenet-Serret frame, let us assume that eT is a vector tangent to the
curvature, eN the normal vector and ez to complete the basis with the right
hand rule. Then we can write the Frenet-Serret equations of motion as:
deT
ds
= κeN
deN
ds
= −κeT + τez
dez
ds
= −τeN
where s is the arclength, κ is the curvature and τ is the torsion.
If we assume that we are working with a normalized speed then the velocity
vector is exactly eT . We assume also that we have a planar motion which
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makes all the components along ez equal to zero. Thus, we end up with:
r˙ = eT
r˙ = κeN
deN
ds
= −κeT
where r˙ is the unit velocity vector of the particle and hence the tangent vector
to the particle trajectory. Using the same notation as in [11], we assume that
a particle k is assimilated to a point material and we parametrize its position
by rk. Then, we build the Frenet frame of this particle.
The velocity is given by r˙k(t) and we can write in the Frenet frame,
r˙k(t) = v = vet
where v = ds/dt is the speed of the particle. Without loss of generality, we
can assume that the particles are moving with a unit speed. Thus v = 1 and
r˙k(t) = v = eT .
Let us denote θk the orientation of et with respect to the horizontal line.
Then we have eT = e
iθk . θ˙k is known as the the curvature of C , the curve
followed by the particle.
In conclusion, in a flow-free environment:{
r˙k(t) = e
iθk
θ˙k = u, curvature
(2.16)
Below is a figure that summarizes the notations of this paragraph.
Figure 2.4: Complex Notation
28
2.3 The Two Vortex Stochastic Case
2.3.1 Vortex Equations of Motions for N=2
After examining the deterministic case where the major hypothesis was that
the fluid is ideal, we can ask whether we can find an extension of this model
that takes into account the viscosity of the flow. In fact, point vortex models
that account for viscous effects also exist.
Chorin [3] introduced the first random point vortex method to simulate vis-
cous incompressible flows. Later Marchioro and Pulvirenti in [7] considered
a continuous-time random vortex method with Gaussian random walks re-
placed by independent Brownian motions and proved a corresponding mean
field type result. It was shown by Marchioro and Pulvirenti [7] and Agullo
and Verga [1] that a stochastic vortex dynamics model approximates the
evolution of vorticity with viscosity, in the same way in which the determin-
istic vortex dynamics simulates the Euler equations. Vortex dynamics with
viscosity are governed by set of Langevin or stochastic differential equations:
x˙it =
n∑
j,j 6=i
Γj
2pi
(
xjt − xit
)⊥
|xjt − xit|2
+
√
2νξit with x
i
0 = x
i, (2.17)
where ξi(t) ≡ (ξi1(t), ξi2(t)) are zero mean white noise processes and equa-
tions (2.17) show that the velocity of each vortex is the sum of two terms,
namely, the fluid velocity at the vortex position and a diffusive (stochastic)
perturbation proportional to the fluid viscosity.
To understand the origin of the viscous term, we will show that the solution
of (2.17) is the weak solution of the Navier-Stokes equation (1.5) [1]. Indeed,
let us start with the vorticity for the point vortex model. We have,
ω(x, t) =
N∑
i=1
aiδ(x− xi(t)) (2.18)
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where ai = Γt/2pi. Taking the derivative of (2.18) and using (2.17),
∂
∂t
ω(x, t) = −
N∑
i=1
dxi
dt
(t) ∇xiδ(x− xi(t))
=
N∑
i,j=1
aiaj
aj
2pi
(
xjt − xit
)⊥
|xjt − xit|2
∇xδ(x− xi) +
√
2ν
N∑
i=1
aiξi ∇xδ(x− xi)
=
N∑
j=1
aj
N∑
i,j=1
aiaj
aj
2pi
(
xjt − xit
)⊥
|xjt − xit|2

N∑
i=1
ai∇xδ(x− xi)
+
√
2ν∇x 
N∑
i=1
aiξiδ(x− xi)
= −v(x, t) ∇ω(x, t) +
√
2ν∇x 
N∑
i=1
aiξiδ(x− xi) (2.19)
This shows that the vorticity evolves according to a stochastic differential
equation driven by the white noise process ξ.
The distribution of a white noise process is Gaussian with mean zero. Di-
mensional analysis shows that the variance of ξ - let us call it σ2 - is pro-
portional to the inverse of a time. We also recall that dW = ξdt and that
lim∆t→0E[∆W (t)2−∆t] = 0, where W is the Brownian Motion process which
lead to σ2 = 1/(2dt) when dt→ 0.
We would like to take expectation (based on the white noise process ξ on
both sides of (2.19)). Let us examine the last term of the right hand side,
Eξi [∇x  ξiδ(x− xi)]
=
∫ ∫
e−(ξ
2
i1+ξ
2
i2)/2σ
2
2piσ2
(
ξi1
∂
∂x1
δ(x− xi) + ξi2 ∂
∂x2
δ(x− xi)
)
dξi1dξi2
= σ2Eξi2 [
∫
e−ξ
2
i1/2σ
2
√
2piσ2
∂2
∂ξi1∂x1
δ(x− xi)dξi1]
+ σ2Eξi1 [
∫
e−ξ
2
i2/2σ
2
√
2piσ2
∂2
∂ξi2∂x2
δ(x− xi)dξi1]
= σ2dt
√
2ν
(
Eξ1 [
∂2
∂x21
δ(x− xi)] + Eξ2 [
∂2
∂x22
δ(x− xi)]
)
=
√
ν
2
Eξi [∇2xδ(x− xi)] (2.20)
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where we used an integration by parts in the second equality as well as the
identity
∂
∂ξjα
δ(x− xi) =
√
2νdtδij
∂
∂xα
δ(x− xi)
Now using these previous relations by substituting (2.20) in (2.19) we have,
Eξi [
∂
∂t
+ v(x, t) ∇ω(x, t)] =
√
2ν
√
ν
2
Eξi [
N∑
i=1
ai∇2xδ(x− xi)] (2.21)
= Eξi [∇2xω(x, t)] (2.22)
which proves that (2.18) is indeed a weak solution of the Navier Stokes equa-
tion and that we can recover the velocity field from a vorticity under the
form (2.18). We can also safely identify the parameter ν with the viscosity
of the fluid.
We show that for two vortices, the state equation can be written in the
following form:
x˙11t
x˙12t
x˙21t
x˙22t
 = 12pir2t

−Γ2 0 Γ2 0
0 −Γ2 0 Γ2
Γ1 0 −Γ1 0
0 Γ1 0 −Γ1


x11t
x12t
x21t
x22t
+
√
2ν

ξ11t
ξ12t
ξ21t
ξ22t

(2.23)
where x = (x11, x12, x21, x22)> is the state vector containing the position of
the vortex 1 and 2 respectively. Note that the flow is nonlinear because of
the inverse of the distance squared.
We can also write (2.23) as
X˙t = A(Xt)Xt +
√
2νξt with X0 = X
where A(Xt) =
1
2pir2t
(
0 −Γ2 0 Γ2
−Γ2 0 Γ2 0
0 Γ1 0 −Γ1
Γ1 0 −Γ1 0
)
, ξt = (ξ
12
t , ξ
11
t , ξ
21
t , ξ
22
t ) and
r2t = (x
21
t − x11t )2 + (x22t − x12t )2.
Now, we want to use a set of particles, namely Lagrangian tracers to collect
the best amount of information from this flow. In [2], tracers have been used
to collect such information. Their dynamics were given in terms of the flow
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state. However, they were driven by the flow created by the vortices and they
were completely passive. In chapter 4, we will introduce a control scheme
to complete this work. As for now, let us examine the tracers’ equations
of motion in the following paragraph. This representation will form the
foundations of the control design.
2.3.2 Tracer Equations Of Motion
Similarly to the vortices equations of motion, we can write the stochastic
differential equations governing the dynamics of the particles while taking
the viscosity into account:
y˙it =
n∑
j
Γj
2pi
(yit − xjt)⊥
|yit − xjt |2
+
√
2νηit with y
i
0 = y
i. (2.24)
To be consistent with the notations that we used in the previous paragraph,
we can write, by using Zst as the particle ’s’ state, (2.24) as follows:
Z˙st = −
1
2pi
(
Γ1
(rs1t )
2
+
Γ2
(rs2t )
2
)
Zst +
1
2pi
(
Γ1
(rs1t )
2
+
Γ2
(rs2t )
2
)
Xt +
√
2νηst
(2.25)
where (rsjt ) = |Zst −Xjt |, j ∈ {1, 2} is the distance from the particle s to the
vortex j. We shall transform (2.25) to the complex space to make use of the
the Frenet frame:
Z˙st =
J
2pi
[
Γ1
zs1t − x11t
(rs1t )
2
+ Γ2
zs1t − x21t
(rs2t )
2
+ i
(
Γ1
zs2t − x12t
(rs1t )
2
+ Γ2
zs2t − x22t
(rs2t )
2
)]
+
√
2νηst
(2.26)
=| ˜˙Zst |eiarg(
˜˙Zst ) +
√
2νηst
=Sst e
iθst +
√
2νηst (2.27)
where ˜˙Zst is the deterministic part of Z˙
s
t .
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CHAPTER 3
CONTROLLABILITY
The concept of controllability is extremely important in the context of linear
and nonlinear systems, either deterministic or stochastic. Controllability
theory gives a set of conditions that allow us to determine whether or not
we can steer the system from its initial state to a target state. There are
several categories of controllability, they include local controllability, global
controllability, weak controllability, etc. In this section we will examine the
controllability of a system formed by two vortices and a variable number of
tracers. The purpose of this section is to come up with a set of conditions
under which the system is controllable and make use of these conditions
during the control design.
3.1 Nonlinear Deterministic Controllability Theory
The deterministic controllability is well defined for linear and non linear sys-
tems. We will only present the nonlinear case since the vortex-particle system
is nonlinear. R. Hermann and A. Krener [12] studied the controllability of a
nonlinear deterministic system
Σ :
{
x˙ = f(x, u),
y = g(x),
(3.1)
where the control variable u is in Rp subset of Rn, x ∈ Rn and y ∈ Rm ⊂ Rn
is the observation variable.
If f and g are linear,
x˙ = Ax+Bu
y = Cx
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then the controllability condition reduces to the well known rank condition,
i.e,
rank(B|AB|A2B| · · · |An−1B) = n (3.2)
To be more rigorous, let us define properly the different types of controlla-
bility.
Definition 3.1.1. (Controllability) Define A as the set of points accessible
from x0. The system Σ is said to be controllable at x0 if A(x0) = Rn.
Furthermore, Σ is controllable, if A(x0) = Rn, for all x0 ∈ Rn.
This definition does not take into account if the travel time that is required
for the state to reach any point in U . That is why we need local controllability
as defined as follows,
Definition 3.1.2. (Local Controllability) Σ is locally controllable at x0
if for every neighborhood V of x0, AV (x0) is also a neighborhood of x0.
Σ is locally controllable if it is controllable at every point x of Rn.
This definition describes the ability of the control to steer Σ from a state to
the neighborhood of another.
Finally if we consider a neighborhood of the target state but also a neigh-
borhood of x0 then we define the Weak controllability.
In the case of nonlinear deterministic systems, the analysis found in [13]
(based on [12] and [14]) is for systems of the form,
x˙ = f(x) +
p∑
i=1
gi(x)ui(x) (3.3)
To state the controllability condition on systems of the form (3.3), we need
one further definition.
Definition 3.1.3. (Lie Bracket) Consider two vector fields f and g in Rn.
We define the Lie Bracket between f and g as,
[f, g] =
∂g
∂x
f − ∂f
∂x
g
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Also, higher order Lie Brackets can be defined,
(adj1f , g) , [f, g]
(adj2f , g) , [f, [f, g]]
· · ·
(adjkf , g) , [f, (adjk−1f , g)]
where ”ad” denotes the ”adjoint”.
The controllability condition for nonlinear deterministic systems can be stated
using the Lie Brackets as defined above.
Theorem 3.1.1. (Controllability Rank Condition) Equivalently to the
version given for linear systems in (3.2), we can define the rank condition
that the system (3.3) has to satisfy in order to be controllable in the local
sense about x0, if the following matrix
C = (g1, g2, · · · , gp, [gi, gj], · · · , [adkgi , gj], · · · , [f, gi], · · · , [adkf , gi], · · · ) (3.4)
has a full rank.
Comparing (3.4) to (3.2), we notice that the gi terms are analogous to the B
terms, the [gi, gj] terms are representative of the nonlinearity of the system
and finally the [f, gi] terms correspond to the AB term, etc.
Remark : If the system is driftless (f(x) = 0,∀x), the full controllability is
given by Chow’s Theorem [15].
Now that the definitions are stated, let us verify the rank condition for the
two-vortex system with one then two particles.
3.2 Application to the Two-Vortex System
To apply the theory stated above, we have to write the initial system (in
the deterministic case) (2.11) and (2.24) in a form similar to (3.3). Let us
consider two vortices and only one tracer. We denote the position vector
of the vortices by X = (X1, X2)
T = (x1, x2, x3, x4)
T , where Xi is the vector
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position of the vortex i. Similarly, for the tracer we denote its position by
Y = (y1, y2)
T . With these notations, the equations of motion are,
X˙ =
(
X˙1
X˙2
)
= b(X) =

b1
b2
b3
b4

Y˙ = a(X, Y ) + g(u) =
(
a1 + u1
a2 − u2
)
where,
b1 =
Γ2
2pir2
(x4 − x2)
b2 =
Γ2
2pir2
(x1 − x3)
b3 =
Γ1
2pir2
(x2 − x4)
b4 =
Γ1
2pir2
(x3 − x1)
a1 =
Γ1
2pi(r1)2
(x1 − y2) + Γ2
2pi(r1)2
(x4 − y2)
a2 =
Γ1
2pi(r1)2
(y1 − x1) + Γ2
2pi(r1)2
(y1 − x3).
It is noted that the control takes this particular form due to the fact that we
plan to design it in order to modify the real and the imaginary parts of the
tracer dynamics. The vortex dynamics are given by the nature and hence
are not controllable. However, the control comes in the tracer dynamics
which depend on the vortices dynamics. We shall then create an augmented
system that will contain both vortex and tracer and verify the controllability
condition on this latter. Let us denote Z = (X, Y )T the augmented vector.
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The equations of motion become,
Z˙ =
(
X˙
Y˙
)
=

b1
b2
b3
b4
a1 + u1
a2 − u2

= f(Z, u) (3.5)
To obtain a form similar to (3.3), one further transformation is needed. Let
us denote T = (Z, u)T and u + u˙ = v. We can finally write the equations of
motion for T as,
T˙ =
(
Z˙
u˙
)
=
(
f(Z, u)
v − u
)
(3.6)
=
(
f(Z, u)
−u
)
+
(
0
v
)
(3.7)
= l(T ) + g1v1 + g2v2 (3.8)
with g1 = (0, 0, 0, 0, 1, 0)
T and g2 = (0, 0, 0, 0, 0, 1)
T .
Given the high dimension of the system as well as the high level of nonlin-
earities, we had to use a symbolic calculation software. We used Maple 15.
We compute the rank condition by calculating the successive Lie Brackets
and we find that rank(C) = 4 which is clearly different from the dimension
of T (dim(T) = dim(Z) + dim(u) = 8). However this makes sense and ac-
tually proves that the system (3.6) is locally controllable. The rank that we
found is exactly the dimension of the particle state plus the dimension of the
control vector. To make sure that the controllable components are the ones
corresponding to the particle and the control variable, we compute a basis of
the space spanned by the matrix C. In fact, this basis is composed by the
last four vectors of the canonical basis of R8.
In conclusion, we proved that one tracer placed in a two vortex flow-
field is locally controllable.
We can now do the same analysis to two particles in a two vortex system.
The vector T is now T = (Z, u)T = (x1, x2, x3, x4, y1, y2, y3, y4, v1, v2, v3, v4)
T .
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Again with the help of Maple, we find that the rank of the matrix C is 8 yet
T has 12 dimensions this time. This also proves that two tracers in a two
vortex flowfield are controllable since a basis of the subspace image of C is
composed by the last eight vectors of the canonical basis of R12.
In conclusion, we proved that two particles placed in a two vortex flow-
field are locally controllable.
In the next section we shall consider the stochastic equations of motion
since the flowfield considered in this paper is a stochastic process.
3.3 Stochastic Controllability
Controllability of nonlinear systems was considered in the deterministic case
for linear and nonlinear systems and the tools for proving any kind of con-
trollability are discussed in several references. However, in the context of
stochastic dynamics, global controllability was given less emphasis and sev-
eral papers were devoted to its weak sense, which is to some extent, a sta-
bility analysis. Sunahara et al. [18] presented sufficient conditions for the
controllability of nonlinear systems under several forms using a Lyapunov-
like approach. Furthermore Zabczyk [17] derives necessary and sufficient
conditions for global controllability of linear systems. An extension of this
work is given in Ehrhardt and Kliemann [16]. They proved necessary and
sufficient conditions for global controllability and showed that they reduce
to the well known results for deterministic linear systems in the absence of
noise. Recently, Mahmudov [20] showed the equivalence between proving the
controllability for semi-linear and nonlinear systems and for the linearized
version of the same systems. Besides these considerations, Sakthivel et al.
[21] studied the complete controllability of nonlinear stochastic systems. The
controllability condition presented in [21] relies on the condition that the asso-
ciated linear system is completely controllable. Finally, Klamka [19] showed
by generalized open mapping techniques sufficient conditions for constrained
local stochastic controllability. In this thesis, two methods will be applied
to prove the controllability of one tracer in a two vortex flowfield. These are
presented in the following sections.
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3.3.1 Nonlinear Stochastic Controllability Theory
This section will present a series of conditions that give necessary (and some-
times sufficient) conditions the prove the controllability of a stochastic non-
linear system of the form,
dXt = f(Xt, ut)dt+G(t,Xt)dWt, t ∈ [t0, tf ] (3.9)
where Xt is an n-dimensional stochastic process, ut is an m-dimensional
control vector and Wt a p-dimensional Brownian Motion process, f an n-
dimensional real valued nonlinear function and G is the variance matrix with
n rows and p columns.
Let us define the notion of controllability in the case of a stochastic system.
Definition 3.3.1. ( Controllability [18]) An initial state x0 is said to be
stochastically -controllable in probability ρ, in the normal square sense, with
respect to a specified target domain with the norm
√
, in the time interval
[t0, tf ], if there exists a control u(t,Xt) such that
P (||Xtf ||2 ≥ |Xt0 = x0) ≤ 1− ρ
where the norm ||.|| is expressed as
√
XTX.
Definition 3.3.2. (Complete -Controllability [18]) The system (3.9)
is said to be completely -controllable in probability ρ in the normed square
sense with respect to a specified target domain with the norm
√
, in the time
interval [t0, tf ], if and only if it is -controllable for every initial state x0.
Using these definitions, Sunahara et al. [18] proved the following theorem
based on a Lyapunov type approach.
Theorem 3.3.1. (Stochastic -Controllability) The initial state x0 of
the systems (3.9) is stochastically -controllable in probability ρ in the normed
square sense with respect to the terminal state within [t0, tf ] , if the following
conditions are satisfied:
Condition 1: For t ∈ [t0, tf ], there exists a scalar function V (t,X) with
bounded continuous first and second derivatives with respect to every compo-
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nent of X and a first derivative with respect to t 6= tf .
Condition 2: V (tf , X) satisfies
V (tf , X) ≥ 1
α
XTtfXtf (3.10)
where α ≥ 0 such that α .
Condition 3: A control u(t,X) exists such that, along the trajectory ob-
tained by solving (3.9) we have,
LV ≤ 0 (3.11)
where L is the differential operator given by
L(.) = ∂(.)
∂t
+ fT (t,X, u)
∂(.)
∂x
+
1
2
tr
[
GT (t,X)
∂
∂x
(
∂(.)
∂x
)
G(t,X)
]
(3.12)
Condition 4: At the initial time t0, V satisfies
V (t0, x0) ≤ (1− ρ) 
α
(3.13)
The above theorem appears to be very restrictive and hard to implement.
However, a closer look at the conditions will show that in our case, control-
lability and designing a control can be done and proven at the same time.
Indeed, even though there are more conditions to be satisfied to be in the
same context as the current study, they are relatively easy to fulfill. The
next section, will apply the controllability as presented in [18] to the vortex
and tracer problem.
3.3.2 Application to the two-vortex-1 tracer System
Consider the stochastic differential equation with multiplicative noise given
by:
dXt = FtXtdt+ ht(Xt)dt+ Ctut(Xt)dt+XtσtdWt (3.14)
where F and C are time dependent matrices of appropriate sizes. An ap-
proach similar to the one adopted in Theorem 3.3.1 can be used to prove the
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controllability of the system (3.14). Indeed, it can be proven that if the four
conditions presented above are augmented by two more conditions, we can
obtain sufficient conditions on the controllability of (3.14).
Theorem 3.3.2. The initial state of (3.14) is -stochastically controllable
in probability ρ if Conditions 1 to 4 are satisfied in addition to conditions 5
and 6 below:
Condition 5: There exists a bounded , symmetric and positive definite
matrix St that satisfies the following Riccati equation:
dS
dt
+ StFt + F
T
t St − StCtCTt St + tr(σTt σt)St = 0, (3.15)
where S satisfies the terminal condition Stf =
1
α
I
Condition 6: The nonlinear function h that appears in the SDE satisfies:
Ctqt(Xt) + ht(Xt) = −p(Xt)RtXt, (3.16)
where q is a real-valued vector, p is a nonnegative real scalar and R is a
matrix verifying SR +RTS is positive definite.
The proof can be found in [18].
Our system is clearly nonlinear and does not contain a multiplicative noise.
A simple exponential transformation can lead to an equation in the form of
(3.14). We can take the vortex problem as a nonlinear system that can be
written as follows:
dXt = b(Xt)dt+ Cu(Xt)dt+ σdWt (3.17)
Let us consider the transformation T = exp(X) and apply Ito formula to get
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dT :
dT =
∂exp(Xt)
∂t
dt+
∂exp(Xt)
∂X
(b(Xt)dt+ Cu(Xt)dt+ σdWt) +
σσT
2
∂2exp(Xt)
∂X2
dt
=
(
∂exp(Xt)
∂X
b(Xt) +
σσT
2
∂2exp(Xt)
∂X2
+ Cu(Xt)
)
dt+ σ
∂exp(Xt)
∂X
dWt
=
(
b(Tt)Tt +
1
2
σσTTt + Cu(Tt)
)
dt+ σTtdWt
= b(Tt)Ttdt+
1
2
σσTTtdt+ Cu(Tt)dt+ σTtdWt
We can identify the terms in both equations as, ht(Tt) = b(Tt)Tt, Ft =
σσT/2.
To relate these conditions to the vortex system observed with one tracer,
we can solve the Riccati equation (3.15) explicitly to prove the existence of
S. We will need to make use of the software Maple again which has a built-
in function that solves classical matrix differential Riccati equations of the
form:
dZ
dt
= ZAZ + +ZK +KTZ (3.18)
This is far from being equivalent to the matrix differential equation of con-
dition 5. However, when we take the vortex problem and the transformation
previously done, condition 5 becomes:
dS
dt
+ St
1
2
σσT +
1
2
σTσSt − StCtCTt St + tr(σTt σt)St = 0 (3.19)
But σ can be written as: σ =
√
2ν and hence (3.19) becomes:
dS
dt
+ St
1
2
2νI +
1
2
2νISt − StCtCTt St + 12νISt = 0 (3.20)
We can now write(3.20) in a similar form to (3.18):
dS
dt
+ St
1
2
(2ν + tr(σTt σt))I +
1
2
(2ν + tr(σTt σt))ISt − StCtCTt St = 0 (3.21)
Thus taking A = CCT and K = −1
2
(2ν + tr(σTt σt))I, we can solve (3.21)
with the terminal condition S(tf ) =
1
α
to get the matrix S:
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
e
(−7ν(t−tf ))2
α
0 0 0 0 0
0 e
(−7ν(t−tf ))2
α
0 0 0 0
0 0 e
(−7ν(t−tf ))2
α
0 0 0
0 0 0 e
(−7ν(t−tf ))2
α
0 0
0 0 0 0 14νe
(−7ν(t−tf ))2
14αν−1+e−14ν(t−tf ) 0
0 0 0 0 0 14νe
(−7ν(t−tf ))2
14αν−1+e−14ν(t−tf )

The proof of Theorem 3.3.2 requires a specific form of the Lyapunov func-
tion V = XTSX. If we take X = (x1, x2, x3, x4, y1, y2)
T where (x1, x2, x3, x4)
are the coordinates of the two vortices and (y1, y2) are the coordinates of the
tracer, V can be written as:
V = (x21 + x
2
2 + x
2
3 + x
2
4)
e(−7ν(t−tf ))
2
α
+ (y21 + y
2
2)
14νe(−7ν(t−tf ))
2
14αν − 1 + e−14ν(t−tf )
Besides the form of V above (which can be easily shown to satisfy all the
required conditions), the control is also given in specific form:
ut(X) = −1
2
CTStXt + qt(X)
where S is the solution of the Riccati differential equation (3.21) and q sat-
isfying Condition 6.
Now this form of control may appear to be restrictive, however it actually
offers a certain freedom given that it has both a linear and a nonlinear part.
In conclusion, we proved the controllability of one and two tracers in a
deterministic flow formed by two vortices. The proof was given using the
classical methods of controllability matrix rank. Given the complexity of the
flow, we chose to perform the calculations using Maple and we obtain the
results that we expected. On the other hand, the stochastic case was more
delicate. We can aim to find much simpler and less restrictive conditions to
prove the controllability of a nonlinear stochastic system along the lines of
the linear version presented in [19]. So far, only conditions on the linear part
of the system are given to prove the controllability of the nonlinear system
using the implicit function theorem.
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CHAPTER 4
CONTROL DESIGN
After proving the controllability of the vortex system observed with one and
two tracers, we can move forward by designing a control satisfying the objec-
tive that we aim to accomplish which is measuring useful information from
the flow. We will define all the notions needed to state the cost function from
an Information Theory point of view and will present an algorithm that will
steer the tracers to information rich locations in the flow.
In this section we will introduce the discrete version of the system since
it represents significant computational as well as algorithmic reasoning ad-
vantages. Then, we will show an improvement to the results proposed in
the literature as far as vortex state filtering using one tracer and different
filtering algorithms. Finally, we will introduce the control algorithm and
show what are the areas of enhancement compared to the results without
tracer control. As an illustrative example, control of a set of tracers to form
a circular formation around a prescribed center is presented in the following
section.
4.1 Complex Notation
If we place a particle s in a flowfield, its velocity will be given by the sum of
its velocity with respect to the flow and the velocity of the flow with respect
to the ground. Using (2.16),
Velocityparticle/ground,flow−free =r˙1s(t) = e
iθs (4.1)
Velocityparticle/ground =Velocityparticle/flowfield + Velocityflowfield/ground
Velocityparticle/flowfield =Velocityparticle/ground,flow−free (4.2)
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where Velocityparticle/ground,flow−free is the velocity of a particle with respect
to the ground in a flow free environment and Velocityparticle/flowfield is the
velocity of a particle in a flowfield in the frame related to the flowfield and
hence it can be seen (from the flowfield point of view) as a particle moving
in a fixed frame.
We consider that the velocity is normalized (unit speed) and that the velocity
vector is simply given by the tangent unit vecor to the curvature. Further-
more, θs is orientation of this vector with respect to the horizontal line, which
is called ”curvature”.
Using (4.1) and (4.2), we get:
r˙s(t) =r˙1s(t) + fs(t)
=eiθs + fs(t) (4.3)
where fs(t) = f(rs, t) is the velocity of the flow relative to the ground at
the coordinate rs. We can also write (4.3) as function of its modulus and
argument as in (2.16):
r˙s =fs(t) + e
iθs
=Sse
iγs
The steering of these particles with the control will be on γ˙s = v. In
conclusion, {
r˙s(t) = Sse
iγs
γ˙s = v, control
(4.4)
4.1.1 Circular Formation around a Prescribed Center
One can think of steering the particles in a fluid flow vector field in such
a way that the particles will perform a circular formation around a given
target point in the two dimensional space. A geometric control [10] has
been proven to steer the particles in a collaborative way to adopt a stable
circular formation around a prescribed center. Paley [10] discussed several
cases where the flowfield is either known or estimated and the target center
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is arbitrary or prescribed. The control is given on the curvature as follows:
γ˙st = R[S
s
t +K(< e
iγst , Pc > +as0 < e
iγst , cst − c¯t >)] (4.5)
• R = θ˙st is the curvature in a flow-free environment.
• cst = rst +R−1i r˙
s
t
|r˙st | is the center of the circular trajectory of radius R of
the particle ’s’ (this is the arbitrary center of any circular formation).
• c¯t is the prescribed center
• P is the Laplace Matrix
• as0 is the communication matrix where as0 = 1 if the particle s is aware
of the prescribed center 0 and as0 = 0 otherwise.
• < ., . > is a vector product in the Hilbert space such that < x, y >=
Re(x¯y)
• K is a free adjustable parameter that depends on the turn rate. The
portion in the control (4.5) that K multiplies (as0 < e
iγst , cst − c¯t >) is
what steers the particle to the prescribed circle center so it needs to be
big enough that the portion of the control can pull it to where it needs
to go
Simulations
We can apply the previous geometric control to the two vortex dynamics dis-
cussed in section 2.3. The following are two plots illustrating (4.5). The first
shows three particles in a two vortex flow, performing a circular formation
of radius R = 1 around the prescribed center (1, 1). The second plot show
three particles performing a circular formation around the center of one of
the vortices which are moving targets.
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Figure 4.1: Circular formation around a prescribed center (1, 1) with a
radius R = 1
Figure 4.2: Circular formation around a vortex center
4.2 Two Vortex - One Tracer Filtering
In a climate problem with large scale circulations where the the states are
changing very slowly, we expect to have observations very spread apart in
time. The point vortex model presented in Section 2.1.3 can be used as
an idealized model to study tornadoes and hurricanes. Furthermore, Global
Positioning Systems (GPS) become more and more sophisticated as they pro-
vide almost continuous time data when observing the tracer position. We
can then construct a discrete version of the vortex-tracer system with a very
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small time step. A continuous time control algorithm responding to our ob-
jective can appear to be complicated to embed on a real tracer given that
we are trying to predict the best posterior distribution and then steer the
sensor to the adequate information rich position. Moreover, any physically
controlled system has a response time that is non zero hence asking for a
continuous time response can lead to an infinite cost. The data assimilation
scheme that we aim to develop will be based on observations collected by an
active network of sensors. Information theory comes in handy since we are
looking for a set of tools to quantify the amount of information that we can
measure from a process. Even though the notions that we will present seem
abstract, they make a lot of sense in our application.
We start this section by introducing the discrete version of the system
followed by the results of the existing filtering algorithms that we aim to
improve. As a start to this climate investigation, we will start with a two
point vortex system.
4.2.1 Discrete Problem
We assume that we are only observing the tracers. Their stochastic differ-
ential equations depend on the vortices state and hence observing them will
convey information about the vortices. The tracers act like a sensor plat-
form. If the observation is made by a Global Positioning System, we can
further assume that this observation is precise enough to neglect the noise
when we observe the platform position. The observation equation will be
exactly Zt = (Z
1
t , Z
2
t , . . . , Z
N
t )
T :
Ytk = Ztk
For the sake of consistency with the usual notations in the filtering problems,
we will denote by Zk the vector position formed by the position of each tracer
at time tk, i.e, Zk = (Z
11
k , Z
12
k , Z
21
k , Z
22
k , . . . , Z
1N
k , Z
2N
k )
>, for N particles.
On the other hand, we can write the stochastic differential equation of the
tracers (2.24) and write in the following form:
Z˙t = B(Zt, Xt)Zt + C(Zt, Xt)Xt +
√
2νηst , Z(0) = Z0 (4.6)
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where :
B =
1
2pi
(
Γ1
(rs1t )
2 +
Γ2
(rs2t )
2 0
0 Γ1
(rs1t )
2 +
Γ2
(rs2t )
2
)
(4.7)
C =− 1
2pi
(
Γ1
(r1t )
2 0
Γ2
(r2t )
2 0
0 Γ1
(r1t )
2 0
Γ2
(r2t )
2
)
Using (4.7), we can write the system equations in a matrix form,
X˙t =A(Xt)Xt +
√
2νξt, p(X(0) = x) ∈ (0, 1) (4.8)
Z˙st =B(Zt, Xt)Z
s
t + C(Zt, Xt)Xt +
√
2νηst , Z
s
0 = Z
s (4.9)
where
A =
1
2pir2t

−Γ2 0 Γ2 0
0 −Γ2 0 Γ2
Γ1 0 −Γ1 0
0 Γ1 0 −Γ1

With this version of the equations of motion (4.8) and (4.9), we can write an
elegant discrete version of the nonlinear system,
Xk+1 =Xk + A(Xk)Xk∆t+
√
2ν∆tξk, p(X(k = 0) = x) ∈ (0, 1) (4.10)
Zsk+1 =Z
s
k + (B(Zk, Xk)Z
s
k + C(Zk, Xk)Xk) ∆t+
√
2ν∆tηsk, Z
s
0 = Z
s
(4.11)
Now we will show how one can implement the geometric control developed
in Section 4.1 to the discrete system. Even though its application to the
objective that we are trying to satisfy, is not very well adapted, we will state
the equations as this method can be used for other flowfields. The advan-
tage is that this is applicable in both the deterministic and the stochastic
case where the deterministic variables have to be replaced by their expected
values.
The control is additive and consists of a turn rate summed to the velocity
of the tracers. Recall (4.3), in a complex form, we add eiθ
s
to the velocity
which is equivalent to adding a cos(θs) to the first component of the particle
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s and sin(θs) to the second component. We can then write the velocity of
the tracer s as
Z1sk+1 =Z
1s
k + (B(Zk, Xk)Z
s
k + C(Zk, Xk)Xk)
1 ∆t+ cos(θ1s) +
√
2ν∆tηk
(4.12)
Z2sk+1 =Z
2s
k + (B(Zk, Xk)Z
s
k + C(Zk, Xk)Xk)
2 ∆t+ sin(θ2s) +
√
2ν∆tηk
(4.13)
As a reminder, the superscript js, j ∈ {1, 2}, means the component j of the
vector associated to the particle s.
To be more accurate, if we examine the time step dependence of the variables
between each other, we realize that in discrete time, Zk+1 depends on θk−1
since (4.5) is given in terms of γ˙. Which means that we only dispose of the
rate of change of the curvature and that we need to integrate it forward each
time step.
We can now complete (4.12) and (4.13) as,
Z1sk+1 =Z
1s
k + (B(Zk, Xk)Z
s
k + C(Zk, Xk)Xk)
1 ∆t+ cos(θ1sk−1) +
√
2ν∆tηk1s
(4.14)
Z2sk+1 =Z
2s
k + (B(Zk, Xk)Z
s
k + C(Zk, Xk)Xk)
2 ∆t+ sin(θ2sk−1) +
√
2ν∆tη2sk
(4.15)
Equations (4.14) and (4.15) describe the controlled tracer system and the
value of θk is to be determined. However, the information theoretic cost
function formulation presented in section 4.3.2 is not computationally track-
able in this form. An alternative formulation is presented below.
In the following, we will examine how we can extract information from
the vortices and estimate their position using the position of the tracers.
The data assimilation step is performed using nonlinear filtering as well as
filtering for linearized systems. The data measured from the position of the
tracer are mixed with theoretically propagated states of the vortices to give
a more accurate forecast of the flowfield state.
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4.2.2 Filtering Algorithms
Linear and nonlinear filtering are very well developed in [23]. The first section
of this paper states the fundamental principles. In our case, the information
on the state Xk is contained in the observation Zk+1. Filtering in the case of
discrete time systems consists of an iterative scheme which output the proba-
bility density of the state variable given the measurement received up to that
time. We can write this quantity: p(Xk|Zk+1), which is called the posterior
distribution. If we are at time k, we dispose of the following quantities:
• p(Xk − 1|Zk): posterior distribution at time k − 1
• p(Xk|Xk−1): which is obtained by propagating the state at time k − 1
forward in time using the stochastic differential equation (4.10)
• p(Zk+1|Xk, Zk) which is obtained from the observation equation
Using these well defined quantities, we can calculate the posterior distribution
at time k by applying Baye’s rule. First, we compute the prior density by
combining the posterior at the previous time step k− 1 and the propagation
of Xk−1 forward in time,
p(Xk|Zk) =
∫
Xk−1
p(Xk|Xk−1)p(Xk−1|Zk)dXk−1 (4.16)
Then, when a measurement is received at time k, we compute the probability
density of this measured value given the previous estimated state:
p(Zk+1|Zk, Xk) = e
(−
1
2
(Zk+1−E[Zk+1|Zk,Xk]))Σ−1(Zk+1−E[Zk+1|Zk,Xk]))T )√
2pi|Σ|2N (4.17)
Combining (4.16) and (4.17), we can write the posterior density which rep-
resents the state at the present time including all the available information
51
using Baye’s rule:
p(Xk|Z0:k+1) = p(Xk, Z0:k+1)
p(Z0:k+1)
=
p(Xk, Zk+1, Zk, Z0:k−1)
p(Z0:k+1)
=
p(Zk+1|Zk, Xk, Z0:k−1)p(Zk, Xk, Z0:k−1)
p(Z0:k+1)
=
p(Zk+1|Zk, Xk)p(Xk|Z0:k)p(Z0:k)
p(Z0:k)
=
p(Zk+1|Zk, Xk)p(Xk|Z0:k)
p(Zk+1|Z0:k)
To add more emphasis on the dependence on the control, let us re-write
the expression of the posterior distribution taking into account the control
variable as a vector u = (u1, u2, · · · , uN),
p(Xk|Z0:k+1, uk−1) = p(Zk+1|Zk, Xk, uk−1)p(Xk|Z0:k)
p(Zk+1|Z0:k, uk−1)
Several filtering algorithms are available in the literature. We commonly talk
about Kalman filters and particle filters. For nonlinear systems, the Kalman
filter does not apply, that is why extensions that deal with the nonlinearities
of the system by using its linearized drift have been developed. In this case
we talk about Extended Kalman filter and Ensemble Kalman Filter. We
will apply both extended Kalman filtering and particle filtering in order to
estimate the position of the vortices given that we only observe the tracers.
These sensors are driven by the vortices and thus they contain information
about their dynamics. The following are three filtering algorithms that tend
to verify existing results since an accurate filtering algorithm is needed to
apply the control scheme.
Extended Kalman Filter with deterministic dynamics
The nonlinearities of the dynamical system make it very difficult to estimate.
One of the few papers that deal with vortex state estimation claims to use
extended Kalman filter and produce an error that tends to zero [24]. We
want to verify this result by following the same procedure in order to apply
the same algorithm for the control part.
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An important point to note is that [24] used a real event simulated in the
deterministic case and was applied with only one tracer. Both vortices and
tracer did not have noise involved in their dynamics. We now have noise-
free observation generated by one simulation of the system. We applied
two versions of this filtering algorithm, where the the first version presented
follow the stated assumptions whereas in the second (in the next paragraph)
we choose to work with a noisy realization as in any filtering problem the true
signal is always noisy. Figure 4.3 below is the true signal generated ahead of
the filtering with different vortex strenghts (0.5 and 1).
Figure 4.3: True realization: two vortices (different strengths and one
tracer)
For the filtering step, we need an observation process driven by noise. For
this reason, an artificial noise has to be added to the signals. In addition, we
assume that we are able to track the tracers with a Global Positioning System.
This makes the noise in the measurements negligible. With this assumption,
this algorithm is called a Reduced Extended Kalman Filter (REKF). For the
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filtering step we now have,
X˙vortext = b(X
vortex
t ) + σXW˙
Y = X tracert
However, since the observations are noise-free, we cannot use them for the
filtering. To calculate the innovation in the extended Kalman filter, we will
have to take the derivative of Y to get
Y˙ = X˙ tracert
But X˙ tracert contains noise as it is given by the noisy tracer equations. This
allows us to carry out the usual EKF but using the derivative of the obser-
vation in the innovation expression. In fact the observation term used in the
innovation is not Y but an increment of Y , or in discrete time Y˜k = Yk+1−Yk,
which is normally distributed given the vortex state.
Implementing this filtering scheme numerically with one tracer, we get in
fact an estimation error that goes to zero as predicted. Figures 4.4 and 4.5
illustrate the estimated position of both vortices as well as the estimation
error.
Figure 4.4: Vortex 1 and Vortex 2 estimates vs. true values
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Figure 4.5: Estimation error for Vortex1 and Vortex2
Extended Kalman Filter with random dynamics
After verifying the results found in [24], we would like to apply the same
procedure for a real event generated with random dynamics where the noise
is additive. The filtering was also carried with an additive noise and the
derivative of the position of the tracer was also taken as the innovation.
These relaxed assumptions are more common to the filtering audience.
The true signal is plotted in Figure 4.6. As expected, both trajectories of
the vortices and tracers are noisy.
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Figure 4.6: True signal with noisy dynamics (Vortex 1, Vortex 2 and Tracer)
We get similar results to the previous algorithm however this time the error
is not zero, yet fluctuating near zero with a very small amplitude.
Figures 4.7, 4.8 and 4.9 show the mean values of both vortices position as
well as the estimation error in Figure 4.10.
Figure 4.7: Vortex 1 and Vortex 2 estimates vs. true values
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Figure 4.8: Vortex 1 estimates vs. true values
Figure 4.9: Vortex 2 estimates vs. true values
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Figure 4.10: Vortex 1 and Vortex 2 estimation errors
Particle Filter
Extended Kalman filter gives a good estimate of the vortex position. How-
ever, we can still capture the nonlinearities of the system and relax the as-
sumption on the form of the prior and posterior distribution. This is where
particle filters come in handy since we can not only have and estimated state
but also a particles representation of the posterior distribution that is not
necessarily Gaussian.
As the system is nonlinear, we wanted to see the results produced by a fil-
ter more commonly applicable to nonlinear systems that does not require a
linearization neither the Jacobian of the system that happens to be quite
complicated given the high degree of nonlinearities in the flow dynamics. In
addition, particle filtering allows us to avoid taking the derivative of the ob-
servation vector in order to have a well defined Riccatti equation.
The real case is simulated using stochastic dynamics, in fact the same as in
the previous section and shown in Figure 4.3. The particles represent the
vortex position: {Xpt }Nsp=1 and the weights are updated using the observation
vector, which is nothing but the tracer dynamics but in a hybrid way. Indeed,
we calculate the tracer position that is created by the particle p using the
previous ”real” observation since it is available to us. Discretizing the tracer
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dynamics leads to:
Yk = Yk−1 + h(Xk−1, Yk−1)∆t+ σY
√
∆t∆V
In order to obtain the observation created by the particle p, we compute:
Y pk = Yk−1 + h(X
p
k−1, Yk−1)∆t+ σY
√
∆t∆V
and the weights update would be based on Yk − Y pk .
The results of the simulations are given in Figures 4.11, 4.12, 4.13 and 4.14
and we obtain a good estimate that seems to be more accurate than the one
found in [2].
Figure 4.11: Vortex 1 and Vortex 2 estimates vs. true values
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Figure 4.12: Vortex 1 estimate vs. true value
Figure 4.13: Vortex 1 estimate vs. true value
60
Figure 4.14: Estimation Error in Vortex 1 and Vortex 2
Ensemble Kalman Filter
A good compromise between Extended Kalman filter and Particle filter is
the Ensemble Kalman filter (EnKF). The reader is referred to [22] for fur-
ther details on the algorithm steps. The general idea is to represent the
conditional state distribution by an ensemble of particles and assume that
this distribution is gaussian and obtain its mean and variance by taking the
mean and the variance of the position of the particles. We apply the EnKF
to the realization of 4.3. The results are shown is Figure 4.15, 4.16, 4.17 and
4.18.
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Figure 4.15: Vortex 1 and Vortex 2 estimates vs. true values
Figure 4.16: Vortex 1 estimates vs. true values
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Figure 4.17: Vortex 1 estimates vs. true values
Figure 4.18: Vortex 1 estimates vs. true values
In the following we show how to get the control variable u in order to
satisfy our objective to collect useful information. We will define what we
mean by ”useful” and design a cost function that takes into account the state
vectors as well as a measure of information.
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4.3 Information Theory Based Control
4.3.1 Information Theory Background
Some background on information theory is needed to fully understand why
this brings very powerful tools to probability theory and control theory. As
we saw in equation (4.3), the only missing parameter is the prescribed cen-
ter. We want that prescribed center to be the one containing the most useful
information in the two dimensional space at the time of the measurement.
However, since we are trying to determine that location before actually get-
ting the measurement, we will look for the location in the space that is
expected to give the best information. How to quantify the amount of infor-
mation present in a certain location? How to compare it with information
from another location? How to measure the uncertainty in a certain state
variable? etc, are all questions that information theory can answer. Let us
first start by stating definitions of important information theory measure.
Definition 4.3.1. Entropy (Shannon Entropy) Physically, the entropy
measures the uncertainty in the outcome of an experiment. It also quantifies
the average amount of information needed to describe a random variable. We
define the entropy H as measure of a set of probabilities P = (p1, p2, · · · , pn)
for all possible events and it is given by [27]:
H(P ) = −
n∑
i=1
pilog(pi) if discrete
H(P ) = −
∫
x
p(x)log(p(x)) if continuous
for example, for a n-dimensional normal distribution p = N(µ,Σ), H =
1
2
log((2pie)n|Σ|).
Next, we define the divergence between two probability densities. We can
think about it as a distance in the probability space even though it is not
symmetric and does not satisfy the triangular inequality.
Definition 4.3.2. Kullback Leibler Divergence It is the most used di-
vergence in information theory since it has a very nice expression and appears
naturally in multiple problems. The Kullback Leibler measures the difference
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between two densities p and q. In other words, it is the error made in assum-
ing a certain distribution q on a random variable when the true distribution
is p. Mathematically it is given by,
D[p||q] =
∑
x
p(x)log
(
p(x)
q(x)
)
The last very important quantity that we shall define is the Information
Gain.
Definition 4.3.3. Information Gain (Mutual Information) It repre-
sents the reduction of entropy in one random variable due to another random
variable. It also measures the dependence between two random variables.
I(X;Y ) = H(X)−H(X|Y )
4.3.2 Control Objective and Cost Function
For the control problem, the objective is to take the measurement that max-
imizes the amount of information that we expect to have on the vortices
state. Since the measurements are equivalent to the tracer position, we can
state this objective differently by seeking the position in the space that will
contain the best information and will reduce the amount of uncertainty that
we have on the state random variable, i.e., the vortex position.
From a filtering point of view, we translate this objective by maximizing
some sort of distance between the prior and posterior densities. This dis-
tance is dependent on the future observation that we aim to make optimal.
This observation is not available yet hence it needs to be averaged out.
We can now define mathematically this cost function using Section 4.3.1 as
follows,
J [uk−1] =
∫
Zk+1
D[p(Xk|Zk+1, uk−1)||p(Xk|Zk)]p(Zk+1|Zk, uk−1)dZk+1 (4.18)
The control that we will apply is the one that maximizes J .
We want to maximize the distance between the prior and posterior density
and average it over all possible observations at the next time step. Indeed,
the Kullback Leibler distance is an integral over the vortex state. Hence in
65
D[p(Xk|Z0:k+1, uk−1)||p(Xk|Z0:k)], Zk+1 is unknown since it is not received
yet.
Some manipulations on (4.18) lead to,
J [uk−1] =
∫
Zk+1
D[p(Xk|Zk+1, uk−1)||p(Xk|Zk)]p(Zk+1|Zk, uk−1)dZk+1
=
∫
Zk+1
(∫
Xk
p(Xk|Zk+1, uk−1)log
(
p(Xk|Zk+1, uk−1)
p(Xk|Zk)
)
dXk
)
× p(Zk+1|Zk, uk−1)dZk+1
=
∫
Zk+1
∫
Xk
p(Xk, Zk+1|Zk, uk−1)
p(Zk+1|Zk, uk−1) log
(
p(Xk, Zk+1|Zk, uk−1)
p(Zk+1|Zk, uk−1)p(Xk|Zk)
)
× p(Zk+1|Zk, uk−1)dXkdZk+1
=
∫
Zk+1
∫
Xk
p(Xk, Zk+1|Zk, uk−1)log
(
p(Xk, Zk+1|Zk, uk−1)
p(Zk+1|Zk, uk−1)p(Xk|Zk)
)
× dXkdZk+1
= I[p(Xk|Zk+1, uk−1)||p(Xk|Zk)]
= I(Xk;Xk|Zk+1) (4.19)
This explains why we are looking for the value of u that maximizes J so that
the expected measurement at the next time step reduces the uncertainty on
X since the Information Gain quantifies the reduction in entropy.
Furthermore, given the definition of the information gain, maximizing (4.19)
is equivalent to minimizing the conditional entropy.
From an analytical point of view, the densities involved in the cost function
cannot be obtained explicitly due to the double integral. Also, even if we
take the derivative and equate it to zero then try to solve for the control, it
would be impossible to extract u analytically.
To obtain an approximations on the control needed to steer the tracer, a
possible solution is to work with linearized equations in the optimization
step. In this case, we know that the posterior distribution is gaussian with
mean and covariance given by the Kalman filter. Furthermore, we recall that
our objective is equivalent to minimizing the conditional entropy, which is
also equivalent to minimizing the determinant or the covariance matrix of
the posterior distribution in the case of a linear system. We will make use
of the Extended Kalman filter where the covariance is given by the Riccati
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equation. In this case, the observation equation will be taken as
Yk = Zk − Zk−1 (4.20)
On the other hand, we linearize the equations of motion around the previous
expected value of the vortex position which is a known value to us at the
current time step.
A very important point to note is that the linear system is only used when the
control parameter is determined. After this step, we will use the nonlinear
form of the drift and sensor function as well as the control determined by the
linear set up.
We will do the following analysis in discrete time as it is much more straight
forward to think in terms of time steps. The system equations will be:
Xk = Xk−1 + ∆t(Fk−1Xk−1) + σX∆Wk
Yk = ∆t(Hk−1Xk−1 + uk−1) + σY ∆Vk (4.21)
where Fk−1 =
∂f
∂X
∣∣∣∣
Xˆk−1
and Hk−1 = ∂h∂X
∣∣∣∣
Xˆk−1,yk−1
.
The first control strategy that one can think of is linear feedback control.
In the case of a linear system with white gaussian noise, the cost function
(4.19) is given by:
I[Xk|Y ck ] = H(Xk)−H(Xk|Y ck ) (4.22)
We insist on the fact that the control is contained in the observation Yk by
adding the superscript c. Now recall the REKF equations:
xˆk|k−1 = b(xˆk−1|k−1, uk−1)
Pk|k−1 = Fk−1Pk−1|k−1F Tk−1 +Qk−1
y˜k = yk − h(xˆk|k−1)
Sk = HkPk|k−1HTk +Rk
Kk = Pk|k−1HTk S
−1
k
xˆk|k = xˆk|k−1 +Kky˜k
Pk|k = (I −KkHk)Pk|k−1
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where Qk and Rk are the covariances of the noise in the state and observation
equation, respectively.
In this case, we can write (4.22) as:
I[Xk;Yk] =
1
2
log((2pie)4|Pk|k−1|)− 1
2
log((2pie)4|Pk|k|) (4.23)
If we had a linear feedback control, (4.21) becomes:
Yk = ∆t(Hk−1Xk−1 + CXk−1) + σY ∆Vk (4.24)
Writing uk−1 = CXk−1 would not make sense since we do not have the value
of Xk−1 but only its expected value. The tracer only knows the matrix H
hence C has to be proportional to H. Let us write the feedback control
parameter as
C = ΘH (4.25)
The observation equation (4.24) can be written as
Yk = ∆t((Hk−1 + Θk−1Hk−1)Xk−1) + σY ∆Vk (4.26)
= ∆t(I + Θk−1)Hk−1Xk−1 + σY ∆Vk (4.27)
Since we do not impose any restriction on Θ, let us define Θ˜ = I + Θ and
Θ˜H can actually be any matrix of adequate size.
Now, we would like to determine C such that (4.23) is maximized. This is
equivalent to finding C that minimizes log((2pie)4|Pk|k|).
Re-writing the filter equations depending on the control, we have:
Xˆk|k−1 = b(Xˆk−1|k−1, uk−1)
Pk|k−1 = Fk−1Pk−1|k−1F Tk−1 +Qk−1
y˜k = yk − h(Xˆk|k−1)
Sk = Θ˜kHkPk|k−1HTk Θ˜
T
k +Rk
Kk = Pk|k−1HTk Θ˜
T
k S
−1
k
xˆk|k = xˆk|k−1 +Kky˜k
Pk|k = (I −KkΘ˜kHk)Pk|k−1.
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On the other hand, we can translate this algorithm in continuous time since
in a real system, the dynamics would be continuous. The Extended Kalman
filter in continuous time is,
dXˆ
dt
= FtXˆt +Kt(Yt − Θ˜tHtXˆt) (4.28)
Kt = PtH
T
t Θ˜
T
t R
−1 (4.29)
dP
dt
= FtPt + PtF
T
t +Q−KtRKTt (4.30)
We simulate (4.30) using an Euler scheme we have a propagation equation
for the covariance matrix that can be written as:
Pk = Pk−1 + ∆t(Fk−1Pk−1 + Pk−1F Tk−1 +Q−Kk−1RKTk−1) (4.31)
= Pk−1 + ∆t(Fk−1Pk−1 + Pk−1F Tk−1 +Q−Kk−1RKTk−1) (4.32)
To summarize this set up, maximizing the information gain between the
prior and posterior is equivalent to finding Θ˜ such that
Θ˜ = argmin
Θ˜
log((2pie)4|Pk(Θ˜)|) (4.33)
4.4 Results
Every result obtained used the control algorithm will be compared to an
estimation using the REKF without control.
For a a certain realization, the REKF gives the following results where
(4.19) represents the estimation of both coordinates of Vortex 1, (4.20) the
estimation of both coordinates of Vortex 2 and (4.21) the estimation error of
both vortices.
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Figure 4.19: Vortex 1 estimates vs. true values
Figure 4.20: Vortex 2 estimates vs. true values
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Figure 4.21: Estimation Error for Vortex 1 and Vortex 2
The total average estimation error in this case is 52%. This value is the sum
of the relative error in the estimation of Vortex 1 and Vortex 2. Even though
there is not a lot of room for improvement, the results of our algorithm below
show a reduction in the relative total average error as well as a reduction
in the uncertainty that governs the vortex state through a reduction in its
entropy.
Figure 4.22: Vortex 1 estimates w/ control vs. true values
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Figure 4.23: Vortex 2 estimates w/ control vs. true values
Figure 4.24: Estimation Error w/ control for Vortex 1 and Vortex 2
The figure below compares the entropy H(X|Y ) for the estimation with
and without control. We had to impose a threshold on the entropy with con-
trol: the optimization step is performed at each time step of the integration
and it happens that the control parameters are non zero for each evaluation.
This can lead to a control variable that dominates the dynamics of the tracer
and the steering command may not be feasible in one time step.
The average total estimation error drops to 42% in this case and the reduction
in error is 10%.
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Figure 4.25: Entropy comparison
These simulations were performed with a covariance noise of σ = 0.001 and
control parameter evaluated at each time step. Hence to check the robustness
of our algorithm with respect to the noise amplitude as well as the initial
covariance, we carry the simulation again this time a noise covariance of
σ = 0.005. We obtain results very similar to the ones above. The estimation
is very accurate and we realize a significant reduction in the conditional
entropy. The figures below show the realizations used as well as a comparison
of the estimation when the control algorithm is used and not used.
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Figure 4.26: Vortex 1 estimates (σ = 0.005) vs. true values
Figure 4.27: Vortex 2 estimates (σ = 0.005) vs. true values
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Figure 4.28: Estimation error for σ = 0.005 (w/o control)
Applying the control we have,
Figure 4.29: Vortex 1 estimates w/ control (σ = 0.005) vs. true values
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Figure 4.30: Vortex 2 estimates w/ control (σ = 0.005) vs. true values
Figure 4.31: Estimations errors w/ control for σ = 0.005
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Figure 4.32: Entropy comparison for σ = 0.005
The improvement in the estimation accuracy is not clear from the plots
given small value of the error when no control is applied. However, comput-
ing its total relative average show a reduction of 12% in the estimation error.
During the simulations, we also encountered the case where the initial
conditions led to a divergence in the filtering without control. The initial
condition was in the non-observable subspace. Figures 4.33, 4.34 and 4.35
are for estimation without control where we clearly see that the REKF fails
to estimate the vortex state when the noise covariance is high, ie. σ = 0.005.
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Figure 4.33: Vortex 1 estimates w/o control (σ = 0.005) vs. true values
Figure 4.34: Vortex 2 estimates w/o control (σ = 0.005) vs. true values
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Figure 4.35: Estimation error w/ control (σ = 0.005)
The filtering performed with our control scheme, succeed in the estimation
and it tracks with a low error the true state. Figures 4.36, 4.37 and 4.38 show
the filtering performance with control.
Figure 4.36: Vortex 1 estimates w/ control (σ = 0.005) vs. true values
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Figure 4.37: Vortex 2 estimates w/ control (σ = 0.005) vs. true values
Figure 4.38: Estimation error w/ control (σ = 0.005)
The entropy stays under control as well and does not blow up as shown in
Figure 4.39.
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Figure 4.39: Entropy comparison w/ control (σ = 0.005)
4.4.1 Results Validation
To verify these results, we perform a statistical study by running the algo-
rithm multiple times. Indeed, we run 40 realizations and perform the esti-
mation with and without control 40 times for each realization. The tables
below contain the average error as well as the average entropy for both cases
with and without control. The columns ”Relevant Experiments” represents
the number of experiments that were used in the average where we drop the
experiments that blow up.
On average, the error for the estimation with control is smaller by 6.6 %
and the Entropy is smaller by 4 units.
On average, our algorithm performs better than a standard REKF. Fur-
thermore, it is more robust to ”wild” initial conditions that can make the
estimation blow up or inaccurate enough.
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Table 4.1: Average Error and Relevant Experiments for σ = .001
Average Relevant Average Relevant
Error C % Experiments C Error % Experiments
0.21058 40 0.27851 40
0.22299 38 0.28964 39
0.20289 37 0.28382 40
0.20704 39 0.27536 39
0.23998 38 0.29236 40
0.20814 35 0.26278 40
0.215 40 0.28585 40
0.20906 36 0.29131 39
0.22658 40 0.295 40
0.20628 39 0.27802 40
0.20659 40 0.28533 40
0.21911 38 0.28108 39
0.20889 39 0.28323 37
0.21651 36 0.27405 40
0.22805 36 0.3121 40
0.21754 38 0.29855 38
0.2295 38 0.28876 40
0.2197 39 0.27676 40
0.22406 38 0.29443 40
0.21397 40 0.2786 39
0.22019 40 0.28204 40
0.22481 38 0.28942 40
0.21981 40 0.2804 40
0.21327 40 0.28718 39
0.21596 37 0.27074 40
0.22988 39 0.31762 40
0.22152 40 0.28307 40
0.20855 40 0.27158 40
0.22453 39 0.28054 40
0.22557 38 0.29335 38
0.20887 38 0.27334 40
0.23937 39 0.28729 39
0.2284 39 0.29024 40
0.20808 40 0.27014 39
0.21947 40 0.27888 39
0.21073 40 0.27336 40
0.1998 38 0.26704 40
0.2285 39 0.3043 39
0.21075 40 0.27924 40
0.21973 38 0.28986 39
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Table 4.2: Average Entropy and Relevant Experiments for σ = .001
Average Relevant Average Relevant
Entropy C % Experiments C Entropy % Experiments
-12.656 40 -8.7471 40
-12.294 40 -8.5085 40
-12.091 40 -8.6406 40
-12.361 40 -7.0734 40
-12.237 40 -8.8276 40
-11.709 40 -8.5234 40
-12.672 40 -8.6205 40
-11.895 40 -7.2191 40
-12.654 40 -8.6979 40
-12.425 40 -8.8271 40
-12.658 40 -8.6979 40
-11.607 40 -8.7244 40
-12.38 40 -6.1113 40
-11.967 40 -8.7362 40
-11.86 40 -8.8551 40
-11.994 40 -7.0829 40
-12.136 40 -8.8584 40
-12.668 40 -8.8138 40
-12.02 40 -8.8175 40
-12.664 40 -7.7197 40
-12.677 40 -8.817 40
-12.11 40 -8.6554 40
-12.656 40 -8.8393 40
-12.664 40 -7.4851 40
-11.78 40 -8.7026 40
-12.385 40 -8.7524 40
-12.664 40 -9.0714 40
-12.669 40 -8.6983 40
-12.329 40 -8.8179 40
-12.09 40 -6.7133 40
-12.143 40 -8.8436 40
-12.35 40 -7.9954 40
-12.319 40 -8.9375 40
-12.67 40 -7.2366 40
-12.662 40 -7.541 40
-12.647 40 -8.87 40
-12.056 40 -8.6676 40
-12.401 40 -8.654 40
-12.651 40 -8.7118 40
-12.303 40 -8.6752 40
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CHAPTER 5
CONCLUSION
The purpose of this thesis was to introduce a novel data assimilation method
that blends classical filtering algorithms and a controlled platform of sensors.
The control objective was to steer this platform to information rich locations
in the space. Chapter 2 presented the system to which we applied the said
algorithm. We derived the equations of motion of a flowfield formed by N
vortices observed by a set of UAVs. This system will be the foundation of
this thesis. In order to control the UAVs in this flowfield, we proved that
this system is controllable in Chapter 3. We proved that the deterministic
nonlinear system formed by two vortices and with one then two tracers is
controllable. This is the transition to Chapter 4 where the actual design of
the control algorithm is developed now that we proved that such an algorithm
can be implemented. Information rich location shall be taken in the sense
of looking for the location in the space that, if the measurement is taken
at that location, the entropy of the underlying random variable is reduced.
The results were as expected where the conditional entropy is reduced when
compared to the entropy of the vortex state without control. Furthermore, we
encountered particular cases where the filtering algorithms without control
diverge while the control brings back the data assimilation on the right path
and the filtered signal tracks the real signal with minimal error.
One can use these results to improve current sensing systems. Indeed, the
amount of data collected daily from observed systems is huge and getting out
of control hence reducing the amount of information measured can be useful
in this sense.
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