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Abstract.
This thesis presents two separate applications of ionising radiation in Civil 
Engineering. The first is an investigation to determine the cement content of 
concrete using y-rays from the naturally occurring isotopes ^^^Th and their 
decay chains as well as Two sets of equations are derived and discussed. 
Spectra from cement, aggregate and concrete samples were made and the 
useful full energy peaks from the above sources identified. Two concrete 
samples were prepared using the same cement, but, containing two different 
aggregates: a granite based aggregate and a flint based aggregate. A third 
concrete sample was then prepared where the cement content was not initially 
known. Data from the first two tests was then used to determine the mass of 
cement used in the blind test. A great deal of valuable information has also 
been accrued concerning the interaction of statistical errors in the equations for 
the prediction of cement content. Spectra from four different cements were 
collected at regular intervals over a 24 month period and the variation in the 
activity of each cement over this period is discussed.
The second section of this work presents an imaging technique that uses pair 
production annihilation photons to examine the state of steel reinforcement in 
concrete structures. Computer simulations along with experimental work have 
been used. The experimental work used a ^^®Ra needle as a photon source as 
it provided a range of y-rays with energies over the pair production threshold of 
1022keV. A 31mm re-bar with 30mm of concrete cover was successfully 
located during the experimental work. The data collected from the computer 
simulations has shown that the geometry and the material between the photon 
source, re-bar and detector is of great importance.
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Determining the Cement Content of Concrete.
1. introduction.
Concrete has been a very important building material throughout this century. 
During the construction boom of the 1960’s it was used extensively in the 
construction of buildings, roads and bridges. It therefore forms an important 
part of almost all of our lives as most of us benefit from it on a daily basis. 
Concrete can be a very cost effective building material, provided the concrete 
used is appropriate for the task in hand and is of a high quality. For concrete to 
be of a high quality it must have the correct composition. The main components 
of concrete are cement, aggregate and water. Other compounds called 
admixtures are often included to give the concrete specific properties. The way 
in which these components are mixed and the proportions used is know as mix 
design. Although in principle it is a very simple idea to mix three or four things 
together it has been found to be a very complex subject. Ed. Bresler (1974) 
provides a introduction to the subject of mix design. For this present work the 
details of mix design are overlooked as determining the cement content of 
fresh concrete is important whatever the composition of the concrete. Only 
cement, aggregate and water are considered as these are the major 
components in concrete and the only three that are always present.
For a construction that is suitable for a simple concrete all that is required for 
the concrete not to fail is that the three constituents should be mixed well in the 
correct proportions and the fresh concrete treated in an appropriate way. Good 
mixing ensures that the aggregate is dispersed evenly throughout the cement 
paste. This in turn ensures that the physical properties of the concrete whether 
it be a column, beam or slab, are the same throughout the whole volume. 
Clearly one of the most important physical properties of concrete is its strength. 
The strength of a concrete depends primarily on two things ; the degree of 
compaction and the water to cement ratio (Neville 1995). If a concrete is not 
fully compacted then it will contain air voids. These voids weaken the structure
and are therefore undesirable. They are avoided by following good working 
practice when the fresh concrete is used. The water to cement ratio of fresh 
concrete is controlled entirely by how much of the two compounds are included 
in a mix. This is therefore the responsibility of the person mixing the concrete. 
The concrete, however, may not be mixed at the building site, in fact it will often 
be mixed by a company that is totally independent of the building contractor. 
These Ready Mix companies that supply fresh concrete to building sites mix 
huge quantities of concrete on a daily basis. As such it is not mixed by hand. 
Instead it is mixed by computer controlled mixers. This means that the mix 
proportions of the components can be controlled very accurately. The 
computers that control the mixes can then provide print outs of the mix 
proportions with each batch of fresh concrete. This system, however, is open to 
abuse as pointed out in The New Civil Engineer (Parker 1997) where It was 
disclosed that the fraud squad had taken an interest in some Ready Mix 
companies for purposely mixing the wrong concrete and providing the building 
contractor with false records of the mixes provided. It may be thought that little 
could be gained by this, but, as cement is approximately 3^  ^ times more 
expensive than aggregate even if a 1 % saving can be made on the amount of 
cement that is put into the mix the Ready Mix provider stands to make a much 
larger profit than he would have done by providing the correct mix.
To ensure the correct concrete is used the building contractor must be able to 
test it on site and calculate the water to cement ratio. For a given water content 
the water to cement ratio is controlled by the cement content. The British 
Standards Institute has recently released a document that details five different 
methods for determining the cement content of fresh concrete (BSI 1997) these 
are discussed in §2. These tests, however, are only required to be reliable to 
± 1 0 % which means there is room for improvement.
Actual prices quoted by Jewson Ltd, Walnut Tree Close, Guildford. 28.10.98 were 
25kg Blue Circle OPC : £2.30.
40kg Gravel &  Sand Mix 20mm : £1.50.
1 tonne Gravel &  Sand Mix : £25.40.
As the title of this section of the thesis says this project was directed at using 
natural radiation to determine the cement content of concrete. All materials 
used in making concrete are naturally radioactive to varying degrees. The 
radioactivity is mainly caused by the presence of the very long lived elements 
uranium-238 thorium-232 (^^^Th) and their associated decay chains (see 
appendix A) and potassium-40 ("^ °K). The abundance of these decay sequence 
elements and is dependent on the rock type and formation from which the 
concrete constituents are taken. None of the radioactive materials are present 
in such quantities as to be dangerous. Sandstone and limestone commonly 
have relatively low radioactive concentrations whereas granite has a relatively 
high concentration (NRPB 1994, Martin & Hobison 1993). Differences in 
radioactivity are seen not only between aggregate and cement, but, also 
between cements produced in different locations and between aggregates 
quarried in different locations.
The radiation that was used in this work was gamma radiation. When the 
nucleus of an atom makes a transition from a higher to a lower quantum state 
energy is released in the form of photons, these photons are called gamma- 
rays. Only radioactive isotopes emit gamma-rays and because of the origins of 
the gamma-rays their energies are indicative of specific isotopes. Some 
isotopes such as bismuth-214 (^ "^^ Bi) emit a large number of different energy 
gamma-rays. Others such as radium-228 (^^®Ra) are monoenergetic gamma- 
ray sources. By detecting these gamma-rays and determining their energies, 
the quantities of different radioactive elements in a compound can be 
determined. As each component of concrete contains slightly different amounts 
of each of the radioactive isotopes the amount of each component in the 
concrete can in principle be determined.
2. Literature Review.
Since 1929 determining the cement content of concrete has been of interest to 
engineers (Griesenauer 1929). A wide variety of methods have been 
investigated and some brought together as British Standards. BS 1881 part 128 
(BSI 1997) contains the three presently accepted test methods for analysing 
fresh concrete. In America ASTM^^ C l078 (ASTM 1987) covers the 
determination of cement content of fresh concrete. This document contains 
only two methods “Manual Volumetric Titration" and “Instrumental 
Fluorometric Determination". Neither of these can be used if the aggregates or 
admixtures have significant amounts of calcium ions in them.
Presented here are a number of methods used to determine the cement 
content of concrete. Some are well known and have previously been British 
Standards, whilst others are more novel or still in the developmental stage.
2.1 British Standard Testing Methods.
This section contains five different test methods for determining the cement 
content of fresh concrete. The Buoyancy Method, Pressure Filter Method and 
the Constant Volume Method are all in the new British Standard concerned with 
analysing fresh concrete (BSI 1997). Two further methods are discussed in this 
section (Chemical Method and Physical Separation Method), but are not 
included in BS 1881 part 128 (BSI 1997). They are discussed here because 
they are both well known quite note worthy.
A STM  = American Society for Testing and Materials.
2.1.1 The Buoyancy Method (b s i 1976).
A 5kg sample of the fresh concrete is first weighed in air then in water, it is then 
washed over a nest of sieves. This separates out the aggregate from the fines 
(defined here as those particles passing a 150|.im test sieve). The washed 
aggregate is then weighed in water. The cement mass is derived from the 
difference in the apparent mass of the fresh concrete in water and the apparent 
mass of the aggregate in water. The largest source of error in this method is 
from air being trapped in the material when it is weighed under water. It is also 
quite a slow test method requiring up to 2 hours. It is claimed (BSI 1976) to 
have an accuracy ± 8 % of the cement content.
2.1.2 The Chemical Method (GLC method) (Williamson 1985).
Originally developed by the Greater London Council a 1kg sample of fresh 
concrete is weighed and washed over a nest of sieves into a fixed volume of 
water In this test the fines are defined as those particles passing a 300|am 
sieve. A sub-sample of the suspension of cement fines is then treated with 
nitric acid and the concentration of calcium is determined using a flame 
photometer. It is important here that the fines contain no calcareous material. 
The time taken for this test method is 15-20 minutes. Three tests are usually 
required to reduce the sampling errors (BRMCA 1976). This method relies on 
two assumptions :
i. The calcium content of cement does not vary.
ii. Cement can be dispersed in water and held in suspension so that a 
representative sample can be obtained (eds. Dhir & Jones 1994). Advances in 
this basic analysis method are discussed in (Kelly & Vail 1968). For further
detail references Griesenauer (1929) and Kelly & Vail (1968) should be referred 
to.
2.1.3 The Constant Volume Method (Forresterera/1974).
This method, first reported by the Cement and Concrete association (now the 
British Cement Association, BCA) in 1974, employs a Rapid Analysis Machine 
(RAM). A known mass of concrete is passed into an élutriation column where 
an upward flow of water separates material passing a 600|im sieve. A part of 
this slurry is then vibrated on a 150|.im sieve, then flocculated and transferred 
to a constant volume vessel. This material is then weighed and the cement 
content is obtained using a calibration chart. A review of the performance of the 
RAM is presented by Dhir et a l (1982). Dhir et al said that the RAM produces 
repeatable results better than the then current BS 1881 test for analysis of 
fresh concrete. A caveat that the RAM must be kept in good order and a 
trained person should operate it were also added.
2.1.4 The Physical Separation Method (Kenny n.d. cited by eds.
Dhir & Jones 1994).
Developed at John Laing Research & Development Ltd this test requires a 
4.5kg concrete sample to be weighed and washed through a vibrating nest of 
sieves to separate particles passing a 212pm sieve. The washings are sub­
sampled automatically and the solids flocculated, collected and dried. The fines 
are then centrifuged in a liquid called Bromoform. Bromoform has a relative 
density between that of cement and typical aggregate.
2.1.5 The Pressure Filter Method (Sandberg method)
(Baveija 1970).
Developed at Messrs Sandberg a 2kg sample of concrete is weighed and 
washed with a similar mass of water through a nest of sieves (down to 150pm). 
The fines are then filtered under pressure. After filtration the material left on the 
sieve and the filter paper are dried and weighed when cool. It is this mass that 
is taken to be the cement content of the sample. The total time required for this 
method of analysis is 90 minutes (eds. Dhir & Jones 1994).
2.1.6 Sources of error in present test methods.
When each of these test is performed a calibration test is required. Each 
calibration test should be tailored to the specific materials being used. In each 
of these test methods three allowances must be made.
i. Small amounts of aggregate passing the finest sieves.
ii. Cement loss in the sieves.
iii. Cement solubility.
All of these can be allowed for in calibration tests. If the period allowed for the 
fines to dry is not long enough, however, the mass of the cement recorded will 
be greater than the actual mass of cement in the sample. This is an error which 
can only be removed by good working practice . Each of these methods also 
requires a skilled technician to perform the testing. This obviously increases the 
cost of testing the fresh concrete. Some of the tests also require more than an 
hour to complete, this is another increase to the cost of providing fresh 
concrete.
2.2 Development methods.
The British Standard BS 549 (BSI 1976) includes the following requirement :
“Any method of analysis of fresh concrete, that is used to estimate 
the cement content or the mix proportions, shall be capable of 
determining the mix proportions to an accuracy of ± 1 0 % of the true 
value with a confidence of 95%. This error shall include any errors 
due to sampling.”
(BSI 1976 Clause 15.3)
It has, however, been reported that even the most reliable test methods for 
assessing the cement content of concrete only have an accuracy of about 15% 
(BCA 1995). Whether the 10%, 15% or even the 8 % limit of accuracy claimed 
for the buoyancy test is to be believed there are no existing tests that can 
reliably prove or disprove compliance to a specified cement content.
As there is scope for improvement in the accuracy of assessment of cement 
content of fresh concrete alternative methods occasionally prove to be at least 
theoretically viable. These methods each exploit a different physical or 
chemical property of fresh concrete. As yet none have been accepted as British 
Standard. Presented here are brief overviews of the more prominent 
assessment methods that have been researched. Where appropriate some 
reasoning as to why they may not have been fully accepted as standards has 
been included.
2.2.1 Heat Flow Method (Jardrijevic 1993).
Jardrijevic presents a method based on measuring the heat flow from test 
samples of fresh concrete. This method of determining the cement content of
concrete requires four 12.5kg samples to be placed in a constant temperature^^ 
water bath. Around each sample is wrapped a “heat flow indicator", from which 
the evolution of heat can be monitored. The nature of the “heat flow indicator” 
was not defined by Jardrijevic. According to Jardrijevic the quantity and 
intensity of the heat developed in each sample is dependent on the cement 
type and quality. Jardrijevic has tested this heat flow method over a wide range 
of cement contents (150kg.m‘  ^ - 450kg.m'^) and appears to be able to attain an 
accuracy of about ±3% cement content by mass. Jardrijevic also makes the 
points that this method does not require any potentially harmful, flammable or 
radioactive materials. It does, however, require at least 3 hours and possibly up 
to 72 hours to complete each test. As one of the main reasons for testing fresh 
concrete is to eliminate the problem of removing hardened concrete that has 
failed a compliance test this method presently requires too much time to be of 
great use.
2.2.2 Flotation Method (Nagele & Hllsdorf 1980).
The flotation method as described by Nagele & Hilsdorf (1980) is based on 
technology used to separate ore from gangue. It requires a concrete sample to 
be particulated into water. Substances known as collectors are then added to 
the suspension. The collectors react with certain parts of the concrete 
suspension making them hydrophobic. The hydrophobic particles in the 
suspension attach themselves to the air bubbles and float to the surface. The 
hydrophobic components can then be removed from the surface of the liquid. 
For this general principle to be applied to cement content of concrete the 
hydrophobic collector must attract only compounds found in either cement or 
aggregate. From the results presented by Nagele & Hilsdorf it would appear 
that the flotation tests they performed required only 15 minutes and given the 
correct collector most cement can be removed. Unfortunately Nagele & Hilsdorf 
have only applied the method to mortar samples and they make the point that
20 °C ±  0.5 °C or 27 °C ± 0.5 °C In tropical conditions.
particles over about 1mm in diameter do not float. This would therefore prove 
to be a problem when attempting to suspend a concrete sample containing any 
aggregate other than sand.
This work was published in 1980 and no further work concerning the flotation 
method as applied to determining the cement content of concrete has been 
found. It is therefore assumed that untenable difficulties were encountered in 
developing the application further.
2.2.3 Neutron Activation Anaiysis (NAA) method.
Over the past 40 years it would appear that NAA has been applied to cement 
content determination by three different groups. The first Covault & Poovey 
(1962) is a lengthy discussion of their work which concentrated on NAA of 
Calcium ('*^Ca(n,y)'^^Ca) using thermalised neutrons from a 1,000,000 volt Van 
de Graaff. Rather than cement content of concrete Covault & Poovey were 
interested in mixing quality i.e. how homogeneously the cement had been 
dispersed in the concrete matrix. This is another important factor in the strength 
of the concrete because if the cement is not evenly distributed the concrete will 
have weak spots which could lead to the failure of the structure. Covault & 
Poovey considered other elements commonly found in cement and aggregates 
and went as far as to list their properties with respect to NAA.
Iddings et al (1969) studied a range of different nuclear techniques for 
determining the cement content of concrete. Iddings et a l used thermalised 
neutrons produced by a heavy water reactor to follow up the '^®Ca(n,y)'^®Ca 
work by Covault & Poovey (1962). Iddings e ta l drew from and expanded on the 
work of Covault & Poovey not just looking at the activation of "*^Ca. All of the 
isotopes found in cementitious materials that could be activated have been 
considered. It appears that although Iddings e ta l were interested in the cement 
content of concrete the analysis of fresh concrete was only part of the work.
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Like Covault & Poovey cement distribution in a concrete matrix vyas also of 
great importance. This led Iddings et a l to analyse isotopes that have half-lives 
that are too long to be of use in the analysis of fresh concrete.
As the gamma-ray energies produced by "^ ®Ca are 3.084M eV and 4.072M eV  
large volumes of concrete can be inspected with this technique. The half-life of 
"^ ®Ca of only 8.72 minutes (ed. Lederer & Shirley 1978) which means once an 
inspection is complete the concrete would only require about an hour before it 
was no longer radioactive. One drawback, however, is that only 0.187%  of 
natural calcium is "^ ®Ca (ed. Lederer & Shirley 1978) and only about 10% of the 
cement mass is calcium. This means that to activate enough of the calcium in 
the concrete to make the gamma-rays detectable a neutron source with a large 
flux is required. This not only introduces a cost factor for the source itself and 
operating personnel, but also a safety one.
Iddings et a l (1969) did do some field trials and tried to determine the cement 
content of an actual road bed using a portable 14MeV neutron generator. They 
discovered, however, that the neutron generator was not “stable enough” to 
provide reproducible results. By this it is thought that the neutron flux from the 
generator was not consistent.
The other four methods studied by Iddings e ta l are listed below :
• Fast Neutron Activation of Silicon via the reaction ^®Si(n,p)^®AI
• Stable Tracer Analysis.
• Natural Radioactive Material Measurement (using p radiation).
•  Isotope Dilution.
The stable tracer analysis was again a neutron activation technique, but, this 
time a compound containing a known amount of an isotope not naturally found 
in cement or aggregate that could easily be activated was added to the cement.
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Iddings et al concluded that this method marking of the cement was possible, 
but, at the time was not economically viable.
The Natural Radioactive Material Measurements uses isotopes occurring 
naturally in sand from around the Louisiana area of the US. It is not clear what 
isotopes are considered however as those used in this present work (Uranium 
chain and Thorium chain isotopes) are the only two mentioned, but, it is said 
they are not present in the materials used. In this work samples of under 10g 
are used meaning again that at best the analysis done is of cement mortar and 
not concrete. It is also said that this is a very slow method and could only be of 
use in certain circumstances.
Isotope Dilution seems to be exactly the same as Stable Tracer Analysis. A 
different compound has been used from those considered in the Stable Tracer 
Analysis, but, the tracer is still added to the cement and it is still neutron 
activated. It is not at all clear why a distinction has been made between the two 
marking methods.
in the conclusion of this paper Iddings e ta l (1969) seems to favour the neutron 
activation methods (not using added tracers) and sees these as having the 
most potential for success. Other than what appears to have been a 
moderately unsuccessful field trial all the samples used in all the test have 
been very small which is not advantageous as far as turning these methods 
into industrial applications is concerned.
Iddings has been the primary author on a number of other papers (Iddings e ta l 
75a, 75b, 79) published all based on determination of cement content of 
concrete using ^^^Cf. These papers all seem to be based on the same work. It 
is claimed that using the ^®^ Cf source the cement content of a sample was 
determined to within ±5%.
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In 1975 a conference on Rapid Testing of Fresh Concrete was held in Illinois. 
Here Iddings et a l (1975b) presented much of their NAA work. At the same 
conference Howdyshell (1975) presented a “multiple signature concept" for 
determining the cement content of fresh concrete using NAA. Howdyshell 
presented the equation :
N,=Zjk, jCj
Where :
Ni =  Concentration of signature element “f  in the mix.
Cj = Concentration of constituent y” in the mix.
kij =  Concentration of signature element in constituent y \
Howdyshell used both ^^^Cf and Pu-Be as sources for both fast and 
thermalised neutrons. He suggested activating using the y-rays from hydrogen, 
calcium, silicon and carbon to determine the cement content. The tests he 
carried out were on 1 0 kg samples and only required 11 minutes each to obtain 
counting errors of less than 4%.
The main conclusion Howdyshell draws is that NAA is very difficult to employ to 
determine the cement content of fresh concrete because of the possible 
variability of water in a sample.
More recently Oliveira et al (1993) used NAA to determine the raw materials in 
cement. This is a much less ambitious project than determining the cement 
content of concrete as cement (compared to concrete) is much more 
homogeneous. It also contains considerable less hydrogen than fresh concrete 
as it has no water in it. Again Oliveria et al used a moderated ^^^Cf neutron 
source. Oliveria et a l found that NAA could be used to determine the Fe, Si, Ca 
and AI contents of concrete quite successfully. They also found that Nal(TI) 
detectors were suitable because the main y-ray emissions from these four 
neutron activated isotopes are well separated in energy. This is an important 
fact if industrial application of NAA are to be considered.
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NAA as applied to determining the cement content of concrete has the potential 
to advance very rapidly because much of the ground work has already been 
covered in other related fields of study. It is used in in-situ geochemical studies 
of bore-holes (Clayton et al 1983), determining ore contents of bulk materials 
(Evans e ta l 1982; Borsaru et a l 1983) and even investigating the deterioration 
of historical buildings (Evans e ta l 1986). Collaboration between and awareness 
of the work carried out by these related groups may mean that NAA could 
become a very important tool throughout the engineering world. However, it is 
not immediately relevant to obtaining the cement content of concrete.
2.2.4 X-ray fluorescence (XRF) method.
XRF occurs when inner shell electrons of an atom are knocked out of the atom. 
This can be done by high energy photons which are energetic enough to 
overcome the atomic binding energy. Once an inner shell vacancy has been 
created its orbit is filled by an outer shell electron. For an electron from a higher 
energy orbit to fill a lower orbit it must lose some of its energy. The energy is 
lost in form of a "fluorescent” or “characteristic” X-ray. The amount of energy 
lost is entirely dependent on the type of atom from which the electron has been 
removed. Typically characteristic X-rays range from 1.487keV (Al Kai) up to 
98.428keV (U K«i) (NELtd 1969). As the energies of all the fluorescent X-rays 
are characteristic of each atomic type XRF can be used to determine the 
atomic composition of a material.
Chinchon et a l (1994) have used XRF to determine the amounts of aluminium 
and iron in concrete made using aluminous cements. Aluminium is present in 
cement and some aggregates in the form of AI2O3. Iron is present in the form of 
Fe2Û 3 in cement and most aggregates. Historical records presented by 
Chinchon e ta l indicated that the aluminium and iron content of the cement they 
used did not change significantly over a number of years of production. This
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stability enabled Chinchon et a l to estimate the cement content of concrete. 
Many of their estimates of the cement content were accurate to within ±1%. 
The work done by Chinchon et a l is based on determining the cement content 
of hardened concrete. This is not the focus of this present work, but, the study 
by Chinchon et a l is worth mentioning as it may be possible to adapt their 
techniques to fresh concrete.
Despite this very impressive degree of accuracy there are several drawbacks 
with this analysis technique. XRF is not a simple analysis method and would 
require very skilled personnel. It is also based on sample sizes of no more than 
a few grams. This is because the low energy characteristic X-rays from 
aluminium and iron, necessarily restrict the analysis to the surface layers of the 
samples which might not be representative of the bulk characteristics. For an 
analysis method to be applied to cement content of large volumes of concrete it 
would require literally thousands of tests to be performed on each batch to 
ensure a representative estimate of the cement content were attained. This 
would require either a very fast test (i.e. a few seconds) or a large battery of 
test equipment. Either way the cost of the equipment is likely to become 
prohibitive for a practical application.
2.2.5 Photon beam attenuation methods ( la y io r ig s s ).
Taylor (1988) presented a method of determining cement content of concrete 
using an external multi-energy y-ray source. When a beam^^ of photons passes 
through matter it is attenuated. Some of the photons are scattered from the 
beam and some are completely absorbed by the matter. If the incident beam 
flux is known at a given distance from the source then the attenuation caused 
by a material in the beam path can be measured. For a source and detector 
with a narrow beam geometry the relationship between beam flux and detected 
flux can be represented by :
W hen the word beam is used it is in references to monoenergetic photons.
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Where :
lo = Beam intensity at detector with no attenuation.
/  = Beam intensity at detector after attenuation by sample.
ju(m,E) = Linear attenuation coefficient (LAC). This has two factors which 
govern its magnitude : the material the beam is interacting with 
and the energy of the photon beam. 
t = Distance beam travels through material.
For a beam passing though a composite material the above equation is 
expanded as follows :
I  =  Io> exp.-[jUl].t] + JU21.t2 + W
Where :
In m composite parts and at beam energy L
jLijj = LAC for composite part 1 at energy of beam L
ttn = Distance photons travel in composite part m.
For multiple beams (i.e. a multiple photon energy source) an equation of this 
form is required for each of the beam energies. The number of beams required 
to determine the cement content of concrete depends what prior knowledge of 
the concrete is available. If the LACs of the cement, water and aggregate are 
known then the cement content is determined by the fraction of the total 
thickness that the beams travel in the cement. With three unknowns (i.e. ti, 
and ts) three beam energies are required to obtain the cement content. This 
can be reduced to just two beams if the total distance through the concrete 
sample in question is known. Taylor (1988) used a source containing ^^^Eu and 
The large choice of energies this provided would allow the errors 
associated with using the minimum number of energies to be reduced. Taylor 
concentrated his effort on considering the components of concrete and claims 
some success in determining the cement content of mortar. He did not actually
16
test any concrete, but, in his summary he expected no difficulty in progressing 
to this final stage. This may be the case, but, concrete lacks homogeneity and 
as such may prove more difficult to work with than he thought.
Mitchell (1975) used a similar, yet considerably simpler photon beam 
attenuation technique. He adapted the use of a nuclear density gauge by 
replacing the usual ^^^Cs source with an source. The '^^ ^Am source
produces GOkeV photons which interact primarily via the photoelectric effect. 
The photoelectric is proportional to the fourth power of the atomic number (Z"^ ) 
so the number of photoelectric events in a sample is very dependent on the 
samples content. If two concrete samples are compared and one has a higher 
effective atomic number then the number of photons from the source that may 
be detected will be lower for the higher Z samples. The effective Z of concrete 
is only likely to be affected if one of the main elements (Si, Ca, O, AI or Fe) is 
present in a higher or lower fraction than usual. Mitchell estimated that the 
amount of calcium present would effect the absorption of the GOkeV photons 
the most. Calcium is the element often used in chemical and other physical 
methods of determining the cement content of concrete so this is probably why 
he focused on it. Mitchell’s objective was to determine the cement content of a 
sample to within ±5% of the “typical cement factor" which he claims to achieve. 
He also claims that the test only requires 2 minutes to be carried out.
A major flaw in this method is that Mitchell (1975) does not appear to consider 
is the energy of the '^^ ^Am photons. At 60keV they will only be able to penetrate 
a few centimetres of concrete meaning that unless the concrete is mixed 
homogeneously throughout a surface test of this nature will not be 
representative of the whole mass. He also neglects to mention that the 
concrete matrix consists of cement, sand and aggregate. It is entirely possible 
that if a single test were carried out a large piece of aggregate could be the 
only thing between the source and the detector. In which case an entirely 
unrepresentative count rate would be obtained. Taking these two points into 
consideration does not mean Mitchell’s methods will not work, but, it does imply
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a considerable amount of work would be required before this method could be 
seen as viable.
2.3 Natural y-radiation methods.
The use of natural radiation in determining the cement content of concrete is 
the subject of this present work. To the best knowledge of this author there 
have been three independent efforts to use natural radiation in determining the 
cement content of concrete. They will each be discussed separately at length in 
the following three sections. Once each study has been considered the 
methods in each will be compared.
2.3.1 Baro & Chinchon .
Bare and a number of his colleges first published their method for measuring 
natural radiation in construction materials in 1985 (Baro et al 1985). This paper 
is the foundation for work undertaken by Baro, Chinchon and a number of their 
colleagues over the following ten years. The purpose of the initial work was to 
identify the radioactivity levels of materials commonly used in and around 
Barcelona. A clear, but brief, experimental methodology was provided. ^®^ Eu is 
specified as the calibration source, but no justification of its choice is given. As 
it is the same source as used in this present work many of the reasons may be 
the same however.
At just 750cm^ (~1kg concrete) Baro et aVs (1985) test samples may be 
considered to be a little small. As with most experimental work, however, Baro 
was undoubtedly restricted by the apparatus available at the time.
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Baro et a l (1985) used fibreglass, gypsum and sand as calibration materials. 
Gypsum and sand were presumably chosen because they are similar in atomic 
composition, and therefore in their photon attenuation characteristics, to the 
building materials being studied. It is not clear why fibreglass was used, but, as 
it has a much lower bulk density than the other materials it may simply have 
been used to illustrate the effects of bulk density on absolute detection 
efficiency.
It was another three years before Baro published on the subject of natural 
radiation (Baro et a l 1988). In this paper the problem concerning the gaseous 
phase in both the ^^^Th and chains is raised. This potential source of error 
was dealt with by allowing each of the sealed test samples to stand for 3 weeks 
before testing. The period of 3 weeks was chosen as it is 5.5 times the half life 
of ^^^Rn (^^^Rn T% = 3.8 days). A period of this length is appropriate for a decay 
chain to reach secular equilibrium. The methodology used to obtain the sample 
activities is said to be identical to that that discussed by Baro e ta l (1985).
Baro identified four isotopes as the most useful in assessing the activity of a 
natural material. These isotopes are :
^^ ®Ac ^^^Th decay chain ^^ "^ Bi decay chain
^^ '^ Pb decay chain simple decay scheme
Baro’s choice of isotopes is commensurate with the theoretical and 
experimental findings of this present work. All four isotopes produce y-rays of 
relatively high yields. The high yield y-rays from the three decay chain isotopes 
are spread over the energy range 150keV - 2200keV. With the large number of 
y-ray energies available an accurate assessment of the source activity can be 
made.
In 1989 Chinchon, a collaborator of Baro’s, published the first paper concerning 
the use of natural radiation in determining cement content (Chinchon et al
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1989). This paper was presented as a method of identifying the fly ash content 
of cements and mortars, but, in a two part system the principle is the same. 
Again the methodology is identical to that found in Baro et a l (1985).
Chinchon et al (1989) relies on having prior knowledge of the activities of the 
individual components (i.e. fly ash and cement) to determine the ratio of the 
components in a blend. Provided the components of the blend can be obtained 
individually this is not a problem.
The activity of a two component blend is the weighted sum of the activities of
the two individual components. This was expressed mathematically by
Chinchon as :
Where :
C = a X ^ b Y . . . l a
C = Activity (Bq/kg) of blended sample.
X = Activity (Bq/kg) of component 1.
Y = Activity (Bq/kg) of component 2.
a = Fraction of component 1 in blend.
b -  Fraction of component 2 in blend.
It can also been seen that :
= I  . . .1 b
With these two equations the component fractions can be obtained. Having 
four isotopes allows the experimenter to check the activities obtained against 
each other, thus reducing errors. It also allows an average to be taken which 
should produce a more accurate result than if a single isotope were used.
Chinchon produced the results from eleven fly ash / cement blend tests. All 
reported an accuracy of at least +3%.
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2.3.2 Pakou et al (Pakou etal 1994).
Pakou et al have based their work on testing hardened concrete, but, it has 
been included here because it is a key element of this present study.
Pakou et a l introduced a ratio method for determining the cement content of 
concrete. The first equation (equation 2a) Pakou et a l introduced assumes that 
the natural radioactivity in concrete has a single source. This source would be 
in the cement as most aggregates are much less active than cement.
R ~ Cs/Cc ... 2 a
Where ;
R = Fraction of concrete that is cement
Cs = activity Bq/kg of concrete
Cc = ^^®Ra activity Bq/kg of cement
This equation can be expanded to allow some of the radioactivity to come from 
another source, i.e. the aggregate.
If i? = Fraction of concrete that is cement.
Then 1-R = Fraction of concrete that is wet aggregate.
c . = K C c  +  ( l - R ) . C a
c. — R . C c  +  C a  ~ R- C a
Cs  -  C a =  R . (C c  - C q)
R =  (C s  - C'cf) /  (C c  - C q) ... 2 b
W here :
Ca -  ^^®Ra activity Bq/kg of aggregate
This makes the assumption that the concrete is a two part system.
21
Pakou e ta l used ^^®Ra (a daughter) y-rays, but, there is no reason why this 
method should not be applied to any other PEP that can be recorded. There is 
also no mention of calibration tests or how the specific activities were obtained 
from the measured count rates. The initial testing was on concrete Pakou et a l 
had made, allowed to cure for an unspecified period then crushed and sieved. 
The reasoning behind this additional processing is not given. Pakou et a l claim 
that using equation 2 b they were able to determine the cement content of 
concrete to an accuracy of 5 - 8 %. Despite having presented equation 2b 
Pakou et al do not appear to have used it.
2.3.3 Cement content of concrete research at Surrey.
Cement content of concrete was first investigated at The University of Surrey 
by Smith (1994). Smith’s focus was to assess the problem of gamma 
spectroscopy when applied to low count rates from bulk samples rather than 
determining the cement content of concrete. Smith chose to use some different 
FEPs to Pakou etal, he chose : ^^^Pb FEP at 238.6keV, ^^ "^ Pb FEP at 351.9keV  
and the FEP at 1460keV. The justification for the two higher energy FEPs is 
that they are both very isolated in the cement spectrum. This means that the 
FEP counts can be determined with some accuracy. This does not, however, 
follow for the 238.6keV FEP which has two other FEPs within 3.3keV. The only 
possible explanation for using this FEP is that it is one of the larger FEPs 
commonly found in a cement spectrum. The FEPs nearest to it in the spectrum 
are from ^^ "^ Ra and ^^ "^ Pb, both of which have decay yields of less than 5%. 
Compared to the 80% decay yield of the 238.6keV FEP makes them 
statistically insignificant (Negin e ta l 1993).
Rowbottom et al (1998) followed the work of Pakou et a l (1994) and Smith
(1994). Although Smith considered the Marinelli geometry (ref to discussion on 
Marinelli geometry) it was Rowbottom who first used it in a successful
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estimation of cement content of a PFA/cement blend. Rowbottom also 
exploited the whole gamma-spectrum rather than Just a single FEP as Pakou et 
al did. Rowbottom defined the simultaneous equations 3a and 3b. These use 
the fact that a gamma spectrum from cement can have 2  (or more) totally 
independent sources of radiation (^ ^®U chain, ^^^Th chain and '^ “K).
X  = (a.A) + (b.B) ...3a
Y = (c.A) + fdBJ ...3b
Where :
a = Counts per kg per hour from the cement sample for peak energy 1.
b = Counts per kg per hour from the PFA sample for peak energy 1.
c = Counts per kg per hour from the cement sample for peak energy 2.
d =  Counts per kg per hour from the PFA sample for peak energy 2 .
A = The cement content of the blend in kg.
B = The PFA content of the blend in kg.
X  = The number of counts per hour for the blend for peak energy 1.
Y -  The number of counts per hour for the blend for peak energy 2.
When solved these equations give rise to :
[ (c .è ) - (a .^ ) ]
By totally independent Rowbottom meant that the FEPs (peak energy 1 and 
peak energy 2 ) must not be produced by isotopes from the same decay chains. 
This means that any of the ^^^Th chain FEPs could be paired with any of the
chain FEPs and all of them could be paired with but, no ^ ^^Th (^^^U)
chain FEP could be paired with another ^^^Th (^ ^®U) chain FEP.
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Although both Pakou et al and Smith allude to self attenuation within a bulk 
sample, neither appear to have consider it in any great detail. Rowbottom
(1995) also considered it and avoided it by defining his equations in terms of 
counts per kg rather than Bq per kg. This although removing the difficulty of 
calibrating the detector for a bulk sample does require the self attenuation of 
the parts in a blend to be the same. As Rowbottom was only concerned with 
PFA and cement this was not a problem. Their bulk densities are very similar 
(~2.4g.cm'^) and there is little difference in their effective atomic numbers.
Rowbottom’s equations were put to the test at the end of his MSc when he was 
given three cement / PFA blends to analyse. He produced estimates for the 
cement content of each sample with an accuracy of better than 3%.
2.3.4 Summary of determining the cement content of 
concrete using natural y-rays.
Pakou et al (1994), Smith (1994) and Rowbottom (Rowbottom et a l 1998; 
Rowbottom 1995) do not appear to have been aware of the initial work done by 
Baro eta\ (1985). Although Smith and Rowbottom were both aware of some of 
the later work done by Baro & Chinchon (Baro e ta l 1988, Chinchon et al 1989). 
Neither of these papers, however, provide the vital information concerning the 
method Baro & Chinchon used to obtain the activities from count rates.
Pakou et a l was the real foundation on which Smith and Rowbottom based their 
efforts. If all three had been aware of the Baro & Chinchon calibration using 
^®^ Eu (Baro et a\ 1985) the subject of using natural radiation for determining 
cement content would have progressed much further. There may not, however, 
be as deep an understanding of the problems associated with low count rate of 
bulk sample analysis as the calibration method bypasses much of the detail 
involved.
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3. Theory.
Two sets of equations have been proposed to determine the cement content of 
concrete. The first, and simplest uses a single Full Energy Peak (FEP) to 
calculate the ratio of cement to aggregate in a concrete sample (Pakou et al 
1994). The other, defined by Rowbottom (Rowbottom 1995; Rowbottom et al 
1998), uses two independent FEPs to calculate the mass of cement in a 
concrete sample. Both of these methods are described in detail in the following 
sections.
For the purpose of this work the term activity will be used to describe the 
number of nuclear disintegration per second. The unit used to measure the 
activity of a material is the Becquerel where IBq = 1 disintegration per second.
3.1 Pakou Method (Pakou ef a / 1994).
The method suggested by Pakou et ai (1994) calculates the fraction of the 
activity from a concrete sample that comes from the cement component. The 
equations presented by Pakou etal can be seen here as equations 1a and 1b :
Aeon ~  R-Aq (l-R).Aq  ...2c
R  can be obtained by following the workings seen below :
Aeon ~  R -A q +  ( l - R ) .A a
=> Aeon ~ dia ~ R- O^ c - Ac^
zz> R  =  (Aeon ~ Aq) /  (Ac - Aq) ...2d
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Where :
R = Cement fraction of concrete mass.
Aeon ^  Activity per kg in any FEP for concrete.
Ac = Activity per kg in same FEP for cement.
Aq = Activity per kg in same FEP for aggregate.
The cement mass can then be obtained by multiplying the mass of the concrete 
sample by R.
Pakou et al applied this method to a single FEP, but, they did not specify which 
one. It is thought, however, to have been the 186keV FEP which is the most 
prominent FEP produced by ^^®Ra which they do specify as the isotope used. 
There is no reason why this method should not be applied to any FEP which 
has a small enough error in the peak size assessment.
The simplicity of equation 2d completely ignores the difficulty of obtaining 
activities from count rates. How this problem was tackled has been presented 
in §6 .
The mass fraction of aggregate in a concrete sample can also be determined 
by using equation 1c.
Ra ~ O^ con ~ Ac) /  (Aq - Ac) ...2e
Where :
Ra ^  Aggregate fraction of concrete mass.
Further discussion of the work carried out by Pakou et ai can be found in the 
literature review (§ 2.3.1).
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3.2 Rowbottom Mothod (Rowbottom 1995; Rowbottom et al 
1998).
Rowbottom presented the following simultaneous equations for cement / PFA 
blends :
X  = (a.A) + (b.B) ...3a
Y = (c.A) + (d.B) ...3b
Where :
a =  Counts per kg per time period from cement from FEP 1.
b = Counts per kg per time period from PFA from FEP 1.
c = Counts per kg per time period from cement from FEP 2.
d  = Counts per kg per time period from PFA from FEP 2.
A = Cement content of blend (kg).
B -  PFA content of blend (kg).
X  = Counts per time period from blend for FEP 1.
7  = Counts per time period form blend for FEP 2.
From these he derived the equations 2c and 2d by the following method :
X -a .A  = b.B 
X  — a. A = B
y  -  d. X ~ a ,A -t- c.A
V _ d .X  — a.d.AY -   +  C.A
b.Y = b.c.A + d .X - a.d.A
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b . Y - d X  = a.(b.c-a.d)
= [ ( ^ ' 4 - ( ^ 4 ]
[{c .b )-{a .d )\
[ ( c . X ) - ( a . y ) ]similarly B =  ^ ...3 d(c .6 )-(a .r f)
Defining the equations in terms of counts and not activities is not completely 
accurate as the count obtained from two different materials with the same 
activity will not necessarily be the same. For Rowbottom (1995) the distinction 
between count and becquerel (activity) was minimal as the materials under 
consideration were very similar in composition and bulk density (PFA and 
cement). For this work, however, the densities of the materials in use (cement, 
aggregate and concrete) range from -1.44g.cm'^ up to ~2.2g.cm'^. These 
materials therefore attenuate the radiation passing through them by differing 
amounts. This means that a count of % obtained from one material does not 
relate to the same activity as it would from another material.
This distinction between count and activity means that the form of equations 3c 
& 3d remain the same, but, the definitions of the terms must be altered. 
Equations 3b & 3d have therefore be redefined as equations 3e & 3f where the 
definitions of the terms have been modified.
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Where :
Me = Mass of cement in fresh concrete sample (kg).
Ma = Mass of aggregate in fresh concrete sample (kg).
Pci -  Activity per kg from the cement in FEP 1.
Pc2 = Activity per kg from the cement in FEP 2.
Pal = Activity per kg from the aggregate in FEP 1.
Pa2 = Activity per kg from the aggregate in FEP 2.
P co i = Activity from the concrete in FEP 1.
Pco2 =  Activity from the concrete in FEP 2.
These equations depend on there being the same two totally unrelated FEPs in 
each spectrum obtained from cement, aggregate and concrete. Totally 
unrelated means that the FEPs cannot be produced by isotopes in the same 
decay chains as the size of each FEP in a decay chain is related to the sizes of 
all the others by decay probabilities and half-lives.
As with the Pakou equation presented in §3.1 the difficulty of obtaining 
activities (in becquerels) from count rates is considered later in §6 . Further 
discussion of Rowbottom’s work can be found in the literature review (§ 2.3.3).
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4. Apparatus.
The apparatus used for the cement content of concrete work has been in the 
Department of Physics for many years and was not specifically set-up for this 
project. It has, however, proved to be almost ideal having been designed very 
well for simple low level counting. Verplancke (1992) lays out guidelines for low 
level counting, most of which seem to have been adhered to when the 
shielding was designed. Figure 4.1 shows the shielding and detector 
configuration used.
100mm
Pb
Shielding
Duralloy
Support
- Pb S i i i ld i i
172mm
75mm
140mm
80mm
Detector
Can
Brass disc 100mm
To Nitrogen Dewer and cold finger
Figure 4.1 : Shielding and detector configuration used for cement content of 
concrete work. Duralloy is a trade name for Aluminium. (Not to scale).
Attached to the inside of the lead shielding there was a 0.5mm thick Cadmium 
sleeve. This is to shield the detector from characteristic X-rays produced in the 
lead shielding by high energy photons exiting the sample.
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One point defined by Verplancke (1992) that this shielding fails on is that all 
cryostat and shielding in the proximity and in the line of sight of the detector 
element must not contain significant quantities of radioisotopes. It will be 
noticed that there is very little shielding directly under the detector. The hole 
through which the arm supporting the detector passes is not a tight fit and in 
fact there is a clear line of site between the nitrogen dewar and the detector. 
HPGe detectors are run under vacuum. This vacuum is maintained by charcoal 
pellets which absorb any gas that leaks into the cold finger (Knoll 1989). These 
pellets have a potassium content and therefore a content. In the apparatus 
used this is the largest source of background contamination because there is 
almost no shielding between the cold finger and the detector. This fault in the 
apparatus design was known from the start of the project, but could not be 
altered, because of the other experiments being carried out with the same 
equipment. Awareness of the problems caused by this fault allowed it to be 
dealt with and it did not hinder the project in any way.
The shielding used was common for low level counting so discussion of it has 
not been included as there are a number of texts which cover it more than 
adequately (Verplancke 1992; Knoll 1989; Camp etal 1974).
The Duralloy support was used to rest the samples on so that they did not 
come in contact with the detector can which may have damaged it. The vessels 
used to hold the samples were also both made from Duralloy (aluminium). 
Although Duralloy does have some ' °^K, and ^^^Th content it is small 
relative to the materials being tested (Camp et al 1974). In future work, 
however, to ensure the background is kept to an absolute minimum moulded 
plastic would be preferred to Duralloy. This option was investigated, but, the 
cost of producing only a small number of beakers (less than 1 0 0 ) was 
prohibitive. The lead above the detector was removable which provided access 
to the system.
A schematic of the signal processing apparatus can been seen in figure 4.2.
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Figure 4.2 : Schematic diagram of the signal processing apparatus used in 
the cement content of concrete work.
PCA2 stands for Personal Computer Analyser 2. This is a card that can be 
added to a PC to make it a multi channel analyser. Further details about PCA2 
can be found obtained from Oxford Instruments Inc. The Nuclear Data ND6 6  is 
also a multi channel analyser, but, it is not PC based.
This method of obtaining data may appear convoluted as the amplifier could be 
connected directly to PCA2. However, some processing of many of the spectra 
obtained was required. The data was also backed up over the UNIX network 
which would not have been possible if the data had gone directly to PCA2.
The data format produced by the ND6 6  and that which is readable by PCA2 are 
very different so a Pascal program was written to convert the format. Included 
in this program was the ability to strip one spectrum from another and divide a 
the counts in each channel of a spectrum by a real number^\
Details of the apparatus such as manufacturers, and model numbers used 
during this work can be found in appendix B.
As this program may be of use to other members of the Physics Department it has been 
placed on the PC in 25AC21. It is a directory caiied Patrica, the program itself is called PatricaT.
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4.1 Full Energy Peaks and materials.
15 FEPs from the chains as well as the ‘'°K FEP were considered for
use in these equations. Having gathered gamma spectra data from a large 
number of tests it was decided that with the apparatus available the number of 
appropriate FEPs was 6 . Four of these were from the decay chain, 1 from 
the ^^^Th decay chain and the 1460keV FEP from "^ °K. Suitability was defined 
by consideration of the margins of error associated with FEPs found in 8  hour 
spectra taken from one of the cement samples (C09). All FEPs with errors (as 
defined by the peak analysis of PCA2) lower than 10% were accepted provided 
the FEP was isolated. For an FEP to be isolated no other features should be 
present within +5keV of the FEPs centroid energy. A limit of ±5keV was chosen 
to ensure none of the FEPs used had any sort of overlap with other features in 
the spectrum. Overlaps would have reduced the accuracy to which the FEP 
areas could be determined and thus reduce the accuracy to which the cement 
content could be determined. Future work may be directed at incorporating 
composite FEPs. For this work however it was thought best to avoid this 
complication. The FEPs thought most suitable for this work have been 
presented in table 4.1.
All of the isotopes seen in table 4.1 met the criterion defined except the 910keV  
FEP. This FEP was sufficiently isolated, but, had a statistical error of about 
±15%  rather than the desired ±10%. As the 910keV gamma-ray has a yield 
comparable to all of the other yields seen in table 4.1 the larger statistical error 
can be explained by there being less of the ^^^Th chain in the samples test then 
there were of the chain or isotopes. This will not necessarily be the 
case for all cements or aggregates so the 910keV was included despite this 
because it was thought important to retain some interest in the ^^^Th decay 
chain as there may be unique problems associated with the ^^^Th decay chain 
which would not be identified if none of its isotopes were considered.
33
Head of decay 
chain
Isotope producing 
gamma-ray
Gamma-ray
energy
Yield per 
disintegration
chain 294keV 0.192
214pb 351keV 0.372
609keV 0.463
:"B i 1120keV 0.151
chain 910keV 0.277
40k 40k 1460keV 0.107
Table 4.1 : Energies, sources and yield per disintegration of the six FEPs of 
interest.
The cement (C09) was chosen specifically because, for a cement, it had one of 
the highest activities available. This is known because of work carried out by 
Rowbottom (1995) where 26 different cements from around the UK were 
assessed to ascertain the variability in radioactivity from one to another. A high 
activity was thought to be beneficial as it meant that the errors associated with 
the FEP areas would be as small as possible. It also allowed consideration of a 
wide range of FEPs that may not have been noted if a lower activity cement 
had been used.
Two different aggregates were used : Thames Valley (TVA), which is a low 
activity flint with FEPs only slightly higher than background and Glensanda 
granite aggregate (GSA) which is a high activity material. It was thought 
important to have two different activity aggregates because concrete is about 
75% aggregate by mass. This means that the activity of the aggregate plays a 
major part in determining the cement content of a concrete sample. In the case 
of GSA, the aggregate will be the main contributor to the activity of the 
concrete, but, in the case of TVA the cement will be the main contributor. 
Figure 4.3 shows spectra obtained from a GSA sample and a TVA sample
34
compared to a background spectrum. The background spectrum was produced 
using a water phantom.
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Glensanda Granite aggregate 
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Figure 4.3
background.
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1250 1500
Comparison of the spectra obtained from TVA, GSA and
All the same FEPs are present in each of the spectra, but, they are most 
prominent in the GSA spectrum. The TVA activity is so low that in many parts 
of the spectra it is indistinguishable from the background.
4.2 Sample size and preparation.
To maximise detection efficiency the detector should be completely surrounded 
by the material being tested. This, however, is rarely practical so other 
geometries must be considered. A typical source geometry that is simple to 
construct, but, still very efficient is the Marinelli Beaker. Rowbottom (1995) had 
two identical Duralloy Marinelli Beakers made specifically to fit the a detector 
and shielding. Fortunately the present work used the same apparatus as that
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used by Rowbottom. This meant that Rowbottom’s Marinelli Beakers could be 
re-used.
As this present work was a three year study somewhat longer that 
Rowbottom’s 3 month study, ease of use of the apparatus was seen as 
important. Rowbottom’s Marinelli Beakers were therefore altered slightly so 
they had sturdy carrying handles and lids that prevented the cement dust from 
escaping and damaging the detection apparatus. Figure 4.4 shows the 
dimensions of the Marinelli Beakers. The lids were Duralloy discs that screwed 
into the top of the Marinelli Beakers and the handles were attached to the lids.
Duralloy
cylinder
Plastic recess
85mm
65mm
Duralloy base
105mm 23mm
175mm
Figure 4.4 : Cross section diagram of Marinelli beaker including dimensions. 
(Not to scale).
From a detection efficiency point of view it would have been ideal to have the 
depth of the Marinelli beaker and its annulus width the same, but, the beaker 
was designed to fit into a specific lead castle which had a diameter only a few
36
millimetres larger than that of the Marinelli beaker. As the detector being used 
was also used for other unrelated tasks it was not practical to alter the shielding 
to fully optimise it for this present work.
With all extended samples there are the inherent problems of the inverse 
square law and self absorption. The inverse square law says that flux oc 1 / S ^  
where S is the distance from the incident photon source. This means that least 
radiation will be detected from the parts of the extended sources furthest from 
the detector. Self absorption is where photons that are produced in parts of the 
sample furthest from the detector are completely absorbed within the sample 
and not detected. Rowbottom (1995) using these ideas put forward the idea 
that the size of an FEP would asymptotically approach a value dependent on 
the samples specific activity as the volume of the sample is increased. This 
principle can be seen in figure 4.5.
C o u n tin g  p la te a uT»o•ca>CLI
II3Oua.
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Figure 4.6 : The expected variation in FEP area as a function of sample 
depth.
The region labelled Counting Plateau occurs at a depth dependent on the 
energy of the FEP being considered and the self absorption characteristics of 
the material. The lower the FEP energy the smaller the fill depth at which the 
counting plateau occurs. To maximise the FEP area the fill depth should be as
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large as possible. Some of the equations discussed earlier require divisions by 
the sample mass. This means that the fill depth should be no deeper than the 
heel of the curve to retain proportionality between the fill depth, therefore mass, 
and FEP area.
Self absorption is where the y-rays produced by the radioactive isotopes within 
the sample material are absorbed within the material itself and do not reach the 
detector.
To identify at what depth the counting plateau occurs in the Marinelli beaker a 
series of tests were carried out where spectra were recorded for the Marinelli 
beaker being filled to successively greater depths with cement. Cement partly 
packs under its own weight and the bulk density of a bulk sample has an effect 
on the self absorption that occurs. To avoid any complications due to different 
degrees of packing at different fill depths each sample was vibrated in the 
Marinelli beaker. This vibration was intended to ensure that the cement was 
packed to the same bulk density regardless of the fill depth. An 8 hour 
spectrum was recorded at each fill depth and the FEP areas plotted as a 
function of fill depth. Figures 4.6a, 4.6b and 4.6c show the FEP counts 
obtained for the FEPs of interest. All of the x-error margins are ±2 .5mm as this 
is the approximate limit of accuracy the fill depth was measured to. The y-error 
margins are all typical errors for each FEP, for example the 1460keV errors are 
±3%  whereas the 294keV FEP errors are all ±10%.
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Figure 4.6a : Counts in most FEPs of interest as a function of Marinelli 
beaker fill depth.
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Figure 4.6b : Counts in other FEPs of interest as a function of Marinelli 
beaker fill depth.
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Figure 4.6c : Counts in other FEPs of interest as a function of Marinelli 
beaker fill depth.
It will be noticed that along with the FEPs used in the cement content of 
concrete tests some additional FEPs have been used. These FEPs (185keV 
and 583keV) were not appropriate for the cement content of concrete study as 
they either had error margins that were too high, or were comprised of photons 
from more than one isotope. For the purposes of identifying the correct fill 
depth to use however they provide additional information that reinforces that 
from the other FEPs already discussed.
From these figures it was decided that the fill depth for the Marinelli beaker 
was 140mm. This ensured that the plateau region seen in figure 4.5 was 
attained for all of the energies of interest. This fill depth will be referred to as 
the infinite fill equivalent as it is the fill depth at which even if an infinite amount 
of material were added the FEP size would not change.
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5. Monthly Testing of Cement Samples.
One of the important factors in determining the cement content of concrete by 
gamma-spectroscopy is knowing the activity of the cement being used. The 
more accurately this is known the more accurately the cement content of 
concrete can be determined. During this work a large quantity of a single 
cement (C09) produced during May ‘96 was stockpiled for all of the cement 
content of concrete tests. This ensured that the only error associated with the 
cement was due to the detection efficiency and limitations of the apparatus 
being used. In practice, however, because cement is made from naturally 
variable materials and a single cement plant will produce between 1 0 0 0  and 
10,000 tonnes of cement per day (Neville 1995) the properties and chemical 
constituents may vary considerably even from a single plant.
Clearly regular testing of each cement would be required if natural radiation is 
to be used to determine the cement content of concrete. It therefore needed to 
be established how often the cement needed to be tested to ensure only a 
minimal error is introduced. To investigate the variability of the radioactivity of 
cement four cements (009, 013, 051 and 059) from different cement works 
around the UK were chosen. 009  was chosen because it was being used in the 
study anyway and because it was one of the most radioactive cements 
previously tested by Rowbottom (1995). 013  has a similar activity to that of 
009, but is actually a blend of cement and pulverised fuel ash (PFA). This 
additional factor was thought interesting as it provides an extra source of 
potential error. 051 and 059  were chosen as they are both low activity cements 
and therefore quite different to 009  and 013. Fresh samples of all four cements 
were delivered on a monthly basis for 2 years. Two 8 hour spectra of each 
monthly sample of each cement were recorded. The Marinelli beaker was used 
for each test with a fill depth of 140mm for 009, 051 and 059  as suggested 
previously. 013 is not as dense as the other cements because RFA has a lower 
bulk density than cement. As such the self attenuation within the sample was
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less than that from the other cements. The fill depth chosen for C13 was 
160mm, this was then used as the standard fill depth for all subsequent tests 
involving C l 3.
The FEPs studied were those used for the cement content of concrete work. 
The following graphs (figure 5.1 •- 5.8) show the mean net area of each of the 
FEPs of the two 8  hour spectra taken for each monthly sample from each 
cement. The data presented has not been calibrated, but, the background has 
been subtracted. Details of how this is done can be found in §6.1. After each 
pair of graphs for each cement there is a table containing the statistical data 
relevant to each cement type (tables 5.1 - 5.4).
The second of each pair of graphs includes data for the ^^^Th decay chain FEP 
at 338keV which like the 910keV FEP is from the ^^ ®Ac nuclide. Despite having 
large error margins associated with this FEP (-30% ) it has been included to 
support the information provided by the 910keV FEP data. With only a single 
FEP it is difficult to determine whether the shape of the line formed by linking 
the monthly data is a significant feature or simply a random fluctuation. With 
two related FEPs the features become clearer as both should have similar 
shapes. This is most clearly seen in figures 5.5 and 5.7. The statistical data for 
the 338keV FEPs has not been included in the tables as it is being used as a 
visual aid and nothing more.
It will be noticed that for ease of presentation there are 2 y-axes on each of the 
graphs in figures 5.1 - 5.8. It will also be noticed that no two graphs have 
exactly the same scale on the y-axes. This was thought to be the best 
approach as determining the variability within each material was the objective 
rather than an intercomparison which would have required all scales to be the 
same.
For each FEP from each cement type the error bars used are the mean errors 
from all of the monthly sample. This is an approximation as each FEP from
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each sample has a specific error associated with it. The errors only change 
very slightly from month to month however and the changes were thought to be 
too insignificant to be included.
It will be seen that tables 5.1, 5.2, 5.3 and 5.4 contain statistical data relevant 
to the associated figures. In the second column of each figure is the mean 
count for each FEP over the whole two year study. Each mean count has a 
error associated with it; these errors are the mean errors displayed on the 
relevant figures. This error is distinct from the standard deviation seen in the 
third column of each table which has been calculated using equation 5.
SD = ...5
V n - \
Where :
X = The mean value of the set.
n = The number of terms in the set.
xn = Is the «th term of the set.
If there is no significant change in the FEP size over the two year period then 
the error in the mean count and the standard deviation should be very similar. 
If, however, the fluctuations in the size of an FEP are significant this will be 
reflected in the standard deviation being larger than the error in the mean count 
rate. The coefficient of variation quantifies the significance of any fluctuations 
and allows FEPs at different energies and of different sizes to be compared by 
changing the standard deviation into a percentage of the mean count rate.
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Figure 5.1 : Mean FEP net areas of the decay chain FEPs from C09.
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Figure 5.2 : Mean FEP net areas of the Th decay chain and K FEPs from 
C09.
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C09
FEPs
Mean count Standard
Deviation
Coefficient of 
Variation (%)
294keV 2 0 6 8 ± 124 111 5.37
351keV 3 7 1 1+ 111 2 0 0 5.40
609keV 2631 ± 7 9 133 5.05
1120keV 512 ± 3 2 36 7.05
910keV 249 ± 4 0 21 8.29
1460keV 700 ± 7 28 4.08
Table 5.1 : Statistics relevant to the data displayed in figures 5.1 & 5.2.
Table 5.1 shows that most of the activity from C09 is from the decay chain 
and very little from the ^^^Th decay chain. The error associated with the 
1460keV FEP is smaller than that associated with some of the larger area 
FEPs. This is because the 1460keV FEP sites in a region of the spectrum 
where the background is not only quite flat and relatively small, but also does 
not have a gradient (see figure 3). This means it has a much smaller effect on 
determining the FEP area than in regions of the spectrum where it is higher and 
sloped.
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Figure 5.4 : Mean FEP net areas of the ^^ T^h decay chain and FEPs from 
C13.
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C13
FEPs
Mean count Standard
Deviation
Coefficient of 
Variation (%)
294keV 1 8 5 8 ± 124 164 8.85
351keV 3464 ± 1 1 7 164 4.73
609keV 2487 ± 82 125 5.03
1120keV 486 ± 48 31 6.42
910keV 567 ± 51 37 6.44
1460keV 1786 + 18 100 5.62
T a b le  5 .2  : Statistics relevant to the data displayed in figures 5.3 & 5.4.
Once again most of the activity is from the decay chain, although the 
activity of both the ^^^Th and the are greater in C13 than C09. As variability 
in activity of isotopes from the same decay chain are linked the coefficients of 
variation should be very similar. Although not wildly different this does not 
appear to be the case. Each FEP, however, has its own error associated with it 
as these errors are not linked there is room for some differences in the 
coefficients of variation.
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Figure 5.5 : Mean FEP net areas of the decay chain FEPs from C51
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Figure 5.6 : Mean FEP net areas of the ^^ T^h decay chain and FEPs from 
C51.
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051
FEPs
Mean count Standard
Deviation
Coefficient of 
Variation (%)
294keV 269 ±  70 70 25.96
351keV 453 ± 50 83 18.25
609keV 350 ± 35 64 18.23
1120keV 61 ± 18 13 2 1 .0 2
910keV 186 + 30 18 9.59
1460keV 722 + 7 98 13.54
T a b le  5 .3  : Statistics relevant to the data displayed in figures 5.5 & 5.6.
The activity of all three isotope groups is lower in C51 than C13. The largest 
reduction is in the chain isotopes which are about seven times less active. 
The coefficients of variation for the isotopes should also be noted. The two
smallest FEPs have the largest coefficients of variation. This may indicate that 
if an FEP has a net area that is particularly small relative to the underlying 
continuum counts the algorithm used by PCA2 to determine the FEP area 
starts to fail.
There are two clear features in the chain data where the activity is 
elevated for several months. This is presumably caused by a change in source 
of the raw materials over these periods. Cement, however, is the product of two 
raw materials either, or both, may be the cause. It may also be possible that 
alterations in the kiln temperature or performance had an effect on the isotope 
content of the cement.
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Figure 5.7 : Mean FEP net areas of the decay chain FEPs from C59.
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Figure 5.8 : Mean FEP net areas of the ^^ T^h decay chain and FEPs from 
C59.
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C59
FEPs
Mean count Standard
Deviation
Coefficient of 
Variation (%)
294keV 307 ±  71 63 20.59
351keV 555 ± 56 97 17.54
609keV 417 ± 4 0 67 16.18
1120keV 74 ± 2 1 18 23.96
910keV 567 ±  77 37 6.44
1460keV 894 ± 31 106 11.74
Table 5.4 : Statistics relevant to the data displayed in figures 5.7 & 5.8.
The isotope FEPs for C59 exhibit similar trends to those seen in C51 
where periods of about 3 - 5  months have elevated activities.
5.1 Summary of monthly cement test.
It can clearly be seen that there are fluctuations in the activity of all of the 
samples from one month to the next. The coefficients of variation show that 
C51 and C59 vary most both having a notable increase in chain activity 
between July '97 and September ‘97. The ^^^Th activities of C51 and C59 are 
much more stable and are in fact as stable as the activities of the C09 and C13 
FEPs. The features mentioned in the C51 and C59 data are obviously the main 
reason for the relatively high coefficients of variation for each of the materials. 
The features seen in figures 5.5 and 5.7 persist for a number of months, but, 
similar shorter term features can also be identified in figures 5.1 (C09 Jan-97) 
and 5.3 (C13 Jan-97).
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It will also be noticed that the coefficients of variation for the 294keV and 
1120keV FEPs from C13, C51 and C59 are all higher than the coefficients of 
variation for the 351keV and 609keV FEPs for the same cements. The 294keV  
and 1120keV FEPs have smaller areas than the 351 keV and 609keV FEPs in 
the same spectra. The background plays a big role in the accuracy to which 
FEP areas are determined. The coefficients of variation are worst for the C51 
and C59 FEPs at 294keV and 1120keV. These FEPs all have an FEP area to 
background ratio of less than 50%, i.e. the area of the background is double 
that of the FEP. The FEPs that have the lowest coefficients of variation are 
those from C09, all the FEP area to background ratios from C09 are greater 
than 1. The coefficients of variation of FEPs at 351 keV and 609keV from C l 3, 
C51 and C59 are comparable to those of C09 and the lowest FEP area to 
background ratio of these is about 60%. This means that the variations in 
activity from one month to the next although undoubtedly real may not be as 
large as figures 5.1 - 5.8 indicate.
The coefficients of variation show that ^^^Th chain FEP fluctuations are of 
similar magnitudes to the chain FEPs. However there appears to be less 
coherence between the 91GkeV and the 338keV FEPs than the four FEPs. 
This may be due to the large errors associated with the 338keV FEP.
Determining trends in the FEP data is very difficult as there no secondary 
FEP for this radionuclide to highlight the meaningful fluctuations. The 
coefficients of variation for the 1460keV FEP from C09 and C l3 are 
comparable to those of the other FEPs. Although fluctuations in activity occur in 
CQ9 and C l 3 they are not of the same magnitude those seen in C51 and C59. 
The 1460keV FEP lines seen in figures 5.6 & 5.8 (C51 & C59), however, do 
have some large correlated features as well as coefficients of variation over 10  
in each case. One of the most notable features is seen in figure 5.6 (C51) 
where there is a 50% increase in counts between April ‘98 and May ‘98. The 
largest feature seen in figure 5.8 is a 30% increase in activity between August
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‘97 and December ‘97. Although this change is not as abrupt as that seen in 
figure 5.6 the systematic rise over four months is still very significant.
The accuracy in determining the FEP area seems to be highly dependent on 
not only the FEP area but also the size and nature of the background it sits on. 
The most accurate determinations occur when the background is low and flat, 
i.e. not at the lower energies investigated as these are on the Compton 
continuum produced by the higher energy FEPs.
With each cement kiln capable of producing over 1000 tonnes of cement per 
day a single test per month considers less than 1 0 0 0 th of a percent of the total 
produced. Although some long term trends have been identified no information 
concerning short term fluctuations can be obtained from these tests. It is clear 
that were monthly testing to be the only assessment of cement activity however 
a rolling average would have to be used that covered no more than a few 
months. This would still leave large uncertainties if the 50% fluctuations in 
activity of C51 were to occur again.
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6. Spectra processing methods.
Three data sets have been generated for each test from the same original data. 
The three sets are listed below :
• Raw data
• External Background subtracted spectra.
• Absolute Detection Efficiency (ADE) corrected FEP areas.
The raw FEP size is self explanatory. The FEP counts are used as they are 
calculated by PCA2 without making any adjustments other than the mass 
divisions required for the calculations. This means that when using the raw data 
the definitions of the Rowbottom equations presented as equations 3c and 3d 
(§2.3.3 and §3.2) are being used.
The following two sections provide full explanations of the other two processing 
methods and the reasoning behind them.
6.1 External background spectrum subtraction.
The first correction that can be applied to the raw data is to subtract the 
external background spectrum. The external background is caused by radiation 
leaking through the shielding and multiple scattering from the sample and the 
shielding returning into the detector. This has been made distinct from photons 
that travel directly from the source to the detector, but, do not deposit all of their 
energy in the detector. This internal background forms the part of the Compton 
continuum that is dealt with by the MCA. One of the largest external 
background sources is to be found in the 1460keV FEP which is contaminated 
by photons produced by used in the cooling mechanism of the detector.
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Figure 6.1 shows a typical 8 hour cernent spectrum (from C09) compared to a 
background spectrum.
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Figure 6.1 : Comparison spectra from cement 09 and the background.
As can be seen, although relatively small compared to the cement 1460keV 
FEP the external background 1460keV FEP is still present and therefore 
creating an error in the size of the FEP recorded for the cement.
An external background spectrum could be made by simply counting with 
nothing in the volume where the sample would be. This, however, does not 
take into account the attenuation any radiation suffers by going through the 
sample. Therefore a phantom of the sample is put in its place. A phantom in 
this case is a volume of the same geometry with similar photon attenuation 
characteristics which produces no radiation of its own. Ideally a cementitious 
material would be used but most contain some radioactive isotopes and would 
therefore contaminate the background spectrum. A specially prepared sample 
with an effective atomic number similar to that of cement and all of its 
radioactive constituents removed would be ideal. This would be very costly and 
probably time consuming to manufacture. Failing this a material with an similar
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effective Z that is readily available and non-radioactive would be the next best 
approximation. The background phantom chosen for this work was water. The 
effective Z is lower than that of cement (~3 compared to ~14) and it is not as 
dense as cement, but, it is a non-radioactive material that is readily available.
Each of the spectra obtained for cement, aggregate and concrete can then 
have the external background spectrum removed from them channel by 
channel. Provided the calibration for the external background spectrum and the 
sample spectra are the same the resulting spectra should have clear, 
undistorted FEPs produced solely (to a near approximation) by the radioactive 
isotopes in the samples.
The external background has be defined as that part of a spectrum that is 
produced by radiation external to the source material. There will however still 
be some unwanted radiation detected directly from the source. The spectrum 
recorded for a sample will contain an external background and an internal 
background. The internal background is the part of the Compton continuum 
produced by photons from the sample. This, like the external background, is 
undesirable as it reduces the accuracy to which the FEP sizes can be 
calculated.
When the External background subtraction is made it is the counts in the FEPs 
and not the activities of the isotopes that produced those FEPs that are being 
considered. Therefore, as with the raw data, the definitions of the terms in the 
Rowbottom equations when the External background subtracted counts are 
used are those of equations 3c and 3d.
Neither the Raw data nor the External background subtraction data sets tackle 
the problem of converting count rates to activities (see §3). Both of these data 
sets can be produced very easily. So it was thought that comparing mass 
estimates made with them to those made using the ADE method be a valuable 
exercise. The ADE method should, in theory, be more accurate as it aims to
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produce activity data rather than count rates. This takes Into account the 
sample densities and the detector efficiency at different gamma-ray energies. 
The ADE method, however, requires more work and introduces the opportunity 
for additional errors which may effect the accuracy of the mass estimates. The 
calibration process used in the ADE correction method is described in §6.2.
6.2 Calibration of detection system.
Using the raw data in the ways just described effectively makes the assumption 
that the absolute detection efficiency for each material is the same. This is not 
the case however as each material has a different density and different 
elemental compositions. Both of these features lead to different attenuation 
coefficients for each sample and hence to different absolute detection 
efficiencies.
It should be possible to eliminate, or at least reduce, the effect of the different 
densities by calibrating the detection system for the geometry and densities of 
the bulk materials. To do this a number of bulk materials of different densities 
must be doped with known activities of appropriate isotopes. As the detector 
has an energy dependent efficiency the calibration must be done so that the 
absolute detection efficiency is obtained for the whole range of interest 
(294keV - 1460keV). To cover this range of energies a multi-energy gamma-ray 
source is required. The obvious choice would be a ^^^Th or based material. 
These isotopes, however, have very stringent usage limits imposed on them 
because they are considered to be very hazardous due to their long decay 
chains and long biological half-lives. Both decay chains are also a,p and y- 
emitters. The a  particles are considered to be most hazardous and therefore 
incur most restrictions on usage (H&SE 1985). The next most appropriate 
option is ^^^Eu. It has prominent gamma-rays in the energy range 121.78keV
57
up to 1408keV and is often supplied in liquid form (Europium Chloride^^ ). ^^^Eu 
is at the head of a decay chain, but, unlike ^^"Th and ^"U the daughter 
products have considerable longer half-lives (more than 1x 1 0 °^ years) than the 
^^^Eu. So although some of the daughter products are a-emitters the decay 
chain effectively stops at the first generation daughters of ^^^Eu and
^^^Gd). This means that more ^®^ Eu can be used that or ^^^Th without 
increasing the hazard.
Mixing a liquid isotope with bulk materials directly was considered to have too 
high a potential risk associated with it so an approximation to homogeneously 
mixed bulk materials had to be made. 50kBq of the europium chloride was put 
into solution with 250ml of 0.1 M hydrochloric acid. Hydrochloric acid was used 
to avoid plate-out of the europium chloride on the walls of the vessel it was 
stored in. 191ml of this solution was used to dope filter papers with known 
activities of ^^^Eu solution. An even distribution on each filter paper was 
achieved by drawing a 20mm square grid on each and pipetting 0.065ml of the 
solution into each square. This level of accuracy was only possible because a 
Gilson pipette with a range of 0 .0 2 ml - 0 .2 ml was available.
Each filter paper was doped in situ, i.e. a layer of the bulk material was put into 
the plastic cylinder (figure 6 .2 ) flattened and compressed then the filter paper 
was placed on top. Once the filter paper was in place it was doped and then 
the next layer of bulk material was added. Each bulk sample had 12 (or in 
some cases 13) filter papers that had been evenly covered with a known 
activity (7.28kBq or 7.88kBq^^ ). It was necessary to compress some of the 
materials (e.g. the Metastar 501^^ C09 blend) as they are highly aerated and 
pack under their own weight. To prevent their packing from changing over time
The europium chloride used was provided by Dr M Dobrota of The School of Biological 
Sciences (University of Surrey).
The bulk materials that these filter papers were used in have been kept in 25AC21. Each has 
been fully labelled and dated.
Metastar 501 is a brand name for a Metakaolin based material
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it was thought best to ensure they were well packed before they were used. 
Figure 6.2 is a schematic diagram of one of the bulk samples made.
120mm
Plastic
Cylinder
r #
- ..
Eu-152 
■doped filter 
papers
Bulk
material
160mm
Figure 6.2 : Diagram of a calibration sample. (Not to scale). Total volume of 
material used is 2412±29 cm^.
Five materials were used with bulk densities ranging from 0.86g.cm'^ to 
2.17 g.cm'^. Although the concrete tested had a higher density than this 
(2.28g.cm'^) it was thought that it would be possible to extrapolate the 
calibration curves to include any densities required. These five bulk materials 
were blends of Metastar 501, cement (C09), sand (Thames Valley) and Barite. 
Table 6.1 shows the blend ratios and the resultant bulk densities the blends 
produced.
A sixth calibration sample was made by doping a water phantom in the same 
cylindrical geometry as the other calibration materials with ^^^Eu. As the ^^ ^Eu 
solution and water could mix the water phantom had the ^^^ Eu distributed in it 
homogeneously. As well as providing another density (I.Og.cm'^) it also 
provided an indication as to how close to homogeneous the other five 
calibration samples were. If the efficiency curve for the water phantom was
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notably different to the other curves one of the likely reasons would be a poor 
approximation to homogeneity.
Part 1 
material
Percentage 
of total mass
Part 2 
material
Percentage 
of total mass
Bulk density 
g.cm'^
Metastar 501 43 Cement 09 57 0 .8 6
Cement 09 100 - 1.44
Cement 09 50 Barite 50 1.79
Sand 1 0 0 - - 1.89
Barite 1 00 - - 2.17
Table 6.1 : Blend ratios of calibration materials and the resultant bulk 
densities.
It will be noticed that the calibration vessel is not a Marinelli beaker. The 
Marinelli beakers were not used for the calibration materials for two reasons. 
As the lids of the Marinelli beakers were not air tight the safety office 
considered them to be potentially hazardous. It was also thought that keeping 
the calibration samples may be beneficial for future projects; as there were only 
2 Marinelli beakers this would not have been possible. There is of course a 
slight difference in the geometry of the Marinelli beakers and the calibration 
samples. This differences has been investigated by comparing the counts 
obtained from cement samples in each geometry over 8 hour periods. Although 
the Marinelli beaker did produce slight elevated counts because of its more 
efficient geometry the counts obtained for each FEP within 10% for each 
geometry.
An 8 hour spectrum of each doped material was acquired and the efficiency
from 13 ^^^Eu FEPs was calculated using the following equation :
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£ =
__________ FEP net size________
(y-ray yield * time * known activity)
The y-ray yields for were taken from Negin et al (1993). Each spectrum 
was collected for 8 hours making the time used in equation 4 28800 seconds. 
The activities used were also in seconds as they were given in Bequerels. 
Equation 4 therefore produces a calibration factor e with the units counts per 
second per bequerel.
This same equation can then be changed around to obtain the activity of a test 
sample once the calibration factor e has be caculated. Equation 5 shows how it 
would be re-expressed to obtain an unknown activity.
FEP net size
Activity = (y-ray yield * time * e)
Figure 6.3 shows the data this set of experiments produced :
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Figure 6.3 : Absolute detection efficiency of different bulk density materials in 
cylindrical geometry over energy range 121.78keV - 1408keV.
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As can be seen the lowest density material (Metastar 501 / C09 blend) has the 
highest absolute detection efficiency at any individual energy. The densest 
material (barite) has the lowest absolute detection efficiency. This is as 
expected. There is very little difference between the other densities, although it 
would appear that the sand and the C09/barite blend are in the wrong order. 
The sand, which is less dense than the blend appears to produce a lower 
absolute detection efficiency. It is notable, however, that both barite containing 
materials (the barite and the C09/barite blend) attenuate the 121.78keV FEP a 
great deal more than any of the materials. This is almost certainly caused by 
the barium in the barite which has a significantly higher atomic number (Z=56) 
than any of the other major elements in the other materials.
To extrapolate to different energies and bulk densities algorithms are required 
to describe each of the curves seen in figure 6.3. There are a number of 
algorithms commonly used in efficiency curve fitting. A discussion of some of 
the more popular ones can be found in Knoll (1989). The function that was 
used for this work is presented as equation 6  :
s =  ...6
Where :
8 = Absolute Detection Efficiency.
E = Energy in keV.
a and b are density dependent constants.
The following 6  figures (6.4a - 6.4f) show the curves fitted to the data seen in 
figure 6.3.
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Figure 6.4a ; Absolute detection efficiency data and fitted curve for sample 
with bulk density of 0.858 g.cm' .^
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Figure 6.4b ; Absolute detection efficiency data and fitted curve for sample 
with bulk density of 1.0 g.cm .^
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Figure 6.4c ; Absolute detection efficiency data and fitted curve for sample 
with bulk density of 1.44 g.cm t
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Figure 6.4d ; Absolute detection efficiency data and fitted curve for sample 
with bulk density of 1.79 g.cm ^
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Figure 6.4e : Absolute detection efficiency data and fitted curve for sample 
with bulk density of 1.89 g.cm ^
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Figure 6.4f : Absolute detection efficiency data and fitted curve for sample 
with bulk density of 2.17 g.cm t
Points from these six fitted curves can now be used to obtain ADEs for a range 
of densities at the energies of interest. An exponential decay function can be
65
fitted to the six points at each energy of interest to obtain curves describing 
how the absolute detection efficiency changes with density. Equation 7 is the 
exponential decay function used :
8 =  a.e^'^
Where :
8 = Absolute Detection Efficiency,
p = Bulk density of material in g.cm'^.
a and b are density dependent constants.
...7
Table 6.2 shows the constants derived for each energy of interest.
Energy in keV
Constant 185 294 351 609 910 1 1 2 0 1460
a 0.0105 0.0073 0.0064 0.0042 0.0031 0.0026 0 .0 0 2 1
b 0.4882 0.4649 0.4556 0.4257 0.4028 0.3907 0.3743
Table 6.2 : The constants derived to obtain absolute detection efficiencies at 
any desired bulk density for the seven energies of interest.
Figure 6.5 is the graphical interpretation of equation 7 for the constants seen in 
table 6 .2 .
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Figure 6.5 : Absolute detection efficiencies at energies of interest over 
density range of interest.
Material Bulk Density in g.cm ^
C09 1.44
Wet TVA Aggregate 1.95
Wet GSA Aggregate 2.0
TVA Concrete 2.2
GSA Concrete 2.275
Table 6.3 : Bulk densities of the materials of interest.
The ADE curves could be applied to data with and without external background 
subtractions made. It has been decided however to only apply them to external 
background subtracted data as it is thought to represent actual count rates 
from the materials more closely than the data with no external background 
subtractions.
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7. Results.
Three tests have been carried out :
•  C09 & TVA - Called the TVA test.
•  C09 & GSA - Called the GSA test.
•  A blind test of C09 & GSA - Called the Blind test.
Each of the spectra were recorded over 8 hour periods. Both sets of equations 
(§3 .1  & 3.2) and all three process methods (§ 6 ) have been applied to the TVA  
test and the GSA test. All of the results for these two tests using the Pakou 
method will be presented and discussed first. Then the results of the 
Rowbottom method will be presented and discussed. From these results and 
their discussion the most applicable way of dealing with the blind test data will 
be identified and employed.
7.1 Pakou method applied to the TVA test results.
Figure 7.1 shows the result of applying the Pakou equation (§3.1) to each of 
the sets of TVA test data after the three process methods have been applied. 
In order to provide an easy comparison with the Rowbottom method, described 
in §3.2, which produces mass estimates results from the Pakou equation have 
been multiplied by the total mass of the concrete sample to give the cement 
mass estimates seen in figure 7.1.
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Figure 7.1 : Cement mass calculated using the Pakou method for the three 
process methods of TVA test data. The actual cement mass = 0.895kg.
As can be seen the ADE corrected data generally returns the highest estimates 
of the cement mass at each energy. Table 7.1 provides the statistical 
information relevant to the data in figure 7.1.
Mean mass 
in kg
Spread in kg 
of results
Standard
Deviation
Coefficient of 
Variation (%)
Raw Data 0.636 ± 0.250 0.398 - 0.867 0.202 31.7
Background
Corrected
0.621 ±0.260 0.340 - 0.996 0.272 43.8
ADE
Corrected
0.844 ± 0.362 0.475 - 1.44 0.362 42.9
Table 7.1 : Information pertaining to data seen in figure 7.1. Actual cement 
mass = 0.895kg.
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Although the ADE corrected data produces by far the most accurate mean 
mass assessment it also has the largest spread in calculated masses and the 
largest error in mean mass. This lack of consistency means the accuracy of the 
mean may be a coincidence rather than the ADE data being statistically better 
that the other sets of data.
In all three cases most of the error in the mean mass is from the 910keV FEP. 
The mass estimates made using this FEP are all reasonable, but, as the 
910keV FEP is quite small and had a large error associated with it the mass 
estimate also had a large error. Table 7.2 gives a comparison of the mean 
masses calculated and their errors including and excluding the 910keV FEP.
Mean mass in kg 
including 910keV
Mean mass in kg 
excluding 910keV
Raw 0.636 ± 0.250 0.603 ± 0 .1 1 0
Background Corrected 0.621 ± 0 .2 6 0 0.678 ±  0.089
ADE Corrected 0.844 ±  0.362 0.903 ±0 .119
Table 7.2 : Mean masses and their errors including and excluding the 
910keV FEP data sets.
As can be seen the mean mass estimates are not dramatically changed by 
omitting the 910keV FEP, but, the error margins are reduced by greater than 
50% in all three cases.
7.2 Pakou method applied to GSA test results.
Figure 7.2 shows the result of applying the Pakou equation to each of the sets 
of GSA test data after the three process methods have been applied.
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Figure 7.2 : Cement mass calculated using the Pakou method for the three 
process methods of GSA test data. Actual cement mass = 1.05kg.
As can be seen, both the raw and background corrected data have failed in 
most cases to provide physically possible mass estimates. It is notable that the 
only raw data and background corrected FEPs from the GSA data that have 
produced physically possible masses are not from the chain. An 
explanation of this is offered in the following section. Table 7.3 provides 
statistical information about the ADE corrected data relevant to figure 7.2.
Mean mass 
in kg
Spread in kg 
of results
Standard
Deviation
Coefficient of 
Variation (%)
ADE
Corrected
0.466 ± 0.609 0.149-0.706 0.258 55.4
Table 7.3 : Information pertaining to the ADE Corrected data seen in figure 
7.2. Actual cement mass = 1.05kg.
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As with the TVA test the spread of the mass estimates does not suggest the 
analysis has been particularly successful. Removing the 910keV FEP from 
consideration again would reduce the mean mass error but not dramatically 
change the mean itself.
7.3 Error analysis of the Pakou method.
The error analysis of the Pakou equation is quite simple. Without looking further 
than Pakou equation itself it, can be seen that it will fail if Q  = Q  as the 
denominator then becomes zero.
The error in R also becomes progressively worse as Q . Using quadrature 
addition of the FEP errors in the Pakou equation (Knoll 1989 pp 87-94) the 
following equation for the fractional error in R can be obtained.
Where
R.
Ccc
Ca
C
+ (Q -Q )
1/2
Fractional error in R.
Actual error in 
Actual error in Q .
Actual error in Q
Counts per kg in FEP from concrete sample. 
Counts per kg in FEP from aggregate sample. 
Counts per kg in FEP from cement sample.
...8
As Rg is a fractional error when it is greater than 1 the error is larger than the 
calculated value of R, i.e. R = 0.17+0.2. Here R. is -1 .18 .
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Figure 7.3 contains two lines representing how Re changes as G  increases. As 
can be seen in the key one line has been made with all FEPs having ±5% 
error, the other with errors of ±NT  ^where N is the area if the FEP in question. 
The problems associated with mass divisions of samples that are not 1kg are 
dealt with later in § 8.
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Figure 7.3 : Calculated values of Re over a range of G  values for a G  value 
of 2000. For a known value of /? = 0.17.
It will be noticed that neither line has a point at G  = 2000. This is because G  = 
2000 meaning the equation would fail and the calculated value of Re becomes 
infinite. Figure 7.3 illustrates how the value of Re increases as G  => G . It also 
show the importance of determining the area of the FEPs accurately. In all, 
other than the first two points, the FEP errors (ec & ea) are lower in the line. 
In effect the more accurately the FEP areas can be determined the closer G  
can be to G  before the error associated with R (&) is too high to allow the 
Pakou equation to be of use.
From the experience of the concrete industry the Pakou equation will be of use 
if R can be determined to a accuracy of ±10%. It has just been shown that the
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FEP errors are dependent on the FEP areas (±N '^ )^ and as such the error in R 
{Re) is also dependent on the FEP areas. As the FEPs may have almost any 
area depending on the cement, aggregate activities as well as the detector 
efficiency it is futile to attempt to identify specific FEP areas that would produce 
accurate estimates of R. What can be done, however, is to identify the relative 
FEP areas that may produce accurate estimates of R.
Figure 7.4 contains two lines, each representing how Re changes with different 
values of C  or Ca. As can be seen in the key each line has been made by 
keeping either C  or Ca constant while varying the other. The blue line {Ca = 
constant ; G  = variable) is lower than the pink line for all apart from the first 
point.
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Figure 7.4 : Calculated values of Re for different values of G  and G  Errors 
used are ±N^ .^ For a known value o f/? = 0.17.
As stated earlier the limit of accuracy required to determine the cement content 
of concrete is ±10%. This is attained in figure 7.4 by the blue line when G  is 
about 1700. However, it is never quite attained by the pink line. This indicates 
that were the Pakou equation to be used to determine the cement content of
74
concrete it would be most likely to meet with success if the activity of the 
aggregate were very low and the activity of the cement were high relative to 
each other. It is possible for an accurate estimation of R to be made with the 
activities reversed, but, the activity of the aggregate would have to be much 
higher than required by the cement in the more favourable conditions.
As far as the GSA and TVA tests are concerned this indicates why the Pakou 
equation worked better with the data from the TVA test. C09 and TVA not only 
had very different activities, but, also the activity of the TVA was lower than that 
of the cement. In the case of the GSA test the cement and the aggregate had 
activities that were quite similar which referring to figure 7.3 forces the value of 
Rg up. The only FEP that produced viable estimates of R in the GSA test was 
the 1460keV FEP. Unlike all of the other isotopes the content of the 
aggregate and the cement were quite different, but, not ideal as the content 
of the GSA was about 3.75 times as high as that of C09.
If for example Q  = 800 and Q  = 3000 (very similar values to those from the 
1460keV GSA test) with ideal FEP errors of ±N^^^the lowest error in R that can 
be obtained is R^  = 0.203 (if R = 0.17). To achieve the desired limit of R^OA  
from FEPs with the ratio just described it would require a detection system with 
an FEP detection efficiency four times greater than the system presently in use. 
This is by no means impossible as the present system uses quite a small 
detector (appendix B), but, it would also be quite costly. If these values are 
reversed, i.e. Q  = 3000 and Q  = 800 then R^  = 0.122. The acceptable limit of 
= 0.1 can be achieved if the FEP detection efficiency is improved by only 
50% rather than 400%.
It has been shown how the error in R may be greater than R itself, but, it has 
not been shown how R may actually appear to be negative, which was seen to 
be the case in figure 7.2. The following discussion shows how calculating a 
negative value of i? is possible using the Pakou equation.
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The interaction of the FEP counting errors and the relative areas of the FEPs 
are the key to understanding how the Pakou equation can produce negative 
values of R. As the cement, aggregate and concrete have their FEPs assessed 
separately each has a different statistical error. There is no reason why the true 
errors should be positive or negative. This means that when FEP areas are put 
into the Pakou equation the interaction between the three errors may cause the 
calculation of R to be too high, too low or have no effect. There is no way of 
predicating if an FEP area will be high (relative to the FEPs from the other two 
materials) or low. Twenty-seven different error combinations have been 
identified for the Pakou equation. The following working shows how these 27 
error combinations were identified using the Pakou Equation.
...2 b
Each of the terms in the Pakou equation has an uncertainty (±) associated with 
it; each is totally independent of all other counting uncertainties, i.e. C^ o may be 
too large (positive error, +); too small (negative error, -); or correct (no error, ♦). 
The same can be said for Q  and Q . For each of the three possible states of 
Qo (+, -, ♦) G  can be in any of its own three states. This means that the top of 
the Pakou equation has 3 x 3  = 9 possible states. These possible states are in 
table 7.4 :
Cco + + + - - - ♦ ♦ ♦
C a + - ♦ + - ♦ + - ♦
Table 7.4 : Possible error combinations of the numerator of the Pakou 
equation.
The denominator of the Pakou equation contains the terms Q  and Q . Again 
there are 3 x 3  = 9 error combinations possible, the same as seen in table 7.4. 
However, as G  is used in the denominator and the numerator of the Pakou 
equation, only combinations where Q  is the same in the denominator and the
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numerator are actually possible. This means that rather than there being a total 
of 9 X 9 = 81 error combinations there are actually 9 x 3 = 27.
Figure 7.5 shows three sets of the 27 different error combinations applied to the 
three extreme scenarios of cement/aggregate FEP area. These scenarios are :
1. High activity cement : Low activity aggregate.
2. Comparable activities of cement and aggregate.
3. Low activity cement High activity aggregate.
The cement fraction of the concrete for all three scenarios (R) is 0.17. This 
value was chosen because it is realistic and very similar to both the TVA and 
GSA tests. The concrete FEP areas were calculated using the Pakou equation. 
Table 7.5 lists the FEP counts and their associated errors used to compile the 
data seen in figure 7.5.
Scenario 1 Scenario 2 Scenario 3
Cement count /  kg 2500 ± 2% 2500 ± 2% 150 + 8.2%
Aggregate count / kg 150 ± 8 .2 % 2 0 0 0  ± 2 .2 % 2500 + 2%
Concrete count / kg 549.5 ± 4.3% 2085 ± 2.2% 2100.5 ± 2 .2 %
Error limit ±N^^ ± N ''2
Table 7.5 : Data used to calculate error limits seen in figure 7.5.
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Figure 7.5 : Error ranges of Pakou equation for the three different
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Table 7.6 provides the statistical data relevant to figure 7.5.
Scenario 1 Scenario 2 Scenario 3
Mean R 0.170 0.170 0.170
Spread 0.152-0.188 -0.013-0.355 0.131 - 0.207
Standard Deviation 0.009 0.099 0.022
Coefficient of 
Variation
0.204 2.15 0.467
Table 7.6 : Statistics relevant to the error scenarios seen in figure 7.5.
As can be seen in table 7.6 all three scenarios produce a mean R that is 
correct. This means given a large number of tests on the fresh concrete the 
errors should cancel each other out and an accurate value for R may be
78
determined. However, in scenario 2 the coefficient of variation is more than an 
order of magnitude larger than that seen in scenario 1. This means that to 
obtain a mean value of R with confidence using the FEPs of scenario 2 a huge 
number of tests would be required. This would require time, and number of 
detectors. Neither of which would be at the disposal of a site engineer when 
testing a fresh concrete delivery.
The following equations show how a negative R value (and therefore mass) can 
be obtained using scenario 2. The specific error considered is seen as error 
combination 17 in figure 7.5.
Cg = 2500 with a positive error.
Q  = 2 0 0 0  with a negative error.
=> (2500 * 0.17) + (2000 * (1-0.17)) = = 2085 with a negative error.
[(2085-46)-(2000+ 44)] ^  (2039-2044) 
[(2500+ 50)-(2000+ 44)] (2550-2044)
-  -0.0099
506
-0.0099 6.2 = -061kg
As can be seen in figure 7.5 if the cement and aggregate counts are similar the 
range of masses that may be calculated is rather large. As there is no control 
over these errors the only conclusion that can be taken from this is that the 
Pakou equation should not be used when the cement and aggregate counts 
per kg are similar.
The TVA data can be associated with scenario 1 as the Thames Valley 
Aggregate has a much lower activity than C09. The GSA data however is more 
akin to scenario 2 as although the activity of the Glensanda Aggregate is on the 
whole lower than C09 it is much nearer to its activity than TVA.
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This error analysis has been applied assuming that a correct value for R is 
determined. It can also be used to understand what has failed if an incorrect 
value of ^  has been obtained. Most of the values for R calculated were too low 
for both the TVA and GSA data. The fact that both sets of data produced 
estimates of R that were too low suggests a systematic error. With the raw data 
and background corrected resuits this error, at ieast in part, is likely to be the 
fact that the different densities of the cement, aggregate and concrete have not 
been taken into consideration. With the ADE corrected data the error caused by 
the densities should have been minimised.
An underestimation of R could be obtained from the Pakou equation if :
1 . Cg was too low
2 . Ca was too low or too high
3. Cao was too low
4. A combination of the above errors.
It may be reasonable to assume that the value for Q  is correct, or at least the 
value that contains the smallest systematic error as it was used to determine 
the optimum fill depth as well as being one of the materials used to produce the 
ADE correction. This means that although the difference will be small the fill 
depth is optimised for C09 and not aggregate or concrete which given there 
greater densities wouid have smaller optimum fill depths. With this assumption 
in mind and using the errors seen in figure 15 values of i? may be calculated 
too low if :
Qo “ ♦ > Q  “ Qo “ "i Q  “ ♦
Cco ~ Ca = + Cao = Ca = -
If there is a systematic error it is likeiy to be common to both the aggregate and 
the concrete as they are quite similar : Both are denser than C09; Both contain
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water (which C09 does not); they pack in a similar way and are not as full of air 
as C09 in its unpacked state.
This would indicate that the error in one would be the same, or at least similar 
to the error in the other. This would rule out the third option (G^ = -, G  = +) in 
the list above as the errors seen there are different to each other. There are no 
grounds to rule out any of the other errors however.
7.3.1 Inaccurate FEP sizes.
So far it has been assumed that the FEP sizes are all correct. The FEP areas 
of the concrete have been derived from the FEP sizes of the aggregate and 
cement for a known value of R. This assumption can be tested by comparing 
the expected concrete FEP sizes to experimental ones. Given the masses of 
cement and aggregate used in the TVA and GSA tests values of R for each test 
have been calculated :
TVA test :
Cement mass = 0.895kg 
Aggregate mass = 4.92kg 
Total concrete mass = 5.815kg 
0.895 7 5.815 = 0.154 = i?
GSA test :
Cement mass = 1.05kg 
Aggregate mass = 5.15kg 
Total concrete mass = 6.2kg 
1 .0 5 /6 .2  = 0.169 = 7^
These values of R have been used to calculate expected concrete FEP areas 
for the raw data set, background corrected data sets and the ADE corrected 
data sets of both the TVA and GSA tests. Figures 7.6a and 7.6b show the 
actual FEP sizes obtained from the concrete samples divided by the expected 
values for each test.
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Figure 7.6a : Ratios of actual FEP areas from concrete to expected FEP 
areas from concrete for TVA data.
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Figure 7.6a : Ratios of actual FEP areas from concrete to expected FEP 
areas from concrete for GSA data.
As can be seen in both figures 7.6a and 7.6b for all apart from one of the sets 
of data and two of the higher energy FEPs the experimental FEP sizes
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obtained from the concrete were generally smaller than the expected FEP 
sizes. The five similar lines also exhibit the same trend in that the experimental 
FEP sizes become gradually closer to the expected values as the FEP energy 
increases. This is not linked to the number of counts in each FEP as the three 
largest FEPs are 351 keV, 609keV and 1460keV.
It is not clear why the GSA ADE corrected data should be different to the other 
data sets. Like the other lines there is still a positive gradient on the GSA ADE 
line which suggests the problem may lie with the calibration. The TVA ADE  
corrected data produces a line very similar to the TVA background corrected 
data, which suggests the calibration is not specifically at fault. It may, however, 
point to the specific density used in the ADE correction of the GSA data being 
inaccurate. If the density of the concrete used was slightly lower, then the line 
would also be a little lower and more in keeping with the trend of the other five 
lines.
It would appear there is no such fault in the TVA ADE data, it does, however, 
have the same characteristic as the other two TVA lines, i.e. there is a slight 
positive gradient on each line. As each line has the same feature it may be 
assumed that it is caused by the FEP sizes. The cement and concrete FEP 
sizes are large enough that it can be assumed that they have been accurately 
determined on the basis of good counting statistics. The Thames Valley 
Aggregate, however, has an activity only slightly larger than that of external 
background (§6.1). Such a small activity is very difficult to determine, especially 
if there is a background peak of any note in the spectrum. Both the internal and 
external backgrounds are present over the whole energy range covered by the 
spectra, but, they are of most significance at the lower energies. Figure 7.6c 
shows what happens to the ratio of experimental and expected FEP sizes from 
concrete for the TVA external background corrected data if the aggregate 
activity is assumed to be zero.
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Figure 7.6c : Ratios of actual FEP areas from concrete to expected FEP 
areas from concrete for TVA data with different assessments of the aggregate 
activity.
As can be seen in figure 7.6c assuming the aggregate has no activity has a 
dramatic effect on the actual / experimental ratio. At the lower FEP energies 
the ratio has improved, i.e. nearer to unity. It may therefore be thought that at 
these energies the sizes of the FEPs from the aggregate have been over 
estimated. Two of the ratios (910keV and 1460keV), however, are much too 
large. This means that the original estimates on these FEP sizes were more 
accurate. The ratio value for the 1120keV FEP has not changed, this is 
because the original estimate on its size was already zero.
If the assumption that concrete and cement FEP sizes are accurate is taken 
then it can be said that some of the aggregate FEP (294keV, 351 keV and 
609keV) areas have been over estimated. It would also appear that some 
(910keV, 1120keV and 1460keV) have been more accurately assessed.
This assumption was made because some of the FEP sizes were very small 
and therefore difficult to determine. If the aggregate FEP sizes and the
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concrete FEP sizes are compared however it can be seen that some of the 
concrete FEP sizes are comparably small. Table 7.7 provides this comparison.
FEP energy in keV Aggregate FEP area Concrete FEP area
294 65 247
351 149 442
609 154 301
910 63 71
1 1 2 0 0 86
1460 771 352
Table 7.7 : Comparison of FEP sizes for Thames Valley Aggregate and 
Concrete made using TVA.
As can be seen the FEPs at energies 910keV and 1120keV from the concrete 
are very similar to and in fact lower than some of the FEPs from the Thames 
Valley Aggregate. This would imply that if the aggregate values are considered 
to be too small to distinguish from the background then the FEPs from the 
concrete should be viewed in the same way. This may be an acceptable 
suggestion for the 910keV FEP as the size of the FEP from the cement at this 
energy is only 200 counts, but, it is not really acceptable for the 1120keV FEP 
as the size of the cement FEP at 1120keV is 502 counts. It must, however, be 
remembered that the background is lower and has a smaller gradient at 
1120keV than 294keV, 351keV or 609keV. This means that the size of FEP 
that can be distinguished from the background is smaller at the higher energy.
If these “aggregate corrections" are applied to the 294keV, 351 keV and 609keV  
FEPs of the TVA data a comparison to the data without the aggregate 
correction can be made. Figures 7.7a, 7.7b and 7.7c show how this correction 
affects each of the different process methods.
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mass calculations made using the Background corrected TVA data and the 
Pakou equation.
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mass calculations made using the ADE corrected TVA data and the Pakou 
equation.
As can be seen in all three figures the aggregate corrections applied to the 
FEPs 294keV, 351 keV and 609keV have made the mass calculations much 
more accurate. Obviously the 910keV, 1120keV and 1460keV FEP mass 
assessments have not changed as the correction was not applied to these 
FEPs, they have been included for completeness. Table 7.8 contains the 
statistical data relevant to figures 7.7a, 7.7b and 7.7c. It can be seen that there 
are improvements to all three process methods by applying the aggregate 
correction. The most notable improvement is to the standard deviations and the 
coefficients of variation. Despite the 910keV FEP being of quite poor quality it 
was included in this data and although the errors associated with mean mass 
assessments would be improved by omitting it there would be no notable 
improvement in any of the other statistical data.
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Mean mass 
in kg
Spread in kg 
of results
Standard
Deviation
Coefficient of 
Variation (%)
Raw Data
N 0.636 ± 0.250 0.398 - 0.867 0 .2 0 2 31.7
A 0.784 ±  0.249 0.654 - 0.867 0.068 8.67
Background N 0.621 ±  0.260 0.340 - 0.996 0.272 43.8
Corrected A 0.742 ± 0.259 0.340 - 0.996 0 .2 2 0 29.6
ADE N 0.844 ± 0.362 0 .4 7 5 - 1.44 0.362 42.9
Corrected A 0.991 ±0 .361 0 .5 4 6 - 1.44 0.284 28.7
Table 7.8 : Statistical data relevant to figures 17a, 17b and 17c. N denotes 
the aggregate correction has not been applied; A denotes it has. Actual cement 
mass = 0.895kg.
This correction can only sensibly be applied to the TVA data as the GSA data 
does not contain any FEPs that were particularly small. This correction is also 
dependent on the way in which the FEP sizes were determined. It has already 
been said that the multi-channel analyser used for this work was PCA2 which 
uses quite a simple FEP size determination routine. If a more complex routine 
were employed then the FEP sizes should be determined more accurately and 
a correction of this nature would not be required.
7.3.2 Conclusion to error analysis of Pakou method.
The Pakou equation will work best if the activity of the aggregate used is low 
(such as TVA) and the activity of the cement is high (such as C09). It may be 
possible to obtain useful data with a low activity cement and a high activity 
aggregate (such as GSA), but the to reduce the error associated with R (i?J to
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an acceptable level (R^  = 0.1) detection system with a much higher FEP 
detection efficiency than used during this work would be required.
The Pakou equation fails if the specific activities of the cement and aggregate 
(per kg) are similar. It has been shown that a low flat background is always 
favourable for determining the FEP areas accurately, especially if they are 
small as in the case of TVA. This points towards using only high energy FEPs 
(>700keV), unless the lower energy FEP areas are substantially larger than the 
background they sit on (as with GSA).
7.4 Rowbottom method applied to TVA test 
results.
The Rowbottom method can be used to calculate cement and aggregate 
masses independently. This is an advantage over the Pakou method where the 
cement and aggregate mass calculations are linked by the term R which is 
used to define the cement fraction (R) as well as the aggregate fraction 
{R„ = 1~R). With the masses being calculated separately the number of 
estimates on the cement mass is effectively doubled as the cement mass can 
be derived from the aggregate mass simply by subtracting the aggregate mass 
from the total concrete mass.
The graphs seen in figure 7.8 are histograms of the cement and aggregate 
masses obtained by applying the Rowbottom equations (equations 3e & 3f) to 
the data processed in the three ways already described in §6 . The width of 
each bar on the histograms represents a range of 0.1kg. A list of the actual 
numbers used to compile these histograms, and their errors can be found in 
appendix C.
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Figure 7.8 : Cement and aggregate mass estimates histograms for the three 
different data process methods.
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Table 7.9 provides the statistical data relevant to the histograms in figure 7.8.
Mean in kg Spread in kg Standard
Deviation
Coefficient of 
Variation (%)
Raw Data C 0.447 ± 0.806 -0.580 - 0.956 0.432 103
A 5.54 ± 7 .0 5 3.83 - 8.46 1.24 22.4
Background C 0.648 ± 1.62 0 .2 1 7 -1 .7 4 0.442 6 8 .2
corrected A 4 .1 3 ± 2 .6 8 2 .0 3 -6 .3 4 2.37 57.4
ADE C 0.869 ± 2 .1 5 0.276 - 2.63 0.675 77.7
corrected A 5.29 ± 3.04 0.889 - 6.99 1.70 32.1
Table 7.9 : Statistical data pertinent to figure 7.8. C = Cement, A = 
Aggregate. Actual cement mass = 0.895kg. Actual aggregate mass = 4.92kg
The graphs in figure 7.8 and the data presented in table 7.9 show that the 
Rowbottom method has not been very successful in determining the cement 
content of concrete using the TVA data. Both the cement and aggregate mass 
assessments for the ADE corrected data have mean mass estimates within 
10% of the actual mass which would be acceptable. However both of their 
coefficients of variation are quite large and figure 7.8 shows that the grouping 
of the data points is quite poor.
The Rowbottom equations require two unrelated FEPs to work. In effect this 
means that each histogram in figure 7.8 is presenting three sets of data for 
both the cement and the aggregate mass estimates:
1. 1460keV
2. 1460keV
3. 910keV
chain FEPs (294keV, 351 keV, 609keV & 1120keV). 
chain PEP (910keV). 
chain FEPs.
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The bars marked with asterisks in figure 7.8 are the masses calculated using 
the 1460keV FEP with the 910keV FEP. It will be noticed that on all three 
graphs these are the most wayward points and not grouped with the others at 
all. The masses calculated using the 1120keV FEP are also poorly grouped. 
The 1120keV FEP and the 910keV FEP are the smallest FEPs and have the 
largest statistical errors associated with them which is partly be the reason for 
their inaccuracy. It is known that the 910keV FEP has large errors associated 
with it (see appendix C) so it is worth considering the four mass assessments 
that are made which do not use it. These mass assessments use the FEP 
combinations:
1460keV & 294keV 1460keV & 351 keV
1460keV & 609keV 1460keV & 1120keV
Table 7.10 provides the statistical data relevant to these four combinations.
Mean in kg Spread in kg Standard
Deviation
Coefficient of 
Variation (%)
Raw Data C 0.570 ±  0.068 0.286 - 0.956 0.253 44.4
A 5.38 ± 0 .4 9 8 4 .3 4 -6 .1 4 0.678 1 2 .6
Background C 0.519 ± 0 .0 6 3 0.248 - 0.869 0.223 43.0
corrected A 5.57 ± 0 .5 5 7 4.56 - 6.36 0.648 1 1 .6
ADE C 0.660 ± 0.081 0 .3 1 7 -1 .0 8 0.272 41.2
corrected A 5.62 ±  0.469 4.62 - 6.45 0.654 1 1 .6
T a b le  7 .1 0  : Statistical data for four FEP combinations that do not use the 
910keV FEP. C = cement, A = aggregate. Actual cement mass = 0.895kg. 
Actual aggregate mass = 4.92kg.
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If tables 7.9 & 7.10 are compared it will be seen that the coefficients of variation 
for cement and aggregate for each data process method are reduced by 
excluding the 910keV FEP. There is, however, only one of the mean mass 
assessments (cement mass from the Raw Data set) which is made more 
accurate. This shows that although the grouping of the data is improved by 
omitting the 910keV FEP there are still errors in the analysis method. By far the 
most accurate results obtained are from the ADE corrected data, but, even 
these suffer from a reduction in accuracy when the 910keV FEP is removed 
from consideration. This is very similar to the effect on the Pakou assessment 
of the TVA data when the 910keV FEP was removed from consideration.
As with the Pakou equations the key to identifying when the Rowbottom 
equations can and cannot be used is in the error analysis which is covered in § 
7.6.
Part of the assessment of the TVA data using the Pakou equation found that 
the lower energy FEPs had had their areas over estimated. When the data was 
re-assessed with the lower energy FEPs given activities of zero the accuracy of 
the results was improved (§ 7.3.1). As the FEPs that were re-assessed were all 
from the chain the same alterations can be used with the Rowbottom 
equations. Table 7.11 provides a comparison of the statistical data obtained by 
applying the Rowbottom equations to the TVA data with the activities of the 
FEPs : 294keV, 351keV and 609keV from the aggregate all assumed to be 
zero compared to the original unaltered data from table 7.8.
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Mean mass 
in kg
Spread in kg of 
results
Standard
Deviation
Coefficient 
of Variation 
(%)
Raw Data N 0.447 ± 0.808 -0.580 - 0.956 0.432 103
(Cement) A 0.598 ± 0.806 -0.580 - 0.956 0.433 72.4
Raw Data N 5.54 ± 7 .0 5 3.83 - 8.46 1.24 22.4
(Aggregate) A 5.10 ± 7 .0 5 3.83 - 8.46 1.25 24.5
Background
Corrected
N 0.648 ± 1.62 0 .2 1 7 -2 .6 3 0.442 6 8 .2
(Cement) A 0.835 ± 1.33 0 .6 3 7 - 1.74 0.330 39.5
Background
Corrected
N 4.13 ± 2 .6 8 2.03 - 6.34 2.37 57.4
(Aggregate) A 4.78 ± 2 .6 7 2.03 - 5.23 1.01 21 .1
ADE
Corrected
N 0.869 ± 2 .1 5 0.276 - 2.63 0.675 77.7
(Cement) A 1.11  ± 2 .1 6 0 .8 0 5 -2 .6 3 0.546 49.2
ADE
Corrected
N 5.29 ± 3.04 0 .8 8 9 -6 .9 9 1.70 32.1
(Aggregate) A 4.75 ± 1.40 4.63 - 5.62 1.40 29.5
T a b le  7 .11  : Statistical data for Rowbottom assessment of TVA data. N 
denotes the aggregate correction has not been applied; A denotes it has. The 
actual mass of cement = 0.895kg and the actual mass of aggregate = 4.92kg.
It can be seen that for all but ADE corrected cement assessment the mean 
mass estimates have been improved by the correction. The coefficients of 
variation are also all lower in all cases apart from the raw data aggregate 
assessment. The results still have standard deviations and spreads that are 
quite large because the 910keV FEP is still included. It may be recalled from
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figure 7.8 that a single point of each assessment did not group with the other 
mass assessments. This point in each case was from the 910keV/1460keV  
combination. If the 910keV FEP is now removed from consideration and the 
aggregate correction retained the data seen in table 7.12 is derived.
Mean mass 
in kg
Spread in kg of 
results
Standard
Deviation
Coefficient 
of Variation 
(%)
Raw Data N 0.570 ± 0.068 0.286 - 0.956 0.253 44.4
(Cement) A 0.747 ± 0.585 0.622 - 0.956 0.125 16.7
Raw Data N 5.38 + 0.498 4 .3 4 -6 .1 4 0.678 1 2 .6
(Aggregate) A 4.90 ±0.461 4.34 - 5.24 0.336 6 .8 6
Background
Corrected
N 0.519 ± 0 .0 6 3 0.248 - 0.869 0.223 43.0
(Cement) A 0.722 ± 0.049 0 .6 8 5 -0 .8 6 9 0.088 1 2 .2
Background
Corrected
N 5.57 ± 0.557 4.56 - 6.36 0.648 1 1 .6
(Aggregate) A 4.98 ± 0 .4 0 5 4.56 - 5.23 0.254 5.10
ADE
Corrected
N 0.660 ± 0.081 0 .3 1 7 -1 .0 8 0.272 41.2
(Cement) A 0.915 ± 0 .0 6 2 0 .8 0 5 - 1.08 0.099 1 0 .8
ADE
Corrected
N 5.62 ± 0.469 4.62 - 6.45 0.654 1 1 .6
(Aggregate) A 5 .1 3 ± 0 .4 1 2 4.63 - 5.55 0.336 6.55
Table 7.12 : Statistical data, omitting that from the 910keV FEP, for 
Rowbottom assessment of TVA test. N denotes the aggregate correction has 
not been applied; A denotes it has. The actual mass of cement = 0.895kg and 
the actual mass of aggregate = 4.92kg.
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Removing the 910keV FEP from consideration and applying the aggregate 
correction have made the mean mass estimates much more accurate. The 
most impressive results are the ADE corrected values for both cement and 
aggregate, each returning mass estimates with less than a 5% inaccuracy. The 
errors associated with the mass estimates, however, are still too large. They 
can only be reduced by using FEPs with small individual errors, i.e. those that 
sit on flat, small backgrounds and have areas at least double that of the 
background.
7.5 Rowbottom method applied to GSA test 
results.
Figure 7.9 is a set of three histograms of the cement and aggregate mass 
assessments made with the Rowbottom equations and the three process 
methods applied to the GSA data. A list of the numbers used to compile these 
histograms and their errors can also be found in appendix C.
As can be seen the grouping of the mass assessments is remarkably good 
especially for the aggregate assessments. Table 7.13 provides the statistical 
data relevant to the histograms seen in figure 7.9. This highlights some of the 
flaws in the data, the cement masses although grouped reasonably well are 
much too low and even have some negative values. The aggregate mass 
assessments are excellent, but the ADE corrected mean mass is slightly too 
high (+6.4%) and has the largest coefficient of variation.
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Figure 7.9 : Cement and aggregate mass estimates histograms for the three 
different data process methods.
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Mean in kg Spread in kg Standard
Deviation
Coefficient of 
Variation (%)
Raw Data
C 0.428 ± 0.285 0.246 - 0.728 0.142 33.2
A 4.97 ± 0.369 4.82 - 5.09 0.079 1.59
Background C 0.339 ± 0.292 -0.280 - 0.649 0.257 75.8
corrected A 4.95 + 0.349 4.71 -5 .1 8 0.146 2.95
ADE C 0.554 + 0.410 -0.171 - 0.874 0.334 60.3
corrected A 5.48 ± 0 .3 9 0 5.30 - 5.70 0.144 2.63
Table 7.13 : Statistical data pertinent to figure 7.9. C = Cernent, A = 
Aggregate. Actual cernent mass = 1.05kg/Actual aggregate mass = 5.15kg.
The coefficients of variation seen in table 7.13 are considerably lower than their 
TVA counterparts in table 7.14, but, the cement values are still too high to give 
the mass estimates credibility. If the errors associated with the mean mass 
estimates are considered as well it will be seen that the cement errors are very 
large. This is primarily caused by a single FEP pairing 1460keV & 910keV, the 
same pairing that caused large errors in the TVA data. Table 7.14 gives 
statistical data for the mass assessments when the 910keV FEP has been 
omitted. This data is directly comparable to that seen in table 7.10 which shows 
the same information for the TVA test.
As with the TVA data by removing the 910keV FEP from consideration the 
coefficients of variation have all been reduced. The already accurate aggregate 
assessments made using the raw data and the background corrected data 
have been improved on. The mean masses have hardly changed however with 
all cement assessments still too low and the ADE corrected aggregate 
assessment too high.
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Mean in kg Spread in kg Standard
Deviation
Coefficient of 
Variation (%)
Raw Data
C 0.365 ±  0.206 0.246 - 0.498 0.091 24.9
A 5.02 ± 0.307 4 .9 8 -5 .0 5 0.023 0.458
Background C 0.363 ±  0.200 0.225 - 0.539 0.130 35.8
corrected A 5.04 + 0.287 5 .0 0 -5 .0 6 0.028 0.556
ADE C 0.585 + 179 0.332 - 0.874 0.208 35.6
corrected A 5.56 ±0 .3 1 8 5.51 - 5.61 0.037 0.665
Table 7.14 : Statistical data for four FEP combinations that do not use the 
910keV FEP. C = cement, A = aggregate. Actual cement mass = 1.05kg. 
Actual aggregate mass = 5.15kg.
The most accurate cement mass estimates can be obtained by subtracting the 
calculated aggregate masses from the known mass of the test concrete. Table 
7.15 shows the cement masses derived by doing this.
Calculated 
aggregate 
mass in kg
Actual concrete 
mass in kg
Derived 
cement mass 
in kg
Error
Raw Data 5.02 ± 0.307 6.2 ± 0 .005 1.18 ± 0 .3 0 7 2 .6  %
Background
corrected 5.04 ± 0.287 6.2 ±0 .0 0 5 1.16 ± 0 .2 8 7 0.87%
ADE corrected 5.56 ± 0 .3 1 8 6.2 ± 0.005 0.64 ± 0 .3 1 8 44%
Table 7.15 : Cement mass estimate derived from calculated aggregate 
masses. Actual cement mass = 1.05kg. Actual aggregate mass = 5.15kg.
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As mentioned earlier the key to understanding how errors occur when using the 
Rowbottom equations is in the interaction of the FEP area errors. The following 
section discusses this at length.
7.6 Error analysis of the Rowbottom equations.
The error analysis of the Rowbottom equations is very complex. However, 
there is an obvious starting point. It can be seen in the Rowbottom cement 
mass equation 3e:
That it will fail if :
Pc2-Pal ~ Pcl-Pa2
...3e
The same is true for the Rowbottom aggregate mass equation (3f) as the 
denominator of both equations is the same. The fractional errors also become 
progressively worse as Pc^Pai => Pc2‘Pai- Using quadrature addition of the FEP 
errors in the Rowbottom cement equation (Knoll 1989 pp 87-94) the following 
equation for the fractional error in cement mass can be obtained.
Cr =
V ’ ^ c o 2  ^ a 2  ' ^ c a \ ) /  \  ( j ^ c 2  ' ^ a l  ' ^ a 2  ) /
W here :
a Pal-Pao
...9a
...9b
p = •Pcl'Pa: ...9c
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Where :
Pci
Pc2
Pal
Pa2
Pool
Pco2
9
c^l
c^2
a^l
a^2
Activity per kg per time period from the cement in FEP 1.
Activity per kg per time period from the cement in FEP 2.
Activity per kg per time period from the aggregate in FEP 1 .
Activity per kg per time period from the aggregate in FEP 2.
Activity per time period from the concrete in FEP 1.
Activity per time period from the concrete in FEP 2. 
Fractional error in calculated cement mass.
Actual error in 
Actual error in P 2^- 
Actual error in 
Actual error in P^j.
This equation has been used to illustrate when the Rowbottom cement mass 
equation falls and what FEP sizes are required for a cement mass estimate to 
be made with a smail error.
An FEP can have one of four sizes relative to the other FEPs : smallest, 2nd 
smallest, largest and 2 nd largest.
Let VL
H
Smallest FEP 
2nd largest FEP
L
VH
2nd smallest FEP 
Largest FEP
Then the 16 combinations seen in table 7.16 are valid for both the cement and 
the aggregate :
VH VH H VH L VH VL VH
VH H H H L H VL H
VH L H L L L VL L
VH VL H VL L VL VL VL
Table 7.16 : All possible FEP size combinations in cement or aggregate.
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If these sixteen combinations are taken as the cement FEPs each can be 
paired with all of the other combinations which can also occur in the aggregate. 
Therefore there are 16 x 16 = 256 possible combinations for four independent 
FEPs with four potentialiy different sizes.
Some of these combinations are not possible given the definitions of VL, L, H, 
VH, i.e. it is not possible for all FEPs to be VH or any two to be L. However, 
each FEP has an error associated with it so if two FEPs are similar it may not 
be possible to determine absolutely which is largest and which is smallest. For 
example, if the value of VH=9500 it will have a statistical error of at least ±100  
(~9500^^^). The value of H may have a value of 9300±95 (-9300^^^). Here there 
is an overlap of the errors of VH and H so in effect because VH and H are not 
known absolutely they may be the same value. The following discussion shows 
it is only when certain FEPs are of similar sizes that this overlap in errors 
becomes a problem.
It is not practical or necessary to illustrate all 256 FEP area combinations. 
Three of them have been included however (figure 7.10) as examples of how 
the fractional error in the calculated mass can vary. The values for the four 
FEPs have been chosen to be realistic yet arbitrary. Each of the FEPs used to 
produce figure 7.10 has been given an error of ±5%. It should be noted in 
considering the error analysis of the Rowbottom equations no mass divisions 
have been made on the P^, Pc2< Pai and P^2 values. In effect this makes the 
assumption that a single kg of each is used to produce the data. As with the 
Pakou error analysis (§7.3) the problems associated with mass divisions of 
samples that are not 1kg are discussed in §8 .
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Figure 7,10 : Fractional errors in calculated mass obtained using equation 
4a. All FEP errors are ±5%. For each line Pai = 1500 ; Pa2 = 2500 and Pc2 as 
given in the key. P d  ranges from 100 to 3900.
The line where Pc2 = 1500 has a discontinuity in it; this is where Pd.Pa2 = Pc2.Pah 
and the denominator of the Rowbottom equation has become equal to zero. 
The other two lines do not have discontinuities as Pd.Pa2 # Pc2~Pai at any point 
over the range of Pd-Pa2 shown.
The line where Pc2 -  7000 has a increasing error as P d  increases, this is 
because the difference between Pd-Pa2 and Pc2.Pai- is being reduced. The 
opposite can be seen in the Pc2 = 1 0 0  line where the differences between 
Pd.Pa2 and Pc2.Pah is being increased.
The fractional errors of calculated mass seen in figure 7.10 are derived from 
FEPs all with errors of ±5%. This is not necessarily realistic as the fractional 
errors associated with the smaller FEPs are larger than the fractional errors 
associated with the larger FEPs, i.e. for an FEP of 100 counts an error of at 
least ±10% would be expected, whereas an FEP of 7000 an error as low as
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±1.2% may be possible depending on the peak to background ratio. Figure 
7.11 shows the same three sets of fractional errors seen in figure 7.10, but, 
with the FEP errors all being ±N^ '^ , where N is the value Pd,c2.ai.a2.
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Figure 7.11 : Fractional errors in calculated mass obtained using equation 
4a. All FEP errors are ±N^ '^ , where N is the value o f Pci,c2,ai.a2.. For each line Pai 
= 1500 ; Pa2 = 2500 and Pc2 as given in the key. P d  ranges from 100 to 3900.
If figures 7.10 and 7.11 are compared it will be seen that the shape of each of 
the lines has not changed, i.e. the failure criterion for the Rowbottom equations 
has not changed. The fractional errors in the calculated masses (y-axes), 
however, have decreased dramatically for all three lines. This illustrates the 
importance of using FEPs with small errors. FEPs with small errors are 
obtained when the area of the FEP is large and it is situated in a region of the 
spectrum that has a small flat background.
The FEPs used must be chosen to maximise the difference between the 
products of Pd.Pa2 and Pc2-Pai\ each FEP must also have a small individual 
error. This general rule leaves some room for variation, i.e. which FEP of each
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product should be the higher and which the lower. Figure 7.12 shows four sets 
of fractional errors. Two have been produced by varying P d  from 100 up to 
3900 and the other two by varying Pai over the same range. The values for the 
other FEPs can be seen in the key.
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Figure 7.12 : Fractional errors in calculated cement mass for four different 
FEP areas obtained using equation 9a. Individual FEP errors were taken as
N1/2
All four lines have a positive gradient, this is because the products of Pd.P ai 
and Pci.Pai are getting closer together as P d  {Pai) increases. If the lines are 
considered as two pairs (pink & blue; red & black). It can be seen that in both 
pair of lines the lowest errors are obtained if Pai < Pc2 as these are the lower 
lines of each pair. This may be seen better if the smallest 4 fractional errors are 
considered.
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Point 1 from the black line :
Pd = 2500; Pd -  7000; = 9500; P ^  = 1 0 0  Fractional error = 0.0331
Point 1 from the red line :
Pd -  2500; Pd  = 9500; P^  = 7000; P ^  = 1 0 0  Fractional error = 0.0365
These two are the smallest fractional errors seen in figure 7.12. Of these two 
the error is smallest when Pd < Pc2^
Point 1 from the blue line :
Pd = 100; Pd  = 7000; P^ -  9500; P ^  = 2500 Fractional error = 0.0582
Point 1 from the pink line :
Pd  = 100; Pd  = 9500; P^  = 7000; P ^  = 2500 Fractional error = 0.0707
These two are the smallest fractional errors seen in the blue and pink lines in 
figure 7.12. Of these two the error is smallest when Pd < Pd-
Taking the lowest fractional error of each of these pairs it can be seen that if 
> P d  as well the as Pd  < Pc2 smallest error is achieved :
Point 1 from the black line :
Pd = 2500; Pd  = 7000; P^  = 9500; P ^  = 100 Fractional error = 0.0331
Point 1 from the blue line :
Pd = 100; Pd  = 7000; P^ -  9500; P^ -  2500 Fractional error = 0.0582
Figure 7.13 is very similar to figure 7.12, but, it has been produced by varying 
Pd  and Pd  between 6400 and 10600. The areas of the other FEPs can be seen 
in the key.
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Figure 7.13 : Fractional errors in calculated cement mass for four different 
FEP sizes obtained using equation 9a. Individual FEP errors were taken as
N1/2
In figure 7.13 the gradient of all of the lines is negative, this is because as P d  
{Pel) increases the difference between the products Pci.Pai and Pd.Pai also 
increases. Once again the lines can be considered as two pairs (pink & blue; 
red & black). In each pair it can be seen that it is favourable to have Pd > Pa2-
The smallest fractional error from each line has been used to show this more 
clearly.
Point 22 (the last point) from the black line :
P d  = 1000; P d  = 10600; Pc2 = 9500; Pa2 = 2500 
Point 22 (the last point) from the red line :
Pd  = 2500; P d  = 10600; Pc2 = 9500; Pa2 = 1000
Fractional error = 0.0560
Fractional error = 0.0420
Here it can be seen that the smallest fractional error is attained when Pd > Pa2-
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Point 22 (the last point) from the blue line :
Pd = 1000; Pd -  9500; P^  = 10600; P^  = 2500 Fractional error = 0.0524
Point 22 (the last point) from the pink line :
Pd -  2500; Pd  = 9500; P^  = 10600; P^  = 1000 Fractional error = 0.0397
Once again this shows that the smallest fractional error is attained when Pd > 
Pd- If the lowest fractional errors from each of these pairs is now compared it 
can be seen that the smallest error is achieved when Pd < Pc2 confirming that 
derived from figure 7.12 :
Point 22 (the last point) from the red line :
Pd = 2500; Pd  = 10600; Pd  = 9500; Pd  = 1000 Fractional error = 0.0420
Point 22 (the last point) from the pink line :
Pd  = 2500; Pd -  9500; P^  = 10600; Pd  = 1000 Fractional error = 0.0397
In summary figures 7.12 and 7.13 show that it is favourable to have Pd  < Pd  
and Pd > Pd^ i e. the cement more active than the aggregate in both isotopes 
used if the error in the cement mass calculation is to be minimised. This, 
however, only covers specific FEP net areas. As can be seen in figures 7.12 
and 7.13 the gradients of all the lines are different. In figure 7.12 as Pd-Pa2 
increases the pairs of lines diverge and in figure 7.13 as Pd-Pai increases the 
pairs of lines converge. The divergence of the pairs in figure 7.12 will have no 
effect on the best FEP combinations to use as the points where the pairs 
intercept require the product of Pd-Pa2 to be less than zero and therefore not 
possible. In figure 7.13, however, the convergence of the pairs of lines may be 
significant. If the product of Pd-Pai is large enough then the conditions of 
minimum fractional error would change so that Pd < Pa2 is favourable. This will 
only occur if the areas of the FEPs used for Pd  are considerably smaller 
than those of P^  and Pd, e.g. the cement has a low activity, but, the
aggregate has a high one and the cement has a high activity, but, the
aggregate has a low one.
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An alternative route to obtaining an estimate of the mass of cement contained 
in a fresh concrete sample is to derive it from the aggregate mass which is 
calculated using equation 2 f.
Ma = ...3f
The error analysis of equation 3f is very similar to that of equation 3e. Using the 
same approach as before the fractional error in the aggregate mass can be 
expressed as :
Where :
a .
N 2a +
■ Pco 1 Pc\ ' Pcol \  \  {Pcl • Pai Pc\ • Pa2 ) /
1/2
...9d
.. .9e
...9f
Where :
Pd =  Activity per kg per time period from the cement in FEP 1.
Pc2 = Activity per kg per time period from the cement in FEP 2.
Pal = Activity per kg per time period from the aggregate in FEP 1.
Pa2 =  Activity per kg per time period from the aggregate in FEP 2.
Pool = Activity per time period from the concrete in FEP 1.
Pco2 = Activity per time period from the concrete in FEP 2.
Cf = Fractional error in calculated cement mass.
6d  = Actual error in Pd-
Bd ^ Actual error in P^-
Bai = Actual error in Pai-
6a2 = Actual error in Pa2-
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If the equation for Cfa is compared to that shown earlier for ey (fractional error in 
calculated cement mass) it will be seen that the second part of each equation 
is the same. This is because these parts are derived from the denominators of 
equations 3e and 3f which are also the same. Figures 7.14 and 7.15 show 
fractional errors in calculated aggregate mass for the same ranges of values 
seen in figures 7.12 and 7.13 respectively.
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Figure 7.14 : Fractional errors in calculated aggregate mass for four different 
FEP sizes obtained using equation 9d. Individual FEP errors were taken as
N1/2
As can be seen the errors of the 8 sets of data seen in figures 7.14 and 7.15 
are much less variable than those seen in figures 7.12 and 7.13. There is also 
much less difference between the pairs. There is also less difference between 
all 4 sets in each graph than between their counterparts in figures 7.12 and 
7.13. The errors seen in figures 7.14 and 7.15 are on the whole larger than 
those seen in figures 7.12 and 7.13, but, they are much less variable. This may 
be why the aggregate mass assessments were grouped so much better than 
the cement mass assessments in the GSA test.
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Figure 7.15 : Fractional errors in calculated aggregate mass for four different 
FEP sizes obtained using equation 9d. Individual FEP errors were taken as
N1/2
Although the differences are only slight they are present and if the same 
approach is taken to that used with the data in figures 7.12 and 7.13 it can be 
seen that it is favourable to have P d  <  Pa2 and P d  <  Pah
From figure 7.14 :
Point 1 from the black line :
P d  = 2500; Pa, = 7000; Pc2 = 9500; Pa2 = 100 
Point 1 from the red line :
P d  = 2500; Pa, = 9500; P d  = 7000; Pai = 100
Fractional error = 0.0880
Fractional error = 0.0858
This shows to obtain the smallest fractional error in calculated the aggregate 
mass it is beneficial to have Pa, >  Pd-
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Point 1 from the blue line :
Pd = 100; Pd  = 7000; P ,2  = 9500; P ^  = 2500  
Point 1 from the pink line :
Pd  = 100; Pd  = 9500; P^  = 7000; P ^  = 2500
Fractional error = 0.0834
Fractional error = 0.0769
This shows to obtain the smallest fractional error in calculated the aggregate 
mass it is beneficial to have P ^  > Pc-
Taking the lowest fractional error of each of these pairs it can be seen that \f Pd  
< Pd  as well the as Pd < Pai smallest error is achieved :
Point 1 from the red line :
Pd = 2500; Pd  = 7000; P^ = 9500; P ^  = 100 
Point 1 from the pink line :
Pd = 100; Pd  = 7000; P^  = 9500; P ^  = 2500
Fractional error = 0. 0858
Fractional error = 0. 0769
From figure 7.15 :
Point 1 from the black line :
Pd = 1000; Pd  = 10600; P^  = 9500; P^  = 2500 
Point 1 from the red line :
Pd = 2500; Pd  = 10600; P^  = 9500; P ^  = 1000
Fractional error = 0.0769
Fractional error = 0.0788
This shows to obtain the smallest fractional error in calculated the aggregate 
mass it is bénéficiai to have Pd < Pai-
Point 1 from the blue line :
Pd = 1000; Pd  = 9500; P^  = 10600; P^  = 2500 
Point 1 from the pink line :
Pd = 2500; Pd  = 9500; P^  = 10600; P ^  = 1000
Fractional error = 0.0774
Fractional error = 0.0792
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This also shows to obtain the smallest fractional error in calculated the 
aggregate mass it is beneficial to have < Pai-
Taking the lowest fractional error of each of these pairs it can be seen that if 
> Pd  as well the as P^ < P^i smallest error is achieved :
Point 1 from the black line :
Pd -  1000; Pd  = 10600; Pd  = 9500; P^i = 2500 Fractional error = 0.0769
Point 1 from the blue line :
Pd = 1000; Pd  = 9500; Pd  = 10600; P^i = 2500 Fractional error = 0.0774
Absolute failure of the Rowbottom equations occurs only when Pd-Pai -  Pc2-Pah 
but, a failure as far as determining the cement content of concrete to a useful 
limit is concerned occurs when the fractional error is 0.1. The error equation 
presented at the start of this section can therefore be used to determine 
whether a set of FEPs are suitable, and how accurate they have the potential 
to be.
It has been shown how the Rowbottom equations can fail, but, it has not been
seen how a negative mass may be calculated. As in the Pakou error analysis
(§7.3) this is caused by the interaction of the individual FEP errors.
The Rowbottom equations being more complex than the Pakou equation have 
much more complicated error interactions. Each equation contains two totally 
independent pieces of data from each of the three different spectra (cement, 
aggregate and concrete). There is no reason why any one piece of data should 
have the same error (positive or negative) as any other. The following shows 
how the total number of possible error combinations is calcuiated.
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From the equation :
Pa} Pco2 has 9 possible error combinations :
Where ♦ denotes no error.
The same follows for Pa2-Pcoi> , Pc2 -Pai and P^j -Pa2-
Each Pai-Pco2 combination can combine with each Pa2-Pcob combination :
9 x 9  = 81
The same follows for -Pai combining with P^ .Pa2- Therefore the numerator 
of the equation has 81 error states as does the denominator.
However, the numerator and denominator of the equation have common terms 
in Pd  and P^- Where Pd  (or P^) is in one state in the numerator it must be in 
the same state the denominator. So although there are a possible 6561 error 
states (81 x 81) only a few of these are possible given Pd  and P^- Only 1/3rd 
of the possible combinations allow all the Pd  terms to be the same and out of 
these only 1/3rd allow all the P ^  terms to be the same. Therefore only 1/9th of 
the total possibilities are viable : 6561 4- 9 = 729; possible error combinations in 
each of the Rowbottom equations.
An example how one of these error combinations can lead to a negative mass 
assessment can be seen in the following workings.
Let the cement fraction of the concrete R = 0.17 and fractional error =
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Where :
P^, = 2400+  49 
Pal =  1000132 
Pa2 =  6000177 
Pc2 =  2500150
...3e
Paai = (2400 * 0.17) + (1000 * (1-0.17)) = 1238+35
Pool = (6000 * 0.17) + (2500 * (1-0.17)) = 3095+56
If jPgy and Pcoi are under estimated; P^, Pah and P^oi are over estimated and P^  
is assessed accurately, then given these error margins the following FEP areas 
may be recorded.
Pd = 2400 + 49 = 2449 
Pd  = 6000 - 77 = 5923 
= 1 2 3 8 -3 5  = 1203
P„y = 1 0 0 0 -3 2  = 968 
Pa2 = 2500
P ,„2 = 3 09 5+  56 = 3151
Put these values into the Rowbottom equation for cement mass :
[(968 i3151)- (2500x1203)] 
[(5923x968)- (2449x2500)
(3050168-3007500)
(5733464-6122500)
42668
-389036 -0.11kg
Relating the error discussion back to the TVA and GSA data it can be seen 
how large errors in the determined masses may occur. Table 7.17 shows the 
FEP areas and the products Pd-Pa2 & Pc2-Pai used to calculate masses obtained 
using the background corrected TVA data.
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PER
combination
Pcl'Pal Pc2‘PaI Pc2-Pq1 -Pcl-Pa2
1460&294 50115 538384 488269
1460&351 114879 947226 832347
1460&609 118734 669256 550522
1460&910 48573 53200 4627
1460&1120 0 133532 133532
910&294 13000 127512 114512
910&351 29800 224343 194543
910&609 30800 158508 127708
910&1120 0 31626 31626
Table 7.17 : Products of from the TVA background corrected
data.
As can be seen the lowest of these products is from the 1460&910 PER
pairing. The next lowest is from the 910&1120 pairing. The 1460&910 PER
pairing produced by far the least accurate mass estimates of the TVA
background corrected data (1.74kg ± 12.0kg for cement and 2.03kg ± 23.5kg
for aggregate). The 910&1120 pairing produced a reasonable cement mass 
estimate, but, it had a very large error associated with it (0.869kg ± 4.80kg). 
The aggregate mass estimate was considerable worse however, it also had a 
very large error (0.426kg + 2.05kg).
If equations 3e and 3f are considered again it will be noticed that in the 
numerator of each equation there is a difference in the dependency. Equation 
3e (cement mass equation) has a numerator using data from the concrete and 
the aggregate, whereas equation 3f (aggregate mass equation) has a 
numerator using data from the concrete and the cement.
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In both equations it would be favourable if the products of the two parts of the 
numerators were as large as possible, but, also as different as possible. is 
dependent on the terms P„i and P^i whereas P^ 2^ is dependent on P^2 and P^2- 
This means that in the cement mass equation the most important numerator 
terms are P^i and but, in the aggregate mass equation the most important
terms are P^j and in each case it would be best if the two terms in question
were as large as possible (to minimise the error), but, also as different as 
possible to maximise the difference between Pai-Pco2 and Pa2-Pœi (or Pc2-Pcoi 
and Pci.Pco2)-
7.6.1 Conclusion to error analysis of Rowbottom 
method.
The focus of this work is to obtain accurate estimates of the cement content of 
concrete. The previous discussion indicates that to do this directly the most 
favourable circumstances are where you have a highly active cement with two 
separate FEPs of very different areas and quite a low activity aggregate. All the 
FEPs are required to have small errors and should therefore be located in 
parts of the spectrum with low flat backgrounds. This would allow equation 3e 
(the cement mass equation) to be used to determine the cement content of a 
concrete sample. If these conditions are not met however an indirect route to 
the cement content can be used. If the aggregate is more active than the 
aggregate with well defined FEPs on a low background then equation 3f can be 
used to obtain the aggregate mass from which the cement mass can be 
obtained. This assumes that there are no other materials in the concrete that 
have not be considered, i.e. PFA, GGBS, etc.
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7.7 Use of error analysis.
The error analysis of the TVA and GSA tests has provided valuable information 
as to which FEPs may provide the most accurate results. It has also given 
insight as to when the Pakou and Rowbottom tests may best be applied to the 
problem of determining the cement content of concrete.
Both the Pakou equation and the Rowbottom cement equation produce the 
lowest errors when the cement is more active per kg than the aggregate. This 
was the case in the TVA test. Some of the mass estimates recorded during the 
TVA test, however, were not particularly accurate. This was because the initial 
determination of the FEP net area was in some cases quite poor. This 
determination was done using PCA2, which has been found to be inaccurate 
when the FEP net area is under about 500 counts and of a comparable size to 
that of the background the FEP sits on.
Having both the Pakou equation and Rowbottom cement equations optimised 
for use when the activity of the cement per kg is larger that of the aggregate 
does not rule them out of being used when the aggregate is more active than 
the cement. The results of the Rowbottom analysis of the GSA test show this to 
be the case.
The Rowbottom equations have more flexibility than the Pakou equation as to 
when they may be used effectively because each of the Rowbottom equations 
optimises under different conditions.
The Rowbottom cement equation will be optimised when ;
Pel >  Pa2 and P^2 >  Pal
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Whereas the Rowbottom aggregate equation will be optimised when :
Pal > Pc2 and > Pel
This may suggest that it would not be appropriate to use the Rowbottom 
equations together as one would not be optimised. Tables 7.24 and 7.25 
showed, however, that the error in Rowbottom aggregate equation only varies 
very slightly as the activities of the materials vary. This means that even if it is 
used when the conditions are not optimised it should perform almost as well as 
it does when they are. This also means that the Rowbottom equations are best 
used when the conditions are suited to the Rowbottom cement equation.
With this information it is possible to determine which FEPs in spectra from a 
cement and aggregate should produce mass estimates with the smallest errors 
associated with them. The FEPs found to be inadequate could then be 
removed from consideration.
7.8 Blind Test.
The blind test was carried out to verify the information obtained from the 
previous tests. C09 and GSA were the components used for the blind test. So 
although the information obtained from the TVA test was useful in 
understanding how the Pakou and Rowbottom equations worked it is not 
directly relevant to the Blind test. The information obtained from the GSA test is 
useful however and is used to assist in analysing the results of the Blind test.
The blind test sample made by Prof. Hannant, was 6.1kg of a fresh concrete 
sample taken from a 6.5kg batch of concrete. This concrete was made using 
GSA, C09 and tap water. Prof. Flannant used 5.5kg of wet GSA and 1kg of 
C09. This means that there was 0.938kg of C09 in the test sample and 5.16kg
119
of wet aggregate. A slight difference in the blind test and the previous two tests 
was that the geometry used for the blind test was the same as that of the 
calibration samples, i.e. a cylinder above the detector (see figure 6 .2 ) rather 
than a Marinelli beaker. This should make the ADE corrected data obtained for 
the blind test more accurate that that obtained for either the GSA or TVA test.
7.8.1 Error analysis of the Blind test.
The error analysis of the blind test has been included as the first part of the 
Blind test results section to see if the general rules summarised in § 7.7 can be 
used as a predictive tool in determining which FEPs will produce the most 
accurate results.
Table 7.18a lists the FEP net areas of the relevant FEPs from the cement and 
aggregate spectra for the raw data of the blind test.
FEP energy in 
keV
Cement FEP 
net area per
kg
Aggregate 
FEP net area 
per kg
Cement / 
Aggregate 
ratio
Percentage 
error in ratio
294 2108 ± 1 3 2 1187 ± 1 2 8 1.76 ± 0 .2 2 12.5
351 3 9 7 1 ± 132 2 2 5 9 ± 122 1 .76±0 .11 6.25
609 2990 ±  89 1797 ± 8 7 1.66 ± 0 .0 9 5.42
910 349 ± 49 434 ±  58 0.804 ± 0 .1 6 19.9
1 1 2 0 590 ± 55 383 ± 6 0 2.32 ± 0.42 18.1
1460 1211 ± 4 8 3986 ± 73 0.304 ±0 .01 3.29
T a b le  7 .1 8 a  : FEP net areas of C09 and GSA and their ratio from the blind 
test Raw data.
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As can be seen all of the chain FEPs have a cement to aggregate ratio 
larger than 1. This means that all of them meet the conditions that favour the 
Pakou equation (see §7.3). The 1460keV FEP and the 910keV FEP, however, 
both have ratios less than 1 meaning the FEP areas are not optimal and should 
therefore produce mass assessments with larger errors than the FEPs. 
The 910keV FEP also has a ratio that is approaching unity. This also leads to a 
large error in the mass estimate made with the Pakou equation as it means that 
the denominator of the Pakou equation is approaching zero.
The individual errors associated with each FEP also have a bearing on how 
accurately the cement mass may be determined using each FEP. Although 
the1120keV FEP has a favourable cement to aggregate activity ratio it also has 
the second largest error in the ratio. This is because the 1120keV FEPs are 
both small. This will be compounded by the poor FEP area determination that 
PCA2 makes with small FEPs. The 910keV FEP has the largest error in the 
ratio and it does not have a favourable ratio. This means that it, as before, will 
probably produce poor mass estimates.
Despite the 1460keV FEP not being optimal in respect to the relative areas of it 
in the cement spectrum and the aggregate spectrum it has all other factors in 
its favour. It is well defined has an excellent location in the spectra (small, flat 
background) and it is a reasonably large FEP. The Raw data set, however, 
does contain a highly contaminated 1460keV FEP because of the apparatus 
set-up (§4). This may mean that the background corrected data set and the 
ADE corrected data set will provide more accurate mass determinations using 
the 1460keV FEP than the raw data set.
The error analysis of the Rowbottom equations showed that not only is it 
beneficial to have the cement more active than the aggregate it is also 
important to have products of fgy.f«2 and Pa2-Pai as different as possible. Table 
7.18b shows these products for the raw data set from the blind test.
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FEP combination Ratio OfP^,.P„2 /Pc2-PaI Percentage error in ratio
1460 & 294 0.171 ± 0 .0 2 3 13.5
1460 & 351 0.173 ± 0 .0 1 3 7.51
1460 & 609 0.169 ± 0 .0 1 2 7.10
1460 & 910 0.378 ± 0 .0 7 7 20.4
1460 & 1120 0.197 ± 0 .0 3 7 18.8
910 & 294 0.453 ± 0 .1 0 6 23.4
910 & 351 0.457 ± 0.063 13.8
910 & 609 0.483 ±  0.099 20.5
91 0 &  1120 0.522 ± 0 .1 4 0 26.8
T a b le  7 .1 8 b  : Comparison of the products Pd^Pai > Pc2-Pai from the raw data 
set of the Blind test.
This data shows that none of the ratios of the products Pd-Pa2 > Pc2-Pai are close 
to unity. This means that the Rowbottom equations should not fail due to the 
denominators approaching zero. It also shows that when the 910keV FEP is 
not involved in the calculations the ratios are smaller which means the FEP 
pairs that do not include the 910keV FEP should produce results with smaller 
errors than those where it is.
Only two of the FEP pairs have errors in the ratio of the products of less than 
10%. Although not directly related to the error that is obtained from the 
Rowbottom error analysis this does indicate that the most accurate FEP 
combinations will be 1460keV & 351 keV and 1460keV & 609keV.
Table 7.19a lists the FEP net areas of the relevant FEPs from the cement and 
aggregate spectra for the background corrected data of the blind test.
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FEP energy in 
keV
Cement FEP 
net area
Aggregate 
FEP net area
Cement / 
Aggregate 
ratio
Percentage 
error in ratio
294 2 0 5 6 ± 115 1156 ± 1 1 8 1.78 ±0 .21 11 .8
351 3840 + 113 2 2 0 0 ± 113 1 .7 5 ± 0 .1 0 5.71
609 2881 ± 7 7 1716 ±81 1.68 ± 0 .0 9 5.36
910 275 ± 42 379 ± 55 0.726 ± 0 .1 5 10.9
1 1 2 0 580 ± 47 360 ± 58 1.61 ± 0 .2 9 18.0
1460 911 ± 4 1 3804 ± 71 0.239 ±0 .01 4.18
T a b le  7 .1 9 a  : FEP net areas and their ratio from the blind test background 
corrected data.
Unsurprisingly there is not much difference between the data seen in tables 
7.18a and 7.19a so all comments made for the raw data can be repeated for 
the background corrected data.
All of the percentage errors of the ratios are smaller for the background 
corrected data than the raw data, apart from the 1460keV FEP. It is known that 
the 1460keV FEP has a large contamination in it because the apparatus used 
also has a source in it that is detected. This means that the 1460keV FEP 
is one that is affected most when the background correction is made. The 
cement to aggregate activity ratio, however, is slightly smaller. It is still not 
optimal, i.e. the aggregate is still more active per kg than the cement. With the 
ratio further from unity, however, the background corrected data may be 
expected to produce a more accurate mass estimate than the raw data.
Table 7.19b shows these products for the background data set from the blind 
test.
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FEP combination Ratio OiPd.Pa2 ^Pc2-Pal Percentage error in ratio
1460 & 294 0.135 ± 0 .0 1 7 1 2 .6
1460 & 351 0 .137±0 .01 1 8.03
1460 & 609 0.143 ±0 .0 1 0 6.99
1460 & 910 0.330 ±0.071 21.5
1460 & 1120 0.149 ±0 .0 2 8 18.8
910 & 294 0.408 ±0 .098 24.0
910 & 351 0.416 ±0.091 21.9
910 & 609 0.432 ± 0.094 2 1 .8
910 & 1120 0.450 ±0 .1 1 2 24.9
Table 7.19b : Comparison of the products Pd.Pa2> Pc2-Pai from the 
background corrected data set of the Blind test.
The ratios of the products Pd-Pa2 & Pc2-Pai ore all smaller in table 7.19b than 
their counterparts in table 7.18b. This indicates that the error obtained in the 
mass assessments may be smaller with the background corrected data than 
with the raw data. It will also be noticed, however, that many of the errors in the 
ratios of the products have increased. Notably all those that have increased 
make use of the 910keV FEP. Still the only two FEP combinations with errors in 
the ratio below 10% are the 1460keV & 351 keV and the 1460keV & 6Q9keV.
Table 7.20a lists the FEP net areas of the relevant FEPs from the cement and 
aggregate spectra for the ADE corrected data of the blind test.
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FEP 
energy in 
keV
Cement FEP net 
area
Aggregate FEP net 
area
Cem ent/
Aggregate
ratio
Percentage 
error in 
ratio
294 552688 ± 30895 440381 ± 44963 1.26 ± 0 .1 5 11.9
351 1161525 ± 3414 9 936569 ±4814 0 1.24 ± 0 .0 7 5.65
609 1271403 ±3394 6 1042527 ±4920 7 1.22 ± 0 .0 7 5.74
910 159051 ±2428 7 296557 ± 4303 0 0.536 ±0 .11 20.5
1 1 2 0 393220 ±31851 326975 ± 52676 1 .2 0  ± 0 .2 2 18.3
1460 745902 ± 33566 4125813 ±77153 0.181 ± 0 .0 0 9 4.97
Table 7.20a : FEP net areas and their ratio from the blind test ADE corrected 
data.
The percentage errors of the ratios seen in table 7.20a are on the whole quite 
similar to those seen in table 7.19a. The 910keV FEP error, however, has 
doubled. All of the information obtained from this error analysis indicates that 
the 910keV FEPs are not suitable and should not be used in determining the 
cement content of concrete by either the Pakou or Rowbottom methods.
Table 7.20b shows these products for the ADE data set from the blind test. The 
data shown in table 7.20b confirms that seen in tables 7.18b and 7.19b.
AS the FEPs that are expected to produce mass estimates with small errors 
associated with them do not change for all three process methods, it is clear 
that the method is not critical. The only way of determining the cement content 
of concrete using natural radiation is to use large, well defined FEPs. It is also 
preferable to have the FEPs situated on parts of the spectrum with a small 
Compton continuum that is flat.
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FEP combination Ratio of P,,.P„2 /Pc2-Pal Percentage error in ratio
1460 & 294 0.144 ± 0 .0 1 9 13.2
1460 & 351 0.146 ±0.011 7.53
1460 & 609 0.148 ±0.011 7.43
1460 & 910 0.337 ±  0.073 21.7
1460 & 1120 0.150 ± 0 .0 2 8 18.7
910 & 294 0.427 ± 0 .1 0 3 24.1
910 & 351 0.433 ±  0.095 21.9
910 & 609 0.440 ±  0.096 2 1 .8
910 & 1120 0.446 ± 0 .1 2 4 27.8
Table 7.20b : Comparison of the products Pd-Pa2> Pc2-Pai from the ADE  
corrected data set of the Blind test.
7.8.2 Pakou assessment of the blind test.
The only part of the Pakou method that worked at all in assessing the GSA test 
was when the ADE correction had been applied. Figure 7.16 shows the cement 
masses calculated for all the FEPs that have been studied so far when each of 
the different data correction procedures has been applied to the blind test data.
As with the GSA test the chain FEPs have all produced negative cement 
mass estimates when the Pakou equation was applied to the raw data and the 
background corrected data. Only the 910keV FEP and the 1460keV FEP have 
produced physically possible results for these two process methods. The error 
analysis, however, has already suggested that the 910keV FEP would not 
produce reliable data. This can be seen to be the case in table 7.21. This 
leaves only the 1460keV FEP with which to make a cement mass estimate
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from the raw data and the background corrected data. If the errors in the ADE 
cement mass assessments made with the FEPs are considered it will be 
seen that they are considerable smaller than those of the 910keV FEP. They 
are still too large, however, to give the mass estimates any credibility.
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Figure 7.16 : Blind test cement masses calculated using the Pakou equation 
for all three process methods. Actual cement mass was 0.938kg.
FEP energy in 
keV
Raw data Background 
corrected data
ADE corrected 
data
294 -1.67 ± 1.24 -1.91 ±1.20 -1.03 ±2.69
351 -1.00 ±0.614 -1.06 ±0.592 1.23 ± 1.37
609 -1.21 ±0.634 -1.16 ±0.601 1.10 ± 1 3 6
910 1.46 ±6.03 0.894 ±4.55 -8.66 ± 5.32
1120 -1.20 ±2.52 -0.592 ± 2.26 1.19 + 4.68
1460 1.34 ±0.225 1.23 ±0.208 -0.622 ±0.196
Table 7.21 : Cement mass calculated for the blind test using the Pakou 
equation and all three process methods. (Actual cement mass = 0.938kg).
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Therefore for each correction procedure the only FEP to produce useable data 
is the 1460keV FEP. Each of the errors associated with the 1460keV FEP 
cement mass estimates is about 16.5%. This is too large to be of use to the 
concrete construction industry. All three results are also within 20% of each 
other so there is quite good agreement in them. The estimates are, however, all 
too large. This is slightly different to when the Pakou method was applied to the 
GSA test in that the ADE corrected mass assessment of the 1460keV FEP was 
too small in this case.
The failure of the Pakou method is not entirely unexpected as it also failed to 
produce the correct cement mass estimate of the GSA test. The fact that the 
ADE corrected 1460keV FEP failed slightly differently in each test was not 
expected though. This highlights the frailty of the Pakou method.
7.8.3 Rowbottom assessment of the blind test.
The Rowbottom equations met with a higher degree of success when used in 
the GSA test than the Pakou equation. Again all the FEPs have been used 
(initially) to maximise the amount of data drawn from each test. In analysing the 
GSA test, however, it was found that the 910keV FEP produced poor data. This 
was also noted in the error analysis of the Blind test data (§ 7.8.1).
Figure 7.17 is a set of three histograms displaying the cement and aggregate 
masses calculated for the blind test using the three different data process 
methods. All nine of the FEP combinations mentioned in §4.2 have been 
included.
If these histograms are compared to those seen in figure 7.9 (the GSA test 
equivalent) it will be seen that the grouping of the data points is not as good in 
figure 7.17. However, compared to the grouping if the TVA test results (figure
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7.8) it is quite reasonable. Table 7.22 provides the statistical information 
relevant to the graphs seen in figure 7.17.
Mean in kg Spread in kg Standard
Deviation
Coefficient of 
Variation
Raw Data C 0.180 ± 0 .3 3 9 -0.385 - 0.800 0.339 188
A 5.35 ±  0.547 4 .9 8 -5 .9 3 0.316 59.1
Background C 0.140 ± 0 .3 6 9 -0 .8 4 0 - 1.77 0.738 527
corrected A 5.64 ± 0.532 4.77 - 6.67 0 .6 8 8 1 2 .2
ADE 0 0.163 ± 0 .477 -1 .1 4 -2 .5 7 1.01 620
corrected A 6.20 ± 0.594 5.21 -7 .3 7 0.780 1 2 .6
Table 7.22 : Statistical data pertinent to figure 7.17. C = Cement, A = 
Aggregate. Actual cement mass = 0.938kg. Actual aggregate mass = 5.16kg.
As can be seen from the coefficients of variation in table 7.22 the cement mass 
estimates for the blind test are very poor. The aggregate mass estimates are 
considerable better, but, still do not get close to the accuracy of those from the 
GSA test.
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Figure 7.17 : Cement and aggregate mass estimates histograms for the three 
different data process methods.
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As mentioned earlier the 910keV FEP produce some of the least accurate data. 
Table 7.23 provides the statistical data obtained when the 910keV FEP is 
omitted from the calculations.
Mean in kg Spread in kg Standard
Deviation
Coefficient of 
Variation %
Raw Data C 0.257 ± 0.228 0 .1 1 7 -0 .4 3 6 0.175 68.1
A 5.14 ±0 .3 1 9 5 .0 9 -5 .2 0 0.053 1.03
Background 0 0.361 ±0 .2 1 0 0.043 - 0.690 0.262 72.6
corrected A 5.13 ±0 .2 7 0 5 .0 4 -5 .1 9 0.063 1.23
ADE 0 0.280 ± 238 0.097 - 0.684 0.237 84.6
corrected A 5.61 ±0 .2 9 0 5 .5 2 -5 .6 9 0.069 1.23
Table 7.23 : Statistical data for four FEP combinations that do not use the 
910keV FEP. C = cement, A = aggregate. Actual cement mass = 0.938kg. 
Actual aggregate mass = 5.16kg.
By removing the 910keV FEP from consideration the spreads, standard 
deviations and coefficients of variation have all improved considerable. If this 
data is compared to the GSA test data seen in table 7.15 it will be seen that 
although there is a vast improvement when the 910keV FEP is removed the 
blind test data is still not as good as the GSA test data, i.e. the standard 
deviations and the coefficients of variation from the blind test are all larger than 
those from the GSA test.
The errors associated with the mean masses, however, are very similar to 
those found in the GSA data. This implies that the FEPs used in the blind test 
are of a similar statistical quality to those used in the GSA test. It is therefore 
not a reduction in the quality of the FEPs that has caused the standard 
deviations to increase.
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By far the most accurate way of obtaining an estimate of the cement mass 
found in the GSA test was to use either the Raw data or the Background 
corrected data and subtract the calculated aggregate mass from the total mass 
of the concrete tested (see table 7.13). Each produced cement mass estimates 
within 0.05kg of the actual cement mass. This procedure has been carried out 
and the resultant cement masses have been displayed in table 7.24.
Calculated 
aggregate 
mass in kg
Actual 
concrete 
mass in kg
Derived 
cement mass 
in kg
error
Raw Data 5.14 + 0.319 6.1 ± 0 .005 0.96 ± 0 .3 1 9 2.1%
Background
corrected 5.13 + 0.270 6.1 ±0 .0 0 5 0.97 ± 0.270 3.4%
ADE
corrected 5.61 ± 0 .2 9 0 6.1 ±0 .0 0 5 0.49 ± 0.290 48%
Table 7.24 : Cement mass estimate derived from calculated aggregate 
masses. Actual cement mass = 0.938kg. Actual aggregate mass = 5.16kg.
If table 7.24 is compared to table 7.15 it will be seen that not only the raw data 
and background corrected data sets have both produced excellent cement 
mass assessments, but, the ADE corrected data for the blind test has produced 
a cement mass estimate that is incorrect by a similar amount to that seen in the 
GSA test. Clearly there is a fault in the ADE correction, but, the accuracy of the 
raw data and background corrected data estimates mean the Rowbottom 
equations have worked reasonably well.
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7.8.4 Summary and conclusions from the Blind test.
The success achieved in determining the cement mass in a fresh concrete 
sample for the blind test was equal to that attained in the GSA test. For both 
tests it was found that the 1460keV FEP produced the best mass estimates 
when used in the Pakou equation, but, these were still very poor. When the 
Rowbottom equations were employed the most accurate method of obtaining a 
cement mass estimate was to subtract the aggregate mass away from the total 
mass of the concrete sample. This produced cement mass estimates to within 
a few percent from both the raw data and the background corrected data. The 
ADE corrected data, however, produced cement mass estimates that were 
considerably too small.
Rowbottom (1995) met with greater success in determining the cement mass in 
cement / PFA blends than was achieved during this work. There are larger 
differences between the bulk densities of the components of the concrete than 
between the cement and the PFA. The ADE process method was meant to 
deal with this, but, as the results have shown it did not do it very well. Clearly 
further work is required to investigate how the bulk densities effect the mass 
estimates obtained. Given the accuracy of determining the cement mass in the 
concrete using the raw data and the background data it must be thought that a 
density correction may not be required. To base a cement mass determination 
system on an un-calibrated process method, i.e. the raw data of the 
background data would not be sensible. Without a calibration there is no easy 
way of using a number of detectors for the same task. It would also not answer 
the question of why the ADE correction method did not work as well as the raw 
data or background correct processes. The difference in geometry between the 
blind test and the GSA test appears to have had a no effect on the mass 
estimates obtained. This, like most of the findings from this work, indicates that 
a more efficient detector is required. The fact is that there is a difference in 
geometry between the Marinelli beaker and the calibration cylinder and an
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effect should have been seen however minimal. This means that whatever 
effect the difference in geometry had has been swamped by other errors, i.e. 
the counting statistics and the compound effect when one number is subtracted 
from a similar one.
7.9 Modifying the Rowbottom equations.
As the Rowbottom equations did not work as well as they might have, even 
with the ADE correction they were re-inspected towards the end of this work 
and an alternative way of using them was identified. The Rowbottom equations 
have thus far been used so that the masses of cement and aggregate in
samples of concrete are calculated. From these masses the fractional cement
content of the concrete could be determined. It would, however, be more useful 
to be able to calculate the fractional cement content of a sample independent 
of the mass of the sample. To do this the terms in the Rowbottom equations 
must be redefined as follows :
X  = (a.A) + (b.B) ...3a
Y = (c.A) + (d.B) ...3b
Where :
a = Activity per kg from the cement sample for peak energy 1. 
b = Activity per kg from the aggregate sample for peak energy 1.
c = Activity per kg from the cement sample for peak energy 2.
d  = Activity per kg from the aggregate sample for peak energy 2.
A = Cement fraction of concrete sample mass.
B = Aggregate fraction of concrete sample mass.
X  = Activity per kg from the concrete for peak energy 1.
Y = Activity per kg from the concrete for peak energy 2.
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It will be noticed that the terms a, b, c, d, X  and Y are all defined by in terms of 
their specific activities (Bq.kg'^) rather than counts. This therefore means that a 
calibration of the equipment is essential. With the redefined terms the 
calibration factor s as presented as equation 4 in §6.2 will also be altered. §6.2 
defined the calibration factor used in the ADE correction in terms of counts per 
second per becquerel. The different masses of the cement, aggregate and 
concrete samples being taken into account after the calibration had been 
made. Alternatively the calibration factor can be used to introduce the mass 
dependence. Equation 4 would therefore be rewritten as equation 10 :
_____________FEP net size_____________ ,
s = ...10(y-ray yield * time * known activity per kg)
This means that the calibration factor will now have the units of counts per 
second per Becquerel per kg. This alteration could also be used with the Pakou 
equation without altering it as all the terms in the Pakou equation are already 
expressed as activities per unit mass.
Table 7.25 shows the masses obtained when this alternative calibration method 
was applied to the 351keV and the 1460keV FEPs from the blind test. The 
derived masses have been presented rather than the mass fractions to allow a 
direct comparison to the mass presented earlier in this chapter. The 351 keV 
and 1460keV FEPs were chosen because they have the smallest statistical 
errors associated with them.
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Rowbottom method Pakou method
Cement mass 
in kg
Aggregate 
mass in kg
Cement mass 
calculated with 
351keVFEP
Cement mass 
calculated with 
1460keV FEP
Alternative
ADE
0.713+0.560 6.87+0.213 -2.28+1.05 -3.88+1.75
ADE
corrected
0.217+0.298 5.67+0.350 -1.13+1.92 -0.549+2.79
Table 7.25 : Masses calculated for the blind test using the Rowbottom and 
Pakou equations with the alternative calibration method. Actual cement mass = 
0.938kg. Actual aggregate mass 5.162kg.
As can be seen the Pakou method was, once again, unsuccessful in producing 
anything meaningful. The Rowbottom method, however, has produced a 
cement mass within 25% of the actual cement mass and an aggregate mass 
within 33% of the actual aggregate mass. The cement mass estimate made 
using the Rowbottom equations has been improved, but, the aggregate mass 
estimate has been made worse. Give the sizes of the errors associated with 
these mass estimates it would not be prudent to say that the alternative 
calibration method has improved the accuracy of the Rowbottom method
Mathematically both the Rowbottom and Pakou equations are correct, provided 
that their terms are defined as specific activities and not count rate. As this 
chapter has shown, however, there are many factors that must be taken into 
account when changing a count rate in an FEP into an activity. Although the 
ADE approach has not produced the most accurate cement mass estimates it 
is inherently superior to the Raw data and the Background corrected methods.
The aim of the alternative calibration introduced in this section is the same as 
that of the original ADE correction method, i.e. calibrate the system so that
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activity per unit mass can be determined for each FEP in each material. The 
only difference in the two methods is where the sample mass is introduced. 
With the original ADE correction the mass of each test sample is required. The 
alternative calibration method, however, introduces the mass into the 
calibration factor e. From a practical point of view this is more sensible as it 
means that the concrete samples would not require weighing on site. The 
following section presents some ideas that should allow further studies into 
determining the cement content of concrete using natural radiation to develop.
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8. Future Work.
In the following section a number of different ways to advancing the work of 
determining the cement content of concrete using natural radiation are 
presented. Some advances relate to alterations that may be made to the 
present detection system and would require minimal expenditure. Others may 
require a larger capital input and should only be considered after the low 
budget approach has been fully investigated. As well as alterations to the 
apparatus other courses of further investigation that would advance the 
knowledge base are also presented.
Throughout this present study one of the largest problems has been only 
having a limited number of FEPs whose statistical errors were small enough for 
the FEPs to be used. Large errors are caused by the FEPs being of only a few 
hundred counts and sitting on large backgrounds. If the background has a 
varying or steep gradient the FEP error is also increased. The size of the FEPs 
used can be increased by longer counting periods, larger more efficient 
detectors or an improved apparatus set-up, i.e. optimised shielding and sample 
volumes.
To make using natural radiation to determine the cement content of fresh 
concrete practical the counting period must be not more than about 15 minutes. 
This means that longer counting periods would not be a logical step.
With the present detector and shielding system it would require at least a 32 
times increase in FEP detection efficiency for a test to be completed in 15 
minutes. This would produce FEPs of approximately the same sizes as 
presently used. As this work has shown this would not be sufficient for many 
materials likely to be encountered in the construction industry. The HPGe 
detector used for this work had a efficiency of 11% (relative to a 3” x3” Nal(TI) 
detector at 1333keV). The largest state-of-the-art HPGe detector has a relative
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efficiency of 200% This detector, however, costs £80,000^^ and unless time 
using such a detector could be bought for considerable less than the cost to 
purchase the detector this should only be considered at a much later stage in 
the development of this work.
There are other detector types that may also be considered that have higher 
efficiencies compared to the HPGe detector used from this work. A very 
common and moderately cheap detector is based on the scintillation crystal 
thallium doped sodium iodide (Nal(TI)) of which the 3”x3” is taken as the 
standard relative to which other detector efficiencies are quoted. Scintillation 
detectors are much cheaper than solid state detectors (e.g. HPGe) so a large 
improvement in the detector efficiency per unit cost may be gained by changing 
the detector to a scintillator. Scintiallators, however, have the drawback of 
having poor energy resolution compared to solid state detectors. This could 
prove to be a problem if the FEPs used are close together as this would lead to 
the FEPs being comprised of a number of overlapping sources so determining 
the count that is from the isotope of interest would be very difficult. Given the 
availability of Nal(TI) detectors and the increase in efficiency they may offer to a 
relatively small cost the problem of overlapping FEPs is one that should be 
worth tackling. Rowbottom (1995) did in fact gather some spectra from some 
cementitious materials; one of these spectra has been reproduced in figure 8.1 
along with a spectrum from a HPGe detector.
As can be seen in figure 8.1 the FEPs in the spectrum from the HPGe detector 
are considerable narrower than those from the Nal(TI) detector. In fact the only 
FEP from the Nal(TI) spectrum that is still isolated is the FEP at 1460keV all 
the others have formed composite FEPs. If the y-axis scales of the two spectra 
are considered however, it will be seen that the Nal(TI) spectrum contains a 
much larger number of counts.
Information provided by Ron Keyser of EG&G Ortec February 1999.
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Figure 8.1 : Spectra from a Nal(TI) detector and a HPGe detector made 
using cement 54 (Rowbottom 1995).
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Another benefit of a Nal(TI) detector is that it does not require cooling to 
operate. This makes it much more portable and potentially easier to use on a 
building site which is the ultimate aim. It does, however, require a 
photomultiplier tube connected directly to the detector crystal. This means that 
the detector assembly will be quite bulky and not very rugged. The use of 
different detector types, not just Nal(TI) detectors, to determine the cement 
content of fresh concrete Is a study that should be made. It may be found that 
although a particular type of detector is most suited to the task in the laboratory 
another would be more practical on a building site. Any number of factors not 
encountered in the laboratory may affect the suitability of a detector : 
robustness, cooling requirements, portability, cost and ease of operation are 
obvious ones.
Figure 6.1 was a comparison of a C09 spectrum and an external background 
spectrum made with a water phantom. The water phantom did not attenuate 
the external background quite as much as the cement or aggregate because of 
its lower bulk density and lower effective atomic number. The comparison, 
however, did show that despite having quite a large lead shield some y-rays 
from the ^^^Th decay chains and mainly from in the surrounding 
environment were detected. A fault in the shielding pointed out in §4 and §6.1 
was the lack of shielding below the detector which allowed a clear line-of-sight 
from the cold finger (containing to the detector. Additional shielding below 
the detector would undoubtedly reduce the external background contamination 
of the whole spectrum. This would mean that any mass assessments made 
with any of the process methods should be more accurate.
As just mentioned with the present detector and cold finger assembly there will 
always be a clear line-of-slght between the detector and the external 
source. This is because the cold finger is straight. If a right angled cold finger 
was used a clear line-of-sight would no longer be possible. To change the cold 
finger (and therefore the detector) the detector would have to be turned off and 
the shielding dismantled. Unless a suitable detector / cold finger assembly is
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readily available this alteration would not be worth considering as the reduction 
to the external background contamination would be far outweighed by the cost 
of obtaining the new equipment.
For an optimal geometry the depth of sample material above the detector 
should be the same as the width of the annulus around it. This was not the 
case because the shielding used was designed for other purposes and not 
tailored for this work. If an alternative shield assembly could be produced to 
accommodate a larger Marinelli beaker then the efficiency of the detection 
system would be improved. Using the depth of material presently used 
(140mm) and the same recess volume (see figure 4.4) the volume of material 
that would be used is approximately 7500cm^. This is an increase of about 
340% In volume from that used in this work. This would produce an absolute 
detection efficiency increase of a similar magnitude.
An even more efficient geometry would be to surround the detector completely 
by the test material. This could be done in two ways :
1. Make a vessel to contain the sample materials similar to that seen in figure 
8.2a.
Each of the hemispheres would have to be filled separately from their straight 
edges so that the test material can be easily removed again. Therefore each 
hemisphere would be made from two parts as seen in figure 8.2b.
This device would completely surround the detector with the test material 
ensuring maximum detection efficiency. The volume of the pair of hemispheres 
would be approximately llOOOcm^ which is about a 500% volume increase 
from the present Marinelli beaker geometry. It cannot be said exactly how much 
the absolute detection efficiency would be increase by as the geometry in figure 
8.2a Is different to that of the Marinelli beaker. It is, however, likely to be about 
500% in-line with the volume Increase.
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Figure 8.2b : Diagram of one of the hemispheres seen in figure 8.2a.
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2. Ensure that the detectors housing is robust enough to be submersed into 
cement, aggregate and fresh concrete directly.
This second method is desirable because of its simplicity of operation. It would, 
however, require a very robust detector assembly which may need to be 
developed and manufactured specially. It would also require the detector to be 
light and portable. As HPGe detectors require cooling to operate this may rule 
them out. An alternative room temperature detector would be much more 
suitable for the task. This is another reason for investigating Nal(TI) detectors 
further.
The concept of a self shielding volume should also be considered. This is 
where the volume of the test material being studied is so large that only an 
insignificant amount of external background radiation can penetrate the sample 
far enough to be detected. It is not possible to reduce the external background 
to zero because y-rays are attenuated exponentially so, in theory, some will 
always be able to penetrate any thickness of material. If this external 
background count is reduced to only a few they will not produce peaks 
significant enough to be detected above the Compton continuum of the 
spectrum. Self shielding can easily be made part of either method presented 
above, although it would be easiest to make it part of the second proposal. 
There is certainly no problem in obtaining enough material to have a self 
shielding system as most ready mix lorries that deliver fresh concrete to 
building sites carry between 3m^ and 5m^.
A common feature that can be seen in the Rowbottom mass assessments is 
that the cement mass estimates are usually too low. As this is a feature of both 
the GSA and TVA tests it must be caused by systematic problem. There are 
two possible sources for this problem :
1. The mass divisions required for the some of the spectra.
2. The volume of each material used in testing.
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These are very similar and may be seen as one and the same problem, but, by 
presenting them seperately it is hoped that better understanding of them will be 
gained.
Both the Pakou and Rowbottom equations depend on the PEP count per unit 
mass being known for at least 2 of the test materials (cement and aggregate). 
The mass divisions used during this work were the masses of materials actually 
used to make the spectra, i.e. 3.4kg of cement was used to produce the 
cement spectrum. Each of the spectra made is not only dependent on the mass 
of material used but also the bulk density and the geometry of the sample. The 
sample volumes were determined using the test data presented in §4.2. This 
data was based on depth tests in the Marinelli geometry made using the 
cement. Aggregate and concrete, however, are much denser than cement 
which means that the volume of material (and therefore the mass) required to 
reach infinite fill equivalent (see §4.2) is not exactly the same. This means that 
the asymptotes for each PEP in each material will be different. In the Marinelli 
and cylindrical geometries, however, the differences are minimal. This is 
because of the importance of the inverse square law in determining how much 
radiation actually reaches the detector. The fill depth asymptote first presented 
in figure 4.5 can be defined by two factors :
1. The inverse square law 1/r .^
2. The linear attenuation coefficient of the meduim e
The dominant factor for the Marinelli geometry is the inverse square law. As 
cement and concrete have approximately the same effective atomic numbers 
the only difference between the two materials as far as photon transport is 
concerned are the densities. So although the linear attenuation coefficient of 
cement (density ~1.4g.cm‘ )^ at 1460keV is about 36% less than that of 
concrete (density ~2.2g.cm'^) at the same photon energy the shape of the 
asymptote should not be altered significantly. This has been theoretically 
investigated by producing asymptotes that are defined by the two above terms
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for different linear attenuation coefficients. It has, however, not been 
considered experimentally and should therefore be checked.
With a self shielding system the volume of material that contributes to a 
spectrum and the volume that acts as shielding are not so well defined as they 
are when the shielding is done by external lead blocks. As just mentioned the 
fill depth used during this work was based on tests carried out using C09 (§4.2) 
and the mass of material used in each test was controlled by how much was 
put into the Marinelli beaker. This fill depth, or in 3-dimensions volume, is in fact 
slightly different for every material tested because of their different bulk 
densities and effective atomic numbers. Therefore in a self shielding volume it 
must be determined for each material what volume (and thus mass) of the 
material is contributing to the spectrum. Without this it would not be possible to 
use either set of equations with any confidence as they both depend on mass 
divisions. To use a self shielding sample volume would require preliminary 
testing to determine what volume of material contibutes to a spectrum. This 
testing could be similar to that presented in §4.2. The volume of each of the 
test samples could be controlled by making a number of different volume 
vessels similar to that seen in figure 8.2a.
The water phantom (§6) was not an ideal material to replace the cement or the 
aggregate with as it has a lower effective atomic number as well as a lower 
density. The water phantom was used to produce the external background 
spectrum which was used to make the external background correction so it 
effected the background corrected data as well as the ADE corrected data. As 
both of these have produced some very accurate results it is thought that any 
improvement to the background correction would only yield a minimal increase 
in performance. Without trying to make the improvement however it will not be 
known how minimal the increase will be.
Thames Valley Aggregate was used because it was the local aggregate, but, it 
was found to be only slightly radioactive. There may also be any number of
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other sands of comparable or even lower activities. One of these may be 
suitable to use as a background correction phantom instead of water. There 
has been some interest in the radioactivity of building materials over the past 2 
decades. This interest has been primarily directed at the health physics aspect 
of the emission of radon and is therefore not directly relevant. Some studies, 
however, have been concerned specifically with the identifying the activity of 
particular building materials. All studies that have been conducted have been 
isolated and the materials tested restricted to very limited regions. These 
studies (Abbady et a l 1994, Bourabee & Bem 1996, Diano & Bellecci 1998, 
Malanca et a l 1995, Tamez et a l 1986, Tufail et al 1994, Zikovsky & Kennedy 
1992) do, however, provide a starting point for an investigation into activities of 
aggregates or building materials as a whole from around the world.
The FEPs used during this work were chosen because they did not have any 
other features within ±5keV of their centroid energies. There are, however, a 
number of other FEPs in the same energy range that did not meet with this 
requirement. One of the most prominent examples of this is the 238keV FEP 
produced by ^^^Pb (^^^Th decay chain) which overlaps with an FEP at 242keV 
from ^^ "^ Pb decay) chain and another at 241keV from ^^ "^ Ra (^^^Th decay 
chain). The 238keV FEP was in fact used by Rowbottom (1995) with some 
success. It is one of the larger FEPs produced by the ^^^Th decay chain as it is 
produced with about 44% of the ^^^Pb decays. The other two FEPs are quite 
small with disitegration yields of only 4% for the 241 keV FEP and 7.5% for the 
242keV FEP. With a detector in good working order the overlap between the 
238keV FEP and these two would only be the very edge of the FEP and 
therefore only a minimal error would be incurred. With peak area analysis 
software that uses algorithms more advanced than those used in PCA2 this 
overlap would be even less of a consequence.
Two FEPs that are both quite large, but as yet unused, are at energies 510keV  
and 583keV. The 583keV FEP is produced by °^^TI (^^^Th decay chain) is within 
±5keV of FEPs produced by ^^ '^ Pb and ^^ ®Ac. It does, however, have a yield
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more than 100 times that of the near by FEPs making its detection FEP 
substantially larger than them. This is a production rate four times larger than 
the ^^^Th chain FEP (910keV) used. W ere the 583keV FEP to be used, even 
with the contamination it may improve on the data obtained using the 910keV  
FEP.
The 510keV FEP has a similar problem of being composed of photons from 
several different sources f^^Rn a decay chain isotope and ^°^TI a ^^^Th 
decay chain isotope). It also has the added complication of being approximately 
the same energy as pair production photons (51 IkeV). It may be possible to 
determine what fraction of the composite FEP may be caused by each isotope, 
but, the pair production contribution is much more difficult to ascertain. The pair 
production events that may be detected can be caused by photons produced 
within the test material with energies over 1022keV undergoing a pair 
production event either in the test material or even the shielding. They may also 
be caused by external radiation sources causing pair production events within 
the shielding or the test material. It is possible that the contribution to the 
510keV - 51 Ik e V  region of the spectrum by pair production events is very 
small, but, this would have to be investigated before the °^®TI FEP could be 
used. °^®TI is thought to be most likely to be of use because the probability of it 
producing (21.6%) 510keV FEPs is much greater than that of ^^^Rn (0.076%).
One more FEP that had a large enough yield to be considered was the 186keV  
FEP produced by ^^ ®Ra (^ ^®U decay chain). This FEP, however, has a large 
error (> 10%) associated with it. This is because it is situated on a part of the 
spectrum where the Compton continuum is quite large with a significant 
gradient. The error on the 186keV FEP could be reduced by using more 
sophisticated software than available in PCA2.
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If the energy range is expanded additional FEPs can be found. Figure 8.3 
shows a section of an 8 hour spectrum containing higher energy y-ray FEPs 
than shown previously collected from a standard C09 sample.
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Figure 8.3 : High energy section of an 8 hour C09 sample spectrum.
As can be seen there are a few FEPs that may be worth considering for use in 
determining the cement content of concrete. Table 8.1 provides data about all 
FEPs in figure 8.3 that may be of interest along with data concerning the FEP 
used throught this work.
As table 8.1 shows two of the four FEPs picked out (1763keV & 261 IkeV) meet 
the criterion of acceptability used during this present work (i.e. a statistical 
error less than 10%). The 2202keV FEP is also very close and if higher energy 
FEPs are considered should certainly not be over looked. The remaining two 
FEPs (1728keV & 2446keV) both have quite large statistical errors, but, if a 
detector with a higher efficiency were used they may be worth consideration. 
The background under he 261 IkeV FEP is almost non-existent making its size 
assessment very accurate. Even though the higher energy FEPs are much 
smaller than most of the FEPs used during this work their statistical errors are 
comparable in size. If the calibration made for the ADE correction is considered
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(see §6.2) it will be seen that the photon attenuation changes much less 
between 1500keV and 2600keV than it does at lower energies. This means 
that the accurcy of the curve fitting used in the calibration process is less 
important to obtaining accurate mass estimates.
FEP energy in 
keV
FWHM in keV FEP net area Background
area
Error in FEP 
area (%)
294 2.69 6519 8927 3.21
351 2.55 11091 11512 2.64
609 2.68 7518 2263 1.76
910 2.88 873 1141 8.13
1120 2.95 1402 993 5.21
1460 3.21 2807 450 2.42
1728 3.56 244 162 12.3
1763 3.68 1090 187 3.94
2202 4.46 266 128 10.15
2446 2.75 91 34 16.48
2611 4.80 479 44 5.43
T a b le  8 .1  : Significant FEPs from figure 8.3 as well as relevant FEPs from 
the lower energy part of the same spectrum.
All of the work carried out thus far has been experimental. An additional 
method of advancing the study of this problem is to use computer simulations. 
As a computer simulation does not require expensive detectors or hazardous 
materials they are very cheap. There are a large number of freely available 
photon transport simulation codes; some have been designed with specific 
geometries or photon sources in mind, other are more general. One such code 
that has been used in the second part of this thesis is Electron Gamma Shower 
4 (EGS4). This is one of the most widely used photon (and electron) transport
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simulation codes. Computer simulations could be used to help determine 
optimal geometries for the sample, shielding and even the detector with 
minimal expenditure. Any future work on determining the cement content of 
concrete with natural radiation should involve a co-ordinated effort of computer 
simulations and experimental validation.
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Imaging of corroding reinforcement.
9. Introduction
Concrete can be stressed in two ways : tension and compression. There is no 
fixed ratio between the compressive and tensile strengths of concrete. As the 
compressive strength Increases the tensile strength does as well, but, at a 
decreasing rate. The tensile strength, however, is rarely more than about 30%  
of the compressive strength even in very low strength concrete (Neville 1995). 
This can be quite limiting as in many situations where one side of a concrete 
beam, for example, is in compression the other will be in tension. Were the 
beam to be made of simple concrete the loads the beam could support would 
be governed by the tensile strength of the concrete. Reinforcement is often 
included to take some of the load that would otherwise limit the load bearing 
capacity of the structure to that of the tensile strength of the concrete.
Reinforced concrete has been used in construction since about the turn of the 
century (Komendant 1952). Concrete can be reinforced using a variety of 
different materials. Steel reinforcing bars (re-bars) are the only form of 
reinforcement that will be considered in this work. Steel in the form of re-bars is 
used to reinforce concrete in two different ways : as simple reinforcement and 
as pre-stressed cables.
When steel is used as simple reinforcement there is always a significant factor 
of safety. This means that for simple reinforcement the re-bars can suffer a 
degree of corrosion before the safety of the structure becomes questionable. 
There are some methods for investigating re-bar corrosion that can detect 
corrosion of reinforcement before it becomes a safety problem.
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p re-stressed cables are used in such a way that they introduce stresses into 
the concrete before any loading is applied. The stress put into the concrete by 
the pre-stressed cables is intended to act in the opposite direction to that 
derived from the loading (Komendant 1952). This means that when a pre­
stressed concrete member is in use the stress induced by the pre-stressed 
cables cancels out the stress of from the load, i.e. its own weight and weight it 
has to carry. This means that under normal operating conditions none of the 
concrete will be tension. Less concrete can therefore be used than would have 
been possible without the pre-stressed cables.
The cross section of pre-stressed cables that is used is critical to the integrity of 
the structure. If part of the pre-stressed cabling fails it puts an increased load 
onto the rest of the cabling making it more likely to fail. It may also put part of 
the concrete into tension. The more cabling that fails, the greater the tension 
the concrete is put in. Even a small loss of cross section of a pre-stressed 
cable is undesirable so it is important to be able to detect when corrosion is 
occurring and stop it before it becomes a costly problem.
About 80% of the problems that arise with reinforced concrete are due to errors 
in design, specification, construction method used, poor workmanship or quality 
control (Shaw 1987). Reinforced concrete structures that have been 
constructed in accordance with standard recommendations (BSI 1977) have 
excellent long term durability.
For a re-bar embedded in good, well compacted concrete made from a mix 
suited to the environment and task there should be no possibility of corrosion 
as no aggressive agents are able to reach it. The concrete acts as a chemical 
and physical barrier to the re-bar. The concrete itself, however, can also be 
attacked by a variety of effects.
Chloride attack is the most important process in the decay of concrete. Any 
solution containing chloride ions can penetrate the concrete and accelerate
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reinforcement corrosion. De-icing salts commonly used during the winter 
months provide one of the main sources of chloride ions.
W ater itself can damage hardened cement paste in two ways. Dissolution 
where the lime in the cement paste (CaO) is changed to calcium hydroxide 
(Ca(0H)2) which dissolves easily in the presence of CO2. Under certain 
conditions, the hydroxide can be leached out of the cement paste increasing its 
porosity and decreasing its strength. The freeze / thaw process can lead to 
cracking of the concrete as water trapped in the capillary pores of the concrete 
expands and contracts.
Carbonation is the result of CO2 being absorbed by the concrete from the 
atmosphere. A mild carbonic acid is formed which is capable of reacting with 
the calcium compounds in the hydrated cement paste. As there is carbon 
dioxide in the air the only way of preventing concrete from being exposed to it 
is to seal it with an impermeable barrier. This should not be necessary, 
however, because for good concrete carbonation will only penetrate to about 
20mm during the life time of the structure. As the minimum recommended 
cover for a re-bar is 30mm, carbonation would not reach the re-bar in the life 
time of the structure. A great deal of concrete, however, is not as good or as 
ideally suited to the conditions it is used in as it might be.
All of these processes allow the environment easier contact with the re-bar. 
Without the protection of the concrete the re-bar becomes much more 
vulnerable to corrosion. More detailed descriptions of all the major ways in 
which concrete can be damaged by its environment can be found in Neville 
(1995).
For a re-bar to corrode, or rust, it must be exposed to water and oxygen and 
the process is accelerated by the presence of chloride ions. The mechanisms 
just mentioned allow the passage of water. Cl" and oxygen from the surface of 
the concrete to the re-bar. A detailed description of the chemistry of the rusting
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process can be found in (Holymyard 1958). Crane (1983) also discusses 
corrosion of re-bars in concrete, but, taken from a more engineering 
perspective. Additional protection, such as coating or galvanising the re-bar 
have been considered. Given the cost involved and the fact that corrosion 
should not take place in appropriate, well prepared concrete these methods of 
avoiding the problem of corrosion are usually reserved for very aggressive 
environments. The most aggressive environments are where there is a large 
amount of saline, i.e. near and in the seas and oceans (Bresler 1974).
PIPApf imaging may offer a viable alternative or additional method of detecting 
corrosion to those presented in §10. One of its main features is that it only 
requires access to a single side of the structure being examined. This means it 
would still be possible to investigate structures that are half buried or access is 
simply restricted. It is also non-destructive which of course is very important if 
the safety of the structure is being tested.
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10. Literature Review.
Both the condition of the concrete and the re-bars In a reinforced structure are 
of vital importance to the structural integrity. There are a number of tests that 
are primarily concerned with the condition of the concrete. Provided here is a 
list of those tests included in BS 6089 (BSI 1981):
Visual inspection Windsor Probe
Schmidt hammer Internal fracture
Ultrasonic pulse velocity Core testing
Initial surface absorption BS 1881, part 208 (BSI 1996)
A detailed description of the above tests is not relevant to this work, but, some 
details are given in BS 1881 part 201 (BSI 1986b).
Most of these tests investigate the symptoms of re-bar corrosion, i.e.
weakening of the surrounding concrete, but, they do not directly consider the 
physical or chemical state of the re-bar Itself. There are similar number of test 
designed to do just that.
10.1 Re-bar investigation methods.
The following sections describe methods, both conventional and novel, that are 
designed to look at the re-bar more closely. Some of those mentioned are 
chemical tests of the concrete, but, the concrete and the re-bar form a single 
chemical system so in studying the chemistry of one the other must be taken 
into consideration. As will be seen there are several ways to study the condition 
of re-bars and the chemical state of a structure. Those mentioned here are just 
a selection of the most common ones.
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10.1.1 The Covermeter.
Before the state of a re-bar can be considered it must be located. Cracking of 
the concrete surface can often tell a skilled engineer not only the location of the 
re-bar, but, can also indicate what state it is in. In the absence of any visual 
indications locating re-bars is done using a covermeter. A covermeter uses an 
electromagnetic field to locate the re-bars. When a ferrous metal (i.e. the re­
bar) is put into an electromagnetic field the field is distorted. This distortion is 
inversely proportional to distance between the re-bar and covermeter. 
Therefore, provided the covermeter can be calibrated the depth of cover to the 
re-bar can be assessed.
The covermeter allows an engineer to make a contour map of the depth of 
cover. It has been found that the less cover a re-bar has the more likely it is to 
suffer from some corrosion (Bungey 1989). The covermeter is a very common 
tool for assessing concrete structures. As such BS 1881 part 204 (BSI 1988) 
has been written expressly to outline the use of covermeters.
10.1.2 Carbonation Test.
This in effect is another visual inspect test, but, in this case a recently fractured 
surface of the concrete is sprayed with a 2% solution of phenolphthalein in !
ethanol. Phenolphthalein is a pH indicator turning everything with a pH over |
10.5 pink. Carbonated concrete, unlike normal concrete, has a pH below 10 j
thus when phenolphthalein is applied it does not change colour (RILEM 1988). !
Carbonation tests can be done in two ways. Firstly a surface assessment is 
carried out in which the solution is sprayed on the surface of structure. This 
gives an indication of where carbonation has occurred, but, provides no 
information as to how deep into the structure it has penetrated. To obtain the 
depth information core samples can broken along their length and treated with
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the solution. The amount of colour change in the core segment indicates to 
what extent carbonation has occurred at different depths. When the pH of the 
concrete is reduced by carbonation, or any other means, it is depassivated 
allowing corrosion to take place.
10.1.3 Chloride content of concrete analysis.
The main method for determining the chloride content of concrete is called the 
Volhard method. This is a wet chemical analysis, used as the standard to 
calibrate other methods because it is expensive and time consuming (BSI 
1988). A simpler version of the Volhard method commonly used on site is 
called the Hach method. It is less accurate than the Volhard method, but, much 
cheaper.
British Standard 1377 part 3 (BSI 1990) defines the Volhard method. From the 
highly detailed description it apparent that a trained chemist would be required 
as well as a great deal of equipment.
Other methods of determining the chloride content of concrete have also been 
suggested. These methods include a visual titrimetric method (Bishara 1991), 
atomic absorption spectrophotometry (Bean & Arni 1972), X-ray spectrometry 
(Moore 1971) and spectro-photometric titration (Jugovic 1966). None of these 
methods have been accepted as standards however.
The importance of knowing the chloride content is to give an indication of 
whether electrochemical corrosion is likely.
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10.1.4 Half-cell potential.
The electrode potential of embedded reinforcement is measured relative to a 
reference electrode. A single electrical connection to the re-bar structure is 
required. The reference electrode (usually copper /  copper sulphate) is moved 
around the concrete surface and kept in contact via a sponge. The potentials 
recorded can then be plotted into a contour map. The electrode potential 
measured indicates whether steel corrosion may occur. It does not, however, 
give any indication of the rate and is dependent on the moisture content of the 
structure. An ASTM^^ standard (ASTM 1980) has been published which 
indicates the potential ranges in relation to the probability of corrosion.
The potential between the re-bar and the concrete is dependent on a 
combination of many different variables. As a result of this no direct correlation 
between potential and corrosion rate can be defined (ed. SchiessI 1988). By 
mapping a large area, however, it is possible to identify where anodic zones 
are present and these identify where corrosion is most likely to occur.
10.1.5 Resistivity measurements.
While the half-cell potential indicates the possibility for a section of re-bar to 
corrode, the rate at which it may occur is governed by the resistivity of the 
concrete. The lower the resistance the more likely and more significant the 
corrosion will be. It has been found that one of the best ways of making 
concrete resistivity measurements is the Wenner method using an earth 
resistance meter (ed. Schiess11988).
Alternatively the resistance of the re-bar can be measured. Resistance of a 
piece of metal is inversely proportional to its cross sectional area. Therefore
ASTM  = American Society for Testing and Materials.
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when corrosion occurs the resistance of a specific section of re-bar will 
increase (ed. SchiessI 1988). This method of testing would require regular 
testing over the lifetime of the structure and long term records to be kept about 
the procedures used and the resistances recorded.
10.1.6 Infrared thermography.
A concrete structure naturally heats up and cools down with the ambient 
temperature. If delamination has occurred around a corroded re-bar the heating 
profile of the area will be different to areas with no delamination. By measuring 
the surface temperature of the concrete structure an image of the internal 
configuration may be derived (Manning & Holt 1982). Unfortunately the heat 
transfer of the structure is not only dependent on delamination but also on the 
amount of cover of the re-bars. This means some degree of skill is required to 
determine whether the temperature gradients seen correspond to delamination 
or cover depth. Delamination is also quite a catastrophic effect of re-bar 
corrosion and it would be desirable to identify the corrosion sites before It 
occurs.
10.1.7 Radiography.
For the purpose of radiography X-rays and y-rays are essentially the same 
basic entities. Gamma-rays, however, generally have higher energy and as 
such may be applied to larger structures as they are able to penetrate a greater 
distance of material. To radiograph the internal structure of a reinforced column 
an X-ray source is place on one side of a structure and an X-ray sensitive film 
on the other. The attenuation of an X-ray beam is dependent on the material it 
traverses and the distance travelled in the material. If the concrete structure is 
not homogeneous then any density variations will be manifest itself as a
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change in the number of X-rays arriving at the film thus causing a contrast 
when the X-ray film is developed. This will be most notable when the X-rays 
have had to pass through re-bars (or voids) as these attenuate X-rays much 
more (or less) than in concrete. X-ray photography of concrete structures has 
been researched since the late 1950s (Forrester 1958, 1959, 1962). Saravanan 
et a l (1996) have found at least one application for it in studying box girder 
bridges. They also found, however, that due to the huge energy (6MeV) and 
intensity of the radiation source a safety region of 500 metres radius was 
required. This effectively closed the bridge for the duration of their inspection. 
Sekine & Fujinawa (1984) have also performed some laboratory experiments 
that used radiography to locate voids and corrosion on specially prepared 
reinforced concrete specimens. They studied the X-ray film density after 
exposure to identify the location and dimension of voids and corrosion. They 
appear to have found some correlation between to the X-ray film density after 
exposure and the sodium chloride content of the concrete in the specimens. 
Their method of interpreting the data they obtained from the film densities is 
poorly explained.
Conventional transmission radiography is clearly an important tool in studying 
concrete structures as there is a part of British Standard 1881 dedicated to it 
(BSI 1986b). Although the latest revision of this British Standard was in 1986 it 
is not thought that much development has occurred as much of the data it 
contains is taken directly from Forrester’s work of the late 50’s and 60’s 
(Forrester 1958, 1959, 1962).
Conventional radiography does have limitations. Access to both sides of the 
subject structure is required and very large, or dense, structures cannot be 
imaged. This is where the next imaging method has the advantage.
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10.2 Compton backscatter imaging.
Compton backscattered radiation has been widely used to image the internal 
structure of materials. Imaging the internal structure of anything depends on the 
fact that different materials interact with photons to differing degrees depending 
on the atomic numbers of their constituent atoms. In concrete structures this Z 
dependence allows imaging of both voids and re-bars. BS 1881 part 201 (BSI 
1986a) briefly mentions radiometry which is a crude form of backscatter (or 
transmission) imaging. Since BS 1881 part 201 was written there have been 
vast improvements to radiation detectors. As far as the construction industry is 
concerned the potential of these detectors has only recently been considered 
and as such not been investigated to any great degree. Backscatter imaging 
using Compton scattering, however, is well established in other areas of 
research and has been applied to a wide variety of imaging situations (Harding 
& Kosanetzky 1989, Stokes et a l 1982, Angheie & Diaz 1987). There is only 
one commercially available high resolution Compton scatter imaging device. 
This device is called ComScan (Compton Scatter Scanner) and is made by 
Philips (Harding 1997). It is also only mentioned briefly in BS 1881 part 124 
(BSI 1988b). This may be because it is considered to be a high cost test 
method which is rather slow, outweighing the completely non-destructive nature 
of the tests.
Backstreaming Compton radiation has been applied in Civil Engineering to 
density testing of road beds (Hill & Peak 1988) as well as imaging reinforced 
structures (eds. Malhotra & Carino 1991, Gautam et al 1983). For economic, 
logistic and safety reasons much of the research into radiation imaging 
methods has been done by computer modelling.
One of the main applications for Compton Scatter Imaging is density gauges. 
Henderson & McGee (1986) have produced a model of a backscatter density 
gauge. Although it is a very well established tool in Civil Engineering
162
Henderson & McGee believe the ability to model it accurately could be the 
route to producing new, more effective, backscatter density gauges. 
Christensen (1972) in producing his density gauge model took the slightly 
different approach of modelling an existing gauge to better understand the data 
it acquires.
The problems of void and re-bar detection have been considered both by 
computer modelling and experimentation. This work is very limited so far with 
Gautam et a l (1983) concentrating on simply locating and distinguishing voids 
and re-bars. Tuzi & Sato (1988) take this a step further by attempting to obtain 
an approximate tomographic image of a structure by determining the spatial 
location of the interface between the re-bar (or void) and the concrete. Hussein 
& Whynot (1989) present some data that reinforces this work. They have used 
both experimental and computer modelling to gain very similar results for void 
and re-bar detection. The computer model they used was written in FORTRAN  
and called SIMPHO.
10.3 PIPAR imaging.
This is a very new subject not only in the Civil Engineering world but as a 
whole. Presently there are three centres working in loose collaboration to 
advance the subject of PIPAR imaging. The three centres are :
•  University of Surrey Departments of Civil Engineering and Physics. UK.
•  Los Alamos National Laboratory Group. USA.
• Philips Research Technical Systems Department. Germany.
The first publication (Gilboy e ta l 1997) in the field of PIPAR imaging was based 
on Monte Carlo modelling work carried out by Tavora at Surrey and Ulmer at 
Philips. Tavora used Electron Gamma Shower 4 (EGS4) to model a 25mm re­
bars in a concrete block. Gilboy et a l (1997) showed that, at least, in theory
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PIPAR could be used to Image a re-bar with 22 millimetres of cover in a 
concrete block. Although this study was very limited and based on only a few 
simulations it is key to this present study. Had the simulations made by Gilboy 
et a l failed to image a re-bar with such a small amount of cover it is unlikely that 
this present work would have proceeded.
Gilboy et a l (1997) also included the work done in Germany. This work, again 
based on EGS4 simulations, found that there is a broadening in the radial 
distribution of backstreaming annihilation photons arising from with increasing 
input beam energy; this is caused by the finite range of the photons before they 
undergo annihilation.
The second publication (Harding et al 1997) in PIPAR imaging is another 
collaboration between Surrey and Philips. Harding et a l have provided a 
excellent source of theoretical discussion of the physics behind PIPAR imaging 
as well as some experimental and modelling data. Harding et a l used a 
differential filter technique that isolates photons with energies in specific 
ranges. Harding et a l used the differential filter technique to see if photon 
induced annihilation photons could be used to distinguish a range of different 
atomic number materials. The target materials considered were ; sand, Cu 
(Z=29), Nb (41), Sn (50), W  (74), and Pb (82). It would appear that the 
differential of a Uranium filter and a Gold filter produced the largest difference 
in response from the target materials. Harding et al conclude by tentatively 
saying that their results show that PIPAR is a viable method for studying 
engineering structures.
The detailed work carried out at Philips is presented by Ulmer (1998) in his 
PhD thesis. This also contains suggestions for further development of a PIPAR 
imaging system. The particular strength of this approach is the use of 
differential filtering to identify the 511keV events which enables a very high 
intensity X-ray source to be employed where photon counting would not be 
possible.
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Another paper on PIPAR imaging (Tavora et al 1998) is the result of a 
collaboration between Surrey and Los Alamos. Tàvora was invited to use 
equipment at Los Alamos to help advance the knowledge base of PIPAR 
imaging. A 2615keV gamma source from °^®TI in the decay chain was put 
at his disposal. It was used to scan across several materials with different atom 
numbers ranging from beryllium (Z=4) up to lead (Z=82). The number of 
51 Ik e V  photons backstreaming into a detector located at 40° to the incident 
beam was recorded. It was found that beryllium and carbon were barely 
detectable above the background whereas all the others produced highly 
elevated 51 IkeV  counts. Of most interest here iron was also considered and 
found to produce approximately 4 times as many 51 IkeV  photons as the 
background. The background sample in this experiment was CH2. Aluminium 
should produce a similar number of 51 IkeV  photons as concrete because its 
atomic number (Z=13) is similar to the effective atom number of concrete (Zeff = 
12-14) (Bhandal & Singh 1993). The iron sample tested by Tavora et al (1998) 
produced about 45% more 51 Ik e V  photons than the aluminium sample. This 
does not prove that imaging of re-bars in concrete structures is practical, but, 
like the simulations discussed in Gilboy et al (1997) it does add a great deal of 
weight to the argument and makes further investigation a must.
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11. Theory.
This section will introduce aspects of both physics and concrete technology to 
aid the comprehension of this work. To enable both physicists and engineers 
understand this work quite a simple approach has been taken in explaining the 
background theory. References have been included, however, if further reading 
of any topic is desired.
11.1 Gamma-ray interactions with matter.
There are four main y-ray interactions with matter :
(■1. Rayleigh Scattering - Coherent (or-eleetnc-) scattering of photons by bound 
atomic electrons. Coherent scattering is where the photon before the 
scattering event and the photon after the scattering event have the same 
energy.
2. Photoelectric Effect - C o m p le t^  abso&eë of a photon by an atom which 
subsequently ejects an electron with an energy equal to the photon energy 
minus the atomic binding energy of the electron.
3. Compton Scattering - Incoherent scattering of photons by atomic electrons. 
Unlike coherent scattering a photon scattered by an incoherent process 
loses energy. Compton scattering is discussed further in §11.2.
4. Pair Production - Discussed in §11.3.
Of these four phenomena only Compton scattering is likely to be known to
many engineers as it is used quite widely in engineering as an imaging tool.
The uses it has been put to have been covered in the literature review (§10.2).
The following two sections will provide simple description of Compton scattering
and pair production.
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11.2 Compton Scattering.
Compton scattering can be described as a “billiard ball” collision between a 
photon and an electron. The energy of the incident photon is shared between 
the a recoil electron and a new photon with a different wavelength to the initial 
one. A  diagram of this can be seen in figure JS<[. |i./.
oe-
s-Incident photon energy = ko  Scattered photon energy
Figure 11.1 : Diagram of a Compton scattering event (Jackson 1989).
As seen in figure 11,1 the energy of a photon is defined by its frequency :
E  = hv ...1
Where :
E  = Energy.
ckh = Plante’s constant.
V = Photon Frequency.
v‘ = Frequency of after Compton scattering.
As energy and momentum have to be conserved in the collision the scattered 
photon energy after the collision is related to the incident energy by the 
equation :
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Av' =
Where :
mgc = Rest mass energy of an electron : 511keV.
0 = Change in direction between incident photon and scattered
photon (see figure 11.1).
This equation shows that very little energy is transferred to the electron if the 
scattering angle 0 is small. If the photon and electron are viewed as billiard 
balls this would be a glancing collision. However, a great deal of energy can be 
transferred if the collision is head-on where 0 = tu (180°). When 0 is large, i.e. 
the photon is scattered back along the original path cos 0 tends towards -1 and 
so equation 2 can be re-written as equation 3 :
hV(Q^n) = 7------—------^ ...3
If the energy of the original photon {hv) is much greater than half the rest mass 
of the electron this equation asymptotically approaches :
W  = — 256keV
2
iW ' scdUcf^ c
This is the maximum energy a Gompton ssatieped pmeten- can have in a single
collision. Most of the time the scattered photon will have than this as only a'^
small fraction of Compton single scattering events result in the photon being 
scattered through 180°. In the context of an imaging tool the limit of 256keV is 
very constraining as a flux of 256keV photons will be attenuated by 90% in 
-90m m  of concrete.
As well as the energy limit of 256keV there is not a 100% chance of a Compton 
scattering event occurring as any one of the other reactions (depending on the 
incident photon energy) may occur instead. The direction of scatter for a photon
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that has taken part in a Compton scattering event has an energy dependence. 
This dependence is described by the Kiein-Nishina equation was developed to 
predict the angular distribution of scattered y-rays.
dcF
dD. = Zr^ - 1 +  a ( \  -  c o s ^ ) j
21 +  COS" 0 1 + (1 -  cos<9)^
( l  + cos^ + a{l -  cos ,
The Kiein-Nishina equation (Knoll 1989 p53):
W here :
dor
^  = Differential Cross Section of interaction.
Z = Atomic number of scattering medium (see § 9.4).
ro = Classical electron radius (2.818x10‘^^cm (Evans 1967 p822)).
a = hv/moc^.
0 = Scattering angle of photon.
The Kiein-Nishina equation has been used to produce figure 11.2.
90°
1 keV
100 keV
2 MeV
500 keV 10 MeV
180°
90°
Figure 11.2 : A polar plot of the relative number of photons Compton 
scattered into a unit solid angle at the scattering angle 6^  (Knoll 1989 p53).
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Figure 11.2 shows that as the incident photon energy increases fewer and 
fewer photons are backscattered. As noted above the Kiein-Nishina equation 
strictly applies to free electrons, but, for gamma energies much larger than the 
electron binding energies this formula describes incoherent scattering quite 
well.
The attenuation of 256keV photons and the reduction in backscattering 
Compton events that occur as the incident photon energy increases both limit 
the usefulness of Compton scattering as an imaging tool.
11.3 Pair Production.
Pair production can occur in the electric field of an electron or a nucleus. The 
probability of it occurring in the electric field, of an electron, however, is an 
order of magnitude lower than in the nuclear field (Berger 1991). A photon with 
an energy over 1022keV can be completely absorbed the nuclear electric field 
close to the nuclear protons. In effect the photon disappears is replaced by an 
electron and a positron. The incident energy of 1022keV is required because 
this is the rest mass of an electron plus a positron. Without this threshold
energy it is not physically possible for the electron and positron to exist. The
probability of this event occurring just above 1022keV is very small, but, as the 
incident photon energy increases so does the pair production probability. Any 
excess energy of the incident photon is shared randomly between the two new 
sub-atomic particles in the form of kinetic energy. The average kinetic energy of 
the positron or the electron can be obtained with the following equation.
Ek = (Ey-1022) /2
Where :
E^  ^ = Average kinetic energy of either the positron or electron in keV.
Ey = Energy of the incident photon in keV.
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The electron produced is no different to any other electron. It will soon lose its 
kinetic energy in whatever medium it was created in. The positron, however, is 
an anti-eiectron, i.e. it is the same as an electron in every way, but, has a single 
positive charge rather than a negative one iike the eiectron. It also rapidly loses 
its kinetic energy through electronic collisions in the medium. When almost at 
rest it will be close enough to an electron for long enough that it can become 
associated with it. The two may orbit each other for a short period, this briefly 
existing system is known as positronium. As the charges of the two are 
opposite they are drawn together and annihilate. When annihilation occurs, 
however, the rest mass of the two particles (1022keV) must be dissipated. It is 
dissipated by the creation of two 511 keV photons. As the energy is shared 
equally between the two photons and the annihilation takes place when the 
positron and electron are virtually at rest the photons must move away from the 
site of the annihilation in opposite directions. In order to conserve the linear 
momentum of the system.
This set of events has been depicted in figures 11.3a and 11.3b.
e +
e-#
nucieus
Incident photon energy 1.022M e V  Positron and electron produced
Figure 11.3a : Diagram of the pair production process.
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0.511 M s Vphoton
e + s- o
e +
IBO
0.511 Ms Vphoton
Positron slows Positronium Annihilation
Figure 11.3b : Diagram of the annihilation process.
Positronium is not always formed, this part of the process is dependent on the 
medium in which the events take place. Even if it is formed though it is only 
short lived and the electron and positron annihilate in about 10'^° seconds 
(Eisberg & Resnick 1985 p45). The annihiiation photons have an equal 
probability of being produced in all directions. This means that if the energy of 
the incident photon is increased the ratio of forward moving 511 keV photons to 
backward moving 511keV photons would stay the same at 1:1.
Up to about lOM eV there are more Compton scattering events than pair 
production events per incident photon (see § 11.2), but, a larger fraction of the 
annihilation photons from pair production events emerge from the medium. In 
fact as there are two annihilation photons produced in opposite directions per 
pair production event one of them will always begin to travel back to the surface 
of the sample. The energy of a pair production photon is also fixed at 511keV, 
where a Compton scattered photon has a continuous energy distribution with a 
maximum energy of 256keV. This means that pair production photons can 
traverse the same thickness of material as Compton scattered photons yet 
suffer about 57% less attenuation and thicker cover depths can be probed by 
this reaction.
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11.4 Reaction probabilities.
All five of the phenomena seen in §11.1 occur with differing degrees of 
probability depending on the energy of the incident photon and the type of 
medium the interaction takes place in. Table 11.1 provides the approximate 
dependence that each of the five interactions has on the medium type and the 
incident photon energy.
The second column in Table 11.1 is titled Z dependence. Z stands for the 
atomic number of the medium. The atomic number is the number of electrons 
each nucleus has associated with it and is different for every element. For 
example all iron atoms have an atomic number of 26 whereas all silicon atoms 
have an atomic number of 14. In a composite material such as concrete the 
material has an effective atomic number (Zeff) which is determined by what 
fraction of each element is present. An example of this would be a material that 
is 50% calcium (Z=20) and 50% silicon. The effective atomic number of this 
would be 17 (20*0 .5+  14*0.5).
Phenomena Z
dependence
Incident photon 
energy dependence
Important energy 
region.
Rayleigh Scattering Z2-3 E'^ < 500keV
Compton Scattering z E"^ < lOMeV
Photoelectric Effect Z4-5 E'^ < 500keV
Pair Production z' log E > 1022keV
Table 11.1 : Energy and Z-dependence of five major y-ray interactions with 
matter (Jackson 1989).
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Table 11.1 shows that each of the phenomena has a different Z dependence 
and a different incident photon energy dependence. Figure 11.4 illustrates how 
the relative importance of these phenomena change with incident photon 
energy.
0.4
—  Rayleigh Scattering
—  Compton Scattering
—  Photoelectric Effect
—  Nuclear Field Pair Production
—  Total Scattering
.5 0.3
c 0.2
a 0.1
0.1 1 10 100 1000
Incident photon energy in MeV
Figure 11.4 : Cross sections of interactions for the major photon matter 
interactions over the energy range 0.1 MeV up to lOOOMeV in iron.
As can be seen pair production is the only one of these phenomena with 
probability of occurring which increases
with the incident photon energy.
If figure 11.4 is compared to figure 11.5 which shows similar data this time for 
concrete the Z dependency of the interactions can be seen. Concrete is a 
composite material with an effective atomic number of about 1 2 - 1 4  (Bhandal 
& Singh 1993), approximately half that of the iron seen in figure 11.4.
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0.4
—  Rayleigh Scattering
—  Compton Scattering
—  Photoelectric Effect
—  Nuclear Field Pair Production
—  Total Scattering
a t
Euc 0.3co%U2Sc  0.2
o
co
u0)(/)
O
0.1 1 10 100 1000
Incident photon energy In MeV
Figure 1 1 . 5 :  Cross sections of interactions for the major photon matter 
interactions over the energy range 0.1 MeV up to lOOOMeV in concrete (see § 
concrete).
There is a smaller total cross section of interaction in the concrete than in the 
iron over the whole energy range. The photoelectric effect and Rayleigh 
scattering are also only significant at low energies. The difference between the 
Compton scattering cross sections of interaction in materials with different 
atomic numbers is what has made Compton scattering a viable imaging tool.
This work is concerned with pair production and whether it may be used as a 
tool to image the condition of re-bars in concrete structures. This means that a 
difference in the pair production cross section in concrete, iron and rust is 
required. Figure 11.6a shows that there is such a difference.
The three pair production cross sections of interaction keep diverging up to an 
incident photon energy of about lOOOMeV where they plateau off. At this 
energy pair production is the dominant photon / matter interaction.
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0.06
—  Concrete
—  Rust
—  IronE 0.05
o  0.04
Q. E
M 0.01
0.1 1 10 100 1000
Incident photon energy in MeV
Figure 11.6a : Nuclear field pair production cross sections of interaction in 
concrete, rust (see § 9.6 rust) and iron.
The energy range of interest in this work is when the incident photon energy 
has an energy between 1022keV and about SOOOkeV. This covers the range of 
relevant photon energies emitted by (§ 10.2 radiation source). Figure 
11 6b shows this section of figure 11 6a in more detail.
Figures 11.4, 11.5, 11.6a and 11.6b were all produced using data obtained 
from the program Xcom (Berger 1991).
At the mean relevant photon energy (§ 10.2 radiation source) (1519keV) the 
cross sections of nuclear electric field pair production are ;
Iron
Rust
Concrete
3.87x10"*cm .^g  ^
3.06x1 O^cm .^g  ^
1.63x10^cm^g ^
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—  Iron
%  0.008
0.006
0.004
0.002
0
0 1 2 3 5 6 74
Incident photon energy In MeV
Figure 11.6b : Nuclear field pair production cross sections of interaction in 
concrete, rust (see § 9.6 rust) and iron in energy region of interest.
This, however, does not take into account the differences in the densities of the 
three materials. If these values are converted to linear attenuation coefficients 
by multiplying by the densities of the three materials the following coefficients 
are obtained :
Iron 3.87x10^ x 7.87 = 3.05x10  ^cm'^
Rust 3.06x10"* X 5.24= 1.60x10  ^cm""
Concrete 1.63x10"* x 2.19 = 3.60x10^ cm *
These densities assume that the iron used is 100% iron, the concrete to have 
the same density as that calculated in §12.1 and the rust to be simple 
haematite (Pe203) which is discussed in §11.6 rust.
When the density of each of the materials is taken into account the differences 
between the pair production attenuation coefficients all increase. This shows 
that the concrete should produce 77.5% fewer pair production photons per unit
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length than the rust and the rust 47.5%  fewer than the iron. With these large 
differences between the pair production attenuation coefficients distinguishing 
between the three materials should be possible.
11.5 Concrete.
Concrete is based on three main constituents : cement sand and water. Only 
one of these, water, is a simple compound. For the purpose of this work the 
sand has been assumed to be Silicon Dioxide (Si02). The cement used for the 
experimental work was Ordinary Portland Cement (Type 1 OPC, C09 §). Table
11.2 provides the oxide breakdown of OPC.
Oxide Content %
CaO 6 0 -6 7
SiOz 1 7 -2 5
AI2O3 3 - 8
FozOs 0 .5 -0 .6
MgO 0 .5 -4 .0
Alkalis ( such as NazO) 0 .3 -  1.2
SO3 2.0 - 3.5
Table 11.2 : Usual composition limits of Portland Cement (Neville 1995 
ppIO).
As the concrete used in the experimental work was 12:2:1 
(aggregate:cement:water) (see § 10.1) it was decided that the simulations 
should represent a similar ratio. Table 11.3 gives the elemental composition of 
concrete used in Xcom and EGS4.
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Element Percentage
Oxygen 52.91
Silicon 38.74
Calcium 6.33
Hydrogen 1.33
Aluminium 0.35
Sulphur 0.19
Sodium 0.10
Iron 0.05
T a b le  1 1 .3  : Elemental composition of concrete used in Xcom and EGS4.
As can be seen the composition of concrete is dominated by oxygen and 
silicon. This is largely because it is composed of 80% (in this case) aggregate. 
As the other elements are only present in small quantities it is unlikely that 
variations in the amounts of them included would make a great deal of 
difference to the outcome of any test results.
11.6 Reinforcement corrosion.
Re-bar corrosion is a very detailed and complex subject and beyond the remit 
of this work. If detail of the corrosion process of iron in concrete is required 
Neville (1995), Hewlett (1993) and ed. Crane (1983) should be referred to.
This work is concerned with the early stages of re-bar corrosion as there is no 
point in using sophisticated detection methods if the corrosion has progressed 
so far that it can be assessed by a visual inspection. Even in the early stages 
however corrosion can comprise of a few different iron compounds, depending
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on how it was induced. One of the main parts of this early corrosion is FezOg. 
Other compounds that may be present are FegO^, FeOOH and Fe(OH)3. Every 
corrosion site on a re-bar is different. It will be caused by and propagated by 
the interaction of an range of environmental and chemical factors. The 
corrosion itself could therefore contain any or ail of the iron compounds 
mentioned in an infinite number of different ratios. Corrosion is also a dynamic 
process so the composition of the corrosion is constantly changing. It was 
therefore decided to model the rust using a single compound. Haematite 
(Fez0 3 ) was chosen as it can exist as part of a corrosion site and it has a 
known density (5.24g.cm'^ (ed. Ellis 1984)).
Rust, the product of corroding iron, is not as dense as iron therefore corrosion 
of an iron bar within a concrete structure can induce a great deal of stress 
within the concrete when the rust is formed. This stress can be relieved in two 
ways : the rust is allowed to move away from the iron through the capillary 
pores of the concrete as an aqueous solution; or the concrete can crack. Either 
or both of these stress relieving effects can occur depending on the condition of 
the concrete and the iron bar. Again for this work the interest is the early stages 
of corrosion. This is prior to any concrete failure and excessive stress build-up.
11.7 Monte Carlo Modelling & EGS4.
Monte Carlo modelling is the term used to describe a simulation that uses 
stochastic rules to develop a problem or situation through time. In this work the 
problem being studied is photon and electron transport through matter. For a 
detailed discussion of photon and electron transport ed. Jenkins et al (1988) 
should be referred to. The code system used for this work was called Electron 
Gamma Shower 4 (EGS4). Although the manual for this code (Nelson et al 
1985) mainly discusses the code construction it also covers much of the 
physics of photon and electron transport as well.
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EGS4 was chosen for this project because it is a public domain program^* and 
readily available over the internet (http://ehssun.lbl.gov/egs/). It had also been 
in use within the Department of Physics at Surrey for about two years before 
this work started. This in-house experience was a great help at the start of this 
work.
Although the EGS4 code has been written by Nelson et a l (1985) and is 
complete it still requires the user to input data concerning the specific problem 
in hand. The user is therefore required to write what is known as the user code. 
This contains information about the geometry and the materials in which the 
photons and electrons are to be simulated. It also contains data about the type 
of radiation (electrons or photons), the trajectories of the initial photons to be 
simulated and what information is to be retained from each simulation, i.e. the 
energies of all photons passing through a specific volume that may represent a 
detector.
The user codes can be written in either FORTRAN or MORTRAN. MORTRAN  
is a simplified version of FORTRAN written specifically for producing EGS4 
user codes. For a non-FORTRAN programmer it is a much quicker way of 
using EGS4 than learning how to use FORTRAN. For FORTRAN  
programmers, however, it is apparently not as useful or quick as writing the 
user codes in FORTRAN.
EGS4 was set-up on three PCs for this work. None were dedicated so they 
could all only be used overnight (up to 16 hours). This limited the number of 
photon histories that could be included in each simulation. Listed below are the 
specifications of each machine.
Although EGS4 was free it required the 32 bit Lahey FORTRAN compiler to run which cost ~ 
£500 in 1996.
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1. Pentium 120iVlhz with 32Mb RAM.
2. Pentium MMX 166Mhz with 32Mb RAM.
3. Pentium MMX 200Mhz with 48Mb RAM.
The experimental PI PAR work used a ^^®Ra needle as the source of the 
incident photons (see §13.2). The ^^®Ra decay chain produces severai photon 
energies over 1022keV, the one with the highest probability of being produced 
is at an energy of 1765keV. The simulations, however, modelled a 2700keV  
radiation source. This energy was used because it was also used by Gilboy et 
al (1997) which the first few simulations were based on. It may have been 
better from a comparison point of view to use 1765keV or the weighted mean 
photon energy (1519keV) from the ^^®Ra. These energies, however, would 
have provided smaller 511keV photon yields per simulation because of their 
lower energies.
The re-bar that was simulated had a diameter of 30mm. This is 1mm less than 
that of the re-bar used for the experimental work (see §13.1). They could have 
been exactly the same but the simulation work was started before the 
experimental work. The simulations therefore used the largest diameter re-bar 
commonly used in the construction industry. Real re-bars often have ridged 
surfaces which increases the strength of the structure. This was thought to be 
an unnecessary complication at this stage so the simulated re-bars were simple 
cylinders.
One of the major problems encountered during the experimental PI PAR work 
was 511keV background radiation detected from source photons interacting in 
the shielding (see §14). This problem was avoided by modelling a pencil beam 
of incident photons. A pencil beam is where all the photons simulated have 
exactly the same starting co-ordinates and trajectories. This was originally done 
to save time in coding and running the simulations. If a real radiation source 
had been simulated a great deal of simulation time would have been wasted in 
modelling photons that were absorbed by shielding and did not encounter the
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detector region or the target structure. It would also have required a great deal 
more time to code as the degree of complexity required in the model would 
have been much greater. Given the early stage of development of PI PAR 
imaging it was thought that modelling an idealised source would provide more 
information about the system in a shorter time and prove more useful than 
modelling a real source.
The detector was another element of the real system that was omitted. 
Detector responses are well known and efficiencies at specific energies can be 
calculated if and when required. As the whole spectrum was not of interest it 
was again thought that modelling a detector would waste computer and coding 
time. The simulations were therefore constructed so that when a photon 
entered the region representing the detector the photons energy was recorded 
and then that photon history terminated. Data recorded about the photons 
entering the detector region was output to a file at the end of the whole 
simulation. Whole simulations run for this work consist of at either 10® or 10^ 
incident photons. The running times varied between 4 and 16 hours depending 
on the exact geometry, materials simulated and number of photons considered.
EGS4 allows for a 3 dimensional geometry, this aspect of the simulation was 
largely bypassed by making all objects 500mm in the 3rd dimension. The 
incident photon beam (IPB) therefore had starting co-ordinates of (x,y,250) 
(mm) where x and y were varied according to the geometry used. 500mm was 
sufficiently large to ensure photon losses from top and bottom of the 
geometries were negligible.
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12. EGS4 simulation results.
12.1 Re-bar scanning.
The first set of simuiations were run mainly to test whether the EGS4 code 
system was understood. These simulations were very similar to some of the 
work carried out by Gilboy et al (1997). This provided a check on the outputs of 
the simulations. In effect the simulations produced a scan across a 30mm 
diameter iron bar that had 30mm of concrete cover. Figure 12.1 illustrates the 
geometry used.
2.7MeV  
incident 
photon 
beam _
Beam moved 
■^accross iron 
steps
30mm
 Iron
30mm
250mm Concrete
Figure 12.1 : Plan view (not to scaie) of the geometry used for the first set of 
simuiations.
As can be seen the incident photon beam (IPB) is perpendicular to the surface 
of the concrete. The data recorded were counts of all the 51 IkeV  photons 
exiting the concrete biock through the same surface the IPB entered though. 
The results of this can be seen in figure 12.2.
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Figure 12.2 : 511keV FEP area Vs incident beam location relative to re-bar 
axis. Each point is based on a simulation of 10® incident photons. The error 
bars on each point are where N is the total counts in the 51 IkeV  FEP.
As can be seen with a cylindrical re-bar the number of 51 IkeV  photons that 
backstream out of the concrete decreases as the beam is moved off the axis of 
the re-bar. There are three reasons for this :
1. As the thickness of the re-bar which is intersected by the IPB decreases the 
amount of iron the beam encounters is reduced, therefore reducing the 
number of 511 keV photons produced.
2. As the IPB moves off the re-bar axis the amount of concrete it has to 
penetrate to reach the re-bar is increased. This causes additional 
attenuation of the IPB thus reducing the number of photons reaching the re­
bar. The reduced number of photons reaching the re-bar means fewer 
51 IkeV  photons can be produced.
3. The backstreaming 51 IkeV  photons have a greater depth of concrete cover 
to penetrate if the IPB is off the re-bar axis. This means that more of them
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will be scattered or absorbed by the concrete thus reducing the number 
reaching the surface.
This set of simulations produced data in good agreement with those produced 
by Gilboy et al (1997). This is reassuring as it means that the EGS4 code 
system been understood and used effectively.
12.2 Re-bar cover depth.
The second set of simulations carried out were designed to investigate to what 
depth of cover the re-bar still contributed to the 511 keV backscattered count. 
The geometry used was the same as that in figure 12.1, but, this time the re­
bar was gradually moved deeper into the concrete and the IPB was kept 
aligned with its centre and perpendicular to the surface of the concrete. Figure
12.3 shows the data obtained.
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Figure 12.3 : Re-bar cover depth Vs backstreaming 51 IkeV  FEP count. 
Each point is based on a simulation of 10® incident photons. The error bars on 
each point are where N is the total counts in the 51 IkeV  FEP.
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This shows that the re-bar contributed to the backstreaming 511 keV FEP count 
to a cover depth of about 110mm before it would be difficult to distinguish it 
from the “pure” concrete. It may therefore be possible to image re-bars to this 
depth of cover.
12.3 Detector shielding.
EGS4 provides the experimenter with an almost infinite number of ways to vary 
the simulations made. This makes it difficult to choose which simulations will 
yield most information about a system. Figure 12.4 is the EGS4 simulation data 
of Gilboy et al (1997) which shows that, as expected, the largest number of 
backstreaming 51 IkeV  photons are recorded where the path from the re-bar to 
the surface is the shortest.
1800
3OÜ
c20 .cCL
CDC1
I
7.5 10.0- 10.0 - 7.5 - 5.0 - 2.5 0 2.5 5.0
y-position (cm)
Figure 12.4 : Spatial distribution around the incident beam of backstreaming 
photons emerging from the steel reinforced concrete (Gilboy et at 1997) .
Although the description of figure 12.4 relates the backstreaming photons to 
the incident beam the incident beam used in the simulation was input to the
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reinforced concrete normal to its surface and aimed at the centre of the re-bar. 
In practice it would not be logical to position the incident radiation source at this 
point as this is where the detector should be located. This means that the 
radiation source should be moved off the axis of the re-bar so that the incident 
beam enters the concrete at an angle. The IPB path will then be increased and 
thus attenuated more. The high energy incident photons, however, are 
attenuated less per unit length than the 511keV photons exiting the structure. It 
should therefore be favourable to have the radiation source off axis rather than 
the detector. To this end it was decided that for remainder of the simulations 
the radiation source would be located 35mm off the axis of the re-bar as 
illustrated by figure 12.5.
Concrete 1 source location
Surface
35mm
30mm
Re-bar
Figure 12.5 : Location of simulated radiation relative to the re-bar.
35mm was chosen as it allows room for the detector to be placed directly 
above the re-bar and does not increase the incident beam path excessively. 
Figure 12.5 also shows that the depth of concrete cover used for the remaining 
simulations was only 20mm, less than was used in §12.1. PI PAR imaging is still 
in the investigation stage, therefore understanding of the physics and what is 
happening to the photons within the structure is much more important than 
simulating large cover depths. By having only a small cover depth the effect of 
having a concrete cover is retained whilst the number of 51 IkeV  photons 
exiting the structure is kept large. The data obtained from each simulation
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should then be more statistically meaningful then were a larger cover depth to 
be used and only a few 511 keV photons detected.
One problem that can be seen in figures 12.2 and 12.3 is the larger 
background count in the 51 Ik e V  FEPs recorded, i.e. backstreaming from the 
concrete. The error in each 51 Ik e V  FEP is where N is the count in the 
whole of the 51 IkeV  FEP. For a cover depth of 20mm about 11,000 51 IkeV  
photons were recorded in figure 12.3. This is a yield of 1.1% given there were 
10® incident photons. Of this 11,000 only about 58% were from the re-bar. This 
means that the error in the number of photons from the re-bar was about 24%  
larger than it would have been if no 51 Ik e V  photons from the concrete had 
been detected. So with a large background contribution to the 51 IkeV  FEP it 
can be seen that the error associated with the 51 IkeV  FEP is elevated. This in 
turn reduces the resolution in all three spatial dimensions of the system. As the 
ultimate object for PI PAR imaging in this work is to investigate corrosion 
elements of only a few square millimetres any loss in resolution is undesirable.
The next few simulations were therefore directed at reducing the 51 IkeV  
background. It is not possible to stop the IPB interacting with the concrete and 
producing the background 51 Ik e V  photons, but, it is possible to remove them 
from background count by collimating the detector. Figure 12.6 was the next 
geometry to be used it can be seen that lead blocks have been included 
between the surface of the concrete and the detector region. This collimates 
the detector in effect only allowing photons from specific regions of the 
structure to contribute to the number of 51 IkeV  photons that are detected.
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Figure 12.6 : Geometry used in second set of simulations (not to scale).
The gap between the two lead blocks, the detector collimation, and their 
thickness’ have been given the indeterminate dimensions x and y as they were 
varied in some of the initial simulations. The position of the detector collimation 
relative to the re-bar was also varied. The detector region has been defined as 
having a width of x. It therefore changes as the separation of the lead blocks 
changes. In effect it also had no depth as photons entering it were logged as 
they crossed the threshold T.
The total yield of 511 keV photons compared to number of incident photons will 
be reduced with the detector collimation in place, but, the fraction that are from 
the concrete should also be reduced. This will reduce the error associated with 
the 51 IkeV  FEP.
If the gap x seen in figure 12.6 is set to 20mm and centred on the axis of the 
re-bar according to the data seen in figure 12.4 the number of 51 IkeV  photons 
that can be detected will be reduced by about 60%. Of this 60%, however, a 
much larger fraction should be from the re-bar than without the lead blocks. 
This means that to obtain the same number of 51 IkeV  photons when a 20mm 
collimation is in place as when it is not requires about 60% more incident
190
photon to be simulated. The error associated with the number of 511 keV 
photons recorded, however, will be smaller. This assumes that no photons 
traverse the lead to the detector. This means the thickness y must be at least 5 
51 Ik e V  mean free paths in lead (3mm).
With no lead blocks present and the IPB aimed at Location A (see figure 12.6) 
it was found that only 27% of the 51 IkeV  photons that reach the detector 
region were produced in the re-bar. This was found by running two simulations 
one with the cylinder representing the re-bar made of concrete the other with it 
made of iron. This is a smaller fraction than was recorded in §12.2 for the same 
depth of cover. In those simulations, however, the IPB was aimed normal to the 
concrete surface along the axis of the re-bar so that it passed through location 
A and the centre of the re-bar. This means that the IPB simulated in §12.2 
passes through a much larger cross section of the re-bar than the IPB starting 
at the location defined in figure 12.6. The path length in the concrete of the IPB 
in §12.2 is also half that of the path length in the concrete when the radiation 
source is 35mm off axis. This difference in path length can be seen in figure 
12.7.
Concrete 35mm
surface
20m m -
40.3mm
Figure 12.7 : Diagram showing the difference in IPB path lengths in the 
concrete.
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At the point of exit from the re-bar under 30% of the IPB has been in the iron. 
This means about 70% of the IPB produces 511 keV photons that contribute to 
the unwanted background. It is known that for an incident photon energy of 
2700keV iron produces approximately 77% more 511keV photons per unit 
length than concrete. This means that as only 30% of the IPB path length is in 
the iron under half of the photons produced along the IPB can be from the iron. 
This does not take into account the extra attenuation that the 511keV photons 
produced in the iron suffer as they backstream to the surface of the concrete. 
They pass through more concrete as they are produced deeper in the structure 
than the 51 Ik e V  photons produced in the concrete before the IPB reaches 
Location A. They are also attenuated by the iron in which they are produced.
The 30% of the IPB path that crosses the re-bar is the only section of the IPB 
that is of use in imaging re-bars. This means that it has to be focused on and 
the rest of the IPB path ignored. This can be done by using the lead blocks to 
collimate the a detector region and to absorb all the unwanted 51 Ik e V  photons 
produced in the concrete.
As just said with no lead blocks acting as collimators between the detector 
region and the target just 27% of the 51 IkeV  photons crossing threshold T  
were from the re-bar. When x was set to 20mm y set to 10mm and the axis of 
the gap lined-up with the axis of the cylinder this figure rose to 40%. When y 
was increased to 50mm (x remaining at 20mm) this value rose again to 59%. 
By reducing x to 10mm this fraction was increased yet again this time to 73%.
The thickness and the positioning of the lead blocks governs how many 
photons, of all energies, reach the detector region and the area surrounding it. 
As the thickness of the lead is increased the number of photons able to 
traverse it is exponentially reduced. As the gap between them is reduced the 
area of the structure from which photons can contribute to the detected count is 
also reduced. Figure 12.8 illustrates how the lead blocks effect what photons 
can be detected.
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Figure 12.8 : The focused area and its dependence on the shielding 
configuration.
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In the first part of figure 12.8 the re-bar and a section of the concrete either side 
of the re-bar can contribute to the detected signal giving this arrangement a 
high “concrete” count. In the second part only the re-bar is in the focused 
region so only 511 keV photons produced in the re-bar (and the concrete 
directly between the re-bar and the detector) can be detected. The third 
situation has only a section of the re-bar focused on. Not only has the 
contribution from the concrete in front of the re-bar been reduced by having a 
smaller focal region, but, sections of the re-bar can be studied individually 
increasing the spatial resolution of the set-up.
In reality the IPB may be directed at a specific part of the re-bar, but, it will also 
spread so some of the incident photons will miss the re-bar and cross the 
focused area in front of it creating a detectable background to the 51 IkeV  PER. 
Figure 12.9 has been included to show this effect.
Lead Lead
Incident
photon
source
Beam spreading
Incident photons 
and focused area 
overlap
Figure 12.9 : Example of how IPB spreading effects the ability to focus on a 
specific area of the structure.
This is a problem that will be encountered in both simulations and experiments. 
In the simulations run for this work, however, the beam spreading is caused 
solely by the incident photons scattering as the IPB used is a pencil beam. A
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pencil beam is where all the photons have exactly the same initial trajectory. In 
an experiment scattering still takes place, but, the beam spreading effect is 
caused the source producing photons in all directions. The IPB is more like a 
cone than a beam. In the PI PAR experiments done as part of this work the IPB 
intercepting the concrete was rectangular in cross-section and had an area of 
about 35mm^ (§12.3).
Different parts of the overlap area between the IPB and the detector’s focal 
area seen in figure 12.9 contribute different numbers of 51 Ik e V  photons to the 
detected FEP. The inverse square law dictates that as the spread of the IPB 
increases the photon flux decreases^^. Also as IPB penetrates deeper into the 
material it is attenuated more. The 51 Ik e V  photons produced deep within the 
target are also attenuated more than those produced near the surface en route 
to the detector region as they have more of the concrete (and/or re-bar) to 
traverse. This means that although the overlap seen in figure 12.9 looks quite 
simple it is not as production of 51 IkeV  photons is not evenly distributed over 
its area.
To investigate the properties of the overlap region 3 sets of simulations were 
run. All had lead blocks as seen in figure 12.6 with a thickness (y) of 50mm and 
a gap between them (x) of 5mm between the blocks. These dimensions were 
chosen to ensure no 51 Ik e V  photons were detected through the lead and so 
that as small an area of the re-bar could be focused on as possible. In each 
case the radiation source was located 35mm to the right of the centre of the 
cylinder. The cover depth used was 20mm as seen in figure 12.7. Each 
simulation was run with the cylinder made of iron first for 10^ incident photons 
then concrete for another 10^ incident photon. This set of 20 million photons 
required about 11 hours to run on the fastest of the three available PCs (see 
§11.7.1).
Flux oc 1/S^ where S is the distance from the incident photon source.
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In each set of simulations the detector collimator was moved one millimetre at a 
time along the surface of the concrete whilst keeping the source location fixed. 
This had the effect of scanning the detector region across the re-bar. The IPB 
was directed at three different locations on the re-bar, these have been 
illustrated in figure 12.10.
Concrete
surface
Photon
Source
Re-bar
Figure 12.10 : Three target locations.
Location A is the same as that seen in figure 12.6. Location B is the centre of 
the cylinder representing the re-bar. Location C is on the lower surface of the 
re-bar.
Figure 12.11a shows the 51 IkeV FEP counts obtained from the simulations 
with the IPB directed at location A. The values given on the x-axis represent 
how far to the left or right the centre of the detector collimator was from centre 
of the cylinder (negative = left; positive = right).
As can be seen the largest number of photons that were detected with the iron 
bar in place was recorded when the detector collimator (gap x) was not lined up 
with the centre of the cylinder. Although the collimator was only moved through 
a range of 11mm the slight alterations made large differences in both sets of 
51 IkeV photons recorded. Figure 12.11b is a scale diagram (2:1) of the 
geometry from figure 12.11a that gave the largest ratio of 51 IkeV photon 
counts between the iron cylinder and the concrete cylinder.
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Figure 12.11a : 511 keV FEP counts from simulations of 2700keV photons 
targeted at location A as seen in figure 12.10 Error bars shown are ±N^ .^ Each
column represents the result of 10  ^incident photon histories.
Figure 12.11b : Scale diagram (1:1 ) of the IPB directed at location A and a 
detector focus region with an axis offset of -3.5mm.
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Figure 12.11b shows a geometry that is very close to the optimum for imaging 
the re-bar which occurs when the whole of the focused area only overlaps with 
the IPB when it is in the re-bar. If the detector collimation were further to the 
left the overlap would still be completely in the re-bar, but, the overlap would 
occur deeper in the re-bar making the mean path to the detector longer. This in 
turn would mean that the attenuation of the 51 IkeV photons would be 
increased and thus the count would not be as large as that obtained when the 
detector was at the optimum position.
Figure 12.12a represents the same sort of data as that in figure 12.11a, but, 
this time the IPB was directed at location B.
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Figure 12.12a : 51 IkeV FEP counts from simulations of 2700keV photons 
targeted at location B as seen in figure 12.10 Error bars shown are ±N^ '^ . Each 
column represents the result of 10  ^ incident photon histories.
Again the movement of the detector collimator has proved to be very important 
and once more the largest number of 51 IkeV photons detected did not occur 
when the collimator was aligned with the centre of the cylinder. This time, 
however, the number of photons detected increased as the collimator moves to
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the right of the centre of the cylinder and not the left as for location A. Figure 
12.12b is a scale diagram (2:1) of the geometry from figure 12.12a that gave 
the largest ratio of 51 Ik e V  photon counts between the iron cylinder and the 
concrete cylinder.
F ig u re  1 2 .1 2 b  : Scale diagram (1:1) of the IPB directed at location B and a 
detector focus region with an axis offset of +4.5mm.
As can be seen this occurs when the overlap between the focused region and 
the IPB is completely in the re-bar. As just mentioned though the offset is to the 
right of the axis of the re-bar. This is because the part of the re-bar first 
encountered by the IPB is to the right of the axis. This part of the re-bar also 
has less concrete cover than where the IPB traverse the re-bar to the left of the 
axis. This means 511keV photons produced to the right of the axis of the re-bar 
will suffer less attenuation than those produced further along the IPB path. It 
may have been expected that optimum geometry would have the focus area 
and the IPB overlapping slightly further to the right so the overlap starts as the 
IPB enters the re-bar. This occurs when the offset is between +5.5mm and 
+6.5mm. In figure 12,12a it would appear that at these two offsets there is a
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slight reduction in the 511 keV FEP counts from both the concrete cylinder and 
the iron one. This highlights the difficulty of determining what geometry should 
be used. Factors that may influence where the optimum offset occurs are 
numerous, but, beam spreading and photon attenuations in different materials 
are two of the physical ones that must be considered.
Figure 12.13a shows similar data again this time collected when the IPB was 
directed at location C.
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Figure 12.13a : 51 IkeV FEP counts from simulations of 2700keV photons 
targeted at location C as seen in figure 12.10 Error bars shown are ±N 
column represents the result of 10  ^incident photon histories.
11/2 Each
This set of simulations has produced results with a pattern similar to that seen 
figure 12.13a. The largest number of 51 IkeV photons recorded again occurred 
when the detector collimator had been moved to the right of the cylinder axis 
and not the left.
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Figure 12.13b is a scale diagram (1:2) of the geometry from figure 12.13a that 
gave the largest ratio of 51 IkeV  photon counts between the iron cylinder and
the concrete cylinder.
Figure 12.13b : Scale diagram ( I d )  of the IPB directed at location C and a 
detector focus region with an axis offset of +3.5mm.
In figure 12.13b the offset to the right is slightly smaller than that seen in figure 
12.12b, This does not seem to be logical as the 51 Ik e V  photons produced in 
the overlap seen in figure 12.13b have to traverse about 70% of the diameter of 
the Iron as well as the concrete cover to be detected. This should attenuate 
them by about 75%. As very few 51 Ik e V  photons were detected in all of the 
location C simulations the fractional errors associated with each simulation are 
larger than those recorded for the location A and B simulations. W ere larger 
numbers of incident photons to be simulated for each part of this set of 
simulations it is likely that the optimum offset is in a more logical position further 
to the right. Figure 12.13c shows what is expected to be the optimum offset 
when location C is the target of the IPB.
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Figure 12.13c : Scale diagram (1:1) of the IPB directed at location C and a 
detector focus region with an axis offset of +9mm.
Figure 12.13c shows a detector collimation offset of +9mm. This is where the 
overlap between the focused area and the IPB is completely in the re-bar, but 
only just. Once this offset had been determined, a pair of simulations each with 
10^ incident photons was run that had offsets of +9mm. When the cylinder 
representing the re-bar was made of iron the 51 Ik e V  count was 862. When it 
was made of concrete the 51 IkeV  count was 366. This means that when the 
offset is increased from +7.5mm (see figure 12.13a) to +9mm the background 
count increases by 39%. The count when the re-bar is in place, however, 
increases by 89%. This means that when the IPB is directed at location C the 
optimum offset is nearer to +9mm than +7.5mm. For target locations B and C 
the point at which the IPB enters the cylinder is of much more consequence 
than the exit point as in both cases the entry point has less concrete cover than 
the exit point and therefore more of the additional events from this boundary 
will be recorded than those from the exit boundary. For target location A, 
however, even the exit point of the IPB from the cylinder has less cover than 
the entry point for location C (26mm compared to 30mm). For location A when
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the detector offset was -5.5mm there was no error due to entry or exit of the 
IPB from the cylinder as at this point the region of the structure that was able to 
contribute to the detected count was completely inside the cylinder.
As mentioned earlier the attenuation of the 511 keV photons en route to the 
detector may influence the optimum offset. In figure 12.13c it can be seen that 
the middle of the focused area is deep within the re-bar. This means that the 
511keV photons produced there have to traverse much of the re-bar to be 
detected. If the focus region were even further to the right then the mean 
distance through the iron they would have to travel would be less. Moving the 
focus area further to the right, however, would mean that some of the focal 
region would be in the concrete thus producing a background to the 51 IkeV  
photon peak detected. When determining the optimum re-bar imaging 
arrangement when the incident photon source not aligned with the centre of the 
re-bar a good place to start is with the arrangement seen in figure 12.13c. The 
detector is located so that its collimation only allows photons produced within 
the re-bar to reach it, but, it should also be located as near to the source as 
practical to minimise the attenuation of the IPB. The optimum offset of the 
detector, however, may in fact be determined by a compromise between the 
background from the concrete, the attenuation caused by the re-bar and the 
necessity of sufficient shielding between the source and the detector.
The left and right bias of the 51 Ik e V  FEP counts obtained when the re-bar is in 
place has been explained by figures 12.11b, 12.12b and 12.13b. These, 
however, do not explain the left and right biasing of the data when the re-bar is 
replaced with a concrete cylinder. For locations B and C (both right biased) this 
is explained by the fact that the radiation source is located to the right of the 
centre of the cylinder. This means that there is a larger incident photon flux to 
the right of the centre of the cylinder than to the left meaning that more 51 IkeV  
photons are produced right of the centre. There is also less cover on the right 
of the axis along the IPB. This means that when the 51 Ik e V  photons are
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produced fewer of the are scattered or absorbed en route to the detector on the 
right of the axis as they have to traverse less concrete.
All this should also be true when location A is the target, but, the simulation 
data does not support this. The pattern of the data recorded for location A with 
the concrete cylinder is the same as that recorded for location A when the re­
bar was in place. As the collimator is moved to the left the overlap between the 
focal region and the IPB increases. This is because the overlap occurs deeper 
within the concrete where the focal region is larger. This would increase the 
number of 511 keV photons that may be able to reach the detector. The 
increase in IPB path that can contribute to the 511keV count as the collimator 
is moved from a zero offset to -3.5mm is less than 5% whereas the 51 IkeV  
count increases by over 20%. This means that the increase in the IPB focal 
region overlap cannot fully account for the increase in 51 Ik e V  photons counted 
with the when there is a negative offset in the collimator. This therefore implies 
that there is a fault in the model and that although modelling a concrete 
cylinder should be the same as modelling a single concrete block it is not. In 
EGS4 every incident photon encountering a boundary like the edge of the 
cylinder checks to see if it is scattered. This checking occurs even if the 
material across the boundary does not change. This additional checking, on top 
of what is usually done in a continuous solid may have had most effect on the 
number of 51 Ik e V  photons detected when the collimator was left of the re-bar 
centre.
This problem must is also present in the simulations that used target locations 
B and C. In these simulations, however, the concrete cover where the IPB 
intersects the boundary of the cylinder is larger than for that of target location 
A. This means that fewer pair production events that occur at the boundary of 
the cylinder will be detected because of the extra attenuation. This fault is 
clearly undesirable, but, does not completely invalidate the data obtained. It 
simply means that all of the background simulation counts that have the 
boundary of the cylinder in the focal region are slightly too large. Using scale
204
diagrams this error has been found to effect the simulations of target location A 
when the centre of gap x between -6.5mm and +4.5mm although the offset - 
5.5mm was not effected as the region focused on at this offset is completely 
within the cylinder. For target location B and C all the simulations carried out 
were effected. The error does, however, mean that any study of the 
comparison in 511 keV photon counts with and without the re-bar would be 
invalid as the magnitude of the error will be different for each detector offset 
location. As the discussion earlier suggested the contrast (i.e. iron to concrete 
counts ratio) should be maximised when the IPB and the focus area intercept in 
the cylinder representing the re-bar as this would minimise the number of 
51 Ik e V  photons that could be detected from the concrete.
12.4 Detection of reinforcement corrosion.
So far the simulations carried out have been directed at locating a re-bar that 
has a representative amount of concrete cover and investigating the best way 
of imaging it. This, however, does not address the problem of re-bar corrosion, 
the detection of it which is the ultimate goal for PI PAR imaging in this work. The 
geometry simulated to investigate corrosion can bee seen in figure 12.11.
This geometry is similar to that seen in figure 12.5 which was used to simulate 
imaging the re-bar with no corrosion and 20mm of concrete cover. The 
corrosion has been added by including a concentric cylinder around the original 
one with a radius 1mm larger than the first. The annulus formed by these 
cylinders has then been divided so that the corrosion element is represented by 
the grey area in figure 12.11. The rest of the annulus is concrete. The thickness 
of the corrosion has been added to that of that of the re-bar rather than 
removed. This is because although corrosion causes the loss of cross section 
of the original re-bar the volume the corrosion material occupies is greater than
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that of the lost iron. This geometry was thought to be an adequate model at 
least in this stage of the investigation.
Lead Lead
35mm
Concrete
Surface
Corrosion
30mm
Radiation 
Source
35mm
Concrete
Re-bar
Figure 12.11 : Geometry used to model a corroding re-bar. The grey area 
represents the location of the corrosion.
As with all of the parts of the model the corrosion had a height of 500mm so 
rather than modelling a 4mm^ volume a column approximately 1x4x500mm was 
modelled. This is a large difference, but, as it should have made detecting the 
corrosion easier rather than harder it was thought to be reasonable at this 
stage. The photon source was identical to that used in §13.3 located 35mm to 
the right of the centre of the cylinder representing the re-bar with an energy of 
2700keV.
The ring of concrete around the re-bar seen in figure 12.11 will obviously 
introduce the same problems encountered in §12.3. Although this makes the 
work less accurate it is still worth looking at the results of the simulations as 
they still provide some insight to the use of PIPAR imaging.
The first simulations carried out used the target locations A, B and C as defined 
in figure 12.10. A fourth target location (D) was also simulated, figure 12.12 
illustrates this location.
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Figure 12.12 : Illustration of the target Location D.
Concrete
As with the other three target locations location D is on the axis of the re-bar, 
but, at the surface of the corrosion.
For the first set of simulations detector collimation was modelled so all of the 
511 keV FEPs exiting the surface of the concrete were logged. Three 
simulations were run for each target location ; with corrosion; without corrosion 
and with no re-bar or corrosion. Figure 12.16 shows the data taken from these 
simulations.
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Figure 12.16 : 511keV FEP areas from simulations of 10  ^2700keV incident 
photons directed at four different locations. The error bars shown are all
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As can be seen most of the 511 keV photons recorded are from the concrete. 
This is expected when no lead blocks are included to shield the detector from 
the unwanted background. Each of the pairs of counts recorded with and 
without the corrosion are within ±5% of each other for all 4 target locations. All 
of the simulations with the corrosion have larger counts than their counterparts 
when the corrosion was not included. The largest difference in corrosion and no 
corrosion simulations was recorded when location D was the target. Target 
locations A and D are very similar so table 12.1 has been included to show the 
counts in the 51 Ik e V  peaks recorded for locations A and D.
With Corrosion Without Corrosion Ratio
Location A 164391 163654 1.0045
Location D 162797 160431 1.0117
Table 12.1 : Number of 51 IkeV  photons logged from simulations of the 
geometry see in figure 12.11.
As can be seen when location A is targeted both the values for with and without 
corrosion are larger than their counterparts when location D is targeted. The 
ratio of the pair of values is smallest for location A. This means that there is 
least contrast between a corroded re-bar and an re-bar with no corrosion when 
location A is targeted. Although the excess counts for location D are more than 
double these for location A, the total counts for all four cases are virtually the 
same within statistics.
Target locations B and C both returned smaller counts than locations A and D 
with and without corrosion as well as when no re-bar was present. This is 
because the mean distance from the IPB to the surface of the concrete is much 
larger when locations B and C were targeted than when locations A and D 
were. For both locations B and C when the corrosion element was included the 
number of 51 Ik e V  photons reaching the surface of the concrete was slightly
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larger than when it was not included. However the differences are not 
statistically significant.
The data in figure 12.16 shows that reducing the background counts from the 
concrete must be done to stand any chance of identifying whether a re-bar is 
corroding or not. Given the very small differences between the simulations with 
and without corrosion it is also important to minimise the number of 51 Ik e V  
photons produced in the re-bar itself reaching the detector as they also 
contribute unwanted counts. Clearly limiting the focal region by collimation will 
define the inspection volume more closely.
The next set of simulations to be run used lead blocks as in figure 12.5 to limit 
the background contribution to the 51 IkeV  count by collimating the detector. As 
with §12.3 the lead blocks were 50mm thick with a 5mm gap (x) between them. 
The gap was again moved across the axis of the re-bar, keeping the IPB fixed. 
The re-bar and corrosion geometry are as shown in figure 12.11. The pairs of 
simulations that were run this time both had the re-bar in place but half had the 
corrosion replaced by concrete. Location A was chosen as the target because 
the IPB path passes through a larger cross section of the corrosion than any of 
the other target locations thus maximising the number of 51 Ik e V  photons 
produced in the corrosion. Figure 12.17 shows the 51 IkeV  counts for each of 
the detector region locations simulated.
As can be seen when the detector is positioned left of the axis of the re-bar 
there is a difference between the counts obtained when the corrosion is 
present and when it is not. The largest difference between one of the corrosion 
simulations and a re-bar with no corrosion in figure 12.17 is 12.1% (-1.5mm  
offset). Figure 12.18 is a scale diagram of this simulation and shows what part 
of the IPB contributes to the detected 511 keV count.
209
2000
1750
1500
g"  1250 Q. lU U_
%
U)
m
I With Corrosion 
I Without Corrosion
1000 -  
750 -  
500 -  
250
0 4-
■
1 1 1
II I
-7.5 -6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5 0.5
Separation between axis of gap x and cylinder axis in mm
Figure 12.17 : 511 keV FEP counts from simulations of 10  ^2700keV incident 
photons. The geometry seen in figure 12.11 was used with target location A.
Lead blocks 50mm thick with a gap (x) 5mm wide are set between the surface
Figure 12.18 : Scale (1^ ) diagram of a corroded re-bar in the geometry 
seen in figure 12.12 with target location A and a collimator offset of-1.5mm.
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As can be seen with a collimator offset of -1 .5mm the whole corrosion element 
is in the focal region. This means that the whole of the corroded area can 
contribute to the 511 keV count. It can also be seen, however, that with this 
degree of collimation both the concrete and the re-bar also contribute to the 
51 Ik e V  count. When corrosion is being imaged the 511 keV photons produced 
in the re-bar are unwanted background just like those from the concrete. So a 
collimation geometry that is optimal for imaging a re-bar may not be optimal for 
image the corrosion on a re-bar.
Defining an optimal collimation geometry is much more complex when trying to 
image corrosion than when imaging re-bars. Ideally the collimation would only 
allow 51 Ik e V  photons from the corroded region to be detected. This is not 
practical as it would not be known if there is any corrosion and if there is 
exactly what surface area of the re-bar it occupied. This means that the 
background contribution from the concrete and the iron must both be 
minimised. To a first approximation this can be done be considering how many 
51 Ik e V  photons are produced in each for a given incident photon energy. In 
this case the assumed incident photon energy is 2700keV. Berger (1991) has 
provided the mass attenuation coefficients for pair production events for all 
three materials at 2700keV. The densities of iron and rust (haematite) can be 
obtained from ed. Tennent (1995) and ed. Ellis (1984) respectively. The bulk 
density of the concrete simulated has been calculated in §13.1. Table 12.2 
shows this data.
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Material Pair production Density Pair production
mass attenuation g.cm': linear attenuation
coefficient cm^.g'^ coefficient cm'^
Concrete 1.36x10': 2.19 2.98x10':
Corrosion 2.44x10': 5.24 12.79x10':
Iron 3.06x10': 7.78 23.80x10':
Table 12.2 : Pair production mass attenuation coefficients at 2700keV, 
densities of concrete, corrosion and iron and the linear attenuation coefficients 
of each material.
As can be seen concrete produces approximately 8 times fewer 511 keV 
photons per unit path length than iron when bombarded by 2700keV y-rays. 
This means that if having some of the concrete or re-bar in the focal region is 
unavoidable it is better to avoid the iron as more unwanted 51 Ik e V  photons 
arise there than in the concrete. This does not appear to be upheld by the data 
presented in figures 12.17 and 12.18. These figures show that the apparent 
optimum focus region includes more iron than concrete. Two other factors must 
be considered when determining the optimum geometry for imaging corrosion 
on a re-bar :
1. The amount of material above the IPB.
The more material over a point along the IPB the more 51 Ik e V  photons from 
that point will be absorbed or scattered by the medium.
2. The material above the IPB : iron, corrosion or concrete.
If the cover is composed of relatively low atomic number material it will 
attenuate the 51 Ik e V  photons less than a relatively high atomic number 
material. Table 12.3 shows the total attenuation coefficient of 51 Ik e V  photons 
and the densities for all three materials of study.
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Material Total mass 
attenuation 
coefficient cm^.g'^
Density
g.cm":
Linear attenuation 
coefficient cm"^
Concrete 8,86x10'^ 2.19 0.194
Corrosion 8.51x10'^ 5.24 0.446
Iron 8.41x10'^ 7.78 0.654
Table 12.3 : Total mass attenuation coefficients at 511 keV, densities of 
concrete, corrosion and iron and the linear attenuation coefficients of each 
material.
Table 12.3 shows that 51 Ik e V  photons traversing iron are attenuated 
approximately 3.4 times more per unit length than those travelling in concrete. 
Using the data presented in tables 12.2 and 12.3 an estimate of 51 IkeV  photon 
contributions from the re-bar and the concrete can be made. Figure 12.18 
shows the focal region defined by of the geometry first presented in figure 
12.11 when the centre of the gap between the lead blocks (x) is lined up with 
the axis of the re-bar.
To determine how many of the 51 Ik e V  photons that are counted come from 
the re-bar and how many come from the concrete we must first make some 
assumptions. Let it be assumed that 100 51 IkeV  photons can be detected 
when they were produced at point E. W e have already seen that the iron 
produces approximately 8 times as many 51 IkeV  photons per unit length as 
the concrete. This means that we can say 800 51 IkeV  photons that can be 
detected are produced at point F. To keep the approximation simple assume all 
the photons from each point take the same route to the detector, i.e. along the 
edges of the focal region. This means that photons produced at point E 
traverse 1.8cm of concrete and photons produced at point F traverse 0.4cm of 
iron plus 1.8cm of concrete.
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F ig u re  1 2 .1 8  : The focal region for the geometry in figure 12.11 when the
detector collimation is line-up with the centre of the re-bar.
Using the linear attenuation coefficients presented in table 12.3 an 
approximation to the number of 51 Ik e V  photons from each point that would be 
detected with this amount of cover can be calculated. Assuming narrow beam 
geometry the following equation can be used :
Where :
I
lo
t
I  =
Number of photons reaching the detector collimation. 
Number of photons produced at point E or F.
Linear attenuation coefficient (cm"^) for appropriate material. 
Distance travelled (cm) by photon in material.
From point E to collimation :
4  = 100
n = 0.194 cm"' => 1 = 1 00. ^ *
r = 1.8 cm
= 70.5 51IkeV  photons can be detected
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From point F to point G :
4  = 808
p, = 0.654cm'^ => I  =  = 616 S llke V  photons can reach
r = 0.4 cm location F
From point F to collimation ;
4  = 616
p = 0.194cm'^ => 1 ~ 8 0 0 .  ^ 434 5likeVphotons can be detected
r = 1.8 cm
This shows that although point F has a larger amount of cover than point E 
about 6 times more 511 keV photons will detected from point F than point E. 
This means that in theory it is better from a corrosion imaging point of view to 
have the unwanted background produced in concrete rather than in the re-bar.
A pair of simulations each with 10^ incident photons using target location A, 
with and without corrosion was run when the collimation offset was +0.8mm. In 
this geometry the IPB and the focal region only intersect in the concrete and 
the corrosion. In this geometry 341 51 Ik e V  photons were detected when the 
corrosion was present and only 302 511keV photons were detected when it 
was not present. Both of these values are smaller than all of those seen in 
figure 12.17 where the collimation offset ranged between -7.5mm and +0.5mm. 
There is, however, a 12.9% difference between the corroded and uncorroded 
re-bar simulations with the +0.8mm offset which is almost as larger as that 
recorded when the collimation offset was -1.5mm. The error associated with the 
+0.8mm offset, however, is a larger percentage than the error associated with 
the -1.5mm offset as the statistical FEP error is Given the same
percentage difference between two values the larger two will give the smallest 
statistical error in the difference. This can be seen in table 12.4.
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Larger 511keV FEP Smaller 51 IkeV FEP
Counts from corroded re-bar 1129 ±33.6 341 ±18.5
Counts from uncorroded re-bar 1000 + 31.6 302 ±17.4
Ratio of counts 1.129 1.129
Counts from corrosion 129 ±46.1 39 ± 25.4
Error as percentage 35.7% 65%
Table 12.4 : Example of importance in FEP size in minimising error.
Figure 12.19 is a comparison of the 511keV counts recorded when the 
corrosion element was not present and the equivalent data from §12.3. The 
only difference between these simulations is the additional cylinder of concrete 
around the re-bar seen in figure 12.11.
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Figure 12.19 : Comparison of S llkeV  counts from equivalent simulations 
from §12.3 and §12.4.
As can be seen the concentric ring around the re-bar has had an effect on the 
data recorded. The effect is smallest in the -4.5mm, -3.5mm and -2.5mm offset
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simulations. In each of these the difference between the data from §12.3 and 
the data from this section are within of each other.
The simulations of the corroded re-bar from this section and the re-bar with no 
corrosion from §12.3 should provide a more accurate estimate of the difference 
in S llkeV  photons that may be recorded when a corroded and an uncorroded 
re-bar are imaged using the geometry seen in figure 12.3. Figure 12.20 shows 
the ratios obtained by dividing the corroded re-bar values from this section by 
the values obtained from the re-bar with no corrosion from §12.3.
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Figure 12.20 : Ratio of S llkeV  counts obtained from the corroded re-bar 
simulations of §12.4 and the re-bar with no corrosion simulations of §12.3 for 
target location A.
As can be seen in figure 12.20 the ratio is largest when the offset is between 
-7.5mm and -5.5mm. As the detector collimation lines up with the re-bar the 
ratio is reduced to less than unity meaning that the corrosion on the re-bar 
cannot be seen. The boundary error discussed in §12.3 has been minimised as 
there were no unnecessary boundaries in the data from the re-bar with no
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corrosion. The corroded re-bar data still contained this error, but, only where 
the I PB exited the concentric cylinders. This is the less important of the two 
error points as it is deep in the concrete and further along the I PB path.
12.5 Summary of EGS4 results.
The first simulations illustrated that PI PAR imaging may be used to identify re­
bars within a concrete structure. This in itself is not of great use to the 
construction Industry as there are other tools already developed that can also 
do this. The depth of cover PI PAR imaging can penetrate may however make it 
useful. Figure 12.3 showed that it should be possible to use PI PAR imaging to 
cover depths of over 100mm which is not possible with Compton scatter 
imaging.
Section 12.3 introduced a radiation source that is not perpendicular to the 
concrete surface as well as a collimated detector. By simulating the detector 
positioned at different locations above the concrete surface it was found that 
when imaging the re-bar it may not be best to have the detector directly over 
the re-bar, but, slightly off the axis of the re-bar. Theory concerning where the 
IPB intercepts the re-bar and how this location relates to the detector 
collimation was presented and was confirmed by the simulation results. A fault 
in some of the simulations was identified and the impact on the results 
discussed. Although this limited the usefulness of the data it did highlight the 
possible shortcomings of relying on simulations.
Section 12.4 was directed at the subject of imaging a corroding re-bar. 
Simulations similar to those for imaging the re-bar were carried out. Although 
little difference in the imaging technique was required for this case, some 
discussion of how the background to the 51 IkeV  FEP should be minimised was 
presented. When imaging re-bar corrosion both the re-bar and the concrete
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contribute to an interfering 511 keV background. The only part of the 51 Ik e V  
FEP that is wanted comes from the corrosion. It was shown theoretically that 
the re-bar may contribute about six times as many 51 Ik e V  photons to the 
detected FEP per unit length of the IPB as the concrete. The background can 
be limited by tighter collimation of the detector (see figure 12.8), but, ensuring 
the IPB traverses as little of the re-bar as possible would also reduce the 
background a great deal. Therefore collimation of the incident beam is also 
important. The data recorded in the simulations directed at locating the re-bar 
corrosion was not convincing enough to say whether PI PAR imaging would be 
suitable for the task. The immediate difficult perceived at this time is ensuring 
that a significant fraction of the 51 IkeV  FEP recorded is from photons 
produced in the corrosion.
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13. Apparatus.
Figure 13.1 is a schematic of the shielding used to contain the radiation source.
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Figure 13.1 : Schematic of the collimating shield used to contain the radium 
needle (not to scale).
The shielding consisted of a lead tube containing three separate cylindrical lead 
blocks and a lead backplate. The lead blocks have been indicated in figure 
13.1 by the dashed vertical lines. Each of the blocks had a different sized hole 
running along its axis :
•  Block 1 had a 1mm diameter hole.
• Block 2 had a 9mm diameter hole.
• Block 3 had a 2mm x 6mm rectangular slit.
The slit in block 3 was oriented so that its long edge was vertical. The blocks 
had been machined to fit into the lead tube quite tightly so the whole assembly 
formed a good collimator with no thin regions in the director of the target, apart 
from the collimation hole.
The 1mm axial hole in block 1 behind the source was undesirable, but, 
necessary as it allowed the tightly fitting block to slide in an out of the tube
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freely. If it were not there block 1 would have had to have been a looser fit to 
allow the air to escape when the block was placed in the tube. As this hole was 
directed away from the target this meant that any radiation escaping from block 
1 would not interfere with the experiment. The lead backplate reduced radiation 
exposure at the rear of the shield to safe levels
This shielding will now be referred to as shield A as there is additional shielding 
between the radiation source and the detector. Figure 13.2 is a schematic of 
this further shielding.
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Figure 13.2 ; Schematic of the whole shielding assembly in the experimental 
PIPAR set-up (not to scale).
The detector used for the experimental PIPAR work has been in the 
Department of Physics for many years and was not specifically set-up for this 
project. The detector is situated in a lead slab made from smaller interleaved 
blocks 51mm thick. This part of the shielding was already in place before this 
work started and could not be altered as it was required for other work. The 
layer of wood was used to provide a large, flat, stable surface on which the 
remainder of the apparatus could be placed as required.
The wooden platform was supported by four legs. These had been cut to a 
length that gave 1mm of clearance between the permanent lead shield and the
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The wooden platform was supported by four legs. These had been cut to a 
length that gave 1mm of clearance between the permanent lead shield and the 
underside of the wooden platform. Markers were put on the surface 
surrounding the lead to show where the feet of the wooden platform should be 
located. Once the location of shielding above the platform had been decided a 
plan of it was drawn on to the wooden platform. This meant it could be 
dismantled at any time without any major inconsistency in test results.
A schematic of the signal processing apparatus can been seen in figure 13.3.
Pre-Amplifier
o Multichannelanalyser
Amplifier
Figure 13.3 : Schematic diagram of the signal processing apparatus used in 
the experimental PIPAR work
Details of the apparatus such as manufacturers, model numbers and all the 
settings used during this work can be found in appendix D. The multi-channel 
analyser used was a personal computer with a PCA2 card fitted. This contained 
an ADC to convert the system into a Windows driven pulse height analyser. 
This system was chosen because it was readily available.
With the orientation of the source and detector determined by the constraints of 
having an immovable detector a rig was required that could hold the concrete 
samples and allow them to be moved across the fixed gamma-ray beam above 
the detector. Figures 13.4a and 13.4b are photographs of the frame 
constructed for this purpose shown in-situ over the detector with shield A 
marked.
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Figure 13.4a : Side view of frame and concrete block.
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Figure 13.4b : End view of frame and concrete block.
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The arrows in figure 13.4a show how the angle of the concrete block can be 
altered. The arrows in figure 13.4b show how the concrete block can be moved 
from side to side in front of the beam so different parts of the block can be 
investigated.
The rig was designed to allow the concrete block to be held at any angle 
between 5° and 90° to the horizontal. As the elevation of the block approaches 
vertical the rig becomes unstable so blocks B and C were added to ensure it 
did not over balance at any time.
13.1 Test blocks.
As this was the first experimental investigation of the PIPAR technique to be 
applied to re-bars in concrete it was thought that using the largest possible re­
bar would be provide the best opportunity for success. In the construction 
industry re-bars often have a ridges on the surface which increase the surface 
contact between the re-bar and the concrete matrix making the structure 
stronger. It was decided that these ridged bars should not be used however as 
they added a degree of complexity that was not desirable at this stage. The 
largest diameter re-bars commonly used in industry are 30mm. The 31mm bars 
used during this size work were the nearest to this that were readily available in 
small amounts. Figures 13.5a and 13.5b show the dimensions of the concrete 
blocks and the locations of the re-bars that were to be imaged.
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F ig u re  1 3 .5 a  : A side view of the concrete blocks cast with 31mm cylindrical 
steel re-bars (not to scale).
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¥
100mm
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Figure 13.5b : An end view of the concrete blocks cast with 31mm cylindrical 
steel bars. The locating bar shown in light grey is at the other end of the block 
as seen in figure 13.5a (not to scale).
It will be noticed in figures 13.5a and 13.5b that at one end of the blocks are 
two small steel rods and at the other end a single one. All three rods had
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diameters of 6mm. The pair of rods are used to locate the bottom of the 
concrete block in the frame that is used to hold it in place over the detector. 
The single rod at the other end of the block supports the top of the concrete 
blocks in the frame as well as acting as a marker so the block can be removed 
from the frame and relocated exactly, or moved from side to side. The single 
rod rests on the ruler built into the rig (marked in figure 13.4b). This allows 
sideways movement of the concrete block to be controlled to an accuracy of 
about 1mm. It will be noticed that the locating rods do not go through the whole 
length of the concrete but penetrate only about 25mm into it. This was thought 
to be a sensible precaution to ensure they were not anywhere near the beam  
line potentially altering the data collected.
As well as the two blocks containing the 31mm iron bars a background 
concrete sample was made which contained the three locating rods, but, re- 
bar’*' .^
The dimensions of the concrete blocks were chosen so that the long edge was 
sufficient to present a large flat target area to the radiation source, i.e. all of the 
supports holding the block in place were well out of the beam line and the 
beam only impinged on the block and /  the re-bar. The thickness of the block 
was chosen so that it could house the iron bar at the two different cover depths 
with no risk of breaking under the weight. Cover depths of 30mm and 50mm  
were chosen because they are realistic depths at which corrosion may become 
a problem. The 50mm cover is also near to the limit at which Compton 
backscatter stops being a viable imaging tool
The concrete used to make the blocks was also kept very simple. As the object 
of the experiments was to determine whether PIPAR imaging could be used to 
image steel within concrete cover it was thought the concrete should be as 
homogenous as possible. To have a totally homogeneous concrete is not 
possible as it consists of two fundamentally different solid components :
All three of the concrete blocks made have been kept pending further study.
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aggregate and cement. The inhomogeneity can be minimised however by only 
using sand as the aggregate component because sand mixes better with 
cement than aggregate of a larger grade.
The concrete mix used for all the concrete blocks made had 13 parts sand 
(Thames Valley), 2 part cement (C09) and 1 distilled water.
This produced quite a runny fresh concrete but as the strength of the concrete 
was not a factor it was not seen as important. To ensure there was as little 
entrapped air as possible in the blocks they were cast on a vibrating table. This 
was another step to ensure the concrete was as homogeneous as possible as 
air bubbles within the concrete could effect the data collected as much as large 
pieces of aggregate. The bulk density of the block without the iron bar was 
measured at 2.19±0.03g.cm‘ ’^
13.2 Radiation source.
For the experimental PIPAR work a source of photons with energies in excess 
of 256keV was required. A linear accelerator producing high energy X-rays was 
not available so a suitable y-ray emitting isotope had to be identified. This 
identification process was made easy by the limited stock of radiation sources 
that were radioactive enough and available at the university. Limitations on 
money also meant that a new source could not be purchased. The only source 
that was active enough and yielding photons well over 256keV was a ^^®Ra 
encased in a platinum needle'*'^.
The platinum needle is approximately 3mm long and has a diameter of about 
1mm. This is a very small item and difficult to handle with tools. To prevent it
The radium needle has the USO no. S26 RG and a Serial no. IMG/391. It is held by the 
Department of Physics (University of Surrey) in the Radiation Laboratory 25BC21.
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from being dropped and potentially broken it was sealed into a plastic cylinder 
with an external diameter of slightly less than 6mm and a length of 25mm. This 
not only made the source much easier to handle, but also made it safer 
because if it were dropped and the needle broke it would still be contained. 
Fortunately the plastic container fitted into block 2 of shield A (see figure 13.1) 
very well. This ensured that the radium needle could not move around within 
shield A very much. The source to target distance was therefore known more 
accurately than it would have been without the plastic container.
^^®Ra is part of the decay chain which can be seen in appendix A. Only 
one of the ^^®Ra daughters produces y-rays with energies over 1022keV. This 
isotope is ^^ E^3i. Out of the 56 y-rays it produces 32 of them are over 1022keV. 
All 56 of these y-rays are listed in appendix E with the 32 important ones 
marked. Of these 32 the energies range from 1052keV up to 2448keV. The 
number of pair production events that occur in a medium is proportional to the 
log of the energy of the incident photon (Jackson 1989) (see §11.3). So it may 
be expected that of the 32 photon energies the 2448keV photons would be the 
most important energy to consider. This is not the case however because all of 
the y-rays have different probabilities of being produced per ^^ ^Bi decay (see 
appendix E). Using data concerning the y-rays from '^"^ Bi taken from Radecay 
(Negin et al 1993) the five most important y-ray energies from ^^ "^ Bi for pair 
production events have been identified. Table 13.1 lists these energies in 
descending order of importance.
228
Photon energy in keV Five largest yields of photon 
energies produced by ^^ *^Bi
1765 0.1584
1130 0.1515
1338 0.0594
2204 0.0498
1378 0.0411
Table 13.1 : Five largest yield y-ray energies over 256keV produced by
Table 13.1 shows the y-ray energies with the largest yields produced by ^^ E^3i. 
This list, however, does not take into consideration the probability each photon 
energy has of taking part in a pair production event. Table 13.2 shows the five 
largest products of the photon yields from ^^ '‘Bi and the mass attenuation 
coefficients of these energies in iron.
Photon energy in 
keV
Product of pair production mass 
attenuation coefficient in iron 
and photon yield from ^^ B^i
Relative to 
1765keV product
1765 0.000133 1
2204 0.0000922 0.693
2448 0.0000382 0.287
1730 0.0000228 0.171
1847 0.0000213 0.160
Table 13.2 : Five largest products of y-ray yields from ^^ "^ Bi and pair 
production mass attenuation coefficients in iron.
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It can be seen that the yield of the 1765keV photon energy is large enough to 
make it the most likely photon energy to take part in a pair production event 
even though it does not have the largest energy. Although the 1130keV photon 
energy has a yield only 5% smaller than that of the 1765keV photon yield when 
the attenuation coefficient is factored in the 1130keV photon energy is no 
longer very important. The other two lower energy photons seen in table 13.1 
(1338keV and 1378keV) are also not seen in table 13.2. This is because their 
energies are only marginally larger than the 256keV pair production threshold 
and so they take part in relatively few pair production events (see section 11.4).
13.3 Beam profile.
As previously mentioned the collimation used to form the incident radiation 
beam is comprised of two lead blocks : One with a 9mm diameter axial bore, in 
which the radium needle is housed (block 2 figure 1); the other with a 
rectangular collimator 2mm by 6mm (block 3 figure 1). This sort of collimation 
produces a radiation beam that is rectangular. It is also a divergent beam 
because the source is small relative to the collimation hole size.
If the incident beam area is large it will intersect a large section of concrete and 
re-bar meaning the spatial resolution will be low. However, the number of 
incident photons is also proportional to the beam area. The long edge of the 
collimating slit was oriented to be vertical as was the re-bar. This was done to 
ensure most of the photons reaching the target would have a trajectory that 
was incident on the re-bar and not the concrete either side of it. Figure 13.6 
shows how the orientation of the collimator slit may effect the number of 
photons intersecting the re-bar
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Re-bar
F ig u re  1 3 .6  : Illustration of how the beam profile and collimation can effect 
how much of the re-bar is investigated. Region 1 has a horizontal collimation 
slit and region 2 has a vertical one. The areas of regions 1 and 2 are equal.
Regions 1 and 2 in figure 13.6 both have exactly the same area. It is only the 
orientation of the collimation slit that has caused the difference in how much of 
the re-bar is targeted. The experimental testing was devised to see if a re-bar 
with concrete cover could be detected using PIPAR imaging. This is made 
more difficult if some of the photon beam misses the re-bar. This part of the 
beam only serves to increase the 51 IkeV  background of the system and is 
therefore undesirable.
It would be possible to use a collimator that had just a small cylindrical hole. 
This would also that mean the re-bar could be targeted exclusively. It would, 
however, also reduce the number of photons that reach the target. Radiation 
collimators do not focus the photons from a source to a target they simply 
remove as many photons as possible that are not going in the desired direction. 
As this work was primarily concerned with using pair production to identify the 
presence of a re-bar in concrete the resolution gained by collimating the source 
to a pencil beam was not important. This meant it could be sacrificed to allow 
as many photons as possible reach the re-bar in as short a time as possible.
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Scale diagrams were used to determine the actual area of the beam that 
intersected the concrete block. It was found that the vertical height of the beam 
was 11.5mm (=> 13mm) and the horizontal width was 3mm (=> 3.5mm). Two 
values are given for measurements of the beam size because the source to 
target distance was varied to find the optimum. The ranges given reflect how 
much the beam area incident on the target changed with the change in beam to 
target distance.
Two assumptions were made in determining these beam profile values :
1. The source was a point source.
2. Its position in the shielding was known exactly.
These assumptions can be questioned; the platinum needle containing the 
radium is approximately 3mm long with a diameter of about 1mm and its 
location was known to within only about 10mm. A number of different locations 
within the volume that the needle was known to occupy were therefore also 
drawn to scale and the beam profile estimated in each case. It was found that 
the beam area does not change by more than a few square millimetres which 
equates to errors of about +0.5mm for each of the beam profile values.
13.4 System optimisation.
The angle the concrete block was held at was a compromise between different 
ways of optimising the system. For both the incident beam from the radiation 
source and the induced 51 IkeV  photons it is desirable to have as short a path 
as possible within the concrete. The longer the incident beam path in the 
concrete is the higher the number of background events from the concrete and 
the more the incident photon beam is attenuated. The longer the 51 Ik e V  path 
is from the target to the detector the more it is attenuated. Ideally both source
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to target and target to detector paths would intersect the re-bar at a 
perpendicular angle thus minimising the path in the concrete, i.e. the cover 
depth. With practical limitations however this is not possible. The target to 
detector path was kept as short as possible by using as small an elevation of 
the concrete block as possible. A number of different shielding configurations 
were then tried. Once the background had been minimised as far as possible 
the concrete block was held at a fixed angle. The angle found to minimise the 
background was 55°. The configuration that has been used throughout this 
work can be seen in figures 13.4a and 13.4b.
As the beam area was quite large it was decided that once a good shielding 
configuration had been fixed the beam path optimisation should also be 
checked. This was done by simply moving the rig holding the concrete block to 
three different positions, each with a slightly different source to target distance. 
This was done to ensure the area of the re-bar being targeted was in the best 
position relative to the detector. Figures 13.7a and 13.7b show how if the target 
to detector distance is not optimised a drop in detectable signal may be 
possible.
These figures obviously over simplify the problem of detecting photons from the 
correct part of the test block as they do not take into account a couple of things. 
Firstly the incident beam is not pencil thin, but, spreading as discussed in 
§13.3. The 51 IkeV  photons produced in the concrete and the re-bar also exit 
the site of their production in all directions. The figures do, however, show how 
important the test block to detector orientation are. The beam path to the 
detector from the target in figure 13.7b is longer than that in figure 13.7a It 
does, however, have less of its length in the concrete and more of it in the air. 
As air attenuates radiation much less than concrete this difference may make 
the configuration seen in figure 13.7b favourable, even though its detected 
photon path length is greater than that in figure 13.7a.
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Figure 13.7a : Apparatus configuration that allows 511 keV photons from the 
re-bar to be detected.
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Figure 13.7b : Apparatus configuration that shows the effect of different 
paths taken by 51 IkeV  photons.
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As the detector is fixed in position by constraint of the shielding the alteration 
that must be made to change the beam path configuration can only be done by 
moving the radiation source or the rig holding the concrete block. It was 
decided that this alteration would be made by moving the rig and not the 
radiation source. The rig, even with a concrete block in place, is considerably 
lighter than the radiation source and the shielding. It is therefore easier, quicker 
and safer to move the rig. Three rig locations were tried. The distance from 
collimation block 3 in shield A to the surface of the concrete block along the 
beam path for each location was;
Rig location 1 = 80mm 
Rig location 2 = 100mm 
Rig location 3 = 130mm
By lengthening the incident beam path the beam area intersecting the concrete 
(and therefore the re-bar) was changed. This change was not very large and 
has been noted in §13.3.
From the spectra made whilst optimising the apparatus thus far it was found 
that an adequate count in the 51 IkeV  FEP could be obtained in 4 hours, 
therefore all of the experimental results were based on 4 hour runs. At each of 
the test locations four spectra were made, each with a different target. The four 
test carried out at each location are listed below. “No Block A" was not done, 
but has been included here to complete the set of tests carried out thought the 
experimental PIPAR work.
• No Block A 51 Ik e V  FEP count when the rig has no concrete block in 
place and the incident beam path from the source to the absent target has 
been blocked by putting a lead plug into the collimation of block 3 of shield 
A. The use and meaning of No Block A is discussed further in §13.
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e No Block B This is the same as No Block A, but, the beam path has 
not been blocked. This set-up has been used as a background assessment 
of the 511 keV FEP for the following three set-ups.
• No Bar 51 IkeV FEP count when the concrete block containing no 
re-bar is in the rig.
• 30mm Cover 51 IkeV FEP count when the concrete block containing the 
re-bar with 30mm cover is in the rig.
• 50mm Cover 51 IkeV FEP count when the concrete block containing the 
re-bar with 50mm cover is in the rig.
Figure 13.8 is a bar chart of the 51 IkeV FEP counts collected from the 13 
spectra collected for the three different rig locations.
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Figure 13.8 : 51 IkeV FEP net areas from 4 hour spectra with targets at three 
rig locations.
The error bars represent the errors in the FEP net areas as determined by 
PCA2. This is also true for all the error bars seen in all the figures in §13 
results.
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The bars labelled No Block B representing the background 511 keV FEP are all 
within a few counts of each other. These 3 having virtually the same net areas 
means that the rig designed to hold the concrete blocks has little if any affect 
on the area of the 511 keV FEPs detected as was desired.
Clearly the worst of the three sets of data is that for rig location 3. There is very 
little difference between the FEP counts whatever the target. The FEP counts 
are also all much smaller than their counterparts in rig locations 1 and 2.
Rig locations 1 and 2 have similar FEP counts in the 30mm Cover column, but, 
rig location 2 is the best as there is a greater difference between its 30mm 
Cover column and its No Bar column than in rig location 1.
Therefore rig location 2 was chosen as the optimum set-up for all further 
experiments. This, in effect, is the first experimental result but it will be 
represented and discussed later in §15.
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14. PIPAR experimental results.
Five sets of experiments were carried out each using a slightly different 
shielding configuration. The aim of all the experiments was to see if the re-bars 
in the tests blocks could be detected using PIPAR Imaging. Each set of results 
is presented with a discussion as to the meaning of the data acquired.
14.1 The initial test.
The initial, and most important, experiment performed compared the 511 keV 
FEPs recorded from the three different test blocks (see § 11.1). Figure 14.1 is 
a bar graph of the counts obtained using the shielding configuration discussed 
in §11 and rig location 2. Most of this data has already been presented as part 
of figure 12.8. Flere, however, the meaning of the data with respect to re-bar 
imaging as opposed to system optimisation will now be discussed.
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Figure 14.1 : 51 IkeV FEP counts from 4 hour runs for different targets.
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As can be seen there is a substantial overlap in the errors of the No Bar and 
the 50mm Cover counts. Neither, however, overlap with No Block B. This 
means that the targets (No Bar and 50mm Cover) have both contributed to the 
511 keV count. Unfortunately there is not enough difference between No Bar 
and 50mm Cover to say if the re-bar itself contributed.
The error in the 30mm Cover count does not overlap with that of No Block B 
either. It also has a larger count than the No Bar column. Therefore this is a 
positive result and it can be said that the re-bar with 30mm of concrete cover 
has been detected using PIPAR imaging.
If the count in the No Block B is subtracted from the No Bar and the 30mm  
Cover counts the following values are obtained :
Target contributions to 51 Ik e V  FEP count.
No Bar - No Block B (6246+241) - (5469+236) = 777±337
This is the number of 51 IkeV  photons that were detected having been
produced in the concrete block only.
30mm Cover - No Block B (6855+235) - (5469+236) = 1486+333
This is the number of 51 Ik e V  photon that were detected having been produced
in the concrete block containing the re-bar with 30mm of cover.
Re-bar contribution to 51 IkeV  FEP count.
(1486+333) - (777+337) = 609±474. 43.9+77.8% of 51 Ik e V  FEP
counts above background are from the re-bar.
This means that over half of the 51 IkeV  photons detected that cannot be 
removed as a background, i.e. that were produced in the shielding, are caused 
by pair production in the concrete and not the re-bar. This large fraction of the 
51 Ik e V  count is undesirable as it reduces the contrast between the two 
materials as well as increasing the error associated with the count obtained.
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14.2 Shielding faults.
The column labelled No Block A in figure 14.1 is the same as No Block B in 
every respect apart from that the collimation hole in block 3 of shield A (see 
figure 11.1) has been plugged with piece of lead. The count recorded with the 
beam plug in place is the result of 51 IkeV  photons being produced mainly 
within the lead shielding. The difference between No Block A and No Block B 
represents the detected 51 IkeV  photons that are produced in the collimator of 
block 3 in shield A. As No Block A is 17% smaller than No Block B the 
contribution to the 51 IkeV  count from block 3 in shield A is quite substantial. 
This is because there is not a great deal of lead between block 3 of Shield A 
and the detector compared to the rest of the collimation. This in turn means that 
there is less attenuation of the 51 IkeV  photons produced in this region than in 
other parts of the shielding. Figure 14.2 illustrates this point.
Source location
PathC
Path B
Incident photon beam
Path A
Detector
Lead
Wooden platform To I nitrogen dewer%
Figure 14.2 : Different routes to the detector for scattered y-rays and 51 IkeV  
photons produced in the shielding (not to scale).
240
As can be seen if pair production events occur in the mouth of the collimation of 
block 3 in shield A the path to the detector (Path A) has no lead in it. 
Conversely when 511 keV photons are produced deeper within shield A there is 
a great deal of lead between them and the detector (Path B). Path 0  shows 
that as the distance between the source and the pair production event 
increases the amount of lead between the collimation path and the detector 
decreases. The following section was directed at increasing the amount of 
shielding between the detector and potential background sources of 511keV  
photons.
14.3 Detector shielding.
Although the first experiment showed that PI PAR could be used to detect a re­
bar with a small amount of cover it also showed that the set-up used to do it 
had a very large background contribution in the 51 IkeV  FEP count. It was 
therefore decided that trying to improve the shielding would be the next logical 
step as without a better set-up it would not be possible to increase the depth of 
concrete cover that PI PAR could be used with.
The simplest way to reduce the background is to increase the thickness of lead 
between the detector and the source. The constraints of the shielding, 
however, left very few options as to how to go about this. If the source to target 
or target to detector distances had been increased to make room for additional 
shielding the inverse square law would have dictated that the spectra be 
collected over much longer counting periods. Doubling either distance would 
have meant making each run 4 times longer to accumulate a comparable 
number of useful 51 IkeV  counts. It was decided therefore that the addition of 
lead slabs over the detector would be the first approach. This did not require 
altering the source to target or target to detector distances at yet did increase 
the amount of shielding. Four different configuration of lead above the detector
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were tried. Figures 14.3b - 14.3d are plan photographs of three of the lead 
configuration in-situ over the detector. Figure 14.3a is a photograph of the 
detector without additional shielding to be used as a comparison.
None of the detector shielding configurations were chosen for their specific 
shapes or thickness. They were chosen because lead slabs of suitable 
dimensions were freely and readily available.
9
Detector
Lea< -ftoima
Figure 14.3a : Plan view of the detector. The block marked N is the same 
block as that marked N in figure 11.2
Figure 14.3b : Plan view of detector shielding configuration type 1.
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The detector shielding configuration that will be referred to as type 2 had the 
same plan view as type 1, but, an additional layer of lead. Each of the pieces of 
lead used was 3mm thick so at the corners marked C and D the type 1 
configuration had 6mm of lead and type 2 12mm of lead. The gap left over the 
detector by the shielding measured 40mm by 65mm.
Figure 14.3c : Plan view of detector shielding configuration type 3.
The lead in configuration 3 was 2.5mm thick. The region marked with hashing, 
however, had two overlapping pieces of lead and thus a thickness of 5mm. The 
slit in the middle of the detector shield was 70mm long and had a width of 
8mm.
A.:
Figure 14.3d : Plan view of detector shielding configuration type 4.
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Unlike the other detector shielding type 4 is a single thickness all over. It 
consists of 2 lead plates one on top of the other each 3mm thick. The hole that 
was centred on the detector had a diameter of 12mm.
All of the gaps in the detector shield types were centred along the axis of the 
detector and the incident photon beam path. This meant they were also lined 
up with the axes of the re-bars in the concrete blocks when they were in place.
Figure 14.4 - 14.7 are bar charts of the 51 IkeV  FEP counts obtained from the 
four different detector shielding types. In all four graphs the value for the 50mm 
Cover has been omitted as these test were not done. It was thought best to first 
try to optimise the system for the 30mm cover bar as this had already provided 
a positive result.
Figure 14.4 is a bar chart of the 51 Ik e V  FEP counts recorded when detector 
shield type 1 was used.
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Figure 14.4 : 51 IkeV  FEP counts from 4 hour runs for detector shield type 1
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It will be noticed here that the 30mm Cover column is again the largest 
suggesting the re-bar is contributing to the 511 keV FEP counts. Its error, 
however, overlaps with the No Bar error. This simply means that the addition of 
detector shield type 1 did not improve on the initial test result. Performing the 
same calculations as before we find that the re-bar contributes 36.7% of the 
51 Ik e V  FEP counts above the No Block B background.
Target contributions to 51 Ik e V  FEP counts.
No Bar - No Block B(6885±242) - (6078±243) = 807+345 
30mm Cover - No Block B (7353±251) - (6078±243) = 1275±351
Re-bar contribution to 51 Ik e V  FEP counts.
(1275+351) - (807+345) = 468±492. => 36.7±105% of 51 IkeV  FEP
counts above background.
As the error assessment shows, however, there over a 100% error associated 
with this value. This value is lower than that obtained originally with no detector 
shielding in place. Detector shielding type 1 therefore has proved to be 
detrimental to the set-up
If the No Block A in figure 14.4 is compared to that of figure 14.1 it can be seen 
that the addition of the detector shielding has greatly increased the 51 Ik e V  
FEP contribution from photons not from the concrete. This is reflected in the net 
area of the No Block B columns.
Figure 14.5 is a bar chart of the 51 IkeV  FEP counts recorded when detector 
shield type 2 was used.
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Figure 14.5 : 511 keV FEP counts from 4 hour runs for detector shield type 2.
Despite the similarity in the configuration of the detector shielding of types 1 
and 2 the data in figure 14.5 indicates that type 2 is significantly worse than 
type 1. The count in the 51 Ik e V  FEPs recorded for the No Bar and 30mm 
Cover scenarios are virtually the same. Using detector shield type 2 a re-bar 
with 30mm of concrete cover cannot be detected using the PI PAR method in 
this simple geometry.
Once again the net areas of the No Block A and B are substantially greater 
than that in figure 14.1. The difference in detector shield types 1 and 2 is 
nothing more than the thickness of the lead used. It has been seen that for 
both sets of data the values of No Blocks A and B are elevated over those of 
the original test. This means that the detector shielding lead is the site of pair 
production. This means that photons over 1022keV are reaching the detector 
region. The 51 IkeV  counts for the No Block A tests are about the same for 
both detector shielding types. The No Block B areas, however, are different 
with the detector shield type 2 value being the largest. This would be logical if 
the detector shielding is the site of pair production as there is more lead in the
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type 2 than the type 1 set-up so the incident photons have more opportunity to 
produce 511 keV photons. Although as there is more lead both the incident 
photons and the 51 Ik e V  photons should be attenuated more by other 
interactions.
Figure 14.6 is a bar chart of the 51 IkeV  counts recorded when detector shield 
type 3 was used.
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Figure 14.6 : 51 IkeV  FEP counts from 4 hour runs for detector shield type 3.
With detector shielding type 3 the 30mm Cover contributes to the 51 IkeV  FEP 
count in a significant way. Performing the calculations used earlier it can be 
seen that :
Target contributions to 51 Ik e V  FEP count.
No Bar - No Block B (6006±226) - (5544+235) = 462+326  
30mm Cover - No Block B (6603+332) - (5544+235) = 1059+332
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Re-bar contribution to 511keV FEP count.
(1059±332)-(462±326) = 468±492. => 44.2+105% of 51 IkeV FEP
above background.
This is a considerably higher fraction than that calculated for type 1 detector 
shielding and although the error is larger it is a smaller fraction. The re-bar 
contribution is also a higher percentage than that obtained in the original test. 
It is in fact the first time that the 51 IkeV  FEP above background contributions 
has had more than half its area from photons produced in the re-bar.
The area of the No Block A and B columns are comparable to their 
counterparts from the original test.
Figure 14.7 is a bar chart of the 51 IkeV  FEP count recorded when detector 
shield type 4 was used.
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Figure 14.7 : 51 IkeV  FEP counts from 4 hour runs for detector shield type 4.
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The 30mm Cover result here is lower than, although comparable to the, No Bar 
result meaning that the 30mm Cover was not detected with this configuration. 
The other two results, however, are both quite promising as they are both quite 
low. No Block A is almost as low as the No Block A result in the initial test and 
No Block B is lower than its counterpart.
These four detector shield configurations have shown that shielding above the 
detector can be both advantageous and detrimental to the set-up. Shield types 
1 and 2 both gave elevated counts when no targets were in place and so were 
clearly not suitable. Detector shield type 3 had an elevated No Block A count, 
but, a comparable No Block B count. This is a little curious, but has been 
discussed already. Detector shield type 4 had a comparable No Block A count 
and a reduced No Block B count and has provided the best result for imaging 
the re-bar with 30mm of concrete cover. Given the geometries of the four 
different detector shields it would appear that shielding the region nearest to 
the base of the main shielding is important as this is the main region of 
shielding omitted in types 1 and 2, but, present in types 3 and 4.
14.3.1 50mm cover and detector shielding type 3.
As detector shield type 3 produced the highest contrast between the concrete 
and the re-bar with 30mm of concrete cover it was decided that a test with the 
50mm cover re-bar should be done. This produced a 511 keV FEP with a count 
of 6144+232. This is a larger net count than that recorded for the concrete 
block background (No Bar = 6006±226). They do, however, have overlapping 
error margins.
Target contributions to 51 Ik e V  FEP count.
No Bar - No Block B(6006±236) - (5544+235) = 462+333 
50mm Cover - No Block B (6114+232) - (5544±235) = 570+330
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50mm re-bar contribution to 511keV FEP count.
(570±330)-(462±333)= 108±469. =* 18.9+434% of 511 keV FEP
count above background.
As can be seen the error associated with this value is very large meaning that 
this configuration is not suitable to detect a re-bar with 50mm of concrete cover. 
The 30mm cover success has not been carried through to the larger cover 
depth. The result for the 50mm cover, however, is marginally better than that 
obtained for the 50mm cover when the initial shielding set-up was used.
14.4 Alternative background correction.
This method of removing the background is not ideal. The mean free path of 
the incident photons in concrete is larger than their mean free path in iron. This 
means that if there is no iron in the path of the incident photons then the 
photons will travel further into the concrete block than when the re-bar is 
present. The iron also acts to reduce the incident photon flux thus reducing the 
number of incident photons that penetrate to the concrete furthest from the 
incident photon source. This means that the concrete present in the No Bar run 
produces more 51 IkeV  photons than the concrete present in the 30mm Cover 
run. This in turn means that the contribution of the concrete to the number of 
51 Ik e V  photons detected is too large. The result is that the number of 51 Ik e V  
photons detected that are attributed to the re-bar may be underestimated. 
However, the mean free path of 51 Ik e V  photons in concrete is about 40mm. 
The 51 IkeV  photons produced deep within the concrete block will have to 
travel through at least 30mm of concrete and usually much more to be 
detected. Traversing 30mm of concrete will reduce the number of 51 Ik e V  
photons exiting the concrete by 50%. Traversing the whole thickness of the 
concrete block (100mm) will reduce the number of exiting 51 Ik e V  photons by 
90%. Although only approximations these values indicate that treating the No
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Bar run as the background count of the 30mm Cover and 50mm Cover runs 
may not have as large an impact on the data as first thought.
In figure 14.1 the column labelled No Block A, where the incident photon beam 
path has been plugged, has over 5000 counts in it. The beam path was 
plugged using a 30mm strip of lead that fitted snugly into the rectangular 
aperture of left in block 3 of shield A (see figure 12.1). This was the longest 
plug that could be used in the shielding set-up. To completely stop the incident 
photon beam the plug should be about 5 mean free paths for the incident 
photon energy. Assuming most of the incident photons to have an energy of 
1765keV this distance has been calculated to be 93mm. This means that some 
of the photons that are meant to be stopped by the beam path plug are not.
The flux of a photon beam is attenuated exponentially as it passes through 
matter so even though the beam plug was only 1/3 the preferred length it still 
acted to stop 80% of the 1765keV photons in the incident beam.
An alternative way of removing the background contribution to the 51 IkeV  
count is to compare the counts obtained for the same target when the beam 
path is plugged and not plugged. The plugged beam path provides an 
approximation to the contribution to the detected 51 IkeV  photons that were 
initiated by pair production events not originated by the desired incident photon 
beam. This value can be subtracted from the value obtained for the same 
target when the beam path is not plugged to give the 51 Ik e V  photon count 
derived from incident photons in the desired beam path.
I
A pair of 4 hour spectra were collected using the re-bar with 30mm of concrete i
i
cover as the target. The only difference between the two runs was that in the j
second the incident beam path was plugged with lead in the same way it has I
been for the No Block A spectra (see §12.4). No detector shielding was used j
as it was thought that any improvements these brought had been insignificant.
Table 14.1 shows the number of 51 IkeV  photons detected during each run.
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Run description 511 keV FEP count in 4 hours
Beam path not plugged 6750 ±  270
Beam path plugged 5976 ± 269
Table 14.1 : 511 keV FEP counts obtained from 4 hour runs using the 
concrete block with a re-bar at 30mm cover depth.
As can be seen the number of counts recorded when the incident beam path 
was not plugged is within a few percent of that recorded the first time the test 
was carried out (see figure 14.1). This serves to validate the repeatability of the 
testing procedure. When the incident beam path is plugged the number 51 IkeV  
photons recorded is reduced by 11.5 % ± 5.3%. This means that only about 
11% of the 51 Ik e V  photons detected in the FEP were produced by incident 
photons in the incident photon beam. This pair of spectra, however, does not 
indicate how many of these 51 Ik e V  photons were produced in the re-bar and 
how many in the concrete. An indication of this value may be obtained by 
changing the target to the concrete block that does not contain a re-bar and 
repeating the plugged and not plugged tests. Table 14.2 shows the number of 
51 Ik e V  photons that were detected when this was done.
Run description 51 Ik e V  FEP count in 4 hours
Beam path not plugged 6147 ± 2 5 2
Beam path plugged 5918 + 266
Table 14.2 : 51 Ik e V  FEP counts obtained from 4 hour runs using the 
concrete block with no re-bar.
There is a drop of 3.7% ± 5.8% when the beam path is plugged, but, as the 
error in this value is larger than the actual drop the difference between the two 
values is not significant. This indicates that most of the 51 Ik e V  photons that 
are produced by incident photons in the beam path that are detected are
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produced in the re-bar and not the concrete. Given that for 1765keV photons 
pair production events occur approximately 6 times more in iron than in 
concrete this is not at all surprising.
The differences between the plugged beam path count seen in table 14.2 and 
the No Block A count seen in figure 14.1 provides insight to the number of 
51 Ik e V  photons detected that were produced by incident photons not in the 
beam path and not in the shielding. These 881 ±350 counts have been 
produced by incident photons that have traversed the shielding and interacted 
with the target block. This is just one more indication of the shortcoming of the 
shielding.
If the difference between the counts obtained when the concrete block with the 
re-bar in place is compared to the differences in counts when the target is just 
the concrete block a different estimate on the number of 51 Ik e V  photons that 
come from the re-bar can be made. This estimate suffers from the error 
presented in earlier, but, still serves to compare the two different methods of 
subtracting the background.
Target contributions to 51 Ik e V  FEP count.
30mm Cover not plugged - 30mm Cover plugged :
(6750±270) - (5976±269) = 774±381
Number of 51 IkeV  photons produced by incident photons in the desired photon 
beam by concrete and re-bar.
No Bar no plugged - No Bar plugged :
(6147±252) - (5918±266) = 229±252
Number of 51 Ik e V  photons produced by incident photons in the desired photon 
beam by concrete only.
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Re-bar contribution to 511 keV FEP count.
(774±381)-(229±252) = 545±457. => 70.4±83.9% of 51 IkeV FEP
counts above background are from the re-bar.
This is a considerable larger fraction than previously calculated. However the 
error in the fraction is also much larger as the fraction of the total number of 
51 IkeV  photons detected that is being considered is smaller. It is logical that 
this method of subtracting the background would provide a result where the re­
bar contributed more to the 51 IkeV  FEP count as this method isolates the 
incident photon beam which is aimed directly at the re-bar.
This method has also been applied to the re-bar with 50mm of concrete cover. 
As figure 14.8 shows, however, the difference between the No Bar pair of 
results (plugged and not plugged) and the 50mm Cover results is very small. 
This means that with the present apparatus set-up it is not possible to 
determine if a re-bar with 50mm cover (or more) is present in a concrete block 
using PIPAR imaging.
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Figure 14.8 : 51 IkeV  FEP counts from 4 hour runs. NP denotes the beam 
path has not been plugged and P denotes that it has.
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As can be seen for both the No Bar pairing and the 50mm Cover pairing when 
the beam path is not plugged marginally more 511keV photons were detected 
than when it was plugged. There is a substantial overlap in all of the error 
margins however meaning that with the re-bar could not be distinguished.
14.5 Summary.
These tests have shown that even with the limited equipment available PIPAR  
imaging can be used to image re-bars with a small amount of concrete cover. 
None of the tests, however, were successful in identifying the re-bar that had 
50mm of concrete cover as the errors associated with the percentage contrasts 
were larger than the contrasts themselves. Four tests did, however, locate the 
re-bar with 30mm concrete cover. The initial tests using the re-bar with 30mm  
of concrete cover recorded that 43.9%  of the 511 keV photons detected that 
could not be identified as background came from the re-bar. This was improved 
on when detector shield type 3 was used and a percentage of 44.2%  was 
recorded. The errors associated with both of these figures however are very 
large because of the inadequate shielding used. This means that an 
improvement of 0.3% is not significant and all that can be said about the type 3 
detector shielding is that it was not detrimental.
In §14.4 an alternative method of subtracting the 51 IkeV  FEP background from 
the desired count was introduced. This method took into account the very large 
contribution to the count made by 51 IkeV  photons produced by incident 
photons that were not in the desired photon beam. A large improvement in the 
fraction of 51 IkeV  photons produced in the re-bar compared to the concrete 
was recorded, but, as the number of photons being considered was reduced 
the error in the value also increased. This is a long way off the initial aim of 
imaging Imm^ features of corrosion.
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The lack of contrast between the No Block A and No Block B runs of each 
shielding arrangement suggests that the collimation should be substantially 
improved. Figure 14.9 also shows that the shielding between the detector and 
the radiation source should be made thicker.
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Figure 14.9 : A  4 hour spectrum of the ^^ ®Ra source made whilst the source 
was in the shielding arrangement seen in figure 11.2. No target was in place.
Figure 14.9 shows the whole spectrum from the ^^ ®Ra source used throughout 
this experimental PIPAR work. Along with the 51 IkeV  FEP several other FEPs 
at higher energies can be seen. These are FEPs of y-rays produced by the 
^^ ®Ra. These photons have traversed the lead shielding between the source 
and the detector without being scattered. This clearly shows that the shielding 
used needs to be thicker or made of a denser material such as tungsten or 
uranium. The fact that photons of these energies are detected directly is not of 
great concern, but, it does mean that many others have also traversed the 
shielding and taken part in pair production events. As no target was in place 
when this spectrum was made none these events are desirable which means 
they are part of the 51 Ik e V  background. Having a background of about 5000 
net counts in the annihilation peak means that the error associated with the 
51 Ik e V  FEP will be at least 71 (5000^^^), i.e. -1 .5% . But since the difference
256
between count rates with and without the re-bar are so small these small 
statistical errors compound to a large relative error in the difference count. 
Since the run times are already fairly long (4 hours), this situation cannot easily 
be improved even by longer counting times. The best approach is to use thicker 
and/or denser shielding materials. Table 14.3 provides relevant data for lead, 
the present shielding material, and two alternatives tungsten and uranium.
Property Lead Tungsten Uranium
Cross section of pair production 
interaction cm^.g'^ 3.73x10'^ 3.16x10"^ 4.50x10'^
Total cross section of interaction in
2 -1 cm g 4.73x10'^ 4.55x10"^ 5.01x10'^
Density g.cm'^ 11.34 19.32 19.05
Atomic number 82 74 92
Linear attenuation coefficient cm"^ 0.5364 0.8791 0.9544
Mean free path cm 1.864 1.14 1.05
Table 14.3 : Relevant data for three different materials that may be used as 
radiation source shielding. All coefficients and cross sections have been quoted 
for 1765keV.
Table 14.3 shows that by using tungsten rather than lead as the shielding with 
a source energy of 1765keV the shielding could be made 39% thinner and with 
uranium shielding 44% thinner. These are reductions in thickness so the 
reduction in the volume of shielding material required would be even larger. For 
example if a 1m^ block of lead is required to shield a point source located at its 
centre a block of uranium only 56cm^ would be required to perform the same 
task. This would mean a 6% reduction in the weight of the shielding. Availability 
and cost of the raw materials and manufacture cost of the blocks used in the 
shield construction must be taken into account.
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The detector shielding used in §14.2 was used to stop 51 Ik e V  photons that 
had been produced in the shielding and were therefore part of the 51 IkeV  
background. This shielding therefore should have been 5 mean free paths for 
51 Ik e V  photons. Berger (1991) and ed.Tennent (1993) have again been used 
to calculate that this is a thickness of 31mm. None of the different detector 
shielding configurations used (see figures 14.3b, 14.3c and 14.3d) were this 
thick. As they were all different thicknesses in fact a compassion to find which 
set-up provided the best data is not a fair one. It is therefore recommended that 
if detector shielding similar to that seen in §14.2 is considered in future work it 
should be about 30mm thick and all geometries should have the same 
thickness so a comparison can be made.
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15. Future Work.
This section presents ideas for both experimental work and computer 
simulations that can be used to advance PIPAR imaging as applied to any 
structural imaging problem, but, specifically to detection of re-bar corrosion.
15.1 Radiation Source & shielding.
The radiation source used for the experimental PIPAR work is not the most 
suitable. It had a complex y-ray emission spectrum with y-rays ranging from 
10keV up to 2290keV. This makes any simulation that may be used to model 
the source either laborious to code or very approximate. The undesirable 
photons also meant that the Compton continuum underlying the 511 keV FEP 
was larger than it would have been with a monoenergetic source. Figure 11.6a 
showed that the larger the incident photon energy the larger the difference in 
the number of pair production events that occur in iron, corrosion and concrete. 
The most prominent photon energy obtained from the ^^®Ra source used during 
this work was 1765keV which is not as high as is desirable.
An alternative source of photons that could be considered is the decay 
chain. has a half-life of 72 years, but, all of its daughters are relatively 
short lived, all apart from one having half-lives of less than 4 days. The chain 
contains two isotopes that emit y-rays that cause in pair production events 
and °^®T1). The highest energy y-ray emission is at 2610keV from °^®TI 
(Berger 1991). Although not a monoenergetic y-ray source the chain only 
emits at 8 different energies over the 1022keV threshold and the 2610keV  
emission has a yield of 99.8% per disintegration. By multiplying the pair 
production mass attenuation coefficients in iron at the 8 energies (Negin et al 
1993) by the gamma-ray yields from the chain it has been found that over
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99% of the pair production events that occur would in fact be caused by 
2610keV photons. Unfortunately there are also a number of other y-ray 
energies emitted that will not contribute to the number of pair production 
events, but, could contribute to the Compton continuum around the 511 keV 
FEP. These photons have energies between 51 IkeV  and 1022keV.
Much higher photon energies can be achieved with composite sources. A few 
different methods of obtaining high energy photons have been investigated 
over the past 30 years. The reaction ^^C(a,ny)^®0 has been the focus of some 
of this work. The exact y-ray energy produced from this reaction depends on 
the energy of the alpha-particle taking part, but, one of the main photon energy 
releases is at 6130keV Spear et a l (1963). This would be suitable for the 
present task. Spear et a l (1963) do not specify the source of alpha-particles 
used, but have also suggested another reaction ^®0(a,y)^°Ne. Dickens & 
Baybarz (1970) also considered the ^^C(a,ny)^®0 reaction and used as
the alpha-particle source. Mason (1985) recommended that ^^ ®Pu should be 
used rather than because it was cheaper, easier to handle, had a longer 
half-life and was readily available. None of these reactions give monoenergetic 
photons, but, all the photons emitted are well above the 1022keV threshold and 
therefore contribute to pair production.
If the present 1765keV source (^ "^^ Bi from ^^®Ra) and a 6130keV y-ray source 
are compared it is found that the increase in y-ray energy will increase the 
number of pair production events occurring by over 13 times in the iron, 
corrosion and the concrete (Berger 1991). The number of Compton scattering 
events that the 6130keV photons are involved in is also about 45% less than 
the 1765keV y-rays. This means that the Compton continuum will also be 
reduced with the increased source energy. This will then make the error 
associated with the 51 Ik e V  FEP smaller thus making the imaging system more 
sensitive to changes in density and atomic number of the structure being 
studied. One possible drawback of a 6130keV photon source is that the recoil 
energy given to the positrons when they are formed is much larger than that
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given to positrons formed by lower energy photons. This increase in kinetic 
energy will allow the positrons to travel further before they annihilate with 
electrons and produce 511 keV photons. The spatial resolution of a system that 
uses photons with energies over 6000keV could be worse than a system using 
a lower energy photon source.
A source of this nature introduces the safety problem of giving rise to energetic 
neutrons as well as y-rays. Fast neutrons and high energy y-rays are very 
difficult to shield effectively. One of the biggest problems in constructing the 
shielding is that neutrons and y-rays are best shielded with very different 
materials. Lead is one of the commonest and most effect materials for shielding 
against y-rays because of its high density and atomic number. Paraffin wax or 
water are much more common when shielding neutron sources as these both 
contain large amounts of hydrogen which is the most effective neutron 
moderator. Once thermalised the neutrons must be captured, if this is done by 
hydrogen a 2220keV photon is emitted, as this is a higher energy than the 
1022keV pair production threshold this would not be desirable. The neutron 
capture should therefore take place in a material with a large cross section of 
interaction with thermal neutrons and which only results in low energy gamma- 
rays or preferably none at all. Lithium and Boron are commonly used for this 
task. The mean free path of fast neutrons is of the order of tens of centimetres 
so the shielding required for a fast neutron source is commonly measured in 
metres rather than centimetres or millimetres (Knoll 1989). This very 
cumbersome source geometry would limit the usefulness of a y-ray source 
based on one of the reactions mentioned. They may, however, be no more 
cumbersome or hazardous than an alternative source employed by Saravanan 
et a l (1996) who used a 6000keV betatron to conducted radiography 
experiments on a girder bridge. Saravanan et al had a 500m exclusion zone 
around the experiment site. This meant that the bridge was closed throughout 
the testing.
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Possible alternatives to an isotope source are the linear accelerator as used by 
Ulmer (1998) or the betatron (Saravanan etal 1996) both of which produce high 
energy poly-energetic X-rays. Clearly PIPAR imaging is not at the stage where 
either of these could be justified specifically for PIPAR experiments. Each of 
these could provide photon fluxes 10 times larger than those possible with an 
isotope source. Both can also be turned off when required making them safer 
than isotope sources. Investigating what advantages a linear accelerator or a 
betatron could bring to PIPAR imaging may provide valuable data as to how 
PIPAR imaging should be developed.
Chen etal (1994, 1995) have suggested a photon storage method for obtaining 
large fluxes of photons with energies ranging from a few keV up to lOMeV. The 
device they made is about 8m long so would require good access, but, it does 
offer one more alternative to investigate if it is sufficiently portable.
The cost involved in developing a high energy photon source, or purchasing a 
device such as a linear accelerator clearly puts the eventual choice of photon 
source well down the list of immediate priorities. It will ultimately, however, be 
critical to any imaging system that may be designed. It should therefore be 
considered at an early stage as a theoretical topic. For present studies the 
^^®Ra source although not ideal can still be used to investigate PIPAR imaging. 
As section 14.3 pointed out one of the main problems with the ^^®Ra source 
was the shielding. A large number of 51 IkeV  photons were produced in the 
lead shielding and then detected thus creating an undesirable 51 Ik e V  
background count. In §14.2 a lead shielding thickness of 93mm was calculated 
as the requirement to reduce a 1765keV photon flux by 99%. The amount of 
lead between the I PB and the detector ranges none at the exit point of the 
collimation (block 3 in figure 13.1) up to about 150mm directly between the 
source and the detector. As about 5000 unwanted 51 Ik e V  photons were 
recorded in a 4 hour run with the apparatus seen in §13 and over the same 
period the number of 51 IkeV  photons from the target was about 500 the 
shielding needs to be improved. The 5000 unwanted 51 Ik e V  photons must be
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reduced by a factor of 100 or even 1000. Figure 15.1 is a diagram showing 
how, seen in figure 13.2, could be adapted so that there is always at least 
145mm of lead between the collimated photon beam and the detector.
Shield A
Source Location 
6 1mm
75mnfi
240mm
145mm
Incident beam path
W ooden platform
22mm
HPGe
Detector
To Nitrogen 
Dewar
F ig u re  15.1  : Shielding dimensions required to adapt apparatus seen in 
figure 13.2.
By comparing figures 13.2 and 15.1 it can be seen that shield A (see figure 
13.1) has not been changed. The thickness of the layer of lead it sits on, 
however, has been increases by 14mm. The block marked as N in figure 13.2 
has also been replaced by that marked as T in figure 15.1. The triangular 
shape ensures that 145mm of lead is between the IPB and the detector all the 
time the IPB is in the shielding. Even when the IPB is in block 3 of shield A 
(See figure 13.1) which is where most of the unwanted 51 IkeV  photons are 
thought to have been produced. The photon source has been moved 40mm  
further away from the target which will decrease the photon flux reaching the 
target slightly as well as increase the area of the IPB covers when it intercepts 
the target. Neither of these things are desirable, but, the potential benefits of 
the reduction in the unwanted 51 IkeV  photon count outweigh these losses in 
performance.
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other materials that can be considered for use in shielding y-ray sources are 
Tungsten and depleted Uranium. Table 14.3 provided data that was used to 
determine effective shielding thicknesses at 1765keV for all three materials. It 
should be noted that whatever shielding material is used the limit of 5 mean 
free paths should be employed for shield thicknesses between the detector and 
the all of the IPB path that is shielded. Both tungsten and uranium will shield 
the radiation source more effectively than lead. As table 14.3 showed the mean 
free path of equivalent photon energies in tungsten and uranium are 
considerable shorter than in lead. This would mean that with less bulk the 
source could be used nearer to the target therefore increasing the photon flux 
at the target and reducing the IPB area.
15.2 Experimental improvements.
One of the problems encountered during the experimental work presented in 
§14 was determining accurately if the 51 IkeV  photons detected were from the 
concrete, re-bar or another source. §14.1.1 described the problem in using a 
concrete block as a background estimate of a concrete block containing a re­
bar. §14.1.2 presented an alternative method of subtracting the background by 
plugging the incident photon beam path. Even using this method, however, 
51 Ik e V  photons from the re-bar and the concrete are still detected and could 
not be separated without encountering the problem discussed in §14.1.1. Some 
fundamental studies of concrete and re-bar dimensions are required to 
determine what thicknesses of the two materials 51 Ik e V  (and incident energy) 
photons can penetrate. This will provide further insight as to what depth of 
concrete cover it may be possible to use PIPAR to image through. It will also 
indicate what thicknesses of concrete and iron contribute to the 51 IkeV  counts. 
Linear attenuation coefficients can be used for initial estimates, but, only 
experimental data will provide the detailed information required. When 
estimates on the thicknesses relevant photon energies can penetrate have
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been acquired this data can be used to make more accurate background 
corrections.
15.3 Simulations.
The EGS4 simulations conducted for this work were limited by the number of 
incident photons that could be tracked in any one simulation at any one time. 
They did, however, yield some useful information concerning the geometry of a 
possible PIPAR imaging rig. As EGS4 is a public domain program the only cost 
in running simulations is that of hardware and the time required to program and 
run the simulations. This means that simulations should be one of the first 
points of investigation for any imaging situation.
The simulation work and the experimental work conducted for this study 
considered only single detectors. Modelling of multiple detector regions should 
be considered. With two detectors a stereoscopic effect may be possible. 
Development of a PIPAR modelling system, however, should not be carried out 
without experimental input. EGS4 allows the user to construct an almost infinite 
number of different modelling situations, but, not all with be practical. The 
practicality of a system is best validated by experiment after the initial 
simulations have indicated suitable starting points for the experimental design.
15.4 51 IkeV FEP broadening.
In an ideal situation all photons derived from pair production events have 
energies of 511 keV. This would be the case if the positron and electron 
annihilated when completely stationary as the only energy available is that 
equivalent to their rest masses. If, however, the positron and electron (that may 
briefly be in the form of positronium) annihilate whilst still in motion then there is
265
also a small amount of kinetic energy which results in Doppler broadening. This 
extra energy means that the annihilation photons will not necessarily have 
exactly 511 keV each and will not necessarily be emitted at exactly 180° to each 
other. The annihilation of a positron and an electron can take place with 
different amounts of residual kinetic energy depending the material the 
annihilation takes place in. Ulmer (1998) presented figure 15.2 derived from 
data from Biggs et al (1975) which shows resultant 51 Ik e V  peak broadening 
from different elements.
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Figure 15.2 : Energy distribution of the annihilation peak due to all electrons 
of different elemental samples (Ulmer 1998).
As can be seen Ulmer (1998) indicates that there is a large difference between 
the energy profile of annihilation photons from iron and those from silicon and 
oxygen. Silicon and oxygen are the main two elements in concrete so if 
annihilation photons produced by events that occur near these two elements 
can be removed from consideration the rust and the re-bar should be easier to 
identify. Figure 15.2 suggests that if photons with energies ranging between
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about 514keV and 520keV could be isolated the number of photons from the 
silicon and oxygen would be negligible compared to the number from the iron.
As pointed out in §13 the re-bar produces a much larger background 
contribution to the annihilation peak than the concrete. Close inspection of the 
flanks of the annihilation peak does not make determining which iron atoms are 
part of the corrosion and which are in the re-bar possible. Coupling this 
technique with an imaging system that minimises the amount of re-bar that can 
contribute to the detected annihilation peak, however, may eliminate the 
problem of determining where the iron atoms are. The data presented in figure 
15.2 is only theoretical and has not been verified for this work. The 51 Ik e V  
FEP broadening should be a large part of future research into PI PAR imaging 
as it may remove some of the need for detector collimation and influence form 
any PI PAR imaging tools that are developed take.
15.5 Decay time of positronium.
It was mentioned in §2.3.1.2 that positronium can be formed as part of the pair 
production process. It was also said that positronium only existed for about 
10‘ °^ seconds, the exact duration being dependent on the medium in which it 
was formed. This means that if the life-times of the positronium formed in 
concrete, iron and rust are different it may be possible to distinguish those 
51 Ik e V  photons produced in the rust from the other background 51 Ik e V  
photons. This has already been done in other less complex materials. 
Cumblidge et a l (1997) were able to distinguish between 51 IkeV  photons 
produced in steel and steel that had been damaged by neutrons because there 
was a difference of 55ps between the positronium lifetimes. Ed.Buck et a l 
(1979) provides a review of some methods of using positrons and electrons for 
spectroscopy of materials. Most of the work presented is directed at very small
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defects measuring only microns, but, some (pp106-119) considers experiments 
involving positron lifetimes of macroscopic defects of the order of millimetres.
Using positrons in timing experiments and determining positron lifetimes in 
different materials is the field of study now called Positron Annihilation Lifetime 
(PAL). PAL is a relatively new subject area, presumably because of the 
advances in instrumentation that have occurred in the past 20 years. West 
(1974) is a fore-runner to the subject area of PAL and provides excellent insight 
to using positrons to study condensed matter. West defines basic timing 
experiments used to study positron annihilation and puts a figure on the main 
positron annihilation time in iron (160±5ps). Along with this West discusses 
51 Ik e V  peak broadening and positron annihilation periods in a wide variety of 
other materials. Some more recent publications that demonstrate the present 
state of PAL are Djourelov & Misheva (1996), Mukherjee etal (1996), Chen et al 
(1997), and ), Dryzek & Czapla (1998) and Van Reeth & Humberston (1998). 
These references indicate that PAL has not yet been directed at structural 
imaging, but has been used to date for microscopic fault detection. This may 
mean that PAL has a long way to develop before it can be considered for 
macroscopic structural imaging. The first question that must be answered if 
PAL is to be applied to imaging of re-bar corrosion is do positrons produced in 
iron, rust and concrete have different lifetimes ? If the answer to this is positive 
then further investigation of PAL with respect to re-bar corrosion would be very 
worth while.
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Appendix A.
Symbols in brackets are the old symbols for the nuclide (no longer used) 
A  238
236
234
232
230
228
226
224
222
220
218
216
214
212
210
208
206
204
2 ^?U (U ,) 4.51 X  10" a #  
a, 4.2 M e V
(U :)  
2 .47x10* a 
a, 4.77 M c V  
(U X ,)  24.1 3  ^
P. 0.19 M eV
(U Z ) 6.75 h 
P, 1.3 M eV
-^EiTh ( lo )  8 X  10' a 
u, 4.68 M eV
- liR n  (E m ) 3.8229 d, 
a, 5.49 M eV  /
ig R a  1602 
a, 4.78
“ ijP o  (R a A ) 3.05 min_ 
a, 6.0 M eV
^ (IP b (R a B ) 26.8 m in 
p. 1.03 M eV  p
^■VTl (R a C “ ) „  ^
1.82 min P P
P. 2.3 M eV
=S?T1 (R aE ")
4.19 min P 
P, 1.52 M eV
S iB i(R a C ) ' 9 7 m i n H W ^ 2 6 M ^
2 ilP o (R a C ')  1.64 X 10-* s 
». 7.69 M eV
^^5P b(R aD ) 20.4 a 
p. 0.06 M eV
îi'ÎB l(R a E ^  5.013 d 
P. 1.16 M eV
-'iJ5Pb (R a G ) stable
78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93
Z
Table A1 : Uranuim-238 decay series (ed. Harrison 1972).
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Symbols in brackets are the old symbols for the nuclide (no longer used). 
A 232
230 f - îS A c {M s T h .)  6.13 h
(R d T h ) 
a, 5.43 M eV
228
P, 0.05 M eV
226
(T h X ) 3.64 d 
a , 5.68 M e V  /
224
222
z^R n  (T n , E m ) 55.3 s 
a,  6.29 M e V  /
220
218
;Po (T h A )
a, 6.78 M eV ,
P (64% ), 2.25 M eV  
a (36%;), 6.09 M eV
214 z jiB i (T h C ) 60.6 m in
z(z,pb (T h B ) /  
10.64 h * - »  
P. 0.58 M e V
z^^Po (T h C )  25.0 s 
a, 8.78 M eV
2)0
Pb (T h D ) stable208
206 zo»Tl (T h C ") 3.1 m in
204 94 95 
Z
Table A2 ; Thorium-232 decay series (ed. Harrison 1972).
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Appendix B.
Apparatus used to determining cement content of concrete.
Detector Coaxial Hype-Pure Germanium crystal!.
Model GO 1518-7500SL - RDC.
Serial no 587067
High Voltage Supply Canberra model 3105 operated at 3500 volts.
Amplifier Canberra 2022
ADC / Multi Channel Analyser Personal Computer Analyser 2 card.
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Appendix C.
FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.622+0.105 5.24±0.679
1460 : 351 0.417+0.103 5.79+0.667
1460 : 609 0.286+0.125 6.14+0.714
1460 : 910 -0.580±7.24 8.46+62
1460 : 1120 0.956+0.173 4.34±0.836
910 : 294 0.622±0.258 4.84+1.98
9 10 : 3 51 0.436+0.299 5.40±2.59
910 : 609 0.311+0.299 5.78±2.93
910 : 1120 0.956+0.401 3.83+2.93
Table C1 : Calculated cement and aggregate masses from the TVA test 
using the Raw data. Actual cement mass = 0.895kg; Actual aggregate mass = 
5.29kg, This data has been shown as the first histogram of figure 7.8.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.505+0.160 5.61+0.795
1460 : 351 0.456+0.099 5.75+0.612
1460 : 609 0.248+0.094 6.36+0.688
1460 : 910 1.74+12.0 2.03+19.9
1460 : 1120 0.869+0.142 4.56±0.816
910 : 294 0.492+0.352 5.99+2.59
910 : 351 0.439+0.330 6.16+2.68
910 : 609 0.217±0.297 6.87+3.14
910 : 1120 0.869+0.426 4.80+2.08
Table C2 : Calculated cernent and aggregate masses from the TVA test 
using the Background corrected data. Actual cement mass = 0.895kg; Actual 
aggregate mass = 5.29kg. This data has been shown as the second histogram 
of figure 7.8.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.656+0.208 5.63+0.812
1460 : 351 0.591+0.128 5.79+0.626
1460 : 609 0.317±0.119 6.45±0.705
1460 : 910 2.63±19.4 0.889+22.1
1460 : 1120 1.08+0.176 4.62+0.830
910 : 294 0.639+0.457 6.05+2.64
910 : 351 0.568+0.427 6.23±2.73
910 : 609 0.276+0.377 6.9913.21
910 : 1120 1.08+0.528 4.9212.12
Table C3 : Calculated cernent and aggregate masses from the TVA test 
using the ADE corrected data. Actual cement mass = 0.895kg; Actual 
aggregate mass = 5.29kg. This data has been shown as the third histogram of 
figure 7.8.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.498+0.379 4.9810.538
1460 : 351 0.335+0.204 5.0310.303
1460 : 609 0.382+0.196 5.0110.283
1460 : 910 0.073+2.08 5.0912.10
1460 : 1120 0.246+0.674 5.0510.747
910 ; 294 0.56210.573 4.8211.03
910 : 351 0.38310.476 4.9210.951
910 : 609 0.43810.471 4.8910.936
910 : 1120 0.280+0.911 4.9811.31
Table C4 : Calculated cernent and aggregate masses from the GSA test 
using the Raw data. Actual cement mass = 1.05 kg; Actual aggregate mass = 
5.15kg. This data has been shown as the first histogram of figure 7.9.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.539+0.352 5.00±0.480
1460 : 351 0.252+0.184 5.06+0.275
1460 : 609 0.437+0.184 5.02+0.267
1460 ; 910 -0.280±2.20 5.18+2.06
1460 : 1120 0.225±0.669 5.07+0.689
910 : 294 0.649+0.534 4.71±0.940
910 : 351 0.339±0.432 4.87+0.882
910 : 609 0.554+0.460 4.76+0.873
910 : 1120 0.316+0.883 4.88+1.20
Table C5 : Calculated cement and aggregate masses from the GSA test 
using the Background corrected data. Actual cement mass = 1.05 kg; Actual 
aggregate mass = 5.15kg. This data has been shown as the second histogram 
of figure 7.9.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.874+0.508 5.51+0.533
1460 : 351 0.455+0.264 5.59+0.306
1460 ; 609 0.677±0.260 5.55+0.296
1460 : 910 -0.171+3.08 5.70+2.30
1460 : 1120 0.332+0.920 5.67+0.764
910 : 294 1.02+0.786 5.22+1.06
910 : 351 0.558+0.633 5.40+0.995
910 : 609 0.816+0.655 5.30+0.979
910 : 1120 0.421+1.22 5.46+1.34
Table C6 : Calculated cernent and aggregate masses from the TVA test 
using the ADE corrected data. Actual cement mass = 1.05 kg; Actual aggregate 
mass = 5.15kg. This data has been shown as the third histogram of figure 7.9.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.436+0.420 5.09+0.626
1460 : 351 0.117+0.225 5.18+0.361
1460 : 609 0.051+0.219 5.20+0.336
1460 : 910 0.080+1.57 4.98+1.84
1460 : 1120 0.426+0.745 5.09+0.997
910 : 294 0.246+1.10 5.42+1.98
910 : 351 -0.241+0.904 5.81+1.97
910 : 609 -0.385+0.974 5.93+1.97
910 : 1120 0.172+1.74 5.48+2.83
Table C7 : Calculated cernent and aggregate masses from the Blind test 
using the Raw data. Actual cement mass = 0.938 kg; Actual aggregate mass = 
5.16kg. This data has been shown as the first histogram of figure 7.17.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.392+0.380 5.11+0.541
1460 : 351 0.080+0.208 5.18+0.316
1460 : 609 0.043+0.203 5.19+0.297
1460 : 910 1.77+1.78 4.78+1.73
1460 : 1120 0.690+0.692 5.04+6.83
910 : 294 -0.245+1.67 6.24+2.04
910 : 351 -0.727+0.915 6.59+1.96
910 : 609 -0.840+0.967 6.67+2.05
910 : 1120 0.095+1.62 6.00+2.56
Table C8 : Calculated cernent and aggregate masses from the Blind test 
using the Background corrected data. Actual cement mass = 0.938 kg; Actual 
aggregate mass = 5.16kg. This data has been shown as the second histogram 
of figure 7.17.
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FEP pair Calculated cement mass 
in kg
Calculated aggregate 
mass in kg
1460 : 294 0.684+0.546 5.58+0.599
1460 : 351 0.217+0.294 5.67+0.350
1460 : 609 0.125+0.284 5.69+0.327
1460 : 910 2.572+2.47 5.21+1.91
1460 : 1120 0.094+0.945 5.52+0.913
910 : 294 -0.232+1.57 6.84+2.32
910 : 351 -0.954+1.34 7.26+2.23
910 : 609 -1.14+1.37 7.37+2.29
910 : 1120 0.101+2.20 6.65+2.81
Table C9 : Calculated cernent and aggregate masses from the Blind test 
using the ADE corrected data. Actual cement mass = 0.938 kg; Actual 
aggregate mass = 5.16kg. This data has been shown as the third histogram of 
figure 7.17.
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Appendix D,
Apparatus used in PI PAR imaging experiments.
Detector 
Model 
Serial no
High Voltage Supply
Amplifier
ADC
Multi Channel Analyser
Coaxial Hype-Pure Germanium crystal I. 
POP-TOP GEM 10195-P 
29-TPI0263A
Nuclear Electric Thorn EMI 4701 
EG&G Ortec 572
Nuclear Data Instruments model 575. 
Nuclear Data Instruments model 66.
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Appendix E.
Photon Energy Probability per 
decay
0.011 0.005213
0.077 0.0036
0.079 0.006031
0.273 0.001776
0.387 0.003651
0.389 0.004144
0.4057 0.001677
0.427 0.001085
0.455 0.003197
0.470 0.001332
0.474 0.001184
0.609 0.46281
0.665 0.15690
0.703 0.004737
0.720 0.004046
0.753 0.001332
0.768 0.050425
Photon Energy Probability per 
decay
0.786 0.003158
0.806 0.012335
0.821 0.001510
0.834 0.032071
0.898 0.002706
0.904 0.001056
0.964 0.003848
Table E1 : Gamma-ray emissions and there probabiiities per decay from ^'''Bi 
with energies under the pair production threshold of 1.022MeV.
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Photon Energy Probability per 
decay
1.052 0.003168
1.070 0.002862
1.120 0.15147
1.134 0.002556
1.155 0.016973
1.158 0.035073
1.208 0.004618
1.238 0.059405
1.281 0.014802
1.304 0.001214
1.378 0.041051
1.385 0.007796
1.402 0.013914
1.408 0.024867
1.509 0.022203
1.539 0.004144
Photon Energy Probability per 
decay
1.543 0.003553
1.583 0.007204
1.595 0.002664
1.599 0.003355
1.661 0.011545
1.684 0.002368
1.730 0.029702
1.765 0.158380
1.838 0.003848
1.847 0.02092
1.873 0.00227
1.896 0.011743
2.119 0.011743
2.204 0.049833
2.293 0.003256
2.448 0.015591
Table E2 : Gamma-ray emissions and there probabilities per decay from 
with energies over the pair production threshold of 1.022MeV. The five sets of 
data give in black are the five most prominent y-ray emissions as discussed in 
§2.4.2.
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