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ABSTRACT
Representation learning is an essential problem in a wide
range of applications and it is important for performing down-
stream tasks successfully. In this paper, we propose a new
model that learns coupled representations of domains, in-
tents, and slots by taking advantage of their hierarchical
dependency in a Spoken Language Understanding system.
Our proposed model learns the vector representation of in-
tents based on the slots tied to these intents by aggregating the
representations of the slots. Similarly, the vector representa-
tion of a domain is learned by aggregating the representations
of the intents tied to a specific domain. To the best of our
knowledge, it is the first approach to jointly learning the
representations of domains, intents, and slots using their hier-
archical relationships. The experimental results demonstrate
the effectiveness of the representations learned by our model,
as evidenced by improved performance on the contextual
cross-domain reranking task.
Index Terms— Spoken Language Understanding, Natu-
ral Language Understanding, Representation Learning, Deep
Learning, Graph Neural Network
1. INTRODUCTION
Recent changes from touch to speech as the primary user
interface in diverse computing devices has led to tremen-
dous growth of voice-driven intelligent personal digital as-
sistants, such as Amazon Alexa, Google Assistant, Apple
Siri and Microsoft Cortana [1]. Spoken Language Under-
standing (SLU) is a key component of these systems, which
interprets the transcribed human speech directed at these
systems. The main tasks of SLU are domain classification,
intent determination, and slot filling[2]. Many researchers in
the literature have proposed different approaches that lever-
age information on one of these tasks to improve the other
task [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] and they have shown
remarkable performance gains. However, the problem of rep-
resentation learning for domain, intent and slot in SLU has
not been studied properly, despite its usefulness for various
downstream tasks such as contextual cross-domain ranking
in natural language understanding [14].
Learning distributed representations of words has been
studied extensively in the past few years [15, 16, 17]. The
learned representations of words provide machines with bet-
ter description of the word context, resulting in notable im-
provements on a variety of downstream applications, such as
domain classification [18], information retrieval [19], docu-
ment classification [20], question answering [21], named en-
tity recognition[22], and parsing [23]. Especially, one can
leverage the word representations to achieve higher accuracy
in domain classification, intent determination, and slot filling
in SLU. Similarly, distributed representations for domain, in-
tent, and slot can be helpful for downstream applications as
well. For instance, in order to better support a large-scale do-
main classification, where tens of thousands of domains are
available in SLU, a novel framework consisting of shortlist-
ing candidate domains followed by contextual reranking has
been recently proposed [18, 14]. The Shortlister [18] first
picks top k candidate domains which are most likely to han-
dle a given utterance, and then the contextual reranker [14]
attempts to predict the best domain by utilizing various sig-
nals such as NLU scores for intent determination and named
entity recognition, embedding vectors for the predicted do-
main/intent/slot, and contextual signals including time, loca-
tion, customer’s ratings, per domain usage history, and so on.
Domain, intent, and slot are structured hierarchically and
there is inherent dependency between them. That is, a domain
can be viewed as a group of intents which belong to the do-
main, and an intent consists of one or multiple slots that define
semantic keywords to interpret the intent. The hierarchical in-
formation is able to bring us strong signals to properly map
them to vectors in a low dimensional embedding space. In-
spired by graph convolutional network [24, 25], we propose a
framework that learns coupled embeddings of the three SLU
components by sampling and aggregating the embeddings of
sub-class components. Specifically, slot representations are
aggregated and then transformed into the intent vector space
to define the representation of the intent to which the slots
belong. The intent representations learned in that way are
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successively aggregated to define the representation of the do-
main in which the intents are specified.
We present our experimental results that empirically show
how the learned representations are practically helpful for
downstream applications and how well the proposed model
is able to capture semantic closeness or distance between
domains, intents, or slots. As one of the downstream appli-
cations for which the learned representations could be useful,
we consider the contextual cross-domain reranking method
for the problem of domain classification [14] and show that
the classification accuracy can be affected by the quality of
the representations of domain, intent, and slot.
2. MODEL DESCRIPTION
In this section, we describe our proposed method to learn rep-
resentations for SLU components - domain, intent, and slot,
in detail.
2.1. Problem Definition
Suppose we are given a bunch of utterances, each of which
is labeled with a domain dl,∀l = 1, . . . , |D|, an intent
il,m,∀m = 1, . . . , |Il|, and consists of a sequence of words
tagged with slots sl,m,n,∀n = 1, . . . , |Sl,m|, where D is a set
of all domains, Il is a set of intents which belong to the do-
main dl, and Sl,m is a set of slots used for the intent il,m. The
goal is to learn representations of the three components in a
low-dimensional continuous vector space, d ∈ Rkd , i ∈ Rki ,
and s ∈ Rks , where kd, ki, and ks are the dimensionality
of domain, intent, and slot embeddings, respectively. The
learned representations are supposed to be able to capture
common semantics shared by each component and distin-
guish specific features across different components. In other
words, the embeddings that are semantically similar to each
other should be located more closely to each other rather
than others not sharing common semantics in the embedding
space.
We do not use full subscripts for each component in the
following sections if they are obvious. Section 2.2, 2.3, and
2.4 describe the embedding generation, or forward propaga-
tion algorithm, which assumes that the model has already
been trained and that the parameters are fixed.
2.2. Embedding Generation using Hierarchical Structure
Each domain in D is associated with a set of intents that de-
fine functionalities supported in the domain. For example,
the domain Music may include the intents PlayMusicIntent,
SearchMusicIntent, BuyMusicIntent, and so on. Also, each
intent consists of slots such as artist, title, and playlist, and
so on. That is, all the three components establish hierarchical
structure from domains, through intents, to slots. The idea
behind our proposed method to learn domain, intent, and slot
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Fig. 1: Model Architecture: This illustrates how the domain
d1, its intents, and the slots under the intents learn their em-
beddings using hierarchical structure along with aggregator
functions. γ is an element-wise max operator.
embeddings lies in the hierarchy. The vector representation
d of a domain can be obtained from aggregating the vector
representations i of its intents, and likewise, the vector rep-
resentation i of an intent can be obtained from aggregating
the vector representations s of words and slots in an utter-
ance. We explain further details in the following sections 2.3
and 2.4
2.3. Aggregating Words and Slots
Given an utterance consisting of a sequence of words
(w1; s1, w2; s2, . . . , wt; st)
where s is a slot label for each word, we first de-lexicalize it
by replacing words with a meaningful slot with their corre-
sponding slots and leaving words with no associated slot, re-
ferred to as other, as they are. For instance, if we are given an
utterance “play;other Thriller;song of;other Michael;artist
Jackson;artist”, then it is de-lexicalized into “play song of
artist”. Pre-trained word embeddings are used to initialize
learnable parameters for each word embedding. For slot em-
beddings, we identify in advance which words are used for
each slot from the entire set of utterances and take the aver-
age of pre-trained embeddings of the words for an initial slot
embedding. Let x = (x1,x2, . . . ,xt) denote such sequence
of embeddings. Note that every intent comes with various
patterns of utterances, which means that the embedding of an
intent needs to represent all the different utterances. Thus,
for every iteration in the model training, we draw sample
utterances randomly, aggregate information about words and
slots for each utterance, and then again take the average of
the aggregated information from all the utterances.
Since it is important to learn sequential patterns from
words and slots in an utterance, we adopt Bidirectional Long
Short Term Memory networks (BiLSTM) as the function of
aggregating information from words and slots. The aggre-
gated information is propagated to an intent level to obtain
intent embeddings through nonlinear transformation. That is,
i = σ(Wi × AVG({BiLSTM(x),∀x ∈ N(i)})) (1)
where σ is a non-linear activation function, Wi is a matrix
of weight parameters, AVG is an element-wise mean function
over vectors, and N(i) is a set of randomly drawn sample
utterances which belong to the intent i. For each of all intents,
we learn intent embeddings through the operation above.
2.4. Aggregating Intents
Once we obtain intent embeddings by aggregating informa-
tion from words and slots, then those learned intent embed-
dings are aggregated and propagated into the domain level.
As an intent can be considered as a semantic group of cor-
responding words and slots, a domain can be semantically
defined as a group of intents that are used as a user’s specific
request to a domain or a domain’s functionality in SLU.
Assume, for a particular domain d, we already have the
embeddings of d’s intents, Id = i1, i2, . . . , im learned from
their words and slots. In order to aggregate the information
from the intents of the domain d, we can use different ag-
gregator functions such as average and max pooling. Tak-
ing an average acts as summarizing the information of all in-
tents, and max pooling has the effect of taking only the most
representative information from the intent embeddings. If an
average is used for aggregation, then generating the domain
embedding can be formally written as follows,
d = σ(Wd ×
∑
i∈Id
i
|Id| ) (2)
and if the max pooling is employed as the aggregator function,
then the domain embedding d is obtained as follows,
d = σ(Wd × γ({(Wpool × i + b),∀i ∈ Id})) (3)
where γ is an element-wise max operator. In principle, the
function applied before the max pooling can be an arbitrarily
deep multi-layer perceptron, but we focus on simple single-
layer architectures in this work. This approach is inspired by
recent advancements in applying neural network architectures
to learn over general point sets. Intuitively, the multi-layer
perceptron can be thought of as a set of functions that com-
pute features for each of the intent representations in the d’s
intent set. By applying the max-pooling operator to each of
the computed features, the model effectively captures differ-
ent aspects of the intent set.
2.5. Learning the Model Parameters
Starting from pre-trained word embeddings and slot embed-
dings initialized from the word embeddings, we successively
obtain intent embeddings, and domain embeddings using ag-
gregated information in the hierarchical structure. Then, each
domain defined in SLU has its own vector representation,
which can be used for the task of domain prediction. This
task-specific supervised learning is expected to optimize the
set of learnable parameters in the model. Given |D| differ-
ent domains (d1, d2, . . . , d|D|) and their corresponding em-
beddings (d1,d2, . . . ,d|D|) in SLU, a multi-layer perceptron
network is used for each domain to perform domain predic-
tions. For a set of sampled utterances belonging to the domain
dl, the prediction scores over different domains are,
z = softmax(V2 × σ(V1 × dl + b1) + b2) (4)
then the prediction loss for the domain dl is,
Ll = −
|D|∑
p=1
1(dl = p) log(zp) (5)
where 1 is an indicator function that returns 1 if the domain
label is p, otherwise 0. Since we assume there are l different
domains defined in SLU, we make l separate domain predic-
tions and put all their losses into the same objective function,
as follows,
arg min
Θ
L1 + L2 + · · ·+ Ll (6)
where Θ is a set of all the learnable weight parameters we
have discussed so far.
3. EXPERIMENTS
3.1. Datasets
We demonstrate the effectiveness of the learned embeddings
on a suite of Alexa domains [26], a large-scale real-world
SLU system, through contextual cross-domain reranking
task [14]. This dataset consists of 246,000 user utterances
over 17 domains, 246 intents, and 3,409 slots.
3.2. Baselines
To compare with our proposed method, we use three different
baseline methods. Since there is no existing work that was
proposed to perform exactly the same representation learning
task, we have designed simple but effective methods, which
are illustrated in Figure 2.
Baseline 1 Holding one lookup parameters for word embed-
dings and the other lookup parameters for domain/intent em-
beddings, a sequence of words are first replaced with a se-
quence of words/slots using de-lexicalizer and then encoded
into a vector representation by BiLSTM. Then, we take the
dot product between the utterance embedding u and the cor-
responding domain embedding d or intent embedding iwhich
is initialized with random values at first. We optimize the
Encoder (BiLSTM)
Delexicalizer
utterance
…
Domain/Intent embedding
… … … … … …
(a) Baseline 1
Encoder (BiLSTM)
…
W … … … ……
Domain/intent embedding
Domain/intent prediction
Delexicalizer
utterance
(b) Baseline 2
Encoder (BiLSTM)
…
Domain embedding
… … … … … … …
Intent embedding
… … … … … …
Delexicalizer
utterance
(c) Baseline 3
Fig. 2: Three competing baseline methods for learning domain/intent/slot embeddings.
model using a binary log loss. Formally, for learning slot and
domain embeddings,
Ld = − log(σ(u>d))−Q · Edn∼Pn(d) log(u>dn) (7)
and for learning slot and intent embeddings,
Li = − log(σ(u>i))−Q · Ein∼Pn(i) log(u>in) (8)
where σ is the sigmoid function, Q defines the number of
negative samples, and Pn is a negative sampling distribution.
Once mode training is done, the lookup tables represent slot
and domain/intent embeddings.
Baseline 2 As done in Baseline 1, an input sequence of words
is transformed into a sequence of words and slots and then is
consumed by BiLSTM to produce its utterance embedding.
We use the encoded vector directly to predict a domain/intent
using a multi-layer perceptron network. Then, the weight ma-
trix between the last hidden layer and the output layer con-
tains the domain/intent representations as its column vectors.
We extract those vectors after model training.
Baseline 3 The domain/intent/slot embeddings all are jointly
learned together in this baseline. After obtaining an utterance
embedding u from BiLSTM, we take two dot products: one
is between u and d and the other is between u and i. The
model’s loss function is the sum of Equation 7 and Equation 8,
Ld+i = Ld + Li (9)
Note that both Baseline 1 and 2 produce different sets of
slot embeddings depending on which component is used in
the objective function, between domain and intent, whereas
Baseline 3 learns all the three embeddings simultaneously
based on joint loss. We found out that no matter which com-
ponent between domain and intent is used in Baseline 1 and
Baseline 2, the resulting slot embeddings do not make signif-
icant differences in terms of the performance on the down-
stream task, contextual cross-domain reranking. We report
the experimental results obtained when using slot embeddings
learned along with domain embeddings in case of Baseline 1
and 2.
3.3. Evaluation Tasks
We consider one downstream task to evaluate how well do-
main/intent/slot are represented in a low-dimensional vector
space, using our proposed method. As mentioned earlier, the
learned representations for domain/intent/slot can be greatly
useful for a downstream application, the task of contextual
cross-domain reranking [14]. In order to efficiently and suc-
cessfully perform a large-scale domain classification where
tens of thousands of domains are available, one may be re-
quired to first pick top candidates by utilizing only utterance
text and then to rerank them based on richer contextual sig-
nals including estimated domain/intent/slot prediction scores,
their embeddings, and other domain and/or user related meta
data. Due to the sparsity in the domain/intent/slot embed-
ding space, it is important to pre-train their embeddings in
prior to performing the reranking task. We use the Shortlister
model [18] which is one of the state-of-the-art approaches to
domain classification that has been recently proposed in order
to first select the top candidates and then make final predic-
tions using the HypRank model [14] with randomly initialized
or pre-trained domain, intent, and slot embeddings of the top
candidates.
3.4. Impact on Contextual Cross-Domain Reranking
Table 1 presents the domain classification accuracy of var-
ious approaches over different embedding dimensionalities.
It is obvious that not only reranking with further contextual
signals is helpful for improving the domain classification
accuracy but also the domain/intent/slot embeddings can af-
fect the model performance positively. If only Shortlister
is used for domain classification, then the model achieves
83.2% accuracy. The contextual reranker, HypRank, can im-
prove the accuracy to different extents depending on how
the domain/intent/slot embeddings used by HypRank are ini-
tialized. If we just initialize the embeddings with random
real values and optimize them through model training, the
classification accuracy goes up to 0.896. On the other hand,
pre-trained embeddings can make the model predictions more
accurate rather than embeddings with random initial values.
Especially, when the embeddings are learned by our pro-
Model d = 50 d = 100 d = 200 d = 300
SL 0.832 0.832 0.832 0.832
SL+HR rand 0.891 0.896 0.895 0.883
SL+HR baseline1 0.915 0.924 0.922 0.913
SL+HR baseline2 0.904 0.908 0.905 0.903
SL+HR baseline3 0.913 0.919 0.920 0.915
SL+HR hierarchy 0.928 0.938 0.933 0.924
Table 1: Domain classification accuracy over different
embedding dimensionalities. SL represents Shortlister
model without reranking, SL+HR rand is Shortlister fol-
lowed by HypRank with randomly initialized embeddings,
HR baseline1, HR baseline2, and HR baseline3 are the
HypRank models using the embedding obtained from the
three different baselines, and HR hierarchy is the HypRank
using the embeddings learned by our proposed method based
on max pooling.
posed model, the contextual reranker outperforms others with
embeddings learned by baselines that are discussed in Sec-
tion 3.2. The embeddings learned by the proposed method
can increase the accuracy up to 0.938, while the embeddings
learned by the baseline methods make HypRank achieve the
accuracy in the range of 0.903 ∼ 0.924. It proves that the
hierarchical structure among domains, intents, and slots is
critical to extract inherent relationships between them and
leads to creating well represented embeddings. Additionally,
all the different approaches tend to optimize the embeddings
best when the dimensionality of the embedding space is 100,
and increasing the dimensionality can make a negative effect
on the reranking performance.
4. CONCLUSION
In this paper, we propose a novel representation learning
method for domain, intent, and slot in Spoken Language
Understanding system. It exploits hierarchical information
that resides in between the three components. Domain em-
bedding is obtained from aggregating intent embeddings,
and intent embedding is defined by the aggregation of slot
embeddings along with words appearing in an utterance,
successively. The aggregated information provides deeper
contextual semantics for the upper-level components, which
results in richer representations. The experimental results
demonstrate the effectiveness of our proposed method in the
downstream task, contextual cross-domain reranking. The
proposed method is also expected to be able to easily apply
to performing the SLU tasks such as domain classification,
intent determination, and slot filling, directly.
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