



















































































第 1章 序論 1
1.1 研究背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 従来研究 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 ノイズ除去 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2 画像拡大 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 研究目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
第 2章 基礎理論 13
2.1 従来ノイズ除去 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 従来ガウスノイズ除去手法：BM3D . . . . . . . . . . . . . . . . 13
2.1.2 従来インパルスノイズ除去手法：中間値フィルタ . . . . . . . . . 15
2.1.3 従来ミックスノイズ除去手法：ROR-NLM . . . . . . . . . . . . 16
2.1.4 従来ミックスノイズ除去手法：LSM-NLR . . . . . . . . . . . . 17
2.2 従来画像補間 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 従来補間法：Bicubic . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 従来補間法：方向性 Cubic Convolution . . . . . . . . . . . . . 22
2.2.3 従来画像補間法：SAI . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.4 従来画像補間法：RSAI . . . . . . . . . . . . . . . . . . . . . . 26
2.3 復元画像の定量的指標 . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 平均二乗誤差 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.2 PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
第 3章 2段階処理によるミックスノイズ除去 31
3.1 本章の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
i
3.2 従来法の問題点 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 DWMと BM3Dによる仮推定画像の生成 . . . . . . . . . . . . . . . . . 33
3.3.1 DWM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 仮推定画像を利用したインパルスノイズ検出および除去 . . . . . . . . . 38
3.5 実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.1 実験内容 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.2 比較手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.3 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 本章のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
第 4章 方向性関数を用いた画像補間 53
4.1 本章の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 従来法の問題点 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 方向性関数 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 係数パラメータ {αx, αy, αxx, αyy}の導出 . . . . . . . . . . . . 56
4.3.2 方向重み wv,i, wh,i の導出 . . . . . . . . . . . . . . . . . . . . . 57
4.4 複数の方向性関数を利用した未知点の加重平均推定 . . . . . . . . . . . . 59
4.5 2倍拡大特化高速計算法 . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.6 実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.6.1 実験内容 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.6.2 比較手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.6.3 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.7 本章のまとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
第 5章 ノイズ入低解像度画像の任意倍率拡大 79
5.1 本章の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 ノイズ入低解像度画像に対する任意倍率画像拡大 . . . . . . . . . . . . . 79
5.3 実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4 まとめと今後の展望 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82





像の違い . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 ROR-NLMフローチャート . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 2倍拡大補間模式図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Bicubicによる画像復元結果 . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 方向性 CC推定値導出範囲 . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 モデルパラメータ aと b . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 既知低解像度画素 xi 周辺の x(4) および x(8) . . . . . . . . . . . . . . . 27
2.7 RSAIで用いる局所領域W . . . . . . . . . . . . . . . . . . . . . . . . 28
2.8 RSAIにおける PARモデルパラメータ b . . . . . . . . . . . . . . . . . 28
3.1 ノイズの種類に対する BM3D推定画像の比較 . . . . . . . . . . . . . . 32
3.2 提案法のフローチャート . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 DWMのノイズ画素検出に用いられる４方向 . . . . . . . . . . . . . . . 34
3.4 エッジ領域におけるノイズ除去推定画像比較 . . . . . . . . . . . . . . . 37
3.5 テクスチャ領域におけるノイズ除去推定画像比較 . . . . . . . . . . . . . 38
3.6 閾値 τ = 3σ におけるノイズレベル σ による未検知数・誤検知数の変化 . 39
3.7 SIDBA画像 (512× 512) . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.8 Kodakデータセット . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.9 McMデータセット . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.10 SIDBA512× 512サイズ画像 05，σ = 30, p = 10, r = 10%ノイズ除去推定 48
3.11 SIDBA512× 512サイズ画像 02，σ = 40, p = 20, r = 0%ノイズ除去推定 49
3.12 Kodakデータセット 03，σ = 30, p = 20, r = 5%ノイズ除去推定 . . . . 50
3.13 McMデータセット画像 03，σ = 30, p = 30, r = 15%ノイズ除去推定 . 51
iii
3.14 McMデータセット画像 06，σ = 20, p = 30, r = 15%ノイズ除去推定 . 52
4.1 方向性関数模式図 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 関数導出範囲 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 式 (4.5)および式 (4.6)における第二項の有無による出力画像への影響 . 58
4.4 倍率の違いによる未知点と既知点の配置 . . . . . . . . . . . . . . . . . . 60
4.5 一般倍率における λ2,i の効果 . . . . . . . . . . . . . . . . . . . . . . . 61
4.6 ２倍拡大特化の場合のブロック図 . . . . . . . . . . . . . . . . . . . . . 62
4.7 SIDBA画像 (256× 256) . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.8 SIDBA512サイズ画像 01，２倍拡大推定 . . . . . . . . . . . . . . . . . 73
4.9 McMデータセット画像 12，２倍拡大推定 . . . . . . . . . . . . . . . . 74
4.10 Kodakデータセット画像 20，２倍拡大推定 . . . . . . . . . . . . . . . 75
4.11 McMデータセット画像 13，3倍拡大推定 . . . . . . . . . . . . . . . . 76
4.12 SIDBA512× 512サイズ画像 09，4倍拡大推定 . . . . . . . . . . . . . 77
4.13 Kodakデータセット画像 03，3.5倍拡大推定 . . . . . . . . . . . . . . . 78
4.14 Kodakデータセット画像 05，4.5倍拡大推定 . . . . . . . . . . . . . . . 78
5.1 低解像度画像に対するノイズ除去結果 . . . . . . . . . . . . . . . . . . . 80
5.2 ノイズ入り画像に対する任意倍率拡大手法フローチャート . . . . . . . . 80
5.3 McMデータセット画像 04，σ = 10, r = 5%，２倍拡大結果 . . . . . . . 84
5.4 Kodakデータセット画像 09，σ = 15, r = 0%，２倍拡大結果 . . . . . . 85
5.5 Kodakデータセット画像 21，σ = 15, r = 5%，２倍拡大結果 . . . . . . 86
5.6 McMデータセット画像 06，σ = 5, r = 0%，3倍拡大結果 . . . . . . . . 87
5.7 Kodakデータセット画像 20，σ = 5, r = 5%，3倍拡大結果 . . . . . . . 88
iv
表目次
1.1 ガウスノイズとインパルスノイズの比較 . . . . . . . . . . . . . . . . . . 3
1.2 超解像と画像補間の比較 . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1 ミックスノイズ除去のための DWMパラメータの変更 . . . . . . . . . . 36
3.2 SIDBA画像 (512 × 512サイズ画像,図 3.7)を用いたミックスノイズ除
去における平均 PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Kodakデータセット (図 3.8)を用いたミックスノイズ除去における平均
PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 McM データセット (図 3.9) を用いたミックスノイズ除去における平均
PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 SIDBA(11枚)+Kodak(24枚)+McM(18枚)を用いたミックスノイズ除
去における平均 PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.1 SIDBA 画像 (256 × 256 サイズ画像，図 4.7) を用いた 2 倍拡大画像の
PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 SIDBA 画像 (512 × 512 サイズ画像，図 3.7) を用いた 2 倍拡大画像の
PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Kodakデータセット (図 3.8)を用いた 2倍拡大画像の PSNR . . . . . . 69
4.4 McMデータセット (図 3.9)を用いた 2倍拡大画像の PSNR . . . . . . . 70
4.5 SIDBA画像 (512× 512サイズ画像，図 3.7)を用いた一般倍率における
PSNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6 Kodakデータベース (図 3.8)を用いた一般倍率における PSNR . . . . . 71
4.7 McMデータベース (図 3.9)を用いた一般倍率における PSNR . . . . . . 72
4.8 入力サイズ毎の処理時間比較 . . . . . . . . . . . . . . . . . . . . . . . 72
















































































yG = x+ n (1.1)
3
ここで x,yG はそれぞれ理想画像及びそのガウスノイズ混入画像，n がノイズ成分を表
す．ガウスノイズの場合，nの値がガウス分布に従っている．さらにガウスノイズの内，
白色性を満たすものを AWGN（Additive White Gaussian Noise，加算性ホワイトガウ
スノイズ）と呼ぶ．このノイズは実世界に存在するノイズの近似として適切であるとさ
れ，多くの除去手法が提案されている [1–12]．AWGNへのノイズ除去手法として，古く








内有名なものが BM3D（Block Matching and 3D filtering）[6] である．BM3D は類似
パッチに対して３次元周波数変換を用いて周波数領域で扱い，閾値処理やウィナーフィル


















yI (i, j) =
{
n (i, j) with probability p
x (i, j) with probability 1− p (1.2)
ここで x，yI はそれぞれ理想画像及びそのインパルスノイズ混入画像，nがノイズ成分，
(i, j)が画像上の座標を表す．また pは情報の欠損率である．インパルスノイズの内，ノ
イズ成分 n が入力画像の取りうる画素値最小値 Imin または最大値 Imax のどちらかを
取るものをごま塩ノイズ (salt & pepper noise)，[Imin, Imax] の範囲でランダムな値を
































y (i, j) =
{
nI (i, j) with probability p





























































H = (B ∗L) ↓ s (1.4)























(a) 高解像度画像 (b) LPF (c) デルタ関数












































































































ズの対象パッチ ZxR に対して同サイズの周囲パッチ Zx から類似パッチを以下の式によ
り探索する．















ここで Zx は対象パッチ ZxR の周囲パッチであり，d(Zx, ZxR)はこれらの類似度を表す．
また F2D は DCTや DFTといった 2次元線形ユニタリ変換，λ2D は閾値パラメータ，σ





λ if |λ| > λthr
0 otherwise,
(2.2)
式 (2.1)で定義された類似度により，周囲パッチからパッチ ZxR に対する類似パッチ郡
SxR を次式で得る．
SxR = {x|d(Zx, ZxR) < τmatch} (2.3)
ここで τmatch は閾値パラメータである．また |SxR |を類似パッチ郡 SxR に含まれるパッ
チの枚数とすると，d(ZxR , ZxR) = 0であるため，|SxR | ≥ 1を満たす．
次に類似パッチと対象パッチを使い，３次元周波数空間上でノイズ除去処理を行う．ま
ず d(Zx, ZxR)の小さいものから昇順に類似パッチを並べ，N1 ×N1 × |SxR |サイズの３
次元行列 ZSxR を作る．その後 ZSxR に対して３次元ユニタリ変換 F3D を加え，３次元
























if Nhar ≥ 1
1 otherwise,
(2.5)




























,∀x ∈ X (2.6)
ここで yˆ(x)は yˆ での画素 xの値，Yˆ xRxm は YˆSxR の m枚目パッチを表しており，画素 x








d(Zx, ZxR) = N−11




ここで ExR，Ex はそれぞれ仮推定画像 yˆ における対象パッチとその周辺パッチを表して
いる．これを式 (2.3)に用いることで，後半部における類似パッチ郡 SxR を得る．
次に前半部と同様に入力ノイズ画像から３次元行列 ZSxR を，また仮推定画像から
ZSxR に対応するパッチ郡を積んだ３次元行列 ESxR をそれぞれ作り，それに３次元ユニ
タリ変換 F3D を行う．その後次式によりウィナーフィルタ係数WSxR を導出する．
WSxR =
|F3D(ESxR )|2



















∣∣∣WSxR (i, j, t)∣∣∣2
 (2.10)






mi,j = median {y(i+ s, j + t) : (s, t) ∈Wm} (2.11)
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ROR(yi,j) = |yi,j −median(y)/MADN(y)| (2.12)
ここで yi,j は座標 (i, j)における検出対象画素，yは yi,j を中心とする (2N+1)×(2N+1)
の局所領域である．さらにMADN(y)は以下のように定義される．
MADN(y) = median/0.6457 (2.13)
MAD(y) = median{|y −median(y)| (2.14)
ここで “0.6457” は標準正規乱数の MAD 値である．各点に対して ROR を計算した後，




























xˆi,j は座標 (i, j) における画素推定値，W はその周辺領域である．また y(Ni,j)，
y(Ni+m,j+n) はそれぞれ yi,j，yi+m,j+n を中心とする局所パッチを表している．イン
パルスノイズ除去に NLM を用いる場合，式 (2.16) に示す重み計算の際にインパルスノ
イズの影響を大きく受けてしまうため，精度が低下しやすい．そのためインパルスノイ
ズ除去として [34]では式 (2.16)の際にインパルスノイズ画素と検出された画素に対して










y = x+ s+ nG (2.17)
17
ここで sはインパルスノイズによる画素値変化を表しており，次の式で表される．
s (i, j) =
{
y (i, j)− x (i, j)− nG (i, j) (i, j) with probability p
0 with probability 1− p (2.18)
[38]では理想画像 x，AWGNノイズレベル σ に加え，sを推定することによりミックス
ノイズ除去を行う．これは最大事後確率（Maximum A Posteriori:MAP）問題により次
のように定式化できる．
(x, s, σ) = argmax logP (y|x, s, σ)P (x, s, σ)
= argmax logP (y|x, s, σ) + logP (x) + logP (s) + logP (σ)
= argmax logP (y|x, s, σ) + logP (x) + logP (s) (2.19)
これは x，s，σ がそれぞれ独立であること，σ は [0,∞)において一定確率であることよ
り導くことができる．ここで s がラプラス分布に近い分布を持つ乱数であることに注目
し，標準偏差 θi を持つラプラス分布として si = αiθi とする LSMモデルで近似する．こ
こで αi は標準偏差 1のラプラス分布に則る乱数である．これにより式 (2.19)は次のよう
に変形できる．
(x, s, θ, σ) = argmax logP (y|x, s, σ) + logP (x) + logP (s|θ) + logP (θ) (2.20)
(2.21)
また Λ = diag(ai)とすると，s = Λθ と表せることから，最終的に [38]では以下の最適
化問題を解くことによりミックスノイズ除去を行う．











log(θi + ϵ) + η
∑
j
L(R˜jx, ϵ) +N log σ (2.22)
ここで R˜jx はパッチ xj の類似パッチ郡，関数 L(X, ϵ) =
∑
r log(σr(X) + ϵ)（ただし
σr(X)はX の r番目の特異値），ϵ，η，N は定数パラメータである．[38]では σ，θ，α，
xの順に更新し，反復処理により最終的な解 xˆを得る．
σ の更新




2σ2 ∥y − x−Λθ∥
2
2 +N log σ (2.23)
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右辺の σ による微分が 0となる σ を導出することで，次の閉形式解を得る．
σ =
√
∥y − x−Λθ∥22/N (2.24)
θ の更新
式 (2.22)において θ に注目し，以下の式を得る．
θ = argmin
θ






(yi − xi − αiθi)2 + 4σ2
∑
i






i + biθi + c log(θi + ϵ), s.t. θi > 0 (2.26)




0 if (2aiϵ+ bi)2/16a2i − (biϵ+ c)/2ai < 0
argminθi{f(0), f(θi,1), f(θi,1)} otherwise
(2.27)





































これは次に示す閾値 τi による軟判定閾値値処理関数 Sτ (·)を用いた閉形式解を持つ．
αi = Sτ ((yi − xi)/(θi + ϵ)) (2.32)
























L(Lj , ϵ), s.t.Lj = R˜jx (2.34)

















































式 (2.37)について関数 L(X, ϵ) = ∑r log(σr(X) + ϵ)を考慮すると，次の反復計算によ
り解を得ることができる．
Lj = P (Σ˜− η2µdiag(w
(k)))+ +QT (2.39)
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+ ϵ（ただし σ(k)r は k 回目反復で推





j + µ(R˜jx−Lj) (2.40)
このように xは Lj，x，U を更新していくことで推定される．
これらの従来ミックスノイズ手法の持つ問題点として，ガウスノイズの影響によるイン









Bicubic法は Cubic Convolution kernelによって定義される重みを使って，水平・垂直方




(a+ 2)|s|3 − (a+ 3)|s|2 + 1 |s| ≤ 1
a|s|3 − 5a|s|2 + 8a|s| − 4a 1 < |s| ≤ 2
0 2 < |s|
(2.41)
s は補間対象画素との距離を表している．またパラメータ a の値によらず，u(0) = 1，
u(1) = u(2) = 0を満たしている．







u(sx)u(sy)f(xH + sx, yH + sy) (2.42)
sx，sy はそれぞれ補間画素と既知画素の水平，垂直方向の距離，fˆ(xH , yH) は推定値，










H = A ∗ {(↑ 2)L} (2.43)
A =

u(−1.5)u(−1.5) 0 u(−0.5)u(−1.5) u(−1.5) u(0.5)u(−1.5) 0 u(1.5)u(−1.5)
0 0 0 0 0 0 0
u(−1.5)u(−0.5) 0 u(−0.5)u(−0.5) u(−0.5) u(0.5)u(−0.5) 0 u(1.5)u(−0.5)
u(−1.5) 0 u(−0.5) 1 u(0.5) 0 u(1.5)
u(−1.5)u(0.5) 0 u(−0.5)u(0.5) u(0.5) u(0.5)u(0.5) 0 u(1.5)u(0.5)
0 0 0 0 0 0 0










2.2.2 従来補間法：方向性 Cubic Convolution
Bicubic 法の問題であったエッジやテクスチャのような構造を考慮していないと
いう点に注目し，その問題を解決するために [83] で提案された手法が方向性 Cubic
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(a) 理想画像 (b) 復元画像
図 2.3 Bicubicによる画像復元結果
Convolution(DCC:Directional Cubic Convolution)である．この手法はエッジ検出をす
ることでエッジ方向を見積もり，それに沿った 1次元の Cubic Convolution kernelを利













|I(i+m, j + n)− I(i+m− 2, j + n− 2)| (2.46)
(i, j) は目標未知画素座標，I(p) は座標 p = (x, y) における画素値を表す．G1(i, j)，
G2(i, j) がそれぞれ (i, j) おける 45◦ 方向および 135◦ 方向のエッジ強度であり，これら
の値としきい値 T によって目標未知画素を次のように分類する．
(1 +G1)/(1 +G2) > T : 135◦ 方向に強いエッジ
(1 +G2)/(1 +G1) > T : 45◦ 方向に強いエッジ
otherwise : 弱エッジもしくはテクスチャ領域
(2.47)
ここで (i, j)における 45◦ 方向および 135◦ 方向の Cubic Convolutionによって得られる
画素値それぞれを p1(i, j)，p2(i, j)とする．すなわち
p1(i, j) =u(−1.5)I(2i+ 3, 2j − 3) + u(−0.5)I(2i+ 1, 2j − 1)
+ u(0.5)I(2i− 1, 2j + 1) + u(1.5)I(2i− 3, 2j + 3) (2.48)
p2(i, j) =u(−1.5)I(2i− 3, 2j − 3) + u(−0.5)I(2i− 1, 2j − 1)
+ u(0.5)I(2i+ 1, 2j + 1) + u(1.5)I(2i+ 3, 2j + 3) (2.49)
である．弱エッジもしくはテクスチャ領域ではこれらの値の加重平均を取る．したがって
p(i, j) = w1(i, j)p1(i, j) + w2(i, j)p2(i, j)
w1(i, j) + w2(i, j)
(2.50)
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図 2.4 方向性 CC推定値導出範囲．










Iˆ(i, j) = p2(i, j)(式 2.49) (1 +G1)/(1 +G2) > T
Iˆ(i, j) = p1(i, j)(式 2.48) (1 +G2)/(1 +G1) > T


















α(m,n)X(i+m, j + n) + vi,j . (2.54)
この式は座標 (i, j) における画素と，その近傍との関係を表している．X は画素値を表


































パラメータ λは T3(y)の寄与を調節する．これを解くために SAI法はまず局所領域毎に
モデルパラメータを導出する必要がある．
推定値導出




(a) ななめ方向パラメータ a (b) 水平・垂直方向パラメータ b
























i⋄t，x(8)i⋄t はそれぞれ 4方向近傍，8方向近傍の既知画素値を指している（図 2.6参照）．









RSAI [90]は SAI法 [89]を基に改良を加えたものであり，SAI法以上の精度を示す手
法である．RSAIの主たる改良点は，SAI法がモデルパラメータや画素値推定の際に最小
26




















ここで x(8)c⋄j は局所領域中心未知画素 yc（図 2.7緑菱形）の最近傍既知画素（図 2.7赤円），
xi⋄j は既知画素 xi に対する 8方向近傍既知点であり，(mc, nc)，(mi, ni)は yc，xi の座
標である．これは中心部との構造類似性と中心画素との距離によって計算されている．こ
れにより求めた重み行列 w = [w1, w2, · · · , w16]を用いて PARモデルパラメータ導出を


























図 2.8 RSAIにおける PARモデルパラメータ b．
推定値導出







































− (|mc −mj |















































PSNR(Peak Signal to Noise Ratio：ピーク信号対雑音比)は信号レベルに対する雑音
レベルの比であり，雑音の大きさに対する信号の大きさの最大値の比として次の式で定義
される．




































(a) 理想画像 (b) ガウスノイズ画像 (c) BM3D推定画像
(d) インパルスノイズ画像 (e) BM3D推定画像






































































とで精度を向上させている．DWM はノイズ画素検出とノイズ除去の 2 ステップで構成
される．以下にその処理を述べる．
ノイズ画素検出
入力ノイズ画像の各画素に対して，DWM は 5 × 5 の局所領域を利用して中心画素
がノイズ画素かどうかを調べる．まず図 3.3 に示す局所領域内の 4 方向に注目する．
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Sk(k = 1, · · · , 4)をそれぞれの方向に対応する座標郡として，次のように定義する．
S1 = {(−2,−2), (−1,−1), (1, 1), (2, 2)} ,
S2 = {(0,−2), (0,−1), (0, 1), (0, 2)} ,
S3 = {(2,−2), (1,−1), (−1, 1), (−2, 2)} ,
S4 = {(−2, 0), (−1, 0), (1, 0), (2, 0)} .
(3.1)











2 (s, t) ∈ Ω3
1 otherwise,
(3.3)












y (i, j) is a
{









w′s,t ⋄ y(i+ s, j + t) : (s, t) ∈Wm
}
(3.6)
ここで y(i+s, j+t)は入力画像での座標 (i+s, j+t)における画素値，w′s,tは y(i+s, j+t)
















表 3.1 ミックスノイズ除去のための DWMパラメータの変更．
パラメータ DWM 提案法
初期閾値 T0 510 350
反復回数 Nmax 5～10 3
フィルタサイズWm 3× 3 5× 5
ここで σ(k)i,j は中心画素および Sk に含まれるすべての画素の標準偏差である．またDWM
では重み付き中間値フィルタ処理を行う局所領域Wm の大きさは 3 × 3である．最終的
に DWMによる推定画像 yˆdwm は次の式で表される．
yˆdwm(i, j) =
{
mi,j ri,j > T
y(i, j) otherwise.
(3.9)
未検出を減らすため，DWM は式 (3.9) における閾値 T を減らしながら再帰的・反復的
に処理を行う．(n + 1)回目の閾値 Tn+1 は n回目の閾値 Tn を用いて次のように計算さ
れる．
Tn+1 = 0.8 · Tn, 0 ≤ n ≤ Nmax,



















(e) BM3D (f) 仮推定画像 y˜ (g) 最終推定画像 yˆ
図 3.4 エッジ領域におけるノイズ除去推定画像比較．(c)，(d)は前半部および後半部の
インパルス除去後画像， （e），(f)，(g) はそれぞれ (b)， (c) および (d) を入力として
BM3D処理を行った推定画像である．


















(e) BM3D (f) 仮推定画像 y˜ (g) 最終推定画像 yˆ
図 3.5 テクスチャ領域におけるノイズ除去推定画像比較．(c)，(d)は前半部および後半


























(a) 混入率 p = 10
















(b) 混入率 p = 30
図 3.6 閾値 τ = 3σ におけるノイズレベル σ による未検知数・誤検知数の変化．青が前
半部処理，赤が後半部処理を示し，実線が誤検知数，破線が未検知数を示す．
まず入力ノイズ画素 y と仮推定画像 y˜ の誤差 e(i, j)を次のように求める．
e(i, j) = |y˜(i, j)− y(i, j)| (3.11)
ここで y˜(i, j), y(i, j)はそれぞれ 3.3節で推定した仮推定画像 y˜，入力ノイズ画像 y の座
標 (i, j)における画素値である．この誤差 e(i, j)を利用して次式で閾値処理することで，
BM3Dで処理しきれない顕著なインパルスノイズのみを除去する．
yˆ′ (i, j) =
{
y˜ (i, j) e(i, j) > τ
y (i, j) otherwise
(3.12)
ここで yˆ′ を本処理後の画像とし，τ は閾値パラメータである．本処理において最も重要
な値が τ であり，詳細部を保持しながら顕著なインパルスノイズ部のみを検出するような
パラメータを設定しなければならない．経験的にミックスノイズ中の AWGNのノイズレ
ベル σ に対してこれを τ = 3σ とすると良い結果が得られることがわかった．本処理によ
り残るノイズ成分は BM3Dで除去が可能なノイズ成分となるため，最終的に本処理後画
像 yˆ′ を前半部と同様に BM3Dにかけることで最終推定画像 yˆ を得る．
提案法における最も重要な処理は式 (3.11)および式 (3.12)で表される後半部のインパ
ルスノイズ除去である．本処理の有効性を示すため，図 3.6に 512×512サイズの SIDBA

























タセットから図 3.7に示す 512× 512の画像 11枚，Kodakデータセットから図 3.8に示
す 768× 512サイズ画像 24枚，McMデータセットから図 3.9に示す 500× 500サイズ画
像 18枚を利用した．実験方法としてはノイズレベル σ，ランダム値インパルスノイズ混
入率 p，ごま塩ノイズ（固定値インパルスノイズ）混入率 r を指定したミックスノイズを
生成し，原画像に付与したノイズ画像を生成した後，それを各手法で除去した推定画像と
原画像の見た目比較による定性的評価と 2.3.2節に示す PSNR計算による定量的評価の両
面から評価した．実験に用いたパラメータは σ = [10, 20, 30, 40, 50]，p = [10, 20, 30]%，













SIDBA512 × 512 サイズ画像，Kodak，McM データセットそれぞれを用いたときの
ミックスノイズ除去による平均 PSNRを表 3.2，表 3.3，表 3.4に，これらすべてのデー
タセットを用いた場合の平均 PSNRを表 3.5に示す．すべてのデータセットおよびミッ
クスノイズに対してMBM3D [6]，ROR-NLM [34]の二手法より高い PSNRを示すこと
ができている．しかし LSM-NLR [38]と比較すると，データセットごとに多少の違いは






































図 3.7 SIDBA画像 (512× 512)．最上段一番左の画像を 01とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番右が 04，最下段
一番左が 09，最下段一番右が 11
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図 3.8 Kodak データセット．最上段一番左の画像を 01 とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番左が 04，最下段
一番左が 21，最下段一番右が 24
44
図 3.9 McM データセット．最上段一番左の画像を 01 とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番右が 04，最下段
一番左が 17，最下段一番右が 18．
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表 3.2 SIDBA画像 (512× 512サイズ画像,図 3.7)を用いたミックスノイズ除去におけ
る平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 28.88 27.43 31.38 30.80 27.79 26.89 28.27 29.43 25.81 26.27 27.58 27.91
10 5% 28.56 27.25 29.58 30.35 27.21 26.71 26.58 29.08 25.01 26.15 26.94 27.64
10% 27.91 27.01 28.22 29.79 26.33 26.55 25.39 28.62 23.87 25.99 26.16 27.28
15% 27.11 26.81 27.20 29.11 25.05 26.38 24.36 28.04 22.71 25.87 25.27 26.79
0% 27.41 25.90 28.68 29.12 26.46 25.50 28.14 28.26 24.96 24.91 27.30 27.27
20 5% 27.17 25.82 28.64 28.79 26.12 25.40 27.86 27.99 24.51 24.84 27.10 27.02
10% 26.82 25.74 28.39 28.39 25.64 25.32 27.73 27.65 23.77 24.75 26.91 26.72
15% 26.37 25.61 28.13 27.91 24.89 25.22 27.47 27.22 22.96 24.66 26.71 26.35
0% 26.22 24.95 26.41 27.78 25.22 24.47 26.03 26.89 23.82 23.80 25.40 25.77
30 5% 25.96 24.90 26.37 27.50 24.92 24.43 25.87 26.68 23.47 23.75 25.21 25.64
10% 25.66 24.83 26.21 27.07 24.52 24.35 25.80 26.36 22.94 23.67 25.02 25.39
15% 25.26 24.74 26.03 26.53 23.98 24.27 25.62 25.92 22.37 23.63 24.83 25.06
0% 25.25 24.23 24.89 26.52 24.20 23.66 24.57 25.24 22.83 22.88 23.90 23.67
40 5% 24.96 24.15 24.90 26.12 23.91 23.60 24.46 24.93 22.52 22.83 23.80 23.45
10% 24.64 24.07 24.78 25.44 23.52 23.52 24.35 24.39 22.07 22.75 23.68 23.00
15% 24.24 23.99 24.67 24.59 23.04 23.43 24.22 23.67 21.60 22.72 23.57 22.46
0% 24.48 23.59 23.78 25.68 23.41 22.94 23.44 24.26 22.08 22.07 22.74 22.62
50 5% 24.19 23.48 23.82 25.40 23.15 22.87 23.38 24.15 21.81 22.02 22.69 22.59
10% 23.88 23.38 23.75 24.80 22.79 22.76 23.31 23.66 21.44 21.93 22.60 22.18
15% 23.50 23.27 23.67 23.88 22.37 22.64 23.22 22.89 21.05 21.89 22.54 21.56
表 3.3 Kodakデータセット (図 3.8)を用いたミックスノイズ除去における平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 29.81 28.05 31.98 31.70 28.92 27.66 29.19 30.46 27.25 27.24 28.43 29.16
10 5% 29.53 27.95 30.60 31.26 28.43 27.55 27.73 30.13 26.38 27.15 28.13 28.93
10% 29.04 27.80 29.56 30.75 27.62 27.44 29.71 29.72 25.40 27.06 27.87 28.64
15% 28.19 27.63 28.90 30.14 26.34 27.33 29.43 29.20 24.02 26.96 27.54 28.12
0% 28.35 26.88 29.25 29.76 27.52 26.58 28.83 29.05 26.18 26.16 28.17 28.23
20 5% 28.13 26.83 29.20 29.47 27.20 26.53 28.58 28.80 25.66 26.09 28.01 28.02
10% 27.80 26.75 28.94 29.11 26.74 26.46 28.44 28.50 25.08 26.04 27.84 27.78
15% 27.34 26.69 28.71 28.71 26.00 26.39 28.22 28.14 24.17 25.96 27.64 27.41
0% 27.18 26.18 27.39 28.55 26.26 25.79 27.09 27.80 24.95 25.21 26.59 26.86
30 5% 26.93 26.13 27.37 28.28 25.94 25.74 26.95 27.60 24.53 25.15 26.44 26.71
10% 26.57 26.06 27.21 27.83 25.54 25.68 26.88 27.26 24.09 25.10 26.29 26.45
15% 26.15 26.00 27.05 27.27 24.95 25.60 26.73 26.76 23.42 25.04 26.11 26.02
0% 26.19 25.58 26.08 27.48 25.21 25.06 25.85 26.37 23.90 24.32 25.31 24.85
40 5% 25.89 25.51 26.12 27.11 24.87 25.00 25.76 26.08 23.52 24.26 25.23 24.52
10% 25.48 25.39 25.99 26.36 24.47 24.91 25.67 25.45 23.13 24.20 25.15 23.98
15% 25.04 25.30 25.88 25.41 23.92 24.80 25.56 24.57 22.56 24.12 25.03 23.25
0% 25.45 24.95 25.07 26.72 24.45 24.32 24.85 25.42 23.17 23.49 24.28 23.83
50 5% 25.14 24.84 25.17 26.47 24.13 24.24 24.81 25.32 22.83 23.40 24.24 23.74
10% 24.73 24.67 25.05 25.71 23.75 24.12 24.75 24.74 22.50 23.32 24.19 23.25
15% 24.29 24.52 24.97 24.57 23.25 23.97 24.68 23.68 22.02 23.21 24.12 22.30
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表 3.4 McMデータセット (図 3.9)を用いたミックスノイズ除去における平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 31.78 29.88 33.00 33.76 30.32 29.23 29.09 32.32 27.41 28.64 29.08 30.56
10 5% 31.41 29.60 30.89 33.31 29.49 29.08 27.22 31.95 26.29 28.49 28.38 30.28
10% 30.67 29.38 29.63 32.65 28.32 28.92 30.29 31.40 25.03 28.35 27.81 29.86
15% 29.43 29.18 28.86 31.76 26.72 28.76 29.99 30.66 23.46 28.19 27.22 29.18
0% 29.66 27.96 30.58 31.23 28.38 27.52 30.05 30.42 26.27 26.84 29.34 29.36
20 5% 29.37 27.87 30.51 30.94 27.95 27.44 29.69 30.19 25.64 26.74 29.16 29.16
10% 28.95 27.79 30.20 30.52 27.33 27.36 29.74 29.83 24.85 26.68 28.96 28.87
15% 28.34 27.71 29.90 29.99 26.43 27.25 29.47 29.37 23.75 26.58 28.72 28.45
0% 28.11 26.86 28.29 29.51 26.75 26.29 27.90 28.55 24.80 25.38 27.20 27.29
30 5% 27.80 26.82 28.25 29.26 26.38 26.22 27.73 28.42 24.35 25.32 26.98 27.24
10% 27.39 26.75 28.07 28.83 25.89 26.16 27.64 28.11 23.81 25.29 26.77 27.09
15% 26.89 26.65 27.88 28.25 25.25 26.07 27.44 27.65 23.04 25.23 26.50 26.73
0% 26.89 26.03 26.70 28.05 25.45 25.26 26.35 26.63 23.56 24.17 25.57 24.74
40 5% 26.54 25.96 26.70 27.70 25.09 25.19 26.25 26.42 23.19 24.13 25.48 24.60
10% 26.09 25.85 26.57 27.02 24.62 25.11 26.11 25.91 22.74 24.11 25.37 24.25
15% 25.60 25.72 26.42 26.14 24.06 25.02 25.98 25.18 22.12 24.05 25.22 23.72
0% 25.97 25.24 25.49 27.05 24.50 24.33 25.13 25.35 22.67 23.13 24.26 23.32
50 5% 25.63 25.13 25.54 26.82 24.18 24.26 25.09 25.32 22.36 23.08 24.23 23.36
10% 25.18 24.99 25.44 26.17 23.75 24.17 25.00 24.88 21.98 23.06 24.19 23.09
15% 24.71 24.81 25.33 25.20 23.25 24.04 24.91 24.11 21.48 22.99 24.10 22.50
表 3.5 SIDBA(11 枚)+Kodak(24 枚)+McM(18 枚) を用いたミックスノイズ除去にお
ける平均 PSNR．
p 10% 20% 30%
σ r [6] [34] [38] 提案法 [6] [34] [38] 提案法 [6] [34] [38] 提案法
0% 30.29 28.55 32.20 32.21 29.16 28.04 28.97 30.88 27.00 27.51 28.47 29.37
10 5% 29.97 28.37 30.49 31.77 28.54 27.89 27.32 30.53 26.07 27.40 27.97 29.12
10% 29.36 28.17 29.31 31.20 27.59 27.76 29.01 30.06 24.95 27.28 27.49 28.77
15% 28.39 27.99 28.53 30.47 26.20 27.62 28.57 29.45 23.56 27.15 26.96 28.21
0% 28.60 27.04 29.58 30.13 27.59 26.67 29.10 29.35 25.96 26.13 28.39 28.42
20 5% 28.35 26.97 29.53 29.83 27.23 26.60 28.81 29.11 25.42 26.05 28.21 28.20
10% 27.98 26.89 29.25 29.44 26.71 26.53 28.74 28.77 24.73 25.99 28.03 27.93
15% 27.48 26.81 28.99 28.98 25.92 26.44 28.49 28.37 23.78 25.90 27.81 27.54
0% 27.30 26.16 27.49 28.71 26.21 25.68 27.14 27.86 24.66 24.98 26.55 26.78
30 5% 27.02 26.11 27.46 28.45 25.88 25.63 26.99 27.69 24.25 24.92 26.37 26.67
10% 26.66 26.04 27.29 28.01 25.45 25.56 26.91 27.36 23.76 24.87 26.19 26.45
15% 26.21 25.96 27.12 27.45 24.85 25.48 26.74 26.89 23.07 24.81 25.98 26.06
0% 26.23 25.45 26.05 27.48 25.08 24.83 25.75 26.23 23.56 23.97 25.11 24.57
40 5% 25.92 25.38 26.07 27.10 24.75 24.77 25.66 25.96 23.20 23.92 25.02 24.32
10% 25.52 25.28 25.94 26.40 24.32 24.69 25.54 25.38 22.78 23.87 24.92 23.87
15% 25.06 25.17 25.81 25.49 23.78 24.59 25.42 24.59 22.21 23.81 24.79 23.24
0% 25.43 24.77 24.95 26.61 24.25 24.04 24.65 25.15 22.77 23.07 23.95 23.40
50 5% 25.11 24.66 25.01 26.37 23.94 23.96 24.61 25.08 22.46 23.01 23.92 23.37
10% 24.70 24.51 24.91 25.68 23.55 23.85 24.54 24.56 22.10 22.94 23.86 22.97
15% 24.27 24.36 24.82 24.64 23.07 23.72 24.46 23.66 21.64 22.86 23.78 22.22
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.10 SIDBA512× 512サイズ画像 05，σ = 30, p = 10, r = 10%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.11 SIDBA512× 512サイズ画像 02，σ = 40, p = 20, r = 0%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.12 Kodakデータセット 03，σ = 30, p = 20, r = 5%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法
図 3.13 McMデータセット画像 03，σ = 30, p = 30, r = 15%ノイズ除去推定．
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(a) 原画像 (b) ノイズ画像
(c) MBM3D [6] (d) ROR-NLM [34]
(e) LSM-NLR [38] (f) 提案法



























































for all 既知点 pi do
式 (4.4)により定数パラメータ α導出
式 (4.7)により方向重み wv,i, wh,i 導出
end for
for all 未知点 pH do
近傍既知点 pi および方向関数選択
選択した各方向関数に対して座標代入を行い推定値計算
式 (4.10)により各方向関数に対して重み λ1,i 決定
式 (4.12)により各方向関数に対して重み λ2,i 決定








Γi(x, y) = f(xi, yi) + 2wh,i
{




αy(y − yi) + αyy(y − yi)2
}
(4.1)
ここで (xi, yi)は関数中心点 pi の座標を表し，α = {αx, αy, αxx, αyy}は pi を中心とす
る局所関数 Γi(x, y)の各次数に対する係数パラメータである．また方向性関数と通常の 2
次元線形関数の違いを表す要素が，各方向の変化分に関する影響の大きさを表す方向重み
wv,i, wh,i である．例えば wv,i = 0, wh,i = 1 とすると本関数は垂直方向のみの変化に追
従する関数となる．また方向性関数の例を図 4.1に示した．方向性関数を利用するために
は，係数パラメータ αと，方向重み wv,i, wh,i を求める必要がある．次にそれらの求め方
について述べる．
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4.3.1 係数パラメータ {αx, αy, αxx, αyy}の導出
方向性関数を利用するために，まず係数パラメータ α を求める．α を求めるために，
式 (4.1)で wh,i = wv,i = 0.5とした以下の式を利用する．
Γi(x, y) = f(xi, yi) +
{




αy(y − yi) + αyy(y − yi)2
}
(4.2)
この式は pi を中心とする通常の 2元 2次関数を表す．この式に対し，図 4.2に示す既知
中心点 pi とその最近傍既知画素 4点を用いて αを求める．図 4.2のように，最近既知点
間距離を 1とし，(xi, yi)を中心点 pi の座標とすると，最近傍既知画素 4点の座標はそれ







f(xi, yi) + αx + αxx = f(xi + 1, yi)
f(xi, yi)− αx + αxx = f(xi − 1, yi)
f(xi, yi) + αy + αyy = f(xi, yi + 1)
f(xi, yi)− αy + αyy = f(xi, yi − 1)
(4.3)


















(a) 入力低解像度画像 (b) 第二項有り (c) 第二項なし
図 4.3 式 (4.5)および式 (4.6)における第二項の有無による出力画像への影響．
のように方向重みを計算する．
dv,i = |f(xi, yi + 2) + f(xi, yi − 2)− 2f(xi, yi)|
+
∣∣∣∣∣∣
{f(xi, yi + 2)− f(xi, yi − 2)}
∗ {f(xi + 1, yi + 2)− f(xi − 1, yi − 2)}





dh,i = |f(xi + 1, yi) + f(xi − 1, yi)− 2f(xi, yi)|
+
∣∣∣∣∣∣
{f(xi + 2, yi)− f(xi − 2, yi)}
∗ {f(xi + 2, yi + 1)− f(xi − 2, yi − 1)}












ε1 は dv,i，dh,i が共に小さい値を取った場合の影響をコントロールする定数パラメータで
ある．また式 (4.7)を計算後，wv,i, wh,iをwv,i = wv,i/(wv,i+wh,i)，wh,i = wh,i/(wv,i+























i=1 λiΓi(xH , yH)∑K
i=1 λi
(4.8)
fˆ(pH)は座標 (xH , yh)における未知点 pH の最終推定値，λiは局所関数推定値 Γi(xH , yH)









d1,i = wh,i{|f(xi + 1)− f(xi, yi)|+ |f(xi − 1, yi)− f(xi, yi)|}





ここで d1,i は図 4.2で示す関数中心点 pi とその最近傍既知画素間における重み付き誤差
の和であり，ε2 はゼロ除算を防ぐ定数パラメータである．d1,i が 0に近いとき，局所関数
λi は水平面によって表されるため，低次近似可能である．したがって d1,i が小さければ
小さいほど λi の近似誤差が小さくなる，すなわち信頼性が高いと仮定した．2つ目は任
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(a) 2倍拡大 (b) 一般倍率
図 4.4 倍率の違いによる未知点と既知点の配置．







(xH − xi)2 + (yH − yi)2 (4.11)
λ2,i =
{√
1− d22,i d2,i ≤ 1
0 d2,i > 1
(4.12)
4.3.1節で述べたように関数の形を表す係数パラメータαは [xi−1, xi+1], [yi−1, yi+1]
の範囲で導出される．これによりこの範囲より遠い場所では信頼性は大きく下がると考え
た．最終的に重み λi を次式で計算する．
λi = λ1,iλ2,i (4.13)
また図 4.5では λ2,i の一般倍率における効果を示す．各関数に関して図 4.5を計算した





(a) 理想高解像度画像 (b) 入力低解像度画像 (c) λ2,i あり (d) λ2,i なし





また (xi, yi) 中心の局所関数で推定する未知点の座標は (xi + 1, yi + 1), (xi − 1, yi +
1), (xi− 1, yi− 1), (xi+1, yi− 1)（図 2.2（a））位置の未知画素)および (xi+1, yi), (xi−
1, yi), (xi, yi + 1), (xi, yi − 1)（図 2.2（b），（c）位置の未知画素）の８点である．これら
の値および式 (4.4)を式 (4.1)に代入することで各点は次のように計算できる．

Γi(xi + 1, yi + 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi) + 34f(xi + 2, yi)− 14f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi) + 34f(xi, yi + 2)− 14f(xi, yi − 2)}
Γi(xi − 1, yi + 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi) + 34f(xi, yi + 2)− 14f(xi, yi − 2)}
Γi(xi − 1, yi − 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)}
+wv,i
{− 12f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)}
Γi(xi + 1, yi − 1) = f(xi, yi)
+wh,i
{− 12f(xi, yi) + 34f(xi + 2, yi)− 14f(xi − 2, yi)}
+wv,i

















図 4.6 ２倍拡大特化の場合のブロック図．LR は入力低解像度画像，HR(a)，HR(b)，
HR(c)はそれぞれ未知高解像度画素の内図 2.2（a），図 2.2（b），図 2.2（c）の位置関係
にある未知画素を指す．

Γi(xi + 1, yi) = f(xi, yi)
+wh,i
{− 12f(xi, yi) + 34f(xi + 2, yi)− 14f(xi − 2, yi)}
Γi(xi − 1, yi) = f(xi, yi)
+wh,i
{− 12f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)}
Γi(xi, yi + 1) = f(xi, yi)
+wv,i
{− 12f(xi, yi) + 34f(xi, yi + 2)− 14f(xi, yi − 2)}
Γi(xi, yi − 1) = f(xi, yi)
+wv,i
{− 12f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)}
(4.15)
ここで wh,i + wv,i = 1であることを考慮すると次のように変形できる．










4f(xi, yi + 2)− 14f(xi, yi − 2)
}
Γi(xi − 1, yi + 1) = wh,i
{ 1






4f(xi, yi + 2)− 14f(xi, yi − 2)
}
Γi(xi − 1, yi − 1) = wh,i
{ 1




2f(xi, yi)− 14f(xi, yi + 2) + 34f(xi, yi − 2)
}


















4f(xi + 2, yi)− 14f(xi − 2, yi)
}
Γi(xi − 1, yi) = wv,if(xi, yi)
+wh,i
{ 1
2f(xi, yi)− 14f(xi + 2, yi) + 34f(xi − 2, yi)
}





4f(xi, yi + 2)− 14f(xi, yi − 2)
}
Γi(xi, yi − 1) = wh,if(xi, yi)
+wv,i
{ 1













本実験ではノイズ除去で用いた画像（図 3.7，図 3.8，図 3.9）に加え，SIDBAデータ


















ら実用されている手法として Bicubic 法 [80]，Lanczos 法 [81]，また 2.2.2 節で述べた
Bicubic法の改良である方向性 Cubic Convolution(DCC)，最適化問題により局所モデル
パラメータを導出する手法から 2.2.3節および 2.2.4節述べた SAI法 [89]およびその精度
向上手法である RSAI法 [90]，Bilateral Filter [1]を重み計算に利用することで計算コス
ト削減を目指した BSAI [91]の 6手法を比較手法とした．
一般倍率
2倍拡大以外の拡大を行う一般倍率に関しては，現在実用されている加重平均ベース手
法の Bicubic法 [80]および Lanczos法 [81]の二手法を比較対象とした．
4.6.3 実験結果
各データセットを用いた２倍拡大での PSNR の比較を表 4.1∼ 表 4.4 に示す．２倍拡
大での PSNR での比較としては，加重平均ベース手法である Bicubic 法 [80]，Lanczos
法 [81]，DCC [83]にはほぼすべての画像で上回る値を示している．また最適化問題を利
用する手法のうち，SAI [89],BSAI [91] に対してはすべてのデータセットの平均 PSNR
で高い精度を示すことができている．しかし RSAI [90] に対してはほぼ同等のものから
劣ってしまうもの，逆に上回る精度を示しているものなど，画像ごとに優劣がつく結果









じるモスキートノイズのようなアーティファクトが生じている．RSAI では SAI のそれ
らの問題を解決している．一方提案法ではジャギーもなく，モスキートノイズも発生し
ていないが，1 ∼ 2 ピクセル程度しか幅のない細いエッジ領域を注視すると縞模様のよ



















































図 4.7 SIDBA画像 (256× 256)．最上段一番左の画像を 01とし，右に一つ移動すると
02, 03, · · ·，下に一つ移動すると 05, 09, · · · とする．すなわち最上段一番右が 04，最下段
一番左が 13，最下段一番右が 16
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表 4.1 SIDBA画像 (256× 256サイズ画像，図 4.7)を用いた 2倍拡大画像の PSNR．
SIDBA256 Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 27.30 27.03 27.37 27.41 27.62 27.69 27.69
02 23.36 22.70 22.38 21.04 23.13 19.80 23.39
03 29.37 28.97 29.82 29.69 29.72 29.99 29.87
04 32.21 31.80 32.73 32.64 32.70 32.89 32.96
05 22.21 21.82 22.14 22.30 22.41 22.52 22.28
06 25.41 25.12 25.91 25.89 25.93 26.05 25.92
07 32.71 32.56 32.90 32.94 33.05 33.20 32.96
08 26.67 26.32 26.64 26.79 26.93 26.96 26.77
09 30.01 29.81 30.94 31.00 30.72 31.35 30.68
10 22.92 22.59 22.93 22.98 23.14 23.21 22.57
11 23.90 23.46 23.74 24.10 24.12 24.32 23.99
12 34.07 34.12 34.70 34.24 34.45 35.06 35.11
13 28.34 27.92 28.44 28.80 28.79 29.03 28.66
14 31.23 30.94 32.21 32.44 32.06 32.74 32.66
15 31.36 31.57 30.30 30.45 31.20 31.07 31.58
16 29.34 29.02 29.90 29.84 29.78 30.15 29.59
Ave. 28.15 27.86 28.32 28.29 28.48 28.50 28.54
表 4.2 SIDBA画像 (512× 512サイズ画像，図 3.7)を用いた 2倍拡大画像の PSNR．
SIDBA512 Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 33.51 33.48 33.13 33.12 33.66 33.61 33.85
02 24.57 23.85 23.49 22.58 24.27 22.17 24.61
03 25.81 25.48 25.65 25.81 25.97 26.01 25.88
04 30.54 30.16 30.53 30.63 30.76 30.81 30.63
05 23.08 22.78 23.25 23.16 23.29 23.31 23.23
06 33.96 33.88 34.43 34.50 34.42 34.78 34.32
07 22.92 22.52 22.88 23.13 23.12 23.36 22.94
08 37.03 36.77 37.22 37.36 37.59 37.80 38.00
09 32.79 32.48 33.24 33.53 33.43 33.71 33.45
10 29.95 29.73 29.49 29.66 30.09 29.98 29.99
11 29.26 29.00 29.56 29.54 29.61 29.79 29.65
Ave. 29.40 29.10 29.35 29.37 29.66 29.57 29.69
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表 4.3 Kodakデータセット (図 3.8)を用いた 2倍拡大画像の PSNR．
Kodak Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 26.36 26.02 26.23 26.19 26.33 26.49 26.45
02 33.48 33.09 33.63 33.60 33.74 33.91 33.73
03 34.80 34.49 35.21 35.31 35.10 35.61 35.27
04 34.39 34.16 34.28 34.41 34.52 34.67 34.59
05 27.18 26.95 27.86 27.84 27.70 28.08 27.70
06 27.61 27.23 27.61 27.61 27.79 27.94 27.74
07 34.40 34.26 35.16 35.02 34.73 35.38 35.04
08 23.65 23.29 23.72 23.56 23.82 23.77 23.75
09 32.86 32.63 33.14 33.14 33.14 33.29 33.42
10 32.82 32.50 33.22 33.65 32.95 33.94 33.29
11 29.41 29.04 29.51 29.51 29.67 29.78 29.66
12 33.04 32.78 33.17 33.18 33.22 33.44 33.29
13 24.14 23.74 23.98 24.15 24.35 24.36 24.25
14 29.69 29.39 29.86 29.90 29.95 30.14 30.00
15 31.90 31.66 32.04 32.08 31.98 32.48 32.59
16 31.36 30.92 31.27 31.31 31.47 31.60 31.55
17 32.46 32.19 32.82 32.91 32.64 33.11 32.80
18 28.40 28.04 28.27 28.48 28.57 28.69 28.58
19 28.27 27.95 28.45 26.57 28.48 27.73 28.51
20 32.06 31.66 32.73 32.78 32.69 33.03 32.82
21 28.87 28.48 28.79 28.79 29.04 29.09 28.96
22 30.92 30.58 30.83 30.90 31.10 31.19 31.03
23 36.21 36.16 37.01 36.97 36.75 37.43 36.56
24 27.23 26.86 27.04 27.20 27.37 27.43 27.40
Ave. 30.48 30.17 30.66 30.63 30.71 30.94 30.79
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表 4.4 McMデータセット (図 3.9)を用いた 2倍拡大画像の PSNR．
McM Bicubic Lanczos DCC SAI BSAI RSAI 提案法
01 28.22 27.93 28.30 28.28 28.52 28.54 28.57
02 37.53 37.55 38.02 37.97 37.59 38.46 37.87
03 37.65 37.55 37.77 37.80 37.67 38.15 37.99
04 33.46 33.26 34.62 34.67 33.98 34.83 34.13
05 38.86 38.96 39.55 39.58 39.16 39.86 39.63
06 38.03 37.91 38.72 38.94 38.45 39.30 38.67
07 38.67 38.57 39.36 39.35 39.05 39.72 39.27
08 30.93 30.88 30.73 30.71 30.97 31.10 31.07
09 35.14 35.14 34.88 34.83 35.05 35.23 35.35
10 30.00 29.78 30.12 30.49 30.42 30.87 31.07
11 32.21 32.01 32.69 32.80 32.60 33.14 32.99
12 27.72 27.54 28.01 28.17 28.07 28.44 28.06
13 30.56 30.68 31.76 31.62 31.35 31.99 31.60
14 34.30 34.19 34.63 34.63 34.57 34.99 34.82
15 38.83 39.24 38.83 38.63 38.56 39.29 39.24
16 30.91 30.57 30.74 31.05 31.14 31.27 31.18
17 31.73 31.61 31.71 31.76 31.89 32.06 32.02
18 34.68 34.79 35.21 35.05 35.00 35.43 35.24
Ave. 33.86 33.79 34.20 34.24 34.11 34.59 34.38
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表 4.5 SIDBA画像 (512× 512サイズ画像，図 3.7)を用いた一般倍率における PSNR．
3倍 4倍 5倍
SIDBA512 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法
01 29.00 28.76 29.19 26.42 26.12 26.56 24.70 24.37 24.89
02 22.30 21.92 22.42 21.78 21.46 21.93 21.36 21.03 21.49
03 23.10 22.74 23.15 21.70 21.32 21.79 20.73 20.38 20.76
04 27.73 27.45 27.83 26.27 25.94 26.38 25.15 24.78 25.25
05 19.76 19.37 19.65 18.19 17.87 18.07 17.27 16.97 17.17
06 30.18 29.95 30.56 27.98 27.70 28.38 26.42 26.11 26.80
07 20.57 20.16 20.63 19.57 19.17 19.69 19.02 18.65 19.14
08 34.26 33.82 34.31 31.07 30.83 31.74 30.44 30.12 30.39
09 30.06 29.71 30.85 28.34 27.99 29.07 26.94 26.62 27.54
10 26.71 26.43 26.63 24.56 24.29 24.69 23.07 22.79 23.10
11 26.01 25.72 26.27 24.19 23.83 24.42 23.02 22.69 23.27
Ave. 26.33 26.00 26.50 24.55 24.23 24.79 23.46 23.14 23.62
表 4.6 Kodakデータベース (図 3.8)を用いた一般倍率における PSNR．
3倍 4倍 5倍
Kodak Bicubic Lanczos 提案法 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法
01 23.13 22.74 23.09 21.77 21.45 21.82 20.97 20.65 21.08
02 30.48 30.11 30.81 29.30 28.93 29.65 28.54 28.22 28.94
03 31.59 31.18 32.06 30.09 29.72 30.61 29.20 28.82 29.74
04 31.08 30.73 31.35 29.38 29.01 29.71 28.35 28.00 28.62
05 23.47 23.09 23.88 21.78 21.41 22.15 20.87 20.51 21.16
06 24.73 24.33 24.84 23.56 23.18 23.71 23.02 22.65 23.16
07 30.37 30.20 30.76 27.98 27.82 28.25 26.27 25.88 26.41
08 20.43 20.04 20.31 19.09 18.78 19.06 18.41 18.09 18.42
09 29.05 28.73 29.37 27.05 26.70 27.26 25.81 25.46 25.94
10 29.36 28.96 29.77 27.77 27.40 28.08 26.78 26.37 27.13
11 26.21 25.81 26.39 24.91 24.53 25.09 24.08 23.74 24.28
12 30.55 30.17 30.95 29.18 28.81 29.60 28.16 27.78 28.57
13 21.30 20.88 21.44 20.20 19.82 20.39 19.58 19.21 19.78
14 26.18 25.80 26.46 24.57 24.18 24.84 23.70 23.33 23.94
15 30.50 30.12 30.92 28.94 28.58 29.49 28.01 27.63 28.45
16 28.44 28.01 28.64 27.38 27.01 27.61 26.81 26.46 27.00
17 29.37 29.01 29.75 27.84 27.50 28.18 27.04 26.70 27.30
18 25.37 24.99 25.53 23.95 23.59 24.17 23.17 22.79 23.41
19 24.66 24.29 24.79 23.10 22.70 23.22 22.24 21.91 22.38
20 28.67 28.28 29.27 27.10 26.73 27.64 26.13 25.77 26.61
21 25.48 25.09 25.59 24.08 23.72 24.23 23.24 22.88 23.36
22 27.48 27.11 27.56 26.16 25.77 26.30 25.38 25.01 25.57
23 31.89 31.60 32.16 29.70 29.29 29.92 28.40 27.98 28.63
24 24.22 23.78 24.41 23.02 22.65 23.24 22.35 21.97 22.55
Ave. 27.25 26.88 27.50 25.75 25.39 26.01 24.86 24.49 25.10
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表 4.7 McMデータベース (図 3.9)を用いた一般倍率における PSNR．
3倍 4倍 5倍
McM Bicubic Lanczos 提案法 Bicubic Lanczos 提案法 Bicubic Lanczos 提案法
01 24.63 24.29 24.85 22.88 22.56 23.05 21.76 21.41 21.87
02 32.77 32.54 32.99 30.26 29.96 30.57 28.76 28.44 28.98
03 33.43 33.17 33.74 31.20 30.92 31.43 29.70 29.44 29.92
04 29.22 28.85 29.71 27.28 26.91 27.67 26.17 25.79 26.44
05 34.09 33.84 34.45 31.59 31.29 31.91 30.03 29.69 30.34
06 34.04 33.74 34.60 31.93 31.64 32.56 30.68 30.39 31.12
07 34.57 34.37 35.03 32.40 32.10 32.81 31.01 30.70 31.22
08 26.39 26.10 26.45 24.16 23.80 24.25 22.84 22.49 22.93
09 30.43 30.17 30.52 28.07 27.77 28.22 26.67 26.36 26.77
10 25.89 25.61 26.65 23.87 23.54 24.25 22.40 21.99 22.82
11 28.19 27.85 28.64 26.24 25.88 26.65 25.00 24.64 25.40
12 23.74 23.41 23.96 21.88 21.50 22.05 20.75 20.38 20.94
13 25.55 25.34 26.07 22.96 22.70 23.29 21.33 21.04 21.55
14 30.08 29.80 30.39 27.86 27.53 28.12 26.50 26.16 26.77
15 33.17 33.05 33.31 30.00 29.72 30.19 28.26 27.90 28.43
16 27.82 27.52 28.14 26.32 26.00 26.83 25.31 24.98 25.76
17 27.63 27.28 27.87 25.67 25.32 25.92 24.53 24.13 24.82
18 29.87 29.65 30.09 27.47 27.17 27.55 25.98 25.63 26.10
Ave. 29.53 29.25 29.86 27.34 27.02 27.63 25.98 25.64 26.23
表 4.8 入力サイズ毎の処理時間比較 [ms]．太字で表記されているものが最も処理時間が
短いもの．RSAIの高倍率は計算機メモリ不足により未検証．
提案法
画像サイズ [pix×pix] Bicubic Lanczos SAI RSAI 任意倍率 　 ２倍特化
入力画像 出力画像 CPU GPU CPU GPU CPU CPU CPU GPU CPU GPU
256× 256 512× 512 16 24 17 33 536 6600 35 70 9 49
512× 512 1080× 1920 62 31 66 41 2269 26300 199 92 69 59
1080× 1920 2160× 3840 423 86 449 99 18889 測定不能 1625 225 584 92
2160× 3840 4320× 7680 1667 257 1730 302 75513 測定不能 6661 647 2389 207
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) DCC [83]
(e) Lanczos [81] (f) SAI [89]
(g) RSAI [90] (h) 提案法
図 4.8 SIDBA512サイズ画像 01，２倍拡大推定．
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) DCC [83]
(e) Lanczos [81] (f) SAI [89]
(g) RSAI [90] (h) 提案法
図 4.9 McMデータセット画像 12，２倍拡大推定．
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) DCC [83]
(e) Lanczos [81] (f) SAI [89]
(g) RSAI [90] (h) 提案法
図 4.10 Kodakデータセット画像 20，２倍拡大推定．
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(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) Lanczos [81]
(e) 提案法
図 4.11 McMデータセット画像 13，3倍拡大推定．
76
(a) 原画像 (b) 入力低解像度画像
(c) Bicubic [80] (d) Lanczos [81]
(e) 提案法
図 4.12 SIDBA512× 512サイズ画像 09，4倍拡大推定．
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(a) 入力低解像度画像 (b) Bicubic [80]
(c) Lanczos [81] (d) 提案法
図 4.13 Kodakデータセット画像 03，3.5倍拡大推定．
(a) 入力低解像度画像 (b) Bicubic [80]
(c) Lanczos [81] (d) 提案法




























































































表 5.1 ミックスノイズ入低解像度画像に対する２倍拡大時平均 PSNR．
SIDBA512(図 3.7) Kodak(図 3.8) McM(図 3.9)
σ p 提案法１ 提案法２ 提案法３ 提案法１ 提案法２ 提案法３ 提案法１ 提案法２ 提案法３
0% 26.78 28.77 28.69 28.48 29.81 29.73 30.63 32.55 32.48
5 5% 26.39 26.48 27.79 28.07 27.53 28.89 30.00 28.93 31.13
10% 26.00 24.48 26.63 27.70 25.50 27.87 29.34 26.24 29.56
0% 26.31 27.57 27.88 27.85 28.55 28.90 29.44 30.40 30.89
10 5% 26.03 25.90 27.35 27.58 26.86 28.44 29.08 27.99 30.23
10% 25.76 24.21 26.66 27.33 25.16 27.90 28.68 25.77 29.40
0% 25.78 26.34 27.08 27.22 27.23 28.12 28.39 28.54 29.58
15 5% 25.56 25.07 26.74 27.00 25.91 27.82 28.12 26.80 29.19



























(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.3 McMデータセット画像 04，σ = 10, p = 5%，２倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.4 McMデータセット画像 04，σ = 15, p = 0%，２倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.5 Kodakデータセット画像 21，σ = 15, p = 5%，２倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
図 5.6 McMデータセット画像 06，σ = 5, p = 0%，3倍拡大結果．
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(a) 目標高解像度画像 (b) ノイズ入低解像度画像
(c) 提案法１ (d) 提案法２
(e) 提案法３
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