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Abstract
Zero inflation is a common nuisance while monitoring disease progression
over time. This article proposes a new observation driven model for zero in-
flated and over-dispersed count time series. The counts given the past history
of the process and available information on covariates is assumed to be dis-
tributed as a mixture of a Poisson distribution and a distribution degenerate at
zero, with a time dependent mixing probability, pit. Since, count data usually
suffers from overdispersion, a Gamma distribution is used to model the excess
variation, resulting in a zero inflated Negative Binomial (NB) regression model
with mean parameter λt. Linear predictors with auto regressive and moving
average (ARMA) type terms, covariates, seasonality and trend are fitted to
λt and pit through canonical link generalized linear models. Estimation is
done using maximum likelihood aided by iterative algorithms, such as Newton
Raphson (NR) and Expectation and Maximization (EM). Theoretical results
on the consistency and asymptotic normality of the estimators are given. The
proposed model is illustrated using in-depth simulation studies and a dengue
data set.
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1 Introduction
Time series modelling of counts though a popularly researched topic, is often plagued
by the problem of excess zeros. For example, during geographical mapping of the
prevalence of a certain disease, it is commonly noted that some regions/areas under
study report a high degree of zero disease counts. In such situations, it is difficult to
understand if the observed counts, represent true disease prevalence or a spurious one
(i.e., the disease may be present but was not observed/reported). However, ignoring
the excess zero counts while setting up the time series model may lead to incorrect
estimates and loss of significant results (Perumean-Chaney et al., 2013).
The two main methods for modeling count time series are, observation driven and
parameter driven models (Cox (1981)). These two modelling techniques differ from
each other in the way they account for the autocorrelation in the data. While in
observation driven models, the autocorrelation is modeled as a function of the past
responses, a latent variable approach is used in parameter driven models. For non-
normal time series, parameter driven models were considered by West et al. (1985),
Fahrmeir and Wagenpfeil (1997), Durbin and Koopman (1997, 2000), Gamerman
(1998a), Fahrmeir and Tutz (2001), Chiogna and Gaetan (2002), Godolphin and Triantafyllopoulos
(2006), Gamerman et al. (2013), among others. To compute the posterior distribu-
tions of the parameters in such models, MCMC methods (Durbin and Koopman
(1997), Shephard and Pitt (1997) and Gamerman (1998b)) were frequently used for
estimation. Benjamin et al. (2003) noted that often these MCMC algorithms fail to
converge resulting in poor inference and predictions. Also, in more recent times the
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particle filter algorithm (Durbin and Koopman (2012)) has been sometimes used to
replace these MCMC methods. Compared to parameter driven models, the com-
putational complexity for parameter estimation is much less in observation-driven
models (Chan and Ledolter (1995), 1995; Durbin and Koopman (2000), Davis et al.
(2003a)). In these models, the conditional distribution for each observation given
past information on responses and past and possibly present covariates is described
by a generalized linear model (GLM) distribution. Partial likelihood theory com-
bined with GLMs is used for estimation. These type of models for count time series
have been used by Zeger and Qaqish (1988), Li (1994), Fokianos and Kedem (2004),
Shephard (1995), Davis et al. (2003b), and Benjamin et al. (2003), Fokianos et al.
(2009), Fokianos and Tjstheim (2011), Douc et al. (2013) and Davis and Liu (2016),
among others.
In contrast to a large body of work on count time series models, literature on such
time series with zero inflation is still very sparse. Perumean-Chaney et al. (2013) ar-
gued the importance of using a zero inflated model, and showed that ignoring these
excess zeros may lead to poor estimation and chances of statistically significant find-
ings being ignored. Yau et al. (2004) proposed a mixed autoregressive model for zero
inflated count time data and applied it to an occupational health study. The auto-
correlation was modeled using a random effect. More recently, Schmidt and Pereira
(2011) used parameter driven models to fit zero inflated count time data, while
Yang et al. (2013) proposed a zero inflated observation driven autoregressive model.
Note, all of these zero inflated models were autoregressive in nature, not considering
the possibility of including moving average components. However, in classical time
series literature we have seen that moving average terms play an important role,
and approximation of such terms by autoregressive terms may lead to inaccurate
predictions (Li (1994)).
3
In this article, we propose a new class of observation driven models for zero
inflated and overdispersed time dependent counts. Our approach combines both au-
toregressive as well as moving average components in the zero inflated count time
series model. The counts conditioned on the past information on responses and past
and possibly present covariates are assumed to follow a mixture of a Poisson distri-
bution and a distribution degenerate at zero. Since, the assumption of equality of
mean and variance as made by the Poisson distribution rarely holds true in practical
situations, the excess variation is modeled by a Gamma distribution, resulting in a
zero inflated NB model. Regression models with ARMA terms, along with trend,
seasonality and various other covariates are fitted to the mean parameter of the NB,
λt, and the mixing parameter, πt, using log and logit links, respectively. The NR
algorithm is used to maximize the conditional log-likelihood function and obtain the
ML estimators of the parameters. Due to the complicated expression of the log like-
lihood, we also develop an EM algorithm to provide alternative parameter estimates.
The proposed estimators are shown to be consistent and asymptotically normal using
the central limit theorem for martingales. Note for count time series ARMA models,
no such asymptotic results exists in the available literature.
To motivate the necessity of including both AR and MA terms, we use our pro-
posed approach to model the dynamics of dengue in Mumbai, the most densely
populated city in India. We show that the zero inflated NB-ARMA model helps
us to visualise and understand the progression of dengue over time more accurately
than other models with only autoregressive terms. Since, dengue incidence has been
related to various climatic factors (Jain et al. (2019), Siriyasatien et al. (2016)), we
include the climatic factors, relative humidity, amount of rainfall, temperature in our
model. A superior predictive performance of our proposed model when compared
with various other available techniques for modelling dengue establishes the need for
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using a zero inflated NB-ARMA regression model.
To summarise, the original contributions of this article include (i) a new ARMA
type model for a zero inflated and overdispersed count time series setup, (ii) the-
oretical proofs of asymptotic properties of the model estimators and (iii) in-depth
analysis of a unpublished Indian dengue data.
The rest of the paper is organized as follows. The proposed model is discussed
in Section 2. In Section 3 we give the details on model estimation, inference and
asymptotic theory. Simulation results for evaluating the estimation techniques are
provided in Section 4, followed by a detailed analysis of the Mumbai zero inflated
dengue data in Section 5.
2 Proposed Statistical Model
We model the conditional distribution of the counts at time t, Yt, given Ht and w,
by a hierarchical mixture distribution,
Yt|Ht, w ∼
 0 with probability πtPoisson(λtw) with probability(1− πt) (1)
where w follows Gamma(k, k). Here Ht is the information available on responses till
time (t − 1) and on covariates till time t, and w represents the excess variation for
t = 1, . . . , N . The above equation can be re-expressed as,
Yt|Ht ∼
 0 with probability πtNB(k, 1
1+λt/k
) with probability (1− πt).
(2)
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or equivalently as,
Yt|Ht =
 0 with probability πt + (1− πt)(
1
1+λt/k
)k ;
m with probability (1− πt)Γ(m+k)m! Γ(k)
(
λt/k
1+λt/k
)m(
1
1+λt/k
)k (3)
where m = 1, 2, . . .. The conditional mean and variance of Yt|Ht are E(Yt|Ht) =
λt(1− πt) = Λt and Var(Yt|Ht) = λt(1− πt)[1 + λtπt + λt/k] = Ψt, respectively.
As in a standard GLM setup the means are related to the linear predictor through
an invertible link function g(·). In the zero inflated model, there are two means, the
NB mean, λt, and the Bernoulli mean (mixing parameter), πt, which are respectively
modeled as,
λt = exp(Wt)
πt =
exp(Mt)
1 + exp(Mt)
.
The state processes (linear predictors),
Wt = x
T
t β + Zt
Mt = u
T
t δ + Vt (4)
are assumed to depend on certain covariates along with autoregressive and moving
average terms to be added to the model as follows: For t ≤ 0, we define Vt = Zt =
et = 0 and for t > 0,
Zt =
p1∑
i=1
φi(Zt−i + et−i) +
q1∑
j=1
θjet−j , (5)
Vt =
p2∑
i=1
αi(Vt−i + et−i) +
q2∑
j=1
γjet−j , (6)
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where et the standardized error is defined as
et =
(Yt − Λt)√
Ψt
. (7)
The ARMAmodel givesHt = (x1, . . . , xt, u1, . . . , ut, y1, . . . , yt−1, Λ1, . . . ,Λt−1,Ψ1, . . . ,Ψt−1).
The covariate vectors xt and ut may be same or different for the two linear predictors.
In general, we assume that the lengths of xt and ut are n1 and n2, respectively, while
the unknown parameters β, φ, θ, δ, α and γ are vectors of lengths n1, p1, q1, n2, p2
and q2, respectively.
2.1 Some properties of the state processes
The ARMA models for Zt and Vt can be re-written as the following MA(∞) models
(Davis et al., 2003b),
Zt =
∞∑
j=1
θjet−j (8)
Vt =
∞∑
j=1
γjet−j . (9)
Now, for t ≥ 1, the standardized error, et, has expectation 0 and variance 1. Also,
the independence of Yt|Ht makes the errors uncorrelated, i.e., Cov(et, es) = 0, t 6= s.
Using these error properties, we obtain,
E(Wt) = x
′
tβ, V ar(Wt) =
∞∑
j=1
θ2j = c1
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and, for s = t+ h, h > 0, cov(Wt,Ws) =
∑∞
j=1 θjθj+h = c2. Similarly,
E(Mt) = u
′
tδ, V ar(Mt) =
∞∑
j=1
γ2j = c3, cov(Mt,Ms) =
∞∑
j=1
γjγj+h = c4,
where c1, c2, c3 and c4’s are constants. Hence, the variances and covariances of the
two state processes are time independent.
Theorem 1. Suppose the marginal mean of Yt is Λt = exp(Wt)(1 − exp(Mt)1+exp(Mt)),
where Wt = β0 + θ1et−1 and Mt = δ0 + γ1et−1. Then, the bivariate Markov chain
Rt = (Wt,Mt) is bounded in probability, and therefore has at least one stationary
distribution.
The detailed proof of this theorem is given in Appendix A.
3 Estimation
Model fitting is done by ML using iteratively reweighted least squares, as in the
context of standard GLMs. As the covariates maybe stochastic, from the con-
ditional density of Yt|Ht in (3) we get the partial log-likelihood function to be
(Fokianos and Kedem, 2004),
PL(Θ) =
N∑
t=1
PLt(Θ) =
∑
yt=0
log(πt + (1− πt)p˜kt ) +
∑
yt>0
[
log(1− πt) + log Γ(k + yt)
− log Γ(k)− log yt! + k log p˜t + yt log(1− p˜t)
]
, (10)
where Θ = (β, φ, θ, δ, α, γ, k) is the set of all p(= n1 + p1 + q1 + n2 + p2 + q2 + 1)
parameters. For the purpose of simplifying the notations, p˜t is defined to be
k
k+λt
and ν = (β, φ, θ, δ, α, γ). Note, ν represents the model parameters in the processes
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Wt and Mt, where
Wt = x
T
t β +
p1∑
i=1
φi(Zt−i + et−i) +
q1∑
j=1
θjet−j
Mt = u
T
t δ +
p2∑
i=1
αi(Vt−i + et−i) +
q2∑
j=1
γjet−j ,
while k expresses the overdispersion. The score functions are as follows:
∂PL
∂ν
=
∑
yt=0
1
πt + (1− πt)p˜kt
[∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
]
+
∑
yt>0
[
− 1
1− πt
∂πt
∂ν
+
k
p˜t
∂p˜t
∂ν
− yt
1− p˜t
∂p˜t
∂ν
]
, (11)
∂PL
∂k
=
∑
yt=0
1
πt + (1− πt)p˜kt
[∂πt
∂k
+ (1− πt)p˜kt
( k
p˜t
∂p˜t
∂k
+ log p˜t
)
− p˜kt
∂πt
∂k
]
+
∑
yt>0
[
− 1
1− πt
∂πt
∂k
+ ψ0(k + yt)− ψ0(k) + k
p˜t
∂p˜t
∂k
+ log p˜t − yt
1− p˜t
∂p˜t
∂k
]
,(12)
where ψ0(·) is a digamma function. For details see Appendix B.
The solutions of the score equations, ∂PL
∂ν
= 0 and ∂PL
∂k
= 0 are denoted re-
spectively by νˆ and kˆ, however the estimators do not have closed form expressions
necessitating the use of the NR algorithm as follows,
Θ̂(j+1) = Θ̂(j) +H−1n (Θ̂
(j))Sn(Θ̂
(j)),
where Sn(Θ) =
∂PL
∂Θ
is the score function and Hn(Θ) =
∂2PL
∂Θ∂Θ′
is the observed in-
formation matrix. Detailed derivations of the components of Hn(Θ) are supplied in
Appendix B.
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3.1 EM algorithm
Due to the complicated score equations, Lambert (1992) suggested the alternative
use of the EM algorithm (Dempster et al. (1977)). Suppose, it is possible to observe
a Bernoulli variable St, which takes value 1 when Yt is from the perfect zero state
and is 0 when Yt is from the NB state. Then, the partial log-likelihood with complete
data y := (y1, y2, . . . , yN) and s := (s1, s2, . . . , sN) can be written as,
PLc(Θ) =
N∑
t=1
log(f(st|Ht)) +
N∑
t=1
log(f(Yt|st, Ht))
=
N∑
t=1
st log(πt) + (1− st) log(1− πt)
+
N∑
t=1
(1− st)
[
log Γ(k + yt)− log Γ(k)− log yt! + k log p˜t + yt log(1− p˜t)
]
.(13)
In the E-step the expectation of PLct(Θ) is computed with respect to the observed
count series y and current parameter estimates. The (i+ 1)th iteration yields,
Q(Θ|Θ(i)) =E{PLc(Θ)|y,Θ(i)} =
N∑
t=1
sˆ
(i)
t log(πt) + (1− sˆ(i)t ) log(1− πt)
+
N∑
t=1
(1− sˆ(i)t )
[
log Γ(k + yt)− log Γ(k)− log yt! + k log p˜t + yt log(1− p˜t)
]
,
(14)
where sˆ
(i)
t = Pr(st = 1|Yt = yt, Ht,Θ(i))
=
Pr(st = 1|Θ(i))Pr(Yt = yt|Ht, st = 1,Θ(i))
Pr(Yt = yt|Ht,Θ(i))
=
π
(i)
t I{yt=0}
π
(i)
t I{yt=0} + (1− π(i)t )Γ(yt+k)yt!Γ(k)
(
λ
(i)
t /k
1+λ
(i)
t /k
)yt(
1
1+λ
(i)
t /k
)k .
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In the M-step, Θ(i+1) is found by maximizing Q(Θ;Θ(i)). The NR algorithm is
used for estimation of Θ(k+1) as described at the end of the previous section. The
detailed derivations of the components Tn(Θ) =
∂Q(Θ;Θ(i))
∂Θ
and Jn(Θ) =
∂2Q(Θ;Θ(i))
∂Θ∂Θ′
are given in Appendix B. The sequence {Θj : j = 1, 2, . . . } generated by the EM
algorithm is a convergent sequence and it converges to local maximizer of (10).
3.2 Asymptotic Theory
The consistency and asymptotic normality of the maximum partial likelihood esti-
mator νˆ with a known overdispersion parameter k is addressed in this section. We
rewrite the score function in (11) as SN(ν) =
∑N
t=1 S
t(ν) where
St(ν) =
y0t
πt + (1− πt)p˜kt
[
∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
]
+(1− y0t)
[
− 1
1− πt
∂πt
∂ν
+
k
p˜t
∂p˜t
∂ν
− yt
1− p˜t
∂p˜t
∂ν
]
, (15)
here y0t := I(yt = 0) is an indicator function. Let S
t
1 :=
1
πt+(1−πt)p˜kt
[
∂πt
∂ν
+ (1 −
πt)kp˜
k−1
t
∂p˜t
∂ν
− p˜kt ∂πt∂ν
]
and St2 := − 11−πt ∂πt∂ν + kp˜t ∂p˜t∂ν . Then, the conditional information
matrix is
GN(ν) =
N∑
t=1
V ar[St(ν)|Ht]
=
N∑
t=1
V ar
[
y0tS
t
1 + (1− y0t)St2 −
yt
1− p˜t
∂p˜t
∂ν
|Ht
]
=
N∑
t=1
{
(St1 − St2)(St1 − St2)TV ar(y0t|Ht) +
V ar(yt|Ht)
1− p˜t
∂p˜t
∂ν
(∂p˜t
∂ν
)T}
, (16)
where V ar(y0t|Ht) = (πt+(1−πt)p˜kt )(1−πt)(1− p˜kt ) and V ar(yt|Ht) = λt(1−πt)(1+
λtπt + λt/k). The unconditional information matrix is FN(ν) := E[GN (ν)]. Further
11
from the law of large numbers (Dekking et al. (2005)),
GN(ν)
N
P−−→ G(ν), (17)
asN →∞, whereG(ν) := E
[
(St1 − St2)(St1 − St2)TV ar(y0t|Ht) + V ar(yt|Ht)1−p˜t ∂p˜t∂ν
(
∂p˜t
∂ν
)T]
.
The consistency and the asymptotic normality of νˆ for known k is proved un-
der the following assumptions, which are slight modifications of those stated in
Fokianos and Kedem (1998).
1. The true parameter ν belongs to an open set N ⊆ Rn1+p1+q1+n2+p2+q2.
2. The covariate vectors, xt almost surely lies in a nonrandom compact subset X
of Rn1 and ut almost surely lies in a nonrandom compact subset U of Rn2 .
3. The matrix GN(ν) is a positive definite matrix with probability 1. Also, G(ν)
is a positive definite matrix at the true values of ν and therefore its inverse
exists.
Theorem 2. Consider the state processes, Wt and Mt in (4) and suppose assump-
tions 1-3 hold true. Then, SN(ν) converges in distribution to a normal distribution,
N (0, G−1(ν)), as N →∞.
Proof. The central limit theorem (CLT) for martingales (Corollary 3.1 of Hall and Heyde
(2014)) will be used to prove the asymptotic normality of SN(ν). To use the corollary,
we first need to verify the following:
i. The score function is a martingale difference sequence i.e., E[St(ν)|Ht] = 0 and
E[‖St(ν)‖] <∞, and
ii. Lindeberg’s condition i.e., for all ǫ > 0, 1
N
∑N
t=1 E [‖St(ν)‖2I(‖St(ν)‖ > ǫ)|Ht] P−−→
0, as N →∞.
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We have,
E
[
St(ν)|Ht
]
=E
{ y0t
πt + (1− πt)p˜kt
[
∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
]
+ (1− y0t)
[
− 1
1− πt
∂πt
∂ν
+
k
p˜t
∂p˜t
∂ν
− yt
1− p˜t
∂p˜t
∂ν
]
|Ht
}
=
E[y0t|Ht]
πt + (1− πt)p˜kt
[
∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
]
+ E[(1− y0t)|Ht]
[
− 1
1 − πt
∂πt
∂ν
+
k
p˜t
∂p˜t
∂ν
]
− E[yt|Ht]
1− p˜t
∂p˜t
∂ν
. (18)
Substituting E[y0t|Ht] = πt + (1 − πt)p˜kt , E[(1 − y0t)|Ht] = (1 − πt)(1 − p˜kt ) and
E[yt|Ht] = λt(1− πt) in (18) above, we obtain
E
[
St(ν)|Ht
]
=
∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
+ (1− πt)(1− p˜kt )
[
− 1
1 − πt
∂πt
∂ν
+
k
p˜t
∂p˜t
∂ν
]
− λt(1− πt)
1− p˜t
∂p˜t
∂ν
= 0. (19)
Next consider,
E
[‖St(ν)‖] ≤ E ∥∥∥∥ y0tπt + (1− πt)p˜kt
[
∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
]∥∥∥∥
+ E
∥∥∥∥(1− y0t) [− 11 − πt ∂πt∂ν + kp˜t ∂p˜t∂ν − yt1− p˜t ∂p˜t∂ν
]∥∥∥∥
≤ E
[
y0t
πt + (1− πt)p˜kt
]
E
∥∥∥∥∂πt∂ν + (1− πt)kp˜k−1t ∂p˜t∂ν − p˜kt ∂πt∂ν
∥∥∥∥
+ E[1− y0t]E
∥∥∥∥− 11− πt ∂πt∂ν + kp˜t ∂p˜t∂ν
∥∥∥∥+ E [ yt1− p˜t
]
E
∥∥∥∥∂p˜t∂ν
∥∥∥∥ , (20)
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applying the law of total expectation to the above equation, we get
E
[‖St(ν)‖] ≤ E ∥∥∥∥∂πt∂ν + (1− πt)kp˜k−1t ∂p˜t∂ν − p˜kt ∂πt∂ν
∥∥∥∥
+ E[(1− πt)(1− p˜t)]E
∥∥∥∥− 11− πt ∂πt∂ν + kp˜t ∂p˜t∂ν
∥∥∥∥+ E [λt(1− πt)1− p˜t
]
E
∥∥∥∥∂p˜t∂ν
∥∥∥∥
(21)
Using assumptions 1 and 2 along with the fact et = 0 for t ≤ 0 in (4), E[Wt]
and E[Mt] are finite, implying E[λt] < ∞, E[πt] < ∞. Using Holders inequality
(Hardy et al. (1934)), we can then conclude that E [‖St(ν)‖] < ∞. Therefore the
score function (15) is a martingale difference sequence.
For proving Lindeberg’s condition, we consider
1
N
N∑
t=1
E
[‖St(ν)‖2I(‖St(ν)‖ > √Nδ)|Ht] ≤ 1
N2δ2
N∑
t=1
E
[‖St(ν)‖4|Ht] P−−→ 0, (22)
as N →∞, since E[‖St(ν)‖4] <∞.
Using the CLT for martingales, we can therefore say that the partial score function
SN(ν) converges in distribution to a normal random variable with zero mean and
variance G(ν)−1.
Expressing the information matrix HN(ν) as HN(ν) = GN(ν) − RN(ν), where
RN(ν) is a remainder term, we will show that
RN (ν)
N
P−→ 0. We already have GN (ν)
N
P−→
G(ν) and HN (ν)
N
P−→ E
[
∂2PLt(Θ)
∂ν∂νT
]
from the law of large numbers (Dekking et al.
(2005)), implying RN (ν)
N
converges in probability to G(ν) + E
[
∂2PLt(Θ)
∂ν∂νT
]
. Thus, we
need to prove that G(ν) + E
[
∂2PLt(Θ)
∂ν∂νT
]
is zero. In Theorem 2 we showed that
E[St(ν)|Ht] = 0, which implies
∑N
t=1 S
t(ν)P (Yt|Ht) = 0. Differentiating both sides
with respect to ν we get, E
[
∂2PLt(Θ)
∂ν∂νT
|Ht
]
= −E [St(ν)St(ν)T |Ht]. Thus, we can
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write
G(ν) + E
[
∂2PLt(Θ)
∂ν∂νT
]
= E(V ar[St(ν)|Ht]) + E
[
E
[
∂2PLt(Θ)
∂ν∂νT
|Ht
]]
= E(V ar[St(ν)|Ht])−E
[
E[St(ν)(St(ν))T |Ht]
]
= E
[
E[St(ν)(St(ν))T |Ht]− E[St(ν)|Ht]E[St(ν)|Ht]T
]−E [St(ν)(St(ν))T ]
= E
[
E[St(ν)(St(ν))T |Ht]
]−E [E[St(ν)|Ht]E[St(ν)|Ht]T ]− E [St(ν)(St(ν))T ]
= E
[
St(ν)(St(ν))T
]− E [St(ν)(St(ν))T ]
= 0. (23)
Therefore, the remainder term RN (ν)
N
converges in probability to zero, as N →∞.
Lemma 1. Under the assumptions 1-3, λmin(FN(ν)) → ∞, as N → ∞, where
λmin(FN (ν)) is the minimum eigenvalue of the unconditional information matrix
FN(ν).
Proof is similar to that of Lemma 3.2 of Fokianos and Kedem (1998).
Theorem 3. Under the assumptions 1-3, the probability that a locally unique maxi-
mum partial likelihood estimator exists converges to one. Also, the maximum partial
likelihood estimator νˆ is consistent and
√
N(νˆ − ν) D−−−→ Nn1+p1+q1+n2+p2+q2(0, G−1(ν))
as N →∞.
The proof is similar to that of Theorem 3.3.1 in Fokianos and Kedem (1998) and
is skipped here for brevity.
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3.3 Model Inference and Goodness-of-Fit Statistics
For inferring about the model parameters, we make the assumption that the cen-
tral limit theorem holds for Θ̂ (for CLT for νˆ see Theorem 3) so that,
√
n(Θ̂ −
Θ)
d−→ N(0, Ωˆ), as n → ∞, where Ωˆ is the approximate covariance matrix, i.e.,
Ωˆ = −
(
∂2PL(Θˆ)
∂Θ∂Θ′
)−1
or Ωˆ = −
(
∂2PLc(Θˆ)
∂Θ∂Θ′
)−1
.
To test the hypotheses, H0 : CΘ = ζ, versus H1 : CΘ 6= ζ, where the matrix C
is of order m× p and of rank m(≤ p), an approximate Wald type statistic,
W = (CΘ̂− ζ)T [CΩˆCT ]−1(CΘ̂− ζ) ∼ χ2m, for large N under H0,
is used. Consider two zero inflated NB-ARMA models, such that the number of
fitted parameters are (mp1 , mp2) and their respective deviances are, (Dmp1 , Dmp2 ).
The likelihood ratio test statistic L = Dmp1 − Dmp2 for testing between the two
models may be assumed to follow a χ2mp1−mp2 under H0. Other than the deviance,
the mean squared error (MSE), the Pearson chi-square, the two information criteria
(AIC, BIC), and mean absolute deviation (MAD) may also be used to evaluate and
select competing models. For definitions of these various selection criteria, refer to
Chapter 1 of Kedem and Fokianos (2002).
4 Simulation Results
In this section the estimators and their asymptotic properties are evaluated through
simulations for various zero inflated NB ARMA models. The models considered are:
• Model 1: Only MA terms are considered in the log and logit mean models with
(p1 = p2 = 0, q1 = 2, q2 = 1):
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• Model 2: Both AR and MA components are present with (p1 = p2 = 1, q1 =
2, q2 = 1)
Linear trend and half yearly seasonality terms were also introduced in both mean
models. Simulations with 1000 replications and sample sizes n = 30, 100 and 500
were run, and the results are displayed in Tables 1 and 2. A comparison of the
empirical distribution of the data (for n = 100) with the fitted values from both EM
and MLE procedures show that estimation results are similar (see Figure 1).
Figure 2 contains the plots of the estimated densities of Model 2 for n = 100 with
the appropriate normal density using the true parameter values from Table 2. We
see that the estimated and asymptotic densities are in agreement with each other.
5 Real Data Analysis
Dengue is a life-threatening mosquito-borne viral infection transmitted to humans
through the bites of infected Aedes aegypti mosquitoes. The dengue virus comprises
of four distinct but closely related serotypes (DEN 1-4). It is one of the most severe
health problems being faced globally, with WHO reporting that there are 390 million
dengue infections per year worldwide. In 2015, India alone reported 99913 dengue
cases including 200 deaths. The dengue data under investigation consist of weekly
dengue counts in a three year period, January 2013 to November 2015, collected
from the various municipality wards of Greater Mumbai (Mumbai and its suburbs)
by the public health department of the Municipal Corporation of Greater Mumbai
(MCGM). However, the distribution of disease counts across Mumbai wards are quite
uneven with some wards reporting excessive zero weekly counts (a maximum of 50%)
in the span of three years as compared to the rest. We suspect that these zero disease
counts are due to underreporting of dengue cases from the wards. Shepard et al.
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(2014) reports a prevalence of severe underreporting of dengue cases in India. Note
the dengue data set is new and unpublished.
5.1 An Initial Look at the Dengue Data
Taking a preliminary glance at the dengue data we note that the data set consists of
weekly counts spanning over three years from the wards of Mumbai. The main city
of Mumbai is divided into several administrative divisions known as wards, these
wards are numbered alphabetically from A-F. Few of these wards (A-D) report a
high quantity of zero dengue counts, while the rest report mostly non-zero counts
consistently throughout the year. We suspect that the zero dengue counts in wards
A-D arise due to their large distance from the national sentinel dengue surveillance
hospitals, which leads to an under/non-reporting of active dengue cases. In this
article, we analyze the dengue counts from ward A, the histogram in Figure 3 shows
ward A has a high percentage of zeros (66 in total, i.e., 44.29%).
The distribution of weekly dengue counts (test results based on the MAC ELISA
method) from Ward A in the period January 2013 - November 2015 (149 weeks) (see
Figure 3) shows an increasing trend and yearly seasonality with high dengue counts
reported during monsoon months. This non-stationary behaviour of the dengue time
series is also apparent from the ACF and PACF plots of the ward A dengue data
(Figure 4).
5.2 Analyzing the Dengue Data
The proposed zero inflated NB-ARMA model for various values of the pairs (p1, q1)
and (p2, q2) is fitted to the dengue data. The NB mean λt is modeled using a log
model, while a logit model is fitted to πt. Due to the nonstationary behaviour
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detected in the dengue count data (see Figure 4) we tested for presence of trend
and seasonality. A linear trend and yearly seasonality (represented by a pair of sine
and cosine terms) were found to be statistically significant. The weather covariates
introduced in the mean models were, average temperature (Tavg), relative humidity
(HMD) and rainfall (RF). However, from preliminary analysis (not reported here)
it was seen that πt was not affected significantly by any of the weather covariates
or any order of AR or MA terms. Based on these observations, we considered the
following model forms for Wt and Mt (note that in each model Mt has a simple form
with only trend and seasonality terms):
Model 1:
Wt = x
T
t β +
5∑
j=1
θjet−j , Mt = u
T
t δ,
where, xTt =
[
1, t, cos(2πt/52), sin(2πt/52), RF,HMD, Tavg
]
, uTt =
[
1, t, cos(2πt/52), sin(2πt/52)
]
.
Model 2:
Wt = x
T
t β +
4∑
j=1
θjet−j , Mt = u
T
t δ,
Model 3:
Wt = x
T
t β +
5∑
i=1
φiZt−i +
5∑
j=1
θjet−i, Mt = u
T
t δ,
Model 4:
Wt = x
T
t β +
3∑
j=1
θjet−j , Mt = u
T
t δ,
for models 2-4, xTt =
[
1, t, cos(2πt/52), sin(2πt/52), HMD, Tavg
]
, uTt =
[
1, t, cos(2πt/52), sin(2πt/52)
]
Model 5:
Wt = x
T
t β + θ1et−1 + θ3et−3, Mt = u
T
t δ,
where xTt =
[
1, t, cos(2πt/52), sin(2πt/52), HMD
]
, uTt =
[
1, cos(2πt/52), sin(2πt/52)
]
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and for all models (1-5) et =
Yt−λt(1−πt)√[
λt(1−πt)(1+λtπt+
λt
kt
)
] .
We choose M5 as the best model based on values of AIC and BIC (see Table
3). The deviance and chi-square values for M5 are also small when compared to
models M1-M4. The parameter estimates based on EM algorithm, standard errors
and p-values for the chosen model M5 are given in Table 4. No remaining pattern is
detected in the ACF and PACF plots of the residuals from M5 (see Figure 5), this
is also supported by a high p-value (> 0.40) of the Box-Ljung test (upto lag 3).
5.3 A Comparative Study
Statistical modeling of dengue data is not a new topic in the biomedical literature.
Some popular techniques for analyzing dengue incidence include, generalized lin-
ear models such as Poisson and NB multivariate regression models (Xu et al., 2014;
Minh An and Rocklo¨v, 2014; Lu et al., 2009). Modelling strategies based on Gaus-
sian assumptions to model count time data such as, ARIMA and SARIMA mod-
els with climate covariates (Luz et al., 2008; Gharbi et al., 2011; Wongkoon et al.,
2012; Martinez and Silva, 2011) are also popularly used to analyse dengue preva-
lence. However, due to the non-negative and integer valued nature of the data, these
ARIMA/SARIMA models may give undesirable results and general exponential fam-
ily formulation may be required (Cox (1981)). Temporal models, like autoregressive
(AR) Poisson or NB distributions (Lu et al., 2009; Brie¨t et al., 2013) have also been
fitted to dengue data. However, most of these models have a simple form with at
most a first order autoregressive term on the past responses and current values of
the covariates. These simple model forms are shown to be inadequate in capturing
the complex disease trajectory over time in the following comparative study.
We compared the performance of M5 with some popular statistical dengue models
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available in the literature. The alternative models compared are zero inflated NB
models with only AR terms, NB models with no zero inflation, ARIMA and SARIMA
models.
• Alternative Model (AM-1): Zero inflated Negative Binomial with AR(1) terms
Yt|st, Ht ∼ NB (k, (1− st)λt) st|Ht ∼ Bernoulli (πt). (24)
The means λt and ωt are modeled using the link functions,
log(λt) = x
T
t β + θI{yt−1>0}, logit (πt) = u
T
t δ, (25)
where Ht = (yt−1, xt, ut), x
T
t =
[
1, t, cos(2πt/52), sin(2πt/52), HMDt
]
and
uTt =
[
1, cos(2πt/52), sin(2πt/52)
]
.
• Alternative Model (AM-2): Negative Binomial (k, λt/λt+k) with AR(1) terms
log(λt) = x
T
t β + θ{log(y∗t−j)− xTt−jβ}, (26)
where y∗t−j = max(yt−j, c), 0 < c < 1 and x
T
t =
[
1, t, cos(2πt/52), sin(2πt/52), HMDt
]
.
• Alternative Model (AM-3): ARIMA (p, r, q) model was fitted to the dengue
counts. The best model with least AIC and BIC values was the ARIMA (2,0,2).
• Alternative Model (AM-4): The best SARIMA model with respect to AIC and
BIC values was SARIMA (2, 0, 0)(1, 0, 1)52.
Table 5 shows that M5 has the lowest values of all four reported goodness of fit
statistics. By setting different threshold values (i.e., if Yˆt < threshold value, then
assume Yˆt = 0), we conducted a sensitivity analysis (see results in Table 6 ) of zero
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counts prediction by model M5 and the zero inflated model AM-1, the table shows
that the accuracy of M5 identifying the zeros is larger than AM-1.
Other than the above discussed alternative models, we also used a neural network
approach for dengue data fitting. Neural networks with one/two hidden layers and
(1, 3, 7, 10) hidden nodes with both sigmoid and tanh activation functions were tried.
The inputs were the response variables till lag 4, humidity, rainfall and average
temperature. The network with one hidden layer and node and the tanh activation
function gave the lowest values of MSE = 16.47 and MAD = 4.05.
6 Concluding Remarks
In this article, we proposed a zero inflated NB-ARMA model to fit correlated count
time data with excessive zeros and variation. The proposed model was successfully
fitted to weekly dengue counts with zero inflation. In a detailed comparison of the
chosen dengue model with various alternative models available in the literature we
saw that the selected model had the lowest values of RMSE and MAD values. All
computations were done using the R and Matlab statistical softwares.
In future, we are interested in extending the proposed model to a multivariate
time series setup using copulas. As an example, we may consider setting up a model
for dengue counts over time simultaneously for several regions.
Appendix A: Proof of Theorem 1
Proof. We will show that {Rt} is a weak-Feller chain bounded in probability on
average then using Theorem 12.0.1(i) of Meyn and Tweedie (1993) it will follow that
there exists at least one stationary distribution for {Rt}.
From the formulation of the linear predictors it follows that Rt is a homogeneous
Markov chain. For each r := (x, y) in state space X and A in Borel σ-algebra
B, let P (r, A) := P (Rt ∈ A|Rt−1 = r) be a transition probability function, where
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Rt := (Wt,Mt). Define
(Pf)(r) :=
∫
X
P (r, dz)f(z) = E[f(Rt)|Rt−1 = r] = E[f(st−1)], (27)
for some function f : X → R2, where st−1 = (β0 + θzt−1, δ0 + γzt−1) and
zt−1 =
(
Yt−1 − ex
(
1− e
y
1 + ey
))(
ex
(
1− e
y
1 + ey
)(
1 +
exey
1 + ey
+
ex
k
))−1/2
. (28)
Using definition (4.4.2) from Hernandez-Lerma and Lasserre (2003), we know that
the chain {Rt} is weak-Feller if and only if Pf ∈ Cb for all f ∈ Cb. Since Pf is
trivially bounded, we only need to show that Pf is a continuous function for all
f ∈ Cb.
Let the sequence {rn := (xn, yn)} in X converge to r := (x, y) in X point wise
i.e., limn→∞ xn = x and limn→∞ yn = y. Under these assumptions we get for z
n
t−1 :=(
Yt−1 − exn
(
1− eyn
1+eyn
))(
exn
(
1− eyn
1+eyn
)(
1 + e
xneyn
1+eyn
+ e
xn
k
))−1/2
, limn→∞ z
n
t−1 = zt−1.
Assuming β0, δ0, θ and γ to be finite we also have, limn→∞(β0 + θz
n
t−1, δ0 +
γznt−1) = (β0 + θzt−1, δ0 + γzt−1). Let f : X → R2 in Cb be a bounded continuous
function. Then, for snt−1 := (β0+ θz
n
t−1, δ0+ γz
n
t−1) , limn→∞ f(s
n
t−1) = f(st−1). Since
f is a bounded function, from the Bounded Convergence Theorem we get E[f(snt )]
converges to E[f(st)]. This implies, from (27), that (Pf)(rn) converges to (Pf)(r).
Hence, for every sequence rn converging to r in X , (Pf)(rn) converges to (Pf)(r)
which implies Pf is a continuous function. Therefore, for all f ∈ Cb, Pf ∈ Cb.
Hence, Rt = (Wt,Mt) is a weak-Feller chain.
In order to prove {Rt} is bounded in probability on average, we have to show
that for each initial condition r := (x, y) ∈ X and ǫ > 0 there exists a compact set
C ⊂ X such that lim infk→∞ P¯k(r, C) ≥ 1− ǫ, where P¯k(r, C) := 1k
∑k
i=1 P
i(r, C) and
P i(r, C) := P (Rt ∈ C|Rt−i = r) is the ith transition probability of the chain {Rt}
from r to C. If C := {(x, y) ∈ R2 : x2 + y2 ≤ c2} then,
P (r, Cc) =P (Rt ∈ Cc|Rt−1 = r)
=P (W 2t +M
2
t > c
2|Rt−1 = r). (29)
Since, W 2t +M
2
t is a nonnegative random variable, applying Markov inequality to
(29) we get,
P (r, Cc) ≤E[(W
2
t +M
2
t )|Rt−1 = r]
c2
=
E[W 2t |Rt−1 = r] + E[M2t |Rt−1 = r]
c2
=
V ar[Wt|Rt−1 = r] + β20 + V ar[Mt|Rt−1 = r] + δ20
c2
=
θ2 + β20 + γ
2 + δ20
c2
. (30)
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Thus, lim infk→∞ P (r, C
c) ≤ θ2+β20+γ2+δ20
c2
. For a given ǫ > 0, choosing c =
⌊√
θ2+β20+γ
2+δ20
ǫ
⌋
we have lim infk→∞ P (r, C
c) < ǫ. Then the ith transition probability is, P i(r, Cc) =∫
P (z, Cc)P i−1(r, dz) < ǫ
∫
P i−1(r, dz) = ǫ and
lim inf
k→∞
P¯k(r, C
c) = lim inf
k→∞
1
k
k∑
i=1
P i(r, Cc) < lim inf
k→∞
1
k
k∑
i=1
ǫ = ǫ. (31)
Hence, the sequence {Rt} is bounded in probability on average. Applying Theorem
12.0.1(i) of Meyn and Tweedie (1993), we can now say that Rt has at least one
stationary distribution.
Appendix B: Estimation Details
In equations (11) and (12),
∂πt
∂ν
=
eMt
(1 + eMt)2
∂Mt
∂ν
,
∂p˜t
∂ν
= − k
(k + λt)2
∂λt
∂ν
,
∂πt
∂k
=
eMt
(1 + eMt)2
∂Mt
∂k
;
∂p˜t
∂k
=
1
(k + λt)2
[
(k + λt)− k
(
1 +
∂λt
∂k
)]
,
∂λt
∂ν
= λt
∂Wt
∂ν
,
∂λt
∂k
= λt
∂Wt
∂k
.
where
∂Wt
∂ν
=
∂(x′tβ)
∂ν
+
∂Zt
∂ν
;
∂Wt
∂k
=
∂Zt
∂k
;
∂Mt
∂ν
=
∂(u′tδ)
∂ν
+
∂Vt
∂ν
;
∂Mt
∂k
=
∂Vt
∂k
,
and,
∂(x′tβ)
∂ν
=
[
x′t 0 0 0 0 0
]′
,
∂(u′tδ)
∂ν
=
[
0 0 0 u′t 0 0
]′
with corresponding
dimensions.
Further, using equations. (5) and (6), we have
∂Zt
∂ν
= A1ze + A2φ+ A3e1 + A4θ,
∂Zt
∂k
= B1φ+B2θ, (32)
where A1 =
[
∂φ1
∂ν
. . .
∂φp1
∂ν
]
, ∂φi
∂ν
=
[
0 1i 0 0 0 0
]′
where 1i is ith unit vector
of length p1, A2 =
[
∂Zt−1
∂ν
+ ∂et−1
∂ν
. . .
∂Zt−p1
∂ν
+
∂et−p1
∂ν
]
, A3 =
[
∂θ1
∂ν
. . .
∂θq1
∂ν
]
, ∂θi
∂ν
=[
0 0 1i 0 0 0
]′
where 1i is ith unit vector of length q1, A4 =
[
∂et−1
∂ν
. . .
∂et−q1
∂ν
]
,
ze =
[
Zt−1 + et−1 . . . Zt−p1 + et−p1
]′
, e1 =
[
et−1 . . . et−q1
]′
, B1 =
[
∂Zt−1
∂k
+ ∂et−1
∂k
. . .
∂Zt−p1
∂k
+
∂et−p1
∂k
]
and B2 =
[
∂et−1
∂k
. . .
∂et−q1
∂k
]
.
For the logit model we get similar expressions, as given below;
∂Vt
∂ν
= C1ve + C2α + C3e+ C4γ,
∂Vt
∂k
= D1α +D2γ (33)
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where C1 =
[
∂α1
∂ν
. . .
∂αp2
∂ν
]
, ∂αi
∂ν
=
[
0 0 0 0 1i 0
]′
where 1i is ith unit vec-
tor of length p2, C2 =
[
∂Vt−1
∂ν
+ ∂et−1
∂ν
. . .
∂Vt−p2
∂ν
+
∂et−p2
∂ν
]
, C3 =
[
∂γ1
∂ν
. . .
∂γq2
∂ν
]
, ∂γi
∂ν
=[
0 0 0 0 0 1i
]′
where 1i is ith unit vector of length q2, C4 =
[
∂et−1
∂ν
. . .
∂et−q2
∂ν
]
,
ve =
[
Vt−1 + et−1 . . . Vt−p2 + et−p2
]′
, e2 =
[
et−1 . . . et−q2
]′
,D1 =
[
∂Vt−1
∂k
+ ∂et−1
∂k
. . .
∂Vt−p2
∂k
+
∂et−p2
∂k
]
and D2 =
[
∂et−1
∂k
. . .
∂et−q2
∂k
]
.
The first derivative of the errors with respect to the parameters are,
∂et
∂Θ
=
[
∂et
∂ν
∂et
∂k
]
;
∂et
∂ν
=
1
a01
(a02 − D
2
√
a01
a03),
∂et
∂k
=
1
a01
(a02 − D
2
√
a01
a04),
for D = Yt − (1− πt)λt
a01 = λt(1− πt)(1 + λtπt + λt
k
)
a02 =
√
a01
[
− (1− πt)∂λt
∂ν
+ λt
∂πt
∂ν
]
a03 = λt(1− πt)
(
λt
∂πt
∂ν
+ πt
∂λt
∂ν
+
1
k
∂λt
∂ν
)
+ (1 + λtπt +
λt
k
)
(
− λt∂πt
∂ν
+ (1− πt)∂λt
∂ν
)
a04 = λt(1− πt)
(
λt
∂πt
∂k
+ πt
∂λt
∂k
+
1
k
∂λt
∂k
− λt
k2
)
+ (1 + λtπt +
λt
k
)
(
− λt∂πt
∂k
+ (1− πt)∂λt
∂k
)
.
The components of the Hessian matrix, H(Θ) are:
∂2L
∂ν∂ν ′
=
∑
yt=0
1
a211
(a11a12 − a13a′13) +
∑
yt>0
a14,
∂2L
∂k2
=
∑
yt=0
1
a211
(a11a22 − a223) +
∑
yt>0
a24,
∂L2
∂ν∂k
=
1
a211
∑
yt=0
[
a11
∂C
∂ν
−
(∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
)
C
]
+
∑
yt>0
{ 1
1− πt
∂2πt
∂ν∂k
− 1
(1− πt)2
∂πt
∂ν
(∂πt
∂k
)
+
k
p˜t
∂2p˜t
∂ν∂k
− k
p˜2t
∂p˜t
∂ν
(∂p˜t
∂k
)
+
1
p˜t
∂p˜t
∂ν
−
( yt
1− p˜t
) ∂2p˜t
∂ν∂k
− yt
(1− p˜t)2
∂p˜t
∂ν
(∂p˜t
∂k
)}
where C = ∂πt
∂k
+ (1− πt)p˜kt
(
k
p˜t
∂p˜t
∂k
+ log p˜t
)
− p˜kt ∂πt∂k and,
∂C
∂ν
=
∂2πt
∂ν∂k
+ (1− πt)p˜kt
( k
p˜t
∂2p˜t
∂ν∂k
− k
p˜2t
∂p˜t
∂ν
(∂p˜t
∂k
)
+
1
p˜t
∂p˜t
∂ν
(∂k
∂ν
) )
− p˜kt
∂2πt
∂ν∂k
+
( k
p˜t
∂p˜t
∂k
+ log p˜t
)(
(1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
)
−
(
kp˜k−1t
∂p˜t
∂ν
)∂πt
∂k
.
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For computing the H matrix we use the following:
a11 =πt + (1− πt)p˜kt ;
a12 =
∂2π
∂ν∂ν ′
+ k(1− πt)
(
(k − 1)p˜k−2t
∂p˜t
∂ν
(∂p˜t
∂ν
)′
+ p˜k−1t
∂2p˜t
∂ν∂ν ′
)
− p˜k−1t
∂p˜t
∂ν
k
(∂πt
∂ν
)′
− p˜kt
∂2πt
∂ν∂ν ′
− ∂πt
∂ν
kp˜k−1t
(∂p˜t
∂ν
)′
;
a13 =
∂πt
∂ν
+ (1− πt)kp˜k−1t
∂p˜t
∂ν
− p˜kt
∂πt
∂ν
;
a14 =− 1
(1− πt)
∂2πt
∂ν∂ν ′
− ∂πt
∂ν
1
(1− πt)2
(∂πt
∂ν
)′
+
k
p˜t
∂2p˜t
∂ν∂ν ′
− k
p˜2t
∂p˜t
∂ν
(∂p˜t
∂ν
)′
− yt
(1− p˜t)
∂2p˜t
∂ν∂ν ′
− ∂p˜t
∂ν
yt
(1− p˜t)2
(∂p˜t
∂ν
)′
.
a22 =
∂2πt
∂k2
+ ((1− πt)p˜kt )
[ k
p˜t
∂2p˜t
∂k2
+
1
p˜2t
(
p˜t − k∂p˜t
∂k
)∂p˜t
∂k
+
1
p˜t
∂p˜t
∂k
+ log p˜t
]
+
[ k
p˜t
∂p˜t
∂k
+ log p˜t
][
p˜kt
∂πt
∂k
+ (1− πt)p˜kt
( k
p˜t
∂p˜t
∂k
+ log p˜t
)
− p˜kt
∂2πt
∂k2
]
− ∂πt
∂k
p˜kt
( k
p˜t
∂p˜t
∂k
+ log p˜t
)
,
a23 =
∂πt
∂k
+ (1− πt)p˜kt
( k
p˜t
∂p˜t
∂k
+ log p˜t
)
− p˜kt
∂πt
∂k
,
a24 =− 1
(1− πt)2
(∂πt
∂k
)2
− 1
(1− πt)
∂2πt
∂k2
+ ψ1(k + yt) + ψ0(k + yt)− ψ0(k)− ψ1(k)
(∂πt
∂k
)2
+
k
p˜t
∂2p˜t
∂k2
+
∂p˜t
∂k
1
p˜2t
(
p˜t − k∂p˜t
∂k
)
+
1
p˜t
∂p˜t
∂k
+ log p˜t − yt
(1− πt)
∂2p˜t
∂k2
− yt
(1− πt)2
(∂p˜t
∂k
)2
,
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where ψ1(·) is a trigamma function.
∂2πt
∂ν∂ν ′
=
1
(1 + eMt)4
[
(1 + eMt)2eMt
∂Mt
∂ν
− 2(1 + eMt)e2Mt ∂Mt
∂ν
]∂Mt
∂ν
+
eMt
1 + eMt
∂2Mt
∂ν∂ν ′
,
∂2p˜t
∂ν∂ν ′
=
2k
(k + λt)3
∂λt
∂ν
(∂λt
∂ν
)′
− k
(k + λt)2
∂2λt
∂ν∂ν ′
,
∂2πt
∂k2
=
1
(1 + eMt)4
[
(1 + eMt)2eMt
∂Mt
∂k
− 2(1 + eMt)e2Mt ∂Mt
∂k
]∂Mt
∂k
+
eMt
1 + eMt
∂2Mt
∂k2
,
∂2p˜t
∂k2
=
1
(k + λt)4
[
(k + λt)
2
{(
1 +
∂λt
∂k
)
− k∂
2λt
∂k2
−
(
1 +
∂λt
∂k
)}
−
{
(k + λt)− k
(
1 +
∂λt
∂k
)}{
2(k + λt)
(
1 +
∂λt
∂k
)}]
,
∂2p˜t
∂ν∂k
=
1
(k + λt)4
[
(k + λt)
2
{
∂λt
∂ν
− k ∂
2λt
∂ν∂k
}
−
{
(k + λt)− k
(
1 +
∂λt
∂k
)}]
∂2πt
∂ν∂k
=
1
(1 + eMt)4
[
(1 + eMt)2eMt
∂Mt
∂ν
− 2(1 + eMt)e2Mt ∂Mt
∂ν
]∂Mt
∂k
+
eMt
1 + eMt
∂2Mt
∂ν∂k
,
∂2λt
∂ν∂∂ν ′
= λt
∂2Wt
∂ν∂ν
+
∂λt
∂ν
(∂Wt
∂ν
)′
,
∂2λt
∂k2
= λt
∂2Wt
∂k2
+
∂λt
∂k
∂Wt
∂k
.
where,
∂2Wt
∂ν∂ν ′
=
∂2Zt
∂ν∂ν ′
,
∂2Wt
∂k2
=
∂2Zt
∂k2
,
∂2Wt
∂ν∂k
=
∂2Zt
∂ν∂k
,
∂2Mt
∂ν∂ν ′
=
∂2Vt
∂ν∂ν ′
,
∂2Mt
∂k2
=
∂2Vt
∂k2
,
∂2Mt
∂ν∂k
=
∂2Vt
∂ν∂k
∂2Zt
∂ν∂ν ′
= A1A
′
2 + A2A
′
1 +
p1∑
i=1
φi
(∂2Zt−i
∂ν∂ν ′
+
∂2et−i
∂ν∂ν ′
)
+ A3A
′
4 + A4A
′
3 +
q1∑
i=1
θi
∂2et−i
∂ν∂ν ′
,
(34)
∂2Zt
∂k2
= E1φ+ E2θ,
∂2Zt
∂ν∂k
= A1B
′
1 + E3φ+ A3B
′
2 + E4θ, (35)
forE1 =
[
∂2Zt−1
∂k2
+ ∂
2et−1
∂k2
. . .
∂2Zt−p1
∂k2
+
∂2et−p1
∂k2
]
, E2 =
[
∂2et−1
∂k2
. . .
∂2et−q1
∂k2
]
, E4 =
[
∂2et−1
∂ν∂k
. . .
∂2et−q1
∂ν∂k
]
,
E3 =
[
∂2Zt−1
∂ν∂k
+ ∂
2et−1
∂ν∂k
. . .
∂2Zt−p1
∂ν∂k
+
∂2et−p1
∂ν∂k
]
. Similarly for the logistic regression,
∂2Vt
∂ν∂ν ′
= C1C
′
2 + C2C
′
1 +
p2∑
i=1
αi
(∂2Vt−i
∂ν∂ν ′
+
∂2et−i
∂ν∂ν ′
)
+ C3C
′
4 + C4C
′
3 +
q2∑
i=1
γi
∂2et−i
∂ν∂ν ′
,
(36)
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∂2Vt
∂k2
= F1α + F2γ,
∂2Vt
∂ν∂k
= C1D
′
1 + F3α + C3D
′
2 + F4γ, (37)
where F1 =
[
∂2Vt−1
∂k2
+ ∂
2et−1
∂k2
. . .
∂2Vt−p2
∂k2
+
∂2et−p2
∂k2
′
]
, F2 =
[
∂2et−1
∂k2
. . .
∂2et−q2
∂k2
′
]
, F4 =[
∂2et−1
∂ν∂k
. . .
∂2et−q2
∂ν∂k
]
, F3 =
[
∂2Vt−1
∂ν∂k
+ ∂
2et−1
∂ν∂k
. . .
∂2Vt−p2
∂ν∂k
+
∂2et−p2
∂ν∂k
]
. The second partial
derivatives of et are given below:
∂2et
∂ν∂ν′
= 1
a201
(a31 − a32),
where a31 =a01
[ 1
2
√
a01
∂(a01)
∂ν
(
(πt − 1)∂λt
∂ν
+ λt
∂πt
∂ν
)′
+
√
a01
{
(πt − 1) ∂
2λt
∂ν∂ν ′
+
∂πt
∂ν
(∂λt
∂ν
)′
+ λt
∂2λt
∂ν∂ν ′
+
∂πt
∂ν
(∂λt
∂ν
)′ }
− D
2
√
a01
∂(a03)
∂ν
+
D.a03.a
−3/2
01
4
(∂(a01)
∂ν
)′
− ∂(D)
∂ν
a′03
2
√
a01
]
;
a32 =(a02 − a03)
(∂(a01)
∂ν
)′
.
Note, a01, a02 and a03 were mentioned during the first derivative of et w.r.t. ν. Also,
∂2et
∂k2
= 1
a201
(a41 − a42),
a41 =a01
[ 1
2
√
a01
∂(a01)
∂k
(
(πt − 1)∂λt
∂k
+ λt
∂πt
∂k
)
+
√
a01
{
(πt − 1)∂
2λt
∂k2
+
∂πt
∂k
(∂λt
∂k
)
+ λt
∂2λt
∂k2
+
∂πt
∂k
(∂λt
∂k
) }
− D
2
√
a01
∂(a04)
∂k
+
D.a04.a
−3/2
01
4
(∂(a01)
∂k
)
− ∂(D)
∂k
a04
2
√
a01
]
;
a42 =(a02 − a04)
(∂(a01)
∂k
)
.
The partial derivative of et w.r.t. ν and k is,
∂2et
∂ν∂k
= 1
a201
(a51 − a52), where
a51 =a01
[ 1
2
√
a01
∂(a01)
∂ν
(
(πt − 1)∂λt
∂k
+ λt
∂πt
∂k
)
+
√
a01
{
(πt − 1) ∂
2λt
∂ν∂k
+
∂πt
∂ν
(∂λt
∂k
)
+ λt
∂2λt
∂ν∂k
+
∂πt
∂k
(∂λt
∂ν
)}
− D
2
√
a01
∂(a04)
∂ν
+
D.a04.a
−3/2
01
4
(∂(a01)
∂ν
)
− ∂(D)
∂ν
a04
2
√
a01
]
;
a52 =(a02 − a04)
(∂(a01)
∂ν
)
,
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∂(D)
∂ν
= (πt − 1)∂λt
∂ν
+ λt
∂πt
∂ν
,
∂(D)
∂k
= (πt − 1)∂λt
∂k
+ λt
∂πt
∂k
∂(a01)
∂ν
= a03,
∂(a01)
∂k
= a04,
∂(a03)
∂ν
= λt(1− πt)
[
λt
∂2πt
∂ν∂ν ′
+
∂λt
∂ν
(∂πt
∂ν
)′
+ πt
∂2λt
∂ν∂ν ′
+
∂πt
∂ν
(∂λt
∂ν
)′
+
1
k
∂2λt
∂ν∂ν ′
]
+
(
λt
∂πt
∂ν
+ πt
∂λt
∂ν
+
1
k
∂λt
∂ν
)(
− λt∂πt
∂ν
+ (1− πt)∂λt
∂ν
)′
+
(
1 + λtπt +
λt
k
)[
− λt ∂
2πt
∂ν∂ν ′
− ∂λt
∂ν
(∂πt
∂ν
)′
+ (1− πt) ∂
2λt
∂ν∂ν ′
− ∂πt
∂ν
(∂λt
∂ν
)′ ]
+
(
− λt∂πt
∂ν
+ (1− πt)∂πt
∂ν
)(
λt
∂πt
∂ν
+ πt
∂λt
∂ν
+
1
k
∂λt
∂ν
)′
∂(a04)
∂ν
= λt(1− πt)
[
λt
∂2πt
∂ν∂k
+
∂λt
∂kν
(∂πt
∂k
)
+ πt
∂2λt
∂ν∂k
+
∂πt
∂kν
∂λt
∂k
+
1
k
∂2λt
∂ν∂k
− 1
k2
∂k
∂k
∂λt
∂k
]
+
(
λt
∂πt
∂k
+ πt
∂λt
∂k
+
1
k
∂λt
∂k
− λt
k2
)(
− λt∂πt
∂ν
+ (1− πt)∂λt
∂ν
)′
+
(
1 + λtπt +
λt
k
)[
− λt ∂
2πt
∂ν∂k
− ∂λt
∂ν
∂πt
∂k
+ (1− πt) ∂
2λt
∂ν∂k
− ∂πt
∂ν
∂λt
∂k
]
+
(
− λt∂πt
∂k
+ (1− πt)∂πt
∂k
)(
λt
∂πt
∂ν
+ πt
∂λt
∂ν
+
1
k
∂λt
∂ν
)
.
The detailed derivations of the components of Tn(Θ) and Jn(Θ) are given below
∂Q(Θ;Θ(k))
∂Θ
=
[
∂Q(Θ;Θ(k))
∂ν
∂Q(Θ;Θ(k))
∂k
]
;
∂2Q(Θ;Θ(k))
∂Θ∂Θ′
=
[
∂2Q(Θ;Θ(k))
∂ν∂ν′
∂2Q(Θ;Θ(k))
∂ν∂k
∂2Q(Θ;Θ(k))
∂k∂ν′
∂2Q(Θ;Θ(k))
∂k2
]
,
where
∂Q(Θ;Θ(k))
∂ν
=
N∑
t=1
[
(1− uˆ(k)t )
( k
p˜t
∂p˜t
∂ν
− yt
1− p˜t
∂p˜t
∂ν
)
+ uˆ
(k)
t
1
πt
∂πt
∂ν
− (1− uˆ(k)t )
1
1− πt
∂πt
∂ν
]
,
∂Q(Θ;Θ(k))
∂k
=
N∑
t=1
[
(1− uˆ(k)t )
(
ψ0(k + yt)− ψ0(k) + logp˜t + k
p˜t
∂p˜t
∂k
− yt
1− p˜t
∂p˜t
∂k
)
+ uˆ
(k)
t
1
πt
∂πt
∂k
− (1− uˆ(k)t )
1
1− πt
∂πt
∂k
]
,
∂2Q(Θ;Θ(k))
∂ν∂ν ′
=
N∑
t=1
[
(1− uˆ(k)t )
( k
p˜t
∂2p˜t
∂ν∂ν ′
− k
p˜2t
∂p˜t
∂ν
(∂p˜t
∂ν
)′
− yt
1− p˜t
∂2p˜t
∂ν∂ν ′
− yt
(1− p˜t)2
∂p˜t
∂ν
(∂p˜t
∂ν
)′)
+ uˆ
(k)
t
( 1
πt
∂2πt
∂ν∂ν ′
− 1
π2t
∂πt
∂ν
(∂πt
∂ν
)′)
− (1− uˆ(k)t )
( 1
1− πt
∂2πt
∂ν∂ν ′
− 1
(1− πt)2
∂πt
∂ν
(∂πt
∂ν
)′)]
,
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∂2Q(Θ;Θ(k))
∂ν∂k
=
N∑
t=1
[
(1− uˆ(k)t )
( k
p˜t
∂2p˜t
∂ν∂k
−
( p˜t − k ∂p˜t∂k
p˜2t
)∂p˜t
∂ν
− yt
1− p˜t
∂2p˜t
∂ν∂k
− yt
(1− p˜t)2
∂p˜t
∂ν
(∂p˜t
∂k
))
+ uˆ
(k)
t
( 1
πt
∂2πt
∂ν∂k
− 1
π2t
∂πt
∂ν
(∂πt
∂k
))
− (1− uˆ(k)t )
( 1
1− πt
∂2πt
∂ν∂k
− 1
(1− πt)2
∂πt
∂ν
(∂πt
∂k
))]
∂2Q(Θ;Θ(k))
∂k2
=
N∑
t=1
[
(1− uˆ(k)t )
(
ψ1(k + yt)− ψ1(k) + 1
p˜t
∂p˜t
∂k
+
k
p˜t
∂2p˜t
∂k2
+
( p˜t − k ∂p˜t∂k
p˜2t
)∂p˜t
∂k
− yt
1− p˜t
∂2p˜t
∂k2
− yt
(1− p˜t)2
(∂p˜t
∂k
)2)
+ uˆ
(k)
t
( 1
πt
∂2πt
∂k2
− 1
π2t
(∂πt
∂k
)2)
− (1− uˆ(k)t )
( 1
1− πt
∂2πt
∂k2
− 1
(1− πt)2
(∂πt
∂k
)2)]
.
Acknowledgements
The work of S. Mukhopadhyay was supported by the Science and Research Engi-
neering Board (Department of Science and Technology, Government of India) [File
Number: EMR/2016/005142]. We would like to acknowledge Professors Konstanti-
nos Fokianos and Monika Bhattacharjee for their helpful suggestions. Also we would
like to thank Dr. Padmaja Keskar for providing the dengue data.
References
Benjamin, M. A., R. A. Rigby, and D. M. Stasinopoulos (2003). Generalized autore-
gressive moving average models. J. Amer. Statist. Assoc. 98 (461), 214–223.
Brie¨t, O. J., P. H. Amerasinghe, and P. Vounatsou (2013). Generalized seasonal
autoregressive integrated moving average models for count data with application
to malaria time series with low case numbers. PLoS One 8 (6), e65761.
Chan, K. S. and J. Ledolter (1995). Monte Carlo EM estimation for time series
models involving counts. Journal of the American Statistical Association 90, 242–
252.
Chiogna, M. and C. Gaetan (2002). Dynamic generalized linear models with appli-
cation to environmental epidemiology. Applied Statistics 51, 453–468.
Cox, D. R. (1981). Statistical analysis of time series: Some recent developments.
Scandinavian Journal of Statistics 8, 93–115.
Davis, R. A., W. T. M. Dunsmuir, and S. B. Streett (2003a). Observation-driven
models for poisson counts. Biometrika 90 (4), 777–790.
30
Davis, R. A., W. T. M. Dunsmuir, and S. B. Streett (2003b). Observation-driven
models for Poisson counts. Biometrika 90 (4), 777–790.
Davis, R. A. and H. Liu (2016). Theory and inference for a class of observation-driven
models with application to time series of counts. Statistica Sinica 102, 1673–1707.
Dekking, F. M., C. Kraaikamp, H. P. Lopuhaa¨, and L. E. Meester (2005). A Modern
Introduction to Probability and Statistics: Understanding why and how. Springer
Science & Business Media.
Dempster, A. P., N. M. Laird, and D. B. Rubin (1977). Maximum likelihood from
incomplete data via the EM algorithm. Journal of the Royal Statistical Society.
Series B (Methodological) 39 (1), 1–38.
Douc, R., P. Doukhan, and E. Moulines (2013). Ergodicity of observation-driven time
series models and consistency of the maximum likelihood estimator. Stochastic
Processes and their Applications 123, 2620– 2647.
Durbin, J. and S. J. Koopman (1997). Monte Carlo maximum likelihood estimation
for non-gaussian state space models. Biometrika 84, 669–684.
Durbin, J. and S. J. Koopman (2000). Time series analysis of non-Gaussian observa-
tions based on state space models from both classical and Bayesian perspectives.
J. R. Stat. Soc. Ser. B Stat. Methodol. 62 (1), 3–56. With discussion and a reply
by the authors.
Durbin, J. and S. J. Koopman (2012). Time Series Analysis by State Space Methods.
Oxford University Press.
Fahrmeir, L. and G. Tutz (2001). Multivariate Statistical Modeling Based on Gener-
alized Linear Models. Springer-Verlag, New York.
Fahrmeir, L. and S. Wagenpfeil (1997). Penalized likelihood estimation and itera-
tive Kalman filtering for non-gaussian dynamic regression models. Computational
Statistics and Data Analysis 24, 295–320.
Fokianos, K. and B. Kedem (1998). Prediction and classification of non-stationary
categorical time series. Journal of Multivariate Analysis 67, 277–296.
Fokianos, K. and B. Kedem (2004). Partial likelihood inference for time series fol-
lowing generalized linear models. Journal of Time Series Analysis 25 (2), 173–197.
Fokianos, K., A. Rahbek, and D. Tjstheim (2009). Poisson autoregression. Journal
of the American Statistical Association 104, 1430–1439.
Fokianos, K. and D. Tjstheim (2011). Loglinear poisson autoregression. Journal of
Multivariate Analysis 102, 563–578.
31
Gamerman, D. (1998a). Markov chain monte carlo for dynamic generalised linear
models. Biometrika 85, 215–227.
Gamerman, D. (1998b). Markov chain Monte Carlo for dynamic generalised linear
models. Biometrika 1, 215–227.
Gamerman, D., T. R. Santos, and G. C. Franco (2013). A nongaussian family of
statespace models with exact marginal likelihood. Journal of Time Series Analy-
sis 34, 625–645.
Gharbi, M., P. Quenel, J. Gustave, S. Cassadou, G. La Ruche, L. Girdary, and
L. Marrama (2011). Time series analysis of dengue incidence in Guadeloupe,
French West Indies: forecasting models using climate variables as predictors. BMC
Infectious Diseases 11 (1), 166.
Godolphin, E. J. and K. Triantafyllopoulos (2006). Decomposition of time series
models in state-space form. Computational Statistics and Data Analysis 50, 2232–
2246.
Hall, P. and C. C. Heyde (2014). Martingale limit theory and its application. Aca-
demic press.
Hardy, G., J. Littlewood, and G. Polya (1934). Inequalities, univ. Press, Cambridge.
Hernandez-Lerma, O. and J.-B. Lasserre (2003, 01). Markov Chains and Invariant
Probabilities.
Jain, R., S. Sontisirikit, S. Iamsirithaworn, and H. Prendinger (2019). Prediction of
dengue outbreaks based on disease surveillance, meteorological and socio-economic
data. BMC Infectious Diseases 19 (1), 272.
Kedem, B. and K. Fokianos (2002). Regression models for time series analysis. John
Wiley & Sons, Hoboken, New Jersey.
Lambert, D. (1992). Zero-inflated poisson regression, with an application to defects
in manufacturing. Technometrics 34 (1), 1–14.
Li, W. K. (1994). Time series models based on generalized linear models: Some
further results. Biometrics 50 (2), 506–511.
Lu, L., H. Lin, L. Tian, W. Yang, J. Sun, and Q. Liu (2009). Time series analysis of
dengue fever and weather in Guangzhou, China. BMC Public Health 9 (1), 395.
Luz, P. M., B. V. Mendes, C. T. Codec¸o, C. J. Struchiner, and A. P. Galvani (2008).
Time series analysis of dengue incidence in Rio de Janeiro, Brazil. The American
Journal of Tropical Medicine and Hygiene 79 (6), 933–939.
32
Martinez, E. Z. and E. A. S. d. Silva (2011). Predicting the number of cases of
dengue infection in Ribeira˜o Preto, Sa˜o Paulo State, Brazil, using a sarima model.
Cadernos de Saude Publica 27, 1809–1818.
Meyn, S. and R. Tweedie (1993). Markov Chains and Stochastic Stability. London:
Springer-Verlag.
Minh An, D. T. and J. Rocklo¨v (2014). Epidemiology of dengue fever in Hanoi from
2002 to 2010 and its meteorological determinants. Global Health Action 7 (1),
23074.
Perumean-Chaney, S. E., C. Morgan, D. McDowall, and I. Aban (2013). Zero-
inflated and overdispersed: what’s one to do? Journal of Statistical Computation
and Simulation 83, 1671–1683.
Schmidt, A. M. and J. B. M. Pereira (2011). Modelling time series of counts in
epidemiology. International Statistical Review 79 (1), 48–69.
Shepard, D. S., Y. A. Halasa, B. K. Tyagi, S. V. Adhish, D. Nandan, K. Karthiga,
V. Chellaswamy, M. Gaba, N. K. Arora, I. S. Group, et al. (2014). Economic
and disease burden of dengue illness in india. The American Journal of Tropical
Medicine and Hygiene 91 (6), 1235–1242.
Shephard, N. (1995). Generalized linear autoregressions. Economics Papers 8., Eco-
nomics Group, Nuffield College, University of Oxford.
Shephard, N. and M. K. Pitt (1997). Likelihood analysis of non-gaussian measure-
ment time series. Biometrika 84, 653–667.
Siriyasatien, P., A. Phumee, P. Ongruk, K. Jampachaisri, and K. Kesorn (2016).
Analysis of significant factors for dengue fever incidence prediction. BMC Bioin-
formatics 17 (1), 166.
West, M., P. J. Harrison, and H. S. Migon (1985). Dynamic generalized linear models
and Bayesian forecasting. Journal of the American Statistical Association 80, 73–
96.
Wongkoon, S., M. Jaroensutasinee, and K. Jaroensutasinee (2012). Development of
temporal modeling for prediction of dengue infection in northeastern Thailand.
Asian Pacific Journal of Tropical Medicine 5 (3), 249–252.
Xu, H.-Y., X. Fu, L. K. H. Lee, S. Ma, K. T. Goh, J. Wong, M. S. Habibullah,
G. K. K. Lee, T. K. Lim, P. A. Tambyah, et al. (2014). Statistical modeling
reveals the effect of absolute humidity on dengue in Singapore. PLoS Neglected
Tropical Diseases 8 (5), e2805.
33
Yang, M., G. K. Zamba, and J. E. Cavanaugh (2013). Markov regression models
for count time series with excess zeros: A partial likelihood approach. Statistical
Methodology 14, 26–38.
Yau, K. K., A. H. Lee, and P. J. Carrivick (2004). Modeling zero-inflated count
series with application to occupational health. Computer Methods and Programs
in Biomedicine 74 (1), 47–52.
Zeger, S. L. and B. Qaqish (1988). Markov regression models for time series: a
quasi-likelihood approach. Biometrics 44 (4), 1019–1031.
34
Table 1: Simulation results for Model 1 in Section 4
n=30 n=100 n=500
EM
Parameters True Est. S.E. C.I. Est. S.E. C.I. Est. S.E. C.I.
Intercept 2 1.9802 0.0666 (1.8684, 2.1295) 2.0094 0.0106 (1.9885, 2.0302) 1.9931 0.0036 (1.9860, 2.0002)
t 0.0001 0.0046 0.0037 (-0.0026 ,0.0118) 0.0000 0.0002 (-0.0004, 0.0003) 0.0001 0.0000 (0.0001, 0.0001)
cos(2pit/6) 0.3 0.3195 0.0445 (0.2322, 0.4068) 0.2971 0.0072 (0.2829, 0.3113) 0.2967 0.0025 (0.2918, 0.3015)
sin(2pit/6) -0.2 -0.2059 0.0440 (-0.2922 ,-0.1196) -0.1936 0.0074 (-0.2081, -0.1792) -0.1970 0.0025 (-0.2019, -0.1921)
MA1 0.2 0.1092 0.0383 (0.0341, 0.1844) 0.1682 0.0057 (0.1570, 0.1794) 0.1902 0.0018 (0.1867, 0.1938)
MA2 0.1 0.0998 0.0355 (0.0302, 0.1693) 0.0767 0.0054 (0.0661, 0.0874) 0.0925 0.0017 (0.0891, 0.0959)
Intercept 0.1 0.2802 0.1440 (-0.0020, 0.5624) 0.1462 0.0185 (0.1100 ,0.1824) 0.1040 0.0060 (0.0923, 0.1158)
t -0.001 -0.0090 0.0078 (-0.0063, 0.0244) -0.0016 0.0003 (-0.0022, -0.0010) -0.0010 0.0000 (-0.0011, -0.0010)
cos(2pit/6) 0.5 0.5466 0.0860 (0.3781, 0.7152) 0.5059 0.0125 (0.4814 ,0.5303) 0.5004 0.0042 (0.4921 ,0.5086)
sin(2pit/6) 0.6 0.7338 0.0888 (0.5598, 0.9078) 0.6475 0.0127 (0.6227, 0.6723) 0.6128 0.0042 (0.6045 ,0.6211)
MA1 0.1 0.2972 0.0995 (0.1021, 0.4922) 0.1491 0.0098 (0.1300, 0.1683) 0.1090 0.0031 (0.1030, 0.1150)
Overdisp 1.5 2.8342 0.2741 (2.2970, 3.3714) 2.2007 0.0290 (2.1438, 2.2576) 1.5904 0.0056 (1.5795, 1.6013)
MLE
Intercept 2 2.1658 0.2974 (1.5829, 2.7488) 1.9859 0.0118 (1.9628 ,2.0091) 1.9933 0.0039 (1.9857 ,2.0009)
t 0.0001 -0.0102 0.0144 (-0.0384, 0.0179) 0.0001 0.0002 (-0.0003, 0.0005) 0.0001 0.0000 (0.0001, 0.0001)
cos(2pit/6) 0.3 0.4940 0.1758 (0.1494, 0.8385) 0.3037 0.0080 (0.2881, 0.3193) 0.2972 0.0026 (0.2921 ,0.3023)
sin(2pit/6) -0.2 -0.2653 0.1579 (-0.5747, 0.0441) -0.1929 0.0081 (-0.2089, -0.1770) -0.1970 0.0026 (-0.2022, -0.1918)
MA1 0.2 0.1722 0.1374 (-0.0972, 0.4415) 0.1665 0.0064 (0.1540, 0.1789) 0.1903 0.0019 (0.1866, 0.1940)
MA2 0.1 0.2139 0.1327 (-0.0462, 0.4740) 0.0661 0.0060 (0.0544, 0.0778) 0.0925 0.0018 (0.0890, 0.0961)
Intercept 0.1 1.6900 0.6680 (0.3806, 2.9994) 0.0607 0.0234 (0.0148, 0.1066) 0.1039 0.0066 (0.0909, 0.1169)
t -0.001 -0.1127 0.0422 (-0.1954, -0.0301) -0.0015 0.0004 (-0.0022, -0.0008) -0.0010 0.0000 (-0.0011, -0.0010)
cos(2pit/6) 0.5 1.5900 0.5809 (0.4515,2.7285) 0.5335 0.0153 (0.5035, 0.5635) 0.5003 0.0047 (0.4911, 0.5094)
sin(2pit/6) 0.6 1.0509 0.3438 (0.3770, 1.7248) 0.6638 0.0147 (0.6349, 0.6927) 0.6121 0.0046 (0.6030, 0.6212)
MA1 0.1 0.5066 0.3412 (-0.1621, 1.1753) 0.1709 0.0107 (0.1499, 0.1919) 0.1091 0.0032 (0.1028, 0.1154)
Overdisp 1.5 2.8670 0.9060 (1.0912 ,4.6428) 2.1354 0.0349 (2.0670, 2.2038) 1.5895 0.0075 (1.5748, 1.6043)
Table 2: Simulation results for Model 2 in Section 4
n=30 n=100 n=500
EM
Parameters True Est. S.E. C.I. Est. S.E. C.I. Est. S.E. C.I.
Intercept 2 2.1412 0.1191 (1.9078, 2.3746) 2.0124 0.0103 (1.9922 ,2.0326) 1.9925 0.0039 (1.9849, 2.0001)
t 0.0001 0.0024 0.0064 (-0.0102, 0.0149) 0.0001 0.0002 (-0.0002, 0.0004) 0.0001 0.0000 (0.0001, 0.0001)
cos(2pit/6) 0.3 0.2476 0.0744 (0.1017, 0.3934) 0.2891 0.0070 (0.2754, 0.3028) 0.3018 0.0026 (0.2966 ,0.3070)
sin(2pit/6) -0.2 -0.1968 0.0714 (-0.3367 ,-0.0569) -0.2067 0.0071 (-0.2207, -0.1927) -0.2000 0.0027 (-0.2052 ,-0.1947)
AR1 0.2 0.1818 0.1705 (-0.1523, 0.5159) 0.1422 0.0198 (0.1034 ,0.1811) 0.1609 0.0073 (0.1465, 0.1753)
MA1 0.04 0.0047 0.1771 (-0.3425, 0.3518) 0.0576 0.0206 (0.0171 ,0.0980) 0.0703 0.0076 (0.0554 ,0.0852)
MA2 0.2 0.1772 0.0693 (0.0413, 0.3131) 0.1960 0.0070 (0.1823, 0.2097) 0.2004 0.0025 (0.1954, 0.2053)
Intercept 0.1 0.25191 0.2574 (-0.2526, 0.7564) 0.0832 0.0184 (0.0472 ,0.1193) 0.1037 0.0064 (0.0911, 0.1163)
t -0.001 0.0138 0.0140 (-0.0136, 0.0412) -0.0006 0.0003 (-0.0012, 0.0000) -0.0010 0.0000 (-0.0010 ,-0.0010)
cos(2pit/6) 0.5 0.6421 0.1900 (0.4698 ,1.2145) 0.5270 0.0124 (0.5028 ,0.5512) 0.5058 0.0045 (0.4969 ,0.5146)
sin(2pit/6) 0.6 0.7389 0.1627 (0.5200, 1.1579) 0.6730 0.0125 (0.6485, 0.6975) 0.6108 0.0045 (0.6019, 0.6197)
AR1 0.1 0.1463 0.5760 (-0.9827, 1.2753) 0.2026 0.0441 (0.1161 ,0.2891) 0.1089 0.0158 (0.0779, 0.1399)
MA1 0.1 0.6046 0.5965 (-0.5646, 1.7738) 0.0750 0.0449 (-0.0129 ,0.1629) 0.1001 0.0161 (0.0684 ,0.1317)
Overdisp 1.5 2.9230 0.3373 (2.2619, 3.5841) 2.3666 0.0344 (2.2991, 2.4341) 1.6097 0.0060 (1.5978, 1.6215)
MLE
Intercept 2 2.0618 0.0906 (1.8842, 2.2394) 1.9827 0.0129 (1.9575, 2.0079) 1.9912 0.0039 (1.9836, 1.9988)
t 0.0001 -0.0091 0.0047 (-0.0183, 0.0000) 0.0000 0.0002 (-0.0004, 0.0004) 0.0001 0.0000 (0.0001, 0.0001)
cos(2pit/6) 0.3 0.1520 0.0595 (0.0353 ,0.2687) 0.2930 0.0088 (0.2758, 0.3102) 0.3016 0.0026 (0.2964 ,0.3067)
sin(2pit/6) -0.2 -0.3012 0.0659 (-0.4302, -0.1721) -0.2113 0.0089 (-0.2287, -0.1938) -0.2007 0.0026 (-0.2059, -0.1955)
AR1 0.2 0.1071 0.1766 (-0.2391, 0.4532) 0.1276 0.0249 (0.0788, 0.1764) 0.1664 0.0072 (0.1522, 0.1805)
MA1 0.04 -0.0518 0.1794 (-0.4034, 0.2998) 0.0826 0.0259 (0.0320, 0.1333) 0.0649 0.0075 (0.0503, 0.0796)
MA2 0.2 0.0985 0.0631 (-0.0253, 0.2222) 0.1977 0.0088 (0.1804, 0.2150) 0.1998 0.0025 (0.1950 ,0.2047)
Intercept 0.1 -0.3349 0.2497 (-0.8244, 0.1546) -0.0043 0.0254 (-0.0540, 0.0455) 0.1058 0.0067 (0.0926 ,0.1189)
t -0.001 -0.0077 0.0137 (-0.0346, 0.0192) -0.0006 0.0004 (-0.0014, 0.0002) -0.0010 0.0000 (-0.0011, -0.0010)
cos(2pit/6) 0.5 0.7329 0.1696 (0.4005, 1.0653) 0.5573 0.0169 (0.5242, 0.5904) 0.5062 0.0047 (0.4970, 0.5155)
sin(2pit/6) 0.6 0.9670 0.1629 (0.6477 ,1.2863) 0.6877 0.0165 (0.6553, 0.7201) 0.6099 0.0047 (0.6007 ,0.6191)
AR1 0.1 0.6314 0.6557 (-0.6537, 1.9165) 0.2323 0.0560 (0.1225, 0.3421) 0.1183 0.0157 (0.0875, 0.1491)
MA1 0.1 0.1207 0.6434 (-1.1405, 1.3818) 0.0556 0.0576 (-0.0573, 0.1685) 0.0906 0.0160 (0.0594 ,0.1219)
Overdisp 1.5 4.0752 0.8443 (2.4204, 5.7300) 2.2628 0.0402 (2.1839, 2.3416) 1.6074 0.0076 (1.5924 ,1.6224)
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Table 3: Summary table for Models 1-5 in Section 5.2
Model # parameters MSE χ2 df Deviance AIC BIC
M1 16 9.0676 200.2960 133 111.2360 482.2993 530.3624
M2 14 10.3121 199.0977 135 111.9748 485.1194 527.1746
M3 16 10.9755 190.7015 133 108.7291 484.5872 532.6503
M4 13 11.4621 200.7066 136 111.2048 485.0038 524.0551
M5 10 12.8195 190.9384 139 109.8257 480.7848 510.8242
Table 4: EM Estimates of model M5 in Section 5.2
Means Parameters Estimates Std. Errors p-values
Intercept 2.0188 0.7915 0.0118
t 0.0085 0.0019 < 0.0001
cos(2πt/52) 1.1801 0.1806 < 0.0001
λt sin(2πt/52) -1.7185 0.1386 < 0.0001
HMD -0.0348 0.0107 0.0014
MA1 -0.0935 0.0753 0.2162
MA3 0.1673 0.0568 0.0038
Intercept -14.8249 6.4012 0.0220
πt cos(2πt/52) 12.0550 5.5402 0.0313
sin(2πt/52) 8.3368 4.0671 0.0423
overdisp. 8.0570 3.1260 0.0110
Table 5: Summary table for all compared models in Section 5.2
Model # Parameters MSE AIC BIC MAD
M5 10 12.85 480.79 510.83 1.5235
AM-1 9 13.26 486.70 513.73 1.7383
AM-2 6 13.83 493.02 511.05 1.7852
AM-3 4 16.19 863.14 899.19 2.4246
AM-4 4 14.53 870.34 906.39 2.2270
Table 6: Sensitivity and Specificity Values for M5 and AM-1 considered in Section
5.2. “Th” represents threshold.
Model Th=0.4 Th=0.5 Th=0.6
Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity
M5 92% 85% 100% 83% 100% 81%
AM-1 60% 85% 68% 81% 74% 78%
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(a) Model 1 (b) Model 2
Figure 1: Goodness-of-fit plots for n = 100 for simulations considered in Section 4
Figure 2: Empirical Densities of the MLE Estimates (AR and MA parameters only)
versus Asymptotic Normal Densities for Simulated Model 2 in Section 4, n = 100.
Here φ1 = 0.2, θ1 = 0.04, θ2 = 0.2, α1 = 0.1, γ1 = 0.1.
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Figure 3: Time Series plot and histogram of weekly dengue count data
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Figure 4: ACF and PACF plots of weekly dengue counts
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(a) ACF plot of residuals of M5
5 10 15 20
−
0.
15
0.
00
0.
15
Lag
Pa
rti
al
 A
CF
(b) PACF plot of residuals of M5
Figure 5: ACF and PACF plots of residuals of M5 in Section 5.2
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