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Abstract An effective technique based on fractional cal-
culus in the sense of Riemann–Liouville has been devel-
oped for solving weakly singular Volterra integral
equations of the first and second kinds. For this purpose,
orthogonal Chebyshev polynomials are applied. Properties
and some operational matrices of these polynomials are
first presented and then the unknown functions of the
integral equations are represented by these polynomials in
the matrix form. These matrices are then used to reduce the
singular integral equations to some linear algebraic system.
For solving the obtained system, Galerkin method is uti-
lized via Chebyshev polynomials as weighting functions.
The method is computationally attractive, and the validity
and accuracy of the presented method are demonstrated
through illustrative examples. As shown in the numerical
results, operational matrices, even for first kind integral
equations, have relatively low condition numbers, and thus,
the corresponding matrices are well posed. In addition, it is
noteworthy that when the solution of equation is in power
series form, the method evaluates the exact solution.
Keywords Chebyshev polynomials  Singular integral
equations  Operational matrix  Fractional calculus 
Galerkin method
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Introduction
The aim of this study is to present a high-order computa-
tional method for solving special cases of singular Volterra
integral equations of the first and second kinds, namely




jx  tjayðtÞdt; ð1Þ
and
yðxÞ ¼ f ðxÞ þ
Z x
0
jx  tjayðtÞdt; ð2Þ
0\a\1; 0 x T;
where f ðxÞ 2 C½0; T  is the known function and y(x) is the
unknown function that to be determined, and T is a positive
constant.
Abel’s equation is one of the integral equations derived
directly from a concrete problem of mechanics or physics
(without passing through a differential equation). Histori-
cally, Abel’s problem is the first one that led to the study of
integral equations. The generalized Abel’s integral equa-
tions on a finite segment appeared in the paper of Zeilon
[15] for the first time.
A comprehensive reference on Abel-type equations,
including an extensive list of applications, can be found in
[8, 9].
The construction of high-order methods for the equa-
tions is, however, not an easy task because of the singu-
larity in the weakly singular kernel. In fact, in this case, the
solution y is generally not differentiable at the endpoints of
the interval [3], and due to this, to the best of the authors’
knowledge, the best convergence rate ever achieved
remains only at polynomial order. For example, if we set
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uniform meshes with n þ 1 grid points and apply the spline
method of order m, then the convergence rate is only
Oðn2PÞ at most (see [4, 12]), and it cannot be improved by
increasing m. One way of remedying this is to introduce
graded meshes [13]. By doing so, the rate is improved to
OðnmÞ, which now depends on m, but still at polynomial
order. Rashit Ishik [10] used Bernstein series solution for
solving linear integro-differential equations with weakly
singular kernels. In [5] and [6], wavelets method was
applied for solution of nonlinear fractional integro-differ-
ential equations in a large interval and systems of nonlinear
singular fractional Volterra integro-differential equations.
Authors of [11] applied fractional calculus for solving Abel
integral equations. The expansions approach for solving
cauchy integral equation of the first kind is discussed in
[14].
In this paper, we use the Chebyshev polynomials oper-
ational matrices via Galerkin method for solving weakly
singular integral equations. Our method consists of reduc-
ing the given weakly singular integral equation to a set of
algebraic system by expanding the unknown function by
Chebyshev polynomials of the first kind. Galerkin method
is utilized to solve the obtained system.
The structure of this paper is arranged as follows. The
main problem and brief history of some presented methods
are expressed in Sect. 1. In Sect. 2, we present some nec-
essary definitions and mathematical preliminaries of the
fractional calculus theory in the sense of Riemann–Liou-
ville. Section 3 is devoted to introducing Chebyshev
polynomials, properties and some operational matrices of
these functions. In Sect. 4, Chebyshev polynomials are
applied as testing and weighting functions of Galerkin
method for efficient solution of Eq. 1. In Sect. 5, we report
our numerical founds and compare with other methods in
solving these integral equations, and Sect. 6 contains our
conclusion.
Some preliminaries in fractional calculus
In this section, we briefly present some definitions and
results in fractional calculus for our subsequent discussion.
The fractional calculus is the name for the theory of inte-
grals and derivatives of arbitrary order, which unifies and
generalizes the notions of integer-order differentiation and
n-fold integration [7]. There are various definitions of
fractional integration and differentiation, such as Grun-
wald–Letnikov, and Caputo and Riemann–Liouville’s
definitions. In this study, fractional calculus in the sense of
Riemann–Liouville is considered.
Definition 1 Let f be a real function on [a, b] and
0\a\1. Then, the left and right Riemann–Liouville









ðx  tÞa1f ðtÞdt;
xI
a





ðt  xÞa1f ðtÞdt;
x 2 ½a; b; a[ 0:
Definition 2 For f 2 C½a; b, the left and right Riemann–
Liouville fractional derivatives are defined, respectively, as
aD
a

















ðt  xÞaf ðtÞdt:
In this study, the left Riemann–Liouville fractional
integral operator is utilized to transform singular integral
equation to some algebraic system. Therefore, for abbre-
viation, the mentioned operator is denoted by Ia.
Theorem 1 The operator Ia (stand for left and right












ð2Þ Iaxb ¼ Cðbþ 1Þ
Cðbþ aþ 1Þ x
aþb; b[  1:
Proof We prove the proposition for left Riemann–Liou-
ville fractional integral operator and the proof for right
Riemann–Liouville fractional integral operator can be done




























































ð1  rÞa1rbdr ¼ x
aþb
CðaÞBða; bþ 1Þ:
On the other hand, we know that the beta function can be
written in terms of the Gamma function as follows:
Bða; bÞ ¼ CðaÞCðbÞ
Cða þ bÞ ;
so we have
Iaxb ¼ Cðbþ 1Þ




In this section, a brief summary of orthogonal Chebyshev
polynomials is expressed.
Definition 3 The nth degree of Chebyshev polynomials is
defined by
TnðtÞ ¼ cosðnhÞ; 0 h p;
where t ¼ cosðhÞ. The roots of Chebyshev polynomial of
degree n þ 1 can be obtained by
ti ¼ cos ð2i þ 1Þp
2n þ 1
 
; i ¼ 0; . . .; n:
In addition, the following successive relation holds for
Chebyshev polynomials:
Tnþ1ðxÞ ¼ 2xTnðxÞ  Tn1ðxÞ;
where
T0ðxÞ ¼ 1; T1ðxÞ ¼ x:
Chebyshev polynomials are orthogonal with respect to the
weight function wðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃ
1x2






0 ; m 6¼ n;
p
2
; m ¼ n 6¼ 0




We can represent Chebyshev polynomials in the matrix
form. Put
TðxÞ ¼ T0ðxÞ;T1ðxÞ; . . .;TnðxÞð ÞT; X ¼ 1; x; . . .; xnð ÞT;
ð3Þ
then we can write
TðxÞ ¼ TX; ð4Þ
where T is a ðn þ 1Þ  ðn þ 1Þ matrix defined by
T ¼
1 0 0 0 0 0 ::: 0
0 1 0 0 0 0 ::: 0
1 t21 2 0 0 0 ::: 0
0 t31 t32 2
2 0 0 ::: 0
1 t41 t42 t43 2














and the first element of each row is ti0 ¼ cosðip2 Þ,
i ¼ 0; . . .; n. In addition, other elements are defined by
ti;j ¼ signðti1;j1Þð2jti1;j1j þ jti2;jj: The Chebyshev
polynomials are defined in the ½1; 1, but the integration
interval of Eqs. (1) and (2) is [0, T]. To transform the
interval ½1; 1 to [0, T], we apply the ðn þ 1Þ  ðn þ 1Þ












and c1 ¼ 1; c2 ¼ 2T : Thus, the shifted Chebyshev poly-
nomial matrix is written as WX, where W ¼ TR.
Function approximation
A function yðxÞ 2 L2½0; T, can be expressed in terms of the




cjujðxÞdx ¼ CT  W  X; ð7Þ
where uj is the shifted Chebyshev polynomial of degree



















q dx; j ¼ 1; 2; . . .:
Operational matrix of fractional Integration
The fractional integral of Chebyshev polynomials can be
defined by




XðaÞ ¼ xa  X ¼ xa xaþ1 . . . xaþn T ;
and  is point by point product and A is ðn þ 1Þ  ðn þ 1Þ
lower triangular matrix defined by
Aij ¼
Cðj þ 1Þ




In addition, for each function g(x), approximated by shifted
Chebyshev functions (gðxÞ ¼ DT WX), the fractional inte-
gral can be written as
IaðgðxÞÞ ¼ IaðDT WXÞ ¼ DT A  Wð ÞXðaÞ: ð9Þ
Numerical implementation
In this section, the shifted Chebyshev polynomials are
applied for solving singular integral Eqs. (1) and (2). For
this purpose, initially, the singular integral equation is
transformed to nonsingular integral equation, utilizing
Riemann–Liouville calculus.
Putting a ¼ b 1 in the integral part of the Eqs. (1)
and (2), we getZ x
0







by definition of Riemann–Liouville fractional integral
operator, the current relation can be rewritten asZ x
0
ðx  tÞayðtÞdt ¼ CðbÞIbyðxÞ: ð10Þ
Now, the unknown function y(x) is approximated by shifted
Chebyshev polynomials as
yðxÞ ’ ynðxÞ ¼ CT WX; ð11Þ
where CT is the unknown vector, that to be determined. In
the following, we describe the method in detail for the first
and second kinds.
The first kind
Consider the weakly singular Volterra integral equation of
the first kind (1), according to Eq. (10), we have
f ðxÞ ¼ CðbÞIbyðxÞ; ð12Þ
substituting Eqs. (11) and (8) in (12), we can get
f ðxÞ ¼ CðbÞCTðA  WÞXb: ð13Þ
Therefore, singular integral equation (1) is transformed to
the above algebraic system. For solving this system,
Galerkin procedure is utilized via shifted Chebyshev
polynomials. Put CðbÞðA  WÞ ¼ K and suppose uiðxÞ be
the shifted Chebyshev polynomial of degree i, which can
be written as
uiðxÞ ¼ WiX; i ¼ 0; 1; . . .; n;
where Wi is the ith row of the matrix W. Multiplying
Eq. (13) by uiðxÞ, we get
CTKXbWiX ¼ f ðxÞWiX; i ¼ 0; 1; . . .; n: ð14Þ
Putting
~X ¼
1 x x2 ::: xn


















WTi ¼ f ðxÞWiX; i ¼ 0; 1; . . .; n: ð16Þ
by integrating current equations from 0 to T, we have
WiP
bKT C ¼ WiPx; ð17Þ
where Px and P
















i þ j þ bþ 1 ;
i ¼ 0; . . .; n; j ¼ 0; . . .; n:
Considering Eq. (17) for i ¼ 0; . . .; n, we get
WPbKT C ¼ WPx; ð18Þ
a system of n þ 1 equations and n þ 1 unknowns that can
be solved easily.
The second kind
Similarly, for the second kind singular integral equation
(2), we have
yðxÞ ¼ f ðxÞ þ
Z x
0
ðx  tÞayðtÞdt ¼ f ðxÞ þ CðbÞIbðCT WXÞ;
ð19Þ
so Eq. (19) can be written as
CT WX  CðbÞCT A  Wð ÞXb ¼ f ðxÞ: ð20Þ
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Multiplying Eq. (20) by uiðxÞ and integrating from 0 to T,
we can rewrite the current equation in the following form:





~Xdx; Pij ¼ T
iþjþ1
i þ j þ 1 :
Eq. (21) is a system of n þ 1 equations and n þ 1
unknowns that can be solved easily.
Illustrative examples
In this section, for showing the accuracy and efficiency of
the described method, we present some examples. More-
over, the condition number of the operational matrices,
defined by
condðAÞ ¼ kAk:kA1k; ð22Þ
are given in corresponding tables. In Examples 1 and 2
singular Volterra integral equation of the second kind, and
in examples 3 and 4, singular Volterra integral equation of
the first kind is solved. As we know, numerically solving
the first kind integral equations is so difficult, because their
operational matrices have large condition numbers and in
the other words are bad-conditioned, while, as seen in
Tables 2 and 3, the maximum condition number of the
problem is 64. The abbreviation c.n.m in the tables denotes
the condition number of the operational matrices.
Example 1 Consider the following singular integral






dt ¼ x2 þ 16
15
x5=2;
with the exact solution yðxÞ ¼ x2. The unknown coeffi-
cients for ci are obtained through the method explained in
Sect. 4 for N ¼ 4.
c0 ¼ 3
8




c3 ¼ 0 c4 ¼ 0:
The function y(x) is a polynomial of degree 2 and the least
approximation level for Chebyshev polynomials, in this
study, is N ¼ 4. Therefore, the approximated solution
through the presented method is the same as the exact
solution, that is y4ðxÞ ¼ x2.







dt ¼ x3=2  3
8
px2;
with the exact solution yðxÞ ¼ x32. The solution for y(x) is
obtained by the method in Sect. 4 for N ¼ 4; 8 and 12. The
unknown coefficients for ci are obtained through the
method explained in Sect. 4 for N ¼ 4:
c0 ¼ 0:4242; c1 ¼ 0:5097 c2 ¼ 0:0724
c3 ¼ 0:0076 c4 ¼ 0:0018;
and the approximate solution for N ¼ 4 is calculated as
y4ðxÞ ¼ 0:2253x4 þ 0:6927x3 þ 1:2240x2 þ 0:2477x  0:0038:
In Table 1, we have presented exact and approximated
solutions of Example 2 in some arbitrary points. In addi-
tion, the last line of Table 1 shows the condition number of
operational matrices. The errors of approximate solutions
in the levels N ¼ 4; 8, and 12 are shown in Fig. 1.
Example 3 Consider the following singular integral
equation of the first kind:
Table 1 Exact and approximate solutions of Example 2
x N ¼ 4 N ¼ 8 N ¼ 12 Exact
0.1 0.0326 0.0316 0.0316 0.0316
0.2 0.0896 0.0895 0.0894 0.0894
0.3 0.1638 0.1643 0.1643 0.1643
0.4 0.2526 0.2529 0.2530 0.2530
0.5 0.3536 0.3536 0.3536 0.3536
0.6 0.4651 0.4648 0.4648 0.4648
0.7 0.5859 0.5856 0.5857 0.5857
0.8 0.7154 0.7155 0.7155 0.7155
0.9 0.8535 0.8538 0.8538 0.8538
1 1.0006 1.0001 1.0000 1.0000
c:n:m 11.23 22.32 32.85




























. The solution for
y(x) is obtained by the method in Sect. 4 for N ¼ 4; 8, and
12. The unknown coefficients for ci are obtained through
the method explained in Sect. 4 for N ¼ 4:
c0 ¼ 0:5739; c1 ¼ 0:3719 c2 ¼ 0:0768
c3 ¼ 0:0218 c4 ¼ 0:0172;
and the approximate solution for N ¼ 4 is calculated as
y4ðxÞ ¼ 2:1983x4 þ 5:0939x3  4:4082x2
þ 2:2999x þ 0:0862:
In Table 2, we present exact and approximate solutions of
Example 3 in some arbitrary points and compare them by
the results of [1] for n ¼ 20. In addition, the last line of
Table 2 shows the condition number of operational matri-
ces. Figure 2 illustrates the error of approximate solutions
in the levels N ¼ 4; 8, and 12.
Example 4 Consider the following singular integral










x2=3. The solution for
y(x) is obtained through the method in Sect. 4 for N ¼ 4; 8,
and 12. The unknown coefficients for ci are obtained
through the method explained in Sect. 4 for N ¼ 4.
c0 ¼ 07539; c1 ¼ 0:5968 c2 ¼ 0:0738
c3 ¼ 0:0212 c4 ¼ 0:0118;
Table 2 Exact and approximate solutions of Example 3
Approximate Method of [1]
x N ¼ 4 N ¼ 8 N ¼ 12 N ¼ 20 Exact
0.1 0.2870 0.2878 0.2852 0.2848 0.2852
0.2 0.4071 0.4017 0.4033 0.4032 0.4033
0.3 0.4940 0.4992 0.4936 0.4944 0.4936
0.4 0.5706 0.5713 0.5703 0.5704 0.5704
0.5 0.6335 0.6366 0.6378 0.6374 0.6377
0.6 0.6946 0.6985 0.6986 0.6989 0.6986
0.7 0.7556 0.7558 0.7546 0.7547 0.7546
0.8 0.8126 0.8055 0.8066 0.8063 0.8067
0.9 0.8567 0.8565 0.8556 0.8551 0.8556
1 0.8736 0.8890 0.9018 0.8992 0.9019




































Fig. 3 Graph of estimated solution of Example 4 for N ¼ 4; 8 and 12
Table 3 Exact and approximate solutions of Example 4
x N ¼ 4 N ¼ 8 N ¼ 12 Exact
0.1 0.2732 0.2815 0.2797 0.2799
0.2 0.4445 0.4463 0.4433 0.4443
0.3 0.5863 0.5823 0.5820 0.5822
0.4 0.7063 0.7058 0.7052 0.07052
0.5 0.8159 0.8178 0.8185 0.8183
0.6 0.9209 0.9239 0.9240 0.92418
0.7 1.0237 1.0248 1.0242 1.0241
0.8 1.1227 1.1191 1.1194 1.1195
0.9 1.2131 1.2110 1.2110 1.2109
1 1.2863 1.2951 1.2995 1.2990
c  n  m 16.01 40.32 64.18
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and the approximate solution for N ¼ 4 is calculated as
y4ðxÞ ¼ 1:5114x4 þ 3:7014x3  3:4978x2 þ 2:5439x þ 0:0502:
In Table 3, exact and approximated solutions of Example 4
in some arbitrary points are given. The condition number
of operational matrices for N ¼ 4; 8, and 12 are calculated
by Eq. 22, and is shown in the last row of Table 3. Figure 3
is helpful in geometric understanding the errors of
approximated solutions in the levels N ¼ 4; 8, and 12.
Conclusions
In this study, a numerical approach based on Chebyshev
polynomials operational matrices was developed to
approximate the solution of the weakly singular Volterra
integral equations of the first and second kinds. Applying
fractional derivative of these polynomials, we have trans-
formed the singular integral equations to some linear
algebraic system. The numerical results obtained support
the validity and efficiency of the proposed method. It is
noteworthy that when the solution of equation is in power
series form, the method evaluates the exact solution, such
as Example 1. In addition, as can be seen, the operational
matrices of first kind integral equations have relatively low
condition numbers. Thus, the corresponding matrices are
well posed.
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