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We propose a notion of smoothness of nonexpected utility functions, which extends the variational
analysis of nonexpected utility functions to more general settings. In particular, our theory applies
to state dependent utilities, as well as the multiple prior expected utility model, both of which
are not possible in previous literatures. Other nonexpected utility models are shown to satisfy
smoothness under more general conditions than the Fréchet and Gateaux diﬀerentiability used in
the literature. We give more general characterizations of monotonicity and risk aversion without
assuming state independence of utility function.
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Machina (1982) initiated the ”local expected utility analysis” and showed some of the
fundamental concepts of expected utility theory can be used for non-expected utility analysis.
This approach has been extended by many authors to analyze broader classes of nonexpected
utility functions, for example Allen (1987), Chew et al (1987), Machina (1989), Wang (1993),
Chew and Mao (1995), among others. However, some of the most important classes of
nonexpected utility functions cannot be analyzed by this approach. For example, none of
t h ea b o v el i t e r a t u r ed e a l sw i t ht h em u l t i p l ep rior expected utility (MPEU) model (Gilboa
and Schmeidler (1989)), which is probably the most widely used nonexpected utility model in
applied work. In addition, all of the above literatures study derivatives of nonexpected utility
functions with respect to distribution functions ,t h e r e f o r er u l eo u ts t a t ed e p e n d e n tu t i l i t i e s .
The purpose of this paper is to develop a notion of smoothness of nonexpected utilities that
applies to broader classes of nonexpected utility functions; in particular, to ﬁll the gap of
state dependent utilities and MPEU. Our approach generalizes the notion of Gateaux and
Fr´ echet diﬀerentiability, and allows for calculus of variations analysis of nonexpected utility
functions under more general conditions. The notion of smoothness we propose is applicable
to MPEU, as well as to the class of state dependent utilities. Furthermore, our approach
also overcomes the diﬃculty in the Fr´ echet diﬀerentiability approach that the domain of the
utility function has to be a set of uniformly bounded random variables.
We achieve this generality by extending the existing theory along two dimensions.
First, we study utility functions deﬁned on set of random variables, in stead of on distribution
functions. Therefore our approach does not assume probabilistic sophistication (Machina and
Schmeidler (1992)), and allows for state dependent utilities as well. Many notions associatedwith probabilistically sophisticated utility functions, such as monotonicity and risk aversion
can be generalized to the state dependent case (for example, Werner (2004)). Our formulation
allows variational analysis of these properties in a more general setting. A technical advantage
associated with this is that we allow utility functions to be deﬁned on set of random variables
with unbounded support, while the literature on Fr´ echet diﬀerentiability with respect to
distribution functions restricts the domain of the utility function to be a set of random
variables with bounded support. Next, we generalize the notion of Gateaux diﬀerentiability
and Fr´ echet diﬀerentiability to a weaker smoothness condition. Many utility functions, for
example, MPEU and the rank dependent expected utility (RDEU) model (Quiggin (1994),
Quiggin and Wakker (1994)) that are not even Gateaux diﬀerentiable with respect to random
variables satisfy our smoothness condition. We show how calculus of variations analysis can
be applied to utility functions that are smooth.
We analyze diﬀerential properties of the MPEU. We prove the smoothness of MPEU
without concavity assumptions. As a byproduct, our results imply that multiple prior ex-
pected utilities are Gateaux diﬀerentiable on a dense Gδ set of the Lp space of random
variables. We characterize the set of subdiﬀerentials of MPEU.
Our theory builds on the ”local expected utility” analysis literature. Machina (1982,
1989) introduced the variational approach to nonexpected utility analysis and laid a theo-
retical foundation for linking local behaviors of nonexpected utility functions to its global
properties. Allen (1987) examined the relation between smooth preference and smooth local
utility representation and provided conditions under which smooth local utility exists. The
notion of diﬀerentiability used by Machina (1982, 1989) is L1 Fr´ echet diﬀerentiability with
respect to distribution functions. This turns out to be a strong requirement and is not satis-
2ﬁed in many models used in practice. Eﬀorts are made by many authors to extend Machina’s
original analysis to more general settings. Chew et al (1987) showed that RDEU, although
not Fr´ echet diﬀerentiable in Machina’s original formulation, is Gateaux diﬀerentiable, and
Machina’s theory can be extended to RDEU. Chew and Mao (1995) extended Machina’s
characterization of risk aversion of Fr´ echet diﬀerentiable nonexpected utilities to Gateaux
diﬀerentiable utilities. Wang (1993) extended Machina’s analysis to Lp Fr´ echet diﬀerentiable
utility functionals. These above literature all focused on the derivatives of nonexpected utility
functions with respect to distribution functions and thus not applicable to state-dependent
utility functions. Carlier and Dana (2003) characterized the Gateaux subdiﬀerential of RDEU
with respect to random variables under concavity assumptions. Our purpose is to provide
a general theory of diﬀerentiability of nonexpected utility functions with respect to random
variables. Our approach also allows us to characterize the subdiﬀerential of RDEU without
assuming concavity.
The paper is organized as follows. Section two lays out some mathematical prelimi-
naries. We deﬁne a notion of smoothness of nonexpected utility functions, and compare our
notion with the commonly used Gateaux diﬀerentiability and Fr´ echet diﬀerentiability in the
literature. Section three gives three examples of nonexpected utility models to illustrate the
relation of our notion of smoothness and other concept of diﬀerentiability in the literature.
We show that our notion can be applied to a wider class of nonexpected utility functions.
Section four shows how to apply our notion of smoothness to the variational analysis of non-
expected utilities. We relates diﬀerential properties of utility functions to some fundamental
concepts of preference deﬁned on set of random variables, such as probabilistic sophistication,
monotonicity and risk aversion. The last section concludes.
32. Preliminaries and Deﬁnition of Smoothness
We study utility functions deﬁn e do ns e to fr a n d o mv a r i a b l e s . L e tΩ =[ 0 ,1], let F
be the σ ﬁeld of Lebesgue measurable sets on Ω,a n dP be the Lebesgue measure 1.W e
consider the space of real valued random variables deﬁn e do n( Ω,F,P) endowed with the Lp
norm, denoted Lp for 1 ≤ p<∞. We consider utility function V : Lp → R without assuming
expected utility representation. We identify elements in Lp as the equivalence class of random
variables that are equal P almost surely. By adopting this convention we are assuming the
utility function V represents a preference that is indiﬀerent between random variables that
diﬀer only on sets of measure 0. With this convention Lp is a complete metric space, and
the dual space of Lp is Lq,w i t h1
p + 1
q = 1. For any X ∈ Lp,w eu s eFX(·)t od e n o t et h e
distribution function of X,t h a ti sFX : R → [0,1], ∀x ∈ R, FX(x)=P({ω : X(ω) ≤ x}).
The commonly used notion of smoothness is Gateaux diﬀerentiability and Fr´ echet
diﬀerentiability. We ﬁrst recall their deﬁnitions. Let S be a vector space, and V ar e a lv a l u e d
function deﬁn e do na no p e ns e tO ⊆ S.
Definition 1. 2: V is said to be Gateaux diﬀerentiable at x ∈ O if there exists a unique
linear functional DV(X) such that ∀Y ∈ S,




[V (X + αY ) − V (X)] (1)
In this case, DV(X) is call the Gateaux derivative of V at X. V is said to be Gateaux
1This assumption is made for simplicity of exposition. Since any standard Borel space with nonatomic
probability measure is isomorphic to the unit interval with Lebesgue measure (Kechris (1995), theorem 17.41,
page 116), we are essentially assuming Ω is standard Borel and P is nonatomic.
2The term of Gateaux diﬀerentiability were used by many authors with slightly diﬀerent meanings. Some
do not require DV(X) to be linear; some do not require the linear functional DV(X) to be the same for all
Y ∈ S.
4diﬀerentiable if it is Gateaux diﬀerentiable at X for all X ∈ O.
A stronger notion of diﬀerentiability used in the literature is Fr´ echet diﬀerentiability:
Definition 2. Let S b ean o r m e dv e c t o rs p a c e ,a n dV a real valued function deﬁned on an
open set O ⊆ S.T h e n V is said to be Fr´ echet diﬀerentiable at X ∈ O, if there exists a
continuous linear functional DV(X) such that ∀Y ∈ S,
lim
||Y ||→0
||V (X + Y ) − V (X) − DV(X)(Y )||
||Y ||
=0 ( 2 )
In this case, the continuous linear functional DV(X) is called the Fr´ echet derivative of V at
X.
V is said to be continuously Fr´ echet diﬀerentiable at X if it is Fr´ echet diﬀerentiable
at X and ||Xn − X|| → 0 implies ||DV(Xn) − DV(X)|| → 0.
V is said to be (continuously) Fr´ echet diﬀerentiable if it is (continuously) Fr´ echet
diﬀerentiable at all X ∈ O.
Fr´ echet diﬀerentiability is strictly stronger than Gateaux diﬀerentiability, and requires
a notion of norm on S. Machina (1982)’s original analysis assumes Fr´ echet diﬀerentiability.
Chew et al (1987) and Chew and Mao (1995) showed Machina’s approach can be generalized
to the Gateaux diﬀerentiability case.
In the above mentioned local expected utility analysis literature, the domain of the
utility function S is taken to be some set of distribution functions. This formulation as-
sumes that the preference is state independent, i.e. probability sophisticated, in the language
of Machina and Schmeidler (1992). However, when states of nature are payoﬀ relevant,
5agent’s preferences over uncertain outcomes are intrinsically state dependent. We study util-
ity functions deﬁned on the set of random variables thus allowing for state dependent utility
functions. Our purpose is to develop a proper notion of smoothness that is strong enough
to allow for calculus-of-variations type of analysis, yet weak enough to incorporate most of
existing models of nonexpected utility.
To allow for a broader class of nonexpected utility to be considered, we generalize the
notion of subdiﬀerential from the convex analysis literature (for example, Phelps (1993)), and
deﬁne sub-Gateaux diﬀerential as follows.
Definition 3. Let O ⊆ Lp be open. V : O → R is said to be sub-Gateaux diﬀerentiable








g(t)=V (X + tY ) − V (X)( 4 )
and where g0
L(0) = min{g0(0+),g0(0−)} and g0
H(0) = max{g0(0+),g0(0−)}. In this case, Γ(X)
is called the set of sub(-Gateaux) diﬀerential of V at X.
V is called sub-Gateaux diﬀerentiable if it is sub-Gateaux diﬀerentiable at all X ∈ O.
In this case, the mapping X → Γ(X) is called the sub(-Gateaux) diﬀerential correspondence.
In the above deﬁnition, we require that the subdiﬀerential be continuous linear func-
tionals. By Riesz’s representation theorem, elements in Γ(X) can be represented by vectors
in Lq,w i t h1
p + 1
q = 1. The usual notion of Gateaux diﬀerentiability does not require the
6Gateaux derivative to be a continuous linear functional. It does not even require a notion of
norm to be deﬁned on the domain of the utility function. However, the notion of Gateaux dif-
ferentiability is usually too weak in this respect. DV(X) ∈ Lq is usually neccessary for linking
properties of the Gateaux derivative of utility functions to its global properties. We therefore
build this requirement into the deﬁnition of sub-Gateaux diﬀerentiability. On the other hand,
this requirement is almost innocuous in the sense that for all the nonexpected utility mod-
els we consider in this paper, conditions that gurantee Gateaux diﬀerentiability also implies
DV(X) ∈ Lq (See section 3 for examples). It is also clear that given DV(X) ∈ Lq Gateaux
diﬀerentiability implies sub-Gateaux diﬀerentiability, and the sub-Gateaux correspondence Γ
is single valued. Finally, we remark that it is straightforward to verify that the subdiﬀerential
correspondence Γ is convex and closed (in the weak∗ topology3) valued.
If Γ is the sub-Gateaux diﬀerential correspondence of V ,w eu s et h en o t a t i o nγ ∈ Γ
to denote that γ is a selection from Γ,i . e .∀X ∈ Lp, γ(X) ∈ Γ(X). We will use l to denote
both a generic linear functional on Lp and its representation in Lq, the meaning of which will
often be clear from the context. Note if V is concave, then our notion subdiﬀerentiability
coincides with that for concave functions. However, our approach in this paper does not rely
on any concavity or concexity assumptions.
To motivate our deﬁnition of smoothness, note that the following relation links local
properties of the function V and its global property on the domain O ⊆ S and is essential
3Note the dual space of Lp is Lq.T h e w e a k ∗ topology on Lq is the one induced by weak∗ convergence





7in any of the diﬀerential analysis of nonexpected utility literature. Fix X,Y ∈ O,d e ﬁne
g :[ 0 ,1] → R as in (4), then








DV(X + tY )Yd t (6)
In general, Gateaux diﬀerentiability is not enough to guarantee the operation in (5) and
(6), not even Fr´ echet diﬀerentiability. A suﬃcient condition is V being continuously Fr´ echet
diﬀerentiable (See Tapia (1971), proposition 4.2, page 71. See also the discussion in Wang
(1993)). However, Fr´ echet diﬀerentiability is often a too strong restriction for many of the
nonexpected utility models (for example, Chew et al (1987)). We observe that the necessary
and suﬃcient condition for operation in (5) is g being an absolute continuous function on
[0,1]. Given absolute continuity of g,as u ﬃcient condition for operation in (6) is V being
sub-Gateaux diﬀerentiable. We thus propose the following deﬁnition of smoothness. Consider
a utility function V : Lp → R,w h e r e1≤ p<∞.
Definition 4. V is said to be smooth if
1) ∀X,Y ∈ Lp, the function V (X + tY ) is absolutely continuous in t on [0,1].
2) V is sub-Gateaux diﬀerentiable on Lp.
If a utility function V : Lp → R is smooth, then ∀X,Y ∈ Lp, (5) is true by the absolute




γ(X + tY )Yd P= g
0(t)( 7 )
8where γ ∈ Γ is an arbitrary selection of Γ.S i n c eg0(t)e x i s t sa . s .o n[ 0 ,1],




γ(X + tY )Yd Pd t (8)
Our deﬁnition of smoothness thus guarantees the validity of the operations in (5)-(6).
It maybe easily veriﬁed that neither Gateaux diﬀerentiability not Fr´ echet diﬀerentia-
bility implies smoothness, while continuous Frechet diﬀerentiability is a suﬃcient condition
for smoothness. On the other hand, many functions that are not even Gateaux diﬀerentiable
are smooth. We argue that the smoothness condition is an appropriate notion for variational
analysis of nonexpected utility functions, in the sense that it allows most of the nonexpected
utility models to be ”diﬀerentiable”, while at the same time validate the operations in (5)-(6).
We will also make frequent use of the following two conditions on smooth nonexpected
utility functions.
Condition 1. There exists a dense subset of Lp,d e n o t e dD,s u c ht h a tΓ is single-valued on
D.
Condition 2. The subdiﬀerential correspondence Γ is Lp to weak∗4 upper hemi-continuous
and (weak∗)c o m p a c tv a l u e d .
To see why we need condition 1 and condition 2, consider functions deﬁn e do nt h er e a l
line. Suppose we want to make a diﬀerential characterization of monotonicity, that is, we want
to make statements like:” f : R → R is nondecreasing if and only f0 is nonnegative. ” The ”if”
part is true if f is absolutely continuous. In our context, the analogue of absolute continuity
4S e ef o o t n o t e3f o rt h ed e ﬁnition of weak* topology on Lq.
9is the smoothness condition deﬁned above. The ”only if” part of the above statement is
not true if we only assumes absolute continuity. The reason is that f0 can be negative on
a set of measure 0, yet f is still increasing. However, if we impose stronger diﬀerentiability
conditions on f, for example, continuous diﬀerentiability, then the above statement is true.
The generalization of continuous diﬀerentiability in inﬁnite dimensional space is continuous
Frechet diﬀerentiability. In fact, it is straightforward to verify that continuously Frechet
diﬀerentiability implies condition 1 and condition 2. Our condition 1 and 2 play exactly the
role of continuous diﬀerentiability in the above example, but is much weaker than continuous
Frechet diﬀerentiability. The examples in the next section show that our smoothness condition
and condition 1 and 2 are satisﬁed by most of the nonexpected utility models, many of which
are not even Gateaux diﬀerentiable.
3. Examples
In this section, we verify the smoothness of several important nonexpected utility
models that appear in the literature, and characterize their subdiﬀerential correspondences.
We do not intend to cover all examples of nonexpected utility models; in stead we emphasize
two points: our approach can be applied to broader classes of utility functions, and it allows
the utility functions to be deﬁned on larger domains. In the ﬁrst example, we study the
relationship between our notion of smoothness and Machina (1982) and Wang (1993)’s notion
of Fr´ echet diﬀerentiability. We show that, under mild conditions, the class of models that
c a nb ea n a l y z e di nM a c h i n a( 1 9 8 2 ,1 9 8 9 )a n dW a n g( 1 9 9 3 )c a na l s ob ea n a l y z e dw i t ho u r
approach. However, our approach allows utility functions to be deﬁn e do nl a r g e rd o m a i n s .
The second example deals with expected utility and the weighted utility (Chew (1983, 1989),
10Dekel (1986)). These two models are all diﬀerentiable in Machina’s approach. The purpose of
this example is to illustrate the form of the derivatives of nonexpected utility functions with
respect to random variables, and compare that with derivatives with respect to distribution
functions. We use these models as an example to illustrate why our approach allows utility
to be deﬁned on a larger domain, in particular, allow for unbounded random variables. In the
Third example, we study MPEU. MPEU serve as a good example to illustrate the strength of
our theory. In general, it does not satisfy probability sophistication, and is not diﬀerentiable
with respect to distribution functions even if it satisﬁes probabilistic sophistication. However,
we show that it is smooth and satisﬁes condition 1 and 2; consequently, all of our theorems in
section four would apply to this model. Other comparative statics results in Machina (1982,
1989) and Wang (1993), with proper modiﬁcations, also applies to MPEU. MPEU models
also serve as an example in which the subdiﬀerential correspondence is not single valued.
We give characterizations of its subdiﬀerential correspondence. We establish an important
property of the subdiﬀerential correspondence, i.e. it is single-valued on a dense Gδ set of Lp.
A. Example 1: Lp Fr´ echet diﬀerentibility and Smoothness.
This section studies the relation between Fr´ echet diﬀerentiability with respect to dis-
tribution functions and our notion of smoothness. We show utility functions that satisfy
Lp diﬀerentiability also satisﬁes our notion of smoothness under mild conditions, yet we al-
low utility functions to be deﬁned on larger domains. One of the signiﬁcance of the local
expected utility analysis approach is that it allows one to derive ﬁrst order conditions of
consumer’s optimization problem and do comparative statics analysis. Machina (1982, 1989)
laid a theoretical foundation for this approach. Machina’s notion of diﬀerentiability is Fr´ echet
11diﬀerentiability with respect to distribution functions. Wang (1993) extended this approach
to Lp Fr´ echet diﬀerentiability and allowed for a larger class of utility functions. Their results
require that the domain of the utility function is a set of random variables with a common
compact support, which allows one to deﬁne a notion of norm on the set of distribution
functions. For more discussion on the choice of norm and topological structure on the set
of distribution functions in this context, see Allen (1987) and Wang (1993). It is not clear,
however, whether a proper notion of norm couldb ec h o s e no nt h es p a c eo fd i s t r i b u t i o nf u n c -
tions with unbounded support, so that Machina and Wang’s result generalize to this case.
Our approach however, indicates that if one instead considers diﬀerentiability with respect
to random variables, this diﬃculty can be easily overcome.
To links their notion of diﬀerentiability to our approach, let’s ﬁrst recall Machina
(1982)’s notion of Fr´ echet diﬀerentiability. Let DF([−M,M]) denote the set of distribution
functions with support [−M,M]. The conclusion in Machina (1982) is that if U(·)i saF r ´ echet




uF(x)d[G(x) − F(x)] (9)
where uF is the local expected utility function. Machina uses L1 norm on the set of distri-
bution functions, while Wang (1993) generalize to Lp norm for 1 ≤ p<∞.I ti si m p o r t a n t
to distinguish their use of Lp norm and ours. Machina and Wang use Lp norm on the space
of distribution functions, i.e. the Lp space on ([−M,M],B,Leb), where Leb denotes the
12Lebesgue measure. The norm is deﬁned by: for distribution functions F and G,








The Lp norm in our framework is deﬁned on the space of random variables. To be precise,∀X,Y ∈
Lp(Ω,F,P)
||X − Y ||p =
½Z
Ω





Note distribution functions does not vanish at inﬁnity, therefore Machina (1982, 1989) and
Wang (1993) need require the support of the distributions to be compact to prevent ||F||p =
∞. Our formulation, however, does not need this requirement. We can represent the same
preference represented by U by a utility function deﬁned on the set of random variables. Let
RV ([−M,M]) = {X ∈ L1 : ∀ω ∈ [0,1],−M ≤ X(ω) ≤ M}, Deﬁne V : RV ([−M,M]) → R
through the relation
∀X ∈ RV ([−M,M]), V (X)=U(FX)( 1 2 )
The following proposition establishes the link between the two notions of diﬀerentiability.
Proposition 1. Suppose U is L1 Fr´ echet diﬀerentiable, and ∀F ∈ DF([−M,M]), uF :
R → R is Lipschitz continuous, then V is smooth and Gateaux diﬀerentiable. The Gateaux






F(X) · Yd P (13)
If further, U is L1 continuously Fr´ echet diﬀerentiable, then V is smooth and satisﬁes
13condition 1 and 2.
(Proof in appendix.)
The above theorem shows that continuous L1 Fechet diﬀerentiability of U (with respect
to distribution functions) and Lipschitz continuity of the local expected utility function imply
smoothness of V and condition 1 and 2. Although Machina (1982)’s original analysis does
not impose continuous Fr´ echet diﬀerentiability explicitly, this is in fact needed5.T h ea b o v e
theorem therefore implies the class of nonexpected utility functions that are diﬀerentiable in
Machina’s framework is also smooth and satisﬁes condition 1 and 2, provided that the local
utility functions are Lipschitz continuous. The later condition is a rather innocuous one as
long as one is interested in deriving ﬁrst order conditions of consumer’s optimization problem
and performing comparative static analysis, because diﬀerentiability of local expected utility
is needed anyway.
Wang (1993) extended Machina (1982, 1989)’s analysis and proved Machina’s result
holds for Lp Fr´ echet diﬀerentiable utility functions as long as the path is Lp-smooth. The
extension can be explained by the following: if p>1, then the set of utility functions that
are Lp Fr´ echet diﬀerentiable are strictly larger than the the set of L1 Fr´ echet diﬀerentiable
utility functions. This is clear from equation (2). Lp diﬀerentiability requires the limit in
( 2 )t oe x i s tf o ras m a l l e rs e to fY 0s, since convergence in Lp is a more stringent requirement
than convergence in L1. It is also clear that a weaker notion of diﬀerentiability is obtained
at the expense of a stronger notion of norm on the space of distribution functions. This
means there are less smooth paths in Wang’s formulation than in Machina’s formulation.
5See footnote 9 in Wang ([25]) for discussion of this point.
14This is the reason why the results in Wang (1993) holds only along Lp-smooth paths. For
the same reason, we are not able to show that all Lp Fr´ echet diﬀerentiable functions are
smooth. However, they are smooth along ”smooth paths”. The following corollary formalizes
the statement. Let ﬁrst recall Wang (1993)’s deﬁnition of smooth paths. Let F(·,α)b ea
local path through F on D([−M,M]), and let W be the associated neighborhood of 0. Then
F(·,α) is called a weakly smooth path at F if Fα(·,α) exists and is bounded on [−M,M]×W.
If in addition, the mapping α → Fα(·,α) is continuous in the Lp norm, then the path F(·,α)
is called Lp-smooth. The following corollary establishes Gateaux diﬀerentiability of V along
weakly smooth paths:
Corollary 1. Suppose U is Lp Fr´ echet diﬀerentiable, and ∀F ∈ D([−M,M]), uF is Lip-
schitz continuous. Suppose at X,Y ∈ Lp,t h ep a t hFX+αY is weakly smooth, then V is
Gateaux diﬀerentiable in the direction of Y .
Although we are not able to prove that all Lp Fr´ echet diﬀerentiable utility functions
are smooth in all directions, the models studied in Wang (1993) can all be analyzed using our
notion of smoothness. This is not surprising, since the results obtained in Wang only needs
diﬀerentiability along smooth paths.
B. Example 2: Expected Utility and weighted Utility
In this section, we provide suﬃcient conditions under which the expected utility and
the weighted utility are smooth. It is not our purpose to give a minimum set of conditions
under which they are smooth, neither do we intend to provide a comprehensive study of
the diﬀerentiability of all nonexpected utility models. Our purpose is to use these models
as an example to illustrate the properties of derivatives of utility functions with respect to
15random variables. Since both models satisfy probabilistic sophistication, they also serve as
an example for illustrating the results in example 1.




Proposition 2. Suppose u is bounded and Lipschitz continuous, then VE is smooth, Gateaux






Proof. Since expected utility is a special case of weighted utility (with w ≡ 1), the result
here can be obtained as a special case of proposition 3.
From the above theorem it clear that the subdiﬀerential correspondence of expected
utility is single valued. The Gateaux diﬀerential of expected utility takes the form:
Γ(X)=u
0(X) ∈ Lq (16)
Note the Gateaux diﬀerential of expected utility is not constant. This is in contrast with
Machina’s formulation. The expected utility deﬁnes a linear funtional on the set of dis-
tribution functions; therefore its derivative with respect to distribution functions is a con-
stant. However, expected utility is not linear in random variables unless the von Neumann-
Morgenstern utility function is linear. Therefore its derivative with respect to random vari-
ables is not constant. Note even the expected utility is not Fr´ echet diﬀerentiable with respect
16to distribution functions unless the set of random variable on which the utility is deﬁned have
a common compact support. However, it is smooth and satisﬁes condition 1 and 2. Here
we assume that the von Neumann-Morgenstern utility function u is bounded for simplicity.
It could be replaced by more general integrability conditions, in which case the bounded
convergence theorems in the proof can be replaced by the dominated convergence theorem.







for some w : R → R,s u c ht h a tw>0, and u : R → R. The following proposition gives
suﬃcient conditions under which VB is smooth.
Proposition 3. Suppose w and u are both bounded and Lipschitz continuous, assume also,
w i sb o u n d e da w a yf r o m0, then VB is smooth, Gateaux diﬀerentiable and satisfy condition 1












0(X)( 1 8 )
(Proof in appendix)
C. Example 3: MPEU and RDEU
In this section, we study the smoothness of MPEU. The MPEU model formalizes
the idea of Knighten uncertainty and is of fundamental importance in nonexpected utility
analysis. It is perhaps the most widely used nonexpected utility model in practice. For a
17recent survey on applications of MPEU models in asset pricing theory, game theory, contract
theory and others, see Luo and Ma (1999). However, none of the previous local utility analysis
literature addresses MPEU. We show that under fairly general conditions (no more stringent
than the conditions under which expected utility is smooth), MPEU is smooth,a n ds a t i s ﬁes
condition 1 and 2. We also characterize the sub-Gateaux derivative of MPEU. We show it is
Gateaux diﬀerentiable on a dense Gδ
6 set of Lp.





where Π is a convex set of probability measures on Ω. We assume ∀π ∈ Π, π is absolute





: π ∈ Π} (20)
Then VM can be written as:




The set of densities M is saided to be bounded if ∃K>0, such that ∀φ ∈ M, φ ≤ K;c l o s e d
if it is closed under almost sure limit. Closedness and boundedness of M implies the inf in
6Recall a set is Gδ if it can be represented as intersection of countably many open sets.





Proposition 4. Suppose u is bounded and Lipschitz continuous, and M is convex, closed
and bounded, then the MPEU VM is smooth, and satisﬁes condition 1 and 2. The subdiﬀer-
ential correspondence of VM is given by:
Γ(X)={φu
0(X):φ ∈ Ψ(X)} (23)
where





Corollary 2. Under the conditions of proposition 4, VM is Gateaux diﬀerentiable on a
dense Gδ set of Lp.
Proof. See lemma 6 in appendix.
Note MPEU cannot be Gateaux diﬀerential on Lp unless M is a singleton, in which case
it reduces to the expected utility. The above proposition shows it is subGateaux diﬀerentiable
and smooth under fairly general conditions. If u is concave, so that V is a concave function
of random variables, results from convex analysis can be applied to show the existence of
7Closedness and boundedness of M implies it is compact in some properly chosen topology, thus the inf
is always achieved. For proof of this, see the proof of lemma 4 in appendix B.
19subdiﬀerentials. However, our results do not rely on any concavity assumption. Finally, we
consider the rank-dependent expected utility (RDEU) model (Quiggin (1982), Quiggin and





where g :[ 0 ,1] → [0,1] is increasing, concave, continuous and
g(0) = 1 − g(1) = 0
and FX denote the distribution function of X. Since RDEU can be viewed as a special case of
MPEU where the set of prior is the core of some convex distortion of the probability measure P
(Schmeidler (1986)), RDEU is smooth and satisﬁe sc o n d i t i o n1a n d2b yp r o p o s i t i o n3 .C h e w
et al (1987) showed that RDEU is not Fr´ echet diﬀerentiable in Machina (1982)’s sense, but it is
Gateaux diﬀerentiable, therefore local expected utility analysis is still possible. Motivated by
the fact that Fr´ echet diﬀerentiability yields strong results and allows for study of larger class of
comparative static analysis, Wang (1993) introduced the notion of Lp Fr´ echet diﬀerentiability
(with respect to distribution functions), and recovered the Fr´ echet diﬀerentiability of RDEU
under a diﬀerent notion of norm. Carlier and Dana (2003) argued that it is often more useful
to know the derivative with respect to random variables in applications, and they characterize
the set of Gateaux (sub)diﬀerentials of RDEU. Their results are based on the assumption
that u is concave. The above proposition establishes subGateaux diﬀerentiability of RDEU
without concavity. The following proposition characterizes the subdiﬀerential correspondence
of RDEU:
20Proposition 5. Suppose u is strictly increasing, bounded and Lipschitz continuous, g0 is
bounded a.s on [0,1],t h e nV is smooth and satisﬁes condition 1 and 2. The subdiﬀerential
correspondence of V is given by:
Γ(X)=co{g
0(σ) · u
0(X):σ is measure preserving, and X = X
∗ ◦ σ} (25)
for all X ∈ Lp. Moreover, Γ is single-valued on a dense Gδ set of Lp.
(Proof in appendix)
In equation (25), co means convex hull. It is easy to verify that FX(X)i sam e a s u r e




0(X) ∈ Γ(X)( 2 6 )
and Γ(X)=g0(FX(X))·u0(X) whenever Γ(X) is a singleton. We also note g0(FX(X))·u0(X)
is a measurable function of X.
There are certainly other nonexpected utility models that we do not discuss here, for
example, the quadratic utility and the implicit weighted utility. However, they are all smooth
under fairly general conditions. The analysis of these cases is very similar to the analysis we
did for weighted utility above. We thus do not repeat here.
4. Smooth Nonexpected Utility Functions
In this section, we link global properties of nonexpected utility functions to its local
properties, we show that the variational analysis of nonexpected utilities can be done under
the smoothness condition and condition 1 and 2. No attempt is made to exhaust all applica-
21tions of the variational analysis approach. Interested reader are referred to Chew and Mao
(1995), Machina (1982, 1989), and Wang (1993), among others. We just remark here that
although their theorems are stated for utility functions that satisﬁes probabilistic sophistica-
tion, as far as comparative statics analysis are concerned, they can all be reformulated in our
settings as well.
The purpose of this section is to extend the diﬀerential characterizations of mono-
tonicity, risk aversion of nonexpected utility in previous literature on variational analysis of
nonexpected utilities to the class of smooth utility functions, and demonstrate why our notion
of smoothness and condition 1 and 2 proposed in section 2 are suﬃcient for variational analy-
sis of nonexpected utility functions. We give characterizations of probabilitistic sophistication
(i.e. state independence), monotonicity, and risk aversion of the nonexpected utility functions
in terms of properties of its Gateaux derivative. Utility functions are deﬁned as functions of
random variables. This formulation allows for state dependence. The notion of monotonicity
and risk aversion Werner (2004) for state independent utilities can be generalized to the state
dependent case. Our theorems are formulated to allow for this generality.
We consider smooth utility functions V : Lp → R.L e t Γ : Lp → Lq denote the
subdiﬀerential correspondence of V .W eﬁrst reformulate Machina and Schmeidler (1992)’s
deﬁnition of probabilistic sophistication in our context: A utility function V : Lp → R is
probabilistically sophisticated if ∀X,Y ∈ Lp, X and Y have the same distribution implies
V (X)=V (Y ).
The notion of probabilistic sophistication is proposed by Machina and Schmeidler
(1992). Their purpose is to derive subjective probability without assuming decision maker’s
preference over lotteries conforms to the expected utility hypothesis. Previous literatures
22on local expected utility analysis deal with utility function deﬁned on set of distribution
functions, therefore assumes probabilistic sophistication automatically. On the other hand,
some important non-expected utility models does not satisfy the probabilistic sophistication
condition, for example, MPEU. It is therefore important to give a diﬀerential characterization
of probabilistic sophistication in this more general setting.
Recall that for any smooth utility function V : Lp → R, the sub-Gateaux derivative of
V , is a correspondence from Lp to Lq.I fγ ∈ Γ is a selection of Γ,t h e n∀X ∈ Lp, γ(X) ∈ Lq.
Probability sophistication implies more structure on Γ, as is stated in the following lemma:
Lemma 1. Suppose V is smooth, if V is probabilistically sophisticated, then ∀γ ∈ Γ, E[γ(X)|X] ∈
Γ(X).
In general, ∀X ∈ Lp, γ(X) may or may not be measurable with respect to (the
completion of σ−ﬁeld generated by) X. The above lemma implies that under the probability
sophistication condition, Γ(X) is closed with under taking conditional expectations with
respect to X.S i n c eE[γ(X)|X] is measurable with respect to X, we immediately conclude
that under probability sophistication, there is at least some γ ∈ Γ, such that γ(X)i sX
measurable for all X ∈ Lp. This is summarized in the following corollary:
Corollary 3. If a smooth utility function V satisﬁes probabilistic sophistication, then ∃γ ∈
Γ such that ∀X ∈ Lp, γ(X)i sσ(X) measurable, where σ(X)d e n o t et h eP−completion of
the σ ﬁeld generated by X.
In the examples of section three, Lp-Fr´ echet diﬀerentiable utility functions, expected
utility function, and weighted utility are all probability sophisticated and have a single valued
23subdiﬀerential correspondence. In this case, the above lemma implies that the representation
of the Gateaux diﬀerential at X ∈ Lp is σ(X) measurable, and thus can be represented as a
measurable function of X. It is easy to verify that their Gateaux diﬀerentials all satisfy this
condition. See equation (13), (16), (18). RDEU also satisﬁes probabilistic sophistication, but
the subdiﬀerential correspondence is not single valued, however, the lemma implies there exist
a selection of the subdiﬀerential correspondence that satisﬁes the measurability condition.
This selection is given in (26). There is no guarantee however, that every selection of Γ
satisfy the measurability condition. In the case of RDEU, it is easy to construct elements
in Γ(X)t h a td o e sn o tw h e nΓ(X) is not a singleton. MPEU, on the other hand, does not
satisfy probability sophistication in general.
Under the conditions of lemma 1, if γ is a selection of Γ such that γ(X)i sσ(X)
measurable, then γ(X) can be represented as a measurable function of X, i.e. γ(X)=ρ◦X
for some ρ : R → R.W ed e ﬁne such function ρ as the representation function of γ(X):
Definition 5. Let V : Lp −→ R be a smooth utility function. Suppose for some X ∈ Lp,
l ∈ Γ(X), l(ω)=ρ ◦ X(ω) a.s. for some measurable function ρ : R → R,t h e nρ is called the
representation function of l.
Suppose there exists a family of measurable functions   = {ρX : X ∈ Lp, ρX : R → R}
and a selection of Γ, γ ∈ Γ, such that ∀X ∈ Lp, γ(X)(ω)=ρX ◦ X(ω) a.s.,t h e n  is called
a system of representation functions of Γ.
If γ(X) ∈ Γ(X)i sσ(X) measurable, the representation function ρX exists. However,
ρX may not be unique. In particular, it can take arbitrary values outside the range of X.
However, it can be easily veriﬁed ρX is unique on the set X(Ω)e x c e p to nas e to fP measure
240, where X(Ω) is the range of the random variable X,t h a ti sρX is unique QX a.s., where
QX denote the distribution of X. We will identify ρX as the equivalent class of QX − a.s.
equal functions. Under this convention, there is a unique representation function system for
the sub-Gateaux diﬀerential correspondence of any smooth utility function.
For each X ∈ Lp, the representation function maybe diﬀerent. We use the notation
ρX to emphasize the dependence of ρ on X. For example, the representation function of


























Similiarly, the form of representation functions of the Gateaux derivative of expected utility,
Lp−Fr´ echet diﬀerentiable utility and RDEU are given in (16), (13) and (26), respectively.
Expected utility is special in the sense that the representation function does not depend on
the distribution of X.F o rLp−Fr´ echet diﬀerentiable utility, weighted utility, and RDEU, the
representation function ρX depends nontrivially on X. However, they depends on X only
through its distribution.
The next proposition gives a characterization of probability sophistication for smooth
utility functions. It turns out that for smooth utility functions that satisfy condition 1 and 2,
probability sophistication is equivalent to existence of a representation function system, and
25representation functions being invariant to random variables with the same distribution. As
we have noted above, expected utility, Lp−Fr´ echet diﬀerentiable utility, weighted utility, and
RDEU all satisfy this condition. MPEU, on the other hand, does not satisfy this condition
in general.
Proposition 6. Let V : Lp → R be smooth. If the system of representation functions  
satisﬁes: ∀X,Y ∈ Lp, X and Y have the same distribution implies ρX = ρY QX − a.s.,t h e n
V is probability sophisticated. Suppose in addition V satisﬁes condition 1 and 2, then the
converse of the above theorem also holds.
(Proof in appendix)
If a system of representation functions exists for V, properties of the subdiﬀerential
γ can be stated in terms of the properties of the representation function ρ. The theorems
in Machina (1982, 1989), Wang (1993) and Chew et al (1987) can viewed as linking global
properties of utility function V to the properties of the representation function ρ.I nf a c t ,i t
may be easily checked that for Lp−Fr´ echet diﬀerentiable utilities, the representation function
and the local expected function uF(·) is related through: u0
F(t)=ρ(t), ∀t.
Our theorems are concerned with properties of the subdiﬀerential correspondence and
do not rely on probabilistic sophistication therefore the existence of representation functions.
However, whenever representation functions exist, our theorems can be formulated in terms
of properties of the representation functions as well. We give characterizations of mono-
tonicity, and risk aversion of utility functions in terms of properties of the sub-diﬀerential
correspondence. Standard notions of monotonicity and risk aversion for nonexpected utilities
26are generalized to allow for state-dependent utilities as well. Our deﬁnition of risk aversion
follows Werner (2004). Under probabilistic sophistication, we also give characterization of
monotonicity and risk aversion in terms of properties of the representation functions.
Definition 6. A utility function V : Lp → R is monotone if ∀X,Y ∈ Lp, V (X+Y ) ≥ V (X)
whenever Y ≥ 0 a.s..
Under probabilistic sophistication, the standard notion of monotonicity is the follow-
ing: V is monotone if V (X) ≥ V (Y )w h e n e v e rX ﬁrst order stochastic dominate Y .S i n c e
X ﬁrst order stochastic dominate Y if and only ∃ random variables f X,e Y such that f X and
X have the same distribution, and e Y and Y have the same distribution, and f X ≥ e Y a.s.. It
follows immediately that our deﬁnition of monotonicity is equivalent to the standard deﬁni-
tion under probabilistic sophistication. The following proposition gives a characterization of
monotonicity without assuming probabilistic sophistication:
Proposition 7. Suppose V : Lp → R is smooth. If ∃γ ∈ Γ, such that ∀X ∈ Lp, γ(X) ≥ 0
a.s., then V is monotone. Suppose in addition, V satisﬁes condition 1 and 2, then the
converse is also true.
(Proof in appendix)
If V is probability sophisticated, the above theorem can be stated in terms of the
representation function:
Corollary 4. Suppose V : Lp → R is smooth and satisﬁes probabilistic sophistication. Let
  be the system of representation functions for Γ.I f ∀ρ ∈  , ρ ≥ 0, then V is monotone.
Suppose in addition, V satisﬁes condition 1 and 2, the converse is also true.
27Proof. Follows directly from proposition 5.
It is clear from example 1, if the utility function is continuously L1 Fr´ echet diﬀeren-
tiable in the sense of Machina (1982), and the local expected utility is Lipschitz, then it is
also smooth and satisﬁes condition 1 and 2. In this case, the representation is the (almost
sure) ﬁrst order derivative of the local expected utility function. Machina (1982) characterize
monotonicity as the local expected utility being nondecreasing. Our proposition is thus a
generalization of Machina’s theorem.
We next provide equivalent characterizations of risk aversion. The notion of risk
aversion can also be generalized to utility functions that do not satisfy the probabilistic
sophistication condition. Our deﬁnition of risk aversion for state dependent utility functions
follows Werner (2004):
Definition 7. A utility function V : Lp → R is averse to mean independent risk if ∀X,Z ∈
Lp,s u c ht h a tE(Z|X)=0a.s., V (X + λZ) ≥ V (X + Z) for all 0 ≤ λ ≤ 1.
If V satisﬁes probabilistic sophistication, the above deﬁnition is equivalent to the
Rothchild-Stiglitz deﬁnition of risk aversion Rothchild and Stiglitz (1970), i.e., V is risk averse
if V (X) ≥ V (Y ) whenever X second order stochastic dominate Y . For further discussions of
the notion of aversion to mean-independent risk, see Werner (2004). The following theorem
characterizes mean-independent risk aversion in terms of properties of the subdiﬀerential
correspondence.
Proposition 8. Suppose V : Lp → R is smooth. If ∃γ ∈ Γ, such that one of the following
two conditions hold, then V is averse to mean-independent risk. Suppose in addition, V
28satisﬁes condition 1 and 2, then the converse is also true.
1) ∀X ∈ Lp, ∃ an u l ls e tN ∈ F,s u c ht h a t∀ω,ω0 ∈ Ω,
[X(ω) − X(ω
0)][γ(X)(ω) − γ(X)(ω
0)] ≤ 0( 2 7 )
2) ∀X ∈ Lp, ∀ sub σ ﬁeld G ⊆ F,
Z
γ(X)[X − E(X|G)]dP ≤ 0( 2 8 )
Condition (27) is sometimes called the ”negative comonotone” condition that also
appears, for example in Machina (1982) and Chew and Mao (1995). Thus the above propo-
sition is a generalization of those characterizations of risk aversion to the state dependent
c a s e ,a n dt oaw e a k e rn o t i o no fd i ﬀerentiability. Under probabilistic sophistication, mean-
independent risk aversion reduces to the usual Rothchild-Stiglitz notion of risk aversion. We
give additional characterizations of risk aversion for this case.
Corollary 5. Suppose V : Lp → R is smooth and satisﬁes probabilistic sophistication. Let
  be the system of representation functions, and let γ ∈ Γ be generated by  ,i . e .∀X ∈ Lp,
γ(X)=ρX(X). V is Rothchild-Stiglitz risk averse if one of the following two conditions hold.
If in addition, V satisﬁes condition 1 and 2, then the converse is also true.
1)∀X ∈ Lp, ∀ρX ∈  , ρX is nonincreasing.
2)∀X,Y ∈ Lp,Xand Y have the same distribution implies
Z
[γ(X) − γ(Y )](X − Y )dP ≤ 0( 2 9 )
29Proof. Condition 1) is just a restatement of (27) int e r m so ft h er e p r e s e n t a t i o nf u n c t i o n s .
Proof of condition 2) is in appendix.
The ﬁrst condition says Rothchild-Stiglitz risk aversion is equivalent to there existing
a system of nonincreasing representation functions. In the expected utility case, this reduces
to the ﬁrst order derivative of von Neumann-Morgenstern utility function being a decreasing
function. Condition (29) is new. It says the subdiﬀerential of V is a negatively monotone
operator on the set of random variables that has the same distribution. Recall a function
is concave if and only if the sub-Gateaux derivative is a negatively monotone operator (See
Phelps (1993)). Note also, a probabilistic sophisticated utility function V : Lp → R is
Rothchild-Stiglitz risk averse if and only if is quasiconcave on the set of random variables
that has the same distribution (Ai (2004)). Condition (29) is thus a diﬀerential analogue of
the above result.
The above theorems extended the variational analysis in Chew and Mao (1995),
Machina (1982, 1989), and Wang (1993) to smooth nonexpected utility functions. Many
nonexpected utility functions that are neither Gateaux diﬀerentiable nor concave satisﬁes
our smoothness condition. In fact, as was shown in section 2, most of the nonexpected utility
models in the existing literature satisfy smoothness under fairly general conditions, including
MPEU, which is not diﬀerentiable under any notion of diﬀerentiability used in this litera-
ture. Our approach also allow for state dependent utility functions. We do not attempt to
reformulate all the theorems appeared in this literature in our setting, however, this can be
done in an analogous fashion as we did here.
305. Conclusion
We propose a notion of smoothness of nonexpected utility functions. Our notion of
smoothness allows the type of variational analysis of nonexpected utility models proposed by
Machina (1982) to be performed under very general conditions. In particular, our formulation
allows for state dependent utilities, as well as the MPEU model. Other nonexpected utility
models, are shown to satisfy our smoothness condition under more general conditions than
Fr´ echet diﬀerentiability and Gateaux diﬀerentiability used in the literature. We analyze the
properties of the subdiﬀerential correspondence of nonexpected utility functions, and show
how the type of variational arguement in Machina (1982, 1989), Wang (1993), and Chew et
al (1987) among others, can be applied to smooth utility functions. We also give characteri-
zations of monotonicity and risk aversion without assuming probabilistic sophistication. We
give a careful analysis of the subdiﬀerential correspondence of MPEU. We establish subdif-
ferentiability of MPEU without concavity assumption. We also show that MPEU is Gateaux
diﬀerential on a dense subset of Lp.
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34Appendix
A1. Proof of proposition 1 and 3.
In the proof of the propositions, we will make frequent use of the following lemma:










Proof. First note Lipschitz continuity imply absolute continuity of u,w eh a v eu0 exists almost






































K|Y |dPdt = tKE|Y | < ∞
35The second equality is because as θ → 0,
Z
u




By dominated convergence theorem. Since for every θ, u0(X + θY)Y is dominated by the
integrable function K|Y |.T h i sp r o v e st h el e m m a .
Proof of Propostion 1:
First, assume U is Fr´ echet diﬀerentiable with respect to distribution functions. We









F(X) · Yd P (A3)
Let Fα denote the distribution function of X + αY ,W eh a v e
V (X + αY ) − V (X)=U(Fα) − U(F)
= U
0(F)(Fα − F)+o||Fα − F|| (A4)
Note
o||Fα − F|| = o|α| (A5)
To see this, note X and Y are both bounded by M,w eh a v e
Fα(x)=P(X + αY ≤ x) ≤ P(X − αM ≤ x)=F(x + αM)
36similarly, Fα(x) ≥ F(x − αM). Also, F(x − αM) ≤ F(x) ≤ F(x + αM)t h e r e f o r e ,
||Fα − F|| ≤
Z










































by lemma 2. This establishes the Gateaux diﬀerentiability and hence condition 1.
To prove the second part of the theorem, suppose U is continuously diﬀerentiable,
we need to prove V is smooth and satisﬁes condition 2. We ﬁrst prove condition 2. Since
the subdiﬀerential correspondence is single valued, this amounts to proving the following:









for every Y ∈ RV ([−M,M]), where Fn is the distribution function of Xn,a n dF is the
distribution function of X.
To see (A9) is true, note Xn → X in Lp implies Fn → F weakly, i.e. Fn(t) → F(t)
whenever F is continuous at t.N o t ea l s o ,F is an nondecreasing function, hence the set of
discontinuity of F is of measure 0. Therefore
Z
|Fn(t) − F(t)|dt → 0
by bounded convergence, i.e. Fn → F in L1. Continuous Fr´ echet diﬀerentiability of U implies
uFn → uF pointwise8.N o t euFn → uF pointwise implies u0
Fn → u0
F a.s. To see this, uFn → uF
point wise implies ∀x,y ∈ R











¯ ¯ ¯ ¯ → 0
Therefore











¯ ¯ ¯ ¯ → 0
On any A with positive measure, i.e. u0
Fn → u0
F a.s.. To prove (A9), note Xn → X in Lp
implies Xn → X a.s., togehter with u0
Fn → u0
F a.s., (A9) can be obtained by applying the
bounded convergence theorem.
8Continuous Frechet diﬀerentiability of U implies uFn → uF in the ||·||∗
p norm deﬁned in Wang (1993), in
particular, this implies convergence almost surely. Continuity of uF implies convergence is in fact point wise.
38To prove smoothness, we need to show the absolute continuity of g(t)=V (X + tY )
on [0,1]. We prove absolute continuity by showing g(t) is continuously diﬀerentiable on [0,1].












Fn(X + tnY ) · Yd P
where Ft and Fn are the distribution function of X+tY and X+tnY , respectively. As tn → t,
X + tnY → X + tY in Lp, by the proof of condition 2, g0(tn) → g0(t), as needed.
Proof of the Corollary:
All the above aguments go through except the proof of equation (A5), where the norm















for some constant C by weak smoothness of the path.
Proof of proposition 3:





[VB(X + αY ) − VB(X)] =
Z
Γ(X)Yd P (A10)
where Γ(X) is given by (18). Denote
X
t = X + tY (A11)
We have:


















































































































The ﬁrst equality is by lemma 2, note Lipschitz continuity and boundedness of u and w
implies uw is Lipschitz. Therefore VB is Gateaux diﬀerentiable, and the Gateaux diﬀerential
is given by (18). The Gateaux diﬀerential is an element of Lp by boundedness of u and w.
To prove smoothness, need to show g(t)=V (X + tY ) is absolutely continuous. We












































Note w,u and w·u are all Lipschitz continuous. Let K denote the upperbound on u, w,a n d






¯ ¯ ¯ ≤ K|X
t − X
s|





¯ ¯ ¯ ≤ K|t − s||Y |
Therefore,
|g(t) − g(s)| ≤
K|t − s|
R
|Y |dP · K
ε
+




≤ ¯ K|t − s| (A17)
for some constant ¯ K, as needed.
Next, we need to verify condition 1 and 2. Condition 1 is trivial since VB is Gateaux
diﬀerentiable everywhere. To see condition 2 is true, we need to verify Xn → X in Lp implies





Using (18), boundedness of u,w,u0,w 0 implies γ(Xn) → γ(X)a . s . a n dγ(Xn) are bounded
by some constant K for all n. Hence γ(Xn)Y are dominated by K|Y |, (A18) is true by
dominated convergence.
A2. Proof of proposition 4 and 5.
We establish the smoothness of MPEU through several lemmas.
42Lemma 3. ∀X,Y ∈ Lp,d e ﬁne
g(t)=VM(X + tY )o nt ∈ [0,1] (A19)
then g is absolutely continuous.
Proof. We prove absolute continuity by verifying Lipschitz continuity. We deﬁne Xt as in
(A11). Deﬁne the correspondence Ψ : Lp → M as in (24), and for t ∈ [0,1], let φt ∈ Ψ(Xt).







































The second line of (A20) is by deﬁnition of φs. The fourth line is by boundedness of M and
the Lipschitz continuity of u,w h e r eK is both the bound on M, and the Lipschitz constant
for u. Similarly, we have:


















Combining (A20) and (A21), we have





Lemma 4. Deﬁne the correspondence Ψ : Lp → M as in (24), then Ψ is Lp to weak∗ upper
hemi-continuous and compact valued, where the weak∗ topology is generated by the following
convergence concept:





φXdP for every X ∈ L1
Proof. We ﬁrst prove the function F(φ,X)=
R
φu(X)dP is continuous in the weak∗ × Lp
topology. To see this, Take (φn,X n) → (φ,X), we have:





¯ ¯ ¯ ¯
≤





¯ ¯ ¯ ¯ +





¯ ¯ ¯ ¯
≤
Z
φn |u(Xn) − u(X)|dP +
Z
|φn − φ||u(X)|dP (A22)
Note φn → φ in weak∗ implies φn → φ a.s.9, Xn → X in Lp implies convergence a.s..




φIAdP for every measurable A ∈ F,w h e r e
44Therefore the two terms in the last line of (A22) both converge to 0 by bounded convergence.
Next, we prove M is compact in the weak∗ topology. To see this, enough to show it is







Hence M is a subset of {l ∈ dual(L1):||l|| ≤ B},t h el a t e ri sac o m p a c ts e tb yA l a o g l u ’ s
theorem (Luengerger (1969), theorem 1, page 128). Since M is compact, and F is continuous,
Ψ is u.h.c. and compact valued by Berge’s theorem.










0(X + tY )Yd P≤ g
0
−(t)( A 2 3 )













0(X + tY )Yd P (A25)




φIAdP implies P(A)=0 .
Similarly one can show P(liminf φn <φ ) = 0. This proves convergence almost surely.









t)Yd P for every φt ∈ Ψ(X
t)( A 2 6 )
To see this, ∀h>0,
1
h





































T a k i n gl i m s u po nb o t hs i d e s( A 2 7 )g i v e su s( A 2 6 ) .









t)Yd P for every φt ∈ Ψ(X
t)( A 2 8 )



















[g(t + h) − g(t)] (A30)
46To see (A29), note for h>0,
1
h
















t + θY)Yd Pd θ
#
(A31)
by similar arguement as in (A27). Since M is compact, as h → 0+, φt+h → φ+ for some
φ+ ∈ M.N o t eh → 0a n dY ∈ Lp implies Xt + hY → Xt in Lp. Upper hemicontinuity of Ψ


















t)Yd P with φ+ ∈ Ψ(X
t)( A 3 2 )
Compare (A32) with (A26), we get (A29). This implies g0
+(t) exists and the left inequality in
(A23) is true. At the same time, we proved ∃φ+ ∈ Ψ(Xt) such that equation (A24) is true.
The rest part of theorem can be proved in a similar way.
Combining lemma 3-5, we established V is sub-Gateaux diﬀerentiable everywhere and
the subdiﬀerential correspondence is given by Γ(X)={φu0(X):φ ∈ Ψ(X)}.T h ef o l l o w i n g
two lemmas establish condition 1 and 2, respectively:
Lemma 6. VM is Gateaux diﬀerentiable on a dense Gδ set of Lp.
Proof. First note Lp is seperable (Rudin (1974), page 97). Let {ξn}∞
n=1 be a countable dense
47subset of Lp.L e tN be the set of natural numbers, for each m,n ∈ N deﬁne
Am,n = {X ∈ Lp : ∃φ,φ
0








Since {ξn} is dense, and
R
(φ − φ
0)u0(X)Yd P is continuous in Y, Ψ(X) is not a singleton if
and only if X ∈ Am,n for some m,n ∈ N, i.e. X ∈∪ ∞
m=1 ∪∞
n=1 Am,n.W eﬁrst prove ∀m,n,
Am,n is closed. To see this, take {Zk}∞
k=1 ⊆ Am,n,a n dZk → ¯ Z,n e e dt os h o w¯ Z ∈ Am,n.
∀k, Zk ∈ Am,n implies ∃φk,φ
0





m.N o t e M is
compact, therefore φk → φ and φ
0
k → φ
0 at least along some subsequence. Since Ψ is u.h.c.
and compact valued, φ,φ












0( ¯ Z)ξndP ≥
1
m
by dominated convergence. This shows Am,n is closed. Therefore Lp\Am,n is open. Next we
show ∀m,n, Lp\Am,n is dense in Lp.T a k ea n yX ∈ Lp,w en e e dt oc o n s t r u c tXk → X in Lp,
and Xk ∈ Lp\Am,n for all k.D e ﬁne
g(t)=VM(X + tξn)o nt ∈ [0,1]
By lemma 1, g0(t)e x i s t sa . s .o n[ 0 ,1]. Pick a sequence of {tk} such that tk → 0a n dg0(tk)






for all φ ∈ Ψ(X+tkξn), i.e. X+tkξn ∈ Lp\Am,n for all m.N o t etk → 0 implies X+tkξn → X
in Lp.W e h a v e Lp\Am,n is dense in Lp.F o r e a c h m,n, Lp\Am,n is dense and open in Lp,
also Lp is a complete metric space, we have ∩m=1 ∩n=1 {Lp\Am,n} = Lp\{∪∞
m=1 ∪∞
n=1 Am,n}
is dense in Lp by Baire’s theorem (Rudin (1974), page 102). D = Lp\{∪∞
m=1 ∪∞
n=1 Am,n} is
the dense subset on which Γ is single valued. This proves condition 1. It is also clear by
construction that D is Gδ (intersection of countably many open sets).
Lemma 7. Γ is u.h.c. and compact valued.
Proof. This follows directly from the fact that Ψ is u.h.c. and compact valued and the fact
that M and u0 are both bounded.
Proof of proposition 5:
The form of the Gateaux diﬀerential follows from Carlier and Dana (2003)’s charac-
terization of core of g. See theorem 5, and corollary 2 and 3 of Carlier and Dana (2003). The
rest follows proposition 3.
A3. Proof of lemma 1 and proposition 6.
Proof of lemma 1:
49Let T :( Ω,F,P) → (Ω,F,P) be the measure preserving isomorphism such that
IT = σ(X), where IT denote the invariant σ ﬁeld associated with T,a n dt h ee q u a l i t yi s
interpretated the two σ−ﬁeld diﬀer only by sets of measure 0. For existence of such measure
preserving transformation see exercise 17.43 in Kechris (1995).






























We ﬁrst assume (A33) is the case, then ∀α,
V (X + αY ) − V (X)=V (X ◦ T + αY ) − V (X ◦ T)
= V (X + αY ◦ T
−1) − V (X)( A 3 5 )
The ﬁrst line of (A35) is true since IT = σ(X)i m p l i e sX = X ◦ T a.s., the second line is











[V (X + αY ) − V (X)] ≤
Z




[V (X + αY ) − V (X)] (A36)





[V (X + αY ) − V (X)] ≤
Z




[V (X + αY ) − V (X)] (A37)
Therefore, ∀Y ∈ Lp, either (A36) or (A37) is true, we have l ◦ T ∈ Γ(X), as needed.













n → E[l|IT]=E[l|X] a.s. and in L1 (A38)
The convergence is due to Birkhauf’s ergodic theorm, E[l|IT]=E[l|X]b a c a u s eIT = σ(X)
by construction. Because ∀n, 1
n
Pn
j=1 l ◦ T n are dominated by l (trivially), the convergence
in (A38) is also in Lq, which in turn implies weak∗ convergence, closedness of Γ(X) therefore
implies E[l|X] ∈ Γ(X).
Proof of proposition 6
First, suppose V is smooth, and ∃ a system of representation functions   such that
X and Y have the same distribution implies ρX = ρY,w en e e dt os h o wV is probability
51sophisticated. First we show if T is a measure preserving transformation on (Ω,F,P), then
V (X)=V (X ◦ T). To see this, let θ denote the r.v. that is 0 a.s. We have:















= V (X)( A 3 9 )
The second line is because T is measure preserving. The thrid line true since tX and tX ◦T
have the same distribution. To prove the proposition, we recall Ryﬀ’s theorem: For any
random variable Z,o n ec a nd e ﬁne the nondecreasing rearrangement of Z by:
Z
∗ =i n f {x ∈ R : FZ(x) ≥ ω}
Ryﬀ’s theorem (see Ryﬀ (1970)) states that ∃ a measure preserving transformation T such
that Z = Z∗ ◦ T. It is clear that if X and Y have the same distribution, then X∗ = Y ∗.
Therefore, X = X∗ ◦ T1,a n dY = X∗ ◦ T2, for some measure preserving transformation T1
and T2. By the result in last part, V (X)=V (X∗)=V (Y ) as needed.
Next, suppose V is probability sophisticated, lemma 1 implies ∃γ ∈ Γ such that
∀X ∈ Lp, γ(X)i sσ(X)m e a s u r a b l e . F o re a c hX nondecreasing, let ρX be the measurable
function such that γ(X)=ρX ◦ X a.s. Then deﬁne   = {ρX∗ : X ∈ Lp}.N o t ei fX and Y
have the same distribution function, then X∗ = Y ∗,s oρX∗ = ρY ∗.T h e r e f o r e  is distribution
invariant. We next show   is a system of representation functions. Note ∀X ∈ Lp,X= X∗◦T
52for some measure preserving transformation T.N o t eρX∗(X) ∈ γ(X∗) by construction, since
































∗ + αY ) − V (X
∗)] (A41)






∗ ◦ T + αY ◦ T) − V (X
∗ ◦ T)] ≤
Z
ρX∗(X






















[V (X + αY ◦ T) − V (X)]











[V (X + αY ◦ T) − V (X)]
Since this holds for all Y , it implies ρX∗(X) ∈ Γ(X), i.e.   is a representation system, as
53needed.
A4. Proof proposition 7, 8 and corollary 5.
We ﬁrst prove the following lemma:
Lemma 8. Suppose Γ : Lp → Lq is upper hemicontinuous and compact valued. Suppose at
X ∈ Lp, Γ(X) is single valued, and
R
Γ(X)ZdP < 0f o rs o m eZ ∈ Lp.T h e n ∃δ>0a n d
γ ∈ Γ such that ||Y − X||p <δimplies
R
Γ(Y )ZdP < 0.
Proof. Take an arbitrary selection γ ∈ Γ, upper hemicontinuity of Γ and single valuedness
of Γ at X implies if Xn → X in Lp then γ(Xn) → γ(X)i nt h ew e a k ∗ topology. That is,




γ(X)ZdP| <ε ,a s
needed.
Proof of proposition 7: To prove proposition 7, let V be smooth and suppose ∃γ ∈ Γ,
such that γ(X) ≥ 0f o ra l lx ∈ Lp, need to show V is monotone, i.e. V (X + Y ) ≥ V (X)
whenever Y ≥ 0 a.s.. Deﬁne g(t)=V (X + tY )t h e n









γ(X + tY )Yd Pd t≥ 0
the lase inequality is true since γ(X + tY ) ≥ 0, and Y ≥ 0.
Next assume V also satisﬁes condition 1 and condition 2. To see the reverse of the
theorem is also true, let D be the dense subset of Lp such that Γ(X)i ss i n g l ev a l u e do nD.
We ﬁrst prove ∀X ∈ D, Γ(X) ≥ 0 a.s.. Suppose not, then ∃A ∈ F, P(A) > 0 such that
54R
Γ(X)IAdP < −ε for some ε>0, where IA denote the indicator function of A.B yl e m m a8 ,
∃ε>0 such that for 0 ≤ t ≤ ε,
R




γ(X +tIA)IAdPdt < 0,
i.e. V (X + εIA) <V(X), contrdicting monotonicity. This is proves Γ(X) ≥ 0i fX ∈ D.F o r
general X,t a k eXn ∈ D,a n dXn → X in Lp, upper hemicontinuity implies at least along a
subsequence γ(Xn) → l in weak∗,a n dl ∈ Γ(X). Note for each n, γ(Xn) ≥ 0 a.s.,w eh a v e
l ≥ 0 a.s.,a sn e e d e d .
To prove proposition 8, we need the following lemmas:
Lemma 9. Condition (27) is not satisﬁes if and only if ∃A,B ∈ F such that P(A),P(B) > 0
and ∃a,b,c,d ∈ R such that ∀ω ∈ A, ∀ω0 ∈ B,
a ≤ X(ω) <b≤ X(ω
0) ≤ c (A42)
and
γ(ω) <d≤ γ(ω
0)( A 4 3 )
Proof. The proof of this lemma is bit long, but not particularly helpful for understanding
the propositions, therefore is omitted here, but availible upon request10.
Lemma 10. Suppose (27) is true, take any G ⊆ F,d e ﬁne S : Ω∗ → R by:
∀ˆ ω ∈ Ω
∗,S (ˆ ω)=s u p {γ(ω):ω ∈ Ω
∗,X (ω) ≥ E(X|G)(ˆ ω)} (A44)
10It can be found on the author’s webpage: www.econ.umn.edu/˜hai/research/appendix.pdf
55where Ω∗ = Ω\N,a n dN is the null set given in (27). Then S is G measurable, and ∀ˆ ω ∈ Ω∗,
γ(X)(ˆ ω)[X(ˆ ω) − E(X|G)(ˆ ω)] ≤ S(ˆ ω)[X(ˆ ω) − E(X|G)(ˆ ω)] (A45)
Proof. To see S is G measurable, deﬁne f : R → R ∪ {∞} by
f(x)=s u p {γ(ω):ω ∈ Ω
∗,X (ω) ≥ x}
then f is nondecreasing thus measurable. Note S(ω)=f(E(X|G)(ω)) therefore is G measur-
able.
To see (A45) is true, ﬁrst consider ˆ ω such that X(ˆ ω) ≥ E(X|G)(ˆ ω). In this case
X(ˆ ω) ≥ E(X|G)(ˆ ω)i m p l i e sS(ˆ ω) ≥ γ(X)(ˆ ω), therefore (A45) is true. Next, if instead
X(ˆ ω) <E (X|G)(ˆ ω), then take any ω0 such that X(ω0) ≥ E(X|G)(ˆ ω), we have X(ω0) >X(ˆ ω).
Equation (27) implies
γ(X)(ω
0) ≤ γ(X)(ˆ ω)( A 4 6 )
Therefore S(ˆ ω) ≤ γ(X)(ˆ ω)b yd e ﬁnition of S(ˆ ω). In this case, equation (A45) is still true
since X(ˆ ω) − E(X|G)(ˆ ω)] < 0.
Lemma 11. Suppose V is smooth, let γ ∈ Γ be a selection of the subdiﬀerential correspon-
dence, then condition (27) and (28) are equivalent.
Proof. First, (27) implies (28). Suppose (27) is true, if we deﬁne ˜ S : Ω → R such that it
56agrees with S deﬁn e di n( A 4 4 )o nΩ∗,t h e n˜ S is G measurable and
γ(X)(ˆ ω)[X(ˆ ω) − E(X|G)(ˆ ω)] ≤ S(ˆ ω)[X(ˆ ω) − E(X|G)(ˆ ω)] a.s.
we have
Z
γ(X)[X − E(X|G)]dP ≤
Z
˜ S[X − E(X|G)]dP
= E
n
E{˜ S[X − E(X|G)]|G}
o
= E{˜ SE{[X − E(X|G)]|G}}
=0
The second line is law of iterated expectation, and third line is because ˜ S is G measurable.
Next, we prove the reverse direction by showing the following: If (27) is not true, then
∃G ⊆ F, such that
R
γ(X)[X − E(X|G)]dP > 0. If (27) is not true, by lemma 9, ∃A,B ∈ F
and ∃a,b,c,d ∈ R that satisﬁes condition (A42) and (A43). Since P is nonatomic, we can




Let G = σ{F|(C∪D)C,C∪ D},w h e r eF|(C∪D)C denote the restriction of the σ ﬁeld F on the
complement of C ∪ D.T h e n
E(X|G)(ω)=
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
X(ω) ω/ ∈ C ∪ D
bω ∈ C ∪ D













[γ(X) − d][X − E(X|G)]dP +
Z
D








[γ(X) − d][X − E(X|G)]dP +
Z
D
[γ(X) − d][X − E(X|G)]dP > 0
as needed.
Proof of proposition 8:
To prove the proposition, we only need to prove (28). First suppose V is smooth, and
(28) is true. Let E(Z|X)=0 ,a n d0<λ<1, need to verify V (X +λZ) ≥ V (X +Z). Deﬁne
g(t)=V (X + tZ)
then























γ(X + tZ)[X + tZ − E(X + tZ|X)]dPdt
≤ 0( A 4 7 )
58as needed.
Next assume V also satisﬁes condition 1 and 2, need to show mean independent risk
aversion implies (28). First, (28) must hold on D. To see this, suppose the contratrary is
true, then
Z
γ(X)[X − E(X|G)]dP > 0
for some X ∈ D, G ⊆ F.T h e n b y l e m m a 8 , ∃ε>0, such that for 1 − ε<t<1,
Y = tX +( 1− t)E(X|G),
Z
γ(Y )[X − E(X|G)]dP > 0
Therefore, let
g(t)=V (tX +( 1− t)E(X|G))
we have:










γ(tX +( 1− t)E(X|G))[X − E(X|G)]dPdt
> 0
However, X diﬀer from E(X|G) by a mean independent risk, this contradict risk aversion.
For general X ∈ Lp,t a k eXn ∈ D all n, Xn → X in Lp,t h e n∀G ⊆ F,∀n,
Z
γ(Xn)[Xn − E(Xn|G)] ≤ 0
59As n →∞ , Xn − E(Xn|G) → X − E(X|G)i nLp,a n dγ(Xn) → l ∈ Γ(X)i nw e a k ∗,w eh a v e
Z
l[X − E(X|G)] ≤ 0
as needed.
Proof of corollary 5:
We only need to prove condition (29). First, suppose V is Rothchild-Stiglitz risk
averse. Take X,Y ∈ Lp such that X and Y have the same distribution. Then by proposition
6, ρX = ρY,w eh a v e
Z
[γ(X) − γ(Y )](X − Y )dP =
Z
[ρX(X) − ρX(Y )][X − Y ]dP ≤ 0( A 4 8 )
T h ei n e q u a l i t yi st r u eb e c a u s eb yﬁr s tp a r to ft h et h e o r e m ,ρX is nonincreasing.
Next, suppose (29) is true, and V is smooth and satisﬁes condition 1 and 2, need to
show V is Rothchild-Stiglitz risk averse. By the ﬁrst part of the corollary, it is enough to
show ∀X ∈ Lp, ∀ρX ∈  , ρX is nonincreasing (QX − a.s.). Suppose this is not true. By
lemma 9, ∃A,B ∈ F and a,b,c,d ∈ R such that P(A)=P(B) > 0a n d∀ω ∈ A, ∀ω0 ∈ B,
a ≤ X(ω) <b≤ X(ω
0) ≤ c (A49)
and
ρX(X)(ω) <d≤ ρX(X)(ω
0)( A 5 0 )
60(The reason we can choose A,B such that P(A)=P(B) is that the probability space
(Ω,F,P) is nonatomic.) Let T :( Ω,F,P) → (Ω,F,P) be the measure preserving transfor-
mation11 such that ∀ω ∈ A, T(ω) ∈ B, ∀ω0 ∈ B, T(ω0) ∈ A,a n dT(ω)=ω if ω ∈ (A ∪ B)C.
Since T is measure preserving, X and X ◦ T have the same distribution. Consider;
Z
[γ(X) − γ(Y )](X − Y )dP
=
Z








[ρX(X) − ρX(X ◦ T)][X − X ◦ T]dP
> 0( A 5 1 )
The ﬁrst equality is true because X and X◦T have the same distribution implies ρX = ρX◦T.
The second equality is because on (A ∪ B)C X = X ◦ T.N o t eo nA, X(ω) <X◦ T(ω), and
ρX(X)(ω) <ρ X(X ◦ T)(ω), and on B, X(ω) <X◦ T(ω)a n dρX(X)(ω) <ρ X(X ◦ T)(ω)b y
(A49) and (A50), therefore the strict inequality in (A51) is true. But this contradict (29).
11For existence of such measure preserving transformation, see corollary 13.4 on page 82 in Kechris (1995).
61