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Abstract
We derive an upper estimate for electronic density ρΨ(x) in heavy
atoms and molecules. While not sharp, on the distances & Z−1 from
the nuclei it is still better than the known estimate CZ3 (Z is the
total charge of the nuclei, Z ≍ N the total number of electrons).
1 Introduction
This paper is a result of my rethinking of three rather old but still remark-
able papers [HHT, S1, ILS], which I discovered recently. The first of them
derives the estimate electronic density ρΨ(x) from above via some integral
also containing ρΨ, the second one provides an estimate ρΨ(x) = O(Z
3)
where Z is the total charge of nuclei and the third one derives the asymp-
totic of the averaged electronic density on the distances O(Z−1) from the
nuclei but its method works also on the larger distances.
The purpose of this paper is to provide a better upper estimate for ρΨ(x)
on the distances larger than Z−1 from the nuclei.
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Let us consider the following operator (quantum Hamiltonian)
H = HN :=
∑
1≤j≤N
HV,xj +
∑
1≤j<k≤N
|xj − xk|
−1(1.1)
on
H =
∧
1≤n≤N
H, H = L2(R3,Cq)(1.2)
with
HV = −∆− V (x)(1.3)
describing N same type particles in (electrons) the external field with the
scalar potential −V (it is more convenient but contradicts notations of the
previous chapters), and repulsing one another according to the Coulomb
law.
Here xj ∈ R
3 and (x1, . . . , xN ) ∈ R
3N , potential V (x) is assumed to be
real-valued. Except when specifically mentioned we assume that
(1.4) V (x) =
∑
1≤m≤M
Zm
|x− ym|
where Zm > 0 and ym are charges and locations of nuclei.
Mass is equal to 1
2
and the Plank constant and a charge are equal to 1
here. We assume that N ≍ Z = Z1 + . . .+ ZM .
Our purpose is to a pointwise upper estimate for the electronic density
(1.5) ρΨ(x) = N
∫
|Ψ(x, x2, . . . , xN)|
2 dx2 · · · dxN .
In Section 2 we provide a more subtle version of the main estimate
of [HHT], in Section 3 we provide upper estimates and asymptotics of ρΨ
integrated over small balls, in Section 4 we study energy of electron-to-
electron interaction (it involves a two-point correlation function) and in
Section 5 we prove upper estimates for ρΨ(x).
2 Main ineaquality
We start from main intermediate equality.
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Proposition 2.1. Let Ψ be an eigenfunction of HN with an eigenvalue λ.
Let φ(|x|) be a real-valued spherically symmetric function. Then
(2.1) ρΨ(0) =
(2π)−1N
∫∫
(∂rW (x))Ψ(x, x2, . . . , xN)Ψ
∗(x, x2, . . . , xN )φ(|x|) dxdx2 · · · dxN
− (8π)−1
∫
ρΨ(x)φ
′′′(|x|) dx,
where W := −HN − (∂
2
r +2t
−1∂r), φ
′′(r) = ∂3rφ(r) and x = (r, θ) ∈ R
+×S2.
Proof. Let us consider Ψ as a function of x ∈ R3 with values in the auxiliary
space
⊗
n=2,...,N L
2(R3,Cq) ⊗ Cq with an inner product 〈., .〉, and and let
u = rΨ where (r, θ) are spherical coordinates in R3. Then similar to (9) of
[HHT]
〈Ψ(0),Ψ(0)〉 =− (2π)−1
∫
〈∂ru, ∂
2
ru〉φ(r)r
−2 dx(2.2)
− (4π)−1
∫
〈∂ru, ∂ru〉φ
′(r)r−2 dx
and since r−1∂2ru = r∆rΨ := r(∂
2
r +2r
−1∂r)Ψ, the first term on the right is
(2.3) − (2π)−1
∫∫
〈∂ru, r∆rΨ〉φ(r) drdθ
= π−1
∫∫
〈∂ru, (W + λ)u〉φ(r)drdθ =
= −(2π)−1
∫
〈Ψ,W ′Ψ〉φ(r) dx− (2π)−1
∫∫
〈Ψ, (W + λ)Ψ〉φ′(r) dx
because ∆rΨ = −2(W +λ)Ψ, where −W is the rest of multiparticle Hamil-
tonian (including −r−2∆θ) and we integrated by parts.
The first term in the latter formula is a corresponding term in [HHT],
albeit truncated with φ, and we have new terms
−(4π)−1
∫∫
〈∂r(rΨ), ∂r(rΨ)〉φ
′(r) drdθ− (2π)−1
∫
〈Ψ, (W + λ)Ψ〉φ′(r) dx;
integrating by parts the first term we get
(4π)−1
∫∫
〈rΨ, ∂2r (rΨ)〉φ
′(r) drdθ+ (4π)−1
∫∫
〈rΨ, ∂r(rΨ)〉φ
′′(r) drdθ,
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where the first term cancels with the second term in (2.3), while the second
term integrates by parts one more time resulting in the last term in (2.1).
Then applying to our problem, and using skew-symmetry of Ψ, we get
(2.4) ρΨ(0) = (2π)
−1
∫ ∑
m
Zm
x · (x− ym)
|x| · |x− ym|3
ρΨ(x)φ(|x|) dx
+(2π)−1N(N−1)
∫
x1 · (x2 − x1)
|x1| · |x2 − x1|3
|Ψ(x1, x2, . . . , xN )|
2 φ(|x1|) dx1 · · · dxN
− (2π)−1N
∫
|x|−3|∇θΨ(x, x2, . . . , xN)|
2φ(|x|) dxdx2 · · · dxN
− (8π)−1
∫
ρΨ(x)φ
′′′(|x|) dx.
Symmetrizing the second term with respect to x1 and x2 we instead of
the product of two indicated factors will get
1
4
(
φ(|x1|) + φ(|x2|)
)( x1 · (x2 − x1)
|x1| · |x2 − x1|3
−
x2 · (x2 − x1)
|x2| · |x2 − x1|3
)
+
1
4
(
φ(|x1|)− φ(|x2|)
)( x1 · (x2 − x1)
|x1| · |x2 − x1|3
+
x2 · (x2 − x1)
|x2| · |x2 − x1|3
)
with the big parenthesis on the first line equal
−
|x1|+ |x2|
|x1 − x2|3
(
1−
x1 · x2
|x1| · |x2|
)
(2.5)
and the big parenthesis on the second line equal
−
|x1| − |x2|
|x1 − x2|3
(
1 +
x1 · x2
|x1| · |x2|
)
.(2.6)
One can see that the former is negative, and the latter, multiplied by(
φ(|x1|) − φ(|x2|)
)
, is non-negative if φ is non-decreasing function. Let
us shift the origin to point xand observe that the first term in (2.4) is equal
to
(2.7) (2π)−1
∫ ∑
m
Zm
(x− x) · (x− ym)
|x− x| · |x− ym|3
ρΨ(x)φ(|x− x|) dx
≤ (2π)−1
∫ ∑
m
Zm|x− ym|
−2ρΨ(x)φ(|x− x|) dx
4
provided φ ≥ 0.
Consider first case φ = 1. Then we get
(2.8) ρΨ(x) ≤ (2π)
−1
∫ ∑
m
Zm|x− ym|
−2ρΨ(x) dx.
Applying Proposition 3.2 below we arrive to the following estimate
(2.9) ρψ(x) ≤ CZ
3.
On the other hand, let φ(r) = φ0(r/t) with φ0(r) ≥ 0 equal 1 for r ≤
1
3
and 0 for r ≥ 2
3
. Then we arrive to
Proposition 2.2. In the framework of Proposition 2.1
(2.10) ρΨ(x) ≤ C
(
Zr−2 + t−3
) ∫
B(x,t)
ρΨ(x) dx
+ Ct−1
∫∫
B(x,t)×B(x,t)
|x− y|−1ρ
(2)
Ψ (x, y) dxdy
+ C
∫∫
B(x,t)×(R3\B(x,t))
|y − x|−2ρ
(2)
Ψ (x, y) dxdy,
where
(2.11) ρ
(2)
Ψ (x, y) := N(N − 1)
∫
|Ψ(x, y, x3, . . . , xN )|
2 dx3 · · · dxN
is a two-point correlation function.
Recall that
(2.12)
∫
ρ
(2)
Ψ (x, y)dy = (N − 1)ρΨ(x),
Remark 2.3. (i) Inequality (2.8) for M = 1 and x = y1 is the main result
of [HHT]. Our main achievement so far is an introduction of the truncation
φ. However it brings three new terms in the right-hand expression of the
estimate.
(ii) Estimate (2.9) (with a specified albeit not sharp constant) was proven
in [S1] for x = ym.
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(iii) This estimate definitely has a correct magnitude as |x − ym| . Z
−1
and Zm ≍ Z.
3 Estimates of the averaged electronic
density
We know the following upper estimate (see f.e. [Ivr1], Section 25.4)
〈HN,ZΨ, Ψ〉 ≤ Tr(H
−
W+ν) + νN −
1
2
D(ρTF, ρTF) + CZ5/3 ,(3.1)
whereWTF and ρTF are Thomas-Fermi potential and Thomas-Fermi density
(see f.e. [Ivr1], Section 25.1.3), ν is a chemical potential (see f.e. [Ivr1],
Section 25.2.1) and D(f, g) =
∫∫
|x− y|−1f(x)g(y) dxdy.
On the other hand, similarly to the deduction of the lower estimate in
[Ivr1], Subsection 25.2.1, for any potential W ′ = W + U
(3.2) 〈HN,ZΨ, Ψ〉
≥
∑
n
(HV,nΨ,Ψ) +
1
2
D(ρΨ, ρΨ)− CZ
5/3
=
∑
n
(HW+U,nΨ,Ψ) +
∫
(W + U − V )ρΨ dx+
1
2
D(ρΨ, ρΨ)− CZ
5/3
=
∑
n
(HW+U,nΨ,Ψ) +
∫
UρΨ dx+
1
2
D(ρΨ − ρ
TF, ρΨ − ρ
TF)
−
1
2
D(ρTF, ρTF)− CZ5/3
≥ Tr(H−W+U+ν) + νN +
∫
UρΨ dx+
1
2
D(ρΨ − ρ
TF, ρΨ − ρ
TF)
−
1
2
D(ρTF, ρTF)− CZ5/3.
Therefore combining (3.1), (3.1) we arrive to the following estimate with
δ = 0:
(3.3)
∫
UρΨ dx ≤ Tr(H
−
W+ν)− Tr(H
−
W+U+ν) + CZ
5/3−δ.
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Remark 3.1. According to [Ba, GS] one can replace in (3.2) the last term
−CZ5/3 by Dirac−CZ5/3−δ (according to [Ba] one can take any δ < 2/21).
On the other hand, from semiclassical arguments it follows that under as-
sumption
(3.4) min
m6=m′
|ym − ym′| ≥ Z
−1/3+σ
one can replace in (3.1) the last term CZ5/3 by Dirac + CZ5/3−δ with
unspecified small δ > 0; this error comes mainly from the estimate for
D(ρΨ˜ − ρ
TF, ρΨ˜ − ρ
TF) where Ψ˜ is the Slater determinant for u1, · · · , uN ,
which are eigenfunctions of −∆−WTF.
Therefore (3.3) holds with unspecified small exponent δ > 0.
First, we use this estimate in the very rough form:
Proposition 3.2. The following estimate holds:
(3.5)
∫
|x− ym|
−2ρψ(x) dx ≤ CZ
2.
Proof. Let ψ(x), ψ0(x) be cut-off functions, ψ(x) = 0 in {x : ℓ(x) ≤ b},
ψ0(x) = 0 in {x : ℓ(x) ≥ 2b}, ψ + ψ0 = 1, b = Z
−1. Then
(3.6) Tr(H−W+U+ν) = Tr(H
−
W+U+νψ0) + Tr(H
−
W+U+νψ)
Using the semiclassical methods of [Ivr1], Section 25.4 in the simplest form,
we conclude that for U = ǫ|x − ym|
−2 the second term on the right (with
an opposite sign) could be replaced by its Weyl approximation
(3.7)
2
5
κ
∫
(W + U + ν)
5/2
+ ψ(x) dx
with an error not exceeding CZ2 where here and below κ = q/(6π2). The
same is true for U = 0. One can see easily that the difference between
expression (3.7) and the same expression for U = 0 does not exceed
(3.8) C
∫ [
(W + ν)
3/2
+ U + U
5/2
]
dx,
which does not exceed CZ2.
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Consider the first term in the right-hand expression of (3.6). Using
variational methods of [Ivr1], Section 9.1 we can reduce it to the analysis
of the same operator in X 0 := {x : ℓ(x) ≤ 4b} with the Dirichlet boundary
conditions on ∂X . Observing that eigenvalue counting function for such
operator is O(1 + λ3/2Z−3) (for ǫ sufficiently small), we conclude that the
first term in (3.6) also does not exceed CZ2. Estimate (3.5) has been
proven.
Let us return to (3.3) and consider U = Lζ2φt(x; x) where x is a fixed
point with
ℓ(x) := min
m
|x− ym| ≥ Z
−1,(3.9)
ζ = max(Z1/2ℓ(x)−1/2, ℓ(x)−2)(3.10)
and φt(x; x) = φ0(t
−1|x− x|), φ ∈ C∞0 ([−1, 1]), 0 ≤ φ ≤ 1. We assume that
(3.11) ζ−1 ≤ t ≤
ℓ
2
with ℓ = ℓ(x), ζ = ζ(x), where the last inequality allows us to apply semi-
classical methods to HW+U .
(3.12) Tr(H−W+ν)− Tr(H
−
W+U+ν)
=
∫ 1
0
Tr
(
U
[
θ(−(HW+sU+ν)− θ(−(HW+ν)
])
ds
and apply semi-classical method to the right-hand expression. Then we get
(3.13) Tr(H−W+ν)− Tr(H
−
W+U+ν)
= κ
∫ ∫ 1
0
(
U
[
(W + sU + ν)
3/2
+ − (W + ν)
3/2
+
])
dxds+O((L+ L5/2)ζ4t2)
=
2
5
κ
∫ (
(W + U + ν)
5/2
+ − (W + ν)
5/2
+
)
dx+O((L+ L5/2)ζ4t2).
Indeed, factor U is O(Lζ2) and therefore the semiclassical error is
O((L+ L5/2)ζ4t2) since the effective semiclassical parameter is h = (ζt)−1.
Observe that the principal part in the right-hand expression does is
O((L+ L5/2)ζ5t3).
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Then after division by Lζ2 (3.3) becomes
(3.14)
∫
φt(x; x)ρΨ(x) dx ≤ C
(
ζ3t3 + L3/2ζ3t3 + L−1ζ−2Z5/3−δ
)
.
Minimizing the right-hand expression with respect to L > 0 we arrive to
(3.15)
∫
φt(x; x)ρΨ(x) dx ≤ C
(
ζ3t3 + (ζ3t3)2/5(ζ−2Z5/3−δ)3/5
)
.
Replacing t by t(1 + ǫ) in the previous analysis we arrive to
Proposition 3.3. Under assumptions (3.9)–(3.11).
(3.16)
∫
B(x,t)
ρΨ(x) dx ≤ Cζ
3t3 + CZ1−δt6/5
where we change δ > 0 if needed.
Remark 3.4. (i) Optimal value is L ≍ Z2/3ζ−2t6/5.
(ii) Since it is known that
∫∫
|x− y|−1ρ
(2)
Ψ (x, y) dxdy ≍ Z
7/3, (2.10) implies
(3.17) ρΨ(x) ≤ C(Zℓ
−2 + t−3)
(
ζ3t3 + Zζ−2t6/5
)
+ CZ7/3t−1.
Minimizing by t satisfying (3.11) (one can see easily that it is t ≍ ℓ) one
derives an estimate ρΨ(x) ≤ CZ
7/3ℓ1. Combining with (2.9) we arrive to
(3.18) ρΨ(x) ≤ C
{
Z3 ℓ ≤ Z−2/3,
Z7/3ℓ−1 ℓ ≥ Z−2/3.
We will need also
Proposition 3.5. Under assumptions (3.9)–(3.11)
(3.19) |
∫
(ρΨ(x)−ρ(x))φt(x; x) dx| ≤ C
(
t2ζ2+t1/2Z5/6−δζ1/2+Z5/3−δζ−2
)
where we change δ > 0 if needed.
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Proof. Let us repeat the proof of Proposition 3.3 but with U = ±Lζ2φt(x; x)
and L ≤ 1. Then the remainder estimate in (3.13) is O(Lζ4t) and the first
term in the right-hand could be rewritten as
(3.20) ± κζ2L
∫
φt(x; x)(W + ν)
3/2
+ +O(L
2ζ5t3).
Then (3.14) is replaced by
(3.21) ±
∫
φt(x; x)
(
ρΨ(x)− ρ(x)
)
dx ≤ CLζ3t3 + Cζ2t2 + L−1Z5/3−δ
where we used that ρ = κ(W + ν)
3/2
+ ; recall that W = W
TF and ρ = ρTF.
Minimizing by L ≤ 1 we get (3.19) instead of (3.15).
Proposition 3.6. Let N ≤ Z − 1. Then under assumptions (3.9)–(3.11)
(3.22)
∫
ρΨ(x)φℓ(x; x) dx ≤ C(Z −N)
−4/3Z5/3−δ
as ℓ ≥ C0(Z −N)
−1/3.
where we change δ > 0 if needed.
Proof. Let us repeat the proof of Proposition 3.3 but with L ≤ ǫ0 and
ζ = (Z − N)2/3. Then Weyl expression in (3.13) is 0 and the remainder
estimate O(Lζ2−kℓ−k) with arbitrarily large k and (3.14) is replaced by
(3.22) where we use that this remainder estimate is O(1).
4 Estimates of the correlation function
We will need the following Proposition 25.5.1 from [Ivr1] (first proven in
[RS]):
Proposition 4.1. Let θ ∈ C∞(R3), such that
(4.1) 0 ≤ θ ≤ 1.
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Let χ ∈ C∞(R6) and
(4.2) J = |
∫ (
ρ
(2)
Ψ (x, y)− ρ(y)ρΨ(x)
)
θ(x)χ(x, y) dxdy| ≤
C sup
x
‖∇yχ‖L2(R3y)
(
(Q + ε−1N + T )
1
2Θ+ P
1
2Θ
1
2
)
+ CεN‖∇yχ‖L∞Θ
with
Q = D(ρΨ − ρ
TF, ρΨ − ρ
TF),(4.3)
Θ = ΘΨ :=
∫
θ(x)ρΨ(x)dx,(4.4)
T = sup
supp(θ)
W,(4.5)
P =
∫
|∇θ
1
2 |2ρΨ dx.(4.6)
respectively and arbitrary ε ≤ Z−
2
3 .
We cannot apply it directly to estimate the last term in (2.10) because
of singularity as x = y, but we will do it indirectly, via Proposition 3.3. Let
us make an ℓ-admissible partition of unity φι in with ℓ-admissible φ
1/2
ι . We
set ℓ(x) = Z−1 if |x− ym| ≤ Z
−1. Let us consider first
(4.7)
∫
|x− y|−1ρ
(2)
Ψ (x, y)φι(x)φκ(y) dxdy
in the case of φι and φκ having disjoint supports. Without loss of the
generality we can consider ℓx ≤ ℓy, where subscripts x, y are referring to
supports of φι, φκ respectively.
Let θ(x) = φι(x) and
(4.8) χ(x, y) = χ¯(x, y) := |x− y|2φ¯ι(x)φκ(y)
where φ¯ι which are ℓ-admissible and equal 1 in the ℓ-vicinity of supp(φι).
Then T = ζx and for ℓx ≤ Z
−5/21 in virtue of Proposition 3.3 1)
ΘΨ ≍ ζ
3
xℓ
3
x, P ≍ ζ
3
xℓx(4.9)
1) Indeed, ζ3ℓ3 ≥ Zℓ6/5 ⇐⇒ ℓ ≤ Z−5/21.
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and
‖∇yχ‖L2(R3y)) ≍ d
−1
x,yℓ
1/2
y , ‖∇χ‖L∞ ≍ d
−1
x,yℓ
−1
y(4.10)
where dx,y ≥ ℓy is the distance between supports of φι and φκ. Then the
right-hand expression of (4.2) is
Cζ3xℓ
3
x
(
ℓ−1/2y (Z
5/6 + ζx) + ε
−1/2ℓ−1/2y Z
1/2 + εZℓ−2y + ℓ
−1/2
y ℓ
−1
x
)
and minimizing by ε ≤ Z−2/3 we get
Cζ3xℓ
3
x
(
ℓ−1/2y (Z
5/6−δ + ζx) + Z
2/3ℓ−1y + ℓ
−1/2
y Z
5/6 + ℓ−1/2y ℓ
−1
x
)
.
Observe that all powers of ℓy are negative. Therefore summation over all
elements of y-partition results in the same expression albeit with ℓy replaced
by ℓx = ℓ:
Cζ3ℓ2
(
ℓ1/2(Z5/6 + ζ) + Z2/3 + ℓ−1/2 + ℓ1/2Z5/6
)
.
As ℓ ≤ Z−1/3 we have ζ = Z1/2ℓ−1/2 and all powers are positive with
the exception of one term, where the power is 0, and as ℓ ≥ Z−1/3 we
have ζ = ℓ−2 and all powers are negative. Therefore summation over all
elements of x-partition results in the same expression albeit with ℓ = Z−1/3,
ζ = Z2/3, with the exception of one term which gains a logarithmic factor.
We get CZ2. Then
(4.11) |
∑
ι,κ
∫∫ (
ρ
(2)
Ψ (x, y)− ρ(y)ρΨ(x)
)
dxdy| ≤ CZ2
with summation over indicated elements of the partition.
Let us prove that
(4.12) Estimate (4.11) also holds with ρΨ(x) replaced by ρ(x) and therefore
it hods for a sum over elements with min(ℓx, ℓy) ≤ ℓ
∗ = Z−5/21.
Indeed, in virtue of Proposition 3.5 the error would not exceed
C(ζ2xℓ
2
x + Z
13/18 + Z13/9ζ−1x )ζ
3
yℓ
2
y
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with all powers of ℓy positive as ℓy ≤ Z
−1/3 and negative as ℓy ≥ Z
−1/3.
Then summation with respect to y-partition results in
C
{
(ζ2xℓ
2
x + Z
13/18 + Z13/9ζ−1x )Z
4/3 ℓx ≤ Z
−1/3,
(ζ2xℓ
2
x + Z
13/18 + Z13/9ζ−1x )ζ
3
xℓ
2
x ℓx ≥ Z
−1/3,
with the first line corresponding to ℓy = Z
−1/3, ζy = Z
2/3 and the second line
corresponding to ℓy = ℓx, ζy = ζx. Powers of ℓx are positive as ℓx ≤ Z
−1/3
(except one term with power 0) and negative as ℓx ≥ Z
−1/3 and summation
with respect to x-partition results in the value as ℓx = Z
−1/3, ζx = Z
2/3,
which is CZ19/9.
Consider now the case when supports are not disjoint. Then we take
(4.13) χ(x, y) = χ¯(x, y)η(|x− y|/s) = |x− y|2φ¯ι(x)φκ(y)η(|x− y|/s)
with η(t) smooth function, equal 0 at (0, 1/2) and 1 at (1,∞); s ≤ ℓ will be
selected later. Then while (4.9) is preserved, (4.10) should be replaced by
(4.14) ‖∇yχ‖L2(R3y)) ≍ s
−1/2, ‖∇yχ‖L∞ ≍ s
−2.
Then the right-hand expression (4.2) is
Cs−1/2ζ3ℓ3
(
(Z5/6 + ζ) + ε−1/2Z1/2 + εs−3/2Z + ℓ−1
)
and minimizing by ε ≤ Z−2/3 we get
Cs−1/2ζ3ℓ3
(
Z5/6 + ζ + s−1/2Z2/3 + Z5/6 + ℓ−1
)
.
On the other hand,∫∫ (
χ¯(x, y)− χ(x, y)
)
ρ(x)ρ(y) dxdy ≍ s2ζ6ℓ3.
Consider the sum of these two right-hand expressions
Cζ3ℓ3
(
s−1/2(Z5/6 + ζ + ℓ−1) + s−1Z2/3 + s2ζ3
)
and minimize it by s:
Cζ3ℓ3
(
(Z2/3 + ζ4/5 + ℓ−4/5)ζ3/5 + Z4/9ζ
)
(4.15)
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achieved as
s ≍ (Z1/3 + ζ2/5 + ℓ−2/5)ζ−6/5 + Z2/9ζ−1.(4.16)
We are interested only in s < ℓ (this is why we did not impose s ≤ ℓ in the
minimization), which happens as ℓ∗ = Z
−5/9 < ℓ < ℓ∗ = Z−5/21. Then the
last terms dominate in both (4.15) and (4.16) which become
Cℓ3Z4/9ζ4(4.17)
and
s ≍ s(ℓ) := Z2/9ζ−1(4.18)
correspondingly. Summation of (4.17) over ℓ equals to its value as ℓ = Z−1/3
i.e. CZ19/9.
Here we can also replace ρΨ(x) by ρ(x). Indeed, for fixed y we introduce
the scale t(x) = 1
2
|x − y| and the corresponding partition of B(y, ℓ(y)) \
B(y, s(y)/2). Observe that s(y) ≫ ζ−1. Then in virtue of Proposition 3.5
the contribution of t-element to∫
|x− y|−1
(
ρΨ(x)− ρ(x)
)
dx
does not exceed
Ct−1
(
t2ζ2 + t1/2Z5/6ζ1/2 + Z5/3ζ−2
)
and summation over t ≤ ℓ results in
C
(
ζ2ℓ2 + Z13/18 + Z13/9ζ−1
)
.
Therefore the contribution of any pair of non-disjoint elements to the error
does not exceed
C
(
ζ2ℓ2 + Z13/18 + Z13/9ζ−1
)
ζ3ℓ3
with summation over ℓ resulting in its value as ℓ = Z−1/3 i.e. CZ19/9.
Therefore, we conclude that
(4.19) |
∫∫
|x− y|−1ϕ(x)ϕ(y)
(
ρ
(2)
Ψ (x, y)− ρ(x)ρ(y)
)
η(|x− y|/s(y)) dxdy|
≤ CZ19/9.
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Recall that
(4.20)
∫∫
|x− y|−1ϕ(x)ϕ(y)
(
ρ
(2)
Ψ (x, y)− ρ(x)ρ(y)
)
×
(
1− η(|x− y|/s(y))
)
dxdy| ≤ CZ19/9.
On the other hand, one can check easily that
(4.21)
∫∫
|x− y|−1
(
1− ϕ(x)
)
ρ(x)ρ(y) dxdy ≤ CZ2.
Combining all these inequalities we conclude that
(4.22)
∫
X
|x− y|−1ρ
(2)
Ψ (x, y) dxdy ≥
∫
R6
|x− y|−1ρ(x)ρ(y) dxdy − CZ16/9
where X = {(x, y) : ℓ∗ ≤ ℓ(x) ≤ ℓ
∗, ℓ∗ ≤ ℓ(y) ≤ ℓ
∗, |x− y| ≥ s(y)}.
However we know that
EN ≥ Tr
(
(HW − ν)
−
)
− D(ρΨ, ρ) +
1
2
∫
|x− y|−1ρ
(2)
Ψ (x, y) dxdy(4.23)
and
EN ≤ Tr
(
(HW − ν)
−
)
−
1
2
D(ρ, ρ) + CZ5/3(4.24)
with ρ = ρTF, W =WTF. Then∫
|x− y|−1ρ
(2)
Ψ (x, y) dxdy ≤ 2D(ρΨ − ρ, ρ) + D(ρ, ρ) + CZ
5/3
and from
|D(ρΨ − ρ, ρ)| ≤ D(ρΨ − ρ, ρΨ − ρ)
1/2D(ρ, ρ)1/2 ≤ CZ5/6 × Z7/6 = CZ2
we conclude that∫
|x− y|−1ρ
(2)
Ψ (x, y) dxdy ≤ D(ρ, ρ) + CZ
2.(4.25)
Combining with (4.22) we conclude that
(4.26)
∫
Z
|x− y|−1ρ
(2)
Ψ (x, y) dxdy ≤ CZ
19/9
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for Z = R3x × R
3
y \ X .
5 Pointwise estimates
Therefore we can upgrade (3.17) to
(5.1) ρΨ(x) ≤ C
(
Zℓ−2 + t−3
)(∫
B(x,t)
ρΨ(x) dx+ ζ
3t3
)
+ Ct−1Z19/9.
Indeed, due to analysis of the previous section we replace in two last
terms in (2.10) ρ
(2)
Ψ (x, y) by ρ(x)ρ(y) (with t
−1Z19/9 error) and we get
Ct−1
∫∫
B(x,t)×B(x,t)
|x− y|−1ρ(x)ρ(y) dxdy
+C
∫∫
B(x,t)×(R3\B(x,t))
|x− y|−2ρ(x)ρ(y) dxdy
and the first term does not exceed Cζ6t4, while the second term does not
exceed
Cζ3t3
∫
R3\B(x,t)
|x− y|−2ρ(y) dxdy.
One can check easily that all of these terms do not exceed Zℓ−2ζ3t3.
We replace in the integral in the right-hand expression ρΨ by ζ
3, which is
not necessary correct, but we will check later. Then we get in the right-hand
expression
C(Zℓ−2ζ3t3 + t−1Z19/9 + ζ3)(5.2)
which is minimized by t to
C(Z11/6ζ3/4ℓ−1/2 + ζ3),(5.3)
achieved as
t = Z5/18ζ−3/4ℓ1/2.(5.4)
We are interested at the moment in ζ−1 < t < ℓ.
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If ℓ ≤ Z−1/3 it is achieved for Z−7/9 ≤ ℓ, for ℓ ≤ Z−7/9 we set t = ℓ.
Then we get
(5.5) ρΨ(x) ≤ C


Z3 ℓ(x) ≤ Z−8/9,
Z19/9ℓ−1 Z−8/9 ≤ ℓ ≤ Z−7/9,
Z53/24ℓ−7/8 Z−7/9 ≤ ℓ ≤ Z−1/3.
To justify the last case we need to check if Zt6/5 ≤ ζ3t3 (see Proposition 3.3),
which is the case.
On the other hand, if ℓ > Z−1/3 we have t = Z5/18ℓ2 and it is less than
ℓ for ℓ ≤ Z−5/18 (and t ≥ ζ−1). Then we get
(5.6) ρΨ(x) ≤ C
{
Z11/6ℓ−2 Z−1/3 ≤ ℓ ≤ Z−5/18,
Z19/9ℓ−1 ℓ ≥ Z−5/18.
To justify the former case we need to check if Z5/6t1/2 ≤ ℓ−3, which is the
case, to justify the latter case we just take t = ℓ and use Proposition 3.3)
as ℓ ≤ 1. To cover ℓ ≥ 1 we just use estimate
∫
ρΨ(x) dx ≤ CZ.
Therefore we arrive to
Theorem 5.1. Estimates (5.5) and (5.6) hold for ℓ(x) ≤ Z−1/3 and ℓ(x) ≥
Z−1/3 respectively.
In particular, ρΨ(x) ≤ Z
5/2 as ℓ(x) = Z−1/3.
Remark 5.2. (i) As explained, all these estimates (except Z3) could be
improved under assumption (3.4) by a factor Z−δ
′
.
(ii) We would like to prove an estimate ρΨ(x) ≤ Cζ
3, or to discover that it
does not necessarily hold.
(iii) While it looks reasonable that for N ≤ Z − 1 in the zone {x : ℓ(x) ≥
C0(Z − N)
−1/3} where ρTF(x) = 0 estimate of ρΨ could be better, we do
not know how to use Proposition 3.6.
(iv) One can try to get similar results in the relativistic settings, and in the
case of magnetic field (external, or self-generated, or combined).
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