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1 Introduction
The problem on estimating the Kolmogorov and linear widths of weighted Sobolev
classes is studied since 1970’s [8, 31]. These classes can be defined differently,
depending on smaller-order derivatives and boundary conditions. For example,
in [20, 21, 33, 37] the weighted Sobolev classes are defined only by conditions on
the higher-order derivatives; in [1, 2, 4, 16–18, 22, 31, 32] they are defined by condi-
tions on the derivatives of different orders. Also notice that in [7, 11, 14, 15, 19] the
weighted Sobolev spaces on an interval or a semi-axis are defined as the image of a
weighted Riemann-Liouville operator (the criterion of boundedness of such operators
was obtained by V.D. Stepanov [28, 29]).
Here we consider the weighted Sobolev spaces with conditions on the highest
order and zero derivatives.
First we recall the definitions of the class W rp,g(Ω) and the space Lq,v(Ω).
Let Ω ⊂ Rd be a domain, and let g, v : Ω → (0, ∞) be measurable functions.






are taken in a sense of distributions; β = (β1, . . . , βd), |β| = β1 + . . .+ βd). Let lr,d
be the number of components of the vector-valued distribution ∇rf . We set
W rp,g(Ω) =
{
f : Ω→ R∣∣ ∃ψ : Ω→ Rlr,d : ‖ψ‖Lp(Ω) 6 1, ∇rf = g · ψ}(





Wrp,g(Ω) = spanW rp,g(Ω),
‖f‖Lq,v(Ω)=‖fv‖Lq(Ω), Lq,v(Ω) =
{
f : Ω→ R| ‖f‖Lq,v(Ω) <∞
}
.
We define the set M as the intersection of the class W rp1,g(Ω) and the unit ball
of the space Lp0,w(Ω); i.e.,
M =
{








For d = 1, p1 = p0 > 1, q > 1, the criterion for boundedness of M in the
space Lq,v(Ω) was obtained by R.O. Oinarov [23]. Then this result was generalized
by V.D. Stepanov and E.P. Ushakova [27] for 0 < p0 6 q, 1 < p1 6 q < ∞ and
0 < q < p1 <∞, p0 = p1 > 1.
For multi-dimensional domain problems on embeddings of weighted Sobolev
classes with restrictions on derivatives of different orders were studied by A. Kufner,
P.I. Lizorkin, M.O. Otelbaev, K. Mynbaev, L.K. Kusainova, O.V. Besov and other
authors (see, e.g., [3, 6, 12, 13, 16, 22]).
We recall that the Kolmogorov n-width of a subset C in a normed space X is
the quantity







here Ln(X) is a family of subspaces in X of dimension at most n; the linear n-width
is the quantity





(here L(X, X) is the family of linear continuous operators on X , rkA is the dimen-
sion of the image of A).
Triebel [31, 32] obtained the estimates for the Kolmogorov widths of the set M
for p1 = p0 6 q; Ω is a domain with smooth boundary, the weights are the powers
of the distance from ∂Ω. The parameters are such that the orders of widths depend
only on the conditions on the highest-order derivatives. In the papers of Lizorkin
and Otelbaev [18], Aitenova and Kusainova [1, 2], in the book of Mynbaev and
Otelbaev [22] estimates for the linear widths of the set M in Lq,v were obtained
for p0 = p1 and general weights. For q 6 2 or p1 > 2 under some conditions on
the weights the upper and the lower estimates are the same in the sense of orders.
In addition, in [22] the special case Ω = Rd, g(x) = (1 + |x|)β, w(x) = (1 + |x|)σ,
v(x) = (1+ |x|)λ was considered (again for p0 = p1; for p1 < 2 < q the upper and the
lower estimates are different in the sense of orders). Boykov [4] obtained the order
estimates for the Kolmogorov widths of the classes ∩rk=0W kpk,gk(K), where pk = ∞
for 0 6 k 6 l, pk = p for l + 1 6 k 6 r, K is a cube, gi are the powers of the
distance from ∂K. The conditions on the parameters are such that the orders of the
n-widths depend only on the restrictions on the high-order derivatives.
In this paper we obtain the order estimates for the Kolmogorov widths of the set
M in the space Lq,v(Ω). In the first two examples Ω is a John domain, the weights
are the functions of distance from some h-subset of ∂Ω (the necessary definitions
will be given later). In the third example Ω = Rd, the weights are powers of 1 + |x|
(as in [22]).
We denote by Ba(x) the euclidean ball of radius a with the center in the point
x.
Definition 1. Let Ω ⊂ Rd be a bounded domain, a > 0. We write Ω ∈ FC(a) if
there is a point x∗ ∈ Ω such that for all x ∈ Ω there are a number T (x) > 0 and a
curve γx : [0, T (x)]→ Ω with the following properties:
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1. γx has the natural parametrization with respect to the euclidean norm on R
d,
2. γx(0) = x, γx(T (x)) = x∗,
3. Bat(γx(t)) ⊂ Ω for all t ∈ [0, T (x)].
We say that Ω is a John domain (or satisfies the John condition) if Ω ∈ FC(a) for
some a > 0.
As examples of such domains we can take bounded domains with Lipschitz
boundary and the Koch’s snowflake. The domain {(y, z) ∈ Rd−1 × R : 0 <
z < 1, |y| < zσ} for σ > 1 does not satisfy the John condition. Yu.G. Reshet-
nyak [25, 26] proved that for a John domain the condition for embedding of a non-
weighted Sobolev class into a non-weighted Lebesgue space is the same as for a
cube.
Definition 2. (see [5]). Let Γ ⊂ Rd be a nonempty compact set, h : (0, 1]→ (0, ∞)
be a non-decreasing function. We say that Γ is an h-set if there is a constant c∗ > 1
and a finite countable-additive measure µ on Rd such that suppµ = Γ and
c−1∗ h(t) 6 µ(Bt(x)) 6 c∗h(t)
for all x ∈ Γ and t ∈ (0, 1].
Examples of h-sets are Lipschitz manifolds of dimension k (then h(t) = tk), some
Cantor-type sets, the Koch’s curve.
In order to formulate the main results we need
Definition 3. Given s∗, θ˜, θˆ ∈ R, we define the numbers j0 ∈ N and θj ∈ R
(1 6 j 6 j0) as follows.
1. For p0 > q, p1 > q: j0 = 2, θ1 = s∗, θ2 = θ˜.





, θ2 = θ˜, θ3 = θˆ.
3. For p0 > q, 2 6 p1 < q: j0 = 4, θ1 = s∗, θ2 =
q(s∗+1/q−1/p1)
2












, θ3 = θ˜,














, θ2 = θˆ.
6. For p0 < q 6 2, p1 > q: j0 = 3, θ1 = s∗, θ2 = θ˜, θ3 = θˆ.
7. For p0 < q, q > 2, max{p0, p1} 6 2: j0 = 4, θ1 = s∗ + 12 − 1p1 , θ2 =
q(s∗+1/q−1/p1)
2










8. For p0 < q, q > 2, min{p0, p1} > 2: j0 = 4, θ1 = s∗, θ2 = q(s∗+1/q−1/p1)2 ,






























Consider the first example.





, Ω ∈ FC(a), Γ ⊂ ∂Ω be an h-set,
h(t) = tθ, (3)
0 6 θ < d, r ∈ N, 1 < p0, p1 6∞, 1 < q <∞, β, λ, σ ∈ R,
g(x) = dist−β(x, Γ), w(x) = dist−σ(x, Γ), v(x) = dist−λ(x, Γ). (4)
We denote Z = (r, d, p0, p1, q, a, c∗, θ, β, λ, σ), Z∗ = (Z, R), where R = diamΩ,
























































We use the following notation for order equalities and inequalities. Let X , Y be
sets, f1, f2 : X × Y → R+. We write f1(x, y) .
y
f2(x, y) (or f2(x, y) &
y
f1(x, y)) if
for each y ∈ Y there exists c(y) > 0 such that f1(x, y) 6 c(y)f2(x, y) for all x ∈ X ;
f1(x, y) ≍
y
f2(x, y) if f1(x, y) .
y
f2(x, y) and f2(x, y) .
y
f1(x, y).


























let θ˜ > 0 for p0 > q, θˆ > 0 for p0 < q. The set M is defined by (1), the numbers
j0 ∈ N and θj are as in Definition 3. Suppose that there exists j∗ ∈ {1, . . . , j0} such





Consider the second example.





, Ω ∈ FC(a), let Γ ⊂ ∂Ω be an h-set,
g(x) = ϕg(dist (x, Γ)), w(x) = ϕw(dist (x, Γ)), v(x) = ϕv(dist (x, Γ)), (7)
h(t) = | log t|−γ, γ > 0, (8)
ϕg(t) = t
−β| log t|µ, ϕw(t) = t−σ| log t|α, ϕv(t) = t−λ| log t|ν , (9)
where


































































We denote Z = (r, d, p0, p1, q, a, c∗, h, ϕg, ϕw, ϕv), Z∗ = (Z, R), where R =
diamΩ.











> 0, let (2), (7), (8), (9), (10), (11), (12)
hold, min{µ+ α+ (γ + 1)(1/p0− 1/p1), µ+ α} > 0. Suppose that θ˜ > 0 for p0 > q,
θˆ > 0 for p0 < q. The set M is defined by (1), j0 ∈ N and θj are as in Definition 3.




Consider the third example.
Let Ω = Rd,











































Denote Z = (r, d, p0, p1, q, β, λ, σ).
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min{β + σ + d/p0 − d/p1, β + σ} > 0. Suppose that θ˜ > 0 for p0 > q, θˆ > 0 for
p0 < q. The set M is defined by (1), j0 ∈ N and θj are as in Definition 3. Suppose





Notice that in [22] the problem on estimating the linear widths of the set M




estimates for the linear widths were obtained.
The paper is organized as follows. In §2 the upper estimate for the Kolmogorov
widths of the abstract function classes BXp1(Ω) ∩ BXp0(Ω) is obtained; in §3 the
lower estimate is obtained. In §4–5 these results are applied for proofs of Theorems
1–3.
2 Upper estimates for widths of BXp1(Ω)∩BXp0(Ω).
Let (Ω, Σ, mes) be a measure space. We say that sets A, B ⊂ Ω are disjoint if
mes(A∩B) = 0. Let E, E1, . . . , Em ⊂ Ω be measurable sets, m ∈ N∪{∞}. We say
that {Ei}mi=1 is a partition of E if the sets Ei are disjoint and mes ((∪mi=1Ei)△E) = 0.
We denote by χE(·) the indicator function of E.
Let 1 < p0, p1 6 ∞, 1 6 q < ∞. Suppose that for each measurable subset
E ⊂ Ω the following spaces are defined (see [37]):
• the spaces Xpi(E) with seminorms ‖ · ‖Xpi(E), i = 0, 1,
• the Banach space Yq(E) with norm ‖ · ‖Yq(E),
which satisfy the following conditions:
1. Xpi(E) = {f |E : f ∈ Xpi(Ω)}, i = 0, 1, Yq(E) = {f |E : f ∈ Yq(Ω)};
2. if mesE = 0, then dim Yq(E) = dim Xpi(E) = 0, i = 0, 1;










, f ∈ Yq(E);
4. if E ∈ Σ, f ∈ Yq(Ω), then f · χE ∈ Yq(Ω).
6
We denote
BXpi(Ω) = {f ∈ Xpi(Ω) : ‖f‖Xpi(Ω) 6 1}, i = 0, 1.
Let P(Ω) ⊂ Xp1(Ω) be a subspace of dimension r0 ∈ N. For each measurable
subset E ⊂ Ω we denote
P(E) = {P |E : P ∈ P(Ω)}.
Let G ⊂ Ω be a measurable subset, and let T be a partition of G. We set
ST (Ω) = {f : Ω→ R : f |E ∈ P(E), E ∈ T, f |Ω\G = 0}.
If T is finite and for each E ∈ T the inclusion P(E) ⊂ Yq(E) holds, then ST (Ω) ⊂
Yq(Ω) (see property 4).










Suppose that there exist a partition {Ωt,j}t>t0, j∈Jˆt of Ω into measurable subsets








, k∗ ∈ N, γ∗ > 0, α∗ ∈ R, µ∗ ∈ R such
that the following assumptions hold.
Assumption A. The inclusion Xp1(Ωt,j) ⊂ Yq(Ωt,j) holds for each t > t0, j ∈ Jˆt.
Assumption B. The following estimate holds:
card Jˆt 6 c · 2γ∗k∗t, t > t0. (16)
Assumption C. For each t > t0, j ∈ Jˆt there is a sequence of partitions {Tt,j,m}m∈Z+
of the set Ωt,j such that
Tt,j,0 = {Ωt,j}, cardTt,j,m 6 c · 2m, (17)
and for all E ∈ Tt,j,m
card {E ′ ∈ Tt,j,m±1 : mes (E ∩ E ′) > 0} 6 c. (18)
Assumption D. If p0 > q, then for each E ∈ Tt,j,m








Assumption E. For each E ∈ Tt,j,m there is a linear continuous projection PE :
Yq(Ω)→ P(Ω) such that for all f ∈ Xp1(Ω) ∩Xp0(Ω)



















Z0 = (p0, p1, q, r0, c, k∗, s∗, γ∗, µ∗, α∗).
We define the partitions










2γ∗k∗t · 2m. (22)
Let
ν ′t,m = dim STt,m(Ω), νt,m = dim STˆt,m(Ω).


















2γ∗k∗t · 2m. (23)
We set Ωt = ∪j∈JˆtΩt,j .













i=1 ∈ Rk, p 6 q,


























2−α∗k∗t · 2m(1/p0−1/q). (28)
We denote by lνp the space R







By Bνp we denote the unit ball in l
ν
p .






‖f‖p0,q,Tˆt,m, f ∈ STˆt,m(Ω), (29)
‖A−1t,m(cj)νt,mj=1 ‖Yq(Ω) .
Z0




















Proof. Let E ∈ Tˆt,m, mes(E) > 0, νE = dimP(E). Then
νE 6 r0. (32)
By John’s ellipsoid theorem, there is an isomorphism AE : P(E)→ lνE2 such that
‖AEf‖lνE2 6 ‖f‖Yq(E) 6
√
νE‖AEf‖lνE2 , f ∈ P(E). (33)
We set for f ∈ STˆt,m(Ω)
At,mf = (AE(f |E))E∈Tˆt,m.
Then from (32) and (33) we get (29), (30). The isomorphism A′t,m satisfying (31)
can be constructed similarly.
Let Wt,m be the set of sequences (cj)
νt,m











6 2−α∗k∗t · 2m(1/p0−1/q).
(34)
Proposition 2. Let l ∈ Z+. Then














Proof. Let L ⊂ lνt,mq be an extremal subspace for the widths dl(Wt,m, lνt,mq ), let
Et,m : l
νt,m
q → L be the metric projection, and let It,m : lνt,mq → lνt,mq be the identity
operator. From (25), (28) and (29) it follows that
At,m(Pt,m+1 − Pt,m)(BXp1(Ω) ∩ BXp0(Ω)) ⊂ cˆ(Z0)Wt,m
for some positive constant cˆ(Z0). Hence,








. dl(At,m(Pt,m+1 − Pt,m)(BXp1(Ω) ∩BXp0(Ω)), lνt,mq ) 6
6 ‖(It,m − Et,m)At,m(Pt,m+1 − Pt,m)(BXp1(Ω) ∩ BXp0(Ω))‖lνt,mq .
Z0
. ‖(It,m −Et,m)Wt,m‖lνt,mq = dl(Wt,m, lνt,mq ).
The inequality (36) can be proved similarly applying (26) and (31).
Let k0 > 0, k1 > 0, ν ∈ N, 1 < q˜ < ∞, 1q˜ = 1−λp1 + λp0 , λ ∈ (0, 1). Then the
Ho¨lder’s inequality yields the inclusion
k0B
ν
p0 ∩ k1Bνp1 ⊂ kλ0k1−λ1 Bνq˜







with λ ∈ (0, 1), then by (34) and the equality
(1− λ)(s∗ + 1/q − 1/p1) + λ(1/q − 1/p0) = (1− λ)s∗ (37)
we obtain
Wk,m ⊂ 2k∗t((1−λ)µ∗−λα∗) · 2−ms∗(1−λ)Bνt,mq , (38)





in particular, for l = 0 we get
‖Pt,m+1f − Pt,mf‖Yq(Ωt) .
Z0








with λ˜ ∈ (0, 1), then
Wk,m ⊂ 2k∗t((1−λ˜)µ∗−λ˜α∗) · 2−m((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))Bνt,m2 , (40)
dl((Pt,m+1 − Pt,m)(BXp1(Ω) ∩ BXp0(Ω)), Yq(Ω)) .
Z0
. 2k∗t((1−λ˜)µ∗−λ˜α∗) · 2−m((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))dl(Bνt,m2 , lνt,mq ).
We denote Ω˜t = ∪l>tΩl.
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. The for each t > t0 and for each function

































k∗l · 2−qα∗l‖f‖qXp0(Ωl) .
Z0
2−q(α∗−γ∗/q+γ∗/p0)k∗t.

























Proof. If p0 = q, (42) follows from (41). Further we assume that p0 < q.


























ml = 2(µ∗+α∗)k∗l. (44)














































(the series converges in Yq(Ω)) and (42) holds.
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This completes the proof of (45).
Now we obtain the upper estimates for dn(BXp0(Ω) ∩ BXp1(Ω), Yq(Ω)).
We need the following corollary from Gluskin’s theorem [10].




























The upper estimates for the Kolmogorov widths also hold for N/2 < n 6 N .
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, µ∗ + α∗
}
> 0. (49)




















for p0 6 q,
p1 6 q or p0 < q, p1 > q. Suppose that there is j∗ ∈ {1, . . . , j0} such that θj∗ <
minj 6=j∗ θj. Then
dn(BXp0(Ω) ∩BXp1(Ω), Yq(Ω)) .
Z0
n−θj∗ .
Proof. We define the numbers mˆt, mt, m˜t, mt ∈ R by equations
2γ∗k∗t · 2mˆt = n, (50)
2γ∗k∗t · 2mt = nq/2 (for q > 2), (51)
2−(α∗+γ∗/p0−γ∗/q)k∗t = 2(µ∗+γ∗/q−γ∗/p1)k∗t · 2−s∗m˜t , (52)
2−α∗k∗t · 2mt(1/p0−1/q) = 2µ∗k∗t · 2−mt(s∗+1/q−1/p1); (53)
t˜(n) and t(n) are defined by equations
mˆt˜(n) = m˜t˜(n), mˆt(n) = mt(n). (54)
Then
2m˜ts∗ = 2(µ∗+α∗+γ∗/p0−γ∗/p1)k∗t, (55)
13
2mt(s∗+1/p0−1/p1) = 2(µ∗+α∗)k∗t, (56)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗ t˜(n) = ns∗ , (57)
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗t(n) = ns∗+1/p0−1/p1 . (58)
If q > 2, we also define the number tˆ(n) by equation
mtˆ(n) = mtˆ(n). (59)
Then
2(µ∗+α∗+γ∗(s∗+1/p0−1/p1))k∗ tˆ(n) = n(s∗+1/p0−1/p1)q/2. (60)
Notice that from (48), (49), (54), (55), (56), (57), (58), (59), (60) it follows that
2mˆt(n) = nβ1 , 2mˆt˜(n) = nβ2, 2mt(n) = nβ3 , βi > 0, i = 1, 2, 3. (61)
Further ε > 0 is a sufficiently small number; it will be chosen later by Z0.
First we consider p0 > q.





t = 2mˆt−ε|t−t∗(n)|; (62)
here t∗(n) = 0 or t∗(n) = t˜(n) (we will choose t∗(n) later by Z0). By (50), (57) and
(61), if ε is sufficiently small, we have m∗t > 0 for 0 6 t 6 t˜(n).






‖f − Pf‖Yq(Ω) 6
∑
t06t6[t˜(n)]














2(µ∗+γ∗(s∗+1/q−1/p1))k∗t ·n−s∗ ·2s∗ε|t−t∗(n)|+2(µ∗+γ∗(s∗+1/q−1/p1))k∗ t˜(n) ·n−s∗ =: S.
If µ∗ + γ∗(s∗ + 1/q − 1/p1) < 0, then we set t∗(n) = 0 and get S .
Z0
n−s∗. If
µ∗ + γ∗(s∗ + 1/q − 1/p1) > 0, then we set t∗(n) = t˜(n) and obtain
S .
Z0




By conditions of theorem, s∗ 6= θ˜; therefore, µ∗ + γ∗(s∗ + 1/q − 1/p1) 6= 0.











Since p1 < q < p0, we have t(n) < t˜(n) by (57), (58). Let t∗(n) = 0 or t∗(n) =
t(n), t∗∗(n) = t(n) or t∗∗(n) = t˜(n) (they will be chosen later by Z0). We define the
numbers m∗t (t0 6 t 6 t(n)) and m
∗∗
t (t(n) < t 6 t˜(n)) by
2m
∗
t = 2mˆt−ε|t−t∗(n)|, 2m
∗∗
t = 2mˆt−ε|t−t∗∗(n)|. (64)






For f ∈ BXp0(Ω) ∩ BXp1(Ω) the following equation holds:




























2γ∗k∗t · 2mˆt · 2−ε|t−t∗(n)| +
∑
t(n)<t6t˜(n)














This together with (24), (39) yield that it remains to estimate the sum
∑
t06t6t(n)
















2((1−λ)µ∗−λα∗)k∗t · 2−mˆts∗(1−λ)+ε(1−λ)s∗ |t−t∗∗(n)| =: S.
By (37), (54) and (56), we get




Recall that θj∗ < minj 6=j∗ θj by conditions of theorem. Taking into account (50)




−mˆ0(s∗+1/q−1/p1) (50)= n−s∗−1/q+1/p1 ,
S2(n) = 2




((1−λ)µ∗−λα∗)k∗ t˜(n) · 2−mˆt˜(n)s∗(1−λ) (54),(55)≍
Z0
≍ 2−(α∗+(1−λ)(γ∗/p0−γ∗/p1))k∗ t˜(n) (47),(57),(63)≍
Z0
n−θ˜.
Case p0 > q > 2, q > p1 > 2. The numbers t1(n) 6 t˜(n), m1(n) 6 n
q/2 will be





t = 2mˆt−ε|t−t1(n)|. (65)
As in previous cases, we get m∗t > 0 for small ε. For 0 6 t 6 t˜(n) we set
lt,m =
{ ⌈
n · 2−ε(|t−t1(n)|+|m−m1(n)|)⌉ , m 6 mt,
0, m > mt.
(66)















For f ∈ BXp0(Ω) ∩ BXp1(Ω) we have








(Pt,m+1f − Pt,mf). (68)
By (41), (47) and (57), ‖f · χΩ˜[t˜(n)]+1‖Yq(Ω) .
Z0
n−θ˜. This together with (35), (67)




































2((1−λ)µ∗−λα∗)k∗t · 2−(1−λ)s∗m. (72)
If tˆ(n) < t˜(n), we define the numbers m′t by
2µ∗k∗t ·2−(s∗+1/q−1/p1)m′t
(
n−1/2 · 2γ∗k∗t/q · 2m′t/q
) 1/p1−1/q
1/2−1/q
= 2((1−λ)µ∗−λα∗)k∗t ·2−(1−λ)s∗m′t .
Then by (37) and (70) we get
2(µ∗+α∗)k∗t · 2−(s∗+1/p0−1/p1)m′t
(




If m′t = mˆt, then t = t˜(n) by (50) and (57); if m
′
t = mt, then t = tˆ(n) by (51) and
(60). Notice that if the factor multiplying m′t in the exponent in left-hand-side of
(73) is zero, then t˜(n) = tˆ(n).
We split the set {(t, m) : 0 6 t 6 t˜(n), m∗t 6 m < ∞} into the following
subsets:
I = {(t, m) : 0 6 t 6 t˜(n), m∗t 6 m 6 mt; m 6 m′t, if tˆ(n) < t 6 t˜(n)},
II = {(t, m) : 0 6 t 6 min(t˜(n), tˆ(n)), m > mt},
III = {(t, m) : tˆ(n) < t 6 t˜(n), m > m′t}.
For (t, m) ∈ I ∪ II we apply (71), for (t, m) ∈ III we apply (72).
We apply Lemma 6 from [34], (50), take into account that θj∗ < minj 6=j∗ θj by
theorem conditions, chose appropriately the numbers ε, t1(n), m1(n) and obtain the
estimate S .
Z0















































. As in previous case,
we define m∗t and lt,m by (65) and (66) and get that it suffices to estimate the sum















. 2((1−λ˜)µ∗−λ˜α∗)k∗t · 2−((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))ml−1/2t,m · 2γ∗k∗t/q · 2m/q.
(76)
We define the numbers m′t by
2((1−λ)µ∗−λα∗)k∗t · 2−(1−λ)s∗m′t =
= 2((1−λ˜)µ∗−λ˜α∗)k∗t · 2−((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))m′tn−1/2 · 2γ∗k∗t/q · 2m′t/q.
Taking into account (37), we get that
2(µ∗+α∗)k∗t · 2−(s∗+1/p0−1/p1)m′t ·
(




Notice that if the factor multiplying of m′t in the exponent is zero, then tˆ(n) = t˜(n).
If m′t = mˆt, then t = t˜(n) by (50) and (57); if m
′
t = mt, then t = tˆ(n) and
m′t = mt by (51) and (60).
We split the set {(t, m) : 0 6 t 6 t˜(n), m∗t 6 m <∞} into the subsets
I = {(t, m) : 0 6 t 6 t˜(n), m∗t 6 m 6 mt, m > mt},
II = {(t, m) : 0 6 t 6 min(tˆ(n), t˜(n)), m > mt},
III = {(t, m) : 0 6 t 6 t˜(n), m > m∗t , m 6 mt; m 6 m′t for tˆ(n) < t 6 t˜(n)},
IV = {(t, m) : tˆ(n) < t 6 t˜(n), m > m′t}.
For (t, m) ∈ I ∪ II we apply (74); for (t, m) ∈ III we apply (76); for (t, m) ∈ IV
we apply (75).
As in the previous case, we apply Lemma 6 from [34] and get that for appropriate
ε > 0, t1(n) and m1(n) the estimate S .
Z0





































((1−λ)µ∗−λα∗)k∗ t˜(n) · 2−(1−λ)s∗mˆt˜(n) (54),(55)≍
Z0
≍ 2(1−λ)(µ∗+α∗)k∗ t˜(n) · 2−α∗k∗ t˜(n) · 2−(1−λ)(µ∗+α∗+γ∗/p0−γ∗/p1)k∗ t˜(n) (47),(57)≍
Z0
n−θ˜.
Now we consider p0 6 q.
Case p0 6 q 6 2, p1 6 q. Let t∗(n) = 0 or t∗(n) = t(n) (it will be chosen later
by Z0). We define the numbers m
∗
t by equation 2
m∗t = 2mˆt−ε|t−t∗(n)|. By (58) and
(61), m∗t > 0 for t0 6 t 6 t(n) and small ε > 0.

















2µ∗k∗t · 2(s∗+1/q−1/p1)γ∗k∗t · n−s∗−1/q+1/p1 · 2ε(s∗+1/q−1/p1)|t−t∗(n)|.
If µ∗ + γ∗(s∗ + 1/q − 1/p1) < 0, we set t∗(n) = 0 and for small ε > 0 we get
‖f − Pf‖Yq(Ω) .
Z0





n−θˆ. If µ∗+γ∗(s∗+1/q−1/p1) = 0, then s∗+ 1q− 1p1 = θˆ,
which contradicts with theorem conditions.
Case p0 < q 6 2, p1 > q. Here we argue as for p0 > q, p1 < q 6 2; the number λ
is defined by (63). The numbers m∗t , m
∗∗
t are defined by (64). Notice that by (57),































2((1−λ)µ∗−λα∗)k∗t · 2γ∗s∗(1−λ)k∗t · n−s∗(1−λ) · 2εs∗|t−t∗∗(n)|(1−λ) + n−θˆ =: S.
Since θj∗ < minj 6=j∗ θj by theorem conditions and
2(µ∗+γ∗/q−γ∗/p1)k∗ t˜(n) · 2s∗γ∗k∗ t˜(n) ·n−s∗ (57)= 2((1−λ)µ∗−λα∗)k∗ t˜(n) · 2γ∗s∗(1−λ)k∗ t˜(n) ·n−s∗(1−λ),
we have S .
Z0
S1(n) + S2(n) + S3(n) + n
−θˆ, where
S1(n) = n
−s∗ , S2(n) = 2











Further we consider q > 2.
The numbers t1(n) 6 tˆ(n), m1(n) 6 n
q/2 will be chosen later by Z0. The numbers




t = max{2mˆt−ε|t−t1(n)|, 1}. (77)



















(Pt,m+1f − Pt,mf) + f · χΩ˜[tˆ(n)]+1. (79)





















q ) =: S0.



















2µ∗k∗t · 2−m(s∗+1/q−1/p1)dlt,m(Bνt,m2 , lνt,mq ) =: S.
Applying Theorem A and taking into account (23), we get that in the first and the
third sums there are decreasing geometric progressions in m, and in the second sum














2µ∗k∗t · 2−m(s∗+1/q−1/p1)2γk∗t/q · 2m/q · l−1/2t,m =: S˜.
Notice that θj∗ < minj 6=j∗ θj by theorem condition. Applying Lemma 6 from [34]
and taking into account (50), (51), (54), (66), (77), we get that for appropriate t1(n)
and m1(n) the estimate S˜ .
Z0
S1(n) + S2(n) + S3(n) + S4(n) holds with
S1(n) = n




















































by (50), (51), (54), (57), (59), (60), we have
m′t˜(n) = m˜t˜(n) = mˆt˜(n), m
′
tˆ(n) = mtˆ(n) = mtˆ(n). (82)

























































2µ∗k∗t · 2−m(s∗+1/q−1/p1) =: S.
In the second sum there is an increasing geometric progression in m, in the last sum
there is a decreasing geometric progression in m. Applying Lemma 6 from [34] and








2 · n 1q
) 1/p1−1/q
1/2−1/q




































If p0 > 2 > p1, the number m
′
t is defined by equation
2((1−λ˜)µ∗−λ˜α∗)k∗t · 2−((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))m′t · n− 12 · 2 γ∗k∗tq · 2
m′t
q =











if p1 > 2 > p0, it is defined by equation
2((1−λ˜)µ∗−λ˜α∗)k∗t · 2−((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))m′t · n− 12 · 2 γ∗k∗tq · 2
m′t
q =










In both cases we get by (83)










from (50), (51), (54), (57), (59), (60) we get that
m′t˜(n) = mˆt˜(n) = m˜t˜(n), m
′
tˆ(n) = mtˆ(n) = mtˆ(n). (86)
















holds if and only if t˜(n) = tˆ(n)
(then m′t cannot be defined by (85)).
Let us estimate the sum S0.
For p0 > 2 > p1 we define the subsets
I = {(t, m) : t > 0, m∗t 6 m 6 mt, m > mt},
II = {(t, m) : 0 6 t 6 tˆ(n), m > mt},
III = {(t, m) : t(n) 6 t 6 tˆ(n), m > m∗t , m 6 mt; m > m′t for t˜(n) < t 6 tˆ(n)},
IV = {(t, m) : t˜(n) < t 6 tˆ(n), m > m∗t , m 6 m′t}.
For (t, m) ∈ I ∪ II we apply the inclusion Wt,m ⊂ 2µ∗k∗t · 2−(s∗+1/q−1/p1)mBνt,mp1 ,
for (t, m) ∈ III we apply (40), for (t, m) ∈ IV we apply the inclusion Wt,m ⊂






































In the second sum there is a decreasing geometric progression in m, in the fourth
sum there is an increasing geometric progression in m. Applying Lemma 6 from [34]
and taking into account (50), (51), (56), (84), (85), (86), we get that for appropriate
t1(n) and m1(n) the estimate S .
Z
S1(n) +S2(n)+S3(n) +S4(n) +S5(n) holds with
S1(n) = n




(s∗+1/q−1/p1)n−1/2 · (nq/2) 1q = n− q2 (s∗+1/q−1/p1),
S3(n) = 2

















For p1 > 2 > p0 we set
I = {(t, m) : t > 0, m∗t 6 m 6 mt, m > m′t},
II = {(t, m) : 0 6 t 6 tˆ(n), m > mt},
III = {(t, m) : m > m∗t , m 6 m′t, m > mt},
IV = {(t, m) : t 6 tˆ(n), m > m∗t , m 6 mt}.


































q · 2mq .
Z












































. Then (38) holds.













= 2((1−λ)µ∗−λα∗)k∗t · 2−((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))m′t .
(87)
Then










by (50), (51), (54), (57), (59), (60), we have
mˆt˜(n) = m˜t˜(n) = m
′
t˜(n), mtˆ(n) = mtˆ(n) = m
′
tˆ(n). (89)
We define the number t(n) by equation m˜t(n) = mt(n). We split the set {(t, m) :
0 6 t 6 tˆ(n), m > m∗t} into subsets
I = {(t, m) : 0 6 t 6 tˆ(n), m∗t 6 m 6 mt, m > m˜t},
II = {(t, m) : m > mt, 0 6 t 6 t(n)},
III = {(t, m) : m 6 m˜t, m 6 mt, m > m′t},
IV = {(t, m) : t(n) 6 t 6 tˆ(n), m > mt},
V = {(t, m) : m 6 m′t, m > m∗t , t 6 tˆ(n)}.
For (t, m) ∈ I ∪ II we use the inclusion Wt,m ⊂ 2µ∗k∗t · 2−(s∗+1/q−1/p1)mBνt,mp1 ,
for (t, m) ∈ III ∪ IV we apply (38), for (t, m) ∈ V we use the inclusion Wt,m ⊂
2−α∗k∗t · 2−(1/q−1/p0)mBνt,mp0 .























Applying Lemma 6 from [34], (50), (51), (55), (87), (88), (89) and taking into
account that in I∪ II∪ III∪ IV there is a decreasing geometric progression in m, and
in V there is an increasing geometric progression in m, we get that for appropriate
t1(n) and m1(n) the estimate S .
Z0
S1(n) + S2(n) + S3(n) holds with
S1(n) = n
−(s∗+1/q−1/p1)n1/q−1/p1 = n−s∗ ,
S2(n) = 2
























. Then (38), (40) hold.
We define the numbers m′t by equation
2((1−λ)µ∗−λα∗)k∗t · 2−((1−λ)(s∗+1/q−1/p1)+λ(1/q−1/p0))m′t =
= 2((1−λ˜)µ∗−λ˜α∗)k∗t · 2−((1−λ˜)(s∗+1/q−1/p1)+λ˜(1/q−1/p0))m′t · n− 12 · 2
m′t
q · 2 γ∗k∗tq .
(90)
Then
2(λ˜−λ)(µ∗+α∗)k∗t · 2−(λ˜−λ)(s∗+1/p0−1/p1)m′t = n− 12 · 2
m′t
q · 2 γ∗k∗tq ;
by (50), (51), (54), (57), (59), (60), we have
m′t˜(n) = mˆt˜(n) = m˜t˜(n), m
′
tˆ(n) = mtˆ(n) = mtˆ(n). (91)
We define the subsets I− IV as in the previous case, and set
V = {(t, m) : m 6 m′t, m > m∗t , m > mt},
VI = {(t, m) : t 6 tˆ(n), m > m∗t , m 6 mt}.
For (t, m) ∈ I ∪ II we use the inclusion Wt,m ⊂ 2µ∗k∗t · 2−(s∗+1/q−1/p1)mBνt,mp1 , for
(t, m) ∈ III ∪ IV we apply (38), for (t, m) ∈ V we apply (40), in VI we apply the
inclusion



















2−α∗k∗t · 2m(1/p0−1/q)l−1/2t,m 2γ∗k∗t/q · 2m/q =: S.
In the first and the second sums there is a decreasing geometric progression in m,
in the last sum there is an increasing geometric progression in m. Applying Lemma
6 from [34] and taking into account (52), (53), (90), (91), we get that for appropriate
t1(n) and m1(n) the estimate S .
Z0
S1(n) + S2(n) + S3(n) + S4(n) holds with
S1(n) = n
−s∗−1/q+1/p1 · n1/q−1/p1 = n−s∗ ,
S2(n) = 2

















This completes the proof.
3 Lower estimates for widths of BXp1(Ω)∩BXp0(Ω).
Let c > 1, t0 ∈ Z+. Suppose that for all integers t > t0, m ∈ Z+ there are functions
ϕt,mj ∈ Xp0(Ω) ∩Xp1(Ω) (1 6 j 6 νt,m) with pairwise disjoint supports such that
νt,m > c
−12γ∗k∗t · 2m =: ν ′t,m, (92)









‖ϕt,mj ‖Xp1 (Ω) 6 c · 2−µ∗k∗t · 2m(s∗+1/q−1/p1).
(93)
We denote Z1 = (c, t0, q, p0, p1, s∗, γ∗, α∗, µ∗). The numbers θ˜ and θˆ are defined
by (47).
Theorem 5. Let (48), (49), (92), (93) hold. Then





, l2nq ), (94)
27
dn(BXp0(Ω) ∩BXp1(Ω), Yq(Ω)) &
Z1
n−θ˜, (95)
dn(BXp0(Ω) ∩BXp1(Ω), Yq(Ω)) &
Z1
n−θˆ−(1/2−1/q)+ ; (96)
if q > 2, p1 < q, then
dn(BXp0(Ω) ∩BXp1(Ω), Yq(Ω)) &
Z1
n−q(s∗+1/q−1/p1)/2; (97)
if q > 2, then
dn(BXp0(Ω) ∩ BXp1(Ω), Yq(Ω)) &
Z1
n−qθˆ/2. (98)
Proof. Let ν ′t,m > 2n, L = span {ϕt,m1 , . . . , ϕt,mνt,m}, and let Wt,m be the set of
sequences (c1, . . . , cνt,m) ∈ Rνt,m such that
‖(cj)νt,mj=1 ‖lνt,mp0 6 2













Since the functions ϕt,mj have pairwise disjoint supports, there is a linear pro-












Let t = t0. By (48), there is c˜ = c˜(Z1) such that for sufficiently large n and for
ν ′t0,m > 2n the inclusion Wt0,m ⊃ c˜ · 2−m(s∗+1/q−1/p1)B
νt0,m
p1 holds. We take m such
that 2n 6 ν ′t0,m .
Z1
n or 2nq/2 6 ν ′t0,m .
Z1
nq/2, apply (92) and Theorem A, and obtain
(94) and (97).
The set min{2−α∗k∗t · 2m(1/p0−1/q), 2µ∗k∗t · 2−m(s∗+1/q−1/p1)}Bνt,m1 is contained in
Wt,m. Let mt be defined by equation










We take t(n) and tˆ(n) such that 2n 6 ν ′t(n),[mt(n) ] .
Z1





Applying (92) and (100), we get (96) and (98).
The set min{2−α∗k∗t · 2−γ∗k∗t/p0 · 2−m/q, 2µ∗k∗t · 2−γ∗k∗t/p1 · 2−m(s∗+1/q)}Bνt,m∞ is con-
tained in Wt,m. Let















n. Applying (92) and (101), we get
(95).
4 Upper estimates for widths of weighted Sobolev
classes




as Xp0(Ω) we take Lp0,w(Ω) with norm ‖f‖Lp0,w(Ω) = ‖wf‖Lp0(Ω), as Yq(Ω) we take
Lq,v(Ω) with norm ‖f‖Lq,v(Ω) = ‖vf‖Lq(Ω), as P(Ω) we take the space Pr−1(Ω) of
polynomials of degree at most r − 1.
First we consider the function classes from Theorems 1, 2.
Let Ω ∈ FC(a), and let Γ ⊂ ∂Ω be an h-set. In [35], [36] the numbers s =
s(a, d) ∈ N and b∗ = b∗(a, d) > 0 were defined and the partition of the domain Ω
into subdomains Ω[ηj,i] ∈ FC(b∗) (j > jmin, i ∈ I˜j) was constructed, such that
diamΩ[ηj,i] ≍
a, d
2−sj ; dist (x, Γ) ≍
a, d






Upper estimate in Theorem 1. We set Jˆt = I˜t, Ωt,i = Ω[ηt,i]. Then Assump-





and Ωt,i ∈ FC(b∗)). Assumption B with γ∗ = θ, k∗ = s follows from (3) and (102).
From [37, Lemma 8] we get Assumption C; the same lemma together with (4), (102)
yield (20) with µ∗ = β + λ− r − dq + dp1 . Assumption D with α∗ = σ − λ + dq − dp0
follows from Ho¨lder’s inequality, (4) and (102). It remains to check (21). Notice that
the elements of the partition Tt,j,m belong to FC(b∗); it follows from [38, Lemma
7] (Lemma 8 from [37] is the corollary of Lemma 7 from [38]). Hence, there are
concentric balls BE ⊂ Ωt,i ⊂ B˜E of radii RE ≍
a,d
2−st · 2−md and R˜E ≍
a,d
2−st · 2−md ,
29
respectively. The operator PE is defined as follows: first the orthogonal projection
in L2(BE) onto Pr−1(BE) is constructed, then the polynomials are extended onto
E. We have









We apply (4) together with (102) and obtain (21).
Upper estimate in Theorem 2. We set {Ωt,i}i∈Jˆt = {Ω[ηj,i]}2t6sj<2t+1,i∈I˜j .
Arguing as in the proof of Theorem 1 and applying (7), (8), (9), (10), (102), we get
Assumptions A–E with k∗ = 1, γ∗ = γ + 1, α∗ = α− ν, µ∗ = µ+ ν.
Upper estimate in Theorem 3. We set Ω0 = (−1, 1)d, Ωt = (−2t, 2t)d\[−2t−1, 2t−1]d;
let {Ωt,j}j∈Jˆt be the partition of Ωt into cubes with side length 1. Then card Jˆt ≍d 2
td.
As in the proofs of the previous theorems, we get by (13) Assumptions A–E with
γ∗ = d, µ∗ = β + λ, α∗ = σ − λ.
5 Lower estimates for widths of weighted Sobolev
classes
Let ψ ∈ C∞0 (Rd), ‖ψ‖Lq(Rd) = 1, suppψ ⊂ [0, 1]d.
In the first and the second examples the functions g, v, w have the form g(x) =
ϕg(dist (x, Γ)), w(x) = ϕw(dist (x, Γ)), v(x) = ϕv(dist (x, Γ)).
In [36, p. 118] the number k∗∗ = k∗∗(Z) was defined and the family of cubes








(here the number jmin ∈ Z+ depends on diamΩ, c∗ is from Definition 2),
dist (x, Γ) ≍
a, d, c∗
2−k∗∗j, x ∈ ∆j,i. (104)
For each m ∈ Z+ we take a partition of ∆j,i into cubes ∆j,i,l = xj,i,l + ρj,i,m[0, 1]d,





2−k∗∗j · 2−m/d. (105)





, where cj,i,l > 0 is such that
‖ψj,i,l‖Lq,v(∆j,i,l) = 1. (106)
30
Then by (104), (105) we have
‖ψj,i,l‖Wrp1,g(∆j,i,l) ≍Z∗ 2








Lower estimate in Theorem 1. We take {ϕt,mν }16ν6νt,m = {ψt,i,l}i∈It, 16l6lm.
By (3), (103) and (105), νt,m &
Z∗
2θk∗∗t · 2m. Hence, (92) holds with γ∗ = θ, k∗ = k∗∗.
By (4), (106), (107) and (108), we get (93) with α∗ = σ − λ + dq − dp0 , µ∗ =







. It remains to apply Theorem 5.
Lower estimate in Theorem 2. We take {ϕt,mν }16ν6νt,m = {ψj,i,l}2t6j<2t+1, i∈Ij , 16l6lm .
By (8), (103) and (105), νt,m &
Z∗
2(γ+1)t ·2m. Hence, (92) holds with γ∗ = γ+1, k∗ = 1.





Lower estimate in Theorem 3. We set Ω0 = (−1, 1)d,
Ωt = (−2t, 2t)d\[−2t−1, 2t−1]d;
let {Ωt,j}j∈Jˆt be the partition of Ωt into cubes with side length 1, let {∆t,j,l}16l62[m/d]
be a partition of Ωt,j into cubes with side length 2







, where ct,j,l > 0 is such that ‖ψt,j,l‖Lq,v(∆t,j,l) = 1. Applying
(13), we get (92) with γ∗ = d, k∗ = 1 and (93) with µ∗ = β + λ, α∗ = σ− λ, s∗ = rd .
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