A new instance-based learning method is presented for regression problems with high-dimensional data. As an instance-based approach, the conventional method, KNN, is very popular for classification. Although KNN performs well on classification tasks, it does not perform as well on regression problems. We have developed a new instance-based method, called Regression by Partitioning Feature Projections (RPFP) which is designed to meet the requirement for a lazy method that achieves high levels of accuracy on regression problems. RPFP gives better performance than well-known eager approaches found in machine learning and statistics such as MARS, rule-based regression, and regression tree induction systems. The most important property of RPFP is that it is a projectionbased approach that can handle interactions. We show that it outperforms existing eager or lazy approaches on many domains when there are many missing values in the training data.
Introduction
Predicting values of numeric or continuous attributes is known as regression in statistics. Predicting real values is an important challenge for machine learning because many problems encountered in real life involve regression.
In machine learning, much research has been performed for classification, where the single predicted feature is nominal or discrete. Regression differs from classification in that the output or predicted feature in regression problems is continuous. Even regression is one of the earliest data analysis approaches studied in statistics, machine learning community also study on this problem since large number of real-life problems can be modelled as regression problems. Various names are used for this problem in the literature, such as function prediction, real value prediction, function approximation and continuous class learning. We will prefer its historical name, regression, in this article.
The term eager is used for learning systems that induce rigorous models during training. These models can be used to make predictions for instances drawn from the same domain. Induced models allow interpretation of the underlying data. Decision trees and decision rules are such models. On the other hand, lazy approaches do not construct models and delay processing to the prediction phase. In fact, the model is usually the normalized training data itself [1] .
An important drawback of lazy learners is that they are not suitable for interpretation, since data itself is not a compact description when compared with other models such as trees or rules. Hence, the major task of these methods is prediction. A second limitation is that they generally have to store the whole data set in memory, resulting in a high space complexity.
However, lazy approaches are very popular in the literature because of some important properties. They make predictions according to the local position of query instances. They can form complex decision boundaries in the instance space even when relatively little information is available, since they do not generalize the data by constructing global models. Another advantage is that learning in lazy approaches is very simple and fast, since it only involves storing the instances. Finally lazy approaches do not have to construct a new model when a new instance is added to the data.
The most significant problem with lazy approaches is the one posed by irrelevant features. Some feature selection and feature weighting algorithms have been developed in the literature for this purpose [2] . However, these algorithms have also the common characteristic that they ignore the fact that some features may be relevant only in context. Some features may be important or relevant only in some regions of the instance space. This characteristic is known as context-sensitivity or adaptivity in the literature, and discussed in Section 4.4.
This paper describes a new instance-based regression method based on feature projections called Regression by Partitioning Feature Projections (RPFP). Feature projection based approaches store the training instances as their projected values on each feature dimension separately [3] [4] [5] . These projections can be generalized into feature intervals. In predicting the target value of a query instance, each feature makes a separate prediction using only the value of the query instance for that feature, then all the feature predictions are combined to make the final prediction.
Feature projection based techniques have been applied to many classification problems successfully. The main advantage of feature projection based classification methods is their short classification time. The concept representation in the form of feature intervals can be transformed into decision rules easily. They are also robust to irrelevant features and missing values. However, the main shortcoming of feature projection based methods is that they ignore the interactions between features.
The RPFP method described in this paper is adaptive and robust to irrelevant features. It is not a simple firstorder projection-based technique; it uses projections and also handles interactions between input variables.
Conceptually, consider a geographical surface plotted on a 2-dimensional plane. For a given geographical location, we try to catch a rectangle by cutting each dimension one by one. This operation is done carefully such that, on the remaining rectangle we should see the significant properties of the place, where the given location (query) falls in, by looking at the location from every direction separately. This technique enables interactions to be handled. The technique described in this paper consider the hyperspace instead of a restricted 2D-space, where the data set is placed on it and forms an hyper-rectangle by employing some computational and statistical measures and algorithms.
On the other hand, RPFP can cope with the curse of dimensionality problem, making it suitable for highdimensional data. It does not require any normalization of feature values and successfully handles the cases with missing feature values. RPFP should be designed as a lazy, non-parametric, non-linear, and adaptive induction method that is based on feature projections in implementation.
The next section gives a short overview on related regression methods. In Section 3, RPFP algorithms are described. Important properties of the RPFP method are described in detail in Section 4. Section 5 gives a short summary of the theoretical comparisons of RPFP with many important regression algorithms. Detailed empirical comparisons are given in Section 6. The last section concludes the paper with some directions for future work.
Regression Overview
If the parametric form of the function to be approximated is known a-priori, the best approach is to estimate the parameters of this function. If the function is linear for example, the linear least squares regression can produce accurate results in the following form.
here, p is the number of features, x q is the query point, x q j is the jth feature value of the query, β j is the jth parameter of the function andf (x q ) is the estimated value of the function for the query point x q . However, the assumption that the approximated function is linear is a very strong one and causes large bias error, especially for many real domains. Many modern techniques have been developed, where no assumption is made about the form of the approximated function in order to achieve much better results. Tree and rule induction algorithms of machine learning are examples of such non-parametric approaches.
Additive regression models and feature projection based classification methods of machine learning such as Classification with Feature Projections (CFP) [3] improve the linear parametric form of the (1) by replacing the parameters in this equation with non-parametric functions of the following form.
whereĝ j is the estimation for feature j. With this form, the assumption that the approximated function is parametric is removed. However, we assume that the input features or variables additively form the approximated function. It is shown that for classification tasks of many real world domains, for example that of the datasets used for classification in the UCI repository [6] , additive forms achieves high accuracy [3, 7] . Even though regression and classification are similar problems, one predicting a continuous target and the other predicting a categorical one, their characteristics are different, and they are investigated independently in the literature.
There are many approximation techniques that can cope with interaction effects. KNN and partitioning approaches such as rule-based regression [8, 9] , treebased regression [10, 11] and MARS [12] are such techniques. Among projection-based methods, only projection pursuit regression, PPR [13] , handles interactions with the following model.
where M is the number of projections, β m j is the jth parameter of the mth projection axis and f m is the smooth or approximation function for the mth projection axis.
Here the instances are not projected to feature dimensions. Instead, they are projected to projection axes. The whole model is constructed with M successive steps, and at each step of the model construction process, a new projection is found which is a linear equation. However, if there are both interactions and additive (main) effects in a domain, most models that handle interactions, including PPR, may loose some information by not evaluating main effects using individual features.f
where R is either the whole instance space X or the region obtained after s partitioning steps, R s ; and I ( j) is an indicator function whose value is either 0 or 1, according to the feature j.
RPFP incorporates interactions by partitioning the instance space. However, this partitioning does not produce disjoint regions, as C4.5 [14] does for classification and CART [10] for regression. Instead, these are overlapping regions similar to MARS, DART and KNN. Query instances are always close to the center of these regions, which is the case in most lazy approaches. If some features do not have interactions with others, which is the situation in most cases, RPFP incorporates the main effects of these features as much as possible by using the whole instance space, with more crowded instances as additive methods. It decreases the effects of the curse of dimensionality, which is a problem for almost all other approximation techniques except projection-based approaches. On the other hand, if a feature has interactions with others, the region formed after partitioning, R s , is used for the contribution of that feature for prediction.
Regression by Partitioning Feature Projections
In this section we describe the new regression method called Regression by Partitioning Feature Projections (RPFP). RPFP incorporates some advantages of eager approaches, while eliminating most limitations of both eager and lazy methods. Like other instance-based methods it is local, memory-based and lazy.
RPFP Algorithm
In statistics, for the prediction of an outcome (target) the predictors (attributes or features) are employed in different ways in different methods according to their assumptions. For example, linearity is one major assumption in multivariate linear regression: It is assumed that each predictor involves separately and linearly on the outcome. Separate effects of predictors on the target are called as "main effect". On the other hand if some features collectively make a different effect on the target it is called as "interaction". RPFP is a projection-based approach that can handle interactions. However, if main effects are larger than interaction effects in a domain, or some features have only main effects, which is probably the case for most real world regression problems, the functional form of RPFP, given below in (4), enables those effects to be incorporated into the solution properly.
An important property of RPFP is that a different approximation is done for each feature by using the projections of the training instances on each feature dimension separately. These approximations may be different for each feature and for each query point. A partitioning strategy is employed and some portion of the data is removed from the instance space at each step. The same approximations are repeated for a sequence of partitioning steps, until a partition containing a number of instances greater than a predefined parameter k, is reached. Figures 2 to 5 illustrate the RPFP method on a sample data set.
The procedure described above is applied for all query instances. This produces different regions and different contribution of features for each query in the instance space, thus providing context-sensitive solutions. 
Approximation Using Feature Projections.
Approximation at feature projections is the first stage in the prediction phase of the RPFP algorithm. Since the location of the query instance is known, the approximation is done according to this location. At each feature dimension, a separate approximation is obtained by using the value of the query instance for that feature.
Taylor's theorem states that if a region is local enough, any continuous function can be well approximated by a low order polynomial within it [11] . By determining a different linear equation for each different query value at feature dimensions, we can form the functionĝ j,R (x q ) in (4), even though it is complex.
Given the linear equation to be approximated in the following form (6) , the classical approach is to approximate coefficients of this equation using the least squares error criterion in (6) .
where n is the number of training instances,ŷ q f is the approximation for query at feature f , and y i is the actual target value.
RPFP employs the weighted linear least squares approximation for the feature predictions. Similar to the standard linear least squares approach, the parameters of (5), β 0 f and β 1 f for each feature are found by employing a weight function to the least squares error, in order to determine the weighted linear least squares approximation.
where
The weight measure (8) implies that each instance is weighted according to the inverse square of its distance from the query. The weighted linear least squares approximation is not appropriate for categorical features. Since there is no ordering between most categorical features, extracting a linear relation is not useful. On the other hand, if the categorical values have an ordering, weighted linear least squares approximation shall be employed. By taking the derivatives of (9) to minimize the error E f , the parameters β 0 and β 1 for weighted linear least squares approximation are found.
By solving the above equations, β 0 f and β 1 f are found as follows.
and
If all the instances have the same linear value for a particular feature dimension, the slope of the equation will be infinity. This situation can be determined by examining the value of SS x f in (15) . If SS x f = 0, we can not employ the weighted linear least squares approximation. In this case, we employ an averaging procedure instead of linear regression. In RPFP, means of the target values are used as an approximation for such cases as given in (16) . The same approximation is used for categorical features. If the value of a categorical feature does not match the feature value of the query instance, the contribution of that feature in the final prediction is excluded.ŷ
3.1.3. Local Weights. Some regions on a feature dimension may produce better approximations than others. If the region that the query point falls in is smooth, a high weight is given to that feature in the final prediction. In this way, the effects of irrelevant features, and that of the irrelevant regions on feature dimensions are eliminated. This gives an adaptive or context sensitive nature, where at different locations in the instance space, the contribution of features on the final approximation differs. In order to measure the degree of smoothness for continuous features we compute the distance weighted mean squared residuals. Residuals are differences between target values of the instances and their predicted values found by weighted linear least squares approximation for the feature value of each instance. We denote this measure by V f as defined in (18) . By subtracting it from V all , the variance of the target values of all instances, defined in (17), we find the explained variance according to the region the query instance falls in and by normalizing it with the variance of the training set, we obtain a measure, called prediction index (PI) (20) .
We use the squared PI as the local weight (LW) for each feature (21) .
whereȳ is the mean of target values of training set.
where w i f is defined in (19) .
To compute local weights for categorical features, a refinement is required. By replacing (18) by (22) for such features, we can use the same procedure as for continuous features to compute local weights. Note that w i f in (19) will be 1 if all of the categorical values are the same. (22) where N c is the number of instances having the same categorical value, andŷ q f is the average of their target values.
Partitioning Algorithm.
Partitioning enables us dealing with interactions among features. If there are no interactions among some features, we use the results obtained and recorded for these features before the partitioning of the instance space. Partitioning is an iterative procedure applied to each query instance, where the remaining final region may differ for each query instance.
Partitioning is an iterative procedure that goes on, as far as, there are more than k instances in the final region. Partitioning improves the context-sensitive nature of RPFP, such that the edges of the final region, a hyper-rectangle, are not equal in length for each query, according to the relevancy of features for the prediction of the query. This causes longer edges for less relevant features, and much shorter edges for relevant ones (see Figs. 2 to 5).
In the first step of partitioning, the predictions and local weights of the features are found and recorded. The feature having the highest local weight is used first. Partitioning is done on this feature dimension. The instances farthest from the query value on this feature dimension are marked. The number of these instances are determined by using the local weight of that feature, then they are removed on all feature dimensions. If the feature selected for partitioning is nominal, then all the instances having different nominal values on that feature are also removed. After shrinking the marked instances on all feature projections, partitioning continues by selecting a new feature at each step.
The partitioning algorithm applies a strategy to select the right feature for partitioning. For example, if the feature selected in the first step has the highest local weight again in the second step, then the feature having the second highest local weight is selected. In this way, we can pass possible ridges in the data set and we give chance to different features even if they have less local weight. This selection may lead to an increase in their local weights in forthcoming steps. However, at a particular step the features with zero local weights are not used for partitioning for that step, unless all local weights in a particular step are zero. This strategy decreases the effect of irrelevant features, especially in high-dimensional domains. Since all the features may have been selected in previous steps, a counter is associated with each feature in order to give opportunity to different features at each step. Different strategies can be developed further to increase the efficiency of the partitioning.
A different strategy is applied for nominal features. If a nominal feature is selected for partitioning once, it is never used again for partitioning. The partitioning algorithm of RPFP is shown in Fig. 1 . The partitioning is repeated for all query instances by using a copy of the feature projections of the data obtained in the training phase.
At line 30, in Fig. 1 , the number of steps for the partitioning is recorded to be used in the final prediction phase. At line 27, a partitioning of the remaining training set, D , is employed along the feature dimension, MaxF, selected for partitioning. The partition call at line 27 refers to a simple procedure which is not described in Fig. 1 . It simply removes the instances located far to the query value on feature MaxF.
At any particular step of partitioning, we must determine the number of instances, n , that will remain after partitioning according to the local weight of the selected feature. If we use local weight directly as a criterion for removing instances, since it takes values between 0 and 1, all the instances may remain or all of them may be removed for extreme values (e.g. for 0 or 1). The solution to this problem is found by windowing the local weight to a narrower interval. Its size is determined by a windowing constant, c w , that takes values between 0 and 0.5, giving a local weight interval, [0.5 ∓ c w ]. Local weights are transformed to this interval. Thus, for c w = 0.3, the value we have used in experiments, the largest local weight becomes LW max = 0.8 and the smallest one becomes LW min = 0.2 after this transformation. The equation used to determine the number of instances that will remain is given below (23) .
where n a and n b are number of instances after and before partitioning respectively, and m f is the number of missing values at dimension f .
Once we determine the number of instances that will remain, we keep that many instances by removing the farthest instances from the query. The instances having missing values for that feature are excluded from this marking process, and they are preserved as their different feature values may be useful in the final prediction. However, we exclude missing values in the computations.
An example training set and its partitioning on features x and y is illustrated in Figs. 2-5. In this example, we suppose k is 5, that is partitioning goes on as far as k ≥ 5.
The Prediction.
After the partitioning, we obtain a final region, with the query instance in the center of it. We compare local weights obtained for a feature for the instance space before partitioning.
This comparison is performed for each feature separately. If the local weight of a feature on the initial projections of the instances is larger than the projections, main effects of those features are regarded in the final prediction. Otherwise, we use the feature predictions and local weights computed on the final region.
If a value for a feature is missing, that feature is not used in the final prediction. Finally a prediction is done for a query instance by computing the weighted average of feature predictions, where weights are the local weights. The prediction algorithm is shown in Fig. 6 .
RPFP-N Algorithm
We have developed the RPFP-N algorithm by modifying RPFP in order to use it for domains having noisy target values. Instance-based algorithms are robust to noisy or extreme input feature (predictor) values since the query instances will be far from these instances and their effect will be very small. However, if the target values of training instances are noisy, this situation must be handled.
We have modified the RPFP algorithm, by changing only the feature prediction phase, described in Section 3.1.2 in order to cope with noisy target values. RPFP-N employs an averaging procedure, instead of weighted linear least squares approximation for feature prediction. This is distance weighted median measure and its algorithm is described in Fig. 7 , which is used for both categorical and continuous features. For categorical features, the instances which are in the same category with the feature value of the query instance are used for computation of both feature prediction and local weights. In the algorithm, Eq. (19) is used as the weight function for feature prediction.
After determining the prediction for a feature; in order to determine its local weight, Eq. (22) is employed in Eqs. (20) and (21), for both categorical and continues features.
Properties of RPFP
In this section, we discuss important properties and problems for regression algorithms and evaluate RPFP according to them. Step 0.
Curse of Dimensionality
The curse of dimensionality is a problem for nearly all learning and prediction methods that do not apply strong assumptions about the domain. There are some models that handle this situation with assumptions. For example in additive models it is assumed that features separately contribute to the solutions, as in (2) . Another solution to this problem comes with projection pursuit regression, which projects the instance space to a lower dimensional space (generally one or two dimensional). However, this approach assumes that the information in data can be evaluated by using only the projection of data to some projection axes. Assuming linearity between input features and the target in prediction problems can be seen as a sub-category of additive models by comparing (1) and (2); and it is a strong assumption that is employed in classical linear regression and linear discriminant analysis, which induce parametric models.
The problem can be illustrated with a simple example. Consider a one dimensional input space, where all instances are uniformly distributed and feature values range from 0 to 1. In this situation half of the feature dimension contains half of the instances. If we add one more feature with the same properties to the instance space, using half of each feature dimension will include 1/4th of the instances. One more feature will decrease this ratio to 1/8, and so on exponentially. Adding new features will cause instance spaces to become even more sparse. In order to keep the same ratio for the number of instances in a region we have to increase the volume of the region exponentially. This is because in high dimensional spaces it is impossible to construct regions that have small size simultaneously in all directions and yet contain sufficient training data; thus, using large regions for approximation causes large bias errors. The following expression, described by Friedman (1996), explains the problem for KNN [15] .
where k is the number of training instances in region R k and R 0 is the instance space.Thus, in high dimensions the size of the region will be close to R 0 even for k = 1. The strong assumptions made in prediction tasks cause large bias errors in most domains. This is also what the curse of dimensionality causes in other nonparametric learning methods. Therefore, generally the choice is whether to put up with strong assumptions or with the curse of dimensionality. This problem was discussed in detail in the literature [11] and it is a critical issue for lazy and instance based approaches such as KNN [2] , especially for regression problems.
RPFP is a member of the class of instance-based approaches that are local, memory-based, lazy, nonparametric and do not depend on strong assumptions such as those described above. However, RPFP uses measures to decrease the effect of the curse of dimensionality.
In the final prediction phase of RPFP, a subset of features are used in additive form, only for their main effects on the target. The curse of dimensionality does not affect their contributions, since the feature predictions are determined on a single dimension. For remaining features, the effect of the curse of dimensionality is not severe. Either the partitioning algorithm does not allow irrelevant features to affect partitioning (if their local weights are 0), or their effects are small since a dynamic partitioning occurs according to their local weights. The partitioning strategy of RPFP forms adaptive regions. According to the position of each query instance, the edge lengths of these regions for each feature dimension may change. For remaining features, predictions are done on these regions.
Bias-Variance Trade-off
Following the considerations presented by Friedman [15] , two important error types collectively affect the success of learning approaches according to the underlying problem to which they are applied. They are bias and variance errors, caused by under-fitting and over-fitting respectively in the learning application. A decrease in one of these errors, generally causes an increase on the other. However the behavior of interaction between bias and variance differs according to the algorithm and the problem to which it is applied. To illustrate these error components with an example, large k values in the application of KNN algorithm may cause large bias error, while small k values may cause large variance error. Many factors affect these error components including the curse of dimensionality, model complexity, model flexibility, local vs. global approximations, assumptions of the learning approach, noise, missing attribute values, the number of features and the number of observations in applications. For example, large number of features, small number of training instances, many missing values, large local approximation regions, strong assumptions and simple models are among the reasons for bias error. The effect of these issues on RPFP will be discussed in the following sections.
An important result presented by Friedman is that for classification tasks the major component of the error is formed by variance [15] . In contrast, bias error is more important for regression tasks. This is the main reason for the success of the simple nearest neighbor approach, which outperforms some sophisticated methods for many classification tasks, even though the curse of dimensionality problem causes large bias. However, this is not the situation for regression, and the effect of bias error is much greater, unless the underlying domain includes a small number of features or a large number of observations.
In learning problems, this trade-off is unavoidable and RPFP employs many techniques to decrease bias while sacrificing variance error. Its method for handling bias error caused by the curse of dimensionality is described in the previous section. In addition, it makes weaker assumptions than non-parametric methods. It develops flexible, adaptive and locally weighted approximations in small local projections at each feature dimension for each query instance. All these things may increase over-fitting, which causes an increase in the variance error. For the bias-variance dilemma, we voted for the variance error in order to decrease the bias error, which is more important for regression problems. On the other hand, the local weight applied to feature predictions, prevent in some extent this error component since if there are noisy or extreme instances around the query in one dimension, its local weight will be low, and its effect will be prevented or decreased.
Empirical results show that RPFP yields lower error rates than KNN on regression tasks (as we will show), and decrease the variance error which is major part (error component) for regression.
Irrelevant Features and Dimensionality
An important advantage of RPFP is that it is very likely for those features to take lower local weights, since the distribution of target values of nearest instances at any query location will be very close to the distribution of the whole target values in the training set (20) .
Context-Sensitive Learning
RPFP is an adaptive or context-sensitive method in the sense that in different locations of the instance space the contributions of the features are different. This property is enabled by two characteristics of RPFP. One of them is its partitioning algorithm. The region formed around the query instance is determined adaptively; different features have different lengths of edges in the final region according to the location of the query. The other one is the use of local weights. Features may take different local weights according to the location of the query. In addition to this, the local weights of features will differ because different instances will be the neighbors at different feature dimensions. Different sets of neighbors in different dimensions, on the other hand, reduce possible over-fitting by establishing an implicit boosting. Boosting methods in the literature produce multiple versions of data by making bootstrap replicates of the learning set and using these as new learning sets. A similar aprroacgh, bagging predictors [16] , for example, is a method for generating multiple versions of a predictor and using these to get an aggregated predictor. RPFP has the properties of both bagging and boosting implicitly. It is similar to bagging since predictions for different features are made seperately and they are aggregated to reach the final result; and similar to boosting since the same data is used again for different features on different distances from the query, leading to a different sampling for each feature.
Nearly all eager approaches, to some extent, are context-sensitive, which is an advantage over KNN.
Missing Feature Values
It is very likely that some feature values may be unknown in the application domain. In relational databases, the most suitable type of databases for most current learning techniques, the problem occurs frequently because all the records of a table must have the same fields, even if values are non-existent for most records [17] .
RPFP deals with missing values in a similar way to additive or previous feature projection based models, and also resolves the interactions between features by applying a partitioning process. RPFP does this by applying approximations on feature projections using only known values, and in partitioning, for a selected feature dimension along which the partitioning occurs, by keeping missing valued instances of that feature.
Interactions
If some input features have inter-relationships such that the effect of any feature on the target is dependent on one or more different input features, those relations are called interactions. Appropriate handling of interactions may have an important impact on accuracy in some data sets. By making predictions in local query regions, RPFP can handle interactions properly.
Some research on classification methods and real data sets shows that generally the main effects of the features are sufficient to determine the target values [3, 8] . If some features have only main effects on targets, RPFP makes predictions for those features by using the whole instance space (instead of the local region determined by partitioning) since a large number of training instances allows better approximations. Another limitation of some partitioning methods, such as regression tree induction, is that the partitioning always occurs with many variables and this allows handling of only high-order interactions. This problem makes it difficult to approximate even some simple forms such as linear functions [12] .
Dealing with interactions is particularly important in regression problems since bias error is more important to achieve better prediction accuracy. Refer to the earlier discussions about bias-variance trade off and comparison between RPFP and RPFP-A in the following sections, where empirical experiments are presented. The bias error for additive methods comes from the assumption that we can predict an outcome by evaluating features seperately. This can be illustrated by a simple example. Suppose there are two features representing edges of a rectangle; an additive method may well approximate the peripheral of the rectangle, however it is difficult to make a similar success for the prediction of the area of it. The assumption here, leading to bias error, is that the data has an additive nature as for the prediction of the peripheral. Handling interactions properly will be useful to decrease bias error for regression problems.
Complexity Analysis
Since RPFP is a lazy approach, and stores all instances in memory, a space proportional to the whole training data is required. Given a data set with n instances and m features this space is proportional to m × n. In the training phase, the computational complexity of projecting instances to input features, which requires a sort operation on each feature, is O(m × n × log n). The computation of variance (O(n)) of target values for all training data is also computed in the training phase, and it does not change the above complexity.
Taking a copy of projections for a feature requires a complexity of O(n). The computation complexity of local approximation in the first step of partitioning is again O(n). The complexity of computing local weights is in fact O(n), which is also the total computation complexity at the first partitioning step. The partitioning at each step removes, on the average, half of the instances. For the whole partitioning process the total computation for a single feature will be proportional to 2n since n + n/2 + n/4 + · · · ≈ 2n. If we compute the complexity for all features we obtain a complexity proportional to O(m × n), which is equal to the complexity of KNN. If we consider situations for nominal features, this complexity does not change much. Prediction time is even shorter for nominal features then for linear features. In the worst case where a nominal feature has two values, it requires on the average the same complexity. The test times of the algorithms, run on the real datasets, also show that the running time of RPFP is proportional to KNN.
Comparison of Regression Methods
In the previous sections we have discussed the main features and limitations of RPFP. In this section, we summarize its properties in comparison with other important approaches in the literature. The approaches considered in the literature are instancebased regression, KNN [18] , locally weighted regression, LOESS [19] , rule-based regression, RULE [8] , projection pursuit regression, PPR [13] , partitioning algorithms that induce decision trees, CART [10] , DART [11] and multivariate adaptive regression splines, MARS [12] . Properties of RPFP and the other seven approaches are summarized in Table 1 . It can be seen from Table 1 that all partitioning methods (RULE, CART, DART, MARS) except RPFP have similar properties. A detailed overview and comparison of these regression techniques is given in [1] .
The shortfall of RPFP is it does not perform well for smooth and simple mathematical functions, since it applies heuristic approach for nonlinear and nonparametric prediction. The reason for this shartfall for RPFP is it works on feature dimensions seperately and it applies a partitioning on tha data that may prevent it to catch the smooth global properties. Even though RPFP apllies some mathematical calculations on the local data on seperate feature dimensions, it is a heuristic approach when the global data is under consideration. For example for a globally linear function least squares 
linear regression and neural network models are better choises. Multivariate adaptive regression splines, is also an appropriate method for simple linear, quadratic and cubic mathematical functions. Projection pursuit regression and a similar approach recently developed, Locally Weighted Projection Regression (LWPR) [20] are shown to be succesful on mathematical functions. LWPR puts an additional property to PPR such that, projections are done on local instances instead of the global instance space. It is additionally adaptive, local and incremental when compared to PPR. Another shartfall of RPFP method is that the projections are done on feature dimensions, and the region left after partitioning is a smooth hyper-rectangle. This shorfall can be compared to Projection Pursuit Regression the Locally Weighted Projection Regression, projections are done to different projection directions, which is appropriate for oblique data. However, this shortfall is not so severe as regression tree induction algorithms -they also produce such hyperrectangles, since local weight of RPFP apllied to instances make closer instances more dominant on predictions and the boundaries of the rectangles are not dominant on predictions.
Dimentionality reduction property of Locally Weighted Linear Regresson and Projection Pursuit Regression are also absent in RPFP, as this property is useful in decreasing the computation time in the testing phase. However these methods works on data sets having only continuous features, and handling missing values is a disadvantage when compared to RPFP. Noise is an other problem for such methods developed for mathematical functional prediction.
Empirical Evaluations
In this section empirical results of RPFP and other important regression methods are presented. Though the main purpose is to measure the performance of RPFP and to compare it with contemporary regression algorithms, another goal is to present a comparison of those methods on a large number of real domains, since it is difficult to find such comparisons in the literature.
The algorithms are carefully selected according to certain criteria. All of them can handle high dimensional domains and accept both categorical and continuous input features. Because it accepts only continuous features, we did not include LOESS for example, even though it is a lazy approach like RPFP. The algorithms use different approaches, such as regression tree induction, instance-based learning and rule-based learning. Most of them have been recently developed and outperform earlier algorithms using the same approach. Finally, all of them are publically available.
The algorithms chosen are KNN (instance-based), which is the most significant one since it belongs to the same category as RPFP, RULE (rule-based learning), DART (regression tree induction), and MARS (splinebased, partitioning regression).
In the next section, we describe the evaluation methodology which is commonly used to measure accuracy of regression methods. Later, algorithms and real datasets are described and empirical results are presented, including accuracy performance, robustness of the algorithms to irrelevant features, missing values and noise.
Performance Measure
The accuracy performance of the regression methods is based on the prediction error of the algorithms. Since the target values are continuous, the absolute difference between the prediction and the true target value in the test example is used. One common measure is mean absolute distance (MAD) [8, 9] . It is the mean of absolute error found for all test examples.
where T is the number of test instances. However in order to get similar performance values for all datasets a modified version of MAD, namely relative error (RE), is used in the experiments. Relative error is the true mean absolute distance normalized by the mean absolute distance from the median.
Performance results in the experiments are reported as the average of relative errors measured by applying 10-fold cross-validation on datasets.
Algorithms Used in Comparisons
In this section the properties of algorithms used in the experiments are briefly described.
RPFP. K is the parameter of RPFP
1 that defines the minimum number of instances allowed for a region determined by the partitioning algorithm; it is set to 10. RPFP-N is also used for artificial noisy domains extracted from real datasets, to measure robustness to noise.
KNN. The weighted KNN
2 algorithm described by Mitchell [18] is used. It performs better than simple KNN which employs simple averaging. The instances close to the query have larger weights, and these weights are determined by inverse squared distance. The distance measure used is the Euclidean distance. Normalization of test and train input feature values is applied in order to obtain values in the range between 0 and 1. For matching nominal values the difference is measured as 0, and for different nominal values on a single dimension 1 is assigned.
Missing values were filled with mean values of the feature if it is continuous, or filled with the most frequent categorical value if the feature is nominal.
RULE.
The latest rule-based regression implementation, written by Weiss and Indurkhya [9] is used in our experiments. The program is available in the data mining software kit (DMSK), attached to Weiss and Indurkhya's book.
DART.
DART is the latest regression tree induction program developed by Friedman [11] . It avoids the limitations of disjoint partitioning, used for other tree-based regression methods, by producing overlapping regions with increased training cost. In the experiments, the parameter maximum dimension (features) is increased from 100 to 200, in order to enable experiments for irrelevant features.
MARS.
The latest shared version of MARS, mars3.6, is used in experiments, which is developed by Friedman [12] . The highest possible interaction level is enabled and linear spline approximation is set, which generally produces better results than cubic splines for the real datasets used in the experiments.
Real Datasets
It is possible to obtain a large number of real world datasets for classification, however this is not easy for regression. For this reason, datasets used in the experiments were collected mainly from three sources [6, 21, 22] . 3 Properties of the datasets are shown in Table 2. In order to save space, they are coded with two letters (e.g., AB for Abalone). 
Accuracy
The relative errors of algorithms on 25 real data sets are shown in Table 3 . The best results, smallest relative errors, are shown in bold type. RPFP achieves best results in 9 of these datasets. MARS and DART achieve best results in 7 and 4 of these datasets respectively. As can be seen, when the average relative errors of the algorithms on real data sets are compared, RPFP outperforms the other algorithms and achieves the smallest mean relative error (0.778). Another important result extracted from Table 3 is the distribution of relative errors for different datasets. We have computed the variance of errors for each algorithm on all datasets. These variance values show that the performance of RPFP (0.109) is not affected much by different domains. This shows the domain independence characteristic of RPFP, important for large databases today, where data from many domains are collected together. The diversity of domains in databases is one of the reasons that increase the need for automatic knowledge discovery tools and inductive learning algorithms.
On the other hand, on some data sets, we see that RPFP do not produce better results as some other algorithms. Some reasons that may prevent RPFP' success may be listed as follows: Locality-on some data sets global algorithms may produce better results, if there is a relation between instances on the global space and there interactions on the data globally. Biasvariance trade-off: RPFP is tuned for regression problems and it may not produce better results if the data is biased, in other words variance error or error coming from noise and over-fitting is important, especially for data appropriate for classification algorithms and pruning methods. In the light of above discussion; DART (improved version of CART-classification tree algorithm) and RULE (a partitioning algorithm that produce hyper-rectangles on global space and make approximations on the whole partitions) algorithms, as being global partitioning algorithms, and it is known that their classification counter parts of these algorithms produce better results on the classification data, achieve better performance on CL data (CL data has ordered 8 integer target values). An other shortcoming of RPFP on CL data may be because it makes local linear approximation on local regions and target values may not always enable linear approximations well, especially if they have categorical nature as CL target values.
In fact it is difficult to measure the error components (error coming from properties of the algorithms and variance and bias components of the error) of algorithms on real data sets is difficult, we considered to artificially modify the real data sets to test the behaviour of algorithms against noise, irrelevant features and missing feature values. The final column of Table 3 shows the standard deviation of the results for each dataset, and it is used in the following sections. It is used to determine a small number of datasets, to be used for further comparisons of algorithms for noise, irrelevant features and missing values. We have determined a subset of datasets that have similar results for the comparison of algorithms for increasing missing values, irrelevant features and noise. Selected datasets, that have small standard deviations, are indicated in the last column with bold type. In only one of these selected datasets does RPFP performs best.
Robustness to Irrelevant Features
The performance of five algorithms on the selected datasets (AU, BU, PL and SC), when new irrelevant features are added, is shown in Fig. 8 . From the graphs it is seen that the performance of RPFP is not affected by irrelevant features except in PL dataset. RULE and MARS are also robust to irrelevant features. Note that, in only one of these data sets (BU) does RPFP perform best initially. It is affected by irrelevant features in PL probably because it is a low dimensional data set, initially having only two input features. Most advantages of RPFP are generally manifested in higher dimensions.
These graphs show that RPFP is not affected much by irrelevant features. This is the major drawback of KNN, the other lazy algorithm in these comparisons, and this is apparent in the graphs. This robustness of RPFP is achieved by the local weight assigned to each feature and by making computations on each feature separately.
A comparison of algorithms on all datasets where 30 irrelevant features are added to each of them is shown in Table 4 . RPFP outperforms other algorithms for the robustness to irrelevant features according to this table.
Robustness to Missing Values
With current relational databases, the issue of missing values is a common problem for most domains. RPFP handles missing values naturally by simply ignoring them, and using all other values provided. A comparison of RPFP and other algorithms on selected data sets for increasing percentages of missing values is shown in Fig. 9 . As the values are removed from the data, information loss and decrease in performance are evident. However, the decrease in performance is smaller in RPFP than in other algorithms, where the missing values are filled with means or most frequent nominal value. The error rate of RPFP becomes relatively minimal in all selected datasets, when the percentage of missing values reaches 90%, except for the low dimensional data set PL. According to these results, DART also performs well in terms of robustness to missing values. A comparison of algorithms on all datasets, where 20% of the values of real datasets are removed, is shown in Table 5 . According to these results RPFP outperforms other algorithms in terms of robustness to missing values.
Robustness to Noise
It is apparent from the graphs in Fig. 10 that RPFP-N outperforms the other algorithms for most of the selected datasets. An interesting result is that RPFP also achieves better than other algorithms in most datasets. However, all algorithms except RPFP-N reach unacceptable error rates with a small increase in the ratio of noise.
The main disadvantage of complex models is large variance errors because of overfitting. This difficulty becomes more apparent when there are noisy cases in the data. RPFP is generally more robust to noise when compared to other methods even though it produces complex models on specific local regions. One reason for this is that noisy instances on feature dimensions cause small local weight for that feature. Another reason may be the implicit boosting effect of RPFP as described in Section 4.4 before which causes small variance error.
Interactions
RPFP handles interactions in a similar way to other eager partitioning approaches, by partitioning the instance space. The best way to show how partitioning in RPFP handles interactions and generally increases accuracy for datasets having interactions is to compare it with its additive version. All other algorithms compared in the previous sections can handle interactions.
The following experiments show that RPFP also has this property.
The additive version of RPFP is obtained by excluding partitioning from the RPFP algorithm and instead simply combining the feature predictions and obtaining the final prediction after the first step. We denote the additive version as RPFP-A.
The first experiment is done with a simple artificial dataset having two interacting features and 100 instances formed as shown in Fig. 11 . Here x1 and x2 are the input features and y is the target. The feature x1 takes binary values and x2 and y take continuous values from 0 to 50. The relative error of RPFP on this data set is 0.31, which is much smaller than that of RPFP-A, whose relative error is 1.35.
Another experiment is conducted with real data sets, and the results are shown in Table 6 . The results show that RPFP significantly outperforms RPFP-A, which demonstrates the ability of RPFP to handle interactions.
Computation Times
Since the computation times of lazy and eager approaches differ significantly for training and predic- tion phases, training times of eager approaches and prediction or test times of lazy approaches are given in Table 7 . Generally test times of eager approaches and training times of lazy approaches are close to zero. The time durations are measured on a Pentium450 personal computer running Linux operating system.
The results justify the theoretical considerations in determining the computational complexity of RPFP such that it is proportional to the linear prediction complexity of KNN. On the average, prediction time of RPFP is 2.5 times higher than of KNN. This is more apparent for largest datasets (AB, GS, NR). In general computation performances of algorithms differ for different datasets. 
Conclusion
In this paper we have presented a new regression method called RPFP. It is an instance-based, nonparametric, nonlinear, context-sensitive, and local supervised learning method based on feature projections. Regression is one of the oldest techniques in the literature, for which many researchers from different disciplines have developed great deal of methods. We have selected appropriate eager and lazy methods in the literature in for comparisons, in terms of accuracy, robustness to irrelevent features, missing values and noise, and ability to handle interactions. We also compared the properties of RPFP with different approaches. RPFP achieves high levels of accuracy especially when compared to the most common lazy approach, KNN. Its performance is also very good when compared to important eager approaches from both machine learning and statistics. The feature projection based construction of the method enable it to handles missing values naturally, by leaving sparse fields empty, and on the other hand, RPFP handles interactions by partitioning the data as opposed to other feature projection based and additive approaches in the literature. Additional to its success on data sets having missing values RPFP algorithm presented in the paper can be modified in order to achieve high accuracies in very noisy domains, as illustrated with RPFP-N. The concept of local weight is employed for increasing the accuracy to deal with irrelevant features, establishing adaptivity and as a key element to direct partitioning. As a summary, RPFP is a new instance-based, nonlinear, context-sensitive, and local approach to regression problems; and many experiments show its performance for different domains. The main drawback of RPFP is the lack of interpretation and its high prediction time. When compared to KNN, RPFP is 2.5 times slower, as we experimented with data sets having different number of dimensions and sizes.
Further research is required to address the limitations of RPFP so that interpretation can be enabled by determining the relative importance of features, and interactions between them. Different partitioning strategies on selecting appropriate features at each partitioning step and on reduction of the instance space can be further developed for improving the efficiency of partitioning. Incorporating domain knowledge for stand-alone applications where explicit domain knowledge is available and incorporating misclassification cost for domains where a cost function is available are also important issues to be addressed by further research. It is also possible to employ and test the effectiveness of RPFP for different problems such as time-series prediction.
Notes
1. Implementation of RPFP in C code is available from the authors upon request. 2. K is set to 10 for all experiments, and our implementation of KNN is available from the authors upon request. 3. All of the datasets are available from the authors upon request.
