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Introduction
Consider the third order neutral delay difference equation with positive and negative coefficients ∆(a n ∆(b n ∆(x n + px n−m ))) + p n f (x n−k ) − q n (x n−l ) = 0, n ≥ n 0 ,
where n 0 is a nonnegative integer, subject to the following conditions:
(H 1 ) p is a real number, and m, k, and l are positive integers; (H 2 ) {a n }, {b n }, {p n }, and {q n } are positive real sequences for all n ≥ n 0 ; (H 3 ) f and are continuous functions with x f (x) > 0 and x (x) > 0 for x 0; (H 4 ) f and satisfy local Lipschitz conditions, and the Lipschitz constants are denoted by L f (A) and L (A), where A is a closed subset of the domain of f and .
In [6] , the authors studied the existence of nonoscillatory solutions of the higher-order nonlinear neutral difference equation ∆ m (x(n) + p(n)x(τ(n))) + f 1 (n, x(σ 1 (n))) − f 2 (n, x(σ 2 (n))) = 0,
where f 1 and f 2 are continuous functions satisfying local Lipschitz condition with x f i (n, x) > 0 for i = 1, 2 and x 0. Using the Banach contraction principle, the authors obtained some sufficient conditions for the existence of nonoscillatory solutions to equation (2) . In [11] , the authors investigated the existence of nonoscillatory solutions to the third order neutral difference equation
where p ∈ R, k, l, n 0 ∈ N, h n , q n ∈ R, and f ∈ C(R, R) satisfies a local Lipschitz condition with x f (x) > 0 for x 0. Some other special cases of equation (3) were considered in [7, 9, 10 ]. There appears to be few results available for third order nonlinear difference equations with positive and negative coefficients. This most likely is due to the technical difficulties arising in their analysis. Motivated by the above observations, in this paper we obtain some new sufficient conditions for the existence of nonoscillatory solutions to equation (1) for p −1. Our method of proof involves defining appropriate subsets of a Banach space and then using Banach's fixed point theorem. Examples are provided to illustrate our main results.
Existence Theorems
In this section, we present nonoscillation results for equation (1) for different ranges of values of p. We begin with the following theorem. 
where R n = n s=n 0 1 b s . Then equation (1) has a bounded nonoscillatory solution.
Proof. Let B(n 0 ) be the Banach space of all bounded real sequences x = {x n } with the norm ||x|| = sup n≥n 0 |x n |. In view of conditions (H 4 ) and (4), we can choose an integer n 1 ≥ n 0 + θ sufficiently large such that, for all n ≥ n 1 ,
where α = max 1≤x≤3 { f (x)}, β = max 1≤x≤3 { (x)}, and
Define the closed, bounded, and convex subset S of B(n 0 ) by
Clearly, T is a continuous mapping on S. For every x = {x n } ∈ S and n ≥ n 1 , we have
Thus, TS ⊆ S.
To show that T is a contraction mapping on S, let x, y ∈ S. Then for n ≥ n 1 , we have
This implies that ||Tx − Ty|| ≤ C 0 ||x − y||
In view of (5), we see that C 0 < 1, and so T is a contraction mapping. Hence, T has a unique fixed point x = {x n }. That is,
Furthermore, we have
and {x n } is clearly a positive solution of equation (1). This completes the proof of the theorem.
Our next result is for the case 0 ≤ p < 1.
Theorem 2.2.
Assume that 0 ≤ p < 1 and condition (4) holds. Then equation (1) has a bounded nonoscillatory solution.
Proof. Let B(n 0 ) be the Banach space defined in the proof of Theorem 2.1. By conditions (H 4 ) and (4), we can choose n 3 ≥ n 0 + θ sufficiently large such that
hold for all n ≥ n 3 , where
then S 1 is a closed, bounded, and convex subset of B(n 0 ). Define the operator T :
Clearly T is a continuous mapping on S 1 . For every x ∈ S 1 and n ≥ n 3 , we have
Thus, TS 1 ⊆ S 1 . Now for x, y ∈ S 1 and n ≥ n 3 , we obtain |Tx n − Ty n | ≤ p|x n−m − y n−m | + R n−1
R n a n n s=n 3 (p s + q s ) < 1 in view of (6) . This implies
and so T is a contraction mapping. Hence, by the Banach contraction mapping theorem, T has a unique fixed point that in turn is a positive solution of equation (1). This completes the proof. Proof. Let B(n 0 ) be as in the proof of Theorem 2.1. By conditions (H 4 ) and (4), we can choose an integer
for all n ≥ n 2 , where
Define the operator T : S 2 → B(n 0 ) by
Clearly T is continuous on S 2 . For every x ∈ S 2 and n ≥ n 2 , we have
Thus, TS 2 ⊆ S 2 . Since S 2 is a bounded, closed, and convex subset of B(n 0 ), we need to prove that T is a contraction in order to apply the contraction mapping principle. Now for x, y ∈ S 2 and n ≥ n 2 , we see that
From (7), we have
(p t + q t ) < 1, and therefore T is a contraction mapping. Hence, T has a unique fixed that is a positive solution of equation (1). This proves the theorem. 
hold for n ≥ n 4 , where M 3 and N 3 are positive constants satisfying 0
Then S 3 is a bounded, closed, and convex subset of B(n 0 ). Define the operator T : S 3 → B(n 0 ) by
Then T is a continuous mapping on S 3 and for every x ∈ S 3 and n ≥ n 4 ,
Similarly,
and so TS 3 ⊆ S 3 .
To prove that T is a contraction mapping on S 3 , take x, y ∈ S 3 , Then for n ≥ n 4 , we have
Hence, ||Tx − Ty|| ≤ C 3 ||x − y|| where
R n a n n s=n 4 (p s + q s ) < 1 by (8) . Hence, T is a contraction mapping, and therefore T has a unique fixed point that is a positive solution of equation (1). This completes the proof of the theorem. Theorem 2.5. Assume that −∞ < p < −1 and condition (4) holds. Then equation (1) has a bounded nonoscillatory solution.
Proof. Again let B(n 0 ) be as in Theorem 2.1. In view of conditions (H 4 ) and (4), we can choose an integer n 5 ≥ n 0 + θlarge such that 
for n ≥ n 5 , where M 4 and N 4 are positive constants satisfying 0
which we see is a closed, bounded, and convex subset of B(n 0 ). Define the operator T :
Now T is continuous on S 4 , and for every x ∈ S 4 and n ≥ n 5 , we have
Thus, TS 4 ⊆ S 4 .
To prove that T is a contraction, let x, y ∈ S 4 . Then for n ≥ n 5 , we have
which implies that ||Tx − Ty|| ≤ C 4 ||x − y||.
In view of (9),
(p t + q t )) < 1, and this implies T is a contraction mapping. Hence, T has a unique fixed point that a positive solution of equation (1) . This proves the theorem. Remark 2.6. It is easy to see that Theorems 4-8 include the results in [11] as a special case. They also include the results in [6] for m = 3. The results obtained in this paper are new and extend or complement those in [6, 7, 11, 16, 17] .
Examples
In this section, we provide some examples to illustrate our results.
Example 3.1. Consider the third order neutral difference equation
Here, p = 1, a n = n(n − 1),
, and q n = We have a n = 2 n , b n = 2 n , p = n ∆ 3 n ∆ x n − 1 3 x n−1 + 1 (3 n + 9) 3 x 3 n−2 − 1 9 n (3 n + 3)
x n−1 = 0, n ≥ 1 (12) In this case a n = 3 n , b n = 3 n , p = −
