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Abstract
It is proved that a graph whose (0, 1)-adjacency matrix has the spectrum of Pn, the com-
plement of the path on n vertices, must be Pn.
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1. Introduction
At the first lecture of the workshop ‘Algebraic graph theory’ (to which this is-
sue of Linear Algebra and its Applications is devoted), the second author raised the
question whether Pn, the complement of the path on n vertices, is determined by
its spectrum. For the path Pn the answer is known to be affirmative with respect
to the (0, 1)-adjacency matrix as well as the Laplace matrix. Since for the Laplace
matrix the eigenvalues of a graph determine the eigenvalues of the complement, Pn
is determined by the Laplace spectrum. These results are not hard to prove, so the
expectation was that the question for the adjacency spectrum of Pn could be solved
in a similar straightforward manner. This, however, turned out not to be the case
(at least, not with our skills). The answer is affirmative but our proof is a kind of
patchwork with several eigenvalue properties.
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2. The path and its complement
Let A be the adjacency matrix of the path Pn. The eigenvalues of Pn (that is, the
eigenvalues of A) are well known to be
λi = 2 cos i
n+ 1 , i = 1, . . . , n.
One way to see this is to evaluate the determinant pn(λ) of λI − A by expanding on
the first row. This gives pn(λ) = λpn−1(λ)− pn−2(λ). This is essentially the same
recursion that defines the Chebyshev polynomials of the second kind, and the roots
of these polynomials are well known. ([2, p. 73] gives more details.)
A vector [x1, . . . , xn]T is called palindromic if [x1, . . . , xn]T = [xn, . . . , x1]T and
skew palindromic if [x1, . . . , xn]T = −[xn, . . . , x1]T. Throughout we assume that
the vertices of Pn and Pn are canonically ordered. We shall need the following fact
about the eigenvectors of the path. (See also [2, p. 135].)
Lemma 1. Every eigenvector of Pn is either palindromic or skew palindromic. The
number of (independent) palindromic eigenvectors is n/2, and 	n/2
 eigenvectors
are skew palindromic.
Proof. Let R be the permutation matrix that reverses this order of the vertices. If
v is an eigenvector for the eigenvalue λ, then so is Rv. But all multiplicities are
equal to 1, so Rv = ±v, meaning that every eigenvector is palindromic or skew pal-
indromic. The second statement holds, since the maximum numbers of independent
palindromic and skew palindromic vectors equal n/2 and 	n/2
, respectively. 
Suppose A = J − A− I is the adjacency matrix of Pn (J is the all-one matrix).
We shall denote the eigenvalues of Pn by
λ1  · · ·  λn.
By Lemma 1, A has 	n/2
 skew palindromic eigenvectors, all orthogonal to the all-
one vector 1. These eigenvectors remain eigenvectors for A. So each eigenvalue λ
of A with a skew palindromic eigenvector leads to an eigenvalue −1 − λ of A. Thus
we know 	n/2
 of the eigenvalues of Pn. But we can be more precise.
Lemma 2. λi = −1 + 2 cos  i−1n+1 if 2  i  n and i ≡ n (mod 2).
Proof. Take n  2. Add one new vertex to Pn and join it to all but the first and
the last vertex. Then we obtain Cn+1, the complement of the (n+ 1)-cycle Cn+1.
The eigenvalues of Cn+1 are 2 cos(2i/(n+ 1)), for i = 0, . . . , n. (See [2]). Note
that n+ 1 − i and i give the same value, so almost all eigenvalues have multiplic-
ity 2. Since Cn+1 is regular, we readily find that Cn+1 has eigenvalues n− 2 and
−1 − 2 cos(2i/(n+ 1)) for i = 1, . . . , n. Call these eigenvalues µ1, . . . , µn+1 and
assume that they are ordered such that µi  µi+1, then we have
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µ1 = n− 2, µ2 = 1 if n is odd, and
µi = µi+1 = −1 + 2 cos  i − 1
n+ 1 if 2  i  n and i ≡ n (mod 2).
The eigenvalues of Pn interlace those of Cn+1, that is, µi  λi  µi+1 for i =
1, . . . , n. Now the statement of the lemma follows. 
Note that the above lemma gives
λn = −1 + 2 cos n− 1
n+ 1 > −3.
This inequality will be used frequently. Cvetkovic´ et al. [3, p. 99] give a formula
by which one can derive the chararacteristic polynomial of a graph from the charac-
teristic polynomial of its complement. The expression involves the angles between
the all-one vector and the eigenspaces. It also leads to the above result. However,
to our knowledge there is no explicit formula that gives all the eigenvalues of Pn.
Fortunately we can prove the main result without such a formula, but we need further
properties of the eigenvalues of Pn.
Lemma 3. If n > 2, every eigenvalue of Pn has multiplicity equal to 1.
Proof. If n = 3, Pn has eigenvalues −1, 0 and 1, so the result holds. Assume n  4.
Then Pn is connected, so by the Perron–Frobenius theorem, λ1 has multiplicity 1.
Next we shall show that the
⌊
n/2
⌋
known eigenvalues given in Lemma 2 also have
multiplicity 1. This proves the lemma, since then every other eigenvalue lies between
two eigenvalues with multiplicity 1.
Suppose λ is such an eigenvalue from Lemma 2. Then, substitution of i = n+
2 − 2 gives λ = −1 − 2 cosϕ with ϕ = 2/(n+ 1) for some integer , 1   
n/2. Let x = [x1, . . . , xn]T be an eigenvector for λ and put S = 1Tx. If S = 0, x
is also an eigenvector of Pn and the corresponding eigenvalue is 2 cosϕ. So, up to
scaling, x is determined (in fact, it can be shown that x is skew palindromic). Suppose
S /= 0, then we scale such that S = 1. Now Ax = λx implies
x2 = 1 − (λ+ 1)x1
and
xi = 1 − (λ+ 1)xi−1 − xi−2 for i = 3, . . . , n.
We see that the recurrence relation may be extented to i = 2 if we define x0 = 0.
The general solution of this recurrence has the form
xi = α cos iϕ + β sin iϕ + 1
λ+ 3 .
(Note that λ+ 3 > 0.) Substituting x0 = 0 gives α = −1/(λ+ 3). Moreover, xn =
α cos nϕ + β sin nϕ + 1/(λ+ 3) = α cosϕ − β sinϕ + 1/(λ+ 3). Hence
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x1 + xn = 2α cosϕ + 2
λ+ 3 =
λ+ 1
λ+ 3 +
2
λ+ 3 = 1.
Next we equate 1T(Ax) to (1TA)x to get λ = n− 3 + x1 + xn. Thus we find n =
λ+ 2, hence n  3, a contradiction. Therefore S = 0 and we may conclude that λ
has multiplicity 1. 
Since all multiplicities are equal to 1, the argument of Lemma 1 applies and we
find:
Corollary 1. For n > 2, every eigenvector of Pn is palindromic or skew palindro-
mic. The number of (independent) palindromic eigenvectors is n/2 and 	n/2
 ei-
genvectors are skew palindromic.
3. Graphs cospectral with Pn
Suppose  is a graph with adjacency matrix A′ cospectral with Pn. Let  with
adjacency matrix A′ = J − A′ − I be the complement of . Clearly  and  have n
vertices. Let di and di = n− 1 − di be the degree of vertex i in and, respectively.
From n2 − 3n+ 2 = traceA2 =∑ni=1 λ2i = traceA′2 =∑ni=1 di , it follows that 
has (n2 − 3n+ 2)/2 edges and  has n− 1 edges. More generally, from traceA =
traceA
′
we deduce that Pn and  have the same number of closed walks of length
, for any given integer   1. In particular, Pn and  have the same number of
triangles.
Lemma 4.  does not have the disjoint union of two cycles as an induced subgraph.
Proof. Suppose  contains an induced subgraph  on m vertices that consists of
two disjoint cycles. Then  is regular of degree 2, but has one more eigenvalue 2
with an eigenvector orthogonal to the all-one vector 1. Therefore , the complement
of  has eigenvalues m− 3 (the degree) and −3. Eigenvalue interlacing gives that
λn  −3, a contradiction. 
Let k denote the number of components of . The above lemma implies that 
consist of a forest F with k − 1 trees and a component C with m vertices (say) and
m+ k − 2 edges.
Lemma 5.
(i) At most two components of F have an odd number of vertices.
(ii) No two components of F are paths of the same nonzero length.
(iii) No component of F equals K1,3, the star on four vertices.
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Proof. (i) It is well known that a bipartite graph on an odd number of vertices has
an eigenvalue 0. So if F has three components of odd size, the adjacency matrix
A′ of  has at least three times an eigenvalue 0. But then, since J has rank 1, 
with adjacency matrix A′ = J − A′ − I has at least twice an eigenvalue −1. This
contradicts Lemma 3.
(ii) Suppose F contains P (  2) twice. By Lemma 1 both paths have an eigen-
value λ, say, with a skew palindromic eigenvector. Since a skew palindromic vector
is orthogonal to 1, A′ has an eigenvalue λ with at least two independent eigenvectors
orthogonal to 1. This implies that A′ has twice an eigenvalue −λ− 1, a contradiction
to Lemma 3.
(iii) Suppose K1,3 is a component of F. Consider in A′ + I the three rows that
correspond to the points of degree 1 in K1,3. These three rows are identical, and
therefore rank(A′ + I )  n− 2. This means that −1 is an eigenvalue of A′ with
multiplicity at least 2, a contradiction. 
We define the following graphs 4 = , 5 = , 6 = .
Lemma 6. Suppose F contains a tree with  vertices as a component, and suppose
that h is a subgraph of C (not necesserely induced). Then  < h for h = 4, 5, 6.
Proof. Suppose C contains h and that F contains a tree T on h vertices as a sub-
graph. Define the vector v, indexed by the vertices of , as follows:
vi =


1 if i ∈ T ,
−1 if i ∈ h,
0 otherwise.
Then v ⊥ 1, vTv = 2h and vTA′v  4h. Using Rayleigh’s inequality we obtain
λn 
vTA
′
v
vTv
= v
T(J − A′ − I )v
vTv
 0 − 2 − 1 = −3,
a contradiction which proves the lemma. 
Lemma 7. Let G be a graph with degree sequence d1, d2, . . . , dn, e edges and t
triangles. Let t be the number of triangles in the complement G. Then
t =
(
n
3
)
− (n− 1)e + 1
2
n∑
i=1
d2i − t.
Proof. Every triple of points in G has an induced subgraph with 0, 1, 2, or 3 edges.
Using inclusion–exclusion we see that
t =
(
n
3
)
− (n− 2)e +
∑(di
2
)
− t.
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Since
∑(di
2
) = 12 ∑ d2i − e the validity of the equation follows. 
We observe that for any graph G the values of e and t are determined by the
spectrum, but the degree sequence is not. If we apply Lemma 7 to G = Pn, we see
that Pn has
(
n−2
3
)
triangles, and hence  also has
(
n−2
3
)
triangles. Next we apply
Lemma 7 to  and find
t =
(
n
3
)
−
(
n− 2
3
)
− (n− 1)2 + 1
2
∑
d2i = 3 − 2n+
1
2
∑
d2i .
From now on, t will denote the number of triangles in . We have just proved the
following lemma.
Lemma 8
n∑
i=1
d2i = 4n− 6 + 2t .
Lemma 9. t  2k − 4 and equality implies that all degrees in F are 1 or 2, and all
degrees in C are 2 or 3.
Proof. Take k  2. Suppose that ′ is a graph with n vertices, n− 1 edges and k
components of which k − 1 are trees for which∑i∈′ d2i takes its minimal value. Let
F ′ be the forest consisting of the k − 1 trees, let C′ be the non-tree component and
let m′ denote the number of vertices in C′. Since F ′ =∑i∈F ′ d2i is minimal, every
tree in F ′ is a path, and hence
F ′  (n−m′)× 22 − 2(k − 1)× (22 − 12) = 4(n−m′)− 6(k − 1),
and equality holds only if there are no isolated vertices in F ′. For C′ =∑i∈C′ d2i
we easily find
C′  m′ × 22 + 2(k − 2)× (32 − 22) = 4m′ + 10(k − 2),
and equality implies that every degree in C′ is equal to 2 or 3. Now Lemma 8 gives
2t =
∑
i∈
d2i − 4n+ 6  F ′ + C′ − 4n+ 6  4k − 8
and the result follows. 
Lemma 10. k  5.
Proof. Suppose k > 5. Then, by Lemma 9, C contains at least two triangles, which
cannot be disconnected because of Lemma 4. This implies that C contains 4, 5 or
6, and therefore every tree in F has at most five vertices. Now by Lemma 5, F has
at most two components of odd size, at most one P2, at most one P4, and no other
components of even size. Thus F has at most four components, a contradiction. 
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In the next section we will show that  is connected by consequitive elimination
of the cases k = 5, 4, 3 and 2.
4. The connectivity of 
We recall two definitions from graph theory (see for example [1]). A graph is
called even if all its degrees are even, and the cycle space of a graph G with n vertices
and e edges is the binary vectorspace that consists of the characteristic vectors of the
edge sets of all even subgraphs of G. If G is connected the cycle space dimension
equals e − n+ 1.
Lemma 11. k /= 5.
Proof. Suppose k = 5. By Lemma 9, C has at least six triangles. We know that
C has m+ 3 edges, and therefore the cycle space of C has dimension 4. So C has
24 = 16 even subgraphs. These include the empty graph, the six triangles, and the
15 symmetric differences of two triangles. So there must be coincidences. It is easily
seen that this can only be the case if C contains a K4. But then, by Lemma 6, every
component of F has at most three vertices, and by Lemma 5, F has at most three
components. So k  4, a contradiction. 
Lemma 12. k /= 4.
Proof. Suppose k = 4. Now C has m+ 2 edges, at least four triangles, and 23 =
8 even subgraphs. So by the same argument as above C contains a K4 and every
component in F has at most three vertices. But K4 itself already has eight even sub-
graphs (indeed, its cycle space has dimension 3), so C has exactly four triangles and
Lemma 9 applies with equality. So F has no isolated vertices and therefore P2 and P3
are the only possible components. Now by Lemma 5, F has at most two components,
a contradiction. 
Lemma 13. k /= 3.
Proof. Suppose k = 3. By Lemma 9, t  2. Here the cycle space has dimension
2, which implies that C has exactly two triangles. By Lemma 9 the vertices in F
have degree 1 or 2 and vertices in C have degree 2 or 3. Moreover the two triangles
intersect or are connected by an edge (by Lemma 4) so C contains4,5 or6. Since
5 has a vertex of degree four, it cannot occur. Suppose C contains 6. Since the
cycle space dimension equals 2, there are no other cycles in C than the two triangles
of 6. But C has no vertex of degree 1, thus C = 6. Consider two adjacent vertices
of degree 2 in 6. The corresponding rows in A
′
are identical. So A′ has (at least)
two pairs of identical rows. But then rank(A′)  n− 2, so 0 is an eigenvalue of Pn of
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multiplicity at least 2, a contradiction to Lemma 3. Next assume C contains4. Then,
by the same reasoning as above, C = 4. Lemmas 5 and 6 imply that F = P2 + P3
(remember that F has no isolated vertex). Now the two rows in A′ corresponding to
the vertices of P2, and the two rows corresponding to the vertices of degree 3 in 4
are identical. So again rank(A′)  n− 2, a contradiction to Lemma 3. 
Lemma 14. k /= 2.
Proof. Assume k = 2. Now C has just one cycle, so t = 0 or 1. Suppose t = 0.
Then, by Lemma 9, F is a path and C is a cycle Cm (m > 3). It is well known
(and already observed in the proof of Lemma 2) that almost all (and at least one)
eigenvalues of Cm have multiplicity 2. Since Cm is regular, the corresponding ei-
genvectors are orthogonal to 1. This implies that  has eigenvalues of multiplicity
at least 2, with eigenvectors orthogonal to 1. But then  also has an eigenvalue of
multiplicity at least 2, a contradiction.
Next suppose t = 1. If C = C3, the three rows of A′ correponding to the vertices
of C are identical, so rank(A′)  n− 2, a contradiction. If C /= C3, then Lemma 5
gives that F = P with   2 and C has one vertex of degree 3, one of degree 1 and
all other vertices have degree 2, so  has the following structure.
Since  is cospectral with Pn, it must have the same number of 4-walks (by a
4-walk we mean a closed walk of length 4 with a fixed starting vertex) as Pn. By
removing the edge {a, b} from  and adding the edge {b, c}, we obtain Pn. So this
operation should not change the number of 4-walks in the complement. Consider
4-walks in  containing {b, c}. We have two 4-walks of the form (bcbc), 4(n− 3) 4-
walks of the form (bcxc), 4(n− 4) of the form (cbxb) and 8((n− 3)(n− 4)− (n−
5)− 2(n− 5)− ε) 4-walks of the form (bcxy) and (cbxy), where ε = 1 if  = 2
and 0 otherwise. Next we look at 4-walks in Pn that contain {a, b}. Here we find the
numbers 2 for the form (abab), 4(n− 4) for the form (abxb), 4(n− 4) for (baxa)
and 8((n− 4)2 − (n− 5)− 2(n− 5)+ ε′) for the forms (abxy) and (baxy), where
ε′ = 1 if m = 4 and 0 otherwise. Now it is clear that the numbers of 4-walks in the
two graphs differ. This is a contradiction proving that k /= 2. 
5. Recapitulation
We have shown that  is connected. Since  has n− 1 edges,  is a tree. Lemma
8 gives
∑n
i=1 d2i = 4n− 6. This clearly forces  to be a path. Thus:
Theorem 1. The complement of the path is determined by its spectrum.
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