This paper concerns the optimal impulse control of piecewise deterministic Markov processes (PDPs). The PDP optimal (full) control problem with dynamic control plus impulse control is transformed to an equivalent dynamic control problem. The existence of an optimal full control and a generalized Bellman{Hamilton{Jacobi (BHJ) necessary and su cient optimality condition for the PDP full control problem in terms of the value function for the new dynamic control problem are derived. It is shown that the value function of the original PDP optimal full control problem is Lipschitz continuous and satis es a generalized quasi-variational inequality with a boundary condition. A necessary and su cient optimality condition in terms of the value function for the original full control problem is also given.
Introduction
This paper deals with optimal impulse control of piecewise deterministic Markov processes (abbreviated as PDPs). Such processes, rst explicitly introduced by Davis (1984) , are continuous time homogeneous Markov processes consisting of a mixture of deterministic motion and random jumps. The optimal control theory of PDPs has been developed by Vermes (1985) , Davis (1986) , Soner (1986) , Dempster (1991) , Dempster and Ye (1990,1992) , and Ye (1990) . The optimal stopping problem for PDPs has been studied by Gugerli (1986) and Costa and Davis (1988) . The optimal impulse control problem for PDPs has recently been studied by Gatarek (1988a Gatarek ( ,1988b , Costa and Davis (1989) , and Lenhart (1989) . In their papers, the optimal PDP impulse control problem is formulated as follows. At stopping time , the state is moved from x to x + 2 E 0 ( IR n ), the interior of the state space of the process, with impulse 2 U IR n and cost c(x; ) is incurred when the impulse is applied while the process is in state x. An impulse control (strategy) is a sequence of stopping times and impulses, = f 1 ; 1 ; 2 ; 2 ; g; where i ! 1 almost surely as i ! 1. The To solve this optimal impulse control problem, Costa and Davis take the value improvement approach while the others take the (quasi-)variational inequality approach.
Since we will relate our approach to quasi-variational inequalities, we now illustrate this latter approach. Under certain assumptions, Gatarek (1988a Gatarek ( ,1988b and Lenhart (1989) The approach taken to the optimal PDP impulse control problem in this paper is di erent from the ones in the literature in the two respects: the very general formulation of the problem and the characterization of optimality given.
By applying an impulse control action v in state x, instead of being moved to state x+v 2 E 0 , the state x will be moved to state y 2 E 0 which is a random variable with a given transition measure Q ( ; x; v) . Since a deterministic change to state x + v can be considered to be a random variable with distribution 1 fx+vg ( ), the 1-atom measure concentrated on x+v, our problem formulation generalizes the formulation of the PDP optimal impulse control problem considered in the literature. It is similar to the concept of interventions introduced by Yushkevich (1983) and we will therefore use the words intervention and impulse control interchangeably. We will also call a stopping time an intervention epoch (or moment). For such stochastic intervention we will introduce a cost l (x; v) of intervening with a control action v from the compact set U when the process is in state x. The combination of Q , l and U allow considerable exibility of representation. For example, since the state space E 2 IR n is assumed compact, we can model the common requirement of state dependent deterministic interventions v 2 U (x) which move the process to y := x+v 2 E 0 at cost c(x; y) " > 0 by setting Q ( ; x; v) := 1 fx+vg ( )1 U (x) (v), l (x; v) := c(x; x + v) and U := U x2E U (x) . Further, we may introduce intervention sets F i to which the process may always be returned by de ning U (x) := U i F i ? x]. In x2, we formulate the PDP optimal full control problem. Unlike the usual formulation of impulse control problems with no dynamic control, the problem considered here includes not only impulse control but also dynamic control. We have also generalized the usual impulse control problem by allowing interventions to occur even at jump epochs and at time t = 0. Other than the more general formulation, the novelty of this paper is to transform the original PDP control problem with both dynamic control and impulse control to a new PDP control problem with only dynamic control. This is done in x3. The new problem is equivalent to the original problem in that they both have the same expected cost, the data for the new problem is obtained from the original problem, and the control strategy (dynamic plus impulse control) of the original problem can be recovered from the corresponding control strategy (dynamic control only) of the new problem. This approach was rst taken by Dempster and Solel (1987) and Solel (1986) to formulate stochastic scheduling as a PDP optimal control problem.
In x4, we set up the generalized Bellman-Hamilton-Jacobi (BHJ) equation in terms of the value function of the new dynamic control problem and provide a necessary and su cient optimality condition for the PDP optimal full control problem.
In x5, we show that the BHJ equation in terms of the value function for the new dynamic control problem is the quasi-variational inequality in terms of the value function for the original PDP full control problem by giving a relation between the value function for the original problem and one for the new problem.
2 The PDP optimal full control problem First we give a precise de nition of a PDP. Let E IR n be a state space with nonempty interior E 0 and smooth boundary. We shall assume that there exists a point x 0 2 E 0 from which E is star-shaped and that lines x 0 ; z] E intersect the boundary @E at a unique point.
(More generally E may be taken to be a union of sets in IR n , or even manifolds, whose boundaries have suitable smoothness properties. In the practically important situation in which the state space is a (possibly countably in nite) union of disjoint bounded sets in IR n , it is su cient that each such component have the strongly starshaped property assumed here for E. Indeed, this property is required only to ensure that the boundary jump cost de ned on that portion of @E in each component set can be extended in a Lipschitz continuous manner to the entire set so that the value function of the underlying deterministic control problem (see Dempster and Ye 1991) de ned on each component is Lipschitz continuous on it. In the case of manifolds, the strongly star-shaped property is required for the pre-image of the atlas of smooth local coordinate maps for each disjoint piece of the manifold.)
A piecewise deterministic process (PDP) taking values in E is determined by its three local characteristics :-(i) A Lipschitz continuous vector eld f : E ?! IR n which determines a ow (or integral curve) (t; x) in E such that for t 0 @ @t (t; x) = f( (t; x)) (0; x) = x for all x 2 E 0 : With the convention inf ; := 1, we de ne the boundary hitting time t (x) := infft > 0 : (t; x) 2 @Eg:
(ii) A jump rate : E 0 ?! IR + := 0; 1) such that for each x 2 E 0 there is an " > 0 such that Z " 0 ( (s; x))ds < 1 (4) i.e. the process does not manifest point (jump) explosions.
(iii) A transition measure Q : E 0 ? ?! IP(E 0 ) where IP(E 0 ) denotes the set of probability measures on E 0 with the relative weak topology and ? := fz 2 @E : 9t > 0; 9x 2 E 0 s.t. z = (t; x)g (5) denotes the active boundary which ows may reach. Note that on reaching ? the process necessarily jumps back to E 0 . >From these characteristics a right-continuous sample path x t of the process fx t : t > 0g starting at x 2 E 0 may be constructed as follows. De ne x t := (t; x) for 0 t < T 1 where T 1 is the realization of the rst jump time T 1 with generalized negative exponential distribution determined by
Having realized T 1 = T 1 (possibly at T 1 = t (x)), we have x T ? 1 := (T 1 ; x) and the post jump state x T 1 has distribution given by P x x T 1 2 AjT 1 = T 1 ] = Q(A; (T 1 ; x)) on the Borel sets A of E 0 .
We may now restart the process at x T 1 = x T 1 according to the same recipe and proceeding recursively we obtain a sequence of jump time realizations T 1 ; T 2 ; : : : between which x t follows the integral curves of f . Considering this construction as generic yields the process fx t : t 0; x 0 = xg and the sequence of its jump times T 1 ; T 2 ; : : :. Our jump rate assumption (4) implies that P x T k+1 > T k ] = 1 and we now further assume that P x T n " 1] = 1 for all x 2 E 0 . As shown by Davis (1984) , fx t g is a temporally homogeneous strong Markov process with right continuous, left limited sample paths.
The dynamic control problem arises when the local characteristics f; ; Q of fx t g depend on a control action v from a compact set U . We assume that v 2 U 0 IR m if x 2 E 0 and v 2 U @ IR l if x 2 @E. Therefore, we shall distinguish the transition measure Q 0 (dy; x; v), for x 2 E 0 , v 2 U 0 , describing jumps from interior points, from Q @ (dy; x; v), for x 2 @E, v 2 U @ , describing jumps from boundary points.
Impulse control is required if one wishes to take actions which can cause an immediate change in the state of the process (i.e. a jump). We shall term the times that a such decision is taken an intervention epoch and denote it by f i g. At A dynamic control is a pair (u 0 ; u @ ) involving an interior control and a boundary control.
An impulse control involves a sequence of stopping times f k g 1 k=0 adapted to the ltration F t := fx s : s tg, where by convention 0 = 0, and a sequence of impulse control actions fu (x k )g 1 k=0 , where u : E ?! U is measurable.
An admissible (full) control policy u involves both a dynamic control and an impulse control. We denote the set of admissible control policies by .
We also make the following assumptions in the sequel:- 3 Reduction to a new problem with only dynamic control First we shall reformulate the PDP optimal full control problem in terms of a di erent implementation of impulse controls. Due to the (strong) Markov nature of PDPs and by the de nition of stopping times (cf. Davis (1976) ), for any stopping time there exists a sequence of nonnegative random variables r n such that:
(1) r n is F Tn measurable for n = 0; 1; 2; : : :;
(2) = P 1 fTn< <T n+1 g (T n + r n )^T n+1 , where T 1 ; T 2 ; : : : is the sequence of jump times of the (controlled) PDP. Consequently, by specifying after each jump (either a process jump or a jump caused by an intervention) a time remaining to intervene t 0 > 0 (r n ) which diminishes at unit rate as process time evolves, any realized stopping time 2 (T n ; T n+1 ] is either the time when t 0 = 0, providing no process jump has occurred (this corresponds to the case where T n + r n < T n+1 almost surely), or the jump epoch, if a process jump has occurred with t 0 > 0 (this corresponds to the case where T n + r n > T n+1 almost surely).
Therefore, impulse control strategies can be implemented as follows. For each possible pre-jump state x 2 E 0 of the process, a time remaining to intervene t 0 (x) > 0 (in the absence of a process jump) is speci ed which subsequently diminishes at unit rate with the evolution of (process) time. Providing no process jump has occurred previously, an impulse control action is applied whenever t 0 = 0 and a decision is made whether or not to intervene at each jump epoch. Having implemented interventions in the way we have just described, we can reformulate the PDP optimal full control problem as follows.
The PDP optimal full control problem is to nd an admissible full control u which involves both a dynamic control and an impulse control (policy) (u ; t 0 ), which speci es for each (pre jump) state x 2 E a (post jump) time remaining to intervene t 0 (x) > 0 (i.e. a measurable function t 0 : E ?! (0; 1]) and an intervention control action u (x) (i.e. a measurable intervention control function u : E ?! U ) which in uences the (given) intervention transition measure Q : E U ?! IP(E 0 )) so as to minimize the expected cost
where 0 ; 1 ; 2 ; : : : denotes the sequence of stopping times corresponding to the impulse control (u ; t 0 ) (where 0 := 0 by convention).
If we now compare a boundary control with an impulse control, we nd that they both move a process instantaneously to a new state chosen according to the transition measures Q @ and Q respectively. The di erence is only in the timing. A boundary control action is applied whenever the process hits the boundary of the state space, while an impulse control action is applied at intervention epochs. To reduce impulse controls to boundary controls, it is su cient to embed the original process in a new process in such a way that at intervention epochs of the original process the embedded process will hit the boundary of the new state space.
It is obvious that if we let t 0 be one of the coordinates of state of the new process, the new process will hit the boundary of the new state space when t 0 = 0 since 0 is an end point of the interval (0; 1).
However, in the case when the process jumps while t 0 > 0, i.e. an ordinary interior jump, a natural question to ask is how to embed the original process so that the new process will hit a piece of its state space boundary at this time. The idea here is to use a ctitious time construction, following Yushkevich (1983 Yushkevich ( ,1987 and Dempster and Solel (1987) . We consider an ordinary interior jump to be an interior jump of the new process. In this event, the new process jumps to a state where all the coordinates are kept constant except for t 0 which is set equal to ?5, an interior point of the ctitious time interval (?6; ?4). Fictitious time then runs backwards until it hits the boundary at t 0 = ?6 at which time we decide whether or not to intervene.
To be consistent, we also let ctitious time run (backwards) after both jump epochs and interventions. Thus we distinguish two kinds of boundary states for the new process: boundary states at which we can decide whether or not to intervene and ones at which we always intervene. Thus we de ne the state space for ctitious time as a union of two disjoint time intervals (?6; ?4) (?3; ?1). In the case when t 0 = 0, the new process will jump to a state where all the coodinates are kept constant except t 0 which is set equal to ?2, an interior point of the ctitious time interval (?3; ?1). When the new process hits the boundary t 0 = ?3, an impulse control action is taken.
Due to the use of ctitious time, the new process time increases one unit for each intervention and each process jump. To calculate the original process time, we must therefore keep track both of the number of original process jumps and the number of interventions.
We must also keep track of both the post-jump state and the time elapsed since the last jump for the original process because interior controls depend upon them.
We now give the precise formulation. De ne from the given controlled process x t a new controlled process b x s with state b x := (x; z; ; t 0 ; m; n);
where:
x is the state of the original process, z is the post-jump state of the original process, is the time elapsed since the last jump of the original process, t 0 is the time remaining to intervene or ctitious time, m s , n s are respectively the number of interventions and the number of original process jumps up to the present process time s.
If a strategy under consideration does not specify a next intervention decision time, i.e. we need to take t 0 to be 1, but we will instead take t 0 := ?8. Therefore, the new process b
x s evolves in a new state space de ned as follows: x s starts at the initial point (x 0 ; x 0 ; 0; ?2; 0; 0) at time s := 0 and goes in ctitious time to (x 0 ; x 0 ; 0; ?3; 0; 0) which is a boundary point of E 0 E 0 T (?3; ?1) f0g f0g at s = 1.
If an impulse control action u 0 is applied, the original process jumps to x + 0 chosen randomly by the transition measure Q ( ; x 0 ; u 0 ) and t 0 0 is set. Otherwise, Q ( ; x 0 ; u 0 ) := 1 fx 0 g and t 0 0 is set. This formulation thus allows impulse control action to be taken even at time t = 0. The new process jumps to either (x + 0 ; x + 0 ; 0; t 0 0 ; 1; 0) or (x 0 ; x 0 ; 0; t 0 0 ; 1; 0) which are interior points of E 0 E 0 T T 0 f1g f0g and in the rst case an intervention cost of l (x 0 ; u 0 (x 0 )) > 0 is incurred, while otherwise 0 cost is incurred. After the rst jump the new process continues its motion described by the integral curves until one of two possible cases occurs at real time t or process time s = t + 1:
(ii) t 0 > 0 or t 0 < ?8 and t is a jump epoch (either an interior jump or a boundary jump).
In case (i), the new process hits the boundary. It jumps to (x t ? ; x + 0 ; t ?; ?2; 1; 0) 2 E 0 E 0 T (?3; ?1) f1g f0g or @E E 0 T (?3; ?1) f1g f0g depending on whether x t ? 2 E 0 or x t ? 2 @E.
In case (ii), if x t ? 2 E 0 , the new process has an interior jump to (x t ?; x + 0 ; t ?; ?5; 1; 0) 2 E 0 E 0 T (?6; ?4) f1g f0g. If x t ? 2 @E, the new process hits the boundary. It jumps to (x t ?; x + 0 ; t ?; ?5; 1; 0) which is an interior point of @E E 0 T (?6; ?4) f1g f0g.
In both cases, the new process will continue along the appropriate integral curve until t 0 = ?3 in case (i) or t 0 = ?6 in case (ii) at which point it will jump using the given control strategy to a new state in which t 0 2 (0; 1) or t 0 := ?8 2 (?1; ?7).
In case (i), the original process jumps under an impulse control action u from x t ? to x t according to the transition measure Q ( ; x t ?; u ). In case (ii), the original process jumps optimally under either an impulse control (as in case (i)) or under an ordinary control, according to the appropriate transition measure Q 0 ( ; x t ?; u 0 ( t ?; x + 0 )) or Q @ ( ; x t ?; u @ (x t ?)), so as to minimize the relevant remaining expected total cost. In the rst instance, a cost e ? t l (x t ?; u (x t ?)) is incurred, while in the second instance, a cost 0 or e ? t l @ (x t ?; u @ (x t ?)) is incurred according as the process enjoyed an interior or a boundary jump.
Note that in all cases, whether or not an intervention is dictated by the control policy, the state variable of the original process jumps to a point in E 0 . In case (i), the process restarts again from the interior point (x t ; x t ; 0; t 0 ; 2; 0). In case (ii), the process restarts again from the interior point (x t ; x t ; 0; t 0 ; 2; 0) or (x t ; x t ; 0; t 0 ; 1; 1) depending on which action (impulse or not) takes place. The new boundary control set is de ned as
where U t 0 := 0; 1) f?8g is a one point compaci cation of 0; 1). It is thus a compact separable metric space.
An admissible boundary control is a feedback function b
The boundary jump transition measure b Q @ is de ned as follows: We have now nished the construction embedding the original process in the new process.
Next we identify cost functions for the new problem so that it has the same expected total cost as the original problem.
Arrange the jump epochs T i and the intervention epochs i of the original process in increasing order and denote the resulting sequence of (combined) epochs by fT i g.
Since an intervention (perhaps ctitious) must occur at t = 0, this sequence of epochs will begin with T 0 = 0. >From the construction of the new process, we can see that the new process jumps twice as much as the original process. Due to the unit increase in new process time for each original process jump, the jth jump epoch b T j of the new process can be obtained from the (combined) epochs of the original process as follows: b T j := 8 < :
T i + i if j = 2i and i = 0; 1; 2; T i + i + 1 if j = 2i + 1 and i = 0; 1; 2; :
In other words, the 2ith jump epoch of the new process corresponds to a pre-jump or intervention epoch of the original process and the (2i + 1)st jump epoch of the new process corresponds to a post-jump epoch of the original process, i = 0; 1; 2; : : : . These epochs are of course only in nitesimally di erent in real (original process) time. Now rewrite the expected total cost of the original problem as follows: Since T i is the (i + 1)st jump or intervention epoch of the original fully controlled process (due to the fact that a, perhaps ctitious, intervention necessarily occurs at t = 0), the original PDP x t has i+1 combined epochs before t 2 T i ; T i+1 ]. Therefore, 
Similarly, by virtue of (8) is minimized. Here b x 0 := (x 0 ; x 0 ; 0; ?2; 0; 0).
We conclude from the equalities (9), (10) and (11) that the expected cost of the new problem is the same as that of the original problem.
We end this section with an example illustrating the construction of the new boundary controlled process from an original (only) impulse controlled process.
Example A Repair/Maintenance Model (cf. Costa and Davis, 1989) Suppose x t represents the cumulative degree of damage to a machine at time t. This increases at rate f(x) when the degree of damage is x, and also discontinuously due to independent random shocks which occur at Poisson times and have some known distribution function G. The intervention strategy is to replace the machine (i.e. set x t to 0) when the cumulative damage rst exceeds some xed level x max . (Of course, this could happen either at a shock time or between shocks, see the gure.) There may or may not be some delay in machine replacement.
Since there is no dynamic control in this case, we can take the new state space to be b E := 1 m;n=0 (E 0 T 0 fmg fng), where T 0 is de ned as above. While the trajectory of the original impulse controlled process x t starting at x 0 proceeds with (real) time t, the corresponding trajectory of the new process b
x s taking values in the new state space b E proceeds with (process) time s in the following way.
The new process starts at the initial state (x 0 ; ?2; 0; 0) at time s := 0 and goes in ctitious time to (x 0 ; ?3; 0; 0) which is a boundary point of E 0 (?3; ?1) f0g f0g at s = 1.
Set the time remaining to intervene (i.e. the time remaining to replace the machine provided no random shocks have occurred) t 0 := t 0 0 , the time at which, starting from the initial damage level x 0 , the cumulative damage will rst exceed x max at t = t 0 0 , i.e. such that R t 0 0 0 f(x)dx + x 0 = x max , providing no random shocks occur before time t 0 0 and let the impulse control action be equal to zero. This is equivalent to taking a new boundary control b ; t 0 3 ) (i.e. intervene to replace the machine), where t 0 3 := t 0 1 (i.e. x max = R t 0 3 0 f(x)dx), the new process jumps to (0; t 0 3 ; 3; 1) and restarts again from this interior point. This example shows that three possible cases can occur (see the gure):-
(1) At time t 0 0 ; t 0 = 0. We intervene to replace the machine.
(2) At time T 1 , a jump epoch, a decision is made not to intervene.
(3) At time T 2 , a (second) jump epoch, a decision is made to intervene and replace the machine.
A machine replacement delay|possibly independent random with a common known distribution function|together with a penalty for cumulative wear x t exceeding x max is an extension easily incorporated within the framework of our theory, as is the optimal setting of x max itself.
4 Necessary and su cient optimality conditions for the PDP full optimal control problem
The purpose of this section is to give generalized BHJ necessary and su cient optimality conditions for the PDP full control problem. To this end, make the following further assumptions.
(A7) There exists > 0 such that for all x 2 @E and all v 2 U 0
where n(x) is the unit outward normal to @E 2 IR n at the point x 2 @E and 0 and denote respectively transpose and inner product.
Assumption (A7) postulates that when the deterministic controlled ows get suciently close to the boundary, they must hit the boundary in nite time by virtue of requirement (12) Since value functions are in general not smooth even for deterministic processes, b V does not satisfy the Bellman-Hamilton-Jacobi equation in the conventional sense. By replacing the conventional gradient in the BHJ equation with an appropriate minimum element in the Clarke generalized gradient, we have given a necessary and su cient optimality condition for the PDP dynamic control problem in terms of the resulting generalized BHJ equation in Dempster and Ye (1992) .
To apply results in Dempster and Ye (1992) , we now introduce some de nitions of nonsmooth analysis which we will need. The reader is referred to Clarke (1983) Denote by X the dual space of X. The generalized gradient of at x, denoted by @ (x), is the subset of X given by
If is smooth, @ (x) reduces to the conventional gradient. If is continuous and convex, the generalized gradient coincides with the subgradient of the convex analysis.
The function is said to be regular at x provided
(1) for all directions d, the usual one-sided directional derivative 0 (x; d) exists, (18) (These three boundary conditions for the Dirichlet problem for the generalized BHJ equation characterizing optimality for the transformed dynamic control problem in terms of its value function correspond to (potential) interventions respectively at nonjump epochs, interior jump epochs and boundary jump epochs of the original fully controlled process.)
A full control u is optimal if and only if the interior control action u 0 achieves the minimum in the generalized BHJ equation (14) and (15) ? the boundary control and impulse control actions achieve the minimum in the boundary conditions (16), (17) and (18). In other words, whenever t 0 = 0, we intervene by choosing an impulse control action u 2 U and a time remaining to intervene t 0 such that the right hand side of (16) is minimized; whenever t 0 > 0 (or ?1 < t 0 < ?8) and there is a process jump, we either let process jump and choose the time remaining to intervene t 0 if the second term in the right hand of (17) is the minimal value or otherwise intervene by choosing the impulse control action u 2 U and a time remaining to intervene t 0 ; and whenever t 0 > 0 (or ?1 < t 0 < ?8) and the original PDP reaches the boundary of the state space, we either apply the boundary control action u @ 2 U @ and a time remaining to intervene t 0 if (u @ ; t 0 ) achieves the minimum in the right hand side of (18) or otherwise intervene by choosing the impulse control action u 2 U and the time remaining to intervene t 0 .
Remark 2 We do not have the uniqueness result for the solutions for the generalized BHJ equation, as in Dempster and Ye (1990 ,1991 ,1992 , since the new state space b E is not bounded.
Proof: Notice that the new state space is a union of sets indexed by (m; n). Although the control theory for the PDP optimal dynamic control problem developed in Dempster and Ye (1992) is stated for the case when the state space is connected, it is easy to see that the result is also true for the general case when the state space is a union of sets with smooth boundary, provided the problem data satis es the approprate assumptions on each component of the state space. Under assumptions (A1){(A9), it is straightforward to verify that the assumptions (A1){(A9) of Dempster and Ye (1992) are satis ed on each component of the state space indexed by (m; n).
The assumption in (A6) that l (x; v) > " > 0 for all x 2 E and v 2 U is necessary to ensure the existence of an optimal control policy. Indeed, otherwise the in mum of the original fully controlled problem cost functional (6) might be approached|but never achieved|by a sequence of impulse controls involving an increasingly dense sequence of intervention times at which the controlled process x t is reset to argmin z2E 0 min v2U 0 l 0 (z; v)] 2 E 0 (assuming that U allows such interventions).
Applying the main result of Dempster and Ye (1992) u @ acheives the minimum in (20). Since the PDP full control problem is equivalent to the new dynamic control problem, we conclude from the existence of an optimal control for the new dynamic control problem the existence of an full control.
Substituting the non-hat counterparts into equations (19) and (20) we obtain the BHJ equation with boundary conditions involving original problem data (14){(18).
Similarly, interpreting the necessary and su cient optimality condition for the new control problem in terms of the original problem data according to the construction of the new process, the necessary and su cient optimality condition for the PDP full control problem follows.
The generalized quasi-variational inequality
The purpose of this nal section is to state our results in terms of the generalized quasi-variational inequality for the PDP full control problem which yield the quasivariational inequality for the problem of (only) impulse control of PDPs studied by other authors.
To this end, we rst give the relationship between the value function for the new dynamic control problem and that for the original full control problem. V (x; z; ; t 0 ; m; n) is the optimal cost for this transformed problem with initial point (x; z; ; t 0 ; m; n). For any initial point b x = (x; z; ; t 0 ; m; n), the new process starting from (x; z; ; t 0 ; m; n) is constructed from the original process in exactly the same way as we did for b x 0 := (x 0 ; x 0 ; 0; ?2; 0; 0) except that at the new process time s = 0, the original process has m interventions and n jumps, the post-jump state is z, the time elapsed since the last jump is and the ctitious time is t 0 . Therefore, interpreting the optimal cost in terms of the original problem data, using the de nitions ofl 0 and l @ , it is easy to see that for all t 0 2 (?1; ?7) (0; 1), we have b V (x; z; ; t 0 ; m; n) = e (m+n) V (x):
Similarly, we have Proof. Since by Theorem 1, the value function b V of the transformed problem is Lipschitz continuous on b E, it follows easily from proposition 3 that the value function V of the original problem is Lipschitz continuous on E. By virtue of (21), b V is independent of (z; ; t 0 ). Therefore, by Proposition 1.8 of Ye (1990) , we have b V (b x) = e (m+n) @V (x) f0g f0g f0g:
At x 2 E 0 where the second term on the quasi-variational inequality (22) 
Substitute (24) & (25) and (21) into (14), (14) 
