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ABSTRACT
We analyse the CO-dark molecular gas content of simulated molecular clouds from the
SILCC-Zoom project. The simulations reach a resolution of 0.1 pc and include H2 and
CO formation, radiative stellar feedback and magnetic fields. CO-dark gas is found in
regions with local visual extinctions AV,3D ∼ 0.2 – 1.5, number densities of 3 – 300 cm
−3
and gas temperatures of few 10 K – 100 K. CO-bright gas is found at number densities
above 300 cm−3 and temperatures below 50 K. The CO-dark gas fractions range from
40% to 95% and scale inversely with the amount of well-shielded gas (AV,3D & 1.5),
which is smaller in magnetised molecular clouds. We show that the density, chemical
abundances and AV,3D along a given line-of-sight cannot be properly determined from
projected quantities. As an example, we show that pixels with a projected visual
extinction of AV,2D ≃ 2.5 – 5 can be both, CO-bright and CO-dark. By producing
synthetic CO(1-0) emission maps of the simulations with RADMC-3D, we show that
about 15 – 65% of the H2 is in regions with CO(1-0) emission below the detection limit.
The simulated clouds have XCO-factors around 1.5 × 10
20 cm−2 (K km s−1)−1 with a
spread of up to a factor ∼ 4, implying a similar uncertainty in the derived total H2
masses and even worse results for individual pixels. Based on our results, we suggest
a new approach to determine the H2 mass, which relies on the availability of CO(1-0)
emission and AV,2D maps. It reduces the uncertainty of the clouds’ overall H2 mass to
a factor of . 1.8 and for individual pixels, i.e. on sub-pc scales, to a factor of . 3.
Key words: ISM: clouds – ISM: magnetic fields – stars: formation – methods: nu-
merical – astrochemistry – radiative transfer
1 INTRODUCTION
Molecular clouds (MCs) are the densest structures of the
interstellar medium (ISM) and are defined as those regions
in which hydrogen exists in its molecular form, H2. Due to
the low temperatures of a few 10 K and its vanishing per-
manent dipole moment, H2 and thus MCs are observable
only indirectly e.g. by molecules which trace the presence of
H2. One of the most frequently used molecules is CO (e.g.
Wilson et al. 1970; Scoville & Solomon 1975; Larson 1981;
Solomon et al. 1987; Dame et al. 2001; Bolatto et al. 2013,
and many more, but see Dobbs et al. 2014 for a review).
However, it has been shown that CO requires a more
efficient shielding of the interstellar radiation field (ISRF)
than H2 to form (van Dishoeck & Black 1988; Wolfire et al.
2010). Thus, CO is not a perfect tracer of H2 gas as
it misses out a considerable fraction of molecular gas. In
⋆ seifried@ph1.uni-koeln.de
this context, the terminology of “CO-poor” or “CO-dark”
gas, i.e. gas, where H2 is present but no CO, was estab-
lished (Lada & Blitz 1988; van Dishoeck 1992; Grenier et al.
2005). Using gamma ray emission Grenier et al. (2005) con-
clude that more than 30% of the H2 gas is CO-dark (see also
e.g. Ackermann et al. 2012; Donate & Magnani 2017).
Since then, CO-dark gas has been subject to a num-
ber of studies. By means of dust extinction measurements,
CO-gas fractions of up to several 10% were found (e.g.
Lee et al. 2012; Planck Collaboration et al. 2015), similar
to the results obtained from gamma ray emission stud-
ies. Furthermore, observations of the [C II] 158 µm line
suggest the presence of CO-dark H2 gas in order to con-
sistently explain the observed line intensity (Langer et al.
2010, 2014; Pineda et al. 2013). These findings were re-
cently supported theoretically by Franeck et al. (2018), who
show that up to 20% of the [C II] line emission stems
from the molecular phase. Moreover, emission of atomic car-
bon has been suggested to be a good tracer of CO-dark
© 2019 The Authors
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molecular gas (Gerin & Phillips 2000; Papadopoulos et al.
2004; Offner et al. 2014; Glover et al. 2015; Li et al. 2018b;
Clark et al. 2019).
More recently, other tracers have also been used
to study CO-dark gas, in particular the hydroxyl rad-
ical OH (e.g. Crutcher et al. 1993; Barriault et al. 2010;
Cotten et al. 2012; Allen et al. 2015; Li et al. 2015, 2018a;
Ebisawa et al. 2019). In a sub-pc resolution observation
of OH, Xu et al. (2016) find CO-dark gas fractions vary-
ing from 80% to 20% across the boundary of the Tau-
rus molecular cloud. In addition, other molecules like
HF, HCl and ArH+ have been suggested to be able to
probe the atomic and molecular hydrogen content of MCs
and thus the amount of CO-dark gas (Schilke et al. 1995,
2014; Sonnentrucker et al. 2010; Neufeld et al. 1997, 2005;
Neufeld & Wolfire 2016).
Taken together, these observations draw a clear pic-
ture of MCs where a significant fraction of H2 is not
detectable in CO. In order to still be able to infer the
amount of H2 gas from CO observations, a conversion
factor from the observed CO luminosity into an H2 col-
umn density has been established, the so-called “XCO-
factor”. Its canonical value in the MilkyWay is assumed
to be about 2 × 1020 cm−2 (K km s−1)−1 (see e.g. the re-
view by Bolatto et al. 2013). However, there are signifi-
cant cloud-to-cloud variations of XCO reported in litera-
ture in both observations of galactic and extra-galactic
MCs (e.g. Blitz & Thaddeus 1980; Scoville et al. 1987;
Dame et al. 1993; Strong & Mattox 1996; Melchior et al.
2000; Lombardi et al. 2006; Nieten et al. 2006; Leroy et al.
2011; Smith et al. 2012; Ripple et al. 2013). In addi-
tion, also metallicity variations affect the value of XCO
(Glover & Mac Low 2011; Shetty et al. 2011a; Bolatto et al.
2013). All these variations imply uncertainties of a factor
of a few in the masses of H2 inferred from CO observa-
tions and thus, the XCO-factor might be applicable only
for an ensemble of clouds rather than individual clouds
(Kennicutt & Evans 2012).
The large spread of the amount of CO-dark gas and the
resulting XCO-factor was confirmed by a number of recent
numerical simulations of MC formation (Glover & Mac Low
2011; Smith et al. 2014; Duarte-Cabral et al. 2015;
Glover & Clark 2016; Richings & Schaye 2016a,b;
Szu˝cs et al. 2016; Gong et al. 2018; Li et al. 2018b).
However, there are two stringent constraints on the accu-
racy of such numerical approaches: First, due to the highly
turbulent structure of MCs and the associated mixing
of molecules (Glover et al. 2010; Valdivia et al. 2016;
Seifried et al. 2017), the chemical evolution of such clouds
has to be modelled on-the-fly in the simulations in order to
obtain an accurate picture of their – partly non-equilibrium
– chemical state. Second, it can be shown numerically
(Seifried et al. 2017) and analytically (Joshi et al. 2019)
that a very high spatial resolution of . 0.1 pc is required
to obtain accurate and converged chemical abundances. In
case a numerical simulation does not reach this resolution
or the chemical (non-equilibrium) abundances are not
modelled on-the-fly, inferred fractions of CO-dark gas and
values of the XCO-factor have to be considered with caution.
In addition, a potential complication arises from highly
idealized initial conditions, which do not match the full
complexity of real MCs (Rey-Raposo et al. 2015).
So far, only a few simulations match the aforementioned
requirements. Moreover, the impact of stellar radiative feed-
back and of magnetic fields on the amount of CO-dark gas
and the properties of CO emission has obtained very little at-
tention so far. In Seifried et al. (2017, 2019) and Haid et al.
(2019) we present some of the first numerical simulations
of MC formation which include an on-the-fly chemical net-
work for H2 and CO, high spatial resolution (∼ 0.1 pc), a
larger-scale, galactic environment for realistic initial condi-
tions, magnetic fields and stellar feedback. In the following
we will use these simulations to investigate the impact of
feedback and magnetic fields on CO-dark gas and the ob-
servable CO emission in detail.
The structure of the paper is as follows: First, we de-
scribe the initial conditions and numerical methods used for
the MC simulations (Section 2). We then present our re-
sults and discuss the amount and distribution of CO-dark
gas (Sections 3.1 and 3.2). Next, we investigate projection
effects (Section 3.3) and the effect of CO-dark gas on the
CO emission and the XCO-factor (Section 3.4). Finally, in
Section 4, we develop a new approach to determine the H2
mass in MCs with a higher accuracy than via the XCO-factor
before we conclude in Section 5.
2 NUMERICS AND INITIAL CONDITIONS
We present results of the SILCC-Zoom simulations of MC
formation (Seifried et al. 2017). The simulations are pre-
formed within the SILCC project (see Walch et al. 2015;
Girichidis et al. 2016, for details) and make use of the zoom-
in technique discussed in Seifried et al. (2017) The simu-
lations are performed with the adaptive mesh refinement
code FLASH 4.3 (Fryxell et al. 2000; Dubey et al. 2008) and
use a magneto-hydrodynamics (MHD) solver which guar-
antees positive entropy and density (Bouchut et al. 2007;
Waagan 2009). We model the chemical evolution of the in-
terstellar medium (ISM) using a simplified chemical net-
work for H+, H, H2, C
+, CO, e−, and O (Nelson & Langer
1997; Glover & Mac Low 2007; Glover et al. 2010), which
also follows the thermal evolution of the gas including the
most important heating and cooling processes. The inter-
stellar radiation field (ISRF) is that of Draine (1978), i.e.
G0 = 1.7 in Habing units (Habing 1968), and its shield-
ing is calculated according to the surrounding column den-
sities of total gas, H2, and CO via the OpticalDepth mod-
ule (Wu¨nsch et al. 2018) based on the TreeCol algorithm
(Clark et al. 2012). We solve the Poisson equation for self-
gravity with a tree-based method (Wu¨nsch et al. 2018) and
include a background potential from the old stellar compo-
nent in the galactic disc, modeled as an isothermal sheet
with Σstar = 30 M⊙ pc
−2 and a scale height of 100 pc.
Our setup represents a small section of a stratified galac-
tic disc with solar neighborhood properties and a size of
500 pc × 500 pc × ± 5 kpc. The gas surface density is
Σgas = 10 M⊙ pc
−2 and the initial vertical gas distribution
has a Gaussian profile with a scale height of 30 pc and a mid-
plane density of ρ0 = 9 × 10
−24 g cm−3. The gas near the
disc midplane has an initial temperature of 4500 K and con-
sists of atomic hydrogen and C+. For the magnetised runs,
we initialize a magnetic field along the x-direction as
Bx = Bx,0
√
ρ(z)/ρ0 , (1)
MNRAS 000, 1–17 (2019)
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where we set the magnetic field in the midplane to
Bx,0 = 3 µG in accordance with recent observations (e.g.
Beck & Wielebinski 2013).
Up to t0 (see Table 1), we drive turbulence in the
disc with supernovae (SNe). Half of the SNe are randomly
placed in the x-y-plane following a Gaussian profile with
a scale height of 50 pc in the vertical direction, the other
half is placed at density peaks. The SN rate is constant
at 15 SNe Myr−1, corresponding to the Kennicutt-Schmidt
star formation rate surface density for Σgas = 10 M⊙ pc
−2
(Kennicutt 1998) and assuming a standard initial mass func-
tion (Chabrier 2001). For a single SN we inject 1051 erg in
the form of thermal energy if the Sedov-Taylor radius is re-
solved with at least 4 grid cells. Otherwise, we heat the gas
within the injection region to 104 K and inject the momen-
tum, which the swept-up shell has gained at the end of the
Sedov-Taylor phase (see Gatto et al. 2015, for details).
The base grid resolution is 3.9 pc up to t0. At t0 we
stop further SN explosions. We choose different regions in
which MCs are about to form. These “zoom-in” regions have
a rectangular shape with a typical linear extent of about 100
pc. We then continue the simulations for another 1.5 Myr
over which we progressively increase the spatial resolution
in these zoom-in regions from 3.9 pc to 0.12 pc assuring that
the Jeans length is refined with 16 cells (Seifried et al. 2017,
Table 2). In the surroundings we keep the lower resolution
of 3.9 pc. Afterwards we continue the simulations with the
highest resolution of 0.12 pc in the zoom-in regions.
We consider two purely hydrodynamical (HD) simu-
lations without magnetic field (runs MC1-HD and MC2-
HD, see Seifried et al. 2017) and two simulations with mag-
netic fields (MC3-MHD and MC4-MHD, see Seifried et al.
2019) (see Table 1). For these runs we turn off sink par-
ticle formation and stellar feedback inside the clouds. The
MCs with and without magnetic fields emerge from different
stratified galactic disc simulations. As magnetic fields de-
lay the formation of dense molecular gas (Walch et al. 2015;
Girichidis et al. 2018), we start to zoom in at a somewhat
later time (t0) for the magnetised runs, such that the cloud
masses of a few 104 M⊙ are roughly comparable for all four
clouds.
Furthermore, in order to investigate the effect of stellar
radiative feedback, we rerun MC1-HD and MC2-HD includ-
ing sink particles and radiative stellar feedback (runs MC1-
HD-FB and MC2-HD-FB, see Haid et al. 2019). A compar-
ison between these runs allows us to isolate the impact of
feedback from that of different initial conditions. Feedback
from the massive stars sets in at t = 13.8 Myr and 13.6 Myr
for run MC1-HD-FB and MC2-HD-FB, respectively.
In the two feedback runs, sink particles are used to
model the formation of stars or star clusters and their
subsequent radiative stellar feedback. The sinks form from
Jeans-unstable gas once the gas density exceeds a value of
1.1 × 10−20 g cm−3 and are treated with a 4th-order Her-
mite predictor-corrector scheme (Dinnbier et al., in prep.).
We assure that the cells hosting the sinks are always refined
to the highest level of refinement. As time evolves, the sinks
accrete gas and form stars. Every 120 M⊙ of accreted mass,
one massive star between 9 and 120 M⊙ is randomly sam-
pled from an initial mass function assuming a slope of -2.3
between 9 and 120 M⊙ (Salpeter 1955).
Each massive star follows its individual, mass-
Table 1. Overview of the simulations giving the run name, the
starting time of the zoom-in procedure t0, the time tend up to
which the clouds are evolved, whether magnetic fields (B, no B) or
radiative feedback (FB, no FB) are included, and the underlying
reference.
run t0 (Myr) tend (Myr) run type Ref.
MC1-HD 11.9 t0 + 4.0 no B, no FB (1)
MC2-HD 11.9 t0 + 4.0 no B, no FB (1)
MC1-HD-FB 11.9 t0 + 4.0 no B, FB (2)
MC2-HD-FB 11.9 t0 + 4.0 no B, FB (2)
MC3-MHD 16.0 t0 + 5.5 B, no FB (3)
MC4-MHD 16.0 t0 + 5.5 B, no FB (3)
(1) Seifried et al. (2017), (2) Haid et al. (2019), (3)
Seifried et al. (2019, in this reference, the runs are denoted as
”MC1” and ”MC2”)
dependent stellar evolutionary track (Ekstro¨m et al. 2012;
Gatto et al. 2017; Peters et al. 2017) where we follow in
detail the amount of photoionizing radiation released by
each star (Haid et al. 2018, 2019). The radiative feedback is
treated with a backwards ray-tracing algorithm TreeRay
(Wu¨nsch et al. 2018, Wu¨nsch et al., in prep.), which effi-
ciently uses the available octal-tree structure. The radiative
transport equation is solved for hydrogen-ionizing EUV radi-
ation assuming the On-the-Spot approximation with a tem-
perature dependent case B recombination coefficient (Draine
2011). The resulting number of hydrogen-ionizing photons
and the associated heating rate are processed within the
chemical network (Haid et al. 2018).
3 RESULTS
Throughout the paper we refer to the time elapsed since t0 as
tevol = t - t0. Hence, for the runsMC1-HD-FB and MC2-HD-
FB, feedback sets in at tevol = 1.9 and 1.7 Myr, respectively.
In the following we constrain ourselves to the times tevol =
2, 3, 4 and 5 Myr, with the latest time being considered only
for the runs MC3-MHD and MC4-MHD, which evolve more
slowly. In Fig. 1 we show the column density of the runs
MC1-HD, MC1-HD-FB, and MC3-MHD at tevol = 4 Myr
along the x-direction. For further details on the dynamical
evolution of the clouds we refer to the references given in
Table 1. In the following we mainly focus on their chemical
composition.
3.1 The CO-dark gas fraction in molecular clouds
First, we determine the global mass fraction of CO-dark gas
(henceforth DGF) in our simulated MCs using the full 3D
information. For this purpose we calculate the ratio of the
total CO mass, MCO, to the total H2 mass, MH2 , in the zoom-
in region. We correct for the fact that in our simulations
the total fractional abundance with respect to hydrogen nu-
clei of carbon is 1.4 × 10−4 , or 2.8 × 10−4 with respect to
H2 molecules (under the assumption that hydrogen is com-
pletely in its molecular form):
DGF = 1 −
MCO
28mp
× 1
2.8×10−4
MH2
2mp
, (2)
MNRAS 000, 1–17 (2019)
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Figure 1. Column density of the runs MC1-HD, MC1-HD-FB, and MC3-MHD (from left to right) at tevol = 4 Myr projected along
the x-direction. Radiative feedback (middle) blows apart the dense structures in the centre of the cloud seen in the corresponding run
without feedback (left). The MC with magnetic fields (right) shows a somewhat more diffuse and filamentary structure.
where mp is the proton mass. Note that this definition dif-
fers from the definition introduced by Wolfire et al. (2010),
which define a DGF based on the observational sensitivity
limit for CO observations (see also our Section 3.4.1).
In the top panel of Fig. 2 we show the DGF as a function
of time. We first focus on the runs without radiative feed-
back. For the hydrodynamical runs (MC1-HD and MC2-HD,
black and blue solid lines), the DGF remains roughly con-
stant over time with values of ∼ 0.4. In the presence of mag-
netic fields (runs MC3-MHD and MC4-MHD, red and green
lines), however, the amount of CO-dark gas is initially signif-
icantly higher with values around 0.95 at tevol = 2 Myr and
then decreases over time to values of 0.6 and 0.85, respec-
tively, as the clouds become increasingly denser and more
CO forms. Interestingly, the evolution of MH2 (middle panel
of Fig. 2) is similar for all four runs. It increases over time
with a spread among the simulations of about 104 M⊙ , i.e.
relative differences of ∼ 20%. Hence, the significantly higher
fraction of CO-dark gas for the MHD clouds (about a factor
of 2) cannot be attributed to changes in MH2 (∼ 20%) but to
a lower amount of CO in these runs (bottom panel of Fig. 2).
We attribute this lower amount of CO to differences in the
structure of the clouds. This becomes already apparent by
eye when investigating Fig. 1. The MCs with magnetic fields
appear to be more diffuse and filamentary than the MCs
without magnetic fields. For a fixed MH2 , however, a more
filamentary structure would result – on average – in lower
visual extinctions and thus lower MCO (Ro¨llig et al. 2007;
Glover et al. 2010).
At this point, we emphasize that here and in Section 3.2
we consider the local visual extinction of the ISRF at each
point in the cloud, which is calculated directly during the
simulation via the OpticalDepth module (Wu¨nsch et al.
2018). For each cell, we determine the visual extinction, AV,i,
separately along 48 directions. Since the scheme is based on
a Healpix tessellation (Go´rski & Hivon 2011), all directions
are equally weighted. The average local visual extinction in
that cell is then obtained as
AV,3D =
−1
γ
ln
(
1
48
48∑
i=1
exp(−γAV,i)
)
, (3)
with γ = 2.5 (Bergin et al. 2004). This definition thus gives
an reasonable approximation of the local attenuation of the
ISRF. However, it does not directly correspond to the visual
extinction obtained in observations by averaging along the
line-of-sight (LOS), which we consider in Sections 3.3 and 4.
In Fig. 3, we plot the mass-weighted probability den-
sity function (PDF) of log(AV,3D) for the four different MCs
without feedback at tevol = 2, 3 and 4 Myr, where the mass-
weighted PDF of a quantity x is given by
PDF(x) =
dm
dx
1
Mtot
. (4)
As speculated before, the magnetised clouds MC3-MHD
and MC4-MHD are more diffuse objects with significantly
smaller mass fractions at AV,3D > 1 than the clouds with-
out magnetic fields (MC1-HD and MC2-HD). Hence, as CO
only starts to form at AV,3D > 1, and H2 already at AV,3D &
0.3 (e.g. Ro¨llig et al. 2007; Glover et al. 2010; Bisbas et al.
2019), this explains the observed differences in the DGF.
It also matches our previous findings that magnetic fields
significantly hamper the formation of dense, well-shielded
molecular gas (Walch et al. 2015; Girichidis et al. 2018).
Our findings are, however, in contradiction to the result of
1D calculations of Wolfire et al. (2010), who claim that the
amount of CO-dark gas is insensitive to the internal density
– and thus AV,3D – distribution, thus emphasising the need
of 3D, MHD simulations. We note that the increase of mass
at AV,3D > 1 is accompanied with an increase in MCO (bot-
tom panel of Fig. 2), which is particularly pronounced for
MC3-MHD (red lines). We will investigate the dependence of
the DGF on the shielding in more detail in the next section
confirming the results shown so far.
For runs including feedback (MC1-HD-FB and MC2-
HD-FB, dashed lines in Fig. 2), the DGF increases over time
MNRAS 000, 1–17 (2019)
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Figure 2. Time evolution of the global DGF (Eq. 2, top), the
total H2 mass (middle) and the total CO mass (bottom) for MCs
without feedback (solid lines) and with feedback (dashed lines).
For the runs without feedback, the DGF remains roughly constant
in the absence of magnetic fields (solid black and blue lines),
whereas for runs including magnetic fields it decreases (red and
green lines). In both cases the total amount of H2 increases over
time. Feedback increases the global DGF and reduces the overall
amount of H2 and, even more efficiently, the amount of CO.
from ∼ 0.4 to ∼ 0.7 as CO is apparently destroyed more effi-
ciently via photodissociation than H2 (compare middle and
bottom panel). We attribute this to the fact that (i) radia-
tive feedback from young, massive stars acts where the stars
are born, i.e. preferentially in the densest regions of MCs,
which are fully molecular, and (ii) the dissociation rate per
molecule and per UV photon incorporated in our chemical
network is a factor of 3.86 times higher for CO than for
H2 (van Dishoeck & Black 1988; Ro¨llig et al. 2007). Hence,
MCs actively forming massive stars appear to have a higher
amount of CO-dark gas than their quiescent counterparts.
The overall high values of the DGF as well as
the rather large spread for the different MCs agree
10-3
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100
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PD
F(
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g( 
A V
, 3
D
 
) )
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tevol = 2 Myr
tevol = 3 Myr
tevol = 4 Myr
Figure 3. Mass-weighted AV,3D-PDF of the runs with and with-
out magnetic fields at tevol = 2, 3 and 4 Myr. The MHD runs
have less well-shielded gas, resulting in less CO and higher DGFs
(Fig. 2).
well with recent observations showing DGFs in MCs
of 30% and more (Grenier et al. 2005; Lee et al. 2012;
Planck Collaboration et al. 2015). Our results are also in
agreement with theoretical results (Wolfire et al. 2010;
Smith et al. 2014; Gong et al. 2018; Li et al. 2018b), al-
though the definition used by these authors does not ex-
actly match the DGF as defined in Eq. 2 (see Section 3.4.1
for more details).
3.2 The distribution of CO-dark and CO-bright
gas
3.2.1 Dependence on the local AV,3D
As shown before, the differences in the DGF by a factor of
. 2 between runs with and without magnetic fields (Fig. 2)
can be attributed to different morphologies of the clouds,
resulting in less mass at AV,3D > 1 for the magnetised clouds
(Fig. 3). For this reason, we next consider the distribution
of H2 and CO relative to each other and with respect to the
local visual extinction, AV,3D. For this purpose, we determine
the mass fractions of H2 and CO
fH2 =
mH2,cell
mH,cell,tot
and fCO =
12
28
mCO,cell
mC,cell,tot
, (5)
where mH,cell,tot and mC,cell,tot are the total mass of hydro-
gen and carbon available in the considered cell, mH2,cell and
mCO,cell the mass of all H2 and CO molecules, respectively,
and the factor 12
28
corrects for the mass of oxygen.
In Fig. 4 we show the results for run MC1-HD at tevol
= 3 Myr. The qualitative behaviour also holds for all other
runs and times. As can be seen from the left panel, significant
amounts of CO are only formed once ∼ 50% of the hydrogen
is in molecular form. Both mass fractions become roughly
comparable above fx ≃ 0.8 (where the subscript x stands
for H2 and CO, respectively). This value depends on the
considered simulation and increases over time ranging from
values of ∼ 0.5 – 0.8.
Considering the middle and right panel of Fig. 4, we
find that for both H2 and CO fx = 0.8 is approximately
MNRAS 000, 1–17 (2019)
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Figure 4. Left: Mass-weighted fH2 - fCO-phase diagram of MC1-HD at tevol = 3 Myr. The black solid line shows the mean of the distribution,
the red line 1:1 line. Both mass fractions become roughly comparable above fx ≃ 0.8 (here the subscript x stands for H2 and CO,
respectively). Middle and right: Mass-weighted phase diagram of AV,3D and fH2 (middle) and fCO (right). In order to guide the readers
eye, we draw a violet line at AV,3D = 1.5, where both mass fractions become comparable. This value of AV,3D is in reasonable agreement
with the drop of the DGF to zero found in Fig. 5.
reached at AV,3D ≃ 1.5 (see violet lines). Hence, around
this AV,3D value we expect the DGF to drop to zero. At
lower AV,3D of a few 0.1, fH2 is as high as 0.1 – 0.2 (mid-
dle panel), i.e. noticeably higher than fCO, which remains
close to zero in this range (right panel) and starts to rise
around AV,3D ≃ 1 in good agreement with detailed chemical
PDR models (e.g. Ro¨llig et al. 2007; Glover et al. 2010, see
also Gong et al. 2018 for similar results in 3D-MHD simula-
tions). At even lower values of AV,3D (. 0.1), neither H2 nor
CO are present. We note that sometimes fCO can be slightly
higher than fH2 , which can be attributed to the short forma-
tion time of CO, once a sufficient amount of H2 is present
(see Eq. 9 in Seifried et al. 2017, but also Nelson & Langer
1997; Glover et al. 2010).
Next, we investigate how the DGF of individual cells
depends on AV,3D. The DGF in a cell is related to the mass
fractions of H2 and CO (Eq. 5) as
DGFcell = 1 −
fCO
fH2
. (6)
In Fig. 5 we show the AV,3D-DGFcell-phase diagram for the
clouds MC1-HD, MC1-HD-FB and MC3-MHD at tevol = 2,
3 and 4 Myr. We emphasize that for the remaining runs the
phase diagrams are similar. We find that the general shape
of the distribution changes only moderately with time and
for the different runs. Once molecular hydrogen starts to
form (AV,3D & 0.1), DGFcell quickly rises to ∼ 1. It remains
high until AV,3D ≃ 1 and then drops to almost zero around
AV,3D = 1.5 – 2 as indicated by the black solid and dashed
lines which denote the mean and median of the distribution.
This behaviour is in good agreement with our findings that
the mass fractions of both H2 and CO become comparable
at AV,3D ≃ 1.5 (shown for run MC1-HD in Fig. 4). Further-
more, the observed drop of DGFcell around AV,3D = 1.5 is
also in good agreement with the findings of Xu et al. (2016)
in the Taurus molecular cloud.
For the runs with stellar feedback (middle row of Fig. 5),
somewhat more CO-dark gas appears at AV,3D > 1.5 at later
stages (seen as a horizontal stripe in the phase diagram).
The overall shape, however, remains almost unchanged. For
MC3-MHD (bottom row), initially (tevol ≤ 3 Myr), the drop
of DGFcell seems to appear at slightly higher AV,3D. As at
this evolutionary stage the structure of the cloud is sig-
nificantly more diffuse (Fig. 3), we speculate that also the
self-shielding due to H2 and CO, which prevents CO from
being dissociated, is reduced. Hence, CO forms at higher
AV,3D than for the more compact hydrodynamical clouds.
However, towards later stages, the phase-diagrams approach
those from the runs without magnetic fields. Similar results
are also found for MC4-MHD (not shown here).
To summarize, our results indicate that – despite signif-
icant variations in the absolute amount (Fig. 2) – CO-dark
gas is mainly present in gas with visual extinctions 0.2 – 0.3
< AV,3D < 1 – 1.5, independent of the presence or absence
of magnetic fields or stellar feedback. Above AV,3D ≃ 1.5,
the gas is mainly CO-bright, which happens once about 50
– 80% of both hydrogen and carbon are in molecular form.
3.2.2 Dependence on density and temperature
Next, in Fig. 6 we investigate the distribution of CO-dark
and CO-bright gas in the density (ρ) – temperature (T)
phase space for a run without feedback (MC1-HD) at dif-
ferent times. The findings discussed in the following are also
representative for the remaining runs with feedback and
magnetic fields (see Fig. A1 in the Appendix). We define
the CO-dark gas (black contours) as all H2 gas in cells with
DGFcell > 0.5 (Eq. 6) and the CO-bright gas (green con-
tours) as all H2 gas in cells with DGFcell ≤ 0.5.
The bulge of CO-bright gas sits at ρ & 10−21 g cm−3 or
n & 300 cm−3 (using µ = 2.3), respectively and tempera-
tures below ∼ 50 K, although in particular for the runs with
feedback (top panel of Fig. A1) some CO-bright gas can be
found at temperatures up to a few 100 K. The bulge of CO-
dark gas, however, occurs at densities of 10−23 g cm−3 . ρ .
10−21 g cm−3 (3 cm−3 . n . 300 cm−3) and temperatures of
a few 10 K . T . a few 100 K. Our results are thus in rough
agreement with the findings of Glover & Smith (2016), who
find CO-dark gas to reside at temperatures above ∼ 30 K.
There is, however, a substantial overlap of CO-dark and
-bright gas in the ρ - T - plane (see also Section 3.3). More-
over, radiative feedback (top panel of Fig. A1) even further
extends the region in the ρ-T-parameter space, in which CO-
dark gas is found. We speculate that this broad distribution
MNRAS 000, 1–17 (2019)
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Figure 5. Mass-weighted AV,3D-DGFcell-phase diagram for different times (left to right) for MC1-HD (top), MC1-HD-FB (middle) and
MC3-MHD (bottom). DGFcell represents the amount of CO-dark gas in each cell (Eq. 6), i.e. a value of 1 denotes completely CO-dark
gas where no CO is present. The black solid and dashed lines denote the mean and median of the distribution. The overall shape of the
phase diagrams is similar for all times and runs considered, with a drop of DGFcell around AV,3D = 1.5.
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of CO-dark gas might complicate its identification in actual
observations. This is supported by recent theoretical stud-
ies showing the necessity of observing various lines like [OI],
[CI] and [CII] to capture the entire CO-dark gas component
of MCs (Glover & Smith 2016; Franeck et al. 2018; Li et al.
2018b; Clark et al. 2019). In this context, we note that other
tracers like ArH+, HF, or HCl have also been suggested to
differentiate between the atomic and molecular (hydrogen)
phase in MCs (Schilke et al. 1995, 2014; Neufeld et al. 1997,
2005; Neufeld & Wolfire 2016), which might allow for a more
accurate estimate of the H2 content of MCs.
3.3 The DGF in 2D maps
So far we have based our analysis on the local value of the vi-
sual extinction, AV,3D. This value, however, is not accessible
in observations, where only a LOS-integrated column den-
sity and the corresponding (2-dimensional) visual extinction
are accessible, e.g. via dust extinction measurements (e.g.
Lombardi & Alves 2001). Hence, in order to allow for a bet-
ter comparison with actual observations, we integrate along
the x-, y-, and z-direction of each zoom-in region to obtain
maps of the projected total hydrogen column density, NH,tot.
We then convert NH,tot to a visual extinction AV,2D via
AV,2D = (NH,tot × 5.348 × 10
−22 cm2)mag , (7)
using the conversion factor given by Draine & Bertoldi
(1996). In addition, we calculate the projected DGF for each
pixel in the map similar to Eq. 2:
DGF2D = 1 −
NCO ×
1
2.8×10−4
NH2
, (8)
where NH2 and NCO are the surface densities of H2 and CO
in each pixel. We use a pixel size of 0.12 pc identical to
the maximum resolution of the simulations. In Fig. 7 we
show the resulting H2-mass-weighted AV,2D-DGF2D-phase
diagram obtained from the 2D maps integrated along the
y-direction for the runs MC1-HD, MC1-HD-FB, and MC3-
MHD at tevol = 3 Myr. We note that similar results are ob-
tained for the remaining runs, times and directions.
In contrast to the results for AV,3D (Fig. 5) and obser-
vational results of Xu et al. (2016), DGF2D drops to zero
at somewhat higher values of AV,2D = 2 – 4. In addition,
we find a significant amount of CO-dark gas up to AV,2D
≃ 5, where one would not expect CO-dark gas (see Fig. 5,
but also Ro¨llig et al. 2007; Glover et al. 2010). Furthermore,
there appears to be a broad distribution of DGF2D in the
range of AV,2D ≃ 2.5 – 5, with both CO-dark and CO-bright
gas being present. This demonstrates that, under certain cir-
cumstances, AV,2D – which is an average quantity – can give
only little insight about the actual conditions along the en-
tire LOS. This is, however, not surprising given the overlap
of CO-dark and -bright gas in the ρ - T - plane found in
Fig. 6.
The appearance of CO-dark gas at AV,2D ≃ 5 could be
understood when considering the average density along the
LOS of such a pixel. Assuming a typical length of the LOS
of ∼ 50 pc, with Eq. 7 we obtain a total hydrogen column
density of ∼ 1022 cm−2 and a volume density of about 60
cm−3, corresponding to a total mass density of about ∼ 10−22
g cm−3. Using the relation between the density and AV,3D
found in our simulations (see Fig. 11 in Seifried et al. 2017),
such a density corresponds to a typical AV,3D ≤ 1. Hence,
under the assumption that the gas is uniformly distributed
along the LOS, we expect CO to not have formed yet, and
thus DGF2D to be close to 1 at AV,2D ≃ 5.
However, the assumption of a uniform density distribu-
tion along the LOS is clearly an oversimplification. Hence,
in order to fully understand the reason for the broad dis-
tribution of DGF2D around AV,2D ≃ 2.5 – 5, we investigate
the distribution of the local visual extinction AV,3D and the
density along the LOS of all pixels with
(i) 2.5 < AV,2D < 5 and DGF2D > 0.9, i.e. CO-dark gas
(magenta box in the left panel of Fig. 7) and
(ii) 2.5 < AV,2D < 5 and DGF2D < 0.1, i.e. CO-bright gas
(green box).
As a representative case, we show the mass-weighted
AV,3D-PDF and ρ-PDF of both subsets (i) and (ii) for MC1-
HD at tevol = 3 Myr in Fig. 8; for the other runs and times
we obtain qualitatively and quantitatively similar results.
We find no differences in the AV,3D-PDF for the three direc-
tions considered (left panel). There is, however, a clear dif-
ference in the distributions for CO-dark and CO-bright gas.
CO-dark gas (solid lines) shows a much more narrow AV,3D-
distribution which peaks at AV,3D ∼ 0.7 and reaches a maxi-
mum of AV,3D ≃ 1.5. For CO-bright gas (dashed lines), how-
ever, the distribution is much more wide-spread and shifted
to higher AV,3D with the peak occurring around ∼ 1.5.
The density PDF (right panel) shows a correspond-
ing behaviour, which is not surprising given the tight rela-
tion between AV,3D and ρ found in our simulations (Fig. 11
in Seifried et al. 2017). For CO-dark gas, the PDF peaks
around a value of ρ ∼ 10−21.5 g cm−3 (n ∼ 100 cm−3), which
is comparable to the average density obtained under the as-
sumption of a uniform gas distribution along the LOS (see
above). For CO-bright gas, however, the PDF peaks at 20 –
30 times higher densities. Altogether, we can thus attribute
the broad distribution of DGF2D found in Fig. 7 to pix-
els with different density distributions along the LOS: For
CO-dark gas at AV,2D = 2.5 – 5, we have a rather uniform
density – and thus AV,3D – distribution with AV,3D ≤ 1 and
hence very little CO, whereas H2 is present already. For the
CO-bright gas, however, we have regions with strong density
contrasts and locally well-shielded gas (AV,3D ≥ 1.5), caus-
ing CO to form.
To summarise, our results indicate that the visual ex-
tinction inferred from a LOS-averaging process (AV,2D) as
naturally done in observations, is a partly misleading quan-
tity to assess the CO content along the LOS. It should there-
fore be considered with caution and be complemented with
actual CO observations. Furthermore, for a given AV,2D, the
actual AV,3D-distribution can be relatively broad and show
significant qualitative differences for different pixels in agree-
ment with findings of Clark & Glover (2014, their Fig. 12).
We emphasize that recent observations of M17 and Mono-
ceros R2 with the SOFIA telescope indeed indicate signif-
icant emission in [CII] at AV,2D ∼ 8 – i.e. implying a high
DGF – in good agreement with our findings (Guevara et al.
in prep.)
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3.4 CO observations
Next, we investigate to which extent the actual H2 mass,
MH2 , can be obtained from
12CO(1-0) line observations1.
For this, we use the freely available radiative transfer code
RADMC-3D (Dullemond 2012) to produce synthetic CO(1-
0) line emission maps of our MCs along the x-, y-, and z-
direction at the same resolution as the simulation data, i.e.
0.12 pc. We use the Large Velocity Gradient method to cal-
culate the level population and the resulting intensity of
the CO(1-0) line transitions. The molecular data, e.g. the
Einstein coefficients, are taken from the Leiden Atomic and
Molecular database (Scho¨ier et al. 2005). The line emission
maps cover a velocity range of ± 20 km s−1, which guar-
antees that all emission is captured properly. The channel
width is 200 m s−1, which results in 201 channels.
1 In the following we drop the superscript “12“.
3.4.1 The sensitivity of CO observations
As a first step we define the fraction of H2 which is in re-
gions with CO emission below the observational sensitivity
limit, following the definition of Wolfire et al. (2010) in the
notation given by Smith et al. (2014, Eq. 4):
∆ fH2(x) =
Mx
H2
MCO
H2
+ Mx
H2
=
Mx
H2
MH2
. (9)
Here, Mx
H2
is the mass of all H2 gas in pixels which have a
CO(1-0) intensity of ICO ≤ x and M
CO
H2
all H2 gas in pixels
with ICO ≥ x such that M
CO
H2
+ Mx
H2
= MH2 . Hence, assuming
an observational sensitivity limit of ICO = x, the fraction
∆ fH2(x) of H2 cannot be traced via CO in the observation.
This CO-faint H2 gas thus amplifies the problem of CO-dark
gas2.
2 We note that ∆ fH2 has sometimes been denoted as a dark-gas
fraction (Wolfire et al. 2010; Smith et al. 2014; Gong et al. 2018;
Li et al. 2018b), which, in our opinion, is misleading. The amount
of CO-dark gas should not depend on any observational technique,
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Figure 9. Fraction of the total H2 mass for the various runs
considered, which is in regions with CO emission below an obser-
vational sensitivity limit ICO. It is assumed that the amount of
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ity limit of 0.1 K km s−1 (indicated with grey lines) a significant
amount of H2 is CO-faint, which further amplifies the problem of
CO-dark gas.
In Fig. 9 we show the dependence of ∆ fH2 on the cho-
sen intensity threshold for all six MCs and all three direc-
tions considered. We find that for any given cloud ∆ fH2 does
only weakly depend on the considered direction. Further-
more, the qualitative shape of the curves seems to be similar
for all cases: Below a threshold value of ICO ≃ a few 10 K
km s−1, the value of ∆ fH2 decreases steadily with decreasing
threshold ICO, which is in agreement with recent observa-
tional results of Donate & Magnani (2017). At ICO ≃ a few
10 K km s−1, all curves rise quickly until they reach unity
at a few 100 K km s−1 (see also Smith et al. 2014; Li et al.
2018b).
However, there are significant differences in the abso-
lute values of ∆ fH2 . Assuming a typical sensitivity limit
of 0.1 K km s−1 of recent CO(1-0) observations of nearby
MCs (e.g. Nieten et al. 2006; Pineda et al. 2010; Smith et al.
2012; Ripple et al. 2013; Leroy et al. 2016, indicated by the
grey vertical lines in Fig. 9), we obtain ∆ fH2(x) ≃ 15 – 65%,
which depends strongly on the considered MC. For the runs
without feedback, ∆ fH2 drops over time as more and more
CO forms and the intensity in the individual pixels increases.
Contrary to that, for the runs with feedback, ∆ fH2 increases
over time as CO gets destroyed by the radiation released
from the forming stars.
As the curves in Fig. 9 are rather shallow below
i.e. it must be independent of the sensitivity limit, which ∆ fH2 (x)
is not.
I = 10 K km s−1, ∆ fH2 is not very sensitive on the cho-
sen intensity threshold. Increasing the sensitivity limit
to 1 K km s−1 typical for larger-scale CO surveys (e.g.
Dame et al. 2001, and references therein) increases ∆ fH2
only to values of 20 – 75%. Conversely, for a (hypothetical)
10 times lower CO(1-0) sensitivity limit of 0.01 K km s−1,
the fraction of CO-faint H2 gas would be only marginally
reduced to ∼ 10 – 50%. We note that Wolfire et al. (2010),
Smith et al. (2014), Gong et al. (2018), and Li et al. (2018b)
find similar values of ∆ fH2 , although, as stated before, the
authors denote it as DGFs, which might be misleading.
The results show that in some cases there is a signif-
icant amount of (diffuse) H2 gas in low-ICO regions, which
can be problematic in actual observations: Even when ne-
glecting complications of CO-dark gas in regions with ICO >
0.1 K km s−1, i.e. assuming that the amount of H2 in those
regions (MCO
H2
) can be determined accurately from CO, the
observations would miss a significant amount of H2 in the
clouds due to the sensitivity limit.
3.4.2 The XCO-factor
In order to obtain MH2 of MCs from CO(1-0) observations,
typically a fixed conversion factor, the so-called XCO-factor
is used, such that
NH2 = XCO × ICO . (10)
The canonical value of XCO in the MilkyWay is assumed
to be about 2 × 1020 cm−2 (K km s−1)−1 (Dame et al.
1993; Strong & Mattox 1996, but see also the review by
Bolatto et al. 2013). However, as the DGF is varying
strongly among the MCs (Section 3.1), this raises the ques-
tion to what extent the XCO-factor is affected as well.
For this reason, we first investigate the relation be-
tween the H2 column density, NH2 , and the simulated
CO(1-0) intensity, ICO, for three representative clouds MC1-
HD, MC1-HD-FB, and MC3-MHD along the x-direction
(Fig. 10) at t = 3 Myr. Overall, we find only little vari-
ation in the general functional shape when including ei-
ther magnetic fields or stellar feedback and when consid-
ering different directions or times (with the latter two not
shown here), although for the runs with feedback the dis-
tribution becomes somewhat broader. For all runs we find
a strong increase in ICO above NH2 ∼ a few × 10
19 cm−2.
Above NH2 ≃ 10
21 cm−2, the maximum CO intensity satu-
rates around ICO ∼ 100 K km s
−1, where also most of the
H2 mass sits. This saturation is also seen in other the-
oretical and observational works (e.g. Pineda et al. 2008;
Ripple et al. 2013; Smith et al. 2014; Gong et al. 2018) and
can be attributed to the fact that CO(1-0) becomes optically
thick already around an AV,2D of ∼ 1 (Seifried et al. 2017).
For comparison, we also show the relation obtained
when using a fixed factor to convert ICO to NH2 (black, solid
lines). Here, we use the canonical Galactic value of XCO =
2 × 1020 cm−2 (K km s−1)−1. Overall, there is a scatter of up
to several orders of magnitude around this relation, which is
in agreement with our previous results (Seifried et al. 2017,
but see also e.g. Smith et al. 2014; Gong et al. 2018). Fur-
thermore, the distribution of NH2 and ICO shows an (al-
most) linear relation – required for XCO to be applica-
ble – only for a small range of column densities around
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having systematically lower values.
NH2 ≃ 10
21 cm−2. For runs with stellar feedback this range
is somewhat more extended to higher column densities, as
here a significant amount of CO gets destroyed (Section 3.1)
and thus CO(1-0) becomes optically thick, i.e. the NH2 -ICO
relation becomes flat, only at higher NH2 . Overall, how-
ever, our findings agree with previous results that on sub-pc
scales, i.e. for individual pixels, the XCO-factor is not appli-
cable (e.g. Glover & Mac Low 2011; Shetty et al. 2011a,b;
Bolatto et al. 2013; Finn et al. 2019). We also note that in
order to capture the full extent of H2 via CO, the obser-
vational sensitivity limit (Section 3.4.1) would have to be
reduced well below 0.1 K km s−1.
In Fig. 11 we show the XCO-factor obtained by inte-
grating both the column density and the CO(1-0) intensity
over the observable regions, i.e. where ICO > 0.1 K km s
−1.
There are clear differences between the different MCs recog-
nisable, which directly translates into uncertainties in the
inferred H2 cloud mass. Most prominently, as already found
in Glover & Clark (2016) and Seifried et al. (2017), the XCO-
factor of the hydrodynamical runs without feedback (MC1-
HD and MC2-HD, left panel) increases over time with typi-
cal values around 0.5 – 2 × 1020 cm−2 (K km s−1)−1.
In contrast to that, for the runs including mag-
netic fields (right panel), XCO partly decreases over time
with typical values from 0.8 – 4 × 1020 cm−2 (K km s−1)−1
(see also Richings & Schaye 2016a,b). However, towards
later stages the values appear to converge around
1 – 2 × 1020 cm−2 (K km s−1)−1. We find that more diffuse
clouds (here the MHD clouds, see Fig. 3) tend to have
somewhat higher XCO-factors than more compact clouds
(here the HD clouds). This is in good agreement with
observational findings for the Perseus, Taurus, and Orion
molecular cloud (Pineda et al. 2008, 2010; Ackermann et al.
2012; Lee et al. 2014) showing lower XCO-factors for denser
and more compact sub-regions (see also Glover & Mac Low
2011; Szu˝cs et al. 2016; Seifried et al. 2017, for similar nu-
merical results).
The value of XCO of the runs with feedback (middle
panel of Fig. 11) are typically somewhat lower (. 1 × 1020
cm−2 (K km s−1)−1) than those of the runs without feedback.
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Figure 12. Dependence of NH2 on the total hydrogen column
density NH, tot (lower x-axis) and the corresponding AV,2D value
(upper x-axis) for run MC1-HD projected along the x-direction
at tevol = 3 Myr. The blue vertical lines and encircled numbers
indicate the three regimes used for the new approach. Above NH
≃ 1021.5 cm−2 there is a good correlation with NH2 used for regime
(2) and (3) of the new approach (Eqs. 12 and 13)
We attribute this to the fact that in these runs CO(1-0)
becomes optically thick later (middle panel of Fig. 10) and
thus the amount of CO intensity for a given amount of H2
is higher than that for a run without feedback.
Overall, our average value for XCO is around
1.5 × 1020 cm−2 (K km s−1)−1 in good agreement with other
theoretical works (e.g. Glover & Mac Low 2011; Smith et al.
2014; Duarte-Cabral et al. 2015; Glover & Clark 2016;
Richings & Schaye 2016a,b; Szu˝cs et al. 2016; Gong et al.
2018; Li et al. 2018b), although these works tend to have
spatial resolutions coarser than the required limit of 0.1 pc
(Seifried et al. 2017; Joshi et al. 2019) or simplified descrip-
tions of the chemical evolution.
However, our results also show that the actual XCO-
factor can vary by up to a factor of ∼ 4 in either
direction for different MCs. This in turn implies the
same uncertainty of a factor of ∼ 4 for the inferred
H2 cloud masses. As e.g. the virial parameter scales
with M2
H2
, this can result in uncertainties of one or-
der of magnitude for inferred quantities. We note that
the partly significant cloud-to-cloud variations of XCO re-
ported here are in good agreement with variations reported
over decades in observations of galactic and extra-galactic
MCs (e.g. Blitz & Thaddeus 1980; Scoville et al. 1987;
Dame et al. 1993; Strong & Mattox 1996; Melchior et al.
2000; Lombardi et al. 2006; Nieten et al. 2006; Leroy et al.
2011; Smith et al. 2012; Ripple et al. 2013, but see also the
review by Bolatto et al. 2013) and the theoretical works
noted before. This indicates that, besides being not applica-
ble on sub-pc scales, the XCO-factor might have its strength
when being applied for an ensemble of MCs rather than in-
dividual MCs (e.g. Kennicutt & Evans 2012).
4 TOWARDS A NEW APPROACH TO
DETERMINE THE H2 CONTENT OF
MOLECULAR CLOUDS
As described before, the XCO-factor is subject to significant
cloud-to-cloud variations and variations, which in turn im-
poses a factor-of-a-few uncertainty for the mass of H2 in
any MC (neglecting the CO-faint H2 gas discussed in Sec-
tion 3.4.1). For this reason, in the following we describe a
new approach, which tries to reduce this uncertainty and is
based three column density regimes (or alternatively AV,2D
regimes, Eq. 7). We motivated these regimes in Fig. 12,
where we show the relation between NH2 and NH,tot for MC1
at t = 3 Myr. Above NH,tot ≃ 10
21.5 cm−2, NH2 shows a good
correlation with NH,tot, whereas below there is a scatter of
half an order of magnitude and more. For this reason, we de-
fine three column density regimes (1) - (3), where for regime
(1) we rely on CO(1-0) observations and for the regimes (2)
and (3) we rely on extinction measurements. In the follow-
ing, we first describe in detail the principles of the approach,
before we provide the actual numbers and interpret the re-
sults.
(1) NH,tot < 10
21.5 cm−2:
As shown in Fig. 10, for values between ICO ≃ 10
−4 –
10 K km s−1, there is a good correlation between NH2 and
ICO, which allows us to express NH2 as a function of ICO.
For this purpose, in the left panel of Fig. 13 we show the
mean H2 column density,
〈
NH2
〉
, as a function of ICO for all
runs at all times and all three LOS considered. For a given
CO intensity, the values of
〈
NH2
〉
vary by about 0.1 dex, i.e.
25% in either direction. Given this good qualitative agree-
ment among the different runs, we approximate
〈
NH2
〉
by a
powerlaw (see Eq. 11 below) where we focus on matching
the curves in the range 10−2 K km s−1 < ICO < 10 K km s
−1.
(2) 1021.5 cm−2 ≤ NH,tot < 10
23 cm−2:
As the correlation between ICO and NH2 breaks down at
NH2 & 10
21 cm−2 (ICO & 10 K km s
−1, Fig. 10), we next
consider the relation between NH2 and the total hydrogen
column density, NH,tot, which is accessible through dust ex-
tinction measurements. This is shown exemplarily in Fig. 12
for MC1-HD along the x-direction at tevol = 3 Myr. We find
that for NH,tot > 10
21.5 cm−2 there is a good correlation be-
tween both quantities. For this reason, in the right panel of
Fig. 13 we plot
〈
NH2
〉
as a function of NH,tot (and AV,2D) for
all runs, all times and all three LOS considered. In the range
1021.5 cm−2 < NH,tot < 10
23 cm−2,
〈
NH2
〉
shows only mod-
erate deviations between the individual runs of ± 0.2 dex,
i.e. a factor of 1.6 in either direction and an almost linear
trend in double-logarithmic representation. For this reason,
we apply a powerlaw in this range (see Eq. 12 below), which
smoothly connects to the range where NH2 and ICO are still
correlated (regime (1)).
(3) NH,tot ≥ 10
23 cm−2:
For NH,tot ≥ 10
23 cm−2 (AV,2D ≥ 53.5), the gas becomes
(almost) fully molecular within typical deviations of < 20%
(black dashed curve in the right panel of Fig. 13). We thus
approximate NH2 by 0.5 × NH,tot (see Eq. 13 below).
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Figure 13. Mean value of NH2 as a function of ICO (left) and of NH, tot (right) for all runs and all three directions at tevol = 2, 3, 4, and
5 Myr (grey lines). Left: NH2 can be well approximated by the CO intensity from 10
−2 to 10 K km s−2 with a typical uncertainty of 0.1
dex (red lines). This is used for NH, tot < 10
21.5 cm−2, i.e. regime (1) of the new approach (Eq. 11). Right: The blue lines and encircled
numbers indicate the regimes of the new approach. At higher values, NH2 can be inferred from extinction measurements. For 10
21.5 cm−2
≤ NH, tot < 10
23 cm−2, i.e. regime (2) of the new approach (Eq. 12), the gas is not yet fully molecular (red line). For NH, tot > 10
23 cm−2,
i.e. regime (3) (Eq. 13), the gas can be assumed to be fully molecular (black line).
4.1 The final approach
Taking all results together, we obtain a new way to calculate
NH2 which is based solely on CO(1-0) and visual extinction
observations:
(1) For
NH, tot
1 cm
−2 < 10
21.5 or AV,2D < 1.7:
NH2 = 10
20.7cm−2 ×
(
ICO
K km s−1
)1/5
(11)
(2) For 1021.5 ≤
NH, tot
1 cm
−2 < 10
23 or 1.7 ≤ AV,2D < 53.5:
NH2 = 10
20.75cm−2×
(
NH,tot
1021.5cm−2
)1.3
= 1020.75cm−2×
(
AV,2D
1.7
)1.3
(12)
(3) For
NH, tot
1 cm
−2 ≥ 10
23 or AV,2D ≥ 53.5:
NH2 = 0.5 × NH,tot = 0.935 × 10
21cm−2 × AV,2D (13)
As stated before, in order to minimize the uncertain-
ties introduced by the variations in XCO, this approach re-
lies mostly on the availability of extinction measurements.
Furthermore, the weak dependence of NH2 on ICO in Eq. 11
– or inversely the strong dependence of ICO on NH2 – can
be understood as a consequence of CO being underabun-
dant (with respect to H2) at low column densities and then
rapidly builds up to “catch up” with H2 towards higher col-
umn densities. This is also indicated in the left panel of Fig. 4
(see also Gong et al. 2018), where we indeed find a steep rise
of fCO above fH2 ≃ 0.5. At 10
21.5 cm−2 < NH,tot < 10
23 cm−2,
NH2 scales super-linearly with NH,tot as the gas becomes in-
creasingly molecular. Finally, we note that using somewhat
different fitting ranges in Eqs. 11-13 results in changes for
NH2 of a few percent only.
4.2 The accuracy of the fit
In order to test the applicability of the suggested approach,
we now apply it to determine the total H2 mass in the clouds
as well in all individual pixels. For the total H2 mass, we
compare our approach to the classical approach of a con-
stant XCO-factor. In addition, we compare it to the approach
of Glover & Mac Low (2011), which suggest that the XCO-
factor varies with the visual extinction averaged over the
entire cloud,
〈
AV,2D
〉
, as
XCO = XCO,0 ×
( 〈
AV,2D
〉
3.5
)−3.5
. (14)
Motivated by the findings of Fig. 11, we use a value of
1.5 × 1020 cm−2 (K km s−1)−1 for XCO,0 as well as for the
approach with a constant XCO-factor. We constrain ourselves
to the observable regions3.) where ICO > 0.1 K km s
−1.
In Fig. 14 we compare the inferred H2 masses to the
actual H2 masses for the various MCs, directions and ap-
proaches. Overall, we can see that our new approach (left
panel) matches the actual H2 mass best: the estimated H2
masses range from 80% to 180% of the actual masses, i.e.
deviations of a factor of 1.8 at most. This is about 2 times
better than with the classical approach via a constant XCO-
factor, which shows deviations of a factor of 3 – 4 in either di-
rection (middle panel). The approach of Glover & Mac Low
(2011) results in even larger deviations of up to one order of
magnitude, in particular for the runs with feedback (right
panel). Similar deviations, in particular the rather poor
match for the approach of Glover & Mac Low (2011), were
also found by Szu˝cs et al. (2016). We speculate that this is
due to the fact that Glover & Mac Low (2011) use turbu-
lent box simulations, which are difficult to compare to our
simulations and might also be problematic when consider-
ing the convergence of the chemical abundances (Joshi et al.
2019). In addition, the authors only approximate the CO(1-
0) intensity by a simplified radiative transfer scheme, which
could also contribute to the observed differences.
3 We only focus on a particular threshold value as the total mass
of H2 depends only weakly on it (Fig. 9)
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We emphasize that our new approach works equally well
for all three different situations considered in this paper, i.e.
clouds with and without magnetic fields and stellar feedback.
There is, however, a slight tendency for the runs without
feedback to overestimate the H2 mass at early times and,
vice versa for the runs with feedback to underestimate it at
late times, which we investigate further below.
Next, we calculate the ratio of the inferred and actual
H2 column density in each pixel of the projected 2D-maps
(again considering only pixels with ICO > 0.1 K km s
−1 as
a function of NH,tot (AV,2D) and plot the resulting H2 mass-
weighted phase diagram of MC1-HD projected along the z-
direction at tevol = 3 Myr (Fig. 15). For each NH,tot-bin, we
also calculate the mean of the inferred and actual H2 column
densities,
〈
NH2,inferred
〉
and
〈
NH2,real
〉
, respectively, and plot
their ratio in Fig. 15.
We find that our approach matches the actual H2 col-
umn density even on an individual pixel basis relatively well,
which also holds for the other MCs, times and directions.
Over the entire range of NH,tot, the typical deviations are of
the order of at most ± 0.5 dex, i.e. lower than a factor of ∼
3. In particular towards higher NH,tot, where most of the H2
mass resides, the ratio is close to 1. The match for the XCO-
factor (not shown, but see Fig. 10), would be significantly
worse with typical deviations of a factor of 10 (or even more)
in either direction.
We note that the time trends seen in the left panel of
Fig. 14 are mainly caused by (time) variations in the in-
termediate column density range, i.e. regime (2) of the ap-
proach (Eq. 12), where a significant amount of the gas re-
sides (Fig. 15). In this column density regime, the typical
deviations of the fitted from the real NH2 are of the order of
a factor . 2 (see also right panel of Fig. 13). This matches
roughly the overall accuracy of our approach of a factor of .
1.8 for the total H2 mass. However, as we aim at providing
a method which is valid to estimate H2 for various evolu-
tionary stages, this uncertainty cannot be further reduced.
4.3 Caveats
The fits to determine the H2 mass (Eqs. 11–13) are strictly
seen only valid for an ISRF and a cosmic ray ionisation
rate (CRIR) corresponding to solar neighborhood condi-
tions, i.e. G0 = 1.7 and CRIR = 1.3 × 10
−17 s−1. How-
ever, Clark & Glover (2015) show that the XCO-factor, and
thus ICO, for MCs with masses around 10
4 M⊙ is barely
affected when varying the ISRF and CRIR over two or-
ders of magnitude. Also for more massive MCs (∼ 105 M⊙),
they find only a relatively weak dependence on these quan-
tities. In the densest and thus UV-shielded regions, where
cosmic rays are expected to have a larger impact on the
CO-H2 ratio (Bisbas et al. 2015, 2017), our approach re-
lies on the extinction measurement, thus being less sensitive
to the CRIR. Furthermore, Glover & Mac Low (2011) and
Shetty et al. (2011a) show that also the influence of a mod-
erately varying metallicity on XCO is rather limited. In ad-
dition, Glover & Mac Low (2011) show that the abundance
of H2 is only weakly dependent on the extinction (and thus
the strength of the ISRF). Similar was found by Szu˝cs et al.
(2016), who find variations in the H2 content of a few 10%
when varying the ISRF by a factor of 10. Moreover, the au-
thors also find only moderate changes of the H2 mass for
runs with different metallicities. Taken together, we thus
speculate that the formulae given in Eqs. 11–13 might still
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be applicable even under somewhat different environmental
conditions than in the solar neighborhood.
We also note that the used chemical network
(Nelson & Langer 1997; Glover & Mac Low 2007;
Glover et al. 2010) is simplified to allow for an effi-
cient application in 3D, MHD simulations. However,
comparison calculations with a more extended network
based on Nelson & Langer (1999) and Glover et al. (2010,
see the appendix of Mackey et al. 2019 for details) show
a reasonable agreement with the more simple network
applied here. We also note that so far for the radiative
stellar feedback we have only considered a single energy
band (all photons with energies above 13.6 eV). We are
currently working on including additional energy bands,
which would allow for an even more detailed description
of the dissociation processes of H2 and CO. Furthermore,
for future simulations we plan to achieve an even higher
spatial resolution in order to assure that in particular the
CO content in our simulations is fully resolved (Joshi et al.
2019).
5 CONCLUSIONS
We present high-resolution (0.1 pc) simulations of molecular
cloud formation including a live chemical network for H2 and
CO as well as the necessary shielding processes. The simu-
lations are part of the SILCC-Zoom project (Seifried et al.
2017) and include the galactic environment of the clouds,
radiative stellar feedback and magnetic fields. We investi-
gate six different simulations, 4 hydrodynamical runs, out
of which 2 include star formation and ionisation feedback of
young massive stars, and 2 magneto-hydrodynamical runs.
In the simulations we can differentiate between the local vi-
sual extinction in each point, AV,3D, obtained directly from
the 3D simulation data and the LOS-integrated visual ex-
tinction, AV,2D, as accessible in actual observations. In the
following we list our main findings.
• The fraction of CO-dark H2 gas (DGF) varies from 40%
to 95%, with higher values for magnetised MCs. We show
that differences in the DGF can be attributed to the struc-
ture of the clouds: clouds with a high amount of CO-dark
gas have less well-shielded gas. The DGF, however, does not
correlate with the total H2 mass.
• CO-bright gas is typically found at particle densities
above 300 cm−3 (ρ & 10−21 g cm−3), temperatures below
50 K and local visual extinctions, AV,3D & 1.5, where 50
– 80% or more of the total hydrogen and carbon atoms are
in the form of H2 and CO.
• CO-dark gas extends into the more diffuse (3 cm−3 .
n . 300 cm−3) and moderately cool gas (a few 10 K . T
. a few 100 K). We speculate that this makes it difficult
to probe the entire CO-dark gas with a single tracer. The
typical AV,3D of CO-dark gas ranges from 0.2 – 0.3 to about 1
– 1.5 independent of the presence or absence of either stellar
feedback or magnetic fields.
• We demonstrate that with the LOS-integrated AV,2D,
the conditions along the LOS cannot be determined prop-
erly. The actual distribution of the local visual extinction
(AV,3D) along the LOS is broad and not in any way unique.
• Related to that, we show that up to AV,2D ≃ 5, pixels
can be CO-bright and CO-dark, i.e. the DGF is not well
constrained by the observable visual extinction. This can be
attributed to different density – and thus AV,3D – distribu-
tions along the LOS: Pixels with a high DGF have a rather
uniform density distribution with AV,3D . 1 where CO is not
formed. For CO-bright pixels, however, regions with strong
density contrasts and locally well-shielded gas (AV,3D & 1.5)
are present along the LOS.
In addition, we produced synthetic CO(1-0) observa-
tions of our simulated molecular clouds using RADMC-3D.
• We show that about 15 – 65% of the H2 is in re-
gions with CO(1-0) emission below an observational detec-
tion limit of 0.1 K km s−1, which amplifies the problem of
CO-dark gas in regions with detectable emission. This frac-
tion increases only slightly to 20 – 75% when a detection
limit of 1 K km s−1 is used.
• We find a mean XCO-factor of
∼ 1.5 × 1020 cm−2 (K km s−1)−1 in our simulations with
significant variations of a factor up ∼ 4 in good agreement
with other observational and theoretical works. Hence,
using XCO can result in significant errors in the estimated
H2 masses of individual clouds.
In order to overcome the long-standing problem to de-
termine the H2 content of MCs and to avoid the problem
of CO-dark gas, in this work we suggest a new approach
to determine the H2 content of MCs under solar neighbor-
hood conditions. The approach relies on observations of the
CO(1-0) line transition and the visual extinction. The for-
mulae given in Eqs. 11–13 present an approximation to the
data obtained from all simulations considered here, which
cover a variety of cloud conditions including and excluding
both radiative stellar feedback and magnetic fields.
The total H2 cloud masses obtained with our new ap-
proach match the actual masses within a factor of at most
1.8 independent of whether feedback or magnetic fields are
included or not. In contrast to that, the classical approach
via a fixed XCO-factor results in deviations of up to a fac-
tor of 4. Moreover, our approach also allows us to calculate
the H2 column density for individual pixels, i.e. on sub-pc
scales, which is not possible with the XCO-factor. Here, we
find typical deviations from the real H2 column density by
less than a factor of 3, while the standard XCO-factor results
in deviations by an order of magnitude and more.
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APPENDIX A: DENSITY-TEMPERATURE
PHASE DIAGRAMS OF CO-DARK GAS
In Fig. A1 we show the H2-mass-weighted ρ-T-phase diagram
of the total, CO-dark and CO-bright gas in the runs MC1-
HD-FB and MC3-MHD.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. As in Fig. 6 but now for run MC1-HD-FB (top) and MC3-MHD (bottom). For the runs MC2-HD, MC2-HD-FB and
MC4-MHD (not shown) we find very similar results. Feedback tends to increase the range in the ρ-T -phase diagram, where CO-dark gas
is found.
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