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 Resum 
 
Els senyals de trànsit s’utilitzen en la via pública per tal de transmetre informació necessària als usuaris 
que circulen per aquesta. Per tant, tenen la finalitat d’advertir, reglamentar i informar de determinades 
circumstàncies de la via o de la circulació.  
Els sistemes que detecten els senyals formen part del grup de sistemes d’assistència a la conducció i 
tenen la finalitat d’ajudar al conductor millorant la seva seguretat i comoditat. 
En aquest projecte de final de grau es realitza un estudi sobre el disseny, la implementació i la validació 
d’un sistema a temps real que permeti detectar i reconèixer els senyals de trànsit mitjançant visió per 
computador. 
La solució implementada consisteix en els següents tres mòduls principals: 
1. Mòdul de detecció de la regió de la imatge on poden haver-hi senyals. S’han utilitzat diferents 
mètodes, un d’ells consisteix en la detecció de la línia dreta de la carretera per definir aquesta 
regió. 
2. Mòdul de detecció dels senyals. Aquest procediment consisteix en una segmentació basada en 
el color.  
3. Mòdul de reconeixement dels senyals.  Aquest mòdul està basat en realitzar una primera 
classificació segons la forma del senyal (mitjançant la informació del color i del contorn) i una 
posterior classificació a un tipus concret basada en xarxes neuronals MLP.  
S’ha dissenyat el programa perquè funcioni a temps real, i mostri els resultats en una interfície gràfica 
simple. Per implementar-lo s’ha usat el llenguatge de programació C++ i la llibreria OpenCV. També s’ha 
usat l’entorn Visual Studio per tal de muntar el projecte. 
Per validar el sistema s’ha utilitzat un vídeo enregistrat pels voltants de Barcelona (aquest no s’havia fet 
servir durant el disseny ni la implementació). Els resultats obtinguts són bons i es poden consultar a 
l’apartat de resultats.    
 
  
 Resumen 
 
Las señales de tráfico se utilizan en las vías públicas para transmitir información necesaria a los usuarios 
que circulan por esta. Por lo tanto, tienen la finalidad de advertir, reglamentar e informar de determinadas 
circunstancias de la vía o la circulación. 
Los sistemas que detectan las señales forman parte del grupo de sistemas de asistencia a la conducción y 
tienen la finalidad de ayudar al conductor mejorando su seguridad y su comodidad.  
En este proyecto de final de grado se realiza un estudio sobre el diseño, la implementación y la validación 
de un sistema a tiempo real que permita detectar y reconocer las señales de tráfico mediante alegorismos 
de visón por computador.  
La solución implementada consiste en los siguientes tres módulos principales: 
1. Módulo de detección de la región de la imagen donde pueden aparecer señales. Se han 
implementado varios métodos, uno de ellos consiste en la detección de la línea derecha de la 
carretera para definir esta región. 
2. Módulo de detección de señales. Este procedimiento consiste en una segmentación basada en 
el color. 
3. Módulo de reconocimiento de señales. Este módulo está basado en realizar una primera 
clasificación según la forma de la señal (mediante la información del color y el contorno) y una 
posterior clasificación a una señal en concreto utilizando redes neuronales MLP. 
Se ha diseñado el programa para que funcione a tiempo real y enseñe los resultados en una interface 
gráfica simple. Para implementarlo se ha usado el lenguaje de programación C++ y la librería OpenCV. 
También se ha hecho uso del entorno Visual Studio para montar el proyecto. 
Para validar el sistema se ha utilizado un video grabado en las cercanías de Barcelona (este no se había 
usado durante el diseño ni la implementación). Los resultados obtenidos son buenos y se pueden 
consultar en el apartado de resultados.  
 
  
 Abstract 
 
Traffic signs are used on public roads in order to communicate necessary information to drivers who pass 
them. Their objective is therefore to warn, regulate and inform of certain traffic and road circumstances.  
The systems that detect signals form part of a group of driver assistance systems that aim to help and 
improve the comfort and security of drivers.  
In this final degree project, a study is carried out regarding the design, implementation and validation of 
a real-time system that allows the detection and recognition of traffic signs by means of computer vision 
algorithms.  
The implemented solution consists of the following three principal modules: 
1. A detection module on the region of the image where signals can appear. Various methods have 
been implemented. One of them consists of the detection of the right line of the road in order 
to define this region. 
2. A signal detection module. This procedure is based on colour segmentation. 
3. A signal recognition module. This module is based on carrying out an initial classification 
according to the shape of the sign (using information about the colour and outline of its shape) 
and a further classification to a specific sign using Multilayer Perceptron Neural Networks.  
The program has been designed to function in real time and show the results in a simple graphical 
interface.  
In order to implement the program, the C++ programming language and the OpenCV library has been 
used. Also, it has made use of the Visual Studio environment in order to assemble the project.  
In order to validate the system, a video recorded in the outskirts of Barcelona has been used (this was not 
used during the design or implementation of the system). The results obtained are good and can be 
consulted in the results section. 
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1. INTRODUCCIÓ I CONTEXTUALITZACIÓ 
 
Aquest Treball de Final de Grau és de l’especialitat de Computació de la Facultat d’Informàtica de 
Barcelona (Universitat Politècnica de Catalunya). Es tracta d’un projecte de la modalitat A que consisteix 
en la detecció i identificació de senyals de trànsit mitjançant visió per computador. Té com a objectiu ser 
un sistema que ajudi al conductor a temps real i que, per exemple, pugui evitar les distraccions que es 
poden patir al circular per la carretera.  
 
1.1. CONTEXTUALITZACIÓ 
 
En l’actualitat hi ha un gran nombre d’accidents deguts a petites distraccions al volant, aquests, poden 
quedar en un ensurt, causar danys físics o fins i tot la mortalitat dels viatgers.  
Amb la finalitat de facilitar una conducció més segura i intentar disminuir els accidents, es pretén 
desenvolupar un sistema per detectar tots els senyals de trànsit de la via, i així poder evitar que el 
conductor no els percebi/detecti a causa, per exemple, d’una distracció o perquè sigui difícil identificar-lo 
per culpa de la seva mala ubicació. 
Un senyal de trànsit té la finalitat d’advertir, reglamentar i informar els usuaris de determinades 
circumstàncies de la via o de la circulació. Per tant, tenen com a objectius augmentar la seguretat, 
l’eficiència i la comoditat de la circulació; i pretenen advertir de possibles perills, ordenar la circulació, 
proporcionar informació convenient al conductor i recordar algunes prescripcions del Reglamento 
General de la Circulación de la DGT [6]. 
Com a regla general i amb la finalitat de garantir una bona visibilitat i fàcil reconeixement dels senyals, 
aquests es col·loquen al costat de la via corresponent a la circulació, normalment a la vorera, intentant 
que no molesti els vianants.  
Hi ha dos tipus generals de senyals de trànsit [7]: 
- Senyals reglamentàries. Tenen com a finalitat informar d’obligacions, limitacions o prohibicions.  
o Senyals de prioritat.  
 
Il·lustració 1. R-1: Cedeix el pas. R-2: Detenció 
obligatòria. R-5: Prioritat en sentit contrari. 
o Senyals de prohibició d’entrada.  
 
Il·lustració 2. R-100: Circulació prohibida. R-101: 
Entrada prohibida. R-103: Entrada prohibida a 
vehicles de motor. 
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o Senyals de restricció de pas 
 
Il·lustració 3. R-200: Prohibit el pas sense parar. R-
201: Limitació de massa. R-202: Limitació de 
massa per eix. 
o Altres senyals de prohibició o restricció 
 
Il·lustració 4. R-301: Velocitat màxima. R-302: Gir 
a la dreta prohibit. R-203: Avançaments prohibits.  
o Senyals d’obligació 
 
Il·lustració 5. R-301: Sentit obligatori. R-302: 
Intersecció de sentit giratori obligatori. R-203: 
Llums de curt abast obligatòries.  
o Senyals de fi de prohibició o restricció 
 
Il·lustració 6. R-301: Fi de prohibicions. R-302: Fi 
de limitació de velocitat. R-203: Fi de velocitat 
mínima.  
- Senyals d’advertència de perill. Tenen com a finalitat informar de la proximitat d’un perill difícil 
d’observar a temps. 
 
Il·lustració 7. P-1 d: Intersecció amb prioritat sobre incorporació 
per l’esquerre. P-3: Semàfors. P-14 a: Corbes perilloses cap a la 
dreta. P-20: Paviment lliscant 
El sistema del projecte té la finalitat d’ajudar al conductor, per tant, estarà dins dels sistemes d’assistència 
a la conducció (ADAS, Advanced driver assistance Systems[24]) els quals consisteixen a automatitzar, 
adaptar i millorar els sistemes del vehicle per tal de tenir una conducció millor i més segura. Les 
característiques d’un ADAS estan dissenyades per evitar col·lisions i accidents avisant al conductor de 
possibles perills. N’hi ha de dos tipus diferents: 
- Sistema passiu. Només adverteix de possibles perills i deixa tota la responsabilitat de realitzar 
l’acció al conductor. 
Sistema actiu. Adverteix al conductor i intervé en la conducció per tal d’evitar accidents. Per exemple, 
quan un vianant creua per davant del vehicle, el mateix cotxe acciona els frens sense que el conductor li 
ordeni.  
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1.2. ACTORS IMPLICATS 
Els actors implicats en aquest projecte són totes aquelles persones que estan interessades en la 
implementació i es beneficien del sistema. 
1.2.1. DESENVOLUPADOR, DISSENYADOR I BETA TESTER . 
Totes les tasques de desenvolupador, dissenyador i beta tester d’aquest projecte seran portades a termes 
per mi mateix, l’autor d’aquest document. 
1.2.2. DIRECTOR DEL PROJECTE 
El tutor d’aquest projecte és el professor Joan Aranda López, encarregat de guiar, dirigir i supervisar la 
bona realització del projecte controlant que es compleixin tots els objectius establerts, i que es realitzin 
les tasques en el període pactat. 
1.2.3. FABRICANTS DE COTXES 
Tota empresa fabricant de cotxes podria estar interessada a incorporar aquest accessori al vehicle perquè 
seria una millora en la seguretat del conductor. Si l’empresa ja consta d’un sistema que realitza una tasca 
semblant, es podria comparar amb el d’aquest projecte per tal d’utilitzar el que més informació ens pugui 
oferir i millors resultats obtingui.   
També, podrien estar interessades les empreses que investiguen en el desenvolupament d’un cotxe 
autònom perquè seria una característica fonamental pel seu producte.  
Finalment, també podria atreure a les empreses per fabricar un nou accessori/aparell que es pugui acoblar 
al cotxe i tingués com a finalitat ajudar al conductor mitjançant la lectura de senyals de trànsit. 
1.2.4. USUARIS 
Un usuari és aquella persona la qual es beneficia de la utilització d’aquest sistema. No es preveu cap 
inconvenient a la lliure utilització (de forma gratuïta) del software per qualsevol que ho desitgi i hi estigui 
interessat.  
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1.3. ESTAT DE L’ART  
1.3.1. LITERATURA 
El problema de la lectura de senyals de trànsit per una màquina no és la primera vegada que es planteja, 
sinó que és un problema força estudiat en els últims anys. Un exemple d’aquest fet és la vigent 
incorporació d’aquest sistema en alguns models de cotxe que circulen en l’actualitat.  
La majoria dels estudis realitzats segueixen tres fases molt diferenciades per solucionar el problema: la 
primera consisteix en la detecció de la regió d’interès (ROI, Region of interest), la segona detecta la regió 
de la imatge on hi ha un senyal de trànsit i la tercera també es podria subdividir en dues noves que 
consisteixen en l’abstracció de característiques de la regió i la posterior classificació a  un senyal de trànsit 
existent mitjançant mètodes d’aprenentatge autònom.  
La primera fase té la finalitat de detectar la regió d’interès (ROI), és a dir, la zona de la imatge on pot 
haver-hi senyals de trànsit. Aquest procediment es realitza amb la intenció de simplificar l’espai de cerca 
de senyals en els passos posteriors. L’article [14] utilitza el fet que els senyals estan normalment a la 
vorera dreta de la carretera  i només agafa la part dreta central com a regió d’interès, en canvi [21] utilitza 
un mètode més complex el qual detecta les línies de la carretera per així poder delimitar la zona on hi 
poden haver senyals. Aquest pas però no és imprescindible i hi ha algorismes que no el realitzen [5]. 
Pel que fa a la segona fase, consistent en la detecció de la regió on hi ha un senyal, els estudis se centren 
en dues metodologies diferents: segmentar utilitzant la imatge en color o utilitzant-la monocromàtica.  
Quan l’elecció és utilitzar imatges en color per segmentar, es podria pensar a utilitzar l’espai de colors 
RGB i a partir d’aquest detectar les possibles zones, però els estudis es decanten per transformar la imatge 
de RGB a HSV (Hue, Saturation, Brightness) [5] o HSI (Hue, Saturation, Intensity) [9], a causa del fet que 
aquest espai de colors és més tolerant als canvis d’il·luminació. Descartant el valor I/V i simplement 
utilitzant H i S es pot obtenir un sistema intolerant als canvis de llum, cosa que fa que s’obtinguin millors 
resultats que en RGB quan la il·luminació no és l’òptima.  
També hi ha articles que opten per utilitzar imatges monocromàtiques, ja que consideren que el color és 
indiferent a l’hora de detectar on hi ha un senyal i que el realment important són els contorns de la imatge. 
Per exemple, [22] utilitza una tècnica per detectar polígons equiangulars a l’escena i [21] realitza una 
anàlisi geomètrica però centrant-se només en cercles i triangles. 
També hi ha algorismes que fan un híbrid entre els dos anteriors: utilitzen els pendents del contorn i el 
color de la imatge per determinar la ubicació del senyal [14]. 
Respecte a la fase de classificació, primer es genera un vector de característiques i posteriorment s’utilitza 
un algorisme d’aprenentatge autònom per classificar el senyal. Pel vector de característiques, per exemple 
[13] es decanta per la utilització de l’histograma de gradients orientats (HOG) i  [14] utilitza el mètode de 
matching pursuit.  
S’han realitzat força estudis que experimenten amb diferents mètodes de classificació però els resultats 
vénen condicionats pels vectors de característiques utilitzats per realitzar-la. L’estudi [9] mostra una 
solució mitjançant una xarxa neuronal, [13] opta per utilitzar la tècnica de Suport Vector Machine (SVM), 
[22] implementa l’algorisme nearest neighbour per determinar el senyal i finalment [8] desenvolupa una 
combinació entre random forest i SVM. 
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També hi ha mètodes que no divideixen en dos la fase de classificació, com per exemple [15] que usa un 
hierarchical clustering a partir dels punts d’interès de la imatge i [21] que realitza una cross-correlation 
entre la regió i els senyals de la base de dades. 
1.3.2. ESTUDI DE MERCAT 
 A continuació es mostren algunes de les aplicacions d’aquest problema que hi ha en l’actualitat.  
1.3.2.1. INTRODUÏTS EN EL COTXE 
Hi ha cotxes que ja disposen d’un sistema de detecció de senyals de trànsit integrat. Aquesta tecnologia 
va ser desenvolupada per Ayonix i Continental i la primera vegada que va aparèixer va ser el 2008 en un 
BMW 7-series. Altres marques de cotxe també han introduït aquest sistema a algun dels seus models, 
com per exemple BMW [3], Mercedes-Benz [17], Opel [18] i Volkswagen [23]. 
Per tots ells, el sistema se centra a detectar senyals de limitació de velocitat, prohibit el pas i prohibit 
avançar, cosa que fa que sigui un sistema molt limitat. 
1.3.2.2. APLICACIONS MÒBILS 
També hi ha l’opció d’incorporar aquest sistema mitjançant un dispositiu mòbil. Es poden trobar 
aplicacions tant per iPhone com per Andorid. Un exemple és l’aplicació myDriveAssist [12] que està 
disponible per les dues plataformes, però presenta les mateixes limitacions que a l’apartat anterior, 
només pot detectar 3 tipus de senyals diferents.  
 
1.3.3. CONCLUSIONS 
La majoria d’estudis i aplicacions que hi ha en l’actualitat estan molt limitats perquè volen solucionar una 
part del problema i no la seva totalitat. Això provoca que per exemple, els algorismes se centrin només a 
detectar zones vermelles i circulars, o que els cotxes només detectin 3 senyals de trànsit diferents.  
Per tal de solucionar genèricament el problema s’hauria d’agafar algunes idees dels estudis anteriors, 
sense seguir cap d’ells al peu de la lletra, i intentar construir un sistema que detecti la majoria dels senyals 
d’Espanya. Per fer-lo més genèric també seria interessant que no només funcionés pels senyals de la DGT, 
sinó que li poguessis introduir el conjunt de senyals de trànsit a identificar i així podria funcionar a més 
països, només s’haurien d’introduir tots els senyals. 
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1.4. FORMULACIÓ DEL PROBLEMA 
 
El treball té com a principal objectiu desenvolupar un sistema per detectar i identificar els senyals de 
trànsit que un cotxe pugui percebre a temps real.  
Aquest objectiu principal el podem dividir en objectius secundaris: 
1. Localitzar la regió d’interès (ROI) on poden estar els senyals de trànsit, a partir d’una imatge del 
davant del cotxe i mitjançant algorismes de visió per computador.  
 
2. Localitzar la zona on pot haver-hi un senyal de trànsit. Donada una regió d’interès d’una imatge 
determinar les zones candidates per ser possibles senyals mitjançant algorismes de visió per 
computador. 
 
3. Donada una regió de la imatge (resultat de l’objectiu 2) identificar quin senyal és. Aquest objectiu 
es realitzarà mitjançant algorismes classificadors / aprenentatge automàtic.   
 
4. Desenvolupar un sistema per la detecció i identificació a temps real.  
 
5. Realitzar una interfície gràfica senzilla on aparegui les imatges de la càmera frontal del cotxe, 
mostri en ella els senyals de trànsit que detecti, i permeti editar els paràmetres utilitzats als 
algorismes. 
Com s’ha dit, tots aquests objectius secundaris pertanyen a un gran objectiu, però vull fer èmfasi al fet 
que en cadascun d’aquest haurem de tractar temàtiques diferents i el desenvolupador haurà de realitzar 
tasques distintes en cadascun d’ells, per tant és adequat dividir-los.   
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2. ABAST DEL PROJECTE 
2.1. ABAST 
Per tal de realitzar un bon projecte i pel conseqüent, obtenir un bon sistema que compleixi els meus 
objectius, cal seguir uns passos determinats. 
Primerament, s’ha d’enregistrar el vídeo corresponent a la part davantera del cotxe. Aquest s’enregistrarà 
per Barcelona i la seva rodalia, seran imatges de carreteres comarcals amb condicions meteorològiques 
òptimes. A causa de la limitació de temps del projecte, a priori ens centrarem només en imatges que 
compleixin aquestes característiques, tot i que seria interessant poder utilitzar enregistraments de 
carreteres interurbanes i amb qualsevol condició climàtica.  
Amb les imatges ja preses, caldrà començar a implementar l’objectiu 1, 2 i 3 que són seqüencials. Primer 
s’ha de trobar la zona del senyal i posteriorment classificar-la. 
Posarem més prioritat en realitzar correctament aquests tres objectius perquè preferim obtenir 
correctament la zona i la classificació, a realitzar la implementació a temps real. Tot i això, si no hi ha molts 
obstacles, s’haurien de poder complir tots els objectius. 
Pel que fa als senyals, es vol arribar a detectar tots aquells vigents a la DGT, posant més èmfasi en els que 
estan més presents a les carreteres de Barcelona. Seria interessant realitzar un sistema que no depengués 
dels senyals de la DGT i es pogués modificar el conjunt de senyals que es vol identificar simplement amb 
la introducció al sistema d’un conjunt d’imatges corresponents als nous senyals. Així obtindríem una 
solució més genèrica al problema. 
Tot això formarà part d’una aplicació C++ que utilitzarà OpenCV [19] i tindrà una interfície gràfica per la 
qual s’obtindran els resultats i es podran editar els paràmetres de l’algorisme. 
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2.2. POSSIBLES OBSTACLES 
Tot projecte de magnituds com aquest pot generar obstacles durant la seva realització i el seu 
desenvolupament. Tot seguit es mostren un conjunt de possibles obstacles que es podrien observar 
durant el desenvolupament del projecte i les corresponents solucions.   
 
2.2.1. ERRORS EN EL CODI 
Per un projecte de software és molt freqüent observar errors en el codi, imperceptibles a primera vista. 
Pot semblar que el sistema funcioni correctament fins que aquest es torna inestable i imprecís.  
Solució: per tal d’evitar aquest problema i corregir els errors com més aviat millor s’utilitzarà un gestor de 
repositoris en xarxa i es realitzarà una validació minuciosa en cada fase del projecte per tal de comprovar 
la correctesa i la robustesa del sistema.  
 
2.2.2. LIMITACIÓ TEMPORAL 
El temps per realitzar el projecte està limitat a uns 3-4 mesos.  
Solució: s’haurà d’establir i seguir un calendari molt estricte i intens, amb les tasques a realitzar 
temporalment delimitades i amb l’objectiu d’arribar al mes de juny amb el projecte desenvolupat amb  
èxit.  
 
2.2.3. DESCONEIXEMENT DE LA LLIBRERIA OPENCV 
S’utilitzarà la llibreria OpenCV perquè conté molts algoritmes de visió per computador interessants. 
Aquesta llibreria serà nova pel desenvolupador. 
Solució: el desenvolupador haurà de realitzar un aprenentatge autònom i dedicar-li més hores per tal 
d’adquirir les nocions bàsiques d’aquesta, i així poder realitzar el projecte amb èxit. 
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2.3. METODOLOGIA I RIGOR 
2.3.1. MÈTODE DE TREBALL 
Per aquest projecte s’utilitzarà el model de treball iteratiu i incremental [1] el qual utilitza: 
- El model incremental o SCRUM. Té com a estratègia dividir la feina en tasques que es 
desenvolupen en instants diferents i que al final s’integren juntes. El meu treball mostra una clara 
divisió en tasques disjuntes i seqüencials, per tant, utilitzar aquest model seria una bona elecció. 
Podem diferenciar tres grans tasques: 
o La primera és l’encarregada de trobar la zona de la imatge on hi ha un senyal de trànsit. 
o La segona consisteix a classificar aquesta regió i identificar quin senyal és. 
o Finalment realitzar un sistema amb interfície gràfica que combini les dues anteriors i 
que funcioni amb vídeos i a temps real. 
Aquestes tres tasques són les que podem identificar a priori, però segurament durant la 
realització de cadascuna d’aquestes tornarem a fer una nova divisió en tasques més petites.  
 
- El model iteratiu. Es basa en el desenvolupament d’una estratègia amb la qual es realitzin 
diverses iteracions per cada tasca. Una iteració consisteix a planificar, implementar, revisar els 
errors i buscar millores d’una tasca. El model iteratiu pretén, mitjançant la realització d’un seguit 
d’iteracions per cada tasca,  que el producte millori amb el pas de les iteracions.  
 
Il·lustració 8. Model de treball iteratiu i incremental. 
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2.3.2. EINES DE SEGUIMENT 
Per tal d’utilitzar unes bones eines de seguiment i no perdre informació del projecte tractarem dos àmbits 
diferents: la comunicació amb el professor i el codi font. 
Amb la intenció de garantir la disponibilitat del codi i facilitar la recuperació de fallades es treballarà amb 
eines de control de versions del software i s’utilitzarà gestors de repositoris en xarxa per realitzar aquesta 
tasca (Github). 
S’aniran programant i realitzant freqüentment reunions amb el director per tal de guiar al desenvolupador 
i corregir possibles desviacions del projecte. A cada acta s’enregistrarà la temàtica que s’ha tractat i les 
decisions o modificacions que s’han pres en cadascuna d’elles per tal de no perdre aquesta informació. 
Finalment, s’utilitzarà el correu electrònic per comunicar-se amb el director del projecte i resoldre petits 
dubtes i qüestions espontànies. Tota aquesta informació quedarà enregistrada a la bústia del servei de 
missatgeria. També s’utilitzarà un sistema de desat i compartició de fitxers al núvol (Dropbox) per 
compartir documents rellevants amb el director. 
 
2.3.3. MÈTODE DE VALIDACIÓ 
La validació es realitzarà utilitzant les eines de seguiment especificades a l’apartat anterior. Les reunions 
periòdiques i constants amb el director serviran per validar, corregir i redirigir possibles desviacions que 
hagi pogut tenir el projecte, això significa que es garanteix una correcta evolució d’aquest. Tanmateix, en 
aquestes reunions el director pot donar el vistiplau a les novetats incorporades al software, i així poder 
tenir el feedback que el projecte segueix les pautes adequades i està ben encaminat. Aquestes reunions 
també es complementaran amb l’intercanvi de correus electrònics, per així tenir una comunicació més 
constant i resoldre petits dubtes.  
Es posarà a prova l’eina desenvolupada mitjançant els vídeos enregistrats i comprovant la precisió del 
producte en detectar senyals de trànsit.  
Per cada tasca intermèdia es realitzarà la seva validació: 
Detecció de la regió d’interès. 
Per aquesta tasca s’obtindrà un conjunt d’imatges de carreteres (frames1 del vídeo enregistrat) i es 
dividiran en imatges d’entrenament (train set) i imatges d’avaluació (test set).  
Es desenvoluparà l’algorisme i es faran proves amb les imatges d’entrenament, amb la intenció d’obtenir 
els millors resultats utilitzant aquestes.  
Finalment s’obtindrà la precisió d’aquesta tasca observant els resultats obtinguts amb les imatges de test. 
També es farà una validació encarada a vídeos amb la finalitat de comprovar el comportament del 
detector quan funciona a temps real.  
 
 
                                                                
1 Fotogrames que té un vídeo. 
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Detecció de la regió on hi ha un senyal. 
Es realitzarà un procés molt semblant al de l’apartat anterior, s’agafarà un conjunt d’imatges 
d’entrenament i un altre d’avaluació.  
Aquesta tasca rep per entrada una regió d’interès, però per no dependre de la ROI que ha generat el 
procés anterior es realitzaran les proves amb imatges on apareguin senyals i se suposarà que tota la 
imatge és la regió d’interès. 
Es calcularà la precisió d’aquesta tasca computant per cada imatge del conjunt de proves el nombre de 
senyals que ha detectat correctament i incorrectament.   
S’obtindran dos indicadors d’aquesta tasca:  
- Recall [30]. Indica si hi ha un senyal de trànsit amb quina precisió el detectarà. Ens interessarà 
que sigui molt alt. 
- Precision [30]. Indica el percentatge de senyals detectats que realment són senyals. Ens 
interessarà que sigui molt alt. 
En aquest cas també es farà una validació encarada a vídeos. 
Classificació del senyal de trànsit. 
Tornarem a obtenir un conjunt d’imatges d’entrenament i un altre d’avaluació, però en aquest cas imatges 
resultants del procés anterior, és a dir, imatges de possibles senyals de trànsit. 
Entrenarem l’algorisme d’aprenentatge automàtic mitjançant una cross-validation 2  del conjunt 
d’entrenament i obtindrem la confusion matrix3 per tal de veure on falla més sovint l’algorisme i intentar 
solucionar els possibles errors. 
Finalment un cop decidit tot el vector de característiques i els paràmetres de l’algorisme, s’utilitzaran les 
imatges d’avaluació per tal d’obtenir la precisió final de l’algorisme.  
Sistema a temps real. 
En aquest apartat s’han d’optimitzar els processos anteriors per tal que funcioni en el menor temps 
possible, això es pot quantificar mitjançant la mitjana del temps que tarda a computar cada frame.  
Tot el sistema. 
Aquest apartat consisteix a unir tots els anteriors.  
Per validar el sistema s’utilitzarà un conjunt d’imatges d’avaluació no utilitzat fins ara i es passarà al 
sistema. Obtindrem una precisió que ens indicarà amb quin percentatge encerta si hi ha un senyal de 
trànsit (Recall), i una altra que indica el percentatge de  senyals detectats que realment ho són (Precision). 
Finalment, també es validarà l’execució del programa amb el vídeo enregistrat. 
En l’apartat de resultats i validació s’explica en més detall en què consisteixen cadascuna de les 
validacions.  
                                                                
2 La validació creuada és una tècnica utilitzada per avaluar els resultats d’una anàlisi i garantir que dades 
d’entrenament i de prova són independents. 
3 La matriu de confusió és una eina de visualització que s’utilitza en l’aprenentatge supervisat. 
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3. PLANIFIACIÓ TEMPORAL 
3.1. DURADA ESTIMADA DEL PROJECTE 
Aquest projecte tindrà una limitació temporal aproximada d’uns 4 mesos, des del febrer del 2016 fins a 
finals de juny del 2016.  
3.2. DESCRIPCIÓ DE LES TASQUES 
Tot seguit es mostren i s’expliquen totes les tasques a realitzar en aquest projecte. 
3.2.1. FITA INICIAL - GEP 
Aquesta tasca consisteix a cursar l’assignatura de Gestió de Projectes (GEP)  i en l’elaboració de la Fita 
Inicial del projecte. En aquesta fase es defineixen la majoria d’aspectes importants del projecte i es realitza 
una part important de la documentació que posteriorment serà incorporada a la memòria amb la finalitat 
de millorar el resultat d’aquesta. No hi ha cap dependència de precedència, però l’assignatura té un 
calendari estricte que s’ha de seguir perquè s’han d’anar fent entregues i no es poden endarrerir. 
Aquesta tasca es divideix en: abast del projecte i contextualització, planificació temporal, gestió 
econòmica i sostenibilitat, presentació preliminar, bloc de l’especialitat i documentació final i presentació. 
3.2.2. ENREGISTRAMENT DE LES IMATGES 
Primer de tot, s’han d’obtenir alguns vídeos corresponent a la carretera vista per un cotxe amb la intenció 
de poder-los utilitzar a l’hora de testejar en les fases de desenvolupament del sistema. No hi ha cap 
dependència de precedència amb altres tasques. 
3.2.3. CONFIGURACIÓ DE L’ENTORN DE TREBALL 
Aquest pas consisteix a decidir quines seran les eines que es faran servir per desenvolupar el sistema. Un 
cop decidides s’hauran d’instal·lar i configurar-les per tal de poder realitzar el projecte sobre elles. No hi 
ha cap dependència de precedència. 
3.2.4. DESENVOLUPAMENT DEL SISTEMA 
A continuació, s’explicaran les diverses tasques en què s’ha decidit dividir la part de desenvolupament del 
sistema. Totes elles tindran una estructura similar i amb la finalitat de no repetir-ho per cadascuna, 
s’explica el procediment genèric que s’utilitzarà per a una tasca:  
- Anàlisi dels requisits. Té la finalitat d’identificar què ha de fer la tasca, però no com. 
- Disseny del sistema. Consisteix a definir els components, els mòduls i les dades del sistema per 
tal de satisfer els requisits. 
- Implementació i proves. Realització del codi font necessari per dur a terme el disseny del sistema 
i desenvolupament d’un conjunt de jocs de proves per validar la implementació. 
Es pot veure clarament com les tres tasques són seqüencials: primer s’ha de realitzar l’anàlisi, després el 
disseny i finalment la implementació i les proves. A part d’aquestes tres, també s’haurà de redactar, en 
paral·lel,  la documentació de cadascuna de les parts. 
El desenvolupament del sistema està dividit en les següents subtasques: 
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3.2.4.1. DETECCIÓ DE LA REGIÓ D’INTERÈS (ROI)  
La primera part del desenvolupament consisteix en la detecció de la regió d’interès d’una imatge on pot 
haver-hi senyals de trànsit. Aquesta es podrà començar quan s’hagin enregistrat les imatges (tasca 1.2.2) 
i l’entorn de treball estigui funcional (tasca 1.2.3).  
3.2.4.2. DETECCIÓ DE LA REGIÓ ON POT HAVER-HI UN SENYAL DE 
TRÀNSIT 
Donada una regió d’interès d’una imatge, detectar les zones on hi ha un senyal de trànsit. Per realitzar 
aquesta tasca es necessita la ROI, per tant, tindrà dependència de precedència amb la tasca 1.2.4.1. 
3.2.4.3. EXTRACCIÓ DE CARACTERÍSTIQUES I CLASSIFICACIÓ 
Donada una zona on hi ha un senyal d’una imatge  s’han d’extreure les característiques que distingeix el 
senyal i classificar-lo amb el que s’assembli més. La tasca utilitza el resultat de la tasca anterior (tasca 
1.2.4.2), per tant, tindrà una dependència de precedència amb aquesta. 
3.2.4.4. DISSENY A TEMPS REAL I LA INTERFÍCIE GRÀFICA D’USUARI 
(GUI) 
Finalment s’ha de desenvolupar un sistema que pugui detectar els senyals de trànsit a temps real i que 
tingui una interfície gràfica agradable per l’usuari. No podem començar aquesta tasca fins que tinguem la 
classificació dels senyals, així que hi haurà una dependència de precedència amb la tasca 1.2.4.3. 
3.2.5. PROVES I VERIFICACIÓ 
Aquesta tasca consisteix en la realització de proves al producte (un cop aquest ja està implementat) per 
tal de verificar el bon funcionament del sistema, i intentar trobar aquells casos en què podria fallar. Es 
farà un testejat exhaustiu i una posterior correcció dels possibles errors trobats. S’ha de tenir el sistema 
desenvolupat abans de realitzar les proves, per tant aquesta tasca té dependència de precedència amb 
l’anterior (tasca 1.2.4). 
La realització de proves, però, no només es realitzarà en aquesta tasca sinó que en cada apartat de la 
implementació es faran unes proves minucioses per tal de garantir el bon funcionament de cada part.  
3.2.6. FITA FINAL  
Per acabar, s’ha de redactar la memòria per tal de plasmar la feina realitzada en tot el projecte i tancar-
lo. Bona part de la feina ja estarà feta gràcies al fet que la documentació s’anirà fent durant el decurs de 
cada tasca i no es deixarà pel final.  
Aquesta tasca consistirà a unir tota la documentació realitzada fins al moment, acabar de supervisar-la i 
corregir-la.  També inclourà la preparació de la presentació que es realitzarà a finals de juny. 
Fins que no s’hagin acabat totes les tasques anteriors no es pot començar aquesta, per tant te 
dependència amb totes elles i és la que dóna per tancat el treball de final de grau. 
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3.3. RECURSOS 
3.3.1. RECURSOS HUMANS 
Aquest projecte serà desenvolupat per una sola persona, la qual serà l’encarregada de fer tots els rols que 
hi ha en el projecte:  
- Cap de projecte. Persona encarregada i amb total responsabilitat sobre el plantejament i 
l’execució correcta del projecte.  
- Analista de sistemes. Desenvolupa el rol consistent al disseny del sistema i l’obtenció dels 
algoritmes d’aquest, a més és l’encarregat d’analitzar les possibles utilitats i modificacions 
necessàries dels sistemes per una major eficiència.  
- Dissenyador de sistemes. És l’encarregat de dissenyar el sistema per tal de satisfer els requisits. 
També realitza  la part creativa i de disseny gràfic del projecte. 
- Programador. Rol que consisteix en l’escriptura, la depuració i el manteniment del codi font del 
sistema.  
- Tester. Realitza el control de qualitat del producte mitjançant el disseny i l’aplicació de diferents 
jocs de proves minuciosos. 
3.3.2. RECURSOS MATERIALS 
A continuació es mostraran els recursos materials que s’utilitzaran per dur a terme totes les tasques 
descrites amb anterioritat. 
Recurs Finalitat 
Ordinador de sobretaula, i7-
3770, 16Gb de RAM i Windos 10 
64x. 
Pel desenvolupament del sistema i de la memòria. 
Ordinador portàtil Sony Vaio 
VGN-NS21M 
Pel desenvolupament del sistema i de la memòria. 
GoPro Hero 3 Enregistrament de vídeos. 
Visual Studio 2013 Entorn de desenvolupament.  
OpenCV Llibreria amb algorismes de visió per computador. 
MATLAB 2012b S’utilitzarà per realitzar les proves dels mètodes. 
Microssoft Office 2013 Elaboració de la documentació del projecte, la memòria.  
Gmail Comunicació amb el director del projecte. 
Dropbox Compartició de documents rellevants del projecte amb el director. 
GitHub Pel control de versions del codi font.  
Gantter Per realitzar el diagrama de Gantt per tal de planificar el treball. 
Adobe Reader XI Per visualitzar documents. 
Taula 1. Recursos materials i les seves finalitats.  
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3.4. DIAGRAMA DE GANTT 
 
Il·lustració 9.Diagrama de Gantt 
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Com podem veure en el diagrama anterior el projecte consta d’un total de 100 dies laborables, en els 
quals es realitzarà un treball d’unes 4-5 hores diàries, i si se suma el treball realitzat durant el cap de 
setmana, s’obté un treball orientatiu d’unes 500 hores per dur a terme aquest projecte.  
3.5. VALORACIÓ D’ALTERNAT IVES I PLA D’ACCIÓ  
Sempre s’han de tenir en compte possibles imprevistos que puguin arribar a provocar un endarreriment i 
impedir complir la programació del projecte.  
Davant l’existència d’algun imprevist que provoqui una desviació temporal s’haurà d’establir la gravetat 
d’aquest i comprovar si afecta el diagrama de Gantt. És molt probable que afecti perquè hi ha moltes 
dependències de precedència que provocarien que tot el projecte s’endarrerís, i no es pogués corregir 
aquesta desviació.  
Si ens trobéssim amb algun cas crític, és a dir, que la desviació temporal fos major a 5 dies i no es pogués 
corregir, es comunicaria aquest fet al director del projecte, i es farien totes les mesures correctives 
pertinents per solucionar el problema (com per exemple la simplificació d’alguna tasca), i es 
desenvoluparia un nou diagrama amb les tasques que manquessin per realitzar.  
Si pel cas contrari, s’acabés una tasca abans del termini planificat, es mouria el diagrama per corregir 
aquest fet i es començaria amb la tasca següent. L’únic canvi respecte a la planificació original seria que 
tindríem un interval de folgança major. 
Tota bona planificació ha de disposar d’un temps de folgança amb la intenció de prevenir possibles 
imprevistos i que aquests no afectin la realització del projecte ni la data d’entrega d’aquest. Amb aquesta 
intenció, el treball està previst finalitzar-lo el dia 31 de maig, i així, tenir tot el mes de juny per acabar la 
memòria i preparar l’exposició. Prevenim que aquestes dues tasques no ens haurien de durar tot el mes, 
ja que la memòria hauria d’estar molt avançada i només caldria unir, corregir i completar la documentació 
ja redactada en les fases anteriors.  Així doncs, disposaríem d’uns 15 dies de folgança. 
Tancament previst del TFG Folgança temporal  Presentació del TFG 
31/05/2016 01/06/2016-17/06/2016 30/06/2016 
Taula 2. Marge de temps entre el tancament i la presentació del TFG 
3.6. DESVIACIONS TEMPORALS DEL PROJECTE 
Un cop finalitzat el projecte de final de carrera s’ha de realitzar una revisió per comprovar si s’ha complert 
la planificació. Aquesta ha anat seguint en certa mesura el diagrama de Gantt realitzat en la fita inicial. 
Durant el transcurs d’aquest projecte, m’he trobat amb diferents obstacles que m’han fet retardar uns 
dies la planificació, però aquests no han estat suficientment notables per provocar canvis a la planificació 
inicial i s’han solucionat amb la dedicació de més hores diàries. 
També denotar, que les últimes setmanes abans de l’entrega del document se li ha dedicat més hores 
diàries per tal de finalitzar-lo i redactar-lo amb la major qualitat possible.  
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4. GESTIÓ ECONÒMICA 
4.1. IDENTIFICACIÓ I ESTIMACIÓ DELS COSTOS 
En aquest apartat es realitza una anàlisi dels recursos necessaris per dur a terme aquest projecte i una 
estimació del cost que tindrà cadascun d’ells. Tindrem tres tipus diferents de costos: recursos humans, 
costos directes i costos indirectes. 
4.1.1. PRESSUPOST DE RECURSOS HUMANS 
Com ja s’ha dit anteriorment, aquest projecte serà desenvolupat per una sola persona, la qual s’haurà 
d’encarregar de tots els rols presents al projecte. La següent taula mostra els pressupostos estimats dels 
recursos humans ordenats per rol.  
Rol Àlies €/h hores Cost 
Cap de projecte C 50,00 € 120 6.000,00 € 
Analista A 25,00 € 40 1.000,00 € 
Dissenyador D 30,00 € 55 1.650,00 € 
Desenvolupador I 20,00 € 250 5.000,00 € 
Tester T 13,00 € 100 1.300,00 € 
Total   565 14.950,00 € 
Taula 3. Costos en recursos humans ordenats per rol (estimats). 
 
A continuació es mostra el mateix pressupost anterior però desglossat per tasca del diagrama de Gantt. 
Nom de l’activitat 
Hores estimades 
(h) 
Recursos Cost 
Planificació del projecte 84      4.200,00 €  
Abast del projecte i contextualització 28 C     1.400,00 €  
Planificació temporal 9 C        450,00 €  
Gestió econòmica i sostenibilitat 10 C        500,00 €  
Presentació preliminar 7 C        350,00 €  
Bloc de l’especialitat 10 C        500,00 €  
Document final i presentació 20 C     1.000,00 €  
Enregistrament de les imatges 6 C        300,00 €  
Configuració de l’entorn de treball 20 I        400,00 €  
Desenvolupament del sistema 305      6.210,00 €  
Detecció de la regió d’interès 80      1.620,00 €  
Anàlisi dels requisits 8 A        200,00 €  
Disseny 12 D        360,00 €  
Implementació 40 I        800,00 €  
Proves 20 T        260,00 €  
Detecció de la regió on pot haver-hi un senyal 80      1.620,00 €  
Anàlisi dels requisits 8 A        200,00 €  
Disseny 12 D        360,00 €  
Implementació 40 I        800,00 €  
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Proves 20 T        260,00 €  
Extracció de característiques i classificació 101      2.090,00 €  
Anàlisi dels requisits 10 A        250,00 €  
Disseny 16 D        480,00 €  
Implementació 55 I     1.100,00 €  
Proves 20 T        260,00 €  
Disseny a temps real i la GUI 44         880,00 €  
Anàlisi dels requisits 4 A        100,00 €  
Disseny 5 D        150,00 €  
Implementació 25 I        500,00 €  
Proves 10 T        130,00 €  
Proves i verificació 60         990,00 €  
Testejat exhaustiu 30 T        390,00 €  
Correcció d’errors 30 I        600,00 €  
Fita final 90      2.850,00 €  
Tancar projecte 10 C        500,00 €  
Redactar memòria i annexos 40 C/A/D/I     1.468,75 €  
Presentació 30 C/A/D/I        881,25 €  
Total 565      14.950,00 €  
Taula 4. Costos en recursos humans ordenats per activitat (estimats) 
 
4.1.2. COSTOS DIRECTES 
4.1.2.1. HARDWARE 
En aquest apartat s’ha de calcular el cost estimat que sorgeix d’utilitzar els dos ordinadors i la càmera. Se 
suposarà que els tres aparells tenen una vida útil (amortització) d’uns 4 anys, i es calcularà el cost de tenir-
los durant els 5 mesos que es realitza el projecte. La següent fórmula ens serveix per obtenir el cost estimat 
del producte: 
𝐶𝑜𝑠𝑡 = 𝑃𝑟𝑒𝑢 ∗ 𝐴𝑚𝑜𝑟𝑡𝑖𝑡𝑧𝑎𝑐𝑖ó ∗
5 𝑚𝑒𝑠𝑜𝑠
12 𝑚𝑒𝑠𝑜𝑠/𝑎𝑛𝑦
  
 
Recurs Preu Amortització 
(anys) 
Cost estimat 
Ordinador de sobretaula, i7-3770, 
16Gb de RAM 
   1.010,00 €  4       105,21 €  
Ordinador portàtil Sony Vaio VGN-
NS21M 
      570,00 €  4         59,38 €  
GoPro Hero 3       430,00 €  4         44,79 €  
Total    2.010,00 €         209,38 €  
Taula 5. Costos directes en hardware (estimats) 
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4.1.2.2. SOFTWARE 
Pel que fa als costos del software, realitzarem un procés semblant al del hardware però suposant que els 
productes tenen una vida útil de 3 anys, és a dir, cada 3 anys s’haurien de renovar.  
Recurs Preu Unitats Vida útil (anys) Cost estimat 
Windows 10 Pro x64  144,00 €  2 3           40,00 €  
Visual Studio 2013      0,00 €   1 -            0,00 €   
OpenCV      0,00 €   1 -            0,00 €   
MATLAB 2015b  80,00 €  1 3           11,11 €  
Microssoft Office 2016  100,00 €  2 3           27,78 €  
Gmail 0,00 €   1 -            0,00 €   
Dropbox 0,00 €   1 -            0,00 €   
GitHub   0,00 €   1 -            0,00 €   
Gantter      0,00 €   1 -            0,00 €   
Adobe Reader XI     0,00 €   1 -            0,00 €   
Total  324,00 €  12            78,89 €  
Taula 6. Costos directes en software (estimats) 
4.1.3. COSTOS INDIRECTES 
Per la realització d’aquest projecte també hi haurà costos indirectes, com per exemple el lloguer d’una 
oficina per realitzar el projecte o l’accés a Internet. Pel que fa al consum elèctric s’ha estimat que es 
consumiran uns 2 kWh diaris durant els 5 mesos. En la següent taula es poden veure els costos indirectes 
estimats. 
Recurs Preu Quantitat Cost estimat 
Lloguer d'una oficina  450 €/mes 5 mesos 2.250,00 € 
Accés a Internet 45 €/mes 5 mesos 225,00 € 
Consum elèctric dels 
ordinadors 
0,14 €/kWh 2kWh per dia durant 5 
mesos 
42,00 € 
Viatge en cotxe per gravar 20 €/viatge 2 viatges 40,00 € 
Total   2.557,00 € 
Taula 7. Costos indirectes (estimats) 
 
4.1.4. IMPREVISTOS 
S’ha previst que poden arribar a passar els següents imprevistos: 
- Retard de 15 dies. S’ha considerat una folgança d’uns 15 dies per tal de garantir la finalització del 
projecte. Tot i això poden haver-hi endarreriments, per tant, suposem el risc d’un 30% que n’hi 
hagi. El cost d’un dia de penalització l’acotem a la suma de tots els costos dividida per la duració 
del projecte.  
Cost imprevist   = 30%*(Cost recursos humans + directes+ indirectes)*15 dies / 5 mesos = 
336,24€ 
- Avaria del hardware. En el cas que es fes malbé, per exemple, un ordinador, se n’hauria de 
comprar un de nou. Suposem que hi ha un risc del 5% de què passi aquest imprevist. 
Cost imprevist = 5%* Cost hardware = 10.47 € 
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Imprevist Cost 
Retard de 15 dies        336,23 €  
Avaria del hardware           10,47 €  
Total        346,70 €  
Taula 8. Estimació dels costos per imprevistos 
4.1.5. CONTINGÈNCIA I COST TOTAL 
Finalment reservem una part del pressupost com a mesura de contingència, concretament un 10% del 
pressupost total, ja que tots els costos han estat molt detallats.  
Recurs Cost 
Costos en recursos humans      14.950,00 €  
Costos directes (hardware + software)          288,26 €  
Costos indirectes      2.557,00 €  
Cost en imprevistos          346,70 €  
Cost parcial    18.141,96 €  
Contingència              +10%  
Cost total    19.956,16 €  
Cost total amb IVA (+21%)    24.146,95 €  
Taula 9. Cost total del projecte (estimat) 
 
4.2. CONTROL DE GESTIÓ 
Durant la realització del projecte es poden produir desviacions que amb el pla d’actuació especificat a la 
planificació s’intentaran corregir. També s’han d’establir mecanismes per tal de controlar el pressupost i 
els costos reals i evitar possibles desviacions. 
 
Quan el projecte avanci, ja es podran determinar els costos reals de cadascun dels recursos i de les hores 
utilitzades. Es poden calcular les desviacions del projecte amb els següents indicadors: 
 
- Desviació temporal = Fi previst de la tasca- Fi real de la tasca. 
- Desviament en la realització d’una tasca en preu = (Cost previst - Cost real)*Consum real d’hores. 
- Desviament d’un recurs en preu = (cost previst - cost real)*consum real. 
- Desviament total en la realització d’una tasca = Cost total previst tasca – Cost total real tasca. 
- Desviament total en recurs = Cost total previst recurs – Cost total real recurs. 
- Desviació econòmica total = Cost total previst – cost total real. 
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4.3. COST FINAL 
Un cop finalitzat el projecte de final de carrera s’ha de realitzar una revisió per comprovar si el pressupost 
estava ben estimat.  
Tot i que és molt complicat quantificar exactament les hores dedicades i el cost que hauria tingut aquest 
projecte, s’ha considerat que l’estimació desenvolupada a la fita inicial correspon en gran mesura a la 
realitzada durant tot el transcurs del projecte. L’única diferència és que cap al final del projecte (durant les 
fases de proves i verificació i de la fita final) es considera que s’han realitzat més hores de les estimades. 
La següent taula mostra la quantificació del treball realitzat durant el projecte ordenat per rol: 
Rol hores 
Cap de projecte 130 
Analista 40 
Dissenyador 55 
Desenvolupador 265 
Tester 110 
Total 600 
Taula 10. Quantificació del treball real 
 
I en la següent es pot veure la quantificació del cost total del projecte: 
Recurs Cost 
Costos en recursos humans      15.880,00 €  
Costos directes (hardware + software)          288,26 €  
Costos indirectes      2.557,00 €  
Cost total    18.725,26 €  
Cost total amb IVA (+21%) 
22.657,57 € 
Taula 11. Cost total del projecte (real) 
 
La diferència entre el cost estimat i el real és degut al fet que ja no s’han tingut en compte ni els costos 
en imprevistos ni les contingències (ja que el projecte ja està finalitat), i perquè en haver-se incrementat 
les hores de treball, llavors el cost per recursos humans també s’ha incrementat. Tot i això, l’estimació 
dels costos realitzada en la fita inicial ha estat bona i s’ha aproximat molt a la final.  
  
29 
 
5. IDENTIFICACIÓ DE LLEIS I REGULACIONS 
 
Aquest projecte ha de complir la Llei Orgànica 15/1999 de Protecció de Dades de caràcter personal (LOPD) 
[26]. Aquesta té com a objectiu garantir i protegir les dades personals, les llibertats públiques i els drets 
fonamentals de les persones físiques, especialment el seu honor, intimitat i privadesa tant personal com 
familiar.  
Segons el Real Decret 1720/2007, les dades personals són qualsevol informació numèrica, alfabètica, 
gràfica, fotogràfica, acústica o de qualsevol altre tipus que concerneixi persones físiques identificades o 
identificables [4]. Així doncs, no seria legal enregistrar a persones de la via, ni tampoc les matrícules dels 
cotxes, ja que es podria identificar als propietaris fàcilment. 
Però l’article 2.2 a) de la LOPD diu que el règim de protecció de dades de caràcter personal no serà 
aplicable als fitxers que tenen finalitats exclusivament personals i/o domèstiques. Així doncs, el sistema 
d’aquest projecte és totalment legal si s’utilitza en l’àmbit personal i no es fa, per exemple, una difusió de 
les imatges enregistrades, cosa que seria il·legal. La finalitat d’aquest projecte és d’advertir al conductor 
de senyals de trànsit, així que les imatges es mantindrien en l’àmbit exclusivament personal. 
Pel que fa a les imatges que es mostren durant aquesta memòria i durant l’exposició d’aquesta, s’ha de 
procurar que no es puguin llegir les matricules, ja que sinó, seria il·legal i no es podria fer una difusió 
pública d’aquest document. 
S’utilitzarà C++ i la llibreria OpenCV, aquesta és de codi obert per tant, no hi haurà cap inconvenient que 
impedeixi la seva utilització. 
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6. SOSTENIBILITAT I COMPROMÍS SOCIAL 
El propòsit principal d’aquest apartat és realitzar una anàlisi de tots els efectes i costos que s’estima que 
tindrà aquest projecte abans, durant i posteriorment a la seva implementació. 
Aquesta anàlisi es realitzarà mitjançant la matriu de sostenibilitat presentada en la Taula 12 i està basada 
en les idees de “L’economia del bé comú” de Christian Felber [11].  
Es farà una anàlisi per files de la matriu, és a dir, es dividirà l’informe en tres seccions: l’ambiental, 
l’econòmica i la social.  
6.1. DIMENSIÓ AMBIENTAL 
La realització d’aquest projecte, pel que fa a l’àrea ambiental, té un impacte força baix. Només afecta 
aquelles despeses considerades com a indirectes, com per exemple l’obtenció de l’electricitat la qual sí 
que afecta el medi ambient. Aquest impacte és pràcticament imprescindible perquè per tot projecte dins 
l’àmbit de la informàtica es requereix aquest recurs.  
Pel que fa a recursos de software i hardware no es preveu l’adquisició explícitament d’aquests per realitzar 
el projecte. Per exemple, l’ordinador o la càmera que s’utilitzarà no es comprarà per aquest projecte, sinó 
que ja es té en propietat, per tant no tindrà un impacte. Tampoc es preveu despendre de cap recurs 
utilitzat en finalitzar el projecte. 
Aquest projecte consisteix en la realització d’un software, per tant, durant tota la seva vida útil només 
afectarà ambientalment el consum d’electricitat que pot tenir a l’utilitzar-se.  
6.2. DIMENSIÓ ECONÒMICA 
En l’apartat anterior s’ha intentat avaluar els costos amb molt de detall per tal que el projecte sigui viable 
econòmicament. L’ús de recursos materials és baix, només s’utilitzaran dos ordinadors, una càmera i la 
majoria dels softwares són gratuïts o necessaris. En total tenen un impacte força baix al pressupost (ni un 
2%). També s’ha afegit al pressupost que el hardware es pugui fer malbé i s’hagi de reparar. Tots els costos 
indirectes són estrictament necessaris: es necessita electricitat, una oficina on treballar i Internet.  
Els recursos humans són els que representen un percentatge més elevat en el pressupost. Aquests són 
necessaris perquè s’han basat en el diagrama de Gantt desenvolupat en la planificació. El diagrama tenia 
la intenció que es realitzessin totes les tasques en el mínim de temps possible per tal d’acabar el projecte 
en el termini establert.  
S’han establert indicadors per tal de controlar i ajustar el pressupost durant la realització del projecte i 
detectar possibles desviacions.  
Només es podria desenvolupar el projecte en menys temps si es contractessin altres desenvolupadors i 
es realitzés aquest procés en paral·lel, tot i això, aquest fet tindria un increment en el pressupost total. 
D’altra banda, algú amb més experiència podria haver reduït el temps per fer cadascuna de les tasques, 
però això hagués implicat un augment en el cost de recursos humans perquè aquesta persona al tenir més 
experiència estaria més remunerada. 
L’estimació del cost realitzada a la fita inicial s’ha assemblat molt al cost real, l’única diferència és que 
s’han utilitzat més hores de les previstes i que no han passat cap dels imprevistos.  
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El cost que tindria la vida útil d’aquest software seria l’equivalent a l’electricitat utilitzada per aquest: molt 
baix. Tot i això, si el projecte es produís, s’haurien d’afegir tots aquells costos corresponents a les 
actualitzacions per tal de no deixar el sistema antiquat.  Si algun empresari volgués incorporar aquest 
sistema a algun cotxe, s’haurien de tenir en compte tots els costos del hardware a utilitzar (però no és el 
cas d’aquest projecte).  
 
6.3. DIMENSIÓ SOCIAL 
A Espanya hi ha un gran nombre d’accidents de trànsit a causa de distraccions. L’objectiu d’aquest 
projecte és oferir un sistema que ajudi als conductors de vehicles mitjançant la lectura dels senyals de 
trànsit, i així evitar aquestes distraccions. Per tant, seria d’utilitat per a totes aquelles persones que 
circulen per les carreteres en un vehicle augmentant així la seva seguretat. 
També es beneficiarien aquelles persones encarregades de comprovar si hi ha senyals en mal estat que 
haurien de ser substituïdes. Si no existís aquest sistema, haurien de veure tot un vídeo de la carretera per 
tal de detectar personalment els senyals malmesos. En canvi, amb aquest, simplement haurien d’observar 
les imatges detectades pel sistema, cosa que els estalviaria molt de temps. 
Un altre grup social als que beneficiaria són aquelles persones amb dificultat de visió, els quals mitjançant 
la utilització d’aquest sistema els podria ser de gran ajuda per percebre senyals, però no només 
necessitarien poder detectar senyals sinó altres sistemes per tal de fer segura tant la seva conducció com 
la de tots els altres vehicles. 
Finalment, en un futur aquesta tecnologia també podrien ser usades per construir un cotxe que circulés 
sol per la carretera. Per tal que això passi el sistema del cotxe ha de poder detectar els senyals de la via.  
 
6.4. LA MATRIU DE SOSTENIBILITAT 
Mitjançant l’explicació realitzada en els tres punts anteriors s’ha quantificat la matriu de sostenibilitat 
d’aquest projecte 
 Projecte en producció Vida útil i resultats Riscs 
Ambiental Anàlisi de recursos Consum de recursos Perjudicis ambientals 
9 16 0 
Econòmic Viabilitat econòmica Cost final Riscs econòmics 
8 15 0 
Social Impacte personal Impacte social Perjudicis socials 
7 15 0 
Rang de sostenibilitat 24 46 0 
70 
Taula 12. Matriu de sostenibilitat. 
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7. FONAMENTS TEÒRICS 
En aquesta secció s’explicaran tots aquells conceptes teòrics que s’utilitzaran en la realització d’aquest 
projecte. Primerament, s’explicarà la transformada Inverse Perspective Mapping que ens permet 
transformar una imatge en perspectiva a una vista d’ocell.  En segon lloc, s’explicarà la transformada de 
Hough per poder detectar línies. S’explicaran els diferents espais de colors que es faran servir en aquest 
projecte. Es mostraran dues tècniques per obtenir vectors de característiques d’una imatge: slope density 
function i HOG. I finalment el classificador utilitzat: les xarxes neuronals. 
7.1. INVERSE PERSPECTIVE MAPPING 
La tècnica de l’Inverse Perspective Mapping [2] consisteix a aplicar unes transformacions geomètriques 
que permetin eliminar l’efecte de perspectiva d’una imatge i transformar-la a un nou espai 2D on la 
informació es presenti com una vista des de dalt de l’escena (bird’s eye view).  
Per exemple, si es pren una fotografia en perspectiva de la carretera,  la informació que rebrem d’aquesta 
no serà homogènia a causa de l’efecte de la perspectiva: els punts de la carretera que estiguin més propers 
mostraran més informació que els punts que estiguin més allunyats. Així doncs, amb aquesta 
transformació es podria obtenir una nova imatge on la quantitat d’informació estigués homogèniament 
distribuïda entre tots els píxels. 
 
Il·lustració 10. Exemple de transformació IPM sobre una imatge de carretera 
 
33 
 
Per tal de poder aplicar aquesta tècnica es necessita saber amb quines condicions s’han pres les imatges: 
la posició, l’orientació, l’òptica de la càmera, etc.  Una bona aplicació d’aquest mètode seria quan tens 
una càmera muntada en una posició fixa, com pot ser el cas de tenir-la incorporada al frontal del cotxe. 
Ens centrarem només en aquells casos de l’IPM on la superfície (com podria ser la carretera) és plana i no 
té deformacions. 
A continuació es defineixen els tres espais que intervindran en aquest mètode: 
ESPAI W 
L’espai de coordenades 𝑊 és aquell espai tridimensional corresponent al món (word space) i es defineix 
de la següent manera:  
𝑊 = {(𝑥, 𝑦, 𝑧)} ∈ 𝐸3 
ESPAI I 
L’espai de coordenades 𝐼  correspon a la imatge enregistrada (image space), és a dir, l’espai de dues 
dimensions corresponents als píxels de la imatge. Per tant: 
𝐼 = {(𝑢, 𝑣)} ∈ 𝐸2 
ESPAI S 
S’ha fet la suposició que tots els píxels de la imatge corresponen a la mateixa superfície plana, per tant, 
tots es poden transformar i formarien un pla en W.  
Definim l’espai S com totes les coordenades de 𝑊  que tenen z=0. Amb aquest fet definim el pla on 
projectarem les coordenades de I. L’espai de coordenades S serà el següent subespai de 𝑊 : 
𝑆 = {(𝑥, 𝑦, 0) ∈ 𝑊} 
PARÀMETRES DE LA CÀMERA 
Per tal de poder utilitzar aquesta tècnica i obtenir uns resultats correctes es necessita conèixer certs 
paràmetres de com s’ha enregistrat la imatge. Aquests paràmetres són: 
 Posició de la càmera (viewpoint). Es necessita saber on està col·locada la càmera en l’espai W. 
𝐶 = (𝑙, 𝑑, ℎ) ∈ 𝑊 
 
Essent 𝑙  el desplaçament de la càmera en x, 𝑑 en y i ℎ en z.  
 
 La direcció de visió de la càmera (viewing direction). Denominarem a aquesta direcció ?̂? i a la 
projecció d’aquest vector sobre el pla z=0 com a η̂ (projecció a l’espai S).   
La viewing direction està definida pels següents dos angles: 
 
o 𝛾. Correspon a l’angle que formen η̂ i l’eix x de W.  És a dir, quina rotació respecte d’eix 
z presenta la càmera. 
 
o 𝜃. Correspon a l’angle que formen η̂ i ?̂?. Aquest angle indicarà com d’inclinada està la 
càmera en l’eix y. 
 
 L’obertura angular de la càmera. Aquesta serà 2𝛼. 
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 La resolució de la càmera. El nombre de píxels  𝑛𝑥 ×  𝑛𝑦 que enregistra la càmera en cada imatge. 
 
A continuació es mostren un seguit d’il·lustracions que exemplifiquen aquests paràmetres acabats de 
definir: 
 
Il·lustració 11. A l’esquerra el pla xy de l’espai W i a la dreta el pla z?̂? de l’espai W 
 
 
Un cop tenim definits tots els conceptes previs ja podem introduir la transformació IPM: 
7.1.1. TRANSFORMACIÓ DE L’ESPAI I A L’ESPAI S.  
A continuació es mostren les funcions que transformen de l’espai I a l’espai S gràcies a l’aplicació 
d’operacions algebraiques i trigonomètriques. 
𝑥(𝑢, 𝑣) = ℎ ∗ 𝑐𝑜𝑡 [(𝜃 − 𝛼) + 𝑢
2𝛼
𝑛𝑥 − 1
] ∗ 𝑐𝑜𝑠 [(𝛾 − 𝛼) + 𝑣
2𝛼
𝑛𝑦 − 1
] + 𝑙 
𝑦(𝑢, 𝑣) = ℎ ∗ 𝑐𝑜𝑡 [(𝜃 − 𝛼) + 𝑢
2𝛼
𝑛𝑥 − 1
] ∗ 𝑠𝑖𝑛 [(𝛾 − 𝛼) + 𝑣
2𝛼
𝑛𝑦 − 1
] + 𝑑 
𝑧(𝑢, 𝑣) = 0 
Observem que a causa de la suposició que la superfície és plana, la z sempre valdrà 0.  
 
La il·lustració 12 mostra el resultat de transformar una imatge 50x50 de I a S amb els següents paràmetres: 
𝐶 = (0, −10,5), 𝛼 = 15, 𝛾 = 0, 𝜃 = 30  
La de l’esquerra mostra l’espai de coordenades I. Veiem com tots els píxels d’aquesta imatge tenen la 
mateixa distribució (segueixen una graella), això és a causa del fet que l’espai I correspon als píxels de la 
imatge original i aquests segueixen aquesta estructura. 
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En canvi en la il·lustració de la dreta, corresponent al mapejat dels píxels de I sobre l’espai S, veiem com 
ja no segueixen una estructura uniforme. La densitat de píxels en y és molt major en la part inferior de la 
imatge que en la part superior. A més veiem com cada fila en l’espai I no es transforma en una fila en S 
sinó en una corba.  
     
Il·lustració 12. Exemple de transformació de coordenades de l’espai I a l’espai S. 
 
També ens serà d’utilitat definir la inversa de l’IPM (passa de bird’s eye view a coordenades de píxels): 
7.1.2. TRANSFORMACIÓ DE L’ESPAI S A L’ESPAI I.  
Per tal de realitzar la transformació inversa a la de l’apartat anterior, s’han tornat a utilitzar 
transformacions algebraiques i  trigonomètriques. S’han obtingut les següents funcions que passen de S 
a I: 
𝑢(𝑥, 𝑦, 0) =
𝑎𝑟𝑐𝑡𝑎𝑛 {
ℎ · 𝑠𝑖𝑛 [𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑦 − 𝑑
𝑥 − 𝑙 )]
𝑦 − 𝑑 } −
(𝜃 − 𝛼)
2𝛼
𝑛𝑥 − 1
 
𝑣(𝑥, 𝑦, 0) =
𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑦 − 𝑑
𝑥 − 𝑙 ) −
(𝛾 − 𝛼)
2𝛼
𝑛𝑦 − 1
 
Aquesta transformació és la inversa de l’IPM i permet passar d’una coordenada de S a una de I. 
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7.2. DETECCIÓ DE LÍNIES MITJANÇANT LA TRANSFORMADA 
DE HOUGH 
La transformada de Hough [31] és una tècnica per trobar figures geomètriques que es poden expressar 
matemàticament, com per exemple rectes o circumferències. Per aquest projecte però, ens centrarem 
només en el cas més simple, el corresponent a detectar rectes en una imatge. 
La idea principal de la transformada de Hough consisteix a canviar l’espai actual d’una imatge i 
transformar-lo en un altre, on les rectes buscades es representin en punts, i així poder reduir el cost 
computacional que es necessita per detectar una línia. 
La primera idea per aquesta transformada la va tenir Paul Hough l’any 1962. Hough va proposar les 
transformacions al sistema de coordenades cartesià:  
- Un punt es transforma en una recta amb les següents característiques: 
𝑝: (𝑎, 𝑏)   →   𝑇(𝑝): 𝑦 = 𝑎𝑥 + 𝑏 
- Una recta es transforma en un punt:  
𝑙: 𝑦 = 𝑚𝑥 + 𝑛  →   𝑇(𝑙): (𝑚, 𝑛) 
Però aquest mètode té el defecte de no poder identificar línies verticals per culpa de la forma que està 
definida una recta. Per una recta vertical els paràmetres m i n queden indefinits.  
Per solucionar aquest problema Richard Duda i Peter Hart van proposar l’any 1972 la utilització de 
coordenades polars (radi i angle) per tal de definir una recta. Aquestes coordenades (𝜌, 𝜃) estan definides 
com: 
- ρ - Representa la distància entre l’origen de coordenades i la recta. 
- 𝜃 - Representa l’angle que forma l’eix x i el vector que uneix l’origen de coordenades amb el 
punt més proper de la recta. 
 
Il·lustració 13. Representació d’una recta amb coordenades polars. 
Amb coordenades polars, una recta quedarà definida per l’equació 𝑦 = (−
𝑐𝑜𝑠𝜃
𝑠𝑖𝑛𝜃
) 𝑥 +
𝜌
𝑠𝑖𝑛𝜃
 , la que es pot 
reescriure de la següent forma 𝜌 = 𝑥 ∗ 𝑐𝑜𝑠𝜃 + 𝑦 ∗ 𝑠𝑖𝑛𝜃. 
37 
 
En general, per cada punt d’una imatge (𝑥𝑖 , 𝑦𝑖)  podem definir el conjunt de rectes que passen per aquest 
punt com: 
𝜌 = 𝑥𝑖 · 𝑐𝑜𝑠𝜃 + 𝑦𝑖 · 𝑠𝑖𝑛𝜃 
És a dir, fixant (𝑥𝑖 , 𝑦𝑖)  en l’equació, cada parell de (𝜌, 𝜃) que compleixi l’equació de la recta representa 
una línia que passa per (𝑥𝑖 , 𝑦𝑖). Si realitzem un gràfic 𝜌 − 𝜃 de totes les rectes que passen per aquest punt 
obtenim una sinusoïdal. 
Podem realitzar aquest procés per tots els píxels de la imatge, i si dos d’ells intersequen en el pla  𝜌 − 𝜃 
significa que els dos punts pertanyen a la mateixa recta.  
 
Il·lustració 14. Representació del pla 𝜌 − 𝜃 de 3 punts. 
Per tant, podem trobar les rectes que conté una imatge buscant els punts del pla 𝜌 − 𝜃 que tinguin un 
valor gran i sobrepassin algun threshold (llindar) definit per l’usuari.  
A continuació, es mostra un exemple de la transformada de Hough on es pot veure que hi ha dues rectes 
en la imatge original i a la transformada apareixen dos punts clarament diferenciables de la resta amb 
valors alts que corresponen a aquestes dues rectes. 
 
Il·lustració 15. A l’esquerra una imatge amb dues rectes i a la dreta la 
transformació de Hough d’aquesta imatge. 
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7.3. ESPAIS DE COLORS 
En aquest apartat es descriuran els diferents espais de colors utilitzats en aquest projecte. Utilitzar un 
model o un altre pot ser molt beneficiós a l’hora de segmentar un senyal de trànsit, perquè pot facilitar la 
tasca. En el meu cas només s’han utilitzat els models de colors RGB i HLS.  
7.3.1. ESPAI RGB 
El model de colors RGB (de les sigles Red, Green i Blue; vermell, verd i blau) [29] és un model basat en la 
síntesi additiva amb la qual és possible representar qualsevol color mitjançant la combinació dels tres 
colors de llum primaris: el vermell, el verd i el blau.  
El propòsit principal de la utilització d’aquest model era per la representació i visualització d’imatges en 
sistemes electrònics com pot ser un ordinador o una televisió, tot i que també s’utilitzava en fotografia. 
L’espai del model RGB correspon a un cub on en un eix hi ha el component vermell, en el segon el verd i 
el tercer el blau. Se suposa que els valors de cada component (cada color) estan normalitzats i van de 0 a 
1.  
A l’espai del model podem veure com tres vèrtexs d’aquest cub (quan un component val 1 i la resta 0) 
equivalen als tres colors principals: vermell, verd i blau. En uns altres tres vèrtexs del cub hi ha els colors 
secundaris, ja que és resultat de l’addició de només dos colors primaris. Finalment, els últims dos vèrtexs 
corresponen al blanc (addició dels tres colors principals) i al negre (no hi ha cap color).  
Un altre fet característic d’aquest espai és que quan els tres components principals tenen el mateix valor, 
el resultat és un color de l’escala de grisos.  
 
Il·lustració 16. Representació gràfica de l’espai de colors RGB. 
 
Tot i que aquest model de colors és molt utilitzat presenta certs inconvenients: 
- És molt sensible a canvis d’il·luminació. 
- No separa la informació cromàtica de la acromàtica. 
Pel nostre projecte que consisteix a detectar senyals de trànsit ens pot anar millor utilitzar un altre espai 
on no es presentin aquests inconvenients. 
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Amb les següents il·lustracions podem veure una imatge i cadascun dels canals (R,G,B) d’aquesta imatge 
per separat.  
    
Il·lustració 17. De dreta a esquerre: imatge original, canals R, canal G i canal B de la primera imatge 
7.3.2. ESPAI HSL 
El model de colors HSL [27] és una representació de l’espai de colors que té una forma de dos cons units 
per la base. Aquest model es basa principalment en els tres components següents: 
- Hue (tonalitat): Aquest component descriu el color i es representa com un angle entre 0 i 360 
graus. El color vermell es representa amb 0 graus, el verd amb 120 i el blau amb 240, així doncs, 
la separació entre els colors principals és de 120 graus. Pel que fa als colors secundaris també se 
separen 120 graus entre sí, i estan ubicats entre dos colors primaris, és a dir, el color groc estarà 
ubicat a 60 graus perquè és el color secundari que hi ha entre el vermell (0 graus) i el verd (120 
graus). El mateix passa pel cian i pel magenta.  
 
- Saturation (saturació). Representa el valor que un color està barrejat amb la llum blanca, aquest 
anirà de 0 fins a 1, on 0 és només llum blanca i 1 correspon al color pur. 
 
- Lightness (lluminositat). Aquest component té la informació acromàtica i indica el nivell de 
lluminositat. Aquest anirà de 0 fins a 1, on els colors amb L propers a 0 són foscos i els propers a 
1 clars.  
  
Il·lustració 18. Representació gràfica de l’espai HSL. 
40 
 
Existeix una transformació que permet canviar de l’espai RGB a l’espai HSL. Partint de la suposició que els 
canals RGB estan normalitzats i van de 0 a 1, la component de lluminositat (L) es pot calcular mitjançant 
la següent fórmula: 
 
 
 
El canal de saturació (S) s’obté amb la següent fórmula: 
 
I finalment, el component de tonalitat (H) es calcula mitjançant:  
 
Com s’ha dit anteriorment, H és un valor angular, per tant tindrà valors de 0 a 360 graus. En canvi tant el 
component de saturació com el de lluminositat estaran normalitzats i estaran en el rang de 0 i 1.  
Amb aquest espai podem diferenciar els colors cromàtics i els acromàtics. Així doncs, sabent que els 
senyals són d’uns colors concrets i amb alta saturació, ens podria ser de força utilitat aquest espai.  
Amb les següents il·lustracions podem veure una imatge i cadascun dels canals (H,S,L) d’aquesta imatge 
per separat.  
     
Il·lustració 19. De dreta a esquerre: imatge original, canals H, S i L de la primera imatge.  
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7.4. SLOPE DENSITY FUNCTION 
El Slope Density Function és un descriptor que s’utilitza per descriure les característiques d’un contorn.  
Aquest consisteix en primer calcular el vector tangent que té cadascun dels punts del contorn, i 
posteriorment realitzar un histograma d’aquests pendents. 
Per calcular el pendent d’un punt del contorn, la versió més simple consistiria a agafar les coordenades 
d’aquest punt i les del punt següent del contorn en sentit contra horari, i calcular el pendent que té el 
vector que va d’un punt a l’altre.  
Aquest càlcul és molt sensible al soroll, i es pot obtenir una millor estimació del vector tangent d’un punt 
del contorn agafant el punt situat a k posicions més endarrere en sentit contra horari del contorn, i el punt 
situat a k posicions endavant i calcular l’angle que forma el vector que va d’un punt a l’altre. Com més 
petita sigui k més sensible al soroll serà l’estimació del pendent, i com més gran sigui menys ajustada serà.  
Un cop ja s’ha calculat l’estimació de l’angle tangent de tots els punts del contorn, es realitzarà un 
histograma d’aquests valors, i es dividirà entre el nombre total de punts del contorn, per tal de normalitzar 
els valors de l’histograma. 
Fent aquest histograma podem obtenir el percentatge de vectors tangents del contorn que van en una 
direcció, i ens pot ser d’utilitat per determinar la forma que té el contorn d’un objecte. 
En les següents il·lustracions es poden veure dos exemples de slope density function realitzant 
l’histograma en 8 bins/intervals (cada 45 graus) d’un cercle i d’un quadrat. En el del quadrat es veu com 
hi ha quatre pics perquè el quadrat té 4 costats on el pendent és constant. En canvi, en el cercle el pendent 
està més distribuït i tots els bins tenen valors semblant.  
 
Il·lustració 20. A l’esquerra una imatge d’un quadrat i a la 
dreta la slope density function d’aquesta figura. 
 
Il·lustració 21. A l’esquerra una imatge d’un cercle i a la 
dreta la slope density function d’aquesta figura.  
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7.5. HISTOGRAMA DE GRADIENTS ORIENTATS (HOG) 
L’histograma de gradients orientats, d’ara cap endavant anomenat HOG [25], és un descriptor de 
característiques d’una imatge que té el propòsit de detectar objectes. Aquesta tècnica es basa en les 
aparicions de l’orientació del gradient en porcions localitzades d’una imatge. 
Aquest descriptor parteix de la idea que l’aparença i forma d’un objecte dins d’una imatge es pot descriure 
per la distribució dels gradients d’intensitat o direccions de les vores. HOG consisteix a dividir la imatge 
original en petites regions (anomenades cells) que divideixen la imatge en una graella. Per cada cell es 
computa l’histograma de direccions del gradient de tots els píxels que recauen dins d’aquesta zona. La 
concatenació dels histogrames de tots els cells formen el vector descriptor HOG. 
Per millorar la precisió del descriptor, els histogrames computats poden ser normalitzats en contrast. Això 
s’aconsegueix mitjançant el càlcul de la intensitat que hi ha en una regió formada per més d’una cell, regió 
anomenada bloc, i llavors normalitzar totes les cells que cauen dins d’aquest bloc a partir d’aquest valor 
calculat. Aquest pas fa que s’obtingui millor invariància a la il·luminació però fa que el vector descriptor 
també incrementi en mida.   
HOG és invariant a les transformacions geomètriques i fotomètriques, però no ho és a l’orientació de 
l’objecte.  
     
Il·lustració 22. Dos exemples visuals de HOG 
 
L’últim pas en el reconeixement d’objectes consisteix en la utilització d’un sistema de reconeixement 
basat en l’aprenentatge supervisat. En aquest sistema se li pot passar només HOG o afegir-li més 
característiques si es considera oportú. Normalment s’usen màquines de vector de suport (SVM) o xarxes 
neuronals (ANN) com a classificadors, tot i que aquestes segones acostumen a obtenir millor precisió quan 
s’utilitza HOG.  
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7.6. XARXA NEURONAL (ANN) 
En aprenentatge automàtic una xarxa neuronal artificial [10][16] és una família de models matemàtics 
inspirada en les xarxes neuronals biològiques (sistema nerviós humà), i serveixen per estimar o aproximar 
funcions que depenen d’un gran nombre d’entrades. En general una xarxa neuronal és un conjunt de 
neurones interconnectades entre sí que es van transferint informació unes a altres. Les connexions entre 
neurones depenen d’un pes que es va modelant amb l’experiència o l’entrenament.  
Una xarxa neuronal utilitza les següents característiques pròpies del sistema cognitiu humà o de les 
neurones: 
- El processament de la informació es realitza en elements molt simples, en aquest cas les 
neurones. 
- La informació o senyals es transmeten per les connexions entre neurones. 
- Cada connexió entre neurones té associat un pes. 
- Cada neurona té una funció d’activació sobre els valors d’entrada de la neurona, la qual 
determina la seva sortida. 
Com ja s’ha dit, una xarxa neuronal és un conjunt de neurones relacionades entre sí, per tant, els 
paràmetres que caracteritzen una determinada xarxa neuronal són: 
- Les connexions que hi ha entre les neurones.  
- El mètode per determinar el pes de cada connexió (algorisme d’aprenentatge). 
- La funció d’activació d’una neurona. 
Una xarxa neuronal és computacionalment molt potent perquè té una estructura paral·lela i una gran 
capacitat per generalitzar. El concepte generalitzar fa referència al fet que la xarxa produeixi uns outputs 
raonables per una entrada que no s’hagi tingut en compte durant l’entrenament. Aquestes dues 
característiques fan que les xarxes puguin arribar a resoldre problemes molt complexos. Poden ser 
utilitzades a una gran varietat de problemes com per exemple el reconeixement de patrons, la classificació 
o la mineria de dades. 
Normalment les xarxes neuronals estan estructurades en un conjunt de capes, on cada capa hi ha un 
conjunt de neurones. Com a mínim hi ha d’haver el concepte de capa d’entrada i el de sortida, les 
corresponents a la informació d’entrada i al resultat que es vol obtenir de la xarxa.  
 
Il·lustració 23. Xarxa neuronal single-layer. 
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7.6.1. MULTI-LAYER PERCEPTRONS ANN (MLP ANN) 
Un cop s’han definit els conceptes bàsics d’una xarxa neuronal artificial, s’explicarà en aquesta secció el 
tipus de xarxa que s’utilitzarà en aquest projecte: xarxa neuronal MLP, un tipus de xarxa neuronal 
important i força utilitzada. 
L’exemple que es pot veure en la il·lustració següent mostra una MLP ANN de 3 capes amb 3 neurones a 
la capa d’entrada, 2 a la capa de sortida i 5 a la capa oculta. 
 
Il·lustració 24. MLP ANN amb 3 capes. 
ESTRUCTURA D’UNA MLP ANN 
Una MLP consta d’una capa d’entrada, una capa de sortida i com a mínim una capa oculta: 
- Capa d’entrada.  
 
La capa d’entrada correspon a la primera de la xarxa neuronal. Normalment aquesta capa tindrà 
tantes neurones com atributs se li passen a la xarxa, i cada neurona tindrà el valor que té l’atribut 
corresponent.   
 
- Capa de sortida.  
 
Aquesta capa estarà situada a l’última posició i serà la capa final. Aquesta tindrà tantes neurones 
com valors de sortida té la xarxa, i els seus valors correspondran al valor final després que totes 
les capes anteriors hagin processat l’entrada.  Normalment per problemes de classificació (com 
és el cas d’aquest projecte) tindran tantes neurones de sortida com classes existeixen.  
 
- Capes ocultes.  
 
A part de la capa d’entrada i la capa de sortida, poden existir capes intermèdies anomenades 
capes ocultes.  
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Per tal que la xarxa retorni bons resultats s’ha d’escollir correctament el nombre de capes i el 
nombre de neurones que tindrà cada capa oculta. Si hi ha poques neurones i poques capes 
ocultes, el resultat de la xarxa pot ser massa simple i per tant, la xarxa no realitzaria correctament 
la seva tasca. Si pel contrari, hi ha massa capes i massa neurones, el problema tindria un temps 
d’entrenament massa gran, i la solució podria retornar bons resultats només pels jocs de proves 
utilitzats a l’entrenament.   
 
A l’hora d’escollir aquests números (capes i neurones) s’ha d’anar provant amb diferents valors 
per tal de veure quins es comporten millor, no hi ha una forma simple per establir aquests dos 
valors.  
 
La idea principal és que els senyals d’entrada (els que tenen les neurones de la capa d’entrada) propaguin 
aquesta informació a través de la xarxa en una sola direcció. En l’exemple de la Il·lustració 24 la propagació 
consistiria en: propagació de la capa d’entrada a l’oculta i posteriorment de l’oculta a la de sortida. 
Cadascuna d’aquestes capes té una o més neurones que tenen connexions amb les neurones de la capa 
anterior, i amb les de la capa posterior, és a dir, cada neurona té unes quantes connexions d’entrada 
(agafa els resultats d’algunes neurones de la capa anterior) i unes quantes sortides (passa el resultat a un 
conjunt de neurones de la capa posterior). 
Un cop definida l’estructura que té una xarxa neuronal anirem a endinsar-nos a com funciona una sola 
neurona. 
 
ESTRUCTURA D’UNA NEURONA 
Una neurona està definida pel conjunt de neurones de la capa anterior a les que està connectada (x1..xn 
en la Il·lustració 25), els pesos de cada connexió (w1..wn en la Il·lustració 25) i per una funció d’activació 
encarregada d’obtenir el valor numèric de sortida a partir dels valors d’entrada (f(u) a la Il·lustració 25). 
Una neurona només pot enviar un senyal a cada moment, és a dir, no pot enviar diferents senyals a les 
neurones que propagarà informació, totes rebran el mateix valor. 
 
Il·lustració 25. Estructura bàsica d’una neurona en una MLP ANN. 
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La funció d’activació normalment només rep un paràmetre: el sumatori de tots els productes de valor de 
la neurona i el pes de la connexió (x·w), és a dir, l’entrada de la funció d’activació es computa mitjançant 
la següent fórmula: 
 
Observem que a part de les connexions que té amb les neurones de la capa anterior, apareix una connexió 
a una neurona anomenada bias que sempre proporciona el valor 1. Aquest bias té la finalitat de permetre 
que una neurona propagui un valor diferent a 0 si tots els senyals que rep són zeros, ja que si no existís 
aquest, el valor de l’entrada a la funció d’activació 𝑢𝑖 = ∑(𝑤𝑗 ∗ 𝑥𝑗) sempre seria 0 i acabaria propagant 
un altre 0. 
Hi ha molts tipus diferents de funcions d’activació que pot tenir una neurona, però només s’explicaran 
aquelles que estan implementades en la classe CvANN_MLP d’OpenCV (s’utilitzarà per a la implementació) 
perquè seran les que podrem utilitzar: 
- Funció d’identitat. Funció que propaga exactament el mateix valor que rep. 
 
 
 
- Symmetrical sigmoid. Donades β i α, la funció consisteix en: 
 
) 
 
 
Il·lustració 26. Gràfica d’una funció sigmoide amb β=1 i α=1 
 
- Funció gaussiana. Donades β i α, la funció consisteix en: 
 
 
 
En les MLP ANN totes les neurones tenen la mateixa funció d’activació i els mateixos paràmetres de la 
funció, és a dir, la mateixa β i α. 
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ENTRENAMENT  
Un cop definida la xarxa i com són les neurones ens endinsarem en l’entrenament de la xarxa. Aquest 
consisteix a ajustar els pesos de les connexions per tal que els resultats siguin els esperats pel vector 
d’entrenament. 
Ens centrarem en l’algorisme de Backpropagation ofert per OpenCV perquè és un dels més utilitzat i més 
populars en les xarxes neuronals. 
Aquest algorisme consta de dues fases: 
1. Fase de propagació. 
 
La fase de propagació consisteix a fer una passada cap endavant (forward propagation) i una 
posterior passada cap enrere (backward propagation). 
 
La passada cap endavant consisteix a utilitzar el vector d’entrada com a entrada de la xarxa 
neuronal i obtenir els resultats de la propagació. A més, es guarden totes les sortides de cada 
capa.  
 
En canvi, la passada cap enrere, consisteix a recórrer la xarxa del revés (des de la capa de sortida 
fins a la capa d’entrada)  per tal d’obtenir els valors de delta (diferència entre la sortida real del 
joc de proves i la sortida de l’algorisme) de cadascun dels nodes de les capes ocultes i de sortida. 
 
  
2. Fase d’actualització dels pesos de les connexions.  
 
Per cada connexió es calcula el que anomenarem gradient mitjançant el producte entre el delta 
i la sortida de la funció d’activació. I es resta un percentatge (learning rate) d’aquest gradient al 
pes de la connexió.   
 
L’algorisme repeteix les fases 1 i 2 fins que l’error entre el resultat de la xarxa i el valor real és més petit 
que l’error requerit per l’usuari (epsilon) o fins que s’hagin fet un màxim d’iteracions. 
Així doncs, aquest algorisme té dos paràmetres principals: la força del pes del gradient (learning rate o 
dw_scale) que determina amb quin factor s’ha d’introduir el gradient als pesos de la xarxa, i la força 
d’impuls (moment_scale), aquest paràmetre proporciona una certa inèrcia per suavitzar les fluctuacions 
aleatòries dels pesos de les connexions, i consisteix a tenir en compte la diferència entre els pesos en les 
dues últimes iteracions. 
 
Amb això ja s’ha pogut veure com és una xarxa neuronal, i com funciona el mètode d’entrenament. Els 
paràmetres que s’han de modular per tal de definir una xarxa són: el nombre de capes, el nombre de 
neurones per cada capa, la funció d’activació a utilitzar i els paràmetres dw_scale, moment_scale, epsilon 
i el màxim d’iteracions de l’algorisme d’entrenament.  
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8. DISSENY 
Aquest projecte consisteix a dissenyar un sistema per detectar i identificar senyals de trànsit a temps real. 
Per poder detectar i identificar senyals s’han de realitzar tres processos diferenciats: primerament 
localitzar la regió d’interès, seguidament detectar els senyals i finalment classificar-los. 
A part d’aquests tres processos també s’ha de dissenyar el sistema perquè funcioni a temps real i dissenyar 
una interfície gràfica simple perquè l’usuari hi interactuï. 
En els següents punts es mostra una explicació molt detallada del disseny d’aquests cinc mòduls principals.  
8.1. SELECCIÓ DE LA REGIÓ D’INTERÈS (RO I) 
La primera fase del projecte consisteix a detectar aquella regió de la imatge on puguin aparèixer senyals 
de trànsit. Per realitzar aquest apartat s’han tingut en compte 3 possibles solucions: 
1. Utilitzar tota la imatge com a regió d’interès. 
2. Utilitzar la part central dreta de la imatge com a regió d’interès. 
3. Detectar les línies de la carretera per seleccionar la regió d’interès. 
 
8.1.1. UTILITZAR TOTA LA IMATGE COM A ROI 
Utilitzant tota la imatge com a regió d’interès et garanteixes que si hi ha un senyal, aquest estarà dins la 
ROI seleccionada. Tot i això, a l’agafar més regió de la imatge pot provocar que detecti més senyals en els 
llocs on no podrien haver-n’hi (com per exemple a la carretera o al cel).  
Aquesta estratègia serà de computació molt ràpida, pràcticament instantània, perquè no s’ha de realitzar 
cap treball sobre la imatge original. Però provocarà que en la tasca de detecció de senyals el temps 
computacional sigui major a causa que l’espai de cerca també serà major.  
 
8.1.2. UTILITZAR UNA PART DE LA IMATGE COM A ROI 
Sabem que els senyals estan ubicats en llocs on siguin de fàcil apreciació pel conductor, això significa que 
com que els cotxes circulen pel carril dret, la majoria de senyals estaran en aquest costat de la via. 
També és cert que hi poden haver senyals en els dos costats de la via, però majoritàriament quan això 
passa és perquè estan repetits, és a dir, que estan al costat dret de la via i també a l’esquerre.   
Es va decidir descartar la meitat esquerra de la imatge pels motius argumentats amb anterioritat, i una 
quarta part de la part superior i de la inferior perquè els senyals normalment ni estan a l’altura del terra 
ni a la del cel, estan a la part central de la imatge per ser visibles. 
Pel que fa al temps de computació serà molt semblant a l’estratègia anterior perquè només s’extraurà 
una regió de la imatge original (la part central dreta). En aquest cas les tasques posteriors de detecció es 
realitzaran en un temps molt menor perquè l’espai de cerca s’haurà reduït considerablement respecte a 
l’anterior mètode. 
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8.1.3. DETECTAR LES LÍNIES DE LA CARRETERA PER SELECCIONAR 
LA ROI 
La idea principal d’aquesta tècnica és localitzar la línia dreta de la carretera, i seleccionar la regió d’interès 
com aquella zona situada al costat dret d’aquesta línia, és a dir, la regió del costat de la carretera.  Aquest 
és el mètode de selecció de la regió d’interès més complex perquè s’han d’extreure les línies de la 
carretera, i aquest procés no és tan simple com els mètodes anteriors. 
Aquesta tècnica està dividida en tres fases seqüencials: primer es transforma la imatge original a una vista 
des de dalt de la carretera, posteriorment aquesta imatge es binaritza amb la intenció de ressaltar les 
línies de la carretera, i finalment amb les línies ressaltades es localitza la línia de la dreta de la carretera. 
El primer pas (transformada a bird’s eye view) s’ha realitzat perquè en l’apartat de la binarització s’utilitza 
un mètode que depèn de l’amplada de la línia de la carretera, si aquest s’apliqués sobre una imatge en 
perspectiva, la mida de les línies variaria segons la distància i no tindrien la mateixa amplada. En canvi 
realitzant aquesta transformació s’obtindria una imatge on les línies tenen una amplada constant. 
A continuació, s’explicaran en detall cadascuna d’aquestes fases. 
 
8.1.3.1. TRANSFORMAR LA IMATGE A BIRD’S EYE VIEW 
Per realitzar aquest procés s’ha optat per utilitzar la tècnica inverse perspective mapping (IPM) explicada 
a l’apartat de Fonaments teòrics. Aquesta ens permet transformar una imatge en perspectiva a una en 
bird’s eye view. 
Primer de tot, abans d’utilitzar-la s’ha d’obtenir una regió de la imatge on hi hagi només la carretera, 
eliminant tots els elements que superen l’horitzó de la carretera. Si no féssim això, l’IPM ens transformaria 
els píxels del cel, i ens els consideraria com una part del pla de la carretera i això no és el que es desitja. 
Tenim el coneixement que la carretera està a la part inferior de la imatge. Per tant, es va decidir que la 
regió de la imatge corresponent a la carretera agafés el quart inferior en y (Il·lustració 27), és a dir, la regió 
que agafa tota la part inferior de la imatge, i té una amplada igual a la de la imatge i una alçada una quarta 
part de la total. Aquesta regió es va decidir realitzant diferents proves sobre les imatges enregistrades. 
Com que la càmera del sistema sempre estarà a la mateixa posició es va fer la suposició que la carretera 
estaria en aquesta zona, però si s’utilitzés una nova càmera col·locada en un angle diferent d’aquesta, 
s’hauria de modificar la finestra. 
Aquesta regió es va escollir amb l’objectiu de no detectar cap part de la imatge que estigués per sobre la 
carretera. Tampoc es va escollir una regió més petita perquè si no es produiria una reducció de la imatge 
i es perdria informació que podria ser d’utilitat. A més, es va tenir en compte que la carretera pogués tenir 
pujades i baixades, cosa que provocaria que la finestra s’apropés més o menys a l’horitzó de la carretera. 
Així doncs, es va establir aquest llindar. En la Il·lustració 27 es poden veure dues seleccions diferents de la 
carretera en vermell. 
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Il·lustració 27. Regions seleccionada com a carretera en vermell 
Un cop es té una imatge on només hi ha la carretera, es realitza una transformació de l’espai de colors i 
es passa de l’espai RGB a escala de grisos. Aquest pas s’ha realitzat perquè la informació d’on estan les 
línies de la carretera es pot trobar a l’escala de grisos, perquè aquestes són blanques i l’asfalt més fosc 
(colors acromàtics), i no és necessari utilitzar l’espai RGB, cosa que faria que l’algorisme fos més costós en 
temps. 
Un cop ja tenim la imatge de la carretera que volem tractar, s’aplicarà la transformació IPM amb els 
paràmetres de la càmera que s’han fet servir per enregistrar les imatges. 
La imatge resultant d’aquest procés contindrà totes les projeccions dels píxels de la imatge sobre S, és a 
dir una visió del pla xy de l’espai W on apareguin tots els píxels. En la Il·lustració 28 es pot veure el resultat 
d’aquesta transformació. 
 
Il·lustració 28. Imatge original (esquerre) i la seva corresponent transformada IPM (dreta). 
Més endavant, en la fase de la detecció de la línia, es fan servir diverses estratègies i una d’elles consisteix 
a buscar la línia vertical que té més píxels. Per aquest algorisme ens interessaria que la línia tingués una 
llargada igual a la de l’alçada de la imatge, però això no és així, perquè a la transformació s’han creat uns 
arcs, tant a la part superior de y com a la part inferior, on hi ha regions negres que no representen cap 
píxel de la imatge. Amb la intenció d’eliminar aquestes regions negres de la part superior i inferior de la 
imatge s’ha decidit descartar el 10% de la part superior i el 10% de la part inferior. 
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Il·lustració 29. A l’esquerra l’espai S on es veuen tots els punts i a la dreta l’espai 
S eliminat els arcs negres de la part superior i inferior 
En la Il·lustració 29 es pot veure com amb l’eliminació d’aquest 10% s’obtenen els resultats que es 
buscaven, i les zones negres desapareixen. Amb aquesta reducció la línia vertical dreta té una alçada 
exactament igual a la de la imatge.  
 
En aquest paràgraf es fa una discussió sobre l’elecció de la resolució i la mida de la imatge resultant de la 
projecció de l’IPM. Primer de tot, es va decidir que la imatge tingués una forma quadrada, perquè amb 
els jocs de proves s’obtenien uns resultats coherents. Si la imatge d’entrada tingués un coeficient 
altura/amplada major que els utilitzats, es continuarien obtenint bons resultats perquè se seguirien 
detectant les línies verticals (encara que estiguessin més apaïsades). Pel que fa a la mida de la imatge, es 
va buscar aquella que fos més petita, però intentant que la línia de la carretera tingués com a mínim 3 
píxels d’amplada. 
En la Il·lustració 30 es pot veure com s’ha pogut corregir l’efecte de la perspectiva. Amb aquesta 
transformació  obtenim una nova imatge que veu la carretera des de dalt, i on totes les línies presenten 
una amplada uniforma. 
 
Il·lustració 30. Exemple de transformació IPM. 
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8.1.3.2. BINARITZACIÓ DE LA IMATGE PER RESSALTAR LES LÍNIES DE LA 
CARRETERA 
Un cop ja tenim la imatge de la carretera vista des de dalt s’ha de binaritzar amb la intenció de ressaltar 
les línies de la carretera. 
La primera idea, i la més bàsica per realitzar aquesta tasca consistia a binaritzar la imatge mitjançant un 
simple threshold (llindar). En aquest cas, si es creués, per exemple, un cotxe blanc o si hi hagués una vorera 
o una casa a la imatge de color clar, provocaria que tots aquests punts passessin a valer 1 i fessin incorrecte 
els resultats. Per tots aquests motius es va descartar aquesta primera idea. 
La segona idea consistia a aplicar un detector de contorns (com pot ser l’algorisme Canny). Per cada línia 
se’n detectarien dues: el contorn de la part dreta i el de la part esquerra de la línia. Això no seria un 
inconvenient, però no s’obtindrien els resultats més precisos. Aquesta tècnica no només detectaria les 
línies de la carretera, sinó qualsevol contorn que pogués haver-hi a la imatge, com podria ser un cotxe o 
un objecte al fons, i això podria distorsionar els resultats. Per tant, també es va descartar aquesta 
proposta. 
Finalment, es va pensar a aplicar un filtre a la imatge que ressaltés les línies de la carretera. Els resultats 
obtinguts amb aquest filtre van ser satisfactoris i es va decidir que la millor opció era aquesta. A 
continuació s’explica el filtre utilitzat. 
 
FILTRE QUE RESSALTA LES LÍNIES DE LA CARRETERA 
La idea de l’aplicació d’aquest filtre pren com a punt de partida el coneixement que es té sobre les línies 
de carretera. Sabem que aquestes tenen valors elevats de color blanc perquè les línies són d’aquest color 
i, en canvi, pels seus costats en l’eix x tenen valors baixos  a causa que l’asfalt és més fosc. 
Així doncs, la intenció d’aquest filtre és ressaltar totes aquelles zones que són blanques, i que tenen el 
costat dret fosc i l’esquerra també.  
Es va optar per aplicar tres filtres intermedis, on cadascun s’encarregués de ressaltar una de les tres 
característiques: costat esquerre fosc, costat dret fosc i línia blanca. Així doncs, els tres filtres intermedis 
que serviran per computar el filtre que ressalti les línies són els següents: 
- Filtre 1 – NE(x,y): Aquest filtre té la finalitat de ressaltar les regions de la imatge que tenen el 
costat esquerre fosc.  
 
Per realitzar aquesta tasca aplicarem un filtre gaussià de 3x3 desplaçat 3 píxels cap a l’esquerra 
sobre la imatge negada (els colors foscos tindran valors propers a 1 i els clars a 0).  
 
Utilitzem una gaussiana de 3x3 per tal que si en algun píxel hi ha soroll, aquest tingui una 
influència menor, i està desplaçada 3 píxels cap a l’esquerra, perquè la línia de la carretera 
teòricament té una amplada de 3 píxels. Fent això, aplicaríem la gaussiana sobre el bloc 3x3 del 
costat esquerre de la línia.  
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La Taula 13 mostra l’element estructural que s’utilitzarà per realitzar aquest filtre sobre la imatge 
negada (essent Gij la posició i, j d’una gaussiana 3x3 i la graella de color taronja l’element central): 
G11 G12 G13 0 0 0 0 0 0 
G21 G22 G23 0 0 0 0 0 0 
G31 G32 G33 0 0 0 0 0 0 
Taula 13. Element estructural del filtre 1 – NE(x,y). 
- Filtre 2 – ND(x,y): Aquest filtre té la finalitat de ressaltar les regions de la imatge que tenen el 
costat dret fosc.  
 
El procediment que es durà a terme serà exactament el mateix que el filtre 1, però en aquest cas 
la gaussiana es desplaçarà 3 píxels cap a la dreta, perquè es vol aplicar al costat dret de la línia. 
 
La Taula 14 mostra l’element estructural que s’utilitzarà per realitzar aquest filtre sobre la imatge 
negada (essent Gij la posició i, j d’una gaussiana 3x3 i la graella de color taronja l’element central). 
0 0 0 0 0 0 G11 G12 G13 
0 0 0 0 0 0 G21 G22 G23 
0 0 0 0 0 0 G31 G32 G33 
Taula 14. Element estructural del filtre 2 – ND(x,y). 
- Filtre 3 – B(x,y): Aquest filtre té la finalitat de ressaltar les regions de la imatge que són blanques 
i en forma de línia vertical. Només té la finalitat d’eliminar possible soroll que hi pugui haver en 
l’eix y de la imatge, ja que els píxels on hi hagi blanc tindran valors alts i els que tinguin negre, 
baixos.  
 
El filtre consisteix a aplicar una gaussiana de mida 3x1 sobre la imatge original. S’ha decidit 
utilitzar aquesta mida perquè les línies de la carretera són verticals, i si un píxel és de la carretera, 
aquest ha de ser blanc, i el seu veí de dalt i de baix també ho han de ser.  
 
La Taula 15 mostra l’element estructural que s’utilitzarà per realitzar aquest filtre sobre la imatge 
original (essent Gij la posició i, j d’una gaussiana 3x1 i la graella de color taronja el d’element 
central). 
G11 
G21 
G31 
Taula 15. Element estructural del filtre 3 – B(x,y). 
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Amb els filtres intermedis ja calculats, s’ha formulat la següent equació que intenta ressaltar els punts de 
les línies de la carretera: 
𝐹𝑖𝑙𝑡𝑟𝑒(𝑥, 𝑦) = 𝐵(𝑥, 𝑦) · (
𝑁𝐷(𝑥, 𝑦) +  𝑁𝐸(𝑥, 𝑦)
2
− |𝑁𝐷(𝑥, 𝑦) − 𝑁𝐸(𝑥, 𝑦)|) 
Començarem comentant la part corresponent a les zones fosques: 
 
𝑁𝐷(𝑥, 𝑦) +  𝑁𝐸(𝑥, 𝑦)
2
− |𝑁𝐷(𝑥, 𝑦) − 𝑁𝐸(𝑥, 𝑦)| 
Amb aquesta fórmula es realitza la mitjana aritmètica entre el resultat del filtre dret i del filtre esquerre 
i, a més, se li resta el valor absolut de la diferència per tal de garantir que els dos costats tinguin un color 
fosc semblant. Si no hi hagués el valor absolut, podria passar que el valor de ND(x,y) fos molt alt i NE(x,y) 
molt baix, llavors el valor resultant seria el mitjà, però pel nostre cas es vol que aquest píxel tingui un valor 
molt baix, perquè es vol penalitzar si els dos costats no tenen color semblant (l’asfalt de la carretera té un 
color semblant als dos costats de les línies).  
En la Il·lustració 31 es pot veure un exemple d’haver aplicat aquesta part de la fórmula: les línies de la 
carretera queden d’un color força clar, i queden delimitades per línies negres a causa del fet que són zones 
que tenen a un costat la línia de la carretera i a l’altre l’asfalt, per tant tindran valors molt baixos. 
 
Il·lustració 31. A l’esquerra la imatge original i a la dreta el resultat de (ND+ND)/2-abs(ND-NE)  
Un cop calculada aquesta part, es realitza el producte entre aquesta i el resultat del filtre B: 
𝐹𝑖𝑙𝑡𝑟𝑒(𝑥, 𝑦) = 𝐵(𝑥, 𝑦) · (
𝑁𝐷(𝑥, 𝑦) +  𝑁𝐸(𝑥, 𝑦)
2
− |𝑁𝐷(𝑥, 𝑦) − 𝑁𝐸(𝑥, 𝑦)|)  
Es va decidir realitzar el producte, perquè es vol que les dues parts de la fórmula tinguin valors alts, i 
penalitzar si un és molt alt però l’altre és baix. És a dir, es vol penalitzar si una zona és molt blanca però 
no té els costats iguals de foscos o al revés.  
El resultat d’aplicar aquest filtratge a una imatge es pot veure en la Il·lustració 32. 
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Il·lustració 32. Imatge IPM (esquerra), imatge IPM després d’aplicar el filtre (dreta) 
Veiem com en aquest exemple, les línies de la carretera queden més clares que la resta de la imatge. Tot 
i que, no ressalta d’una forma exagerada les línies, ho fa suficientment per tal que en el pas de la 
binarització només quedin uns als píxels de la línia, i zeros a la resta de la imatge (també pot haver-hi 
soroll).  
 
Un altre exemple es pot veure en la Il·lustració 33: en aquest cas apareix un cotxe blanc a la dreta de la 
carretera. Si s’apliqués una binarització directament sobre el resultat de l’IPM el cotxe blanc sobrepassaria 
el threshold perquè té un color semblant al de les línies de la carretera. En canvi, després d’aplicar-li el 
filtre, aquest cotxe ja no té valors tan grans, i si realitzem la binarització sobre aquesta nova imatge, 
s’obtindran uns resultats més satisfactoris. 
  
Il·lustració 33. Imatge IPM(esquerra), imatge IPM després d’aplicar el filtre(dreta). 
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BINARITZACIÓ 
Finalment, un cop aplicat el filtre sobre la imatge s’ha de realitzar una binarització per tal d’obtenir una 
matriu amb només uns i zeros. Es va optar per establir un threshold que depengués del màxim de la 
imatge. Aquest valor es va decidir realitzant proves sobre les imatges dels jocs de proves.  
Els resultats de la binarització dels dos exemples anteriors es poden veure en la Il·lustració 34 i en la 
Il·lustració 35. 
   
Il·lustració 34. Imatge filtrada (esquerra) i imatge binaritzada (dreta). 
  
Il·lustració 35. Imatge filtrada (esquerra) i imatge binaritzada(dreta). 
Les línies de la carretera queden perfectament definides en la nova imatge. Tot i això, també es detecten 
regions on no hi ha línies de la carretera. Això és degut al fet que hi ha píxels que tenen els costats foscos 
i el centre blanc, però no són línies.  
Ens donem per satisfets amb aquests resultats, perquè tot i que hi ha regions que no són línies, les que sí 
que ho són queden ben definides, i mitjançant una detecció de línies rectes es podrien obtenir els resultats 
desitjats.  
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8.1.3.3. LOCALITZACIÓ DE LA LÍNIA DRETA DE LA CARRETERA: 
Un cop la imatge està binaritzada, s’ha de buscar la línia dreta de la carretera. Per fer aquesta tasca es van 
plantejar dos algorismes diferents, que s’exposaran en els següents apartats. En els dos es fa la suposició 
que les línies de la carretera són rectes, sí que és cert que poden presentar certa cobertura, però es poden 
aproximar a una recta, i ens és suficient per trobar la ROI. 
 
8.1.3.3.1. ALGORISME DE LOCALITZACIÓ 1 
La primera idea parteix de la suposició que les línies de la carretera són completament verticals. Suposant 
aquest fet, l’algorisme consisteix a realitzar la suma de cadascuna de les columnes de la imatge, i si una 
columna sobrepassa un llindar definit (que depèn de l’alçada de la imatge) l’associarem a una línia de 
carretera. És a dir, si una columna té un alt percentatge d’uns a la binarització, significa que molt 
probablement és una línia. 
Un cop localitzades les possibles línies, simplement hem de buscar la que està ubicada més a la dreta.  
En la Il·lustració 36 i la Il·lustració 37 es mostren dos exemples d’aquesta localització.  Es veu com es poden 
diferenciar molt clarament les 3 línies de la carretera. 
 
Il·lustració 36. D’esquerra a dreta: Imatge binaritzada, gràfica d’uns per columna i imatge binaritzada 
amb la línia detectada en blau 
 
Il·lustració 37. D’esquerra a dreta: Imatge binaritzada, gràfica d’uns per columna i imatge binaritzada 
amb la línia detectada en blau 
En el primer exemple, es diferencien molt clarament les tres línies: hi ha 3 columnes que tenen més del 
40% d’uns a la binarització. En el segon exemple passa el mateix, però la fila de l’esquerra pateix una 
binarització més dolenta. 
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Aquest algorisme presenta molt bons resultats, quan les línies són completament verticals i cauen tots els 
punts en la mateixa columna. Però quan aquestes es comencen a inclinar uns graus, es perd la 
característica de que són completament verticals, i aquest mètode ja no obté bons resultats. 
En la Il·lustració 38 i la Il·lustració 39 es mostren com el % d’uns a la binarització és baix quan la línia no 
és completament vertical: 
 
Il·lustració 38. Imatge binaritzada(esquerra) i gràfica d’uns per columna (dreta). 
 
Il·lustració 39. Imatge binaritzada (esquerra) i gràfica d’uns per columna (dreta). 
Quan la línia de la carretera no és completament vertical, els píxels corresponents a la binarització no 
cauen en una sola columna sinó que es reparteixen en més d’una. Com més gran és la inclinació de la 
recta a més columnes caurà aquesta. Veiem com en els exemples la línia de la dreta no supera el 20%, i 
això fa que no es detecti la línia i s’obtinguin uns resultats erronis.  
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8.1.3.3.2. ALGORISME DE LOCALITZACIÓ 2.  (HOUGH) 
El segon mètode es basa en la transformada de Hough per tal de detectar línies rectes en una imatge 
(explicada a Fonaments teòrics).  
A diferència de la localització anterior, aquest mètode detecta línies rectes que poden tenir una certa 
inclinació, i no es limita només en les que són completament verticals.  
Introduirem una limitació de l’angle de la recta, perquè les línies de la carretera haurien de ser verticals o 
amb una petita inclinació. Per exemple, és impossible que es detecti una línia que sigui horitzontal a causa 
de la forma que s’ha enregistrat la imatge de la carretera, i per tant, tota recta horitzontal serà descartada.  
Observant com són els resultats de l’apartat anterior, limitarem aquest angle a un mínim de -5 graus i un 
màxim de 5 graus respecte de l’eix y. És a dir, totes aquelles línies que siguin verticals però permetent que 
es puguin inclinar fins a 5 graus. 
Per computar la transformada de Hough, i trobar els màxims s’utilitzarà la funció predefinida de OpenCV 
HoughLines que realitza aquesta tasca. 
Un cop ja tinguem les línies candidates a ser línies de carretera, eliminarem d’aquest conjunt les que no 
compleixin la restricció de l’angle, i ens quedarem només amb la que tingui una distància al centre de 
coordenades major (píxel de dalt a l’esquerra), és a dir, la que estigui més a la dreta. 
A continuació, es mostren unes il·lustracions on es poden veure les línies detectades mitjançant aquest 
mètode. 
    
Il·lustració 40. Imatge binaritzada (esquerra) i imatge binaritzada amb la línia detectada en blau (dreta). 
    
Il·lustració 41. Imatge binaritzada (esquerra) i imatge binaritzada amb la línia detectada en blau (dreta). 
Aquesta tècnica es comporta millor que la localització 1, perquè detecta línies amb una certa inclinació, i 
no es centra només en les verticals, cosa que fa que s’ajusti millor a la línia de la carretera. 
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Per les dues tècniques de localització acabades d’explicar, es va decidir establir una línia base pel cas que 
no pugui arribar a detectar cap línia. Per exemple, quan hi ha una carretera en mal estat on no hi ha línia 
dreta, llavors es faria l’estimació que la línia detectada és la línia base. 
Per establir aquest límit s’ha observat com es comporta cadascun dels algorismes amb els jocs de proves, 
i s’ha establert aquest límit inferior per cadascun d’ells. A més, si es detecten altres línies que estan 
ubicades més cap a l’esquerra de la línia base, s’optarà per ignorar aquesta detecció, i utilitzar la línia 
base, ja que podria detectar la línia esquerra de la carretera en comptes de la dreta, i llavors s’obtindrien 
resultats no desitjats.   
 
Un cop la línia ja s’ha detectat, aquesta està en coordenades IPM i es necessita fer el procés que la 
transformi a coordenades de la imatge. S’aconsegueix mitjançant la transformació inversa de l’IPM dels 
dos extrems de la recta. Amb aquestes noves coordenades ja podem tornar a formar la línia en 
coordenades de la imatge. 
  
Il·lustració 42. A l’esquerra la línia a l’espai IPM i a la dreta aquesta línia en coordenades d’imatge 
Finalment, un cop s’ha trobat on és la recta en la imatge, s’ha de seleccionar la regió que serà el ROI. Per 
fer-ho es descarten tots aquells píxels que estiguin ubicats a la part esquerra de la línia (carretera, vorera 
esquerra, etc.). També es descartaran tots aquells píxels que tinguin una x més petita a 1/4 de l’amplada. 
Aquesta mesura s’ha decidit perquè és molt complicat que els senyals col·locats a la part dreta de la via 
els detecti a la part esquerra de les imatges, i es descarta la regió per disminuir l’espai de cerca en passos 
posteriors. La Il·lustració 43 mostra un exemple de detecció de la ROI mitjançant la detecció de la línia 
dreta de la carretera. 
 
Il·lustració 43. Exemple de regió d’interès detectada amb la línia dreta (vermell).  
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8.2. DETECCIÓ DELS SENYALS DE LA CARRETERA 
Aquesta secció consisteix a detectar els possibles senyals que pugui haver-hi a l’interior de la regió 
d’interès detectada en l’apartat anterior.  
Primerament, es realitzarà una segmentació amb la finalitat de separar els objectes que s’està buscant de 
l’entorn que es troben, és a dir, de la resta de la imatge. Aquest procés s’acostuma a realitzar mitjançant 
la localització de regions de píxels que tenen unes característiques concretes, les quals són pròpies de 
l’objecte que s’està cercant (com per exemple el color).   
 
Observant la base de dades de senyals de trànsit presents a Espanya, es va veure que tots tenien el 
contorn blau, vermell o blanc. Per aquest projecte es va decidir centrar només en els blaus i vermells 
perquè tenen una segmentació cromàtica. Els senyals blancs es van descartar perquè no es podien trobar 
mitjançant un procés cromàtic, i es va considerar que eren menys importants perquè normalment només 
indiquen final de prohibicions. Així  que el procés de segmentació se centrarà només en els senyals 
vermells i blaus.  
Així doncs, la detecció dels senyals s’ha dividit en dues fases diferents:  
- Primer es realitza una segmentació de la imatge a partir de l’espai de colors HSL (sabem que els 
senyals són d’un color determinat i tenen saturació alta). 
- I seguidament es realitza una localització dels senyals que es trobin en aquesta segmentació tot 
comprovant que compleixin unes certes característiques que tenen tots els senyals. 
 
8.2.1. SEGMENTACIÓ PER COLOR 
Sabem que tot senyal que volem detectar tindrà el contorn blau o vermell, per tant s’ha de realitzar una 
cerca sobre la imatge original per trobar aquestes regions. 
Necessitem canviar l’espai de colors perquè amb RGB és més complex detectar quins píxels són d’un color 
determinat, és a dir, quins són blaus o quins són vermells, i a més, és molt intolerant a canvis 
d’il·luminació. Aquesta tasca es realitza més fàcilment en l’espai HSL (explicat a Fonaments teòrics), el 
qual ens permet separar la informació cromàtica de la acromàtica i soluciona el problema de la 
il·luminació. 
L’espai HSL consisteix en els següents components: 
- Hue (tonalitat) – Valors entre 0 i 360 
- Saturation (saturació)- Valors entre 0 i 255 
- Lightness (lluminositat) - Valors entre 0 i 255 
El color de cada píxel ve determinat principalment per la seva tonalitat (hue). Per tant, si ens centrem en 
aquest valor, podem determinar si un píxel és d’un color o d’un altre. Tot i això, també ens hem de fixar 
en la saturació perquè un color amb valor baix serà molt gris, i en canvi amb valors alts de saturació 
correspondrà als colors purs.   
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Primer de tot, s’ha de decidir de quin color és cada píxel: cadascun d’ells es classificarà com a píxel de 
color vermell, blau o píxel de qualsevol altre color. 
8.2.1.1. PÍXEL BLAU. 
Experimentalment a partir dels jocs de proves, es va establir que un píxel és blau, si es compleixen les 
següents condicions: 
- El hue està en un rang d’uns 60 graus corresponents a la zona dels colors blaus. 
200 ≤ 𝐻 ≤ 260 
- La saturació és d’almenys 50. S’ha establert aquest mínim perquè si un píxel té saturació molt 
baixa, estarà dins l’escala de grisos, i llavors el hue no tindria importància. Per aquest motiu, un 
píxel blau no pot tenir una saturació molt baixa. 
50 ≤ 𝑆 ≤ 255 
- Finalment s’ha establert un rang de lluminositat per tal de descartar tots aquells píxels que estan 
molt propers al color negre o al blanc.  
30 ≤ 𝐿 ≤ 150 
  
Il·lustració 44. A l’esquerra hi ha una paleta de colors i a la dreta els colors considerats com a blaus. 
 
Il·lustració 45. A dalt una imatge de la carretera i a sota els píxels que s’han considerat blaus.  
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8.2.1.2. PÍXEL VERMELL. 
Experimentalment, a partir dels jocs de proves es va establir que un píxel és vermell, si es compleixen les 
següents condicions: 
- Si el Hue està en el següent rang de 60 graus corresponents a la zona dels colors vermells 
−30 ≤ 𝐻 ≤ 30 
- Si la saturació és d’almenys 40. S’ha establert aquest mínim perquè si un píxel té saturació molt 
baixa, estarà dins l’escala de grisos, i llavors el hue no tindria importància. Per aquest motiu, un 
píxel vermell no pot tenir una saturació molt baixa. 
40 ≤ 𝑆 ≤ 255 
- Finalment, s’ha establert un rang de lluminositat per tal de descartar tots aquells píxels que estan 
molt propers al color negre o al blanc.  
30 ≤ 𝐿 ≤ 150 
 
Il·lustració 46. A l’esquerra hi ha una paleta de colors i a la dreta els colors considerats com a vermells. 
 
Il·lustració 47.A dalt una imatge de la carretera i a sota els píxels que s’han considerat vermells. 
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8.2.1.3. PÍXEL D’ALGUN ALTRE COLOR. 
Si un píxel no ha estat classificat ni en blau ni en vermell, es considera que pertany a la classe d’altres 
colors. 
8.2.2. POSTPROCESSAT 
Un cop ja hem classificat tots els píxels en vermell, blau o algun altre color es realitzarà un seguit 
d’operacions per tal de trobar les regions de la imatge, que podrien ser un senyal de trànsit. 
Es generarà una imatge on els píxels blaus valguin 1 i tota la resta 0, i una altra on els píxels vermells 
tinguin valor 1 i els altres 0. Sobre cadascuna d’aquestes imatges s’aplicarà un petit tancament morfològic, 
amb la intenció que si hi ha petites deformacions en el contorn o l’existència de soroll en un senyal, aquest 
no tingui gaire influència.  
Per cadascuna d’aquestes imatges se li aplicarà un labeling (etiquetatge) per tal d’obtenir tots els grups 
de píxels que hi hagi en la imatge. Si hi ha algun senyal a la imatge (i la segmentació és correcta) el labeling 
agruparà tots els píxels d’aquest en un grup, perquè un senyal té tot el contorn del mateix color (vermell 
o blau), és a dir, són un conjunt de píxels que són veïns entre ells. 
Es va decidir realitzar aquest procés tant per la imatge vermella com per la blava, i no utilitzar una unió 
entre les dues perquè si un senyal vermell està tocant a un de blau, el labeling retornaria que els dos 
senyals són un bloc. En canvi, si ho realitzem per separat, ens estalviem fer aquesta separació. Tot i que 
dos senyals vermells també poden estar apilats, i es necessitarà un mecanisme per tal de dividir-los. Es va 
considerar que la unió entre els dos canals, no obtindria un resultat tan precís com l’aplicació del mètode 
per cadascun d’ells per separat. A més, si per exemple en la imatge hi ha un senyal blau tocant un objecte 
vermell, en realitzar la unió el labeling  agruparia el senyal amb l’objecte, i en canvi, si es fes per separat, 
s’obtindria el senyal com un label i l’objecte com un altre. No es perdria la informació d’on acaba l’objecte 
blau, i on comença el vermell. També ens serà d’utilitat realitzar el procés amb les dues imatges, perquè 
així ja tindrem la informació del color del senyal: si retorna un resultat de la imatge vermella, significarà 
que el senyal és vermell, i si és de la blava, blau.  
Un cop ja tenim els conjunts de píxels que formen cada grup (per un costat els vermells i per l’altre els 
blaus), es realitzarà el següent filtratge de regions per tal de descartar aquelles que no poden ser un 
senyal. 
8.2.2.1. FILTRATGE. 
Per cadascun del conjunt de píxels seleccionats, s’ha de comprovar que aquests compleixin certes 
característiques que són pròpies dels senyals de trànsit. Fent això, podem eliminar conjunts que no ho 
són. 
Ens centrarem en dos casos generals:  
- Quan l’objecte és un sol senyal de trànsit. Llavors s’haurà de comprovar que la regió compleixi 
certes característiques típiques dels senyals. 
- Quan l’objecte correspon a dos senyals de trànsit: un sobre de l’altre. Llavors s’haurà de 
comprovar que la regió pugui ser dos senyals, i si és el cas, dividir-los en dos objectes nous i 
passar-los al procés anterior (quan l’objecte és un sol senyal).  
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8.2.2.1.1. UN SOL SENYAL 
Aquest apartat consisteix a detectar quins objectes poden correspondre a senyals i quins no.  
Tots els senyals que podem detectar tenen unes característiques del contorn comunes (triangle, 
quadrat,...).  
Així doncs, perquè una regió es pugui considerar senyal ha de complir les següents condicions: 
- Tenir un coeficient d’alçada / amplada entre 1,3 i 0,7. En el meu projecte només ens centrarem 
en aquells senyals que tenen un bounding box quadrat (com és el cas dels senyals rodons, 
triangulars o quadrats). El coeficient per aquests casos hauria de ser exactament 1, però es 
permet una petita desviació del 0.3, per tal de no eliminar aquells senyals que presentin certa 
deformació: com pot ser uns graus d’inclinació, o que la segmentació no hagi estat tan precisa 
com s’espera, i se li hagi afegit soroll a l’objecte. 
 
- Tenir un valor de solidity superior al 0.8. El concepte solidity consisteix en el coeficient resultant 
de dividir l’àrea del contorn exterior entre l’àrea del convex hull d’aquest. Totes les figures 
geomètriques que poden tenir els senyals tenen un valor igual a 1, perquè tant els triangles com 
els quadrats, etc. tenen la mateixa àrea que el seu convex hull (no tenen angles majors a 180 
graus). Tot i això, pels motius explicats en la condició anterior, es permet una certa deformació i 
soroll, rebaixant el mínim de solidity a 0.8. 
 
- Tenir una alçada i una amplada mínima i màxima. Com que el sistema executa un vídeo on els 
senyals es van apropant, no ens interessa poder arribar a detectar senyals que estan molt 
llunyans, i tenen una àrea molt petita, perquè sabem que aquests s’aproparan, i els tornarem a 
detectar amb una altura major. Experimentalment s’ha establert que tot senyal ha de tenir una 
altura i una amplada de com a mínim el 5% de l’altura total de la imatge. A més, també s’ha 
restringit que un senyal hagi de tenir una altura menor al 50%, perquè és impossible que sigui de 
dimensions tan grosses. 
Si es compleixen aquestes tres condicions, el sistema detecta que aquesta regió és una candidata a ser 
senyal de trànsit i passarà a la fase de classificació, per tal de comprovar si realment correspon a un senyal 
(i si és així trobar quin és) o pel cas contrari descartarà la regió.  
En la Il·lustració 48, es pot veure un exemple d’aquest filtratge on s’eliminen totes les regions que no 
compleixen aquestes condicions, i queden només les corresponents als senyals de trànsit.   
  
Il·lustració 48. Resultat d’una segmentació vermella (esquerra) i les regions que han passat el filtre d’un 
sol senyal (dreta). 
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8.2.2.1.2. DOS SENYALS APILATS 
Aquest algorisme detecta senyals de trànsit que estan sols a la imatge, però pot passar que en segmentar 
dos senyals que estan apilats (un sobre de l’altre i del mateix color), ens els detecti com un de sol, perquè 
els dos contorns dels senyals es fusionen. Aquest fenomen però, només passarà quan hi hagi un senyal 
sobre l’altre, i els dos siguin del mateix color. Si un senyal és blau i l’altre vermell formaran part de dues 
imatges diferents, i quedaran separades per concepte (com s’ha explicat amb anterioritat). 
Per tal de seleccionar les regions candidates a ser dos senyals apilats s’han establert les següents 
condicions:  
- Tenir un coeficient d’alçada / amplada entre 2,3 i 1,7. En aquest cas, al suposar que hi ha dos 
senyals apilats, el coeficient s’ha de doblar respecte del cas d’un sol senyal, perquè la regió 
tindrà el doble d’alçada que d’amplada. Se segueix mantenint una petita desviació del 0,3 pels 
mateixos motius. 
 
- No es té en compte el solidity perquè en tenir dos senyals junts, poden generar espais al convex 
hull que no són de l’àrea (dos cercles junts generen una àrea de convex hull força major a l’àrea 
del contorn). 
 
- Les mateixes condicions sobre l’alçada i l’amplada que en l’apartat anterior. Han de superar un 
valor mínim, i no superar un màxim. 
Si es compleixen aquestes condicions, la zona passa a ser candidata a contenir dos senyals units.  
Si una regió és candidata a tenir dos senyals (un sobre de l’altre), aquests dos han de ser per força del 
mateix color, per la manera en què s’han detectat (a partir del mateix canal de color), i tots els píxels seran 
vermells o tots blaus.  
Com que els senyals vermells poden tenir unes formes determinades, i els blaus unes altres, es va 
considerar que la millor opció seria tractar els dos casos per separat. Així doncs, en els següents apartats 
s’explica la separació de dos senyals quan són vermells i quan són blaus. 
 
SENYALS VERMELLS 
Primer de tot, començarem analitzant el cas en el qual els senyals són vermells. Hi ha quatre tipus de 
figures diferents per senyals d’aquest color: rodona, heptàgon (senyal de stop), triangle amb el costat 
horitzontal a la part inferior (senyal de perill) i triangle amb el costat horitzontal a la part superior (senyal 
de cedir el pas).  
Amb la finalitat de disminuir els casos a analitzar, el senyal de stop es considerarà com un cercle (a 
l’algorisme exposat a continuació no hi ha diferències entre les dues formes, i obtenen resultats 
semblants).  
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Primer de tot, hem d’observar com es comporten totes les combinacions possibles de dos senyals que 
tenen forma de cercle o d’un dels dos triangles. Podem veure totes les combinacions en la següent 
il·lustració: 
 
Il·lustració 49. Combinacions possibles de dos senyals vermells. 
Tot i que, hi ha moltes de les combinacions anteriors que són impossibles de trobar a les carreteres, s’han 
exposat totes per tal de comprovar que l’algorisme funciona amb qualsevol circumstància. 
L’algorisme que s’ha utilitzat té la finalitat de trobar una línia horitzontal que permeti separar els dos 
senyals. Un cop trobada aquesta línia, només caldrà eliminar-la de la figura (posar tots els píxels que 
toquen a la línia a 0), i tornar a buscar contorns. En aquest cas, s’haurien de trobar dos de diferents que 
correspondrien als dos senyals. 
Així doncs, l’algorisme per detectar la línia divisòria que separa els dos senyals consisteix en els següents 
passos: 
- Descartar tots els píxels del contorn que no tinguin el valor de y, entre un terç de l’alçada de la 
regió i dos terços (regió expressada amb el quadrat gris a la Il·lustració 50). Amb aquest filtre 
conservem els punts que es consideren candidats a ser un vèrtex de la línia divisòria. Es descarten 
tots els altres punts, perquè es considera molt complicat que la línia divisòria tingui un vèrtex tan 
amunt de la regió, o tan avall, perquè al ser dos senyals de mida semblant la línia hauria d’estar 
per la meitat de l’alçada. 
    
Il·lustració 50. Punts del contorn que poden ser vèrtex de la línia divisòria. 
- Trobar el punt del contorn esquerre de la figura que té una x major, i el punt del contorn dret 
que té x menor. Amb aquests dos punts ja podem traçar la línia que divideix els dos senyals (línia 
negra). 
 
Il·lustració 51. Línies divisòries (en negre) que separen dos senyals vermells. 
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Aquest algorisme obté bons resultats amb la majoria de les combinacions, però falla en un cas: quan 
hi ha els dos triangles que es toquen en els costats horitzontals.  
Aquest cas és possible de trobar a les carreteres, el conjunt indicaria que hi ha un perill en el proper 
cedeix el pas. Per detectar si estem en aquest cas, podem comprovar si algun dels punts de la línia 
divisòria està molt proper a la frontera, és a dir, té un valor de y proper a 1/3 o a 2/3 de l’alçada de la 
regió. Si és així, podem executar el procés contrari per detectar la solució: trobar el punt del contorn 
esquerre de la figura que té una x menor, i el punt del contorn dret que té una x major, amb aquests 
nous dos punts, ja tindríem la línia divisòria per aquest cas concret. 
 
Il·lustració 52. Correcció de la línia divisòria per aquest cas. 
 
En la següent il·lustració es pot veure un exemple d’aquest procediment. 
    
Il·lustració 53. Imatge original (esquerra), regió que conté dos senyals (centre) i regió després de separar 
els dos senyals (dreta). 
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SENYALS BLAUS 
Pel cas dels senyals blaus hi ha menys combinacions possibles perquè només hi ha dues formes de senyals 
diferents: quadrades i circulars. Es podrien formar les següents quatre combinacions possibles: 
 
Il·lustració 54. Combinacions possibles de dos senyals blaus. 
Utilitzant el mateix algorisme explicat pel cas dels senyals vermells s’han obtingut els següents resultats 
per cadascuna de les combinacions anteriors: 
 
Il·lustració 55. Línies divisòries (en negre) que separen dos senyals blaus. 
Com podem veure en la figura, s’ha trobat la línia divisòria en tots els casos excepte en el cas de tenir dos 
quadrats. Podem detectar si estem en aquest últim cas, comprovant si la llargada de la línia és semblant 
a l’amplada de la regió, si això es compleix, es podria corregir l’error definint la línia com la recta 
horitzontal que passa pel mig de l’alçada de la regió.  
 
 
Un cop s’ha dividit el conjunt de píxels en dos de nous (corresponents a dos possibles senyals) es necessita 
saber si alguna d’aquestes regions podria ser un senyal. Per fer-ho es passarà cadascun dels nous conjunts 
de píxels al filtratge explicat sobre un sol senyal, per tal de conservar les regions que podrien ser senyals, 
i descartar les que no.  
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8.2.3. DIAGRAMA DEL PROCÉS DE DETECCIÓ 
Per tal de resumir tot el que s’ha vist en aquest punt, la Il·lustració 56 mostra un diagrama del procés de 
detecció de les regions que poden ser senyals de trànsit. 
 
 
Il·lustració 56. Diagrama del procés de detecció. 
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8.3. IDENTIFICACIÓ DEL SENYAL DE TRÀNSIT 
Primer de tot, es defineix el conjunt de senyals que detectarà el sistema. Es van escollir aquells senyals 
que es van considerar més important, i aquells que s’observaven en els vídeos enregistrats. El conjunt de 
senyals que s’identificaran es pot veure en la Il·lustració 57.  
 
Il·lustració 57. Senyals diferents que es detectaran. 
Un cop s’han localitzat les regions de la imatge que poden ser senyals de trànsit, s’ha de fer aquell procés 
encarregat de classificar-les. Aquest, pot retornar el senyal que correspon a la regió o descartar-la, perquè 
no s’assembla a cap senyal present a la base de dades. Fent això es permet que el procés de detecció no 
hagi d’obtenir una precisió del 100%, i si retorna alguna regió que no és un senyal, la classificació ja es 
donarà compte, i la descartarà.  
Hi ha dues formes d’encarar aquest problema: utilitzar un algorisme d’aprenentatge automàtic encarregat 
de classificar entre tots els senyals, o utilitzar-ne un per cada tipus de senyals (circulars i vermells, quadrats 
i blaus,...). És a dir, si per exemple s’utilitzen xarxes neuronals, la primera estratègia tindria una xarxa per 
tots els senyals, i en canvi, la segona tindria una xarxa per cada tipus diferent de senyal que detectés el 
sistema. 
Quan es realitza la detecció s’obté informació sobre el tipus de senyal al qual correspon cada regió. 
Aquesta informació és:  
- El color del contorn del senyal. Si la regió s’ha trobat a la segmentació vermella, serà un senyal 
vermell, i si ho ha fet a la blava, blau. 
- El contorn del senyal. La informació d’on i com és el contorn d’un senyal es pot obtenir 
calculant-lo del label al qual correspon la regió seleccionada. 
Amb aquestes dades podem determinar el grup de senyals al que correspon cadascuna de les regions. Per 
tant, com que ja es té aquesta informació, es va optar per la utilització de la segona estratègia, un 
classificador diferent per cada tipus de senyals.  
A més, com que es vol utilitzar HOG per descriure cada regió (s’explicarà més endavant) i el que es vol 
utilitzar té una mida de més de 100 posicions, es va pensar que si només s’utilitzés un classificador per 
tots els senyals, aquest li donaria més importància al descriptor de HOG perquè tindria una mida molt 
major que no pas el color, que la seva mida seria només de 1 (vermell o blau). Així doncs, s’hauria de 
calcular el pes que es voldria que tingués cada posició del vector de característiques, i donar-li més 
importància a la característica del color. Ens va semblar que aquest mètode no era l’adequat perquè si ja 
sabem que la regió és blava, no fa falta realitzar una classificació amb els senyals vermells.  
Vist això, es va optar per realitzar un classificador diferent per cada grup de senyals.  
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La metodologia escollida presenta dues parts ben diferenciades: 
- Primer es classifica cada regió detectada en un dels grups de senyals. S’utilitzarà la informació 
que ja es té sobre el color i el contorn per realitzar aquesta tasca. 
 
- Seguidament, es classifica la regió en un senyal en concret dins del grup que pertany. Com tot 
procés de classificació primer s’extrauran les característiques que es consideri que seran més 
rellevants per determinar el senyal, i posteriorment s’utilitzarà un classificador per determinar 
el senyal dins del grup. 
8.3.1. CLASSIFICACIÓ DEL SENYAL SEGONS LA FORMA 
Primerament, s’ha de decidir a quin grup de senyals correspon cada regió. Hi haurà tants grups com 
formes i colors del contorn pugui tenir un senyal. Els grups que detecta el sistema d’aquest projecte són 
els següents: 
- Forma circular i vermella 
 
Il·lustració 58. Exemple de senyal vermell i 
circular. 
- Forma triangular amb el costat 
horitzontal a dalt i de color vermell 
 
Il·lustració 59. Exemple de senyal vermell i 
triangular 1. 
- Forma triangular amb el costat 
horitzontal a baix i de color vermell 
 
Il·lustració 60. Exemple de senyal vermell i 
triangular 2. 
- Forma octagonal i vermella 
 
Il·lustració 61. Exemple de senyal vermell i 
octagonal 
- Forma circular i blava 
 
Il·lustració 62. Exemple de senyal blau i circular. 
 
- Forma quadrada i blava. 
 
Il·lustració 63. Exemple de senyal blau i 
quadrat.
Una regió pot ser classificada com a senyal que té el contorn blau o vermell. Aquesta informació ja la 
coneixem perquè s’ha computat en el procés de segmentació de la imatge. Així doncs, podem reutilitzar 
aquesta informació: si la regió s’ha extret de la segmentació blava, llavors correspondrà al grup de 
possibles senyals amb contorn blau, però si en canvi, s’ha obtingut de la segmentació vermella, llavors 
correspondrà al contorn vermell.  
Un cop ja es té la informació del color, s’ha de trobar un algorisme que ens classifiqui segons la forma del 
contorn. La varietat de formes vermelles és diferent de les blaves, per tant, una bona idea seria realitzar 
dos casos: un que classifiqui els tipus de forma de senyals blaus, i un altre que ho faci dels senyals vermells. 
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8.3.1.1. GRUP DE SENYALS AMB CONTORN BLAU 
Pel grup de senyals que són blaus, només s’ha de diferenciar entre els que tenen una forma circular i els 
que tenen forma quadrada.  
La primera proposta per classificar una regió segons la forma era mitjançant la utilització de isoperimetric 
ratio. Aquest coeficient és el resultat de la fórmula 
𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑟𝑒2
à𝑟𝑒𝑎
  (és independent a l’escala de la regió). Pren 
valor mínim quan la regió és una circumferència i aquest és d’almenys de 4*pi. Normalment aquest 
indicador s’usa per calcular com és de diferent una regió de la forma d’una circumferència. La idea teòrica 
era bona perquè si aquest valor era semblant a 4pi, sabríem que correspon a una circumferència. Però a 
la pràctica, ens vam adonar que és molt sensible al soroll, i si el contorn presentava certa deformació, el 
valor incrementava força, i ja no es podia diferenciar entre un quadrat i una circumferència. 
Llavors es va provar d’utilitzar la slope density function, la qual consisteix a realitzar l’ histograma de 
pendents que té el contorn (explicada a Fonaments teòrics). Aquest indicador és més complex que el 
isoperimetric ratio, perquè aquest segon només es basa en dos valors numèrics (perímetre i àrea) i en 
canvi, la slope density function té en compte tots els pendents del gradient del contorn. Sí que és cert, 
que si hi ha soroll es modificarà l’histograma, però només afectarà una part d’aquest, i no en la seva 
totalitat, com passava amb l’isoperimetric ratio.  
Pel que fa als paràmetres de la slope density function, es va decidir que l’histograma de pendents fos de 
8 bins (intervals de pendents), perquè amb aquest valor ja en tenim suficient per diferenciar un cercle 
d’un quadrat: el quadrat només tindrà pendents verticals i horitzontals, i en canvi el cercle també en tindrà 
en diagonal.  
Per tal de diferenciar les dues formes, usarem la característica que un cercle té un histograma, on tots els 
valors són semblants. Això és a causa del fet, que el cercle sempre va incrementant el pendent amb un 
valor constant, i per tant tots els bins haurien de tenir el mateix valor: exactament una vuitena part del 
total. En la Il·lustració 64 (esquerra) es pot veure l’histograma d’un cercle on tots els bins tenen un valor 
semblant. 
En canvi pel cas del quadrat, com que té 4 costats, i en cadascun d’aquests el pendent roman constant, 
s’hauria de poder observar 4 pics corresponents als pendents verticals i horitzontals de cada costat. En la 
Il·lustració 64 (dreta)  es pot veure aquest fet, perquè hi ha 4 bins amb valors propers a un quart i 4 bins 
amb valors propers a 0. 
 
Il·lustració 64. Slope Density Function d’un cercle (esquerra) i d’un quadrat (dreta). 
A partir d’aquests dos histogrames, va sorgir la idea de computar la desviació estàndard dels 8 bins, i si 
retornava un valor gran, significava que la forma seria un quadrat, ja que els punts estarien allunyats de 
la mitjana de l’histograma. En canvi, pel cas del cercle retornaria valors més baixos perquè tots els bins 
són semblants, i estan propers a la mitja.  
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Observant els valors de la desviació estàndard que presentaven alguns jocs de proves, es va definir un 
llindar que permetés diferenciar entre un quadrat i un cercle: si la desviació està per sobre d’aquest 
llindar, correspondrà a un quadrat, i si està per sota a un cercle.  
Mitjançant els jocs de proves es va poder comprovar que aquest mètode era força robust. En aquest punt 
ja podem separar els senyals blaus segons el tipus de contorn que tinguin. 
8.3.1.2. GRUP DE SENYALS VERMELLS 
A continuació es defineix la metodologia per diferenciar els diferents tipus de senyals vermells.  
De senyals d’aquest tipus teòricament n’hi ha 4, però podem reduir-los a dos si fem les següents 
agrupacions: 
- Agrupació dels dos tipus de senyals triangulars en una sola classe, perquè són la mateixa forma 
però rotada. 
- Es va afegir el senyal de stop (octagonal) al grup de senyals circulars, perquè els dos grups tenen 
el mateix histograma de slope density function, i tenen una forma força similar. 
Així doncs, es va decidir simplificar els 4 grups en dos: senyals circulars i senyals triangulars.  
A la slope density function del triangle apareixeran 3 pics amb valors propers a 1/3 i 5 bins amb valors 
propers a 0, ja que la figura té tres costats amb pendent costant. Per tant, podem utilitzar la mateixa 
tècnica que s’ha fet servir en els senyals blaus: si la desviació de l’histograma és alta, significa que és un 
triangle, i si és baixa un cercle. 
 
Il·lustració 65. Slope Density Function d’un cercle (esquerra) i d’un triangle(dreta). 
 
Per concloure, aquest apartat de classificació de la forma, cal dir que s’ha trobat una estratègia força 
robusta per diferenciar les principals formes que pugui tenir un senyal de trànsit.  
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8.3.2. CLASSIFICACIÓ DEL SENYAL SABENT EL TIPUS 
Un cop ja sabem la forma i el color que té la regió, és a dir, el tipus de senyal al qual pot correspondre,  
hem de trobar un algorisme que ens classifiqui les regions, i ens digui quin senyal és en concret.   
Aquest problema està dins del conjunt de problemes de classificació: consisteixen a determinar la classe 
que correspon a un seguit de característiques.  
Tot problema de classificació té dues grans fases principalment: primer de tot, s’han de trobar les 
característiques que defineixen millor la regió, i posteriorment s’utilitza un algoritme que realitzi la 
classificació. 
 
8.3.2.1. EXTRACCIÓ DE CARACTERÍSTIQUES 
Aquest apartat consisteix a trobar la manera més adequada per representar i descriure cada regió, per tal 
que la classificació obtingui bons resultats. És important que en aquest punt es busquin característiques 
que permetin diferenciar les classes, ja que si no, el classificador no sabrà diferenciar-les. 
Hi ha moltes formes diverses de representar una regió, la més simple podria consistir a utilitzar tots els 
píxels de la regió com a vector característic. Pel nostre cas es va considerar que aquesta opció tan simple 
no seria robusta, perquè és sensible al soroll de la imatge i a la il·luminació. Dos senyals amb il·luminació 
diferents donaran vectors característics força diferents. 
Un descriptor força utilitzat, i que obté bons resultats és l’HOG: tècnica que té en compte les aparicions 
de l’orientació del gradient en porcions localitzades de la imatge (explicat amb més de detall a Fonaments 
teòrics). Per aquest projecte, la utilització d’aquest descriptor pot obtenir bons resultats perquè els  
senyals es caracteritzen pel seu gradient, és a dir, si hi ha un senyal amb una fletxa, aquest es caracteritza 
principalment pel gradient que té aquesta fletxa.  
A més, com que s’ha realitzat una classificació prèvia segons el tipus de senyal, ja no necessitem afegir 
característiques del contorn o del color, perquè farem la classificació només sobre senyals del mateix 
tipus. 
 
CÒMPUT DE L’HISTOGRAMA DE GRADIENTS (HOG) 
Primer de tot s’ha d’eliminar totes aquelles zones de la imatge que no corresponen al senyal. Com que la 
imatge que calcularà el vector de HOG ha de ser quadrada, i hi ha senyals que són rodons i triangulars, hi 
ha la possibilitat que a la imatge apareguin zones del darrere del senyal. Aquestes regions no s’haurien de 
tenir en compte. Per eliminar totes aquestes regions simplement posem a zero tots els píxels que estiguin 
fora del contorn del senyal detectat.  
Els senyals d’un grup determinat es caracteritzen pel seu gradient, per tant, podem utilitzar la imatge en 
escala de grisos per computar HOG. Per exemplificar-ho, la majoria de senyals amb contorn circular i 
vermell tenen només els colors vermell i blanc, llavors no ens seria de gaire utilitat fer servir la imatge en 
colors, perquè el que és realment important per diferenciar un senyal dins d’aquest grup, són els gradients 
que tenen, i aquests ja es poden trobar en escala de grisos. 
Amb la imatge ja processada, podem començar a modelar-la per tal d’obtenir el vector HOG desitjat. Es 
necessita que totes les regions obtinguin un vector de característiques amb la mateixa mida, perquè el 
classificador requereix una entrada amb mida fixa.  
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Per tant, s’haurà de fixar la mida de la imatge que se li passarà a HOG per tal que aquest sempre generi 
un vector de mida constant.   
OpenCV ofereix una funció que genera el vector descriptor HOG, i es va decidir fer ús d’aquesta. La funció 
presenta la limitació que només accepta que la mida de la cell sigui de 8x8 píxels, així doncs, abans de 
decidir la mida que tindrà la imatge d’entrada, s’ha de decidir el nombre de cells que es vol utilitzar.  
Es va decidir que la imatge es dividís en 4x4 cells. Pel que fa a aquesta elecció es va pensar que amb menys 
nombre de cells no s’obtindrien bons resultats, ja que només amb 2x2 seria molt difícil classificar entre 
tots els senyals. Tampoc es va incrementar, perquè amb 4x4 es creia que ja seria suficient, i si 
s’incrementés més, la mida del vector de característiques també s’incrementaria molt. 
Sabent el nombre de píxels que té cada cell, i el nombre de cells que volem per la imatge d’entrada, ja 
podem calcular la mida que haurà de tenir. La imatge d’entrada hauria de tenir una mida equivalent a 
quatre cells, és a dir,  4*8x4*8 = 32x32 píxels. 
 
Il·lustració 66. Procés previ a obtenir HOG: A l’esquerra hi ha la imatge original, al centre la imatge 
redimensionada a 32x32 i a la dreta una representació en quadrats de les cells que tindrà HOG. 
Un cop la imatge ja està redimensionada a 32x32 píxels ja està llesta per calcular el vector descriptor de 
HOG. 
Una altra limitació que presenta la funció que genera HOG és que només permet realitzar l’histograma 
amb 9 bins (per defecte). Però tampoc és un inconvenient, perquè 9 bins és un número acceptable per 
l’histograma (un bin més que les direccions principals: verticals, horitzontals i diagonals).  
Així doncs, el vector resultant tindrà una mida de 144 valors, perquè existeixen 16 cells (4x4) on cadascuna 
té 9 bins.  
Vist això, ja tenim el vector de característiques que defineix una regió, el qual se li passarà al classificador, 
per tal de determinar el senyal que és.  
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8.3.2.2. CLASSIFICACIÓ 
 
Un cop es té el vector característic d’una regió, es necessita utilitzar un algorisme que s’encarregui de 
decidir quin senyal de trànsit correspon o s’assembla més a aquesta regió.  
Primer de tot, s’ha de decidir quin tipus d’algorisme utilitzar per a resoldre aquest problema. Els 
algorismes d’aprenentatge automàtic (basats en l’estadística computacional i l’optimització matemàtica) 
poden obtenir bons resultats, perquè són uns algorismes que tenen la capacitat de generalitzar 
comportaments a partir del reconeixement de patrons o classificació.  
Hi ha diversos tipus d’algorismes d’aprenentatge automàtic, però per aquest projecte els més adequats 
són els del grup d’aprenentatge supervisat, ja que s’ha de resoldre un problema de classificació a partir 
d’un conjunt de dades, que se saben els valors de sortida esperats. En aquest projecte, es té un conjunt 
d’imatges (base de dades) que sabem el tipus de senyal a la qual corresponen, per tant tenim tant 
l’entrada com la sortida ideal. En aquests casos, el més adequat és la utilització d’algorismes 
d’aprenentatge supervisat, com poden ser les xarxes neuronals supervisades o els arbres de decisió.  
Dins d’aquest grup és força comú utilitzar xarxes neuronals per classificar un objecte extret d’una imatge, 
i vist que en l’Estat de l’art s’havien obtingut bons resultats utilitzant aquest algorisme, es va optar per 
modelar una xarxa neuronal per resoldre el problema de classificació d’aquest projecte.  
Un cop decidit que l’algorisme que s’utilitzarà en aquest projecte, serà la xarxa neuronal (explicada en 
profunditat a Fonaments teòrics) s’ha de modelar aquesta, per tal que pugui resoldre el problema.  
Com s’ha explicat al principi d’aquest capítol, el sistema estarà format per tantes xarxes neuronals com 
grups de senyals detecti el sistema. Per tant, en el nostre cas hi haurà un total de 4 xarxes diferents on 
cadascuna s’encarregarà només d’un grup de senyals.  
A més, la fase de detecció pot fallar i retornar una regió que no és un senyal, per tal de tractar amb aquest 
problema es va decidir que cada xarxa tingués tantes classes com tipus de senyal diferents pot classificar, 
però a més se li afegirà una classe anomenada no senyal, la qual té la finalitat de detectar aquelles regions 
que no contenen cap senyal. 
Com que s’ha seguit el mateix procediment a l’hora de modelar cadascuna de les 4 xarxes neuronals, en 
el següent punt només es defineix la forma de dissenyar-ne una de forma genèrica. 
 
8.3.2.2.1. MODELATGE D’UNA XARXA NEURONAL  
 
En aquest apartat, es faran justificacions sobre els paràmetres utilitzats que modelen una xarxa neuronal. 
Una xarxa només s’encarregarà de classificar senyals dins d’un grup determinat, ja que es parteix del 
coneixement del fet que si la regió és un senyal, aquest ha de ser d’aquest tipus.  
Primer de tot, es definirà l’estructura que haurà de tenir la xarxa, seguidament la funció d’activació de les 
neurones, i finalment els paràmetres per tal d’entrenar-la. 
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 ESTRUCTURA DE LA XARXA 
Una xarxa neuronal està formada com a mínim per tres capes: 
- Capa d’entrada.  
 
Aquesta capa tindrà tantes neurones com la mida que té el vector de característiques obtingut 
de HOG, és a dir, representa l’entrada de l’algorisme. Així doncs, cada neurona estarà relacionada 
amb una posició del vector i tindrà el valor d’aquesta. 
 
- Capa de sortida.  
 
La xarxa neuronal té la finalitat de, donat un vector de característiques, classificar la regió i 
determinar el senyal al qual correspon dins del conjunt de senyals que classifica la xarxa.  
 
Es podria pensar que amb una sola neurona de sortida que ens indiqués el senyal podria ser una 
solució vàlida, però no és així, perquè el resultat de la xarxa neuronal és un valor numèric i no 
categòric.  
 
Així doncs, la capa de sortida hauria de tenir tantes neurones com senyals diferents a classificar. 
Fent això, relacionem cada neurona de l’última capa amb un senyal. Si la xarxa neuronal retorna 
un valor alt en una de les neurones d’aquesta capa, significarà que és molt probable que la 
classificació correspongui a aquest senyal, i si és molt baix, que és molt improbable.  
 
A més, li afegirem una neurona més a la capa de sortida corresponent a la classe de no senyal. 
 
Es construirà el conjunt de dades d’entrenament de la xarxa neuronal establint que per cada 
imatge de la base de dades, es construeixi el HOG per l’entrada i s’estableix que a la sortida totes 
les neurones haurien de valer 0, excepte la corresponent al senyal que hi ha a la imatge, que 
valdrà 1. En realitzar aquesta construcció obtindrem un resultat numèric de 0 a 1 que indicarà la 
probabilitat que l’entrada correspongui a aquest senyal.  
 
 
- Capes ocultes. 
 
No existeix un mètode simple per decidir ni el nombre de neurones, ni el nombre de capes 
ocultes, que hauria de tenir el sistema per tal de resoldre un problema en concret.  
 
Per tal de decidir aquests dos valors, es va optar per inicialitzar la xarxa amb una sola capa que 
tingués tantes neurones com classes de senyals, és a dir, amb el mateix nombre que la capa de 
sortida. Aquestes decisions es van prendre com a punt de partida, i a l’apartat d’Experimentació 
amb les xarxes neuronals es realitza un estudi, on s’aniran provant diferents nombres de capes, 
i diferents nombres de neurones per capa, amb la finalitat de seleccionar aquells que obtinguin 
millor precisió en realitzar una cross-validation.  
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FUNCIÓ D’ACTIVACIÓ D’UNA NEURONA 
Per tal de construir una xarxa neuronal, s’ha de definir quina funció d’activació tindran les neurones.  
La classe ANN_MP de OpenCV només ofereix tres tipus de funcions: identitat, sigmoide i gaussiana. Però 
afirmen que la gaussiana no està completament suportada encara, així doncs es va descartar aquesta 
tercera opció. 
Com a punt de partida, es va decidir utilitzar la sigmoide perquè és la que utilitza OpenCV per defecte. Es 
van establir els paràmetres β =1 i α= 1 perquè corresponen a una sigmoide estàndard.  
Però, no ens limitarem a utilitzar aquests paràmetres i realitzarem un procés semblant al fet amb el 
nombre de capes ocultes: a l’apartat d’Experimentació amb les xarxes neuronals provarem amb les 
diferents funcions, i els diferents paràmetres per tal de seleccionar aquells que generin una precisió més 
alta en el cross-validation.  
PARÀMETRES DE BACKPROPAGATION 
Finalment, un cop definida com seria la xarxa neuronal del sistema, s’han d’establir els paràmetres 
corresponents a l’algorisme d’entrenament utilitzat. 
L’algorisme d’entrenament utilitzat és Backpropagation, perquè possiblement és el més utilitzat en 
l’àmbit de les xarxes neuronals supervisades, i a l’Estat de l’art s’utilitza aquest algorisme i els resultats 
són bons.    
Així doncs, s’han de determinar els paràmetres d’aquest algorisme:  
- learning rate o dw_scale. Determina amb quin factor s’ha d’introduir el gradient als pesos de la 
xarxa. S’inicialitzarà a 0,1 perquè és el valor per defecte. 
 
- Força d’impuls o moment_scale. Proporciona una certa inèrcia per suavitzar les fluctuacions 
aleatòries dels pesos de les connexions. S’inicialitzarà a 0,1 perquè és el valor per defecte. 
 
- Epsilon. Para d’entrenar quan l’error entre el resultat de la xarxa, i el valor real és més petit que 
epsilon. S’inicialitzarà a 0.01. 
 
- Nombre màxim d’iteracions que realitzarà l’algorisme. S’inicialitzarà a 10. 
Tots aquests paràmetres, s’inicialitzaran amb el valor acabat de definir, però també es realitzaran 
experiments per tal d’obtenir els valors dels 4 paràmetres que obtinguin millors resultats (a l’apartat 
d’Experimentació amb les xarxes neuronals). 
 
Com s’acaba de dir, en l’apartat d’experimentació es provaran amb les diverses variacions de la xarxa, per 
tal d’obtenir els millors resultats. Els paràmetres que es modelaran són: nombre de capes ocultes, nombre 
de neurones per capa, funció d’activació, dw_scale, moment_scale, epsilon i el màxim d’iteracions. 
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8.3.3. DIAGRAMA DE LA FASE DE CLASSIFICACIÓ 
Per tal de resumir tot el que s’ha vist en aquest mòdul, la Il·lustració 67 mostra un diagrama del procés de 
classificació de les regions que poden ser senyals de trànsit. 
 
Il·lustració 67. Diagrama del procés de classificació. 
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8.4. DETECCIÓ I IDENTIFICACIÓ A TEMPS REAL 
Aquest apartat, consisteix a explicar el procediment utilitzat per dissenyar un sistema que detecti i 
identifiqui senyals de trànsit a temps real.  
El sistema dissenyat només funciona amb fitxers de vídeo però seria molt simple modelar-lo per tal que 
funcionés amb una webcam a temps real. Es va optar per aquesta opció, perquè els jocs de proves que es 
tenien eren vídeos ja enregistrats de la carretera, i no era pràctic muntar l’ordinador sobre el cotxe. 
Aquest mòdul simplement té la finalitat d’obrir un vídeo, reproduir-lo i fer d’intermediari. Per cada frame 
que llegeixi usarà el mòdul de detecció de la ROI, el resultat d’aquest li passarà al detector de senyals, i 
finalment es passaran les deteccions al mòdul de classificació. Un cop amb els resultats classificats li 
enviarà a la interfície gràfica perquè mostri els resultats.  
En conclusió, aquest mòdul és simplement l’encarregat d’unir tots els altres processos. També hi encabim 
totes aquelles tasques encarregades de fer els mètodes més ràpids, i que el sistema funcioni a més frames 
per segon. 
El programa tracta 20 frames per segon dels vídeos enregistrats, però la càmera n’enregistra 30. Per no 
tenir aquest problema es va decidir tractar un de cada dos frames del vídeo, per tant, la càmera ens 
mostrarà 15 imatges per segon. Amb aquesta decisió permetem que el sistema funcioni a temps real 
perquè es tracten més frames per segon dels que arriben de la càmera. 
8.5. INTERFÍCIE GRÀFICA SIMPLE 
El sistema ha de tenir una interfície gràfica per tal de mostrar els resultats. Aquesta es va dissenyar amb 
la intenció de ser molt simple, i que es poguessin modificar els quatre paràmetres bàsics del sistema.  
Només hi ha una finestra on la part superior hi ha les opcions del sistema, i a la part inferior s’hi mostren 
els resultats.  
Pel que fa a les opcions, el sistema ha de permetre 
seleccionar el vídeo o la imatge a utilitzar, seleccionar el 
mètode de ROI, establir una nova base de dades de 
senyals i generar un nou classificador. 
A la part inferior (on es mostren els resultats), es va 
decidir ensenyar el vídeo a la part esquerra, marcant 
sobre aquest les regions detectades com a senyal. A la 
part dreta, es mostra l’avatar resultant de la classificació 
de les regions marcades.  
En vermell, també es marca la zona corresponent a la 
ROI.  
Finalment, es mostra per pantalla el nombre de frames 
per segon que funciona el programa. 
Il·lustració 68. Interfície gràfica simple.  
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9. DESCRIPCIÓ DE LA IMPLEMENTACIÓ 
Aquesta secció consisteix a explicar com s’ha implementat el sistema d’aquest projecte. 
Primer de tot, s’havia d’escollir el llenguatge de programació que millor s’acordés a les necessitats 
d’aquest projecte. Es va optar per utilitzar C++ i la llibreria OpenCV perquè el temps d’execució d’aquest 
llenguatge és força reduït en comparació a altres alternatives, i com que ens interessava un còmput ràpid 
perquè el sistema pugui funcionar el més semblant a temps real possible, es va escollir aquesta opció. Tot 
i això, també es va utilitzar MATLAB a l’hora de realitzar diverses proves perquè es va considerar més 
còmode en tasques d’experimentació.  
Un cop decidit que el sistema estaria basat en C++, el desenvolupador va prendre la decisió d’utilitzar 
l’entorn integral de desenvolupament (IDE) Visual Studio 2013, el qual funciona sobre Windows i el 
llenguatge de programació Visual C++.  
El hardware utilitzat durant el desenvolupament del sistema ha estat un ordinador de sobretaula amb un 
processador i7-3770, 16 GB de RAM, i amb el sistema operatiu Windows 10 x64. El desenvolupament del 
sistema només s’ha provat amb aquest ordinador. 
Les llibreries de C++ utilitzades en aquest projecte són les següents: 
- OpenCV. És una llibreria de software lliure amb funcionalitats de visió per computador i 
intel·ligència artificial. És necessària per a realitzar tots els processos de tractaments d’imatge i 
poder arribar a detectar i identificar els senyals de trànsit. 
 
La versió d’OpenCV que s’ha utilitzat ha estat la 2.4.13, x64. 
 
 
- Qt. És una llibreria encarada al desenvolupament d’interfícies gràfiques. Es va optar per la 
utilització d’aquesta amb la finalitat de dotar al programa d’una simple interfície gràfica amb la 
qual interactuar.  
 
La versió utilitzada de Qt ha estat la 5.6 x64. 
 
 
- OpenGL. És una especificació estàndard per tal de desenvolupar aplicacions gràfiques. Per tal de 
mostrar una imatge dins de la interfície de Qt una bona opció és afegir-li un widget de OpenGL i 
mostrar els resultats en aquest.  
 
Les llibreries que s’han fet servir per han estat: 
o Glew 1.13 – x64. 
o FreeGlut 3.0.0 – x64. 
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9.1. DIAGRAMA DE CLASSES 
Amb l’entorn ja definit es pot començar a explicar la implementació final d’aquest projecte.  
Primer de tot, es farà un diagrama de les classes del projecte. Per tal de millorar la comprensió 
esquemàtica d’aquest s’han eliminat tant els atributs com els mètodes de totes les classes, per tant, 
només es mostraran les classes i les relacions entre les classes. La Il·lustració 69  mostra el diagrama del 
projecte.  
Com a comentaris generals, dir que la classe signdetectorapp és la finestra Qt de la interfície gràfica. La 
MainClass correspon a la classe que engloba tot el procés de detecció i identificació dels senyals incloent 
el tractament del vídeo frame a frame. Aquesta utilitza computeROI per trobar la regió d’interès, 
SignDetector per detectar els senyals en una imatge i Classifier per classificar els senyals detectats.  
Pel que fa a ComputeROI, aquest usa Reduce2Road per reduir una imatge a la regió de la carretera, IPM 
per obtenir una imatge en vistes d’ocell, LineDetection per trobar la línia de la carretera i Reduce2ROI per 
reduir la imatge a la ROI. 
Finalment, la classe Classifier usarà TrainingData que s’encarregarà de gestionar la base de dades de les 
imatges de senyals, i NeuralNet què realitzarà una classificació mitjançant una xarxa neuronal. També farà 
ús de FeaturesFinder per obtenir les característiques dels senyals detectats. 
Els resultats es mostraran  per QOpenGLWCustom que reproduirà el vídeo i ensenyarà els senyals 
detectats, i QTTerminal que mostrarà text. 
 
 
Il·lustració 69. Diagrama de classes. 
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S’ha pogut veure a vista general com està implementat el sistema. A continuació, es dividirà aquest 
diagrama en diferents mòduls corresponents a les diferents fases del projecte (ROI, detecció, etc.). A més, 
es farà una explicació més detallada de cadascuna de les classes. Per no estendre’s molt en aquest capítol, 
s’ha decidit que per cada classe s’expliquin els trets generals i característics d’aquesta, i s’exposin les 
diferents funcions públiques que té. Es va decidir no exposar el codi utilitzat en la documentació, i només 
explicar les classes per sobre, perquè el codi era força llarg i ja està adjunt per si es vol consultar.  
9.1.1. Mòdul de selecció de la regió d’interès 
El primer mòdul correspon a la selecció de la regió d’interès. En la Il·lustració 70 podem veure les classes 
a qui afecta. 
 
Il·lustració 70. Diagrama de classes del mòdul de selecció de la ROI. 
CLASSE COMPUTEROI. 
És la classe encarregada de computar la regió d’interès. Utilitzarà totes les altres classes presents en 
aquest mòdul per tal de realitzar aquesta tasca. Tant pel mètode d’utilitzar tota la imatge com pel de la 
part central dreta tot el còmput es realitzarà dins d’aquesta mateixa classe, però pels dos algorismes de 
detecció de línies, s’utilitzaran les classes Reduce2Road, IPM, LineDetection i Reduce2ROI per fer aquesta 
tasca.  
Els mètodes públics més importants d’aquesta classe són: 
void ComputeROI::setMethod(int method) 
Funció encarregada d’establir el mètode que s’utilitzarà a l’hora d’obtenir la regió 
d’interès. Si el valor del paràmetre és 1, s’utilitzarà tota la imatge, si és 2 la regió central 
dreta, si és 3 l’algorisme 1 que detecta la línia de la carretera i si és 4 el segon algorisme 
(Hough). 
void ComputeROI::compute(Mat& frame, Mat&ImROI, Rect& r) 
Aquesta funció és l’encarregada de computar la regió d’interès. Donada una imatge 
anomenada frame et calcula la regió d’interès segons el mètode seleccionat. Et retorna 
els resultats amb la imatge ImROI on hi ha només la ROI de la imatge original i el 
rectangle que correspon. 
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CLASSE REDUCE2ROAD 
Aquesta classe és l’encarregada de reduir una imatge a la zona on només hi ha la carretera.  
Les seves funcions públiques principals són: 
void getRoadImage(const Mat& input, Mat& output); 
Funció encarregada d’obtenir la imatge on només hi ha la carretera de input. 
void getOriginPosition(Point& p1, Point& output); 
Funció que donat un punt de la imatge on només hi ha carretera et retorna la 
coordenada corresponent a la imatge original. 
 
 
CLASSE IPM 
Aquesta classe té la finalitat de computar tots els càlculs relacionats amb l’IPM.  
Les seves funcions públiques principals són: 
void InversePerspectiveMapping(Mat& frame, Mat& output); 
Aquesta funció és l’encarregada de transformar una imatge a vista d’ocell. Simplement 
rep la imatge que es vol transformar i retorna la nova imatge output ja transformada. 
void PerspectiveMapping(Point input, Point& output); 
També ens interessa fer la transformació inversa a l’anterior.  En aquest cas, però 
només transformarem punts puntuals, i no tota la imatge com es feia en la funció 
anterior. Així que, aquesta funció et transforma un punt de l’espai IPM a un punt de 
coordenades de píxel. 
 
 
CLASSE LINEDETECTION 
Aquesta classe és l’encarregada de detectar les línies de la carretera. 
Les seves funcions públiques principals són: 
void setMethod(int method); 
Funció que estableix el mètode de detecció de línia que s’utilitzarà. Si method val 1, 
s’utilitzarà el primer algorisme de detecció de línies, i si val 2, el segon (Hough). 
void detectRoadLines(Mat& frame, pair<Point, Point>& line); 
Funció que donada una imatge en vista des de dalt de la carretera, et troba la línia 
dreta de la carretera. 
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CLASSE REDUCE2ROI 
Classe que té la finalitat de reduir la imatge original a la regió d’interès en aquells casos que s’utilitza 
l’algorisme de detecció de línies. Els altres algorismes són massa simples, i ja es computen directament a 
la classe ComputeROI. 
La funció principal d’aquesta classe és la següent: 
void Reduce(Mat& im, Mat& ROI, Rect& r, Point& ini, Point& fi); 
Aquesta consisteix en donada una imatge i dos punts ini i fi que defineixen la línia de 
la carretera, troba la imatge corresponent a la regió d’interès a utilitzar, i el rectangle 
que correspon a la imatge original. 
9.1.2. MÒDUL DE DETECCIÓ DE SENYALS 
El mòdul encarregat de detectar els senyals de trànsit està compost per solament una classe anomenada 
SignDetector. 
 
Il·lustració 71. Diagrama de classes del mòdul de detecció de senyals. 
 
Com el seu propi nom indica, aquesta classe és l’encarregada de detectar els senyals de trànsit que pugui 
trobar en una imatge.  
Les funcions públiques principals d’aquesta classe són: 
void setSizeFrame(int h, int w); 
Funció que estableix la mida que tenen els frames que es processaran. Com s’ha 
explicat en el disseny del sistema, per seleccionar les regions que realment poden ser 
senyals s’estableix una condició que depèn de la mida del frame. Aquesta funció 
estableix aquests paràmetres. 
void detect(Mat& input, vector<vector<Point>>& contourns,  
            vector<Rect>& boundingBox, vector<int>& color); 
Aquesta funció és l’encarregada de detectar els possibles senyals que hi hagi en una 
imatge. Així doncs, rep per paràmetre la imatge input que tractarà, i retorna per 
cadascun dels senyals detectats una posició al vector contourns amb els punts del 
contorn del senyal, una altra a boundingBox amb el rectangle de la regió, i una altra en 
color essent 0 si és un senyal amb contorn blau o 1 si és vermell. És a dir, els tres vectors 
retornats tindran la mateixa mida i a la posició ‘i’ de cadascun d’ells hi haurà el contorn, 
el bounding box i el color d’un senyal detectat. 
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9.1.3. MÒDUL DE CLASSIFICACIÓ 
Aquest mòdul és l’encarregat de classificar les diferents deteccions en senyals de trànsit.  
 
Il·lustració 72.Diagrama de classes del mòdul de classificació. 
CLASSE CLASSIFIER 
Aquesta classe és la principal d’aquest mòdul, és a dir, és la que utilitzarà les altres per realitzar la 
classificació. Per cada grup de senyals que pot arribar a detectar, té una instància de TrainingData i una 
altra de NeuralNet. La primera, correspon a la base de dades on hi ha per exemple els avatars, i la segona, 
és la xarxa neuronal que classifica aquest tipus de senyal. 
Les funcions públiques principals són: 
void classify(Mat& im, vector<Rect>& BB, vector<vector<Point> >& contourn, 
vector<int>& color, vector<pair<pair<Rect, Mat>, double> >& result); 
Aquesta funció rep la imatge original i el resultat de la detecció, és a dir, els contorns, 
el bounding box i el color de cadascuna de les regions detectades, i retorna el resultat 
de la predicció: retorna el bounding box d’on és el senyal, l’avatar del senyal detectat i 
el resultat numèric que ha donat la xarxa neuronal.  
void setNewDirectory(String dir); 
Funció que modifica la ubicació de la base de dades. 
void newNet(); 
Funció que torna a crear totes les xarxes neuronals. 
 
CLASSE FEATURESFINDER 
Aquesta classe, és l’encarregada d’extreure les característiques d’una regió, les que després s’utilitzaran 
per realitzar la classificació. Les funcions públiques principals són: 
static void getHOGFeature(Mat& input, vector<float> & descriptors); 
Aquesta funció rep una imatge d’entrada i calcula les característiques de HOG. Et 
retorna el vector característic en descriptors. 
static void getSlopeDens(vector<Point>& cont, vector<float>& descriptors, 
int k); 
Aquesta funció calcula la slope density function a partir dels punts del contorn i d’una 
k determinada. 
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CLASSE NEURALNET 
Aquesta classe, és simplement una xarxa neuronal. Principalment, consta d’una CvANN_MLP i els 
paràmetres que la caracteritzen.  Les funcions públiques principals són: 
void train(Mat& trainData, Mat& trainLabels, int nIn, int nOut);  
Funció que entrena la xarxa amb un vector de dades d’entrenament i els resultats 
corresponents.  
void predict(Mat& sample, Mat& response); 
Funció que donades unes entrades et prediu el resultat que ha generat la xarxa 
neuronal. 
void setNumLayers(int lay); 
Funció que defineix el nombre de capes ocultes. 
void setNumNeurons(int n); 
Funció que defineix el nombre de neurones que tindran les capes ocultes. 
void setMaxIt(float mI); 
Funció que estableix el màxim d’iteracions que farà la xarxa per entrenar. 
void setEpsilon(float e); 
Funció que estableix l’epsilon que es farà servir per entrenar la xarxa. 
void setTrainParameters(float p1, float p2); 
Funció que estableix els dos paràmetres del Backpropagation. 
void setSigmoideParams(float alpha, float betta); 
Funció que estableix els dos paràmetres de la funció sigmoide. 
CLASSE TRAININGDATA 
Aquesta classe, és l’encarregada de llegir tota la base de dades i generar el vector de característiques per 
entrenar la xarxa. A més, també guarda els avatars de tots els senyals de trànsit. Les principals funcions 
públiques d’aquesta classe són: 
void setDirectory(String dir); 
Funció que defineix la ubicació de la base de dades. 
void OpenFiles(); 
Funció que obra els fitxers de la base de dades i en calcula els vectors característics de 
tots ells. 
void getFeaturesVector(Mat& feat); 
Funció que retorna el vector de característiques de les imatges de la base de dades. 
void getTarget(Mat& targets); 
Funció que obté el vector de resultats de les imatges de la base de dades. 
void getImage(int i, Mat& im); 
Funció que et retorna l’avatar del senyal i. 
bool isRejectClass(int i); 
Funció que et diu si la classe i, correspon a la classe de no senyal. 
int getNumFiles(); 
Funció que retorna el número de fitxers de la base de dades 
int getNumClasses(); 
Funció que retorna el número de senyals diferents de la base de dades. 
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9.1.4. MÒDUL GLOBAL 
El mòdul global (MainClass) és l’encarregat d’unir els tres mòduls anteriors, i fer que s’executi el detector 
i l’identificador de senyals de trànsit, tant en vídeos com en imatges.  
 
Il·lustració 73. Diagrama de classes del mòdul global. 
Bàsicament té la finalitat d’obrir un vídeo, i per cadascun dels frames realitzar una localització de la ROI, 
després localitzar els possibles senyals, i finalment classificar-los. També s’encarrega de mostrar els 
resultats. 
Les principals funcions públiques d’aquesta classe són: 
void visualitzaVideo(String path); 
Funció que donada una direcció a un fitxer de vídeo (mp4) s’executa el procés per 
detectar i identificar els senyals. 
void visualitzaImatge(String path); 
Funció que donada una direcció a un fitxer d’una imatge (jpg) s’executa el procés per 
detectar i identificar els senyals en aquesta. 
void finishExec(); 
Funció que finalitza l’execució d’un vídeo si encara s’està reproduint. 
void setNewDirectoryDataset(String path); 
Funció que defineix una nova direcció de la base de dades. 
void newClassifier(); 
Funció que genera unes noves xarxes neuronals. 
void setRoiMethod(int m); 
Funció que estableix el mètode de ROI a utilitzar. 
void setTerminal(QTTerminal* t); 
Funció que estableix el label per on es mostrarà la informació de text. 
void setOpenGl(QOpenGLWCustom* ogl); 
Funció que estableix la classe per on es mostraran els resultats. 
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9.1.5. CAPA DE PRESENTACIÓ 
La capa de presentació, és la part de la interfície gràfica. Principalment consta d’una finestra Qt 
(signdetectorapp) on es van mostrant els resultats. 
 
Il·lustració 74. Diagrama de classes de la capa de presentació. 
CLASSE SIGNDETECTORAPP 
Aquesta classe hereta de QMainWindows i és l’encarregada de transferir la informació que l’usuari entra 
mitjançant la finestra Qt a la classe MainClass, i mostrar els resultats visualment.  
En la següent il·lustració es pot veure aquesta finestra amb tots els seus components: 
 
Il·lustració 75. Interfície gràfica. 
Es pot veure com és una interfície gràfica molt simple on es pot introduir la direcció del vídeo a executar, 
es pot escollir el mètode de regió d’interès i la direcció on hi ha la base de dades. 
A la finestra negra es mostraran els resultats mitjançant la reproducció dels vídeos, i el sistema anirà 
marcant els diferents senyals identificats. 
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Els slots o funcions que té aquesta classe són:  
void run(); 
Slot que li diu a MainClass que executi un vídeo o una imatge. 
void finishExec(); 
Slot que finalitza l’execució del vídeo. 
void ChangeROIMethod(int i); 
Slot que canvia el mètode de selecció del ROI. 
void newClassifier(); 
Slot que genera unes noves xarxes neuronals. 
void setRoiMethod(int m); 
Slot que estableix el mètode de ROI a utilitzar. 
void changeDataSetDir(); 
Slot que indica que s’ha modificat la direcció de la base de dades. 
 
CLASSE QOPENGLWCUSTOM 
Aquesta classe hereta de QOpenGLWidget. Serveix per mostrar el vídeo en la interfície gràfica i mostrar 
els senyals que ha detectat el sistema. 
Les principals funcions públiques d’aquesta classe són: 
void setFrame(Mat& frame); 
Estableix el frame del vídeo que s’ha de mostrar en la interfície gràfica. 
void setDetectedSigns(vector<pair<Rect, Mat> >& detSigns); 
Estableix i mostra els senyals detectats en l’últim frame. 
 
CLASSE QTTERMINAL 
Aquesta classe hereta de QLabel i només s’usarà per mostrar resultats en format de text (String) en la 
interfície gràfica. 
Les principals funcions públiques d’aquesta classe són: 
void addText(String s); 
Afegeix text al final del text que hi havia. 
void setText2(String s); 
Mostra només el text passat per paràmetre. 
void clearText(); 
No mostra cap text. 
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10. EXPERIMENTACIÓ AMB LES XARXES NEURONALS 
Una vegada s’ha dissenyat i implementat el sistema, s’han de realitzar un seguit d’experiments per 
millorar el percentatge d’encert d’aquest. Com s’ha dit en anterioritat, una xarxa neuronal consta d’un 
seguit de paràmetres lliures que durant el disseny s’ha comentat de la seva existència, i que d’entrada 
prenen els valors estàndards. Aquesta secció intentarà buscar aquells valors per tal de que la classificació 
retorni els millors resultats possibles, és a dir, optimitzar els paràmetres.  
Primer de tot, hem de definir com calcularem el percentatge d’encert (accuracy) perquè els resultats 
siguin fiables. Per tal d’obtenir aquests resultats es necessita un conjunt de dades que serveixin per 
entrenar, i un altre que serveixi per provar si una xarxa neuronal classifica correctament. Aquests dos 
conjunts han de ser disjunts, és a dir, no podem utilitzar per provar una xarxa les mateixes dades 
utilitzades per entrenar-la. Per tant, es va decidir utilitzar una validació creuada (cross-validation), la qual 
consisteix en dividir les dades dedicades a experimentar en dades d’entrenament i dades de prova. Així 
doncs, s’utilitzarà el primer grup per generar la xarxa neuronal i entrenar-la, i el segon per obtenir la 
precisió d’aquesta.  
Es necessita un conjunt d’imatges de senyals per tal de poder entrenar la xarxa, i poder realitzar la 
predicció. Per tant, es va enregistrar un vídeo pels voltants de Barcelona amb la intenció de poder extreure 
els senyals que es detectessin.  
Es va utilitzar el sistema implementat per detectar els senyals que hi havia en el vídeo, i per cada detecció 
es va guardar una imatge de la regió detectada. Aquestes imatges guardades tenien de color negre 
aquelles regions que no formaven part del senyal, perquè si no fos així la xarxa es podria condicionar pel 
que hi ha al fons del senyal.    
 
Il·lustració 76. Dos exemples de senyals usats en l’entrenament. 
Es van seleccionar manualment 3000 deteccions per realitzar l’entrenament de la xarxa. Es va considerar 
que aquest valor ja era suficientment significatiu.  D’aquestes 3000, n’hi havia 1620 que realment eren 
senyals de trànsit, i 1380 falses alarmes (com podria ser un cotxe vermell o un tros del cel blau).  
De les 1620  senyals, 740 eren senyals circulars i vermells, 307 triangulars i vermells, 331 circulars i blaus 
i 144 quadrats i blaus. Denotar que aquesta diferència numèrica és perquè en el vídeo apareixen 
majoritàriament senyals de prohibició circulars, cosa que fa que hi hagi moltes més instàncies que la resta.  
En el disseny, s’ha explicat que es va decidir utilitzar tantes xarxes neuronals com tipus de senyals es 
poden detectar, per tant, s’haurà de fer un anàlisi diferent sobre els paràmetres lliures per cadascuna 
d’elles. 
A continuació, s’expliquen per cadascuna d’elles com s’han trobat els paràmetres. El primer grup de 
senyals s’explicarà amb molt de detall, però els següents degut a que el procés és semblant s’explicaran 
més resumidament.   
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10.1. XARXA DE SENYALS VERMELLS I TRIANGULARS 
Per els senyals vermells i triangulars tenim un total de 1687 imatges de senyals: 307 corresponents a 
senyals i 1380 de regions que no són senyals.  
Es va realitzar una cross-validation del 60-40, és a dir, el 60 per cent de les dades s’utilitzaran per entrenar 
la xarxa, i el 40% restant per provar-la i obtenir la seva precisió. La divisió es va realitzar manualment, 
intentant que si per exemple, de cedeix el pas hi ha poques instàncies, que es repartissin entre el conjunt 
d’entrenament i de proves, no anessin totes a parar a un sol conjunt. Així doncs, per cada senyal en 
concret es va realitzar una divisió intentant que no passés aquest problema, i que el 60% anés per 
entrenament i el 40 per realitzar proves. Pel cas del conjunt de dades que no són senyals realment, també 
es seguirà el mateix procediment. 
Un cop tenim les dades d’entrenament i de test definides, ja es pot començar a provar els paràmetres 
lliures, per obtenir una xarxa amb la major precisió possible. 
NÚMERO DE CAPES OCULTES I NÚMERO DE NEURONES PER CAPA 
Els primers paràmetres que defineixen una xarxa, són el nombre de capes ocultes i de neurones per capa 
que té. Per tal de trobar aquests valors, es va optar per utilitzar una graella de valors/combinacions i per 
cadascun d’ells calcular el percentatge de senyals que prediu correctament la xarxa. En un eix de la graella, 
es va posar el nombre de capes i anava d’una a cinc (es va definir aquest límit perquè amb 5 capes la 
tendència ja es podia observar). En l’altre eix, es va posar el nombre de neurones per capa que tindria 
cada capa oculta (es va establir que totes les capes ocultes tinguessin les mateixes neurones) i anava des 
de 5 neurones fins a 145, en intervals de 5. 
En la Il·lustració 77, es pot veure una representació en tres dimensions de l’accuracy (percentatge 
d’encert) de la xarxa segons el nombre de capes ocultes i de neurones per capa. 
 
Il·lustració 77. Gràfica número capes, número neurones i accuracy. 
Veiem clarament com els millors resultats s’obtenen amb una sola capa. Així doncs, es va establir que la 
xarxa tindria una sola capa, i es va considerar necessari una anàlisi més detallada per establir el nombre 
de neurones d’aquesta capa. 
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La Il·lustració 78 mostra la precisió de la xarxa quan només té una sola capa oculta.  
 
Il·lustració 78. Gràfica número de neurones – accuracy. 
De la gràfica anterior podem extreure que quan hi ha poques neurones, si s’incrementa aquest valor 
l’accuracy també va incrementant.  Però arriba a un punt, proper a 40-45 neurones, que ja no es millora 
la precisió d’una forma notable, i la xarxa s’estanca a uns valors propers al 0.95.   
A més, aquest projecte consisteix en un sistema a temps real, per tant, no podem passar per alt el temps 
que es tarda en realitzar la predicció. En la Il·lustració 79 (esquerre) es mostra el temps utilitzat per la 
xarxa en predir les dades de prova. Com era d’esperar, com més capes tingui la xarxa més temps tardarà. 
El mateix passa amb el nombre de neurones, com més n’hi hagin, més tardarà en predir.  
Establint que només s’utilitza una capa, i centrant-nos només en el nombre de neurones per capa, la 
Il·lustració 79 (dreta) mostra el temps utilitzat en classificar els jocs de prova segons el nombre de 
neurones per capa. Veiem clarament com el temps emprat per predir s’incrementa linealment amb el 
nombre de neurones. Així doncs, per un sistema a temps real, ens interessaria que la xarxa tingués el 
menor nombre de neurones possible sense perdre precisió. 
  
Il·lustració 79. A l’esquerra la gràfica de número de capes, número de neurones i temps i a la dreta 
número de neurones i temps. 
Dit això, per establir els valors corresponents al nombre de capes, i el nombre de neurones per capa, s’han 
de seleccionar aquells que tinguin el mínim valor però que no provoquin una pèrdua notable en el valor 
de la precisió.  
Vistos els gràfics anteriors, els valors més adequats per la xarxa neuronal que s’encarrega de classificar els 
senyals triangulars i vermells, són de només una capa oculta i 45 neurones en aquesta capa. 
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FUNCIÓ D’ACTIVACIÓ 
La funció d’activació d’una neurona és un altre dels paràmetres amb els que s’ha d’experimentar per tal 
de seleccionar aquella que obtingui millors resultats. Es va provar amb les diferents funcions que permet 
la funció d’OpenCV: identitat i sigmoide. Es van obtenir uns resultats molt millors amb una sigmoide 
estàndard que no pas amb la d’identitat, així que es va descartar la primera opció. 
La funció sigmoide consisteix en la següent fórmula: 
𝑓(𝑥) = 𝛽 ·
(1 − 𝑒−𝛼𝑥)
(1 + 𝑒−𝛼𝑥)
 
S’utilitzarà una graella de valors β i α per veure amb quins s’obtenen millors resultats. Tant per β com per 
α s’agafaran valors d’entre 0 i 2, en intervals de 0.05. 
En la Il·lustració 80, es pot veure una representació en tres dimensions de l’accuracy de la xarxa segons 
els paràmetres β i α de la funció d’activació sigmoide. Amb aquesta gràfica podem observar com es forma 
un pic amb valors de precisió major que la resta de combinacions. Aquest pic es troba pels voltants de β 
valent 1 i α 0.5. 
 
Il·lustració 80. Gràfica betta-alpha-accuracy.                
Vist això, sembla ser que els valors de β=1 i α=0.5 serien uns valors adequats per la funció sigmoide. Però 
primer, analitzarem si el temps de predicció és independent a aquests dos paràmetres, tot i que sembla 
ser que sí, degut a que modificar-los no tindria un increment de cost. La Il·lustració 81 corrobora la hipòtesi 
de que aquests paràmetres no influencien en el temps d’execució. 
 
Il·lustració 81. Gràfica betta-alpha-temps. 
Així  doncs, com que l’elecció dels paràmetres β i α és independent al temps, s’estableix que β tingui valor 
1 i α 0.5. 
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PARÀMETRES D’ENTRENAMENT 
Hi ha certs paràmetres que es poden modelar de l’algorisme d’entrenament. Aquests són el dw_scale i 
moment_scale. 
S’ha realitzat una graella on els dos paràmetres vagin de 0 a 1, s’ha pogut obtenir la següent gràfica. 
 
Il·lustració 82. Gràfica dw_scale-moment-scale-accuracy. 
Les zones grogues equivalen al màxim de precisió de la xarxa. OpenCV recomana utilitzar tant per 
dw_scale com per moment_scale un valor de 0.1. Observem en el gràfic que si utilitzem aquests valors, el 
percentatge d’encert és molt alt i per tant, és adequat utilitzar-los per aquest problema. 
Com que aquests paràmetres només influencien durant l’aprenentatge, no ens interessa fer un anàlisi de 
la influència que tenen en el temps, perquè el temps de predir la xarxa serà el mateix en tots els casos. 
Finalment, també podem modelar el màxim d’iteracions que s’executaran durant l’aprenentatge i el valor 
d’epsilon. Realitzant una graella de valors d’aquests dos paràmetres s’ha obtingut la gràfica de la 
Il·lustració 83. 
 
Il·lustració 83. Gràfica max iteracions-epsilon-accuracy. 
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A l’hora l’escollir aquests dos paràmetres s’ha de tenir en compte el temps d’entrenament, ja que si no 
s’usen uns paràmetres adequats, pot tardar dies i fins i tot setmanes en crear el classificador i el benefici 
que s’obtindria no seria notable. En la següent il·lustració, es mostra el temps que s’ha tardat en entrenar 
la xarxa.  
 
Il·lustració 84. Gràfica max iteracions-epsilon-temps. 
Vist això, es considera que amb epsilon igual a 0.001 i el màxim d’iteracions a 100 ja s’obtenen uns 
resultats força bons, per tant s’estableixen aquests valors. 
En aquest punt, ja s’han establert tots aquells paràmetres lliures que s’havien de modelar. Així doncs, la 
xarxa neuronal corresponent als senyals vermells i triangulars ja està definida i finalitzada. El resultat final 
del cross-validation amb aquests valors és de: 
97.066% 
 
10.2. XARXA DE SENYALS VERMELLS I CIRCULARS 
Es realitzarà el mateix procés que en l’apartat anterior per realitzar el modelat de la xarxa neuronal que 
classifica aquest tipus de senyals. En aquest cas, no es serà tan explícit amb cadascun dels detalls i motius 
de les decisions preses perquè són les mateixes que s’acaben d’explicar, i així s’evita la repetició 
d’arguments. 
Primer de tot, s’ha de generar el conjunt de dades per tal de poder quantificar com de bo és el 
classificador.  
A la base de dades generada per entrenar les xarxes tenim un total de 740 imatges de senyals vermells i 
circulars, i 1380 més de regions que no són cap senyal, és a dir, un total de 2120 imatges. Per tal d’obtenir 
l’accuracy de la xarxa es realitzarà una cross-validation del 60-40.  
Amb això, ja es pot començar a experimentar amb els diferents paràmetres per tal de seleccionar aquells 
que obtinguin millor resultat. 
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NÚMERO DE CAPES OCULTES I NÚMERO DE NEURONES PER CAPA 
Per trobar els millors valors per aquests dos paràmetres es tornarà a realitzar una graella amb valors de 
neurones de 5 a 145, en intervals de 5 en 5, i valors de capes de 1 fins a 5. En la Il·lustració 85 (esquerre) 
es pot veure la representació en tres dimensions del percentatge d’encert de la xarxa segons el nombre 
de capes ocultes i de neurones per cada capa. Els millors resultats s’obtenen tots quan s’usa solament una 
capa. Per tant, s’estableix aquest paràmetre lliure a 1, i es fa una anàlisi més detallada per tal d’establir el 
nombre de neurones.  
La Il·lustració 85 (dreta) mostra la precisió de la xarxa depenent del nombre de neurones quan només té 
una sola capa oculta. En aquest cas, el valor més adequat seria 35 neurones perquè és el valor més petit 
a partir del qual l’accuracy no s’incrementa més.  
  
Il·lustració 85. Gràfica núm neurones- núm capes- accuracy (esquerra) i gràfica núm neurones-accuracy 
(dreta) 
FUNCIÓ D’ACTIVACIÓ 
Pel que fa a la funció d’activació, s’ha provat amb la funció d’identitat i la funció sigmoide, i aquesta segona 
ha donat millors resultats amb els paràmetres estàndards (β=1 i α=1). Així doncs, s’utilitzarà la sigmoide. 
En la Il·lustració 86 es pot veure una representació en tres dimensions de l’accuracy de la xarxa segons els 
paràmetres β i α. En aquesta podem veure una regió on els valors són força alts, per tant, definim que els 
valors de β i α seran el centre d’aquesta regió, és a dir, β=1.0 i α=0.9. 
 
Il·lustració 86. Gràfica alpha-betta-accuracy. 
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PARÀMETRES D’ENTRENAMENT 
La Il·lustració 87 mostra la precisió que s’obté amb diferents valors de dw_scale i moment_scale. Veiem 
com el valor recomanat per OpenCV està a la zona on hi ha bona taxa d’encert (zona groga), així doncs, 
s’ha optat per fixar aquests valors a: dw_scale = 0.1 i moment_scale = 0.1. 
 
Il·lustració 87. Gràfica momento_scale-dw_scale-accuracy. 
Finalment, pel que fa al màxim d’iteracions que s’executaran, i el valor de la epsilon durant l’entrenament, 
s’ha tornat a realitzar una graella amb valors d’iteracions de 1, 10,100 i 1000 i valors de epsilon de 
0.1,0.01,0.001,0.0001, 0.00001 i 0.00001. Els resultats es poden veure en la Il·lustració 88. Es considera 
que amb epsilon igual a 0.001 i el màxim d’iteracions a 100, ja s’obtenen uns resultats força bons, i 
s’utilitzaran aquests valors. 
 
 
Il·lustració 88. Gràfica max iteracions-epsilon-accuracy. 
Un cop trobats tots els paràmetres lliures referents a l’entrenament de la xarxa, ja es té la xarxa neuronal  
modelada. Així doncs, la xarxa corresponent als senyals vermells i circulars ja està definida i finalitzada. El 
resultat final del cross-validation amb aquests paràmetres és: 
96.57% 
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10.3. XARXA DE SENYALS BLAUS I CIRCULARS 
A la base de dades generada per entrenar les xarxes tenim un total de 331 imatges de senyals blaus i 
circulars, i 1380 més de regions que no són cap senyal, és a dir, un total de 1711 imatges.  
Per tal d’obtenir l’accuracy de la xarxa es realitzarà una cross-validation del 60-40, 60% per entrenar, i 
40% per testejar els resultats.  
 
NÚMERO DE CAPES OCULTES I NÚMERO DE NEURONES PER CAPA 
Per trobar els millors valors per aquests dos paràmetres es tornarà a realitzar la mateixa graella de valors 
que en els casos anteriors. En la Il·lustració 89 (esquerre) es pot veure la representació en tres dimensions 
del percentatge d’encert de la xarxa segons el nombre de capes ocultes i de neurones per cada capa.  
En aquest cas, tant amb una capa com amb dues, la xarxa obté una precisió semblant. Però sabem que 
com menys capes tingui la xarxa, menys temps tardarà en predir, per tant, es va optar perquè la xarxa 
només tingués una capa.  
La Il·lustració 89 (dreta) mostra la precisió de la xarxa depenent del nombre de neurones quan només es 
té una capa oculta. En aquesta gràfica a partir de 25 neurones el valor de la precisió s’estabilitza, i no 
s’incrementa més, per tant s’utilitzarà aquest valor. 
Els valors més adequats per la xarxa neuronal que s’encarrega de classificar senyals blaus i circulars són 
de només utilitzar una capa oculta, i que aquesta tingui 25 neurones. 
 
  
Il·lustració 89. Gràfica núm neurones- núm capes- accuracy (esquerra) i gràfica núm neurones-accuracy 
(dreta) 
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FUNCIÓ D’ACTIVACIÓ 
Pel que fa a la funció d’activació, s’ha provat amb la funció d’identitat i la funció sigmoide, i aquesta segona 
ha donat millors resultats amb els paràmetres estàndards (β=1 i α=1). Així doncs, s’utilitzarà la sigmoide. 
En la Il·lustració 90 es pot veure una representació en tres dimensions de l’accuracy de la xarxa segons els 
paràmetres β i α. En aquesta podem veure una regió on els valors són força alts, per tant, definim que els 
valors de β i α estiguin pel centre d’aquesta regió. Els valors escollits són β=1.2 i α=0.6. 
 
Il·lustració 90. Gràfica alpha-betta-accuracy. 
PARÀMETRES D’ENTRENAMENT 
La Il·lustració 91 (esquerre) mostra la precisió que s’obté amb diferents valors de dw_scale i 
moment_scale. Veiem com el valor recomanat per OpenCV està a la zona on hi ha bona taxa d’encert 
(zona groga), així doncs, s’ha optat per fixar aquests valors a: dw_scale = 0.1 i moment_scale = 0.1. 
Finalment, pel que fa al màxim d’iteracions que s’executaran i el valor de l’epsilon durant l’entrenament, 
s’ha tornat a realitzar la mateixa graella que en els apartats anteriors. Vista la Il·lustració 91 (dreta) es 
considera que amb epsilon igual a 0.001 i el màxim d’iteracions a 100, ja s’obtenen uns resultats força 
bons i s’utilitzaran aquests per la xarxa. 
 
Il·lustració 91 Gràfica momento_scale-dw_scale-accuracy (esquerre) i gràfica max iteracions-epsilon-
accuracy (dreta). 
Un cop trobats tots els paràmetres lliures referents a l’entrenament de la xarxa, ja es té la xarxa neuronal  
modelada. Així doncs, la xarxa corresponent als senyals blaus i circulars ja està definida i finalitzada. El 
resultat final del cross-validation amb aquests paràmetres és: 
99.07% 
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10.4. XARXA DE SENYALS BLAUS I QUADRATS 
 
A la base de dades generada per entrenar les xarxes tenim un total de 144 imatges de senyals blaus i 
quadrats, i 1380 més de regions que no són cap senyal, és a dir, un total de 1524 imatges.  
Per tal d’obtenir l’accuracy de la xarxa es realitzarà una cross-validation del 60-40, 60% per entrenar i 40% 
per testejar els resultats. Amb això ja es pot començar a experimentar amb els diferents paràmetres per 
tal de seleccionar aquells que obtinguin millor resultat.  
 
NÚMERO DE CAPES OCULTES I NÚMERO DE NEURONES PER CAPA 
Per trobar els millors valors per aquests dos paràmetres es tornarà a realitzar la mateixa graella de valors 
que en els casos anteriors. En la Il·lustració 92 (esquerre) es pot veure la representació en tres dimensions 
del percentatge d’encert de la xarxa segons el nombre de capes ocultes i de neurones per cada capa. Els 
millors resultats s’obtenen tots quan s’usa solament una capa.  
La Il·lustració 92 (dreta) mostra la precisió de la xarxa depenent del nombre de neurones quan només es 
té una capa oculta. A partir de 35 neurones el valor de la precisió s’estabilitza i no s’incrementa més. 
Així doncs, vistos els gràfics, els valors més adequats per la xarxa neuronal que s’encarrega de classificar 
senyals blaus i quadrats, són de només utilitzar una capa oculta i que aquesta tingui 35 neurones. 
 
  
Il·lustració 92. Gràfica núm neurones- núm capes- accuracy (esquerra) i gràfica núm neurones-accuracy 
(dreta). 
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FUNCIÓ D’ACTIVACIÓ 
Pel que fa a la funció d’activació, s’ha provat amb la funció d’identitat i la funció sigmoide, i aquesta segona 
ha donat millors resultats amb els paràmetres estàndards (β=1 i α=1). Així doncs, s’utilitzarà la sigmoide. 
En la Il·lustració 93 es pot veure una representació en tres dimensions de l’accuracy de la xarxa segons els 
paràmetres β i α. En aquesta podem veure una regió on els valors són força alts, per tant, definim que els 
valors de β i α estiguin pel centre d’aquesta regió. Els valors escollits són β=1.0 i α=0.6. 
 
Il·lustració 93. Gràfica alpha-betta-accuracy. 
PARÀMETRES D’ENTRENAMENT 
La Il·lustració 94 (esquerre) mostra la precisió que s’obté amb diferents valors de dw_scale i 
moment_scale. Veiem com el valor recomanat per OpenCV està a la zona on hi ha bona taxa d’encert 
(zona groga), així doncs, s’ha optat per fixar aquests valors a: dw_scale = 0.1 i moment_scale = 0.1. 
Finalment, pel que fa al màxim d’iteracions que s’executaran, i el valor de l’epsilon durant l’entrenament, 
s’ha tornat a realitzar la mateixa graella que en els apartats anteriors. Vista la Il·lustració 94 (dreta), es 
considera que amb epsilon igual a 0.001 i el màxim d’iteracions a 100, ja s’obtenen uns resultats força 
bons i s’utilitzaran aquests per la xarxa. 
 
Il·lustració 94. Gràfica momento_scale-dw_scale-accuracy (esquerra) i gràfica max iteracions-epsilon-
accuracy (dreta). 
Un cop trobats tots els paràmetres lliures referents a l’entrenament de la xarxa, ja es té la xarxa neuronal  
modelada. Així doncs, la xarxa corresponent als senyals blaus i quadrats ja està definida i finalitzada. El 
resultat final del cross-validation amb aquests paràmetres és: 
98.57%  
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11. RESULTATS  
Aquest apartat té la finalitat de mostrar els resultats i validar el sistema. Es realitzarà per cadascun dels 
diferents mòduls del projecte: pel mòdul de selecció de la ROI, pel mòdul de detecció, pel mòdul de 
classificació, i finalment es farà una anàlisi global de tots els mòduls junts.  
Per tal de realitzar una bona validació s’ha d’utilitzar un vídeo o unes imatges que no s’hagin tingut en 
compte durant la implementació. Per tant, es va guardar un vídeo anomenat vídeo de proves, el qual 
servirà per comprovar com de bé funciona el sistema si li entren unes dades que no s’havien tractat. 
11.1. SELECCIÓ DE LA REGIÓ D’INTERÈS 
En aquest capítol, es mostraran els resultats obtinguts del mòdul de selecció de la regió d’interès. Primer, 
s’ensenyaran els resultats d’un conjunt d’imatges de proves, i després, es realitzarà una validació d’aquest 
mètode mostrant diferents indicadors. 
11.1.1. RESULTATS 
A continuació, es mostren els resultats dels diferents mètodes de selecció de la regió d’interès de tres 
imatges diferents. En vermell, es pot veure la regió seleccionada com a ROI. Aquest apartat té la finalitat 
d’ensenyar visualment els resultats obtinguts en cada mètode, i en cap cas, es tracta d’una validació 
d’aquests.  
MÈTODE: TOTA LA IMATGE 
   
   
Il·lustració 95. Tres exemples d’utilitzar el mètode de ROI: tota la imatge.  
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MÈTODE: REGIÓ CENTRAL DRETA DE LA IMATGE 
 
 
 
 
Il·lustració 96. Tres exemples d’utilitzar el mètode de ROI: regió central dreta. 
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MÈTODE: LOCALITZACIÓ 1 DE LA LÍNIA DRETA DE LA CARRETERA  
 
 
 
 
Il·lustració 97. Tres exemples d’utilitzar el mètode de ROI: Localització 1 de la línia. 
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MÈTODE: LOCALITZACIÓ 2 DE LA LÍNIA DRETA DE LA CARRETERA (HOUGH) 
 
 
 
 
Il·lustració 98. Tres exemples d’utilitzar el mètode de ROI: Localització 2 de la línia (Hough). 
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11.1.2. VALIDACIÓ 
A continuació, es mostraran un seguit d’indicadors que serviran per validar el mètode de selecció del ROI. 
PERCENTATGE DE SENYALS DINS LA ROI 
La primera manera de validar el procés de selecció de la regió d’interès, consisteix a calcular el percentatge 
de senyals de trànsit que queden dins de la regió seleccionada. Si aquest valor és alt, significa que la 
selecció de la regió obté una precisió molt bona, ja que si hi ha un senyal a la imatge, aquest té una gran 
probabilitat que estigui dins de la ROI. En canvi, si el percentatge és baix, significa que hi ha força senyals 
que cauen fora de la ROI, i que per tant, no es podran arribar a detectar.  
Per tal d’obtenir aquesta precisió, es va utilitzar un vídeo que no s’ha fet servir durant la implementació. 
En aquest vídeo poden aparèixer senyals de tot tipus: triangulars, circulars, quadrats, blancs, vermells, 
etc.  
Tot i que el sistema d’aquest projecte no permet detectar alguns senyals (per exemple els blancs), en 
aquest mòdul, sí que es tindran en compte per tal de computar la precisió. És a dir, es considera que la 
limitació sobre els tipus de senyals a detectar, es realitza en un procés posterior a la detecció de la ROI, i 
que per tant, s’han de comptabilitzar tots els tipus de senyals en aquesta fase.  
Així doncs, per cadascun dels mètodes es calcularà el percentatge de senyals que cauen dins del ROI. Un 
senyal es considerarà que està dins de la ROI, si ho està completament a la majoria dels frames, per 
exemple, si un senyal està dins de la ROI però està molt llunyà i quan s’apropa surt d’aquesta regió, llavors 
no es comptarà. 
Un altre indicador interessant, seria el percentatge de senyals no repetits que estan dins de la ROI, 
referint-nos a senyals repetits quan hi ha el mateix senyal al costat dret i esquerra de la carretera. En 
multitud d’ocasions quan un senyal està col·locat a la part esquerra de la carretera, llavors també n’hi ha 
un altre igual a la part dreta. Es considera que només detectant-ne un dels dos ja seria suficient, perquè 
el missatge que vol transmetre el senyal s’hauria pogut llegir. Així doncs, aquest indicador ens diu el 
percentatge de senyals sense repetir que detecta cada mètode. 
A més, sabem que tres dels mètodes utilitzats, parteixen de la idea que els senyals estan situats a la part 
dreta de la imatge, així doncs, es calcularà un altre percentatge que indiqui el nombre de senyals situats 
a la part dreta de la carretera que cauen dins de la ROI. 
  Els resultats de cada mètode es poden observar en la següent taula: 
Mètode Percentatge de 
senyals dins el ROI 
Percentatge de 
senyals no repetits 
dins el ROI. 
Percentatge de 
senyals situats a la 
part dreta de la 
carretera dins el ROI. 
Tota la imatge 100% 100% 100% 
Part central dreta de la imatge 76.7% 88.5% 95.8% 
Mitjançant la localització de la 
línia amb el mètode 1 
79.7% 92.1% 100% 
Mitjançant la localització de la 
línia amb el mètode 2 (Hough) 
79.7% 92.1% 100% 
Taula 16. Percentatges de senyals dins la ROI. 
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El mètode de tota la imatge, com és d’esperar, obtindrà el 100% de precisió, perquè no descarta cap regió 
de la imatge, i per tant, és impossible que un senyal no estigui dins de la ROI seleccionada. 
El mètode que només utilitza la part central dreta és el que obté pitjors resultats. Del total de senyals, el 
76.7% cauran dins d’aquesta regió i la resta fora. La majoria dels que apareixen fora són dels que estan 
situats a la part esquerra de la carretera. Tot i això, veiem com el percentatge de senyals de la part dreta 
no és del 100%, això és degut al fet que un parell de senyals han superat el límit superior de la regió 
(perquè el senyal estava col·locat a molta altura) i un altre senyal estava col·locat a terra (senyal d’obres).  
Finalment, els dos mètodes que utilitzen la localització de la línia dreta obtenen els mateixos resultats. 
Quasi el 80% dels senyals que s’han vist en el vídeo cauen dins la regió seleccionada, dels quals si 
s’eliminen els que estan repetits, fa una localització de més del 90%, i si ens centrem només en els que 
apareixen al costat dret, llavors la precisió és del 100%. 
Amb aquesta taula, veiem com els tres mètodes que parteixen de la condició de detectar els senyals de la 
part dreta de la carretera, compleixen els seus objectius, ja que si hi ha un senyal en aquesta ubicació, 
amb gran probabilitat aquest estarà dins de la regió seleccionada. Sí que és cert que el segon mètode no 
és perfecte, però només falla en un parell de casos ocasionals. 
 
ACOTACIÓ DE LA LÍNIA DE LA CARRETERA 
Els mètodes que tracten de localitzar la línia dreta, tenen l’inconvenient que potser no poden detectar-la 
en algun frame. Com s’ha explicat amb anterioritat, quan això passa s’utilitzarà una línia per defecte (cota 
inferior) que té la finalitat d’estimar la posició de la línia en aquells casos on no la pugui trobar.  
Per aquests dos casos, és interessant computar el nombre de vegades que l’algorisme no és capaç de 
detectar cap línia, i es veu obligat a utilitzar la predefinida. S’ha calculat aquest valor a partir de l’execució 
de 2000 frames consecutius del vídeo de prova. 
Mètode Percentatge de línies trobades correctament 
Mitjançant la localització de la 
línia amb el mètode 1 
77.8% 
Mitjançant la localització de la 
línia amb el mètode 2 (Hough) 
96.15% 
Taula 17. Percentatge de línies de la carretera trobades correctament. 
Amb el primer mètode, s’ha deixat de detectar la línia de la carretera en un total de 444 imatges, i en 
canvi, el mètode 2 només ha fallat en 77 frames. Veiem una clara diferència entre els dos mètodes, ja que 
el primer no permet línies amb certa inclinació, i només detecta les que són completament verticals.  
Tot i aquest fet, els resultats de ROI que s’obtenen són força acceptables, i l’única diferència és que el 
mètode 2 acota, i estima millor la línia de la carretera.  
A més, quan no detecta cap línia, la predefinida compleix amb la seva tasca, i dóna una estimació força 
bona, ja que com hem vist en la Taula 16, el percentatge de senyals dins la ROI dels dos mètodes és el 
mateix.  
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TEMPS DE CÒMPUT DE LA ROI 
Com que el nostre sistema ha de funcionar a temps real, és interessant observar el temps de còmput que 
requereix cada mètode. Per cadascun d’aquests s’han executat 2000 frames consecutius i el temps mitjà 
de calcular la regió d’interès es pot veure en la següent taula: 
Mètode Temps per frame (ms) 
Tota la imatge 0.72 
Part central dreta de la imatge 0.91 
Mitjançant la localització de la 
línia amb el mètode 1 
8.36 
Mitjançant la localització de la 
línia amb el mètode 2 (Hough) 
12.24 
Taula 18. Temps de còmput de cadascun dels mètodes de ROI. 
Els dos primers mètodes tenen un temps de còmput molt baix, no arriben ni a un mil·lisegon. Això és a 
causa de la simplicitat dels mètodes: el primer retorna la mateixa imatge d’entrada com a regió d’interès 
i el segon utilitza una regió de la imatge prefixada.  
En canvi, els mètodes que es basen en la localització de la línia, tenen un cost força major (uns 8-12 ms) a 
causa de la complexitat del problema: s’ha de calcular la transformació IPM, binaritzar, etc. La diferència 
que hi ha entre aquests dos mètodes, és a causa del fet que el segon ha de calcular la transformada de 
Hough i detectar les línies, procediment força més costós, que simplement buscar la columna més a la 
dreta que tingui almenys un número determinat d’uns.  
 
TEMPS DE TOT EL SISTEMA 
En la següent taula es mostra el nombre de frames per segon que tracta el sistema complet (amb el 
detector i l’identificador), depenent del mètode utilitzat.  
Mètode Frames per segon (fps) 
Tota la imatge 20.46 
Part central dreta de la imatge 27.39 
Mitjançant la localització de la 
línia amb el mètode 1 
21.80 
Mitjançant la localització de la 
línia amb el mètode 2 (Hough) 
20.19 
Taula 19. Frames per segon segons el mètode de ROI. 
Quan s’utilitza el segon mètode, el nombre de frames per segon augmenta considerablement en 
comparació a si s’agafés tota la imatge. Tardarà menys temps en tractar cada frame perquè l’espai de 
cerca on ha de buscar senyals serà menor. 
En canvi, en els casos de localització a partir de la línia, s’executen a una velocitat semblant al primer 
mètode. Això és a causa del fet que el temps que es guanya al reduir l’espai de cerca es perd en calcular 
aquesta ROI. 
  
111 
 
11.1.3. CONCLUSIONS 
Cadascuna de les tècniques per detecció de regió d’interès té els seus pros i els seus contres.  
En el cas d’utilitzar tota la imatge, té l’avantatge que si hi ha un senyal, tant si està a la part dreta com a 
l’esquerra de la carretera, aquest caurà dins de la regió d’interès. Si es vol arribar a detectar absolutament 
tots els senyals, la millor opció seria aquesta, perquè així t’ho assegures. Però, té l’inconvenient que l’espai 
de cerca és tota la imatge i, per tant, tens més possibilitats que t’arribin falsos positius. Com més gran 
sigui la regió d’interès, i com més regions t’agafi que sigui impossible que hi hagi senyals (com per exemple 
la carretera), més probabilitat hi ha que es detecti una regió que s’assembli a un senyal, però que realment 
no ho és. El fet de tenir una regió d’interès tan gran, també provoca que en cada frame es necessiti més 
temps per buscar els senyals, que si s’utilitzés una regió més petita. 
El mètode que utilitza la regió central dreta de la imatge, és el que genera més rapidesa al sistema, és a 
dir, s’executa a més frames per segon. Això és degut al fet que el temps per calcular la regió, és molt baix, 
i la reducció de l’espai de cerca és considerable. Tot i això, és el mètode que descarta més regions on hi 
ha senyals: a la ROI seleccionada mai hi haurà cap senyal situat a la part esquerra de la carretera, ni tampoc 
cap que estigui en posicions molt altes o molt baixes de la imatge.  
Els mètodes de detecció de la línia, computen una regió d’interès on apareixen només els senyals situats 
a la part dreta de la carretera. Si ens interessés detectar només els del costat dret, aquests dos mètodes 
són els que realitzen una estimació més acotada sobre la regió, on poden haver-hi senyals, és a dir, sense 
perdre cap senyal, és el que selecciona un espai de cerca menor (és cert que el segon mètode realitza una 
reducció major, però a costa de perdre precisió). Aquesta acotació té un cost que es paga en temps: el 
càlcul de la regió d’interès mitjançant aquestes tècniques, tenen un cost de temps 10 vegades major al 
cost dels dos primers mètodes. 
La diferència entre els dos mètodes de detecció de la línia, és que el segon (Hough) estima molt millor la 
línia de la carretera que el primer, ja que permet cercar línies amb pendent en l’espai IPM. Això provoca 
que en més ocasions, el primer mètode no detecti cap línia de la carretera, i en canvi Hough, sí que la 
detecti. Pel que fa al temps, Hough consumeix més recursos, i per tant, tarda més a calcular la ROI. 
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11.2. DETECCIÓ DELS SENYALS 
En aquest capítol, es mostraran els resultats obtinguts del mòdul de detecció de senyals. Primer 
s’ensenyaran els resultats d’un conjunt d’imatges de proves, i després es realitzarà una validació d’aquest 
mètode, mostrant diferents indicadors. 
11.2.1. RESULTATS 
A continuació, es mostren els resultats de la detecció dels senyals en quatre imatges diferents. En vermell 
es pot veure la regió seleccionada com a possible senyal. Aquest apartat té la finalitat d’ensenyar 
visualment els resultats de la detecció, i en cap cas, es tracta d’una validació.  
EXEMPLE 1 
 
 
 
Il·lustració 99. De dalt cap a baix: imatge original amb els senyals 
detectats en vermell, segmentació vermella i segmentació blava.  
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EXEMPLE 2 
 
 
 
 
Il·lustració 100. De dalt cap a baix: imatge original amb els senyals 
detectats en vermell, segmentació vermella i segmentació blava. 
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EXEMPLE 3 
 
 
 
 
Il·lustració 101. De dalt cap a baix: imatge original amb els senyals 
detectats en vermell, segmentació vermella i segmentació blava. 
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EXEMPLE 4 
 
 
 
 
Il·lustració 102 De dalt cap a baix: imatge original amb els senyals 
detectats en vermell, segmentació vermella i segmentació blava. 
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11.2.2. VALIDACIÓ 
La validació del mòdul encarregat de detectar les regions on pot haver-hi un senyal, es pot realitzar de 
dues maneres diferents: 
- Validació encarada a imatges. Consisteix a realitzar una validació d’un conjunt d’imatges on 
apareguin senyals de trànsit. 
- Validació encarada a un vídeo. També es pot validar mitjançant el comportament que té 
l’algorisme en l’execució d’un vídeo. 
VALIDACIÓ ENCARADA A IMATGES 
La forma més simple de validar aquest sistema, consisteix a utilitzar un conjunt d’imatges, i obtenir el 
rendiment del sistema amb aquestes imatges. 
Per tal de fer una bona validació, aquestes imatges han d’haver estat extretes d’un conjunt que no s’hagi 
utilitzat per implementar i modelar el sistema. Així doncs, s’extrauran manualment 100 frames del vídeo 
de test on apareguin diferents senyals de trànsit. S’han escollit les imatges, amb la intenció que aquestes 
continguin algun senyal amb una mida suficientment gran per poder-los detectar. També s’ha intentat 
que cada imatge sigui d’un moment diferent del vídeo, és a dir, no utilitzar frames consecutius, perquè 
tindrien dependència. I finalment, s’ha buscat que hi hagi com més diversitat de senyals millor, per 
exemple, no només limitar-se en els vermells de velocitat.  L’elecció de les imatges a utilitzar, ha estat feta 
pel desenvolupador del sistema, i en cap cas, aquest ha fet ús del seu coneixement sobre el sistema per 
tal de seleccionar les imatges. Tot i això, només se seleccionaran imatges on els senyals que hi ha es puguin 
detectar, és a dir, no s’agafaran imatges amb senyals blancs. 
En la Taula 20 es poden veure el nombre de senyals que apareixen en les imatges seleccionades. 
Forma Aparicions 
Quadrat blau 10 
Cercle blau 21 
Cercle vermell 45 
Octàgon vermell (stop) 8 
Triangle vermell  25 
Taula 20. Aparicions de senyals en les 100 imatges. 
Per cada imatge seleccionada, es computaran els següents tres indicadors: 
- Nombre de senyals que ha detectat correctament. 
- Nombre de senyals que no ha detectat. 
- Nombre de regions detectades que no són senyals.  
Amb aquests tres indicadors podem calcular la precisió i el recall del mòdul de detecció. La precisió ens 
indicarà el percentatge de regions seleccionades que realment són senyals, i el recall, el percentatge de 
senyals que s’han detectat.  
S’utilitzarà tota la imatge com a regió d’interès, perquè no es vol que el resultat de si s’ha detectat un 
senyal o no, depengui també de la selecció del ROI. Així doncs, utilitzant tota la imatge ens evitem aquest 
problema. 
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Els resultats de les 100 imatges es poden observar en les següents taules: 
Nombre de senyals que ha detectat 104 
Nombre de senyals que no ha 
detectat 
11 
Nombre de regions detectades que 
no són senyals  
16 
 
Precisió 86.7% 
Recall 90.43% 
Taula 21. Resultats de la validació. 
En la següent taula es poden veure els percentatges de deteccions segons el tipus de senyal. 
Forma Percentatge de deteccions 
Quadrat blau 60% 
Cercle blau 95.2% 
Cercle vermell 93.3% 
Octàgon vermell (stop) 100% 
Triangle vermell  88% 
Taula 22. Percentatge d’encert segons la forma. 
S’han obtingut uns resultats bons. El que realment ens interessava era que el nombre de senyals que no 
es detectés fos molt baix. Pel que fa a aquestes errades, majoritàriament són per culpa del senyal quadrat 
de pas de vianants. 
 
Il·lustració 103. Senyal quadrat de pas de zebra. 
Com podem veure, el contorn blau és molt fi en els extrems del triangle, i és molt fàcil que aquest contorn 
es divideixi en 3 parts. Si això passa, el nostre sistema ja no està capacitat per trobar el senyal. Aquest és 
l’únic senyal amb característiques com aquestes. 
Un altre problema, que ha provocat que no es detecti algun senyal, ha estat quan hi ha hagut un senyal 
vermell sobre un fons del mateix color. Quan passa això, la segmentació ajunta el fons vermell amb el 
senyal, i fa impossible que es detecti correctament.  
El nombre de regions detectades que no són senyals, no es considera un valor molt important, perquè en 
la fase de classificació si una regió no correspon a cap senyal de la base de dades, l’acabarà descartant. 
Tot i això, com més baix sigui aquest valor millor. 
En conclusió, amb aquestes 100 imatges de proves s’ha obtingut un recall del 90.4%, és a dir, de cada 100 
senyals que es vegin en la imatge, el detector en trobarà 90. No és un número molt alt però tampoc és 
baix.  
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VALIDACIÓ ENCARADA A VÍDEOS 
Un cop realitzada la validació encarada a imatges és interessant realitzar-la també en l’entorn del vídeo. 
La idea d’aquesta validació, és que un senyal estarà present en les imatges del vídeo durant un interval 
de temps, és a dir, anirà apareixent pel fons, s’anirà apropant i desapareixerà pel costat de la imatge. Per 
tant, cada senyal que un cotxe percebi, l’hauria de detectar nombroses vegades. 
Partint d’aquest idea, es va establir, que perquè es consideri que hi ha hagut una detecció al sistema, la 
regió en qüestió ha d’aparèixer almenys en 4 frames. És a dir, un senyal s’ha d’haver detectat com a mínim 
quatre vegades per tal de considerar que la regió pot ser un senyal.  
Fent això, s’intenta no comptar aquelles deteccions que només es veuen en un frame ocasional. També 
intenta comptar com a encerts, aquells casos que per exemple, un senyal no es detecta en un frame, però 
en canvi, en els 4 frames següents sí que ho fa. Si s’utilitzés la validació anterior, aquest cas es comptaria 
com una errada, en canvi, ara es considera encert del detector. 
S’executarà el vídeo de prova (no utilitzat en el desenvolupament) i es computaran els següents tres 
indicadors: 
- Nombre de senyals que ha detectat correctament. 
- Nombre de senyals que no ha detectat. 
- Nombre de regions detectades que no són senyals.  
Si un senyal es detecta en més de 4 frames, es comptarà com una detecció correcta, altrament, com una 
mala detecció. Si hi ha regions de la imatge que es detecten en 4 frames i no són senyals, es sumaran al 
conjunt de deteccions que no són senyals. 
En la taula següent es poden veure les aparicions de cadascun dels tipus de senyal en el vídeo del joc de 
proves. 
Forma Aparicions 
Quadrat blau 14 
Cercle blau 27 
Cercle i octàgon vermell 56 
Triangle vermell  40 
Taula 23. Aparicions dels diferents tipus de senyal en el vídeo. 
Els resultats de l’execució d’aquest vídeo es poden observar en les següents taules: 
Nombre de senyals que ha detectat 122 
Nombre de senyals que no ha 
detectat 
15 
Nombre de regions detectades que 
no són senyals  
47 
  
Precisió 72.19% 
Recall 89.05% 
Taula 24. Resultats de la validació del vídeo. 
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En aquest cas, s’obtenen uns percentatges de precisió i recall pitjors que anteriorment. La precisió és força 
baixa però no li donarem gaire importància, perquè el classificador ja s’encarregarà de descartar aquests 
falsos positius.  
El recall té un valor proper al 90%, és a dir, es detecten més o menys el 90% dels senyals que es veuen en 
el vídeo.  
A continuació es mostren els percentatges de detecció segons el tipus de senyal: 
Forma Percentatge de deteccions 
Quadrat blau 71.4% 
Cercle blau 92.6% 
Cercle i octàgon vermell 92.8% 
Triangle vermell  85.4% 
Taula 25. Percentatge de deteccions segons la forma. 
Es veu clarament, com el tipus de senyal que pitjor es comporta són els quadrats i blaus, a causa del motiu 
explicat amb anterioritat del pas de zebra.  
Pel que fa a les errades que s’han comès pels senyals blaus i circulars, les atribuïm al fet que s’han trobat 
un parell de senyals descolorits, que han provocat que aquest percentatge disminuís.  
Finalment, les no deteccions dels senyals vermells, són a causa que s’ha passat per una zona on hi havia 
façanes de color vermell clar, cosa que ha fet que fos impossible detectar aquests senyals (el detector 
uneix el senyal i la façana en un mateix objecte). També ha fallat en un parell de senyals que es percebien 
molt fosques perquè estaven a contra llum. 
 
En conclusió, tot i que el percentatge d’encerts no ha estat del 100%, ens donem per satisfets amb el 90% 
de deteccions de senyals, i fem la hipòtesi que si no ens trobéssim senyals en mal estat, ni façanes 
vermelles, els resultats serien molt millors.  
11.2.3. CONCLUSIONS 
Al realitzar tant la validació en imatges, com en vídeos, s’han obtingut uns resultats molt semblants. Les 
dues validacions obtenen un recall proper al 90%, per tant, el detector localitza correctament 9 de cada 
10 senyals.  
La validació del vídeo obté uns valors de precisió més baixos. Atribuïm aquest fet a què en la primera 
validació només hi ha 100 imatges on hi ha senyals en totes elles, i en canvi, en la del vídeo hi ha molts 
més frames i zones on no hi ha senyals, cosa que pot provocar que detecti més regions que no són senyals 
realment. 
Els senyals quadrats i blaus són els que obtenen un percentatge de detecció menor, perquè conté el senyal 
de pas de zebra, que fàcilment no serà detectat. Els altres tres tipus ronden el 90% i les diferències entre 
ells, les atribuïm al joc de proves utilitzat, és a dir, si s’utilitzés un altre vídeo, potser els percentatges 
s’intercanviarien.  
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11.3. CLASSIFICACIÓ 
Aquesta fase, consisteix en una primera classificació de la forma del possible senyal, i una posterior, on es 
determinarà el senyal concret que correspon. Es realitzarà una validació per separat de cadascuna d’elles.  
11.3.1. FASE DE CLASSIFICACIÓ DE LA FORMA 
Per tal de validar aquesta fase, s’utilitzarà el vídeo de prova que no s’havia utilitzat fins ara.  
Mitjançant aquest vídeo, es computarà el percentatge de regions detectades de cada tipus de senyal, que 
realment estan classificades com el tipus que són. No es tindran en compte les regions que no tenen cap 
senyal, perquè no es consideren rellevants en aquesta classificació, poden ser classificades a qualsevol de 
les formes.  
Per tal d’obtenir aquest percentatge, s’executarà el programa amb el vídeo de proves. Un cop executat, 
es calcularà el nombre de regions detectades que són d’un tipus de senyal i el nombre de regions d’aquest 
tipus que s’han classificat correctament. Amb aquestes dades ja podem calcular el percentatge d’encert.  
Els resultats es poden veure en la següent taula. 
Forma Percentatge d’encert 
Vermella i circular 98.2% 
Vermella i triangular 93.35% 
Blava i circular 97.7% 
Blava i quadrada 97.4% 
Taula 26. Percentatge d’encert en la classificació de la forma. 
A simple vista, es veu com totes les formes obtenen uns resultats bons, excepte la forma vermella i 
triangular que obté uns resultats per sota de la resta.  
Analitzant els errors que ha realitzat aquesta classificació, ens adonem que les errades són per alguna de 
les següents causes: 
- La segmentació no és prou bona, i això fa que el contorn, per exemple d’un triangle, no sigui 
molt precís i costi diferenciar entre les formes. 
 
- La regió seleccionada és força petita, cosa que fa que sigui més difícil diferenciar entre formes. 
Com més petita és la regió més sensible a possible soroll serà, i això pot distorsionar els 
resultats. 
Normalment, aquests errors es produeixen en els primers frames, on el senyal s’observa força petit i en 
algun altre frame ocasional, on el contorn seleccionat no és molt semblant amb la forma del senyal.  
Com que el sistema intenta funcionar a temps real, cada senyal es detectarà força vegades, per tant, que 
falli en un o dos frames, no seria un problema si classifica bé tota la resta de frames on apareix. 
Així doncs, amb els resultats propers al 98% d’encert en la majoria de les formes, ens donem per satisfets. 
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11.3.2. FASE DE CLASSIFICACIÓ (ANN) 
Un cop ja es tenen les regions classificades segons la forma, aquestes es passen a la xarxa neuronal 
corresponent a cadascuna d’elles. 
Per validar una xarxa neuronal i comprovar quin percentatge d’encert té, primer s’ha d’entrenar aquesta 
xarxa amb un conjunt de dades, i posteriorment validar-la amb un altre. Aquests dos conjunts han de ser 
independents, i els anomenarem conjunt d’entrenament i conjunt de proves.  
Pel cas del conjunt d’entrenament, s’usaran les mateixes dades utilitzades durant l’optimització dels 
paràmetres, és a dir, totes les dades que ja tenim etiquetades a la classe a la qual corresponen. A la base 
de dades generada per entrenar les xarxes, es té 1620 imatges de senyals i 1380 de regions que no són 
cap senyal, és a dir, un total de 3000 imatges. Dels 1620  senyals, 740 són senyals circulars i vermells, 307 
triangulars i vermells, 331 circulars i blaus, i 144 quadrats i blaus. 
Pel cas del conjunt de proves no es pot fer servir cap dada que ja s’hagi utilitzat en processos anteriors, 
és a dir, que el conjunt no s’hagi fet servir en les tasques d’optimització dels paràmetres de la xarxa. Si 
s’utilitzés un conjunt ja utilitzat, la xarxa vindria condicionada per les dades de proves, i els resultats no 
serien els correctes.  
Les dades de proves seran aquelles extretes del vídeo de proves (no utilitzat fins ara), referint-nos a dades, 
a les regions seleccionades pel detector de senyals. Per tant, s’executarà el programa amb el vídeo de 
proves, i es guardarà cadascuna de les regions detectades. Posteriorment, s’etiquetaran totes aquestes 
regions per tal de saber quin senyal és o per saber que la regió no és un senyal. 
Cadascuna de les xarxes neuronals s’entrenarà mitjançant el seu conjunt d’entrenament, i un cop 
entrenada es realitzarà la predicció/classificació que fa del conjunt de proves. Com que tenim el resultat 
de la classificació que hauria de donar (etiquetes) i la classificació que ha donat la xarxa, podem definir 
diferents indicadors per tal de mostrar com es comporta la xarxa. 
Per cadascuna de les xarxes es mostraran els resultats de la predicció mitjançant la matriu de confusió, 
on cada columna d’aquesta matriu representa el nombre de prediccions d’una classe, i cada fila el nombre 
d’instàncies reals d’aquesta classe. Si aquesta matriu presenta números elevats en la diagonal i valors 
baixos en la resta significa que el classificador haurà predit correctament les instàncies. 
Per tal de diferenciar cadascuna de les classes en la matriu, si una classe és un senyal, aquesta es 
representarà amb l’avatar al qual correspon, i si és la classe de no senyal, es representarà mitjançant la 
Il·lustració 104, és a dir, la fila i la columna que tinguin aquesta imatge, correspondran a la classe de no 
senyal. La matriu de confusió hauria de tenir tantes files i columnes com classes diferents, però es va 
decidir afegir una nova columna (columna de color groc), corresponent a aquells casos on la xarxa 
neuronal no dóna una resposta amb alta probabilitat. Sabem que la xarxa ens dóna un valor de 0 a 1 per 
cadascuna de les classes, si per una entrada cap sortida supera el 0.5 l’atribuirem a l’última columna, 
corresponent a les entrades que no han obtingut resposta. 
 
Il·lustració 104. Avatar de la classe no senyal. 
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SENYALS VERMELLS I TRIANGULARS 
El joc de proves conté un total de 262 senyals d’aquest tipus, i 1616 regions que realment no corresponen 
a cap senyal. Hi ha senyals que no apareixen en el joc de proves, en aquests casos es va decidir incorporar 
l’avatar d’aquests, al joc de proves, per tal de tenir almenys una instància de cada senyal, i comprovar si 
la figura perfecta del senyal es classifica correctament o no. 
La matriu de confusió resultant d’aquest joc de proves és la següent:  
                            
 
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 67 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
 
0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 
 
0 0 0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 4 0 6 
 3 0 0 0 0 0 0 0 2 0 0 0 1 0 0 0 0 0 0 4 0 1 0 0 0 1538 67 
Taula 27. Matriu de confusió dels senyals vermells i triangulars. 
Primer de tot, fixar-se que el nombre d’instàncies de cada classe no és el mateix: hi ha senyals que tenen 
més de 50 aparicions, i altres que no apareixen (només tenen l’avatar). Aquest fet té influència a l’hora 
de calcular la precisió del classificador, i si es vol donar igual importància a cada classe, una solució és 
normalitzar els valors per files. Però es va decidir no fer-ho, amb la finalitat de donar més importància als 
senyals que apareixien més a la via. Per exemple, si un cedeix el pas es detecta correctament 99 de 99 
vegades, i un senyal poc freqüent, només apareix una vegada i el sistema no el detecta, llavors 
normalitzant per files el sistema obtindria una precisió del 50% (un senyal el detecta sempre i l’altre mai), 
en canvi, sense normalitzar un 99% (99/(99+1)). Es va pensar que el millor indicador era el segon, perquè 
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la xarxa detecta el 99% dels senyals que s’han vist, i ens interessa més detectar els que s’observen en les 
carreteres que no pas alguns que només apareixen ocasionalment. 
També ens vam fixar, que el conjunt d’entrada presenta moltes més instàncies de no senyals que de 
senyals. Hi ha un total de 262 regions amb senyals, i 1616 regions sense senyals. 
Com que la finalitat del sistema és classificar senyals de trànsit, no es considera correcta que a l’hora de 
calcular la precisió, es doni més importància a les regions on no hi ha senyal, que a les que sí que n’hi ha. 
Per exemple, si hi ha 1000 instàncies de no senyal i 10 de senyal, el sistema podria encertar només les de 
no senyal, i obtindria una precisió del 99%. Com que això no ens interessa, s’ha decidit donar igual 
d’importància a les instàncies on apareixen senyals que a les que no apareixen. Així doncs, s’han de 
normalitzar les files segons aquest criteri. Per fer això, s’ha dividit l’última fila de la matriu de confusió 
(classe no senyal) entre el total d’instàncies de no senyal (1616), i cadascuna de les files corresponents a 
un senyal, entre el nombre total d’instàncies de senyals (262). 
A més, també s’han agrupat les dues últimes columnes, ja que és el mateix dir que una regió és de la classe 
de no senyals, que dir que no correspon a cap de les classes de la xarxa, és a dir, en tots dos casos 
determina que no hi ha cap senyal a la regió.   
Amb totes aquestes transformacions realitzades sobre la matriu de confusió, s’ha computat l’accuracy de 
la xarxa neuronal. Aquesta s’obté realitzant el sumatori de totes les posicions de la diagonal, i dividint-ho 
per la suma de tots els elements de la matriu.  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 96.67%  
També s’ha calculat l’accuracy si només es tinguessin en compte les regions que contenen senyals de 
trànsit, és a dir, sabent que l’entrada és un senyal, es calcula la probabilitat que la xarxa retorni el senyal 
correcte: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑎𝑚𝑏 𝑠𝑒𝑛𝑦𝑎𝑙 = 93.9%  
I també, s’ha calculat però pel cas de les regions que no tenen senyals: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑠𝑒𝑛𝑠𝑒 𝑠𝑒𝑛𝑦𝑎𝑙 = 99.3%  
 
 
Per fer una anàlisi més completa, s’ha decidit computar com és de bo el classificador a l’hora de 
determinar si una regió és algun tipus de senyal o no en conté cap, és a dir, ignorant el tipus de senyal i 
només tenint en compte si conté un senyal. Per realitzar aquesta anàlisi, reduirem la matriu de confusió 
anterior agrupant totes les classes corresponents a algun senyal en una sola classe, perquè en aquest cas 
només es vol saber si el classificador diu correctament si una regió és un senyal. Per aquesta anàlisi s’ha 
tornat a realitzar les normalitzacions acabades d’explicar (entre senyals i no senyals), i també s’han 
agrupat les últimes dues columnes.  
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La nova matriu de confusió que determina si una regió és un senyal o no és la següent : 
 Senyal No senyal  
Senyal 0.947 0.053 
94.7% 
5.3% 
No senyal 0.007 0.993 
99.3% 
0.7% 
 
99.3% 
0.7% 
94.9% 
5.1% 
97% 
3% 
Taula 28. Matriu de confusió dels senyals vermells i triangulars. 
En la matriu anterior s’hi pot veure: 
- La precisió que té el classificador en cadascuna de les classes. És a dir, el percentatge de regions 
que s’han classificat a una classe que realment ho són. Aquest valor es pot veure en l’última fila 
de la matriu: en verd el percentatge d’encert i en vermell el percentatge d’error. 
 
- El recall que té el classificador en cadascuna de les classes. El percentatge de regions d’una 
determinada classe que s’han classificat correctament en aquesta classe. És a dir, quan hi ha un 
senyal en quina mesura el classificarà com a senyal. Aquest valor es pot veure en l’última 
columna de la matriu.  
 
- L’accuracy. Aquest valor es pot veure en la casella inferior dreta. El percentatge d’encert està 
en verd, i el d’error en vermell.  
D’aquesta matriu podem veure com els resultats són bons: la classificació és correcta en el 97% de les 
vegades, i quan hi ha un senyal, el sistema el classifica com a senyal en el 95% dels cops. El percentatge 
de regions que realment no són senyals, i es classifiquen com a senyals és molt baix, no arriba ni a l’1%. 
Tot i això, el que realment ens interessa és saber si la classificació en el tipus de senyal concret és la 
correcta. El sistema ha realitzat la classificació correctament en el 96.7% dels casos. Quan la regió és un 
senyal, el classificador obté els resultats correctes en el 93.9% de les vegades. Els resultats d’aquesta xarxa 
són bons perquè els percentatges obtinguts són majors al 90%.  
També cal destacar que el sistema d’aquest projecte té la intenció de funcionar a temps real, per tant, 
cada senyal es detectarà en uns quants frames consecutius. Això fa que la probabilitat que un senyal no 
el classifiqui correctament en algun dels frames sigui encara menor.  
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SENYALS VERMELLS I CIRCULARS 
El joc de proves conté un total de 583 senyals vermells i circulars, i 1616 regions que realment no 
corresponen a cap senyal. Hi ha senyals que no apareixen en el joc de proves, en aquests casos es va 
decidir incorporar l’avatar d’aquests, al joc de proves per tal de tenir almenys una instància de cada senyal, 
i comprovar si la figura perfecta del senyal es classifica correctament o no. 
La matriu de confusió resultant d’aquest joc de proves és la següent:  
 
                           
 
 
84 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
 
0 61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 
 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 1 0 0 0 0 0 39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 5 0 0 0 0 0 0 87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 
 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 85 0 0 0 0 0 0 0 0 0 0 0 1 0 2 3 
 0 1 0 0 0 0 0 0 0 0 0 0 8 44 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 
 
0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 48 0 0 0 0 0 0 5 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 1 6 3 0 0 0 0 2 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 2 0 0 4 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
 1 4 0 0 0 0 2 2 0 0 0 0 2 1 0 0 0 1 0 1 0 0 5 0 2 0 1575 20 
Taula 29. Matriu de confusió dels senyals vermells i circulars. 
En la xarxa neuronal anterior (senyals vermells i triangulars), s’ha explicat i argumentat amb molt de detall 
el procediment fet servir per validar la xarxa. Per les xarxes que s’exposaran a continuació, s’utilitzarà la 
mateixa estratègia, per tant no es tornarà a explicar el procediment per no ser repetitiu. 
L’accuracy que s’obté de la matriu de confusió un cop havent normalitzat i agrupat les dues últimes 
columnes de la matriu és de:  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 94.46%  
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L’accuracy obtinguda amb només les regions que realment són senyals és de: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑎𝑚𝑏 𝑠𝑒𝑛𝑦𝑎𝑙 = 90.22%  
I l’obtinguda amb les regions que no són senyal és de: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑠𝑒𝑛𝑠𝑒 𝑠𝑒𝑛𝑦𝑎𝑙 = 98.70%  
En aquest cas, s’obtenen resultats pitjors que el tipus de senyal anterior. El percentatge d’encert és del 
94.45%, cosa que fa que una de cada vint regions no la classifiqui correctament. Si ens centrem només en 
les regions amb senyals, aquest percentatge encara es redueix més fins al 90%.  
Tot i això, donem per correcte aquest resultat, perquè hi ha força senyals que tenen una figura semblant, 
i el classificador els pot confondre (com poden ser dos senyals de limitació de velocitat de 30 i 50). 
Tot i que el percentatge ronda el 90%, tornar a comentar que el sistema funciona sobre un vídeo, i que 
per tant, hi ha una probabilitat més gran que en algun dels frames es realitzi una classificació correcta. 
 
A continuació, es mostra la matriu de confusió que només determina si una regió és un senyal o no: 
 Senyal No senyal  
Senyal 0.954 0.046 
95.4% 
4.6% 
No senyal 0.012 0.987 
98.7% 
1.3% 
 
98.7% 
1.3% 
95.5% 
4.4% 
97.15% 
2.85% 
Taula 30. Matriu de confusió dels senyals vermells i circulars (decisió). 
En aquesta matriu s’obtenen resultats molt semblants al primer tipus de senyals. S’aconsegueix 
determinar correctament si una regió és un senyal o no en el 97% dels casos. Si una regió és un senyal, el 
classificador ho farà correctament el 95% de les vegades. I si s’ha classificat una regió com a senyal, en el 
98.7% dels casos la regió realment és un senyal.  
Vist això, podem afirmar que aquest classificador es comporta de manera molt semblant al primer, però 
a l’hora de classificar quin tipus de senyal és una regió, s’equivoca més.  
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SENYALS BLAUS I CIRCULARS 
El joc de proves conté un total de 341 senyals blaus i circulars, i 1616 regions que realment no corresponen 
a cap senyal. Hi ha senyals que no apareixen en el joc de proves, en aquests casos es va decidir incorporar 
l’avatar d’aquests, al joc de proves, per tal de tenir almenys una instància de cada senyal, i comprovar si 
la figura perfecta del senyal es classifica correctament o no. 
La matriu de confusió resultant d’aquest joc de proves és la següent:  
 
               
 
 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 41 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 57 0 0 0 0 0 0 1 
 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 105 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 103 1 1 
 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 1603 12 
Taula 31. Matriu de confusió de la xarxa neuronal de senyals blaus i circulars 
 
L’accuracy que s’obté de la matriu de confusió un cop havent normalitzat i agrupat les dues últimes 
columnes de la matriu és de:  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 99.53%  
 
L’accuracy obtinguda amb només les regions que realment són senyals és de: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑎𝑚𝑏 𝑠𝑒𝑛𝑦𝑎𝑙 = 99.12%  
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I l’obtinguda amb les regions que no són senyal és de: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑠𝑒𝑛𝑠𝑒 𝑠𝑒𝑛𝑦𝑎𝑙 = 99.94%  
 
Aquesta xarxa obté uns resultats molt bons pel joc de proves utilitzat. Sí que és cert, que en els jocs de 
proves només s’han detectat senyals de sis classes diferents, però tot i això, de les 341 instàncies de 
senyals només n’ha errat 3.  
L’accuracy ronda el 99.5%, cosa que fa que sigui molt complicat obtenir millors resultats d’aquesta xarxa.  
Pel que fa a les regions que són senyals, només s’equivoca en una de cada 100, i per les regions que no 
són senyals només s’equivoca en una de cada 2000. 
 
A continuació, es mostra la matriu de confusió que només determina si una regió és un senyal o no: 
 Senyal No senyal  
Senyal 0.9912 0.0088 
99.12% 
0.88% 
No senyal 0.0006 0.9994 
99.94% 
0.06% 
 
99.9% 
0.1% 
99.1% 
0.008% 
99.53% 
0.47% 
Taula 32. Matriu de confusió de la xarxa neuronal de senyals blaus i circulars (decisió). 
 
Els resultats segueixen la mateixa dinàmica: s’obtenen molt bons percentatges. Tant la precisió com el 
recall de les dues classes és superior al 99%, i la xarxa classifica bé si és un senyal o no en el 99.53% dels 
casos.  
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SENYALS BLAUS I QUADRATS 
El joc de proves conté un total de 79 senyals blaus i circulars, i 1616 regions que realment no corresponen 
a cap senyal. Hi ha senyals que no apareixen en el joc de proves, en aquests casos es va decidir incorporar 
l’avatar d’aquests, al joc de proves, per tal de tenir almenys una instància de cada senyal, i comprovar si 
la figura perfecta del senyal es classifica correctament o no. 
La matriu de confusió resultant d’aquest joc de proves és la següent:  
                    
 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 
 
0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
 0 3 1 0 0 0 0 7 2 0 0 0 0 0 0 0 0 1522 81 
Taula 33. Matriu de confusió de la xarxa neuronal de senyals blaus i quadrats. 
 
L’accuracy que s’obté de la matriu de confusió un cop havent normalitzat i agrupat les dues últimes 
columnes de la matriu és de:  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 98.33%  
 
L’accuracy obtinguda amb només les regions que realment són senyals és de: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑎𝑚𝑏 𝑠𝑒𝑛𝑦𝑎𝑙 = 97.47%  
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I l’obtinguda amb les regions que no són senyal és de: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑑𝑒 𝑟𝑒𝑔𝑖𝑜𝑛𝑠 𝑠𝑒𝑛𝑠𝑒 𝑠𝑒𝑛𝑦𝑎𝑙 = 99.19%  
 
La xarxa neuronal torna a obtenir molts bons resultats amb aquest tipus de senyal.  
Aquest grup, també té una varietat menor de senyals que els vermells. Denotar que no s’han trobat gaires 
senyals quadrats, ni en el vídeo d’entrenament ni en el vídeo de proves. Això fa que la xarxa s’hagi 
entrenat amb poca varietat d’imatges d’entrenament, i que en la validació només s’hagin utilitzat 79 
imatges, de les quals la majoria són senyals de pas de zebra.  
Tot i això, els resultats són satisfactoris, perquè només falla en dues imatges on hi ha senyals. Pel que fa 
a les regions que no són senyals, es classifiquen correctament en el 99% de les vegades.  
La majoria de males classificacions de regions que no tenen senyal van a parar a classes que no s’han  
trobat, ni durant l’entrenament, ni en les proves (com pot ser el senyal de Tele Tac o el de les dues fletxes). 
Es té la hipòtesi que si s’obtinguessin més imatges dels diversos senyals, es podria obtenir uns resultats 
encara millors.  
Els resultats són satisfactoris perquè el percentatge d’encert és del 98%, i els senyals que més apareixen 
els classifica bé.  
 
A continuació, es mostra la matriu de confusió que només determina si una regió és un senyal o no: 
 Senyal No senyal  
Senyal 0.9747 0.0253 
97.47% 
2.53% 
No senyal 0.0080 0.9920 
99.20% 
0.80% 
 
99.18% 
0.82% 
97.51% 
2.49% 
98.33% 
1.67% 
Taula 34 Matriu de confusió de la xarxa neuronal de senyals blaus i quadrats (decisió) 
La xarxa neuronal classifica correctament si és un senyal o no en el 98.33% dels casos, per tant, els 
resultats obtinguts són molt alts. Tant la precisió com el recall no baixen del 97%.  
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11.3.3. CONCLUSIONS 
Pel que fa a la classificació de la forma del senyal, el percentatge d’encert en el joc de proves no baixa del 
93%. Els errors comesos són perquè les regions són petites, o perquè el contorn de la regió ha estat mal 
detectat. Els resultats són bons i satisfactoris amb aquest algorisme.   
Forma Percentatge d’encert 
Vermella i circular 98.2% 
Vermella i triangular 93.35% 
Blava i circular 97.7% 
Blava i quadrada 97.4% 
Taula 35. Percentatge d’encert en la classificació de la forma. 
Pel que fa a la validació de les diferents xarxes neuronals, s’han obtingut uns percentatges d’encert majors 
al 90% en totes elles, per tant, les xarxes realitzen correctament les seves tasques. 
En la següent taula es poden veure els resultats: 
MLP ANN Accuracy 
Vermells i triangulars 96.67% 
Vermells i circulars 94.46% 
Blaus i circulars 99.53% 
Blaus i quadrats 98.33% 
Taula 36. Accuracy de les diferents xarxes. 
Les xarxes encarregades de classificar senyals blaus, obtenen uns resultats molt bons, propers al 98-99%, 
i les de senyals vermells, estan un escaló per sota, rondant els 94-96% d’encert. Aquesta diferència 
l’atribuïm al fet que de senyals blaus n’hi ha menys varietat que de senyals vermells, i això, fa que la xarxa 
hagi de realitzar menys feina per classificar, i tingui menys probabilitat de fallar.  
El percentatge d’encert en el cas de les regions que no són un senyal està rondant el 98-99% en totes les 
xarxes. Així doncs, aquestes descarten correctament les imatges que no són senyals.   
Pel que fa al percentatge d’encert en el cas de les regions que tenen senyals, els resultats difereixen 
segons el tipus: pels vermells i circulars s’obté el 90%, pels vermells i triangulars el 94%, pels blaus i 
quadrats el 97% i pels blaus i circulars el 99%. 
Si ens interessés només determinar si la regió és un senyal o no, les quatre xarxes resolen aquest problema 
correctament en el 97-98% dels casos. 
En conclusió, els resultats obtinguts són satisfactoris, ja que les xarxes obtenen una precisió elevada, tot 
i que les vermelles tenen un percentatge d’encert menor. 
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11.4. SISTEMA GLOBAL 
Un cop ja s’han validat i obtingut els resultats de cadascun dels diferents mòduls que formen aquest 
projecte, s’ha de quantificar com funcionen de bé tots junts. Per tant, aquest apartat té la finalitat 
d’obtenir els resultats d’utilitzar tot el sistema.  
11.4.1. RESULTATS 
A continuació, es mostren els resultats de la detecció i identificació dels senyals en quatre imatges 
diferents. En vermell, es pot veure la regió seleccionada com a possible senyal, i a la seva dreta el senyal 
al qual correspon. Aquest apartat té la finalitat d’ensenyar visualment els resultats, i en cap cas es tracta 
d’una validació.  
 
Il·lustració 105. Resultat de la detecció i identificació de l’exemple 1.  
 
Il·lustració 106. Resultat de la detecció i identificació de l’exemple 2. 
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Il·lustració 107. Resultat de la detecció i identificació de l’exemple 3. 
 
Il·lustració 108. Resultat de la detecció i identificació de l’exemple 4. 
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11.4.2. VALIDACIÓ 
Es seguirà el mateix procediment utilitzat per validar el mòdul de detecció, és a dir, es farà una validació 
encarada a imatges i una altra encarada a vídeos. Per validar com de bé detecta i identifica els senyals de 
trànsit, s’ha decidit obviar el pas de selecció de la regió d’interès i utilitzar tota la imatge com a ROI. 
Finalment, es realitzarà una anàlisi sobre la velocitat que funciona el sistema. 
VALIDACIÓ ENCARADA A IMATGES 
El conjunt d’imatges utilitzat és exactament el mateix que s’ha fet servir en l’apartat de la detecció, és a 
dir, un total de 100 frames del vídeo de prova. El  nombre d’aparicions de cada tipus de senyal es pot 
trobar en la Taula 20. 
Per les imatges seleccionades es computaran els tres indicadors següents: 
- Nombre de senyals que ha identificat correctament. 
- Nombre de senyals que no ha detectat. 
- Nombre de regions identificades que realment no són senyals.  
Amb aquests tres indicadors podem calcular la precisió i el recall del sistema. Els resultats de les 100 
imatges es poden observar en les següents taules: 
Nombre de senyals que ha 
identificat correctament 
101 
Nombre de senyals que no ha 
detectat 
14 
Nombre de regions detectades que 
no són senyals  
1 
  
Precisió 99.01% 
Recall 87.82% 
Taula 37. Resultats de la validació (100 imatges). 
Els resultats obtinguts són bons. En aquest cas, a diferència dels resultats obtinguts en el mòdul de 
detecció, s’ha obtingut una precisió molt propera al 100%. Això significa que si s’ha detectat i identificat 
un senyal, és molt probable que la regió sigui realment un senyal.  
Pel que fa al recall, s’obtenen resultats molt semblants a la detecció, això és a causa del fet que si no s’ha 
detectat la regió del senyal, és impossible que el sistema te’l trobi. De regions detectades que el 
classificador s’hagi equivocat només se n’han trobat tres casos: dos amb forma de cercle vermell i un 
triangle vermell.  
En conclusió, podem dir que si el sistema troba un senyal, aquest té grans probabilitats de ser realment 
un senyal, i dels senyals que s’observen n’arriba a detectar i identificar el 88% dels casos. 
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VALIDACIÓ ENCARADA A VÍDEOS 
Un cop realitzada la validació encarada a imatges, és interessant realitzar-la també en l’entorn del vídeo. 
S’executarà el vídeo de prova (no utilitzat en el desenvolupament), i es computaran els següents tres 
indicadors: 
- Nombre de senyals que ha identificat correctament. 
- Nombre de senyals que no ha detectat. 
- Nombre de regions identificades que realment no són senyals.  
Si un senyal es detecta i s’identifica en més de 4 frames es comptarà com una detecció correcta, altrament, 
com una mala detecció. Si hi ha regions de la imatge que es detecten i s’identifiquen en 4 frames però no 
són senyals, se sumaran al conjunt d’identificades que no són senyals. El nombre d’aparicions de cada 
tipus de senyal es pot trobar en la Taula 23. 
Els resultats de l’execució d’aquest vídeo es poden observar en les següents taules: 
Nombre de senyals que ha detectat 121 
Nombre de senyals que no ha 
detectat 
16 
Nombre de regions detectades que 
no són senyals  
0 
  
Precisió 100% 
Recall 88.32% 
Taula 38. Resultats de la validació (vídeo). 
En el cas del vídeo, la precisió obtinguda és del 100%, és a dir, no hi ha cap regió que s’hagi classificat com 
a senyal durant 4 frames consecutius, i que realment no ho sigui. Aquest fet ens diu que el nostre sistema 
no acostuma a donar falses alarmes, i quan diu que hi ha un senyal, és que realment hi és.  
Pel que fa al recall, ens tornem a topar amb el mateix problema que en l’apartat anterior: els resultats 
vénen principalment condicionats per si s’ha fet una bona o una mala detecció. Només en un cas on s’ha 
detectat correctament el senyal el classificador ha fallat. 
Per tant, podem dir que el classificador obté uns resultats molt bons en aquest joc de proves, però es perd 
recall en realitzar la detecció, i s’obtenen valors propers al 90%. Tot i això, detectar 9 de cada 10 senyals 
que s’observen a la via, és un bon resultat, i creiem que el sistema realitza correctament la seva tasca.  
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VALIDACIÓ SOBRE EL TEMPS 
Com que el sistema té la finalitat de funcionar a temps real, és interessant fer una valoració sobre el temps 
que tarda el programa a tractar cada frame d’un vídeo.  
S’ha executat tot el vídeo de prova, i s’ha calculat el temps mitjà en tractar un frame durant tota 
l’execució.  També s’ha calculat el temps mitjà que tarda cada frame a computar la regió d’interès, en 
realitzar la detecció i en classificar. 
Mètode de ROI Temps per frame (ms)  
(Frames per segon) 
Temps ROI 
(ms) 
Temps 
detecció (ms) 
Temps 
classificació (ms) 
Tota la imatge 48.94 (20.45 fps) 0.72 27.81 0.72 
Regió central 
dreta 
35.97 (27.8 fps) 0.91 16.62 0.35 
Localització  de la 
línia 1 
45.87 (21.8 fps) 8.36 20.27 0.55 
Localització de la 
línia 2 (Hough) 
49.53 (20.19 fps) 12.24 19.88 0.47 
Taula 39. Frames/segon i temps de còmput de cadascun dels mòduls depenent del mètode de ROI 
utilitzat.  
En l’apartat de la validació del mòdul selector de la regió d’interès, ja es fa una anàlisi sobre el temps 
d’execució segons el tipus de mètode utilitzat.  
Tot i això, denotar que el mètode de tota la imatge és el més ràpid en computar la ROI, però com que 
l’espai de cerca és molt gran, és el que tarda més temps a detectar i classificar les regions.  
En canvi, si es selecciona la regió central dreta, el temps de còmput de la ROI segueix sent molt petit, però 
el de detecció i classificació es redueix a la meitat respecte al primer mètode.  
Pel que fa als mètodes de localització de la línia, aquests tarden més a computar la regió d’interès, però 
en detectar i classificar redueixen força el temps en comparació al primer mètode. 
Com que la càmera grava a 30 frames per segon, en el disseny del sistema s’ha decidit que només es 
tractin un de cada dos frames que enregistri, per tal de poder funcionar a temps real. Vistos els resultats 
anteriors on es tracten com a mínim 20 frames per segon, si la càmera ens en proporciona 15, podem 
garantir que funcionarà a temps real. 
Els resultats obtinguts són satisfactoris perquè es considera que tractar a temps real 20 frames per segon 
és una velocitat adequada. 
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12. CONCLUSIONS 
Un cop s’han analitzat els resultats, cal fer una recapitulació de tot el projecte i comprovar si s’han pogut 
complir amb els objectius establerts a la fita inicial.  
El primer objectiu consisteix en la localització de la regió d’interès. S’han pogut veure quatre mètodes 
diferents de localització: utilitzar tota la imatge, només la part central dreta o utilitzar dues tècniques que 
busquen la línia dreta de la carretera per estimar la regió. Tots ells presenten els seus pros i els seus 
contres, però s’obtenen resultats satisfactoris, i no descarten gaires regions on realment hi ha algun 
senyal. Destacar que si es desitja un sistema que et detecti tots els senyals, inclosos els de l’esquerra, 
l’opció més adequada és tota la imatge. Si es vol detectar només els del costat dret de la via, la millor 
opció és la de detecció de la línia (Hough). I finalment, si es busca velocitat, la millor opció és la regió 
central dreta.  
El segon objectiu és l’encarregat de detectar els senyals de trànsit. Aquest s’ha realitzat mitjançant una 
segmentació del color, i un posterior filtratge de les regions seleccionades basat en les característiques 
típiques dels senyals. Els resultats mostren que un senyal es detecta en el 90% dels casos. 
El tercer objectiu consisteix en la classificació dels senyals. Primer es realitza una classificació de la forma, 
la qual està basada en les característiques del color i del contorn de les regions detectades. Un cop es sap 
la forma, s’extrauran les característiques de HOG de la regió, i es passarà a la xarxa neuronal encarregada 
de classificar aquest tipus de forma, és a dir, en total hi haurà tantes xarxes com tipus de senyals detecta 
el sistema. Per totes les xarxes s’obtenen uns percentatges d’encert superior al 90%, per tant la 
classificació s’aconsegueix amb èxit.  
El quart objectiu consisteix a implementar un sistema que funcioni a temps real. Com s’ha vist en els 
resultats, s’han obtingut unes velocitats de tractament majors a 20 frames per segon, es considera que és 
un bon valor per un sistema a temps real.  
Finalment, l’últim objectiu encarregat de desenvolupar una petita interfície gràfica, s’ha resolt mitjançant 
la implementació d’una finestra Qt on es mostrin els resultats i es puguin modificar els paràmetres de 
l’algorisme. 
En conclusió, tots els objectius d’aquest projecte s’han complert amb escreix pels motius acabats 
d’explicar.  
Els resultats experimentals indiquen que el programa implementat detecta correctament 9 de cada 10 
senyals que es perceben, i hi ha molt pocs casos de falses alarmes.  
Un cop finalitzat el projecte valoro positivament tot el procés realitzat i els resultats obtinguts. 
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13. TREBALLS FUTURS 
En aquest projecte s’ha pogut desenvolupar una primera versió d’un detector i classificador de senyals de 
trànsit, però hi ha molts punts que es podrien millorar, i no s’han realitzat per culpa de les limitacions de 
temps, de recursos i de mitjans.  A continuació es mostren un seguit de possibles treballs futurs que 
millorarien el programa desenvolupat: 
 
- Permetre diferents posicions de la càmera. Pel que fa a la detecció de la regió d’interès 
mitjançant el mètode de localitzar la línia, IPM té uns valors ja definits que determinen la posició 
de la càmera. Una millora que es podria fer, consistiria a permetre que l’usuari pugui establir 
aquests paràmetres, o que el sistema els trobés per si sol, independentment de la posició de la 
càmera. 
 
- Detecció de senyals acromàtics. Com s’ha dit anteriorment, es va decidir obviar aquest tipus de 
senyal perquè el mètode utilitzat en la segmentació estava basat en el color, i com que els senyals 
blancs normalment indiquen final de prohibició es va decidir descartar-los. Per tant, un possible 
treball futur seria implementar un mètode que permetés detectar aquests tipus de senyal. 
 
- Detecció de senyals de més colors. El sistema està basat en els senyals de la DGT, i només permet 
detectar aquells amb contorns blaus o vermells. Una altra millora, consistiria a modificar el 
detector per tal de localitzar també senyals d’altres colors (com verds o grocs).  
 
- Detecció de senyals de més formes diferents. Com s’ha dit, només detecta les formes dels senyals 
de la DGT, que tenen un coeficient altura/amplada proper a 1, per tant, també seria interessant 
detectar senyals que no compleixin aquesta condició, i que fossin allargats o que tinguessin 
alguna forma geomètrica diferent a les tractades en aquest projecte. 
 
- Detecció de senyals que estan tapades. En la carretera ens podem trobar amb senyals que tinguin 
un tros tapat (per exemple per un arbre). Actualment, el programa no els detectaria, ja que hi 
hauria una part del contorn tapat i la detecció descartaria la regió. Una altra millora consistiria a 
poder arribar a detectar senyals en aquest tipus de condicions.  
 
- Lectura de senyals que tenen números. Hi ha senyals que contenen números com pot ser el 
màxim de tones que pot pesar un camió o la mínima distància de seguretat. No s’han tingut en 
compte tots els possibles valors que podrien prendre aquests senyals, però per millorar el 
programa es podria realitzar una lectura dels números que mostren aquests senyals, per tal de 
detectar-lo amb més de detall. 
 
- Realitzar un seguiment dels senyals (tracking). Una forma de millorar el programa seria 
mitjançant la incorporació de tècniques de seguiment dels senyals. El projecte s’ha plantejat com 
que cada frame és independent a l’anterior, però això no és així: en dos frames consecutius s’han 
de detectar els mateixos senyals però una mica desplaçats. Així doncs, mitjançant aquesta 
tècnica es podria millorar força el sistema.  
 
- Optimitzar els processos perquè funcioni a més frames per segon. Tot i que es tracten 20 frames 
cada segon, no és suficient per computar els 30 que ens ofereix la càmera. Així doncs, si 
s’optimitzessin els processos, es podria arribar a tractar totes les imatges que enregistra la 
càmera, i no la meitat com passa ara.  
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- Obtenir més imatges de senyals. Un dels problemes que s’ha trobat en la classificació és que hi 
havia senyals que no apareixien en els vídeos. Es podrien enregistrar més vídeos amb la finalitat 
de tenir un conjunt d’entrenament molt major, amb instàncies de tots els senyals, fent això 
incrementaríem el percentatge d’encert de les xarxes neuronals, ja que estarien millor 
entrenades. 
 
  
140 
 
14. REFERÈNCIES 
 
[1] Dr. Alistair Cockburn, "Using Both Incremental and Iterative Development" (PDF). STSC CrossTalk 
(USAF Software Technology Support Center)  ISSN 2160-1593. Jul. 2011. 
[2]  M. Bertozz, A. Broggi, and A. Fascioli, “Stereo inverse perspective mapping: theory and 
applications,” Image Vis. Comput., vol. 16, pp. 585–590, 1998. 
[3] Pàgina web de BMW, “Fiable. En cualquier situación” [Online]. Disponible a: 
http://www.bmw.es/home/vehiculos/serie-4/cabrio/2013/asistencia-conduccion.html 
[Consulta: Març 2016] 
 [4]  BOE, Boletín Oficial del Estado, “Real Decreto 1720/2007, de 21 de diciembre, por el que se 
aprueba el Reglamento de desarrollo de la Ley Orgánica 15/1999, de 13 de diciembre, de 
protección de datos de carácter personal.” http://www.boe.es/buscar/act.php?id=BOE-A-2008-
979&lang=es [Consulta: Maig 2016] 
 [5] L. Bruno, G. Parla, and C. Celauro, “Improved Traffic Signal Detection and Classification via Image 
Processing Algorithms,” Procedia - Soc. Behav. Sci., vol. 53, pp. 810–820, Oct. 2012. 
[6]  Pàgina web de la DGT [Online]. Disponible a: http://www.dgt.es/es/ [Març 2016] 
[7] DGT, Área de Formación y Comportamiento, “Normas y señales reguladores de circulación”, 
Edición 2011 
[8] A. Ellahyani, M. El Ansari, and I. El Jaafari, “Traffic Sign Detection and Recognition Based on 
Random Forests,” Appl. Soft Comput., 2016. 
[9] C. Y. Fang, C. S. Fuh, P. S. Yen, S. Cherng, and S. W. Chen, “An automatic road sign recognition 
system based on a computational model of human recognition processing,” Comput. Vis. Image 
Underst., vol. 96, no. 2, pp. 237–268, Nov. 2004. 
[10] L. Fausett, “Fundamentals of Neural Networks,” Igarss 2014, no. 1, pp. 1–5, 2014. 
[11]  Christian Felber, “La economía del bien común”. Deusto S.A. Ediciones. ISBN 9788423412808. 
2011. 
[12] Google Play, Aplicació “myDriveAssist” [Online]. Disponible a: 
https://play.google.com/store/apps/details?id=com.bosch.mydriveassist [Consulta: Març 2016] 
[13] J. Greenhalgh and M. Mirmehdi, “Real-Time Detection and Recognition of Road Traffic Signs,” 
IEEE Trans. Intell. Transp. Syst., vol. 13, no. 4, 2012. 
[14] S.-H. Hsu and C.-L. Huang, “Road sign detection and recognition using matching pursuit method,” 
Image Vis. Comput., vol. 19, no. 3, pp. 119–129, Feb. 2001. 
[15] J. Khan, S. Bhuiyan, and R. Adhami, “Hierarchical clustering of EMD based interest points for road 
sign detection,” Opt. Laser Technol., vol. 57, pp. 271–283, Apr. 2014. 
[16]  M. Kubat, “Neural networks: a comprehensive foundation by Simon Haykin, Macmillan, 1994, 
ISBN 0-02-352781-7.,” The Knowledge Engineering Review, vol. 13, no. 4. pp. 409–412, 1999. 
141 
 
[17] Pàgina web de Mercedes Benz, “Reconocimiento automático de señales de trafico” [Online]. 
Disponible a: http://techcenter.mercedes-benz.com/es_ES/traffic_sign_assist /detail.html? 
[Consulta: Març 2016] 
[18] Pàgina web d’ Opel, “Advanced Driving Assistance and Active Safety Systems”[Online]. Disponible 
a: http://media.opel.com/media/intl/en/opel/vehicles/driver_assistance_sy stems/ 2011.html 
[Consulta: Març 2016] 
[19] Pàgina web de OpenCV, “OpenCV Documentation”. [Online]. Disponible a: 
http://docs.opencv.org/2.4/index.html. [Consulta: Juny 2016] 
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15.3. GLOSSARI D’ABREVIATURES  
 
2D: 2 Dimensions. 
ADAS: Advanced Driver Assistance System. 
ANN: Artificial Neural Network. 
DGT: Dirección General de Tráfico. 
HOG: Histogram of Oriented Gradients. 
HSL: Hue, Saturation, Lightness. 
HSV: Hue, Saturation, Value.  
IDE: Integrated Development Environment. 
IEEE: Institute of Electrical and Electronics Engineers. 
IPM: Inverse Perspective Mapping. 
LOPD: Llei Orgànica de Protecció de Dades de caràcter personal. 
MLP ANN: Multi-Layer Perceptron Artificial Neural Network. 
RGB: Red, Green, Blue. 
ROI: Region Of Interest. 
SVM: Support Vector Machine. 
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15.4. COM COMPILAR I EXECUTAR EL CODI FONT 
S’ha utilitzat VisualStudio 2013 per implementar el sistema, per tant, el projecte ja està muntat i només 
s’ha d’obrir en aquest programari per veure el codi font.  
Tot i això, hi ha certes dependències amb les llibreries que utilitza el projecte que impedirien la seva 
compilació i execució.  
QT 
Per tal de poder utilitzar Qt, s’ha utilitzat el seu plugin que permet dissenyar interfícies gràfiques en Visual 
Studio. Aquest component ha d’estar instal·lat perquè funcioni el programa.  
Un cop es té aquest programari instal·lat, s’ha d’anar a Qt Project Settings, i establir la versió de Qt que es 
té instal·lada en el sistema (Il·lustració 109). En aquest projecte s’ha utilitzat Qt 5.6 x64, però no es creu 
que sigui un inconvenient utilitzar alguna altra. 
 
Il·lustració 109. Qt Project Settings. 
Fent això, el projecte ja hauria de poder utilitzar Qt. 
LLIBRERIES OPENCV, GLEW I FREEGLUT 
La versió d’OpenCV utilitzada ha estat la 2.4.13 (x64) i es va instal·lar a C:\opencv\. 
La versió de Glew utilitzada ha estat la 1.13 (x65) i es va instal·lar a C:\openGL\glew-1.13.0\. 
La versió de FreeGlut utilitzada ha estat la 3.0.0 (x64) i es va instal·lar a C.\openGL2\freeglut-3.0.0\. 
Com que les direccions on està ubicada cadascuna de les llibreries pot no coincidir, s’ha de realitzar un 
procés, per tal de definir les noves direccions. 
Primer de tot s’ha d’anar a les propietats del projecte, i dins d’aquestes a la pestanya C/C++ i editar el 
camp d’Additional Include Directories.  
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S’han de modificar les tres línies marcades en vermell en la Il·lustració 110, per tal que coincideixin amb 
la direcció dels include de les tres llibreries. La primera és la direcció d’OpenCV, la segona la de Glew i la 
tercera la de FreeGlut. 
 
Il·lustració 110. Additional Include Directories. 
Un cop s’han modificats aquests paràmetres, s’ha de tornar a les propietats del projecte, a la pestanya de 
Linker > General, i editar el camp Additional Library Directories. 
S’han de modificar les tres línies marcades en vermell en la Il·lustració 111, per tal que coincideixin amb 
la direcció de les tres llibreries. La primera és la direcció d’OpenCV, la segona la de Glew i la tercera la de 
FreeGlut. En el meu cas s’han utilitzat els de x64, però res impedeix fer servir x32 o alguna altra versió 
d’aquestes llibreries. 
 
Il·lustració 111. Additional Library Directories. 
En aquest punt, les llibreries ja haurien d’estar enllaçades.  
Tot i això, també s’hauria de comprovar, que a la pestanya Linker> Input, i al camp Additional 
Dependences hi hagués almenys totes les línies que estan marcades en vermell en la següent il·lustració. 
 
Il·lustració 112. Additional Dependencies. 
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Comentar que si les línies corresponents a OpenCV acaben en d, significa que és la versió Debug, en canvi, 
si no tenen aquesta d, és la versió Release. 
 
Un cop s’han fet tots aquests passos, el programa ja s’hauria de poder executar i compilar. 
 
Pel que fa al codi, està definit un path a on buscarà la base de dades (avatars de senyals o fitxers per 
entrenar la xarxa).  Aquesta direcció està definida a E:/dataset/ , però si aquesta carpeta no existeix, pot 
donar errors. Per tant, és adequat definir el valor defaultPathDataSet de la classe signdetectorapp per 
tal que sigui una direcció que existeixi i que contingui els avatars. 
 
Fent tot això, el programa s’hauria de poder compilar i executar sense cap tipus de problemes. 
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15.5. GUIA D’USUARI BÀSICA 
La interfície gràfica d’aquest programa és molt simple. El programa consta d’una sola finestra on es poden 
realitzar totes les tasques.  
El camp C1 de la Il·lustració 113 permet seleccionar entre si es vol utilitzar un vídeo o una imatge, i el 
camp C2 ens permet introduir la direcció d’aquest fitxer.  Si s’introdueix una direcció incorrecta, el sistema 
t’avisa mostrant un text d’error en el camp C8. 
Si es vol reproduir el vídeo, s’ha de clicar sobre el camp C6 quan mostra Executa detector. En canvi, si es 
vol parar la reproducció, s’ha de clicar sobre el mateix camp C6, però quan mostra Acaba execució.  
El camp C3 permet seleccionar entre els quatre mètodes de selecció de la regió d’interès. 
Si es vol modificar el classificador, es pot establir una nova base de dades de senyals mitjançant el camp 
C4 i generar la nova xarxa neuronal clicant sobre C5. Aquesta funcionalitat però, només està disponible 
quan no es reprodueix algun vídeo, és a dir, no es pot modificar la base de dades si s’està reproduint un 
vídeo. 
Els resultats de la detecció es mostren en C7: es reproduirà el vídeo (o imatge), i s’aniran mostrant els 
possibles senyals  detectats.  
El camp C8 ens mostra el nombre de frames per segon que està tractant el programa durant la reproducció 
d’un vídeo. 
 
Il·lustració 113. Interfície gràfica. 
 
 
