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We consider the zero-temperature fixed points controlling the critical behavior of the d-
dimensional random-field Ising, and more generally O(N), models. We clarify the nature of these
fixed points and their stability in the region of the (N, d) plane where one passes from a critical
behavior satisfying the d → d − 2 dimensional reduction to one where it breaks down due to the
appearance of strong enough nonanalyticities in the functional dependence of the cumulants of the
renormalized disorder. We unveil an intricate and unusual behavior.
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I. INTRODUCTION
In a recent series of papers,1–5 we have shown how the
critical behavior of the d-dimensional random-field Ising,
and more generally O(N), models can be fully described
through the functional renormalization group (FRG). We
have in particular stressed that the solution to many puz-
zles associated with this critical behavior lies in the ex-
istence of a transition between a region satisfying the
d → d − 2 dimensional reduction, i.e. where the critical
behavior of the random-field system is identical to that of
the corresponding pure model in two dimensions less,6–9
and one where dimensional reduction is broken.
The above transition takes place at a nontrivial loca-
tion in the (N, d) plane, in contrast for instance with
the case of an interface in a random environment where
dimensional reduction is always wrong below the upper
critical dimension.10–13 For the random-field O(N) model
[RFO(N)M], the zero-temperature fixed point associ-
ated with dimensional reduction disappears below a line
dDR(N) that is close to 5.1 when N = 1 and decreases as
N increases, reaching d = 4, the lower critical dimension
for ferromagnetism in the presence of a continuous O(N)
symmetry, when N = 18.2,4 Below this line, the zero-
temperature fixed point controlling the critical behavior
is characterized by strong enough nonanalyticities in the
functional dependence of the cumulants of the renormal-
ized disorder. The latter take the form of a linear “cusp”
in the cumulants of the renormalized random field. Phys-
ically, this results from the presence of large-scale collec-
tive events known as “avalanches” (whose fractal dimen-
sion is then equal to the fractal dimension of the total
magnetization at criticality)14. Formally, this leads to a
failure of the Ward-Takahashi identities associated with
the underlying supersymmetry of the model9 and to a
breaking of the latter.4
In this paper, we take a closer look at the transition
from the regime controlled by the dimensional-reduction
fixed point to that controlled by the “cuspy” fixed point.
Although this takes place in an unphysical region in sys-
tems with short-range interactions and disorder correla-
tions (but could nonetheless be studied in d = 3 when
one allows for long-range interactions and disorder cor-
relations as we have recently pointed out5), the issue is
important to underpin the whole FRG-based description.
A first question is whether one can find, within the
FRG, operators that become relevant as dimensional re-
duction breaks down. To this end we have studied in
more detail the stability of the “cuspless” fixed point as-
sociated with dimensional reduction to a “cuspy” per-
turbation, i.e. a perturbation displaying a linear cusp
in the cumulants of the renormalized random field, when
d ≥ dDR. Quite surprisingly, we find two different mecha-
nisms for the appearance and disappearance of the stable
(critical) fixed point, depending on the value of N (or d).
For N sufficiently large, the cuspless fixed point be-
comes unstable with respect to a cuspy perturbation, and
this occurs at a nontrivial dimension dcusp(N) that is
close to, but different from, dDR(N). As a result, there
is a range of dimensions dDR(N) < d < dcusp(N) [or,
alternatively, of number of components, NDR(d) < N <
Ncusp(d)] for which models described by a cuspless initial
condition flow at criticality to the cuspless fixed point
associated with dimensional reduction whereas models
already described by a cuspy initial condition flow to a
cuspy fixed point for which dimensional reduction fails.
In an enlarged space of functions including those with a
linear cusp, only the latter fixed point is fully stable (ex-
cept for the usual relevant direction needed to tune the
critical-point condition).
For a threshold value Nx, and correspondingly a
threshold dimension dx = dDR(Nx) = dcusp(Nx), the two
critical lines dDR(N) and dcusp(N) meet: see Fig. 1. For
N < Nx and d > dx, the cuspless fixed point that governs
ar
X
iv
:1
31
2.
63
75
v1
  [
co
nd
-m
at.
dis
-n
n]
  2
2 D
ec
 20
13
218
1
No Cusp
5 6
d
NDR(d)
Ncusp(d)
{dx, Nx}
Cusp
4
N
FIG. 1: Schematic phase diagram of the RFO(N)M in the
(N, d) plane. The full line is NDR(d), where the cuspless fixed
points present for N > NDR(d) disappear, and the dashed
line is Ncusp(d), where the cuspless critical fixed point be-
comes unstable to a cuspy perturbation. The two lines meet
at Nx ' 14 and dx ' 4.4 (estimated from a 2-loop perturba-
tive FRG in d = 4 + ). To the right of the threshold point,
the cuspless critical fixed point disappears at NDR(d) when it
is still stable with respect to a cuspy perturbation. A stable
cuspy fixed point then appears continuously but through a
boundary-layer mechanism.
the critical physics remains stable under cuspy perturba-
tions down to d = dDR(N), at which point it disappears.
A cuspy fixed point then emerges continuously from the
cuspless one, through a boundary-layer mechanism.
We derive the above results by a combination of ap-
proaches. We investigate the RFO(N)M near its lower
critical dimension, in d = 4+ , through the perturbative
FRG in section II. In section III, we illustrate the mech-
anisms for the appearance of cuspy fixed points and the
disappearance of cuspless ones in a toy model inspired
from the beta function of the RFO(N)M. We finally ad-
dress the short- and long-range versions of the random-
field Ising model (RFIM) through the nonperturbative
FRG in section IV.
II. THE RFO(N)M IN d = 4 + 
The long-distance physics of the RFO(N)M is de-
scribed by the following Hamiltonian or bare action,
S[ϕ,h] =∫
x
{
1
2
|∂ϕ(x)|2 + τ
2
|ϕ(x)|2 + u
4!
(|ϕ(x)|2)2 − h(x).ϕ(x)
}
,
(1)
where
∫
x
≡ ∫ ddx, ϕ(x) is an N component field, and
h(x) is a random source (a random magnetic field in the
language of magnetic systems) with zero mean and a vari-
ance hµ(x)hν(y) = δµν ∆B(x−y), where µ, ν = 1, · · · , N
and an overline denotes an average over the random field.
For the usual short-range model, the function ∆B(x− y)
can be taken as ∆B δ(x− y). In section IV, we will con-
sider a version with both long-ranged disorder correla-
tions ∆B(x−y) ∼ |x−y|−(d−ρ) and long-ranged interac-
tions leading to a kinetic term with a fractional laplacian
in place of the standard |∂ϕ(x)|2 term above.5
Near the lower critical dimension for ferromagnetism
(d = 4), the critical behavior of the RFO(N)M is cap-
tured by a nonlinear-sigma model that in turn can be
studied through a perturbative but functional RG. The
resulting FRG flow equations have been obtained to
one2,3,15,16 and two loops.3,17 The central quantity is the
renormalized second cumulant of the random field ∆k(z)
[noted R′k(z) in previous work], where k is the running
infrared cutoff and z is the cosine of the angle between
fields in two different replicas of the system.2,3 A linear
cusp in this parametrization corresponds to a term in√
1− z as z → 1. We then use the terminolgy “cuspy”
to describe a function with this behavior and “cuspless”
if the function and its first derivative, ∆(1) and ∆′(1), in
z = 1 are finite.
For completeness we recall the FRG equation for ∆k(z)
at one-loop, in d = 4 + :
1

∂t∆k(z) = ∆k(z)−
{
(N − 3)∆k(1)∆k(z) + z∆k(z)2
+ (N − 3 + 4z2)∆k(z)∆′k(z)− (N + 1)z∆k(1)∆′k(z)
− z(1− z2)∆k(z)∆′′k(z) + (1− z2)∆k(1)∆′′k(z)−
3z(1− z2)∆′k(z)2 + (1− z2)2∆′k(z)∆′′k(z)
}
(2)
where we have rescaled ∆k by 8pi
2. The RG “time” t is
defined such that the long-distance physics is recovered
when t→ +∞, i.e. t = log(Λ/k) with Λ the microscopic
or ultraviolet scale. The two anomalous dimensions η
and η¯ characterizing the spatial dependence of the corre-
lation functions at criticality in random-field systems are
expressed in terms of ∆(1) at the fixed point:
η = ∆?(1) (3)
η¯ = 
[− 1 + (N − 1)∆?(1)] . (4)
For sufficiently large N , the critical behavior is controlled
by a fixed point at which ∆∗(z) has only a “subcusp”,
with a leading nonanalytic behavior in (1− z)α∗(N) and
α∗(N) > 1, which implies that ∆k(1) and ∆′k(1) remain
finite during the flow. A direct calculation shows that,
under this hypothesis, the evolution of ∆k(1) only de-
pends on ∆k(1) and that of ∆
′
k(1) only depends on ∆k(1)
and ∆′k(1). At the corresponding cuspless fixed point,
one has3,15
∆∗(1)

=
1
N − 2
∆′∗(1)

=
(N − 8)−√(N − 2)(N − 8)
2(N − 2)(N + 7) .
(5)
The square root in the expression of ∆′∗(1) implies that
this fixed point exists only for N > NDR = 18.
3The determination of α∗(N) is obtained as follows.
Suppose that the function ∆k(z) has a leading singu-
larity in α with α > 1: ∆(z) = ∆k(1) −∆′k(1)(1 − z) +· · ·+ ak(1− z)α + · · · . One can easily show that the flow
of ak is linear in ak and that it depends on ∆k(1) and
∆′k(1) only:
1

∂tak = ak Λα+1(∆k(1),∆
′
k(1)) (6)
with3
Λp(∆(1),∆
′(1)) =1−∆(1)[N(2− p) + 2p2 + p− 4]
−∆′(1)p(6p+N − 5) .
(7)
The only way to have a nonvanishing amplitude for a
subcusp with exponent α∗ is that
Λα∗+1(∆?(1),∆
′
?(1)) = 0. (8)
By using the fixed-point solution given in Eq. (5) we then
obtain an explicit expression for α∗(N), which we do not
reproduce here. It is found that α∗(N) decreases as N
decreases until it reaches α∗(N = 18) = 3/2.2,3 Below
N = 18 = NDR, the only nontrivial fixed points have a
linear cusp, with α∗(N) = 1/2.
The eigenvalues describing the stability of the cuspless
fixed point under consideration are obtained by lineariz-
ing the FRG flow equations around this fixed point. In
our previous work we found that for N ≥ 18 the cuspless
fixed point described by Eq. (5) is stable with respect to
cuspless perturbations, except of course for the relevant
direction [here, ∆(1)] that must be fine-tuned to reach
the critical point. Starting from a cuspless initial con-
dition for ∆k=Λ(z) at the ultraviolet scale, one ends up
after fine-tuning the relevant parameter ∆(1) at a cusp-
less fixed point, and the critical exponents are given by
the dimensional-reduction predictions. However, at the
time, we did not systematically investigate the stability
of the cuspless fixed point with respect to a cuspy pertur-
bation. This had been done by Sakamoto et al.18 in the
large N limit in an expansion in 1/N , at one- and two-
loop orders. The outcome was that the cuspless fixed
point is then stable to all perturbations, with and with-
out a cuspy functional behavior.
We are primarily interested in the eigenvalue λ(N) as-
sociated with a cuspy eigenfunction fN (z). It coincides
with Λ3/2 obtained from Eqs. (7, 8) and reads:
λ(N)

=
1
4(N + 7)
(
3(N + 4)
√
N − 18
N − 2 −N + 8
)
(9)
where a positive value means an irrelevant direction. One
checks that the result of Ref. [18] is recovered in the large
N limit: λ(N)/ = 1/2−9/(2N)−57/(2N2)+O(1/N3).
We have plotted the eigenvalue λ(N) in Fig. 2. It de-
creases as N decreases, reaches zero when N = Ncusp =
2(4 + 3
√
3) ' 18.3923 · · · and then changes sign. (Its
 0.2
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FIG. 2: RFO(N)M at one-loop order in d = 4+: Eigenvalue
λ(N)/ associated with a cuspy perturbation around different
fixed points. The full curve corresponds to the cuspless critical
fixed point associated with dimensional reduction [Eq. (9)],
the dashed line corresponds to the unstable conjugate cuspless
fixed point [Eq. (10)], and the crosses correspond to the cuspy
fixed point.
value in N = 18 is equal to −1/10.) The cuspless fixed
point therefore becomes unstable with respect to a cuspy
perturbation at a value of N which is slightly larger than
the value NDR = 18 below which cuspless fixed points no
longer exist.
We have repeated the analysis for the other cuspless
fixed point that is somehow conjugate to the critical one
described above but has one more (cuspless) relevant
direction.3,15 It is characterized by ∆∗(1) = /(N−2) and
∆′∗(1) = [(N−8)+
√
(N − 2)(N − 8)]/[2(N−2)(N+7)].
The two cuspless fixed point merge and disappear when
N = NDR = 18. The eigenvalue associated with a cuspy
perturbation around this unstable cuspless fixed point is
now given by
λ(N)

=
1
4(N + 7)
[
−3(N + 4)
√
N − 18
N − 2 −N + 8
]
.
(10)
A cuspy perturbation is therefore a relevant direction
from N →∞, where it behaves as −1 + 12/N −24/N2 +
O(1/N3), down to NDR. This is also displayed in Fig. 2.
The destabilization of the cuspless critical (i.e. sta-
ble) fixed point at Ncusp occurs in a standard way. We
find by a numerical integration of the beta function that
there exists a third fixed point, characterized by a cuspy
functional form, which coincides with the cuspless critical
fixed point for N = Ncusp and is stable for N < Ncusp.
The second smallest eigenvalue for this cuspy fixed point
is also shown in Fig. 2. The general scenario for the ex-
change of stability of the fixed points is therefore quite
common and appears in many other situations, such
as for instance the destabilization of the O(N) Wilson-
Fisher fixed point upon adding anisotropic interactions.19
We give in Fig. 3 a schematic description of the RG flows
to illustrate the evolution of the different fixed points.
4∆′(1)
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FIG. 3: Schematic flow for the RFO(N) model in the plane
(∆′(1), a) where a represents the amplitude of the cusp. The
blue and red points represent the stable and unstable analytic
fixed points and the black point represents the cuspy fixed
point. Left: for N > Ncusp; middle: NDR < N < Ncusp;
right: N = NDR. In the presence of a cusp (a 6= 0), ∆′(1)
should be interpreted as (minus) the coefficient of the linear
term in (1− z) when z → 1.
The previous discussion makes it clear that there is
a small domain NDR < N < Ncusp where the critical
behavior is described by the dimensional-reduction prop-
erty if the initial condition of the flow is cuspless, but
where it is governed by a cuspy fixed point and a break-
down of dimensional reduction otherwise. One should
keep in mind that the FRG framework considered here
starts with a coarse-grained Landau-Ginzburg descrip-
tion of the system at the microscopic (ultraviolet) scale:
see Eq. (1). As long as there exists only one fixed point
and that we limit our investigation to the critical physics,
the detailed properties of the microscopic system are ir-
relevant. However, in the small region between NDR and
Ncusp, the situation is more intricate. A discussion of
the d = 0 (1-site) problem4 shows that the presence of
a cusp at the microscopic level, which is associated with
avalanches, is most probably the rule rather than the ex-
ception at T = 0. This implies that physical systems at
T = 0 are likely to always flow to the cuspy fixed point
when N < Ncusp.
20
Once the cuspy fixed-point solution is (numerically)
obtained, we can derive the critical exponents, in partic-
ular the two anomalous dimensions η and η¯. We focus
here on the vicinity of Ncusp, which was not considered
previously. We display in Fig. 4 the two anomalous di-
mensions normalized by their dimensional-reduction ex-
pression ηDR = η¯DR = /(N − 2). The numerical deter-
mination of the fixed-point solution near Ncusp is difficult
because of the presence of several fixed points which are
close one to another, and we were not able to determine
the cuspy fixed point with sufficient accuracy near Ncusp.
It is however clear numerically that for N slightly larger
than NDR there exists indeed two fixed points, with dif-
ferent anomalous dimensions.
We now discuss the behavior of the eigenfunction asso-
ciated with the cuspy perturbation around the cuspless
fixed point. From the work of Sakamoto et al.,18 one
knows that the physical eigenfunction fN (z) with a cusp
is a linear combination of two solutions of the eigenvalue
equation, f
(−)
N (z) and f
(+)
N (z), the former having a cusp
when z → 1, i.e. f (−)N (z) '
√
1− z [1 + O(1 − z)], and
 17  18  19  20
 1
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η/ηDR
η¯/η¯DR
FIG. 4: Anomalous dimensions η (full line) and η¯ (dashed
line), normalized by their dimensional-reduction value /(N−
2), as a function of N . For N > Ncusp, the stable fixed point
leads to dimensional reduction. For NDR < N < Ncusp we
find a cuspless (unstable) fixed point which leads to dimen-
sional reduction and a cuspy (stable) one associated with a
breakdown of the dimensional reduction. For N < NDR, only
the cuspy fixed point with dimensional-reduction breakdown
remains.
the latter one having only a subcusp, i.e. f
(+)
N (z) '
(1− z)α+(N)[1 + O(1− z)]. Both functions, f (−)N (z) and
f
(+)
N (z), individually diverge in z = −1 and are therefore
not acceptable eigenfunctions. It is however possible to
choose the coefficients of the linear combination so that
the divergence in z = −1 of the two functions cancel.
By continuity, we expect that this mechanism, which has
been checked to order 1/N2, still applies as one decreases
N .
One should therefore find two eigenfunctions, one with
a cusp and one with a subcusp in (1− z)α+(N), to ensure
that a linear combination of the two has a proper behav-
ior in z = −1. The expression for α+(N) is obtained by
imposing
Λα++1(∆?(1),∆
′
?(1)) = λ(N)/ , (11)
where Λα++1 is obtained from Eq. (7). We thus get
α+(N) =
1
4
(
N − 10 +
√
(N − 2)(N − 18)
)
. (12)
We show in Fig. 5 the behavior of α+ and α∗ as a function
of N . We observe that α+ is smaller than α∗ for large N
(where α+ and α∗ behave as N/2−5+O(1/N) and N/2−
9/2+O(1/N), respectively). For smaller values of N , α+
becomes larger than α∗ (in particular α∗(N = 18) = 3/2
and α+(N = 18) = 2). The two curves cross exactly at
Ncusp. This is not a surprise since for N = Ncusp, λ = 0,
which implies that the conditions in Eqs. (11) and (8) are
degenerate.
The same analysis can be carried out at the two-loop
order. To do so, we have used the FRG equations derived
in Ref. [3]. We can then obtain the eigenvalue λ(N) at
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FIG. 5: Behavior of the leading singularity α∗(N) of the cusp-
less critical fixed point (solid line) and of the sub-leading sin-
gularity α+(N) of the cuspy eigenfunction around this fixed
point (dashed line).
order  = d − 4, which allows us to determine Ncusp at
first order in :
Ncusp(d) = 2(4 + 3
√
3)− 3(2 + 3
√
3)
2
 . (13)
When compared to the result for NDR, NDR(d) = 18 −
49
5 ,
3 it can be seen that the absolute value of the slope
(with  or d) is larger for Ncusp(d) than for NDR(d). By
extrapolating the results, we therefore find that the two
lines meet for d = dx ' 4.4 and N = Nx ' 14. For
the RFIM, where N = 1 and dDR ' 5.1, one should
thus expect another scenario for the destabilization of
the dimensional-reduction fixed point than the one found
near d = 4. Indeed, for d > 4.4, the cuspless critical
fixed point disappears for NDR when it is still stable with
respect to a cuspy perturbation.
We would like to emphasize again that the annihila-
tion and disappearance of a pair of fixed points, with
a square-root behavior of a coupling constant like in
Eq. (5), is a rather common phenomenon in field theories,
when several marginal operators are compatible with the
symmetries of the problem. This situation is encoun-
tered in the Potts model,21,22 in superconductors,23,24 in
Josephson junction arrays,25 in He3,
26,27 in smectic liq-
uid crystals,28 in electroweak phase transitions29,30 and
in frustrated magnets.31 In all of these cases, the two
fixed points meet and annihilate at some critical dimen-
sion. Beyond this dimension, the fixed-point characteris-
tics acquire an imaginary part and are no longer of phys-
ical relevance. In the absence of a stable fixed point,
the RG flow typically leads the system toward a region
where the potential is unbounded from below because of
operators of higher orders (φ6 terms for instance). This
is in general interpreted as signaling the occurrence of a
first-order transition.
This is however not what we find in the numerical anal-
ysis of the FRG flow equations for the RFIM. The typical
situation is that there does exist a fixed point beyond the
line where the two cuspless fixed points annihilate. In the
next section, we present a toy model which we use to il-
lustrate how a cuspy fixed point can emerge continuously
from the annihilation of two cuspless fixed points. This
unusual situation is made possible because we are renor-
malizing a full function, while in the situations previously
mentioned, only a finite number of coupling constants are
considered.
III. TOY MODEL
We treat here a partial differential equation which
is a generalization of the 1-loop flow equation of the
RFO(N)M in Eq. (2). We consider a function ∆(z) where
z ∈ [−1, 1]. The evolution under the RG flow is given by
the following equation:
∂t∆k(z) =∆k(z)−∆k(z)∆′k(z)− (∆k(z)− z∆′k(z))∆k(1)
+B
[
∆k(1)− z∆k(z)
][
∆k(z) + z∆
′
k(z)
]
+
A
2
(1− z2)∆′k(z)
[
2z∆′k(z)− (1− z2)∆′′k(z)
]
.
(14)
The beta function depends on two parameters, A and
B, which replace the two parameters d and N of the
RFO(N)M.
We start our study of the toy model by a determination
of the region of parameters where cuspless fixed points
exist. Assuming for now that the function ∆k is suffi-
ciently regular, (i.e., that the first derivative is finite in
z = 1), we get the following flow equations:
∂t∆k(1) =∆k(1)
[
1−∆k(1)
]
(15)
∂t∆
′
k(1) =−B
[
∆k(1) + ∆
′
k(1)
]2
(16)
+ ∆′k(1)
[
1− (1 + 2A)∆′k(1)
]
.
Note that one has the property of the RFO(N)M that the
flow of ∆k(1) depends on ∆k(1) only and that the flow of
∆′k(1) depends on ∆k(1) and ∆
′
k(1) only. The “critical”
fixed-point solution of interest is ∆?(1) = 1, which is once
unstable in the direction ∆(1) (the associated eigenvalue
is negative). The beta function for ∆′(1), which is a
polynomial in ∆′(1), admits a real fixed-point solution
for
B ≤ BDR(A) = 1
8(1 +A)
. (17)
If this condition is fulfilled, the solution reads
∆′?(1) =
1− 2B −√1− 8B(1 +A)
2(1 + 2A+B)
. (18)
There is also a conjugate fixed point, with a plus sign in
front of the square root, which has at least two unstable
directions and is therefore not associated with a critical
point.
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FIG. 6: Toy model phase diagram in the (A,B) plane. The
curve BDR(A) (full red line) is the boundary at which the
cuspless fixed points present below it merge and annihilate.
The curve Bcusp(A) (dashed blue line) is where the cuspless
critical fixed point becomes unstable to a cuspy perturbation.
The black point at (Ax = 3/2, Bx = 1/20) is the intersection
between the two curves. To the left of this point, when B
is increased, the cuspless fixed point first exchanges stability
with a cuspy fixed point for B = Bcusp, before it disappears
at B = BDR. To the right of this point, the cuspless critical
fixed point is stable up to B = BDR. Between the two lines,
the cuspless critical fixed point exists but is unstable with
respect to a cuspy perturbation. Note the similarity with
Fig. 1, except that the regions with or without cusp are not
located in the same place.
We now consider the vicinity of the cuspless critical
fixed point and derive the eigenvalue Λp+1 associated
with a perturbation whose functional form near z = 1
starts with ∼ (1− z)p. A simple calculation leads to
Λp+1 =1 + ∆?(1)[p− 1−B(p+ 1)]
−∆′?(1)(p+ 1)[1 + 2Ap+B] .
(19)
The eigenvalue λ = Λ3/2 is of particular interest because
it is associated with the cuspy direction. In the region
B < BDR where the cuspless critical fixed point exists we
find that the cuspy direction is a relevant perturbation
around the latter for Bcusp(A) < B < BDR(A) and A <
Ax = 3/2, with
Bcusp(A) =
−16− 21A− 9A2 + (4 + 3A)√25 + 18A+ 9A2
36(1 +A)
.
(20)
Observe that Bcusp(A = Ax = 3/2) = BDR(A = Ax =
3/2) = 1/20 and that the eigenvalue λ is then equal to
zero, which means that, for this particular value of A, the
cusp is marginal when the cuspless fixed point vanishes.
We summarize these findings in Fig. 6.
Another way of presenting the results is to evaluate λ
along the curve B = BDR(A). We then find
λ(A,BDR(A)) =
−3 + 2A
4(3 + 4A)
. (21)
For A < Ax = 3/2, the cuspy direction is already rel-
evant when B = BDR(A). This is the typical situation
encountered close to d = 4 in the RFO(N)M at one-loop
order. On the contrary, for A > Ax = 3/2, the cuspy
direction is still irrelevant when the cuspless fixed points
annihilate for B = BDR(A), which is the typical situation
for the RFIM close to d = 5.1.
We now study how a cuspy fixed point can appear when
the cuspless fixed points annihilate and disappear. We
focus on the immediate vicinity of BDR and define, for a
given A, B = BDR(A) + 
′. We anticipate that the cusp
should appear in a boundary layer around z = 1 that
shrinks to zero as ′ goes to zero. We therefore make the
following ansatz:
∆k(z) = 1− fk
(√
1− z

)
, (22)
where → 0 when ′ → 0. After inserting this expression
in the flow equation, Eq. (14), and expanding at leading
order in , we get
∂tfk(y) =− 1
16(1 +A)
{
9 + 8A
y
f ′k(y)[fk(y)− fk(0)]
+ 2y2 + 2fk(y) + (7 + 8A)[2fk(0)− yf ′k(y)]
+ 4A(1 +A)f ′k(y)[f
′
k(y) + yf
′′
k (y)]
}
(23)
where y =
√
(1− z)/. Note that ′ which measures the
distance to BDR does not appear in this equation. This
means that, at least at this level, we are unable to relate
the typical size of the boundary layer to the distance to
BDR. We simply assume here that both tend to zero
simultaneously.
We are interested in the fixed-point solution of the
above flow equation. For y  1, i.e. outside the bound-
ary layer, the fixed-point function behaves as
f?(y) ∼y1 y
2
3 + 4A
. (24)
When inserted in Eq. (22) this leads to ∆∗(z) = 1− (1−
z)/(3 + 4A), which coincides with the expansion near
z = 1 of the cuspless fixed point in B = BDR(A) =
1/[8(1 +A)] [see Eq. (18)], i.e. for ′ = 0.
Expanding now Eq. (23) for small y (inside the bound-
ary layer, where y  1), we find that the flow equation
of f
(p)
k (0) depends only on the p + 1 first derivatives at
the origin. We can therefore solve iteratively the fixed-
point solution and express the derivatives of f∗(y) at the
origin as a function of one unknown, f?(0). We find in
particular that
f ′?(0)
2
f?(0)
= −16(1 +A)
(3 + 2A)2
(25)
f ′′? (0) =
2(5 + 8A)
3(9 + 16A+ 8A2)
. (26)
This allows us to make predictions for the behavior of the
original function. When 1− z → 0 (inside the boundary
7layer), we expand ∆?(z) as
∆?(z) = ∆?(1)− a?
√
1− z + ∆?,1(1− z) + · · · (27)
∆?,1 should not be interpreted here as the first derivative
of ∆?(z) in z = 1 because of the singular dependence in√
1− z. We then derive that
a2?
1−∆?(1) =
f ′?(0)
2
f?(0)
= −16(1 +A)
(3 + 2A)2
(28)
∆?,1 =
f ′′? (0)
2
=
5 + 8A
3(9 + 16A+ 8A2)
. (29)
A direct comparison of Eq. (29), which is valid when
B → BDR(A)+, with the result for B = BDR(A), ob-
tained from Eq. (18) with B = BDR(A) = 1/[8(1+A)] or
from the outer boundary-layer solution described above,
shows that ∆?,1 is in general discontinuous for B = BDR,
except in A = 3/2 where ∆?,1|B+DR = ∆?,1|BDR = 1/9.
On the contrary, ∆?(1) is always continuous in BDR and
so is the amplitude of the cusp a? that continuously goes
to zero as B → BDR. As a consequence, the critical ex-
ponents that depend only on ∆?(1) and on the amplitude
of the cusp, which is the case of the exponent ν of the
correlation length and of the anomalous dimensions,3 are
continuous. On the other hand, eigenvalues that depend
on ∆?,1 are not: this is the case for instance of the eigen-
value λ associated with a cuspy perturbation. Although
∆?(z) is a continuous function of B at fixed z when B
increases from BDR, some properties of the fixed point
may be discontinuous, which is a very unusual situation
in the RG of critical phenomena.
We have checked by a direct numerical integration of
the flow equation in Eq. (14) that the behaviors predicted
above are indeed observed. This is illustrated for A =
8 > Ax: Fig. 7 for ∆?,1 and Fig. 8 for the eigenvalue λ.
Finally, in the particular case A = 0, we have been
able to solve analytically the fixed-point equation in Eq.
(24). There is a unique family of solutions parametrized
by f∗(0) . It can be expressed in terms of the Lambert
function W (x) (solution of W expW = x):
f∗(y) =
y2
3
+ f∗(0)
{
−1 + 2 exp
[
1 +W
(
−2y
2 + 9f∗(0)
9ef∗(0)
)]}
.
(30)
It is easily checked that the above solution satisfies the
limiting behaviors described above when y → ∞ and
y → 0. Note that this case corresponds to the region
where A < Ax and that the above cuspy fixed point which
emerges from the merged cuspless ones is unstable. An-
other cuspy fixed is present and is stable for B > Bcusp
[here, Bcusp(A = 0) = 1/9]. The generic situation is that
there are two cuspy fixed points above BDR, one stable
and one unstable, one that appears through a boundary-
layer mechanism at BDR and one that is already present
below BDR.
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FIG. 7: ∆?,1 as a function of B for A = 8. For B < BDR(A =
8) = 1/72, the numerical solution approaches the predicted
result in the absence of a cusp, 1/35, when finer meshes (larger
number of points) are considered. For B approaching 1/72
from above, the numerical solution tend to 23/649, which is
the solution extracted from the analysis of the boundary layer,
see Eq. (29).
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FIG. 8: Eigenvalue λ of the cuspy direction around the stable
fixed point as a function of B around BDR for A = 8. For
B < BDR, the numerical results tend to the exact analytical
solution. For larger B, the numerical solution clearly tends
to a lower value for finer meshes (larger number of points).
This indicates that the eigenvalue λ is discontinuous at BDR.
IV. THE SHORT- AND LONG-RANGE RFIM
We have next investigated the d-dimensional RFIM
(N = 1). In this case however, a nonperturbative FRG
(NP-FRG) is required.1,2,4 The central quantity is now
the dimensionless cumulant of the renormalized random
field δk(ϕ1, ϕ2). It follows an FRG equation that is cou-
pled to other functions describing the flow of the disorder-
averaged effective action (the latter is described in a
derivative expansion1,4). The flow equations can be sym-
8bolically written as
− ∂tu′k(ϕ) = βu′(ϕ),
− ∂tzk(ϕ) = βz(ϕ),
− ∂tδk(ϕ1, ϕ2) = βδ(ϕ1, ϕ2),
(31)
where as before t = log(Λ/k); uk(ϕ) is the dimensionless
effective average potential (i.e., the local component of
the disorder-averaged effective action) and zk(ϕ) is the
dimensionless function describing the renormalization of
the field. The beta functions themselves depend on u′k,
zk, δk and on their derivatives. Their expressions are
given in Ref. [4] and are not reproduced here.
We consider first the usual short-range RFIM in which
both the interactions and the random-field correlations
are short-ranged [see Eq. (1) and below]. Fixed points
are studied by setting the left-hand sides of the equations
in Eq. (31) to zero. The zero-temperature fixed point
controlling the critical behavior has been determined in
a previous investigation:4 above a dimension dDR close
to 5.1, there exists a cuspless fixed point that can be
reached when starting from a regular, cuspless, initial
condition. The presence or absence of a cusp now refers
to the dependence of δk(ϕ1, ϕ2) on the field difference
ϕ2 − ϕ1. For its description, it turns out to be more
convenient to change variable from ϕ1 and ϕ2 to ϕ =
(ϕ1 + ϕ2)/2 and y = (ϕ1 − ϕ2)/2. The putative cusp is
now in the variable y. For d > dDR, the (critical) cuspless
fixed point, which is characterized in the limit y → 0 by
δ∗(ϕ, y) = δ∗,0(ϕ) +
1
2
δ∗,2(ϕ)y2 +O(|y|3) , (32)
is stable with respect to cuspless perturbations, except
of course for the relevant direction that corresponds to a
fine-tuning to the critical point. As already stressed, such
a fixed point corresponds to the d → d − 2 dimensional
reduction.
We have also investigated the stability of the cusp-
less, dimensional-reduction, fixed point with respect to
a cuspy perturbation. We have followed the procedure
described above for the RFO(N)M near d = 4. We
search for a physical eigenfunction f(ϕ, y) with a lin-
ear cusp in y that is a linear combination of two so-
lutions of the associated eigenvalue equation, f (−)(ϕ, y)
and f (+)(ϕ, y), the former having a cusp when y → 0, i.e.
f (−)(ϕ, y) ' |y|[f−(ϕ) + O(y2)], and the latter having a
subcusp only, i.e. f (+)(ϕ, y)) ' |y|α+(d)[f+(ϕ) + O(y2)]
with α+(d) odd or noninteger. The linear combination
should ensure that all divergences are cancelled and that
the physical eigenfunction is defined for all values of y.
The corresponding eigenvalue λ can then be deter-
mined by considering the vicinity of the fixed point with
δk(ϕ, y) ' δ∗(ϕ, y) + kλf(ϕ, y) and f(ϕ, y) ' |y|f−(ϕ)
when y → 0. By linearizing the flow equation for δk
around δ∗, fixing u′k(ϕ) and zk(ϕ) to their fixed-point
values, and expanding around y = 0, it is easy to derive
that f−(ϕ) satisfies the following eigenvalue equation:
λf−(ϕ) =
1
2
(d− 4 + 3η)f−(ϕ) + 1
2
(d− 4 + η)ϕf ′−(ϕ)+
vd ∂˜t
∫ ∞
0
dx x
d
2−1
{
3
2
f−(ϕ)
(
4z′∗(ϕ)p∗(x, ϕ)p
(0,1)
∗ (x, ϕ)+
4[z∗(ϕ) + s′(x)]p
(0,1)
∗ (x, ϕ)2 + [z′′∗ (ϕ)− δ∗,2(ϕ)]p∗(x, ϕ)2
)
+ 3f ′−(ϕ)p∗(x, ϕ)
(
2[z∗(ϕ) + s′(x)]p
(0,1)
∗ (x, ϕ)+
z′∗(ϕ)p∗(x, ϕ)
)
+ f ′′−(ϕ)[z∗(ϕ) + s
′(x)]p∗(x, ϕ)2
}
,
(33)
where v−1d = 2
d+1pid/2Γ(d/2), partial derivatives are de-
noted by superscripts in parentheses, and x is the square
of the dimensionless momentum; p∗(x, ϕ) = [xz∗(ϕ) +
s(x) + u′′∗(ϕ)]
−1 is the (dimensionless) “propagator”, i.e.
the so-called “connected” 2-point correlation function,
and s(x) is a (dimensionless) cutoff function. (Choices
of appropriate functional forms for s(x) are discussed in
Ref. [4].) Finally, ∂˜t is an operator acting only on the
cutoff function s(x) (appearing explicitly or through the
dimensionless propagator) with ∂˜ts(x) ≡ (2 − η)s(x) −
2xs′(x). In deriving the above equation, we have used
the fact that η¯ = η and δ∗,0(ϕ) = z∗(ϕ), which are prop-
erties of the cuspless, dimensional-reduction, fixed point
resulting from the underlying supersymmetry.4
An equation for the fixed-point function δ∗,2(ϕ) that
appears in Eq. (33) can be also derived by inserting the
expansion in powers of y of δ∗(ϕ, y) [see Eq. (32)] in the
corresponding beta function in Eq. (31). The algebra is
straightforward but cumbersome and leads to:
0 = (d− 4 + 2η∗)δ∗,2(ϕ) + 1
2
(d− 4 + η¯∗)ϕδ′∗,2(ϕ)+
vd∂˜t
∫ ∞
0
dx x
d
2−1
{(
4p˜
(0,1)
∗ (x, ϕ)p˜
(0,2)
∗ (x, ϕ)z′∗(ϕ)
[
z∗(ϕ)
+ s′(x)
]
+ 5p˜
(0,1)
∗ (x, ϕ)2z′∗(ϕ)
2 + p˜∗(x, ϕ)
(
2p˜
(0,2)
∗ (x, ϕ)×
z′′∗ (ϕ)
[
z∗(ϕ) + s′(x)
]
+ 7p˜
(0,2)
∗ (x, ϕ)z′∗(ϕ)
2+
4z′∗(ϕ)
(
2z′′∗ (ϕ)p˜
(0,1)
∗ (x, ϕ) + p˜
(0,3)
∗ (x, ϕ)
[
δ∗,0(ϕ) + s′(x)
]))
− 2[p˜(0,2)∗ (x, ϕ)2 − p˜(0,1)∗ (x, ϕ)p˜(0,3)k (x, ϕ)][z∗(ϕ) + s′(x)]2
+
1
2
p˜∗(x, ϕ)2
[
z′′∗ (ϕ)
2 + 2z
(3)
∗ (ϕ)z′∗(ϕ)
]
+ 3 δ∗,2(ϕ)×(
4p˜
(0,1)
∗ (x, ϕ)p˜∗(x, ϕ)z′∗(ϕ) + 4p˜
(0,1)
∗ (x, ϕ)2
[
z∗(ϕ) + s′(x)
]
+ p˜∗(x, ϕ)2z′′∗ (ϕ)
)
+ δ′∗,2(ϕ)
(
4p˜∗(x, ϕ)
(
2p˜
(0,1)
∗ (x, ϕ)×[
z∗(ϕ) + s′(x)
]
+ p˜∗(x, ϕ)z′∗(ϕ)
))
+ δ′′∗,2(ϕ)p˜∗(x, ϕ)
2×
[
z∗(ϕ) + s′(x)
]− 3
2
δ∗,2(ϕ)2p˜∗(x, ϕ)2
}
,
(34)
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FIG. 9: Short-range RFIM within the NP-FRG. Top figure:
Variation with d of the eigenvalue λ associated with a cuspy
perturbation around the stable cuspless fixed points when d ≥
dDR ' 5.1. The dots (color online red) are obtained from the
NP-FRG flow equations. The (color online blue) curve is a fit
described in the text. At the dimension dDR, the eigenvalue is
small but strictly positive. Bottom figure: Eigenvalue λ of the
cuspy perturbation around the stable cuspless fixed point (red
points) and the unstable cuspless fixed point (green crosses).
The black stars correspond to the exact values (-1 and +1)
obtained in d = 6.
where we have used that δ∗,0(ϕ) = z∗(ϕ). From the
knowledge of u′∗(ϕ) and z∗(ϕ), which are obtained from
two coupled equations (see Ref. [4]), we first solve the
equation for δ∗,2(ϕ) and then use the input to solve
Eq. (33). All partial differential equations are numeri-
cally integrated on a one-dimensional grid by discretizing
the field ϕ.
The resulting eigenvalue λ(d) is plotted in Fig. 9. Note
that λ can be calculated exactly at the Gaussian fixed
point that controls the critical behavior at and above the
upper critical dimension d = 6, and one finds λ = 1 with
an associated eigenfunction f(ϕ, y) = |y|. As seen in the
figure, λ is small but strictly positive when d = dDR, in
agreement with the phase diagram displayed in Fig. 1.
We have also checked that there is an additional so-
lution f (+)(ϕ, y) that is associated with the same eigen-
value λ and whose dependence on y starts with a subcusp
when y → 0. In addition, we have repeated the analy-
sis for the cuspless unstable fixed point that is conjugate
to the above critical one: it is characterized by the same
u′∗(ϕ) and z∗(ϕ) = δ∗,0(ϕ) but corresponds to another so-
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FIG. 10: RFIM with long-ranged interactions and disorder
correlation in d = 3 within the NP-FRG. Variation of the
eigenvalue λ associated with a cuspy perturbation around the
stable cuspless fixed point (red dots) and around the unstable
cuspless fixed point (blue crosses). Note that λ(σDR) ' 0.7 is
unambiguously strictly positive. The black stars correspond
to the exact solutions (-1/4 and 7/4) at σ = 1/2.
lution δ∗,2(ϕ) of Eq. (34). The eigenvalue associated with
a cuspy perturbation around this fixed point is plotted
in the bottom panel of Fig. 9 and it merges with that for
the other fixed point for d = dDR. The cuspy eigenvalues
for both cuspless fixed points have a square root behav-
ior, as shown in the figure. We can fit these curves by a
parabola, d(λ) = 5.1503−0.0199λ+0.8279λ2. We observe
that λ(dDR) is slightly positive, as already mentioned,
and that a cuspy perturbation around the unstable cusp-
less fixed point is marginal in a dimension slightly larger
than dDR. From the results of the preceding sections,
this indicates that, in the case of the short-range RFIM,
the breaking of dimensional reduction is associated with
the appearance of a cuspy fixed point through a bound-
ary layer. However, since λ(dDR) is very small, we expect
that the unusual features that signals the presence of a
boundary-layer mechanism [in particular the discontinu-
ity of the coefficient δ∗,2(ϕ) of the term in y2/2 of the
small y expansion of δ∗(ϕ, y)] to be almost unobservable.
Consequently, we have also investigated the RFIM in
the presence of both long-range interactions, which de-
cay in space as |x − y|−(d+σ), and long-range correla-
tions of the random field that vary as |x− y|−(d−ρ). We
have recently shown that for a specific choice of the ex-
ponents characterizing these long-range spatial depen-
dences, namely ρ = 2 − σ, a supersymmetry can still
be present in the associated superfield theory.5 This su-
persymmetry leads to a d→ d−2 dimensional-reduction
property. The corresponding cuspless fixed point exists
below a critical value σDR, which in d = 3 is found be-
tween 0.71 and 0.72 depending on the precise choice of
the dimensionless cutoff function s(x), and disappears
above. (In this case, the analogs of the lower and upper
critical dimensions are a critical value σ = 1 above which
there is no transition and a critical value σ = 1/2 below
which the exponents are described by mean-field theory.)
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In this long-range model, we have repeated the analy-
sis of a cuspy perturbation around the stable and unsta-
ble cuspless fixed points. For the stable (critical) fixed
point the eigenvalue λ decreases from 7/4 for σ = 1/2
to ∼ 0.7 for σDR. The eigenvalue of the cuspy perturba-
tion around the unstable fixed point increases from -1/4
for σ = 1/2 to 0.7 for σDR and passes through zero for
σ ' 0.66. This is displayed in Fig. 10. In this case, the
eigenvalue associated with the cuspy perturbation is un-
ambiguously strictly positive when the two cuspless fixed
points coalesce, as seen in Fig. 10, and the cuspy pertur-
bation aound the unstable fixed point becomes marginal
for σcusp ' 0.65, which is significantly different from
σDR. We therefore expect a cuspy fixed point to appear
through a boundary layer for σ > σDR with a sizable
discontinuity in δ∗,2(ϕ) in σDR. (Note that δ∗,2(ϕ) is ob-
tained as the second derivative of δ∗(ϕ, y) with respect
to y in y = 0 only in the absence of a cusp.)
To complement the above study of the stability of the
cuspless fixed points above σDR, we have integrated the
flow equations [see eqs. (31)] without expanding in the
y-direction. We focus on the long-range model. We find
strong evidence for the occurrence of a boundary-layer
mechanism for the appearance of a stable cuspy fixed
point above σDR. This is illustrated in Fig. 11 where we
plot δ∗,2(ϕ) for two different values of ϕ as a function of
σ around σDR. It can be seen that a discontinuity builds
up as the mesh size is decreased, very much as in the toy
model (see in particular Fig. 7).
V. CONCLUSION
We have analyzed the mechanism by which the
dimensional-reduction result breaks down in the
RFO(N)M by following the appearance, disappearance,
and change of stability of the (zero-temperature) fixed
points. We have combined the perturbative FRG results
near d = 4, at one and two loops, the nonperturbative
FRG results, in particular for the short- and long-range
RFIM, and a toy model. Dimensional reduction for the
critical behavior of the model is associated with a cus-
pless fixed point and breaking of dimensional reduction
with a cuspy fixed point. (We recall that the cuspless
or cuspy character refers to the functional dependence
of the dimensionless second cumulant of the renormal-
ized random field1–5 and is physically associated with the
subdominant or dominant role of the avalanches in the
correlation functions.14)
The outcome of our study is an intricate scenario which
is illustrated in the (N, d) phase diagram of Fig. 1. There
are two different regimes separated by a threshold point
whose estimated location is (dx ' 4.4, Nx ' 14). For
smaller d and larger N , the cuspless fixed point that leads
to dimensional reduction is destabilized by a cuspy fixed
point for some N = Ncusp(d). This is a rather usual phe-
nomenon, where two fixed points exchange their stability
by crossing. For larger d and smaller N , the critical cusp-
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FIG. 11: NP-FRG fixed-point solutions for the long-range
RFIM in d = 3. The coefficient δ∗,2(ϕ) of the y2/2 term in the
small y expansion of δ∗(ϕ, y) evaluated in ϕ = 0 (top panel)
and in ϕ = 0.3 (bottom panel) as a function of σ around
σDR ' 0.71. When finer meshes (smaller dy) are considered,
this quantity builds up a discontinuity, typical of the behavior
expected from a boundary-layer mechanism.
less fixed point annihilates with an unstable cuspless fixed
point for some N = NDR(d). A new, cuspy, fixed point
then emerges from these merged fixed points through a
boundary-layer mechanism. This unusual phenomenon
has some specific signatures in derivatives of the cumu-
lants of the renormalized random field. These signatures
appear too small to be detected in the standard short-
range RFIM but can be numerically seen in the RFIM
in the presence of long-ranged interactions and disorder
correlations.
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