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Abstract
We present a novel deep reinforcement learning framework
for solving relational problems. The method operates with a
symbolic representation of objects, their relations and multi-
parameter actions, where the objects are the parameters. Our
framework, based on graph neural networks, is completely
domain-independent and can be applied to any relational prob-
lem with existing symbolic-relational representation. We show
how to represent relational states with arbitrary goals, multi-
parameter actions and concurrent actions. We evaluate the
method on a set of three domains: BlockWorld, Sokoban and
SysAdmin. The method displays impressive generalization
over different problem sizes (e.g., in BlockWorld, the method
trained exclusively with 5 blocks still solves 78% of problems
with 20 blocks) and readiness for curriculum learning.
Introduction
In this work, we take a fresh look at the Relational Reinforce-
ment Learning (RRL; Dzˇeroski et al. 2001) with the modern
approaches of Deep Reinforcement Learning (Deep RL). In
contrast to the modern trend of applying Deep RL on the raw
visual input (e.g., Mnih et al. 2015; Jaderberg et al. 2019), we
target tasks of relational and symbolic nature. These are the
tasks where the world consists of discrete objects, their rela-
tions and actions that manipulate these objects directly. Such
tasks naturally occur all around us, the world itself is com-
posed of objects on its macro-level. A simple task of cooking
by a recipe integrates a complex system of objects in various
relations and possible actions. Online services with API, so-
cial networks, computer network penetration testing, medical
diagnosis, factory assembly line optimizations – these are all
examples of environments, where these tasks are present.
Current Deep RL techniques are not prepared for these
settings directly, as an usual requirement is that the state and
action space dimensions are fixed. This is one of the rea-
sons why the recent and Deep RL research focuses mostly
on visual-control domains (e.g., Leibo et al. 2018). The de-
scribed problems can certainly be transformed into visual
control domains, however, this would bring an intermediary
step into the process and is clearly suboptimal.
As an example, let’s look at a BlockWorld game (Slaney
& Thie´baux 2001). Figure 1 shows how the game works:
Initially, several labeled blocks are stacked on top of each
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Figure 1: In the BlockWorld game, the task is to reconfigure
the blocks into an arbitrary goal position. A single available
action move(X, Y) relocates a block X on top of Y (if possible),
Y can also be the ground. In this case, the optimal solution
is a sequence of move(B, ground), move(A, C), move(B, A).
The key challenge is to generalize over arbitrary number of
blocks with arbitrary labels.
other in an arbitrary configuration. The task is to reconfigure
them into a goal position, using a move action, which picks a
block a puts it on top of another, or to the ground.
In current Deep RL, there is no existing framework to
solve the described task in a truly symbolic way. That is,
using the move action with two symbolic parameters and
generalize well over arbitrary number of blocks. The existing
approaches usually solve a problem transformed into the
pixel space, or with elementary non-parametrized actions
(e.g., Li et al. 2019; Zambaldi et al. 2019).
In this work, we present a Symbolic Relational Deep RL
(SR-DRL) framework. It accepts enriched symbolic input
(i.e., abstract objects, optionally augmented with their fea-
tures) and is designed to generalize well over arbitrary num-
ber of objects, their relations and multi-parameter actions.
The framework is primarily designed to find optimal solu-
tions in domains which are a-priori symbolic relational. That
is, an explicit enumeration of objects and relations is directly
available. For other domains, recently resurfaced research
direction of automatic object discovery (Garnelo et al. 2016;
Zelinka et al. 2019) could be used.
Our framework’s main components are based on graph
neural networks (Zhou et al. 2018) and auto-regressive policy
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decomposition (Vinyals et al. 2017), joint with arbitrary pol-
icy gradient method (Li 2018). We showcase its capabilities in
three domains. BlockWorld is a well-known planning domain
with NP-hard complexity for optimal planning. We demon-
strate impressive generalization of our method – the agent
trained only on five blocks is able to solve environments with
20 block with 78% success rate. The two remaining domains
are currently work-in-progress. Sokoban is a game requir-
ing extensive planning. To demonstrate our framework, we
replace native elementary actions with macro-actions, such
as push-left(block), while preserving all game rules. These
actions are parametrized directly by the playing elements.
Last domain, SysAdmin (Guestrin et al. 2001), is a proba-
bilistic planning domain defined in International Probabilistic
Planning Competition 2011.
Contributions
1. We present a novel method that uses graph neural networks
and reinforcement learning to solve relational problems.
Our approach is completely domain-independent, with sin-
gle requirement that the symbolic-relational representation
of the problem already exists. We define the problem in the
form of graphs and present a GNN based implementation1.
We show how to represent relational states with arbitrary
goals, multi-parameter actions and concurrent actions.
2. In a set of three domains (in this version, only BlockWorld
is presented), we demonstrate the capabilities of our frame-
work. For example, impressive generalization to different
problem sizes or smooth curriculum learning.
3. As a minor contribution, we introduce an entropy regu-
larization normalization, a technique for better scaling of
reinforcement learning algorithms.
Related work
Payani & Fekri (2020) replace the hard logic of Dzˇeroski
et al. (2001) with a differentiable inductive logic program-
ming. In their approach, the logic predicates are fuzzy and the
parameters are learned with gradient descent. BlockWorld
environment is also used for experiments. However, the scope
is very limited to only 4 and 5 blocks, without goal general-
ization (the goal is to always stack into a single tower) and
the authors do not report any generalization capabilities.
Li et al. (2019) studies a 3-dimensional instantiation of
the BlockWorld problem, with a robotic hand and physics
simulation. Interestingly, the features of the blocks (their
position and color) and the hand is encoded as a graph and
processed by a graph neural network (GNN) (Zhou et al.
2018), making it invariant to the number of objects. Still, all
interaction with the world is done through the control of the
robotic hand and its elementary actions (relative change of
position and grasping controls). Moreover, the blocks are not
symbolic, but are identified by their features (color).
Hamrick et al. (2018) study the stability of a tower of
blocks under a physical simulation, where some blocks can
be glued together. The blocks are encoded as nodes in a graph,
with only physical features, and the actions are performed on
1The code is at github.com/jaromiru/sr-drl.
the graph’s edges, which connect two adjoin blocks. Hence,
the actions are performed onto the blocks themselves, making
this approach generalize well to different combinations and
numbers of blocks. However, this work is tied to this specific
problem and does not provide a general framework. Compara-
tively, our work is completely domain-independent, can work
with arbitrary, heterogeneous relations and multi-parameter
actions.
Other works (Zambaldi et al. 2019; Santoro et al. 2017)
provide specialized neural network architectures with rela-
tional inductive biases that try to internally segment a visual
input into objects and process them relationally. Compared to
our work, these architectures cannot process symbolic input.
In the domain of planning, Relational Dynamic Influence
Diagram Language (RDDL) (Sanner 2010) can be used to
describe a mechanics of an environment composed of objects,
their relations and possible actions. Bajpai et al. (2018) de-
scribe an algorithm for training models that generalize over
multiple problem instances in the same domain. Their model
uses GNNs to encode the object relations, however the gener-
alization is restricted to a fixed number of objects and actions.
Also, a short retraining is required for the model to handle
a new instance of the environment. Compared to this work,
we do not impose any similar restrictions and, in the sense
of transfer learning, our framework is completely zero-shot –
there is no need for retraining with new instances.
Adjodah et al. (2018) studies a control problem of maze-
navigation with a relational module. However, the studied
problem is heavily restricted: it is a grid of a fixed size and the
relations are represented as exhaustive binary combinations
of all places in the grid. The output of the relational module
is encoded as a fixed-size embedding and processed with a
standard MLP based Q-learning algorithm. Also, no message
passing is involved, allowing the model to reason only with
the limited binary relations.
Problem definition
Our problems naturally consists of objects, binary relations,
global context and a goal definition. Moreover, our problems
are sequential, hence we assume existing transition dynam-
ics. We use the Markov Decision Process (MDP) formalism
for following definitions. The MDP is a tuple (S,A, r, t, γ),
where S, A represent the state and action spaces, r, t are
reward and transition functions and γ is the discount factor.
All of the MDP components are problem-dependent. The
reward function r can directly specify the goal or be more
subtle. For example, in the BlockWorld, the reward can be
defined as a small negative value (e.g., −0.1) per step and a
non-negative value when the goal is reached. The transition
function t and parameter γ are directly defined by the partic-
ular environment. The definition of state and action spaces is
more complex and is described below.
State encoding
A state has to incorporate the key components – objects and
their features, relations, global context and optionally the
goal. The objects and relations naturally form an oriented
graph, where the objects become nodes and the relations
become edges.
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Figure 2: This example shows a graph representation of the
BlockWorld game state from Figure 1. The objects are repre-
sented as nodes, their relations (above-of ) as oriented edges.
A special node represents the ground. Both the current state
and the goal are encoded as a graph (with different edge
types). The combined graph (the state encoding) contains all
information needed to solve this problem. A single bit in each
node differentiates the blocks from ground, no other features
(e.g., labels) are present. Likewise, no global information is
needed in this example.
The objects become the nodes of the graph and option-
ally contain their features in form of a fixed-length vector.
More complicated structures can be embedded using the ex-
isting techniques (e.g., Pevny´ & Somol 2016; Zaheer et al.
2017). Heterogeneous objects can be recognized by a feature
specifying their type.
The relations naturally form oriented edges of the graph.
Symmetric relations can be transformed into two opposite
edges. Similarly to objects, the relation’s type can be encoded
as an edge’s feature.
Global context specify properties of the environment, un-
related to any single object (e.g., time, environment state,
etc.). The features of the global context form a separate fixed-
length vector, beside the object-relation graph.
In simple static-goal settings, only the reward function is
sufficient to encode the goal definition. However, more often,
the goal is part of a particular problem instance, and hence
it has to be included in the state. Dependent on the problem,
the goal can be encoded as part of the global context, in the
object features, or as part of the graph itself.
The particular definition of the state space S is problem-
dependent. Figure 2 illustrates a possible state encoding in the
BlockWorld game state from Figure 1. In this case, we added
a special node representing the ground. Both the current state
and the goal are encoded as a graph, with different edge types,
and their representation is combined. Note that the nodes do
not contain any label-related features.
Actions
The problems of our focus require actions with symbolic
parameters, in our case, the objects. To be as general as
possible, let’s divide the possible actions into several groups:
Elementary actions do not require any parameters. Ex-
amples of such actions are: turn-left, accelerate or stop.
Single-parameter actions accepts a single object. When
the model selects such an action, it also needs to select a
corresponding object to be its parameter. Examples of such
actions are pick(X) or open(X).
Multi-parameter actions require several objects as their
parameters. We assume that there is a conditional dependence
between the parameters (e.g., in move(X, Y), the choice of Y
depends on the selected X) and hence the model has to select
the objects consecutively.
Independent-parameter actions can have arbitrary num-
ber of parameters, independent of each other. As an example,
select(X, ...) can be used to simultaneously select a number
of objects.
Not all action may be applicable in a particular state. As
an example, an open(X) action may be unavailable unless
the object X contains a feature specifying it is closed. The
availability is indicated by action’s pre-condition and is state-
dependent.
The action space A is problem-dependent and also state-
dependent (the number of objects may change, pre-conditions
may disable some actions). For instance, in the game of
BlockWorld, there is a single two-parameter action move(X,
Y) with a pre-condition that there is no block on top of X, and
neither on Y (unless Y is the ground).
Method
With the defined problem, several technical issues remain
to be solved. First, we propose a specific instance of GNNs
(Zhou et al. 2018) to process the complex state. Second, we
need a way to implement the policy defined with the com-
plex actions. We use auto-regressive policy decomposition
(Vinyals et al. 2017) to tackle the multi-parameter actions.
Third, several minor obstacles need to be resolved, as de-
scribed below.
After we have created a differentiable model that can ac-
cept any complex state and produce a proper probability
distribution over the possible actions, we can use any existing
policy gradient algorithm (Li 2018) to train the model.
State processing
Because the state is represented as a graph, the natural choice
is to use a Graph Neural Network (GNN) (Zhou et al. 2018)
as our model. GNNs have strong relational inductive biases
(Battaglia et al. 2018) and their operations are local and
invariant of node permutations. Also, the same model can be
used to process states with different number of objects. There
exists a number of different GNN variations, with a unifying
framework made by Battaglia et al. (2018). Instead of using
a particular variant, we borrow several key techniques to
overcome specific obstacles.
First, let us define the input graph as follows. Let V =
{vi}i=1..|V| be a set of nodes, where vi denotes a feature
vector of a node. E = {(ei, si, ri)}i=1..|E| is a set of edges,
where ei is a feature vector of an edge, si denotes the sending
node index and ri the receiving node index of this edge. Let g
be a feature vector of a special global node not included in V .
If available, the g vector is set to encode the global context,
else it is zero.
The core of the algorithm is a single message-passing step
defined as follows. First, the aggregated incoming messages
are computed as mi = maxrk=i φmsg(vsk , ek). Here, φmsg
is a message embedding function, which transforms an incom-
ing message from node vsk over an edge ek. All messages to
a node i are aggregated with an element-wise max function.
Another common aggregation operator is mean (Battaglia
et al. 2018); we choose max early in our experiments, where
it worked best. Second, all node features are updated with
newly computed values v′i:
v′i = vi + φagg(vi,mi, g) (1)
The aggregated messages are processed with function φagg,
which also takes the current embedding vi and the global
node features g. In practice, we implement the φmsg and
φagg functions as single non-linear neural network layers.
Finally, the addition of the original vi vector represents a skip
connection (Kipf & Welling 2016; He et al. 2016), which
we found to facilitate learning in cases with a large stack of
multiple message-passing steps.
After all node representations are updated, a global node
g aggregates information from all other nodes through an
attention mechanism:
g′ = g + φglb
(
g,
∑
i=1..|V|
φatt(vi) · φfeat(vi))
)
(2)
In here, the φatt denotes a softmax distribution over all nodes
V , φfeat a node embedding function and φglb is a final em-
bedding function. In implementation, φatt is a single linear
layer followed by softmax and φfeat and φglb are single non-
linear layers. Again, adding the original g serves as a skip
connection to facilitate learning.
The steps (1) and (2) form a single message-passing step.
During the computation, several steps are performed, yield-
ing the final embeddings vi, g. Instead of reusing the same
parameters in every step, we chose to parametrize the φ func-
tions with an independent set of parameters for each step (see
Battaglia et al. 2018). In this way, the model can compute
progressively more complex representations, similar to as
convolutional neural networks do (LeCun et al. 2015).
The policy
The probability distribution over all possible actions forms
the policy pi. The action space grows exponentially with
the number of actions’ arguments. However, with the right
policy decomposition, the complexity can be transformed
into a sequential selection process. For a particular action
a, let a0 denote the action identifier (e.g, stop, move, etc.)
and a1, a2, ... the parameters; let L(a) be the arity of action
a. The policy can then be represented in an auto-regressive
manner (Vinyals et al. 2017):
pi(a|s) =
L(a)∏
l=0
pi(al|a<l, s)
g pi(a0|g)
pi(a1|a0, g,V)
pi(a2|a0, a1, g,V)
{
...
Figure 3: After several GNN passes, the final embeddings of
nodes are used to decode the actions. First, the action identi-
fier a0 (e.g., push-left) is selected, based on the global context
g. The parameters are selected sequentially, conditioned on
previous selection. The selection is input back into the net-
work as a parameter, two message-passes are performed and
next parameter is selected.
The policy is decomposed into a sequence of products, where
each depends on the previously selected sub-actions. Vinyals
et al. (2017) disregard the conditional dependency on the
previously chosen sub-actions for implementation difficulties.
However, this variant, which can be thought of a product
of marginal distributions, cannot represent every possible
probability distribution. Moreover, for some actions, the pre-
viously selected parameters are crucial for further selection.
E.g, in move(X,Y), the selection of Y only makes sense with
a known X. Therefore, we propose a method to preserve the
conditional dependency below.
First, let’s assume that all required information about a
state was encoded by the GNN in the previous step into the
final node embeddings V and the global context g, hence
pi(a|s) = pi(a|g,V). The process of action selection is illus-
trated in Figure 3. If we disregard the pre-conditions for now,
the number of a0 actions is static. Hence it is makes sense
to select the action identifier with only the global context,
a0 ∼ pi(g), with a single softmax head.
For the elementary actions without parameters, the deci-
sion is terminal. For parametrized actions, the parameters are
dependent on the action identifier and previously selected
parameters, al ∼ pi(a0, a1, ..., al−1, g,V). The actions identi-
fiers usually have substantially different meanings, therefore,
to select the first parameter a1, we propose to use a separate
head for each possible a0. We implement this as a shared
linear layer over each node’s embedding vi ∈ V and taking
softmax over all nodes (for each a0).
To select the parameter al, l ≥ 2, we implement this by
augmenting the existing node embeddings V with one-hot
encoding of previous selection a1..l−1. Every node is aug-
mented with a binary vector z of size l− 1, where zi denotes
whether this node was selected at step i. To preserve the
original embedding size, the augmented vector is first trans-
formed to its original size with a single non-linear layer. Next,
two message-passing steps are used to allow the information
to spread globally through the global context, which creates
new embeddings V ′, g′. The parameter is selected in the same
manner as with a1, with a linear layer over all embeddings V ′
and taking softmax (separate head for each action parameter).
Note, that the new embeddings V ′, g′ are then discarded and
the next parameter al+1 uses the original V, g.
Pre-conditions Some actions may be unavailable in a par-
ticular situation. The availability is resolved for the currently
processed level (e.g., for a0, a1, ...), and the unavailable ac-
tions are removed from the softmax computation. In the most
general case, it may happen that no selection is possible for a
particular level l. In that case, we have to backtrack, disable
the selection at level l − 1 that led to the situation and select
a new argument.
Independent-parameter actions These actions accept ar-
bitrary number of independent parameters, e.g. select(X, ...)
may be used to select multiple objects at the same time.
To perform such selection, we can use concurrent actions
(Harmer et al. 2018). A shared function with sigmoid activa-
tion is used to compute per-node probabilities p(v). Selection
of nodes is then regarded as independent Bernoulli trials. Let
Υ be the set of selected nodes; the total probability for this
action is then pi(a0|g)
∏
v∈Υ p(v)
∏
v∈V\Υ(1− p(v)).
Model training
Let θ be the model parameters – a union of all φ functions and
layers used in the action selection. Each state is processed
as described an a specific action a is chosen, with its proba-
bility piθ(a|s). Also, the model outputs a value estimate of a
state, dependent on the final global context, Vθ(s) = Vθ(g),
implemented as a single linear layer.
The policy piθ and value function Vθ are fully differentiable
and any policy-gradient based Deep RL algorithm can be
used to optimize the reward. Here, we propose to use A2C
algorithm, a synchronous version of A3C (Mnih et al. 2016),
with a few optimizations.
Let Q(s, a) = Es′∼t(s,a)[r(s, a, s′) + γVθ(s′)] be a state-
action value function and A(s, a) = Q(s, a) − Vθ(s) an
advantage function. Then, the policy gradient ∇θJ and the
value function loss LV are:
∇θJ = E
s,a∼piθ,t
[
A(s, a) · ∇θ log piθ(a|s)
]
(3)
LV = E
s,a,s′∼piθ,t
[
q(s, a, s′)− Vθ(s)
]2
(4)
where the target q is:
q(s, a, s′) =
{
r(s, a, s′) if s′ is terminal
r(s, a, s′) + γVθ′(s′) else
To prevent a target run-away problem in LV , the Vθ′(s′) is
estimated using a copy of parameters θ′ that are regularly
updated with θ′ := (1 − ρ)θ′ + ρθ (Lillicrap et al. 2016),
with ρ ∈ (0, 1]. An entropy regularization term LH is:
LH = E
s∼piθ,t
[
Hpiθ (s)
]
; Hpi(s) = − E
a∼pi(s)
[
log pi(a|s)
]
(5)
However, the precise computation of the policy entropy is
intractable in our case – only single pi(a|s) for the actually
performed action a is available. Therefore, we rewrite the en-
tropy in its gradient form and sample the expectation (Zhang
et al. 2018):
∇θHpiθ (s) = − E
a∼piθ(s)
[
log piθ(a|s) · ∇θ log piθ(a|s)
]
The final gradient is∇θ(−J +αvLV −αhLH), with αv, αh
being learning rate coefficients. We simulate a batch of par-
allel environments to gather a better gradient estimate. Per
each step of the environment, we perform a single gradient
step with AdamW (Loshchilov & Hutter 2017).
Entropy regularization normalization As one of our con-
tributions, we propose a normalization of the entropy regular-
ization. Standard environments where Deep RL is deployed
usually have a fixed action space. Although the possible mag-
nitude of the LH term depends on the action space size, it is
easily absorbed in the αh coefficient. In our case, the number
of actions is state-dependent and therefore the maximal mag-
nitude varies; moreover the desired property of our model is a
good generalization over different problem sizes. Let |A(s)|
be the number of actions in a particular state s, then the max-
imal policy entropy is Hmax(s) = log |A(s)|; the proof is
trivial. To stabilize the training, we propose to normalize the
LH term with the maximal possible entropy in a particular
state: LH = Es∼piθ,t
[
Hpiθ (s)
Hmax(s)
]
. In states with only a single
available action, Hmax(s) is zero and such state is excluded
from the LH computation. Preliminary results indicate that
this technique is helpful to stabilize training on problems of
different sizes, without tweaking αh.
Experiments
To demonstrate the generality and performance of our
method, we provide implementation and experimental results
in three distinct domains. Each of the tested domain focus on
a slightly different aspect – in BlockWorld, we showcase a
two-parameter action and measure generalization over differ-
ent variants of the problem; in Sokoban, five single-parameter
actions are used, and we demonstrate facilitated curricu-
lum learning; in SysAdmin, we demonstrate independent-
parameter actions. Where applicable, we provide compar-
isons to the competitive methods. As a part of this paper, we
release the implementation based on an open-source GNN
library PyTorch Geometric (Fey & Lenssen 2019). The exact
setup, model architecture and hyper-parameters are described
in the Appendix.
Time-limits The used environments are not restricted by
any time horizon, hence we use a discount factor γ = 0.99
in all domains. However, the agent can be stuck in a situation
where no action sequence leads to a goal (e.g., by misplacing
a box in Sokoban). To mitigate this issue, we use a method of
Pardo et al. (2018) and define an artificial time-limit for each
domain, which we treat as an auxiliary property not included
in the environment. That is, if the environment terminates
only due to the exceeded time-limit, the next state s′ is not
considered terminal in the computation of target q in eq. (4).
BlockWorld
BlockWorld is a well known domain with tractable satisficing
planning and NP-hard optimal planning (Slaney & Thie´baux
2001). In RRL, its variant was studied by Dzˇeroski et al.
(2001) and more recently by Payani & Fekri (2020).
Domain definition The objects in the BlockWorld prob-
lem consist of a set of N blocks B = {b1, b2, ..., bN} and
a special object G, representing the ground. Let’s define a
relation x a y;x ∈ B, y ∈ B ∪G, meaning that a block x
is positioned on top of y. For each x, the relation is unique,
as well as for each y, unless y = G. Let R be a set of all
relations in the problem. The action move(x, y) removes all
relations x a z;∀z from R and creates a new one x a y.
The pre-conditions for the action are x 6= y, free(x) and
free(y) ∨ y = G, where free(x)⇔ @z : z a x.
The goal is to use the action move to reconfigure the block
positionsRstart intoRgoal. To incentivize the agent to find
the optimal solution, it receives a reward−0.1 for each action.
After reaching the goal, the episode ends with a reward 10.
State and actions The state consists of the objects B, G,
the current set of relationsR and the goalRgoal (see Figure 2
for illustration). In the graph, each relation is modeled sym-
metrically (both above-of and below-of are included). The
different types of relations are marked by their edge parame-
ters. The objects contain a single-bit feature, differentiating
between B and G. Note that the block labels are completely
abstract and are not present in the state in any way.
There is a single action move with two parameters. The
pre-conditions are used according to their definition. If a par-
ticular block is allowed to be the first parameter of the action
move, there always exists a valid second parameter (e.g., G).
Hence, there are no dead-ends and no need to backtrack.
Performance experiment We train the agent in Block-
World environment with N = 5 and randomly generated
initial states and goals. We perform eight independent runs
and report their mean and 95%-confidence interval in Fig-
ure 4. We define a single epoch to be 256 000 environment
steps (256 parallel environments, 1000 steps each). On our
reference machine (AMD Ryzen 1900X with 4 threads, 6 GB
of RAM, single nVidia Titan X), a single epoch takes about
3.3 minutes; 100 epochs about 5.5 hours.
In Figure 4 we report the agent’s capability to solve the en-
vironment and its optimality. After each episode, we evaluate
it on 1000 random problems with N = 5, and measure the
percentage of solved problems and the average ratio of num-
ber of optimal steps and performed steps for each problem.
In case the agent does not solve the environment in the 100
step limit, we consider the ratio to be 0.
At about epoch 75, the agent learns to solve the problems
with 100% accuracy and 83% optimality. Subsequently, the
optimality increases; in epoch 200 it’s 96%, and it reaches
99% in epoch 400. Hence, it can be said that the agent is able
to learn near-optimal policy in this settings.
In the next experiment, we investigated whether the agent
can solve a slightly more difficult environment without the
pre-conditions. That is, all actions are available, however the
nonsensical actions does not change the state. Our experi-
ment confirms that the agent learns to ignore the nonsensical
actions, however, the training time is almost doubled. In this
case, the agent solves 100% of problems at about epoch 130
and reaches 99% optimality at about epoch 730. This experi-
ment confirms that the pre-conditions are not necessary, but
greatly help the agent’s training.
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Figure 4: Training in the BlockWorld environment, N = 5.
The x-axis shows epochs, where each epoch equals 256 000
environment steps. During training, the agent is evaluated on
1000 randomly generated problems (with N = 5). The top
graph shows the percentage of solved problems, the bottom
shows agent’s optimality (optimal / performed steps). Eight
randomly initialized runs are displayed, with their mean and
95%-confidence interval.
Generalization experiment As the second major experi-
ment, we focused on the generalization capabilities of the
agent in environments with different number of blocks. From
the eight runs with N = 5, we picked the one that performed
best after 800 epochs. Next, we evaluated it in environments
with different number of blocks, N ∈ {2..20}. Again, we
measured the percentage of solved environments, with the
100 step limit, and also the agent’s optimality (again, as the
average ratio of optimal and performed steps). Given that
in BlockWorld, the optimal planning is NP-hard, we report
the optimality only for N ≤ 10; it becomes too expensive to
compute with higher N .
The results, reported in Figure 5, show impressive general-
ization capabilities. The agent trained only on problems with
5 blocks solves all problems in the range N ≤ 5 with near-
100% optimality, with an exception of N = 3. With N ≥ 6,
the performance gradually decreases to 78% for N = 20.
The optimality decreases to with 87% for N = 10.
When we tried to train an agent directly with N = 10,
the training completely failed. Yet, the agent trained with
N = 5 is able to solve 98% of problems with N = 10,
with 87% optimality. Moreover, it gracefully generalizes up
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0.99 0.98
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Figure 5: The agent trained only on BlockWorld with 5 blocks
(N = 5) is evaluated in problems with N ∈ {2..20}. For
each N , the agent is evaluated in 1000 problems and the
percentage of solved problems and its optimality is reported.
The agent shows impressive generalization over the whole
tested range.
to N ≤ 20, possibly even more. This indicates a strong
potential for curriculum learning (Bengio et al. 2009). To
understand how impressive these results are, we note that the
number of all possible block configurations raise very quickly
with N . Exactly, it is
∑N
i=0
(
N
i
) (N−1)!
(i−1)! (Slaney & Thie´baux
2001); i.e., 501 for N = 5, 5.8 × 107 for N = 10 and
2.7× 1020 for N = 20. The number of actions is |A| ≤ N2.
Comparison to prior-art Dzˇeroski et al. (2001) investi-
gated RRL with inductive logic programming. They focused
on a more restrictive BlockWorld variant, with only three
specific goals: stacking into a single tower, unstacking ev-
erything to the ground or single relation a a b. For each of
these goals, a specialized policy was created. However, these
specific goals are trivial compared to the setting we use (any
block configuration as a goal). Hence, the exact comparison
is impossible without carefully reimplementing and evalu-
ating the former method. In the published results, Dzˇeroski
et al. (2001) also showed some degree of generalization of
their algorithm to the different number of blocks (3 to 10).
Recently, Payani & Fekri (2020) approached the RRL
problem with differentiable inductive logic programming,
in which a set of predicates is defined and their probabili-
ties are learned by gradient descent. The advantage of the
approach is that alternative high-level predicates can be in-
cluded to facilitate the learning. The work also focuses on the
BlockWorld problem, with an input represented as an image.
However, it is unclear if their approach scales and generalizes,
as the authors only train and evaluate their algorithm with 4
and 5 blocks.
Sokoban
Results to be published.
SysAdmin
Results to be published.
Conclusion
We presented a novel generic framework, based on deep re-
inforcement learning and graph neural networks, for solving
problems in relational domains. The method operates with
a symbolic representation of objects and their relations and
actions manipulating them. We described a generic way to
implement multi-parameter actions, where the arguments are
mutually dependent, and concurrent actions. Our experiments
indicate that one of the main advantages of our approach is
a powerful generalization to different problem variants, en-
abled by the relational inductive bias. For example, in Block-
World, the agent trained only on problems with 5 blocks
works remarkably well on problems with different amount of
blocks, from 2 to 20. With 10 blocks, it solves 98% of prob-
lems with 87% optimality, although the training directly with
10 blocks failed. With 20 blocks, it solves 78% of problems.
We are yet to demonstrate our method in two more do-
mains: Sokoban and SysAdmin. In Sokoban, our preliminary
experiments show that the method greatly outperforms imag-
ination augmented agents by Racanie`re et al. (2017) and is
competitive with Deep RL planning agents of Guez et al.
(2019). In SysAdmin, we will showcase our framework’s
overreach to the planning domain and compare it to the state-
of-the-art PROST planner (Keller & Eyerich 2012).
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Appendix
Model architecture & hyper-parameters
For all non-linear layers, we use LeakyReLU activation function (Maas et al. 2013), unless specified otherwise. Before processing
the state in the GNN, features of each object are embedded into a fixed-length vector of size emb size, with a shared single
non-linear layer. The same parameter emb size then defines the dimension of all subsequent intermediary embeddings of nodes
and the global context. Edge types are one-hot-encoded and used directly. A mp steps message-passing steps (eqs. 1, 2) are
performed to get the final embeddings V, g. AdamW optimizer (Loshchilov & Hutter 2017) with a weight decay of 1× 10−4 is
used. Gradients exceeding grad max norm are normalized to this norm. Learning rate and entropy regularization coefficient αh
are annealed, from their respective starting values LRstart, αhstart, until their minimum LRend, αhend. Learning rate annealing
schedule is step-based, with a factor 0.5 used every 20× epoch steps. Coefficient αh is annealed based on 1t schedule, where t is
increased per each epoch steps. For each environment, we define a q range interval, that is used to clip the target q in eq. 4. A
batch of p envs parallel environments is simulated on several CPUs. The model itself is processed and optimized using a single
GPU. Other hyper-parameters are available in Table A.1.
Other details
We measured the number of optimal steps in BlockWorld using Fast Downward planner (Helmert 2006) with A* algorithm and
LM-cut heuristic (Helmert & Domshlak 2011).
parameter BlockWorld Sokoban SysAdmin
p envs, batch size 256 - -
ρ, target-network update coefficient 0.005
γ, discount factor 0.99
epoch, number of steps per epoch 1000
episode step-limit 100
mp steps number of GNN message-passes 3
emb size, embedding size 32
LRstart, initial learning rate 3× 10−4
LRend, final learning rate 1× 10−5
grad max norm, maximal gradient 3.0
q range, range of target q (eq. 4) [−15, 15]
αv , coefficient of LV 0.1
αhstart, initial coefficient of LH 1× 10−4
αhend, final coefficient of LH 5× 10−5
Table A.1: Hyper-parameters used in the experiments
