The paper analyses the impact of the factors of production on economic growth in Poland in the years 1992-2012, with particular focus on the impact of foreign direct investment (FDI), and strives to verify whether a causality relationship occurred between GDP and FDI, i.e. whether high GDP dynamics attracted FDI infl ows and whether this investment contributed to GDP growth. The Vector Error Correction Method impulse responses and variance decomposition analysis confi rmed the bi-directional relationships between FDI and GDP in Poland. However, the impact of GDP on attracting FDI infl ows to Poland is stronger than that of FDI on GDP growth. Polish developmental policy should concentrate on three essential determinants (pillars) of growth, namely employment growth, attracting FDI (with emphasis on improvement in the type of infl owing investment), and increasing the value and productivity of domestic investment.
INTRODUCTION
The two decades that have passed since the beginning of the transformation in Poland seem to be a sufficient time to examine the correlations between FDI and GDP, taking into account the fact that, unlike indirect investment (short-term capital), the influence of FDI on the economy is of a long-term character.
The aim of this paper is to analyse the effect of the factors of production on economic growth in Poland in the years 1992-2012, with particular attention to the effect of FDI and to verify whether there are any cause-and-effect relationships between GDP and FDI, i.e. whether high GDP dynamics attract FDI inflows and whether this type of investment contributes to GDP growth.
The paper uses Vector Error Correction Method (VECM), based on the neoclassical Cobb-Douglas production function. Data were taken from the OECD.
MUTUAL RELATIONSHIPS BETWEEN FDI AND ECONOMIC GROWTH -THEORETICAL APPROACH
In theory, there are several potential ways in which FDI can cause growth. Representatives of the Keynesian school point out two effects: a short-term (direct) effect influencing changes in domestic product and a long-term (indirect) one connected with knowledge transfer and diffusion, the pressure of growing competition in domestic enterprises in view of the competition from foreign companies, and effects related to the diffusion of knowledge supporting innovation (Keynes 1936; Wojtyna 2000) . The Solow-type standard neoclassical growth models (Solow 1999) suggest that FDI increases the capital stock and thus promotes growth in the host economy by financing capital formation (Brems 1970; Kida 2014) . FDI promotes economic growth by increasing the volume of investment and/or its efficiency. Admittedly, in neoclassical growth models with diminishing returns to capital, FDI has only a "short-run" growth effect, as countries move towards a new steady state (although the time frame involved in this adjustment can be quite long). Accordingly, the impact of FDI on growth is identical to that of domestic investment. In endogenous growth models, in contrast, FDI is often assumed to be more productive than domestic investment. The logic behind this is that FDI encourages the incorporation of new technologies in the production function of the host economy (Borensztein et al. 1998) . In this view, FDI-related technological spillovers offset the effects of diminishing returns to capital and keep the economy on a higher long-term growth path. Moreover, endogenous growth models imply that FDI can promote long-run growth by augmenting the existing stock of Acta Oeconomica 66 (2016) knowledge in the host economy through labour training and skill acquisition on the one hand, and through the introduction of alternative management practices and organizational arrangements on the other (de Mello 1997) . In this context, it is also argued that multinational companies, through FDI, may also diffuse their knowledge of global markets to domestic firms and hence enable them to become more successful exporters. In short, FDI is assumed to be an important vehicle for the transfer of technological and business know-how. These knowledge transfers may have substantial spillover effects for the entire economy. Hence, through capital accumulation and knowledge spillovers, FDI may play an important role in economic growth
Apart from showing the importance of FDI on growth, the literature also realises that economic growth could be an important factor in attracting FDI flows. The important role of economic growth for attracting FDI is closely linked to the fact that FDI tends to be an important component of investing firms' strategic decisions (Ozturk 2007) . In addition to the increase of capital formation of the recipient economy, FDI may also help growth by introducing new technologies, such as new production processes and techniques, managerial skills, ideas, and new varieties of capital goods. The growth rate of less developed countries is perceived to be highly dependent on the extent to which these countries can adopt and implement new technologies available in developed countries. By adapting new technologies and ideas (i.e. technological diffusion), they may catch up with the levels of technology in developing countries. It has been emphasized in the literature that the spillover effect can only be successful if certain characteristics can be found in the environment of the host country. These characteristics together determine the absorption capacity of technology spillovers of the host country (Blomström et al. 2000) . Moreover, according to Blomström -Kokko (1998) , spillover effects are most likely to be found in host countries, where the operations of foreign multinationals may influence local firms in the MNC's own industry as well as firms in other industries. Thus, FDI can only contribute to economic growth through spillovers when there is a sufficient absorptive capacity in the host country (Hermes -Lensink 2003) .
One of the more important theoretical concepts defining the relationship between international capital flow in the form of FDI and economic growth is Dunning's theory of the investment-development path (IDP) (Dunning -Narula 1996) . It explains decisions concerning FDI location by the different degrees of economic development of individual countries. Dunning notes interrelationships between an international investment position (net values of the investment per capita) and the economic development level measured by domestic product per capita (Dunning 1998) .
Moreover, the literature on growth theory also suggests that the FDI-economic growth relationships are not favourable. For example, Herzer et al. (2008) argue that if FDI crowds out domestic investment, then it is quite likely that the economic growth rate in the recipient country will decline (see also Güngór et al. 2014; Mickiewicz et al. 2004; Kosztowniak 2013) .
According to Azeinman -Noy (2006) , a positive impact of FDI on the economic growth rate depends on many factors, e.g. human capital, degree of the economy's openness, financial market development, or income per capita.
RESULTS OF SELECTED EMPIRICAL ANALYSES OF THE FDI-ECONOMIC GROWTH RELATIONSHIP IN THE HOST COUNTRY
In general, causality relations vary depending on the period studied, the countries studied, the treatment of variables (real or nominal), the econometric methods used, and the presence of other related variables, or the inclusion of interaction variables in the estimation equation. The results may be bi-directional, uni-directional, or there may be no causality relations. Chowdhry -Mavrotas (2009) made an attempt to investigate the type of correlation (uni-or bi-directional) between FDI and GDP. They examined three countries, namely Chile, Malaysia, and Thailand in the period 1996-2000 using Granger's procedure. The results of their studies confirmed a uni-directional relationship in the case of Chile, with GDP attracting FDI, and a bi-directional correlation between FDI and GDP in the case of Malaysia and Thailand. Herzer et al. (2008) investigated short-and long-term causality relationships between net FDI inflows and GDP, and the changes in real GDP in 28 countries of Latin America, Asia, and Africa in the period 1970-2003 using the Error Correction Model (ECM). Their studies indicate that it is not possible to define clearcut uni-directional relationships between the examined variables. Nevertheless, it is quite important how big the correlation between net FDI inflows and GDP in the host country is. If this correlation is low, then the effect of the investment on GDP is also poor. The forms of inflows -greenfields or brownfields -are also important. What is more, the FDI inflow effect can be observed exclusively in some sectors of the economy (e.g. industry).
Bi-directional interactions between FDI, production, and factors of production (total factor productivity, TFP) were also studied by Erricson -Irandoust (2001) for four OECD host countries (Denmark, Finland, Norway, and Sweden) , with the use of the VAR model. As a result of using the new Granger procedure developed by Tod -Yamamoto (1995) and Yamada -Tod (1998) , it was found that long-term correlations occur between FDI and production in Norway and Sweden. A bi-directional relationship in Granger's sense was discovered in Sweden, whereas a uni-directional type of FDI inflows contributes to the economic growth in Norway. No correlations were found in the case of Finland and Denmark. Investigations of a bi-directional relationship revealed two implications for economic policy. Firstly, that economic growth attracts inward FDI, secondly, that FDI is a key factor affecting economic growth.
Acaravci -Ozturk (2012) examined 10 European countries which underwent transformations, namely Bulgaria, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, and Slovenia in the years 1994-2008, using the Autoregression Model (ARDL). This study focused on an analysis of causality in Granger's sense between FDI, exports of goods and services, and GDP (%). The research results confirmed that only in four out of ten countries, i.e. the Czech Republic, Poland, Latvia, and Slovakia did both short-and long-term causality occur. Bi-directional relationships between GDP and exports were noted in Latvia and Slovakia, and between exports and FDI in Latvia. Other relationships were of a uni-directional nature. FDI inflows contributed to GDP growth in the Czech Republic and Slovakia. The GDP growth rate attracted FDI inflows in Latvia. Only in the case of Poland did the FDI inflow affect exports without affecting GDP. In the case of the remaining countries (Bulgaria, Estonia, Hungary, Lithuania, Romania, and Slovakia) no long-term dependencies were found among the three variables (see also Estrin 2014) .
According to Javorcik (2004) , the analysis based on firm-level data from Lithuania for the period 1996-2000 produces evidence consistent with positive productivity spillovers from FDI taking place through contacts between foreign affiliates and their local suppliers in upstream sectors. The spillover effects are associated with projects with shared domestic and foreign ownership, but not with fully owned foreign investments.
Moreover, the research conducted by Damijan et al. (2013) shows that FDI has significantly contributed to export restructuring in the Central Eastern European Countries (CEECs) in the period 1995-2007. However, the effects of FDI are heterogeneous across countries. While more advanced core CEECs succeeded in boosting exports in higher-end technology industries, non-core CEECs stuck with export specialisation in lower-end technology industries. This suggests that it is of key importance where FDI flows have been directed (Forte -Sarmento 2014) .
Polish literature has studied the FDI effect on economic growth for many years, of which different aspects have been discussed, among others, the effect of FDI on the balance of payments, the transformation of economy (Kołodko 2000) , modernisation of economy (Witkowska 2011) , the increase in productivity, the transfer of knowledge, technology, know-how, and innovations (Karasze-wski 2004; Weresa 2009 ), competitiveness (Bieńkowski et. al. 2010) , institutions and economic policy (Wojtyna 2008) , and other key areas determining economic growth.
Nevertheless, investigations concerning mutual relationships between FDI and GDP have been carried out by very few authors, including, among others, Gurgul -Lach (2009), who covered Poland in the years 2000-2008 with the use of Granger tests, and VAR and VECM models. These investigations confirmed the existence of a bi-directional relationship between FDI and GDP; however, they did not define the impact strength or explanation degree between these variables. More foreign investment exerts a vital effect on the GDP value in Poland and GDP is a significant factor attracting foreign investors. The cited authors also noted mutual relationships between FDI and inflation as well as FDI and the openness of economy (which was assumed to be the ratio of imports and exports to total GDP). It was also found that there is a uni-directional causality between FDI and exchange rate as well as exports.
Misztal (2012) studied the effect of FDI, gross fixed capital formation, labour force resources, and exports on economic growth in Poland in the years 2000-2009 using the VECM model. His research, however, focuses on the unidirectional effect of the above-mentioned factors of production on GDP. On the basis of the VECM model estimates, it was found that FDI was one of the factors which significantly determined the GDP growth rate in Poland in the years 2000-2009. On the other hand, it was also discovered that among all analysed factors, the changes in employment figures had the biggest impact on GDP dynamics. A favourable and vital influence of FDI on GDP dynamics in Poland was also confirmed, but considering the remaining factors determining economic growth, this factor turned out to be the least significant determinant of economic growth in Poland. Marona -Bieniek (2013) also examined the uni-directional effect of FDI on GDP, exports, imports, R&D expenditure, and the unemployment rate in Poland in the period 1996-2010, concentrating on the so-called FDI impulse response functions. Their research indicates that the strongest FDI effect is observed in the initial periods, although the FDI effect is also of a long-term character. The strongest response regards imports, exports as well as unemployment rate. A weaker effect occurs in the case of R&D expenditure and GDP.
Acta Oeconomica 66 (2016) 3. CONCEPTUAL FRAMEWORK 3.1. Model approach to production function -the scope and method of the study Our Cobb-Douglas type function encompasses four types of inputs: domestic capital (K), labour (L), foreign capital (F), and expenditure on information and telecommunication technologies (ICT):
( 1) where Y is GDP in the i-th country, A is the technological progress coefficient, K is the domestic capital input, L is the labour input, F is the foreign capital input, while K and F refer to non-ICT capital, ICT is expenditure on information and communication technologies, α, β, γ, δ are production elastitcity coefficients in relation to domestic capital input, labour force, foreign capital, and ICT with respect to output, e and c are constant parameters, u it is the mean error of an estimate, and t is the period (Dimelis -Papaioannou 2010: 83) .
In order to analyse the relationship between the changes in GDP values and the factors of production in Poland in the years 1992-2012, broken down by domestic capital and foreign capital, the formula for the production function is as follows: (2) where: GDP is the Gross Domestic Product, GDP (in USD, at fixed prices of 2005), GFCF is the Gross Fixed Capital Formation (in million USD), Employ is total employment in economy (number of people), FDI is foreign direct investment (in million USD), Exports is the value of exports of goods and services (in million USD), and R&D is the domestic gross expenditure on R&D (in million USD, at fixed prices of 2005, PPPs).
Prior to the estimation of the production function model for Poland, the variable values were logarithmed to "smooth them up". The original annual data for 1992-2012 were taken from the OECD's public database. The adoption of the above-mentioned explanatory variables for GDP results from the make-up of the Cobb-Douglas component functions and research methodology adopted by many authors, among others, by Dimelis -Papoioannou (2010) , Roman -Padureanu (2012) , and Driffield -Jindra (2012), who analysed the FDI effect on economic growth in host countries.
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Characteristics of the model's sequences of variables
The analysis of the logarithmed values of the dependent variable GDP and the explanatory variables indicates that recession was strongly marked in the periods 2001-2003 and 2008-2010 . The variables particularly sensitive to changes were those of FDI inflows, employment, and gross domestic expenditure on R&D, which is confirmed by the considerable deviations of those variables over time.
A preliminary analysis of time series graphs leads to the conclusion that we are dealing with a pronounced non-stationary process in the case of changes in GDP and exports: in these cases, the values of the series clearly grow over time (Figure 1) . The absolute value of the Pearson correlation coefficients confirmed statistically significant correlations among the variables.
To verify the stationarity of the analysed time series, the Augmented DickeyFuller (ADF) test was used, estimated with the use of the regression equation in the following form (Welfe 2003) : The value of the test statistic was calculated with the use of the formula:
where δ  means the parameter evaluation, and s δ  is the parameter estimate error. For all analysed variables it was found that they lacked stationarity of time series, but a unit root a = 1 occurred at process I(1). For each sequence separately the ADF test was carried out with an absolute term and with an absolute term and a linear trend, with the number of lags equal: 3 for the process (GDP), 4 for the process (GFCF, Employment), 5 for the process (R&D), 6 for the process (Exports), 7 for the process (FDI), in relation to max. 8 for the process. The test results confirm non-stationarity. Assuming that the null hypothesis is true, empirical significance levels (p-values of the tests) prove that the probability of obtaining ADF test statistics is high for the majority of variables. Thus, there are no reasons for rejecting hypotheses that the examined sequences are non-stationary. Some doubts appeared only in the case of gross fixed capital formation, at ADF with an absolute term and a linear trend where the p-value was low (Table 1) .
To verify the conclusions drawn on the basis of the ADF test, the KPSS (Kwiatkowski-Philips-Schmidt-Shin) stationarity test was carried out, where the null hypothesis assumes a sequence stationarity, whereas the alternative hypothesis assumes the occurrence of the unit root. The initial test model can take the following form: 
where: r t = r t -1 + u t , where ξ t and u t are a stationary and a white-noise random component, respectively. On the other hand, the KPSS test statistic is calculated with the use of the formula:
where e i denotes residuals, and 2 σ  is a long-term variance estimator (Welfe 2003) . The variables were analysed assuming the maximum number of lags of 2. In most cases, the test statistic values for the KPSS test without a trend were higher than critical values of the test; in the case of the KPSS test with a trend, the test statistic values were mostly lower than the critical value for the test at both significance levels of 0.10 and 0.05 (Table 2) .
Next, the Johansen test was carried out, which confirmed co-integration among examined variables. In the Johansen test, all eigenvalues are significantly different from zero, which means that all variables are stationary.
The next step was to determine the maximum lag order for the VAR model. According to the AIC, FDI and HQC information criteria, the maximum lag equals 2.
To analyse the VAR model stability, the unit root test was carried out (Kufel 2011) . It revealed that in the analysed model, all roots of the equations as regards the module are lower than 1, which is illustrated in Figure 2 . Source: Author's compilation based on OECD StatExtracts (2014) with the use of the Gretl 1.9.14 program.
Since the roots of the characteristic equation are inside the unit circle (they are lower than 1), it is possible to supplement the VAR model with the so-called component of error correction expressing the long-term relationship, and the interpretation of impulse responses and variance decomposition will give credible results. Besides, in accordance with the Granger representation theorem, if variables y t and x t are integrated of order one I(1) and are co-integrated, the relationship between them can be represented as the Vector Error Correction Model (VECM) (Górecki 2010) .
The general formula for VECM is presented below (Kusideł 2010 ):
where: In the VECM, the dependent variable increment Y t depends not only on the independent variable increment X t , but partially also on the error magnitude by which Y t-1 deviates from the long-term balance (Górecki 2010 ).
The VECM model was used to analyse the factors determining changes in the GDP value in Poland in the years 1992-2012 and to examine long-term dependencies and the cause-and-effect relationships occurring among the variables. In this model, the lag order equal 2 was adopted and co-integration order = 1. Appendix 1 presents the results of the estimated VECM structural parameter model.
Next, the VECM model was analysed in the autocorrelation tests, the ARCH effect test, and the test for the residual decomposition normality. The model passed all the tests successfully, which means that the study of impulse responses was possible. Particular attention was given to the examination of: (1) GDP and FDI impulse-response function as well as (2) verification whether there are cause- and-effect relationships between GDP and FDI, i.e. whether GDP attracts FDI inflows and whether the investment contributes to GDP growth.
The analysis of the GDP impulse-response function to the factors of production in Poland in the years 1992-2012 indicates that, over time, impulses (stimuli, shocks, or the so-called innovations) of the five examined factors exerted mostly a favourable and growing effect on future GDP values, which is testified to by changes in the GDP sensitivity coefficients and graphs of impulse-response functions (Figure 3) .
In the first year after the shock, the strongest GDP response was noted for changes in FDI and exports, the GDP sensitivity coefficient to FDI changes in Poland stood at 37.2%, growing to 37.9% ten years later. The GDP sensitivity to unit changes in exports stood at 9.6% after one year and then, over time, it clearly weakened to reach only 2.4% ten years later. Positive impulses with growing significance for GDP were observed from the gross fixed capital formation: from 5.5% after one year, to grow stepwise up to 10.2% after the second year, and up to 17% ten years later. The GDP sensitivity coefficient to changes in employment in Poland stood at 1.1% after one year and grew further to 2.1% after two years, to gradually reach the max. value of 3% after ten years. The weakest positive response of GDP occurred to the impulse from the gross domestic expenditure on R&D: in the first year after the shock it stood at 0.7%, growing to 7.2% after 5 years, and to 7.6% after 10 years.
All examined growth factors together positively affected GDP sensitivity with greater force over time. The coefficients of GDP sensitivity to impulses indicate that changes (shocks) in GDP over time have a growing effect on future GDP values. GDP sensitivity was growing from 1.4% after the first year to 3.1% after five years, and eventually to 3.3% after ten years (Table 3) . On the other hand, the graphs of the response-impulse functions of FDI to growth factors in the years 1992-2012 also indicate that, over time, the impulses of the five examined factors exerted mostly a positive and growing impact on future FDI values. A significant change in FDI sensitivity to the majority of the examined factors was noticeable in the first and the second year after the occurrence of the impulse, the so-called shock (innovation). The graphs of the function clearly indicate that changes in GDP, GFCF, FDI, exports, and R&D revealed fairly significant changes in the impact strength with regard to FDI in the second year in comparison to the first one, which was marked by a characteristic "step" in the graph (Figure 4 ).
An analysis of FDI sensitivity indicates that in the first year after the shock, it responded only to the impulse from FDI itself, exports, and gross domestic expenditure on R&D. The strongest positive impact on changes in future FDI was exerted by changes in current FDI. The FDI sensitivity coefficient stood at 21.5% after the first year, to grow to 28.8% after the tenth year. The FDI response to the impulse of changes in exports was 1.3% after the first year, grew to 4.1% after the third year, and falling in subsequent years to reach 3.03% after the 10 th year. The impact of gross domestic expenditure on R&D on FDI sensitivity was only 0.7% after the first year and 0.4% after the 10 th year. The FDI responses to impulses from gross fixed capital formation equalled only 1.3% after the second year, but grew to 4.5% after the tenth year. A low value of FDI sensitivity was noted for GDP, as it was only 0.3% after the second year and revealed a tendency for a slight growth to 0.9% after the 10 th year. The weakest and, what is more, a negative impact on the FDI sensitivity was observed from employment: it stood at -0.86% after the first year and reached -0.38% after the 10 th year. These results prove that FDI inflows to the host country slowed down despite improvement in the labour market situation (Table 4) .
Decomposition of the residual variance (residual component analysis, RCA) was carried out to define the degree of explanation of the changes in GDP and FDI by changes in the factors of production in Poland in the years 1992-2012. Ten periods were the forecast horizon adopted for the decomposition purposes. The error variance decomposition calculations for the variable GDP show that it was explained by GFCF, FDI, and employment to the largest extent, both in the second and the tenth year of the forecast. Changes in GFCF accounted for 1.72% of GDP changes. This indicator grew to 2.79% in the tenth year of the forecast. Almost a 5.0% increase in the degree of GDP explanation over the period of a 10-year forecast is attributable to employment, namely from 0.59% to 5.67%. This fairly significant increase in the explanation degree testifies to a growing "efficiency" of the impact of employment on GDP in the long-time perspective. The group of long-term impact factors includes also FDI. In the second-year of the forecast, FDI changes accounted for 1.70% of GDP, growing to 5.22% in the tenth year, reaching almost the same value as the one for the employment impact. On the other hand, the lowest degree of explanation of the changes in GDP was noted for the gross domestic expenditure on R&D (0.008% and 0.134%). Changes in exports accounted for GDP changes in ca. 0.144% in the second year of the forecast, growing to 2.18% in the tenth year.
Recapitulating, in the short-and long-term perspective, the pillars of explanation of changes in GDP are three factors, namely changes in GFCF, FDI, and employment; however, over time, the growing tendency is revealed by employment (Table 5) .
On the other hand, a decomposition analysis of FDI changes shows that the factor providing the highest degree of their explanation was changes in the recipient country's GDP. The significance of this factor is immense because as much as 72.09% of FDI changes were explained by GDP in the first year of the forecast. Despite the fact that, over time, the significance of GDP for FDI lowers to 47.22% in the tenth year, it still remains the most important explanation factor. (2014), with the use of the Gretl 1.9.14. program.
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Over time, the FDI changes exerted a fairly stable impact on future FDI values, fluctuating around 24-25%. Changes in employment accounted for 2.83% of the GDP changes in the first year, growing most in the second-to-fourth year, and reaching the value of 20.19% in the tenth year. The impact of changes in exports on the explanation degree of FDI was noticeable from the second year (4.19%) and it grew to 6.83% in the tenth year. The lower degree of change explanation was noted for GFCF and it revealed a falling trend (from 0.95% in the first year of forecast to 0.32% in the tenth year). Gross domestic expenditure on R&D accounted for FDI changes to the least extent, although, over time, the impulse had a growing effect (from 0.26% in the second year to 0.44% in the tenth year) (Table 6 ).
CHANGES IN THE STRUCTURE OF FDI INFLOWS
The structure of FDI inflows indicates a rather unfavourable tendency of financing foreign investment by other capital (including, e.g., debt securities, commercial credits)
1 . On average, the ratio of other capital to the total value of FDI inflows hovered around 30%; however, following the 2007/2008 financial crisis, it rose to almost 41% in 2008 , 49% in 2011 , and nearly 62% in 2012 . In the years 1999 -2003 , foreign investors transferred their profits abroad, hence the occurrence of the so-called negative re-investment. In 2012, capital contributions 1 FDI is the sum of equity capital, reinvestment earnings, other capital. Among other capital we take credit, loans and debt securities into account as well (NBP 2014). to the amount of EUR 2.6 billion were withdrawn, while other capital, i.e. different debt securities to the amount of EUR 2.9 billion flowed in. In comparison to 2011, in 2012 the value of inflows dropped by EUR 10.1 billion, i.e. by 68%. The biggest drops were noted in the inflow of capital contributions and other capital. However, it is also quite common in other net FDI receiving countries that capital is "retracted" by multinational companies during crisis periods, using various channels (not reinvesting but repatriating, affiliates giving credits to parents, even outward FDI, etc.) (Table 7 ). An analysis of the structure of FDI inflows indicates that the value of equity was either partly withdrawn or considerably reduced. This tendency is unfavourable for the long-term prospects of Polish economy growth because foreign investment was clearly reduced in some key branches. What is more, the value of reinvested profits indicated big changes, and in 2010, it was clearly reduced. In the years 2011-2012, the building industry noted negative re-investment. The total loss exceeded the amount of re-invested profits.
2 In recent years, the most unfavourable tendencies are observed in expenditure on research and development. Apart from low expenditure on R&D by foreign companies located in Po-2 Losses are not compensated for by profit re-investment. Profits flow out while losses stay. land in 2010 and 2012, disinvestment was noted in the field of equity in the years 2010-2011, while foreign credits were on the increase (Table 8) .
According to the NBP data, in 2012 the biggest FDI inflow came from Germany (EUR 3.5 billion) and France (EUR 3.1 billion), whereas the biggest withdrawal of investors (disinvestment) concerned, among others, Luxembourg (EUR -3.2 billion) and the Netherlands (EUR -1.7 billion). In 2012, FDI came, first of all, to the entities involved in financial and insurance activities (EUR 3.8 billion) and the processing industry (EUR 2.8 billion). The outflow was observed in the sector of professional, scientific and technical activities (mainly the activities of holdings) (EUR -3.7 billion) (NBP 2012). 
CONCLUSIONS
This paper focuses on the analysis of the FDI-GDP relationship from the point of view of the Keynesian, neoclassical and new theories of growth, and outlines empirical research results in the field of uni-and bi-directional relationships occurring between FDI and GDP. The mutual relationships among the factors of production, including FDI and GDP, for Poland in the years 1992-2012 were investigated with the use of the Cobb-Douglas production function and the VECM model. An analysis of impulse responses and variance decomposition were carried out in order to define sensitivity and the degree of explanation of the examined variables. Conclusions from the econometric analysis were supplemented with the structure characteristic of the FDI flowing to Poland in the years 1999-2012.
The following conclusions can be drawn from the study: 1. Verification of the production model (GDP), taking into account explanatory variables, i.e., GFCF, Employment, FDI, Exports and R&D, and the conducted tests confirmed the non-stationarity of time series and the occurrence of co-integration, which allowed us to use the VECM model. The VECM model, impulse responses, and the variance decomposition analysis confirmed bi-directional relationships between FDI and GDP in Poland. 2. The analysis of the impulse responses of both GDP and FDI indicates that, over time, the impulses (stimuli) of the five examined factors exerted mostly a positive and growing impact on their future values. 3. The analysis of the GDP sensitivity coefficients revealed that in the first year after the occurrence of the financial shock, a significant impact of FDI, exports, and GFCF was noted, whereas after 10 years, the impact of FDI, gross fixed capital formation, and R&D was noted. On the other hand, the analysis of the FDI sensitivity coefficients indicates that in the first year after the shock, it reacted most strongly to the impulses from exports and expenditure on R&D, whereas after 10 years to GFCF and exports. 4. The variance decomposition calculations for the variable GDP show that GDP was explained to the largest degree by GFCF, FDI and employment, both in the first and the 10 th year of the forecast. Over time, it was observed that employment increasingly accounts for GDP. "Efficiency" of employment in affecting GDP was growing over time. Employment is the long-run variable of growth. FDI is also in the group of factors of the long-run effect, and in this respect, it is comparable with employment. 5. The variance decomposition for the variable FDI indicates that GDP was the main explanatory factor. The significance of GDP for accounting for the changes in FDI was immense. In the first year of the forecast, as much as 72.1% of FDI changes, and as much as 47.2% in the 10 th year were accounted for by GDP changes. 6. The relationships are bi-directional between FDI and GDP in Poland. However, the impact of GDP is stronger with respect to attracting FDI inflows than the impact of FDI on GDP. A weaker, though confirmed impact of FDI on economic growth results from the structure of FDI inflows, which are characterised by a considerable share of debt securities. 7. The development policy of Poland should focus on three essential determinants of growth, namely employment growth, attracting FDI with emphasis on the better type of the inflowing investment, and productivity of domestic investment. Source: Author's compilation based on OECD StatExtracts (2014), with the use of the Gretl 1.9.14. program.
