Measuring the Functional Organization of the Neocortex at Large and Small Scales  by Aschauer, Dominik F. & Rumpel, Simon
Neuron
PreviewsMeasuring the Functional Organization
of the Neocortex at Large and Small ScalesDominik F. Aschauer1 and Simon Rumpel1,*
1Research Institute of Molecular Pathology (IMP), Vienna Biocenter (VBC), 1030 Vienna, Austria
*Correspondence: rumpel@imp.ac.at
http://dx.doi.org/10.1016/j.neuron.2014.08.008
Sensory cortices are commonly structured topographically; however, the extent to which this organization
principle is preserved at the microcircuit level is debated. In this issue of Neuron, Issa et al. (2014) revisit
this question by combining calcium imaging in awake mice at large scales encompassing the whole auditory
cortex and small scales providing single-cell resolution.A spatially ordered projection from the
sensory surface to central parts of the
brain can be observed in mammalian
sensory systems. The precision of this
projection varies across modalities but
typically makes neighboring neurons
share similar functional properties. In
neuroscience, such an organizing princi-
ple is called topography. In the case of
the auditory modality, the cochlea is the
primary transduction organ interfacing
with the acoustic world consisting of
a plethora of sounds characterized by
their specific spectrotemporal structures.
Sound pressure waves are decomposed
based on their frequency content in
the organ of Corti. The differential
displacement of the basilar membrane
along its longitudinal axis sets up an ex-
quisitely fine spatial frequency gradient.
This gradient is mostly conserved from
the cochlear nucleus throughout the
lemniscal divisions of the ascending cen-
tral auditory pathways. Primary auditory
fields in the neocortex exhibit a topo-
graphic organization in which neurons
with similar frequency tuning are grouped
along a continuous axis. This organi-
zation is often termed tonotopy, when
emphasizing the sorting according to
frequency tuning, or cochleotopy, when
highlighting that the topographically pre-
served gradient reflects the anatomy
of the cochlea. Other well-studied exam-
ples of topographic organization of the
neocortex include the spatially ordered
representation of the body surface in so-
matosensory areas or the retina in primary
visual fields.
Classically, high-density extracellular
electrophysiological recordings of multi-
unit activity are used tomap the functional756 Neuron 83, August 20, 2014 ª2014 Elsevorganization of the cortex. Comple-
mentary, intrinsic metabolic signals are
harnessed for optical imaging of sen-
sory-evoked responses in the nervous
tissue. Importantly, both of these ap-
proaches pick up bulk signals from a local
population of neurons, which may be
dominated by particularly active neurons.
The emerging picture from studies relying
on these technical approaches is that
neocortical topography follows smooth
gradients.
The technical development of in vivo
two-photon calcium imaging provided
neuroscientists in recent years with the
ability to functionally characterize neu-
ronal populations in the superficial layers
of the neocortex with single-cell resolu-
tion. This approach relies on fluorescence
measurements of chemical or genetically
encoded calcium indicators that report
on increases in intracellular calcium con-
centrations driven by neuronal activity.
An early and influential study using this
methodology to compare the microcircuit
layout of stimulus selectivity in neurons
of the visual cortex in rats and cats has
highlighted the fact that the local organi-
zation of cortical circuits can vary sig-
nificantly: whereas in cats a strikingly
smooth and steady change in tuning
to features of the visual stimulus was
observed among neighboring neurons,
the picture in rats appeared highly unor-
dered with nearby neurons showing
strong differences in tuning (Ohki et al.,
2005). Much experimental and theoretical
work has been spent since to understand
the mechanisms underlying the emer-
gence of functionally ordered or heteroge-
neous local cortical architectures (Harris
andMrsic-Flogel, 2013; Kaschube, 2014).ier Inc.The degree of order in the tonotopic
layout of the auditory cortex is currently
debated as apparently contradicting
observations have been made (Kanold
et al., 2014). Early and recent electro-
physiological studies have reported a
smooth tonotopic gradient of neurons
being sharply tuned to specific fre-
quencies (Guo et al., 2012; Stiebler
et al., 1997). The first studies analyzing
frequency tuning using two-photon
calcium imaging in anesthetized mice
bulk loaded with chemical calcium indica-
tors also described a global tonotopic
gradient across the primary auditory cor-
tex. However, neighboring neurons in
the supragranular layers showed signifi-
cant heterogeneity in frequency tuning,
thus making it difficult to detect tonotopy
at the small scale (Bandyopadhyay et al.,
2010; Rothschild et al., 2010).
Issa et al. (2014) revisit the controversial
topic of tonotopy in the mouse auditory
cortex and take advantage of a newly
available transgenic mouse line that
conditionally expresses the genetically
encoded calcium indicator GCaMP3
when crossed to a particular mouse driver
line expressing Cre recombinase under
the control of a cell-type-specific pro-
moter. In the study, driver lines are used
that allow expression in the auditory cor-
tex panneuronally or in excitatory neu-
rons. The genetic approach reduces
methodological variability induced by
intricate bulk loading of chemical indica-
tors in the nervous tissue and ensures a
broad and homogeneous expression.
In a first step, Issa et al. (2014) establish
a novel technique to image sound-evoked
responses at the scale of the whole
auditory cortex by measuring global
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microscopy trough a thinned-skull pre-
paration. In principle, epifluorescence
microscopy of calcium signals in scat-
tering tissue does neither provide optical
sectioning nor single-cell resolution,
so it is comparable to current optical
imaging approaches of intrinsic signals.
But importantly, Issa et al. (2014) demon-
strated a significantly improved signal-
to-noise ratio. Whereas intrinsic signals
are typically averaged across many re-
peats of the same stimulus, Issa et al.
(2014) demonstrate that their large-scale
imaging approach enables mapping of
tonotopy across multiple auditory fields
simultaneously using just single pre-
sentations of their stimuli. The resultant
maps are in high accordance with
previous observations based on elec-
trophysiological and intrinsic imaging
methods. In the future, the high sensitivity
of calcium signals permits the analysis
of single-trial variability at the scale of
whole cortical fields. It therefore holds
promise to gain important insights in the
underlying circuit dynamics generating
sensory representations that are often
described using averaged responses.
Furthermore, the genetic basis of the indi-
cator enables dissection of the various
cell classes contributing to the com-
pound signal as it was measured in the
current study using broadly expressing
Cre driver lines. Thus, global calcium
measurements in genetically defined
cell classes can complement recent ap-
proaches based on large-scale imaging
of voltage-sensitive dyes (Mohajerani
et al., 2013).
In a second step, Issa et al. (2014)
switched from imaging global calcium
signals to high-resolution two-photon
imaging though a craniotomy over the
auditory cortex. This enabled the authors
to precisely revisit local neuronal ensem-
bles within the global tonotopic maps
after registration of the fields of view.
The analysis of best frequencies and
frequency-response areas of individual
neurons and subsequent alignment to
the previously measured global calcium
signals in that area revealed a high corre-
lation. The sensitivity of the single-cell-
based analysis is highlighted by the
detection of differences in the average
width of tuning of individual neurons that
were registered to the primary auditorycortex A1 and neurons registered to
another analyzed auditory field A2.
How orderly is the tonotopic map
at small scales in the primary auditory
cortex reported in the current study?
Surprisingly, Issa et al. (2014) observed
significantly less heterogeneity across
neighboring neurons as previously
observed using two-photon imaging.
Obviously, as new methodology was
established in the study by Issa et al.
(2014), several technical differences
could at least partially account for the
dissimilar observations. One major differ-
ence to previous two-photon studies,
besides using nonanesthetized mice, is
the usage of the genetically encoded indi-
cator GCaMP3.
It is commonly observed that response
strengths vary significantly across neu-
rons and that a significant fraction does
not exhibit any responses to a given
set of auditory stimuli, even when
measured with highly sensitive cell-
attached recordings (Hroma´dka et al.,
2008). When using calcium imaging as a
readout of neuronal activity, the sensitivity
of the assay crucially depends on the
specific properties of the indicator. We
are witnessing a breathtaking develop-
ment of genetically encoded calcium
indicators in recent years that are even
surpassing the sensitivity of GCaMP3
for in vivo imaging of neuronal activity
(Chen et al., 2013). In fact, this develop-
ment is so fast that transgenic mouse
lines for the newest versions of indicators
are not yet available. Thus, one potential
factor contributing to the apparently
different assessments of heterogeneity
in local frequency tuning could be that
GCaMP3 preferentially reports on partic-
ular well-driven neurons that may adhere
tighter to the tonotopic axis in primary
auditory cortex than only weakly driven
neurons.
In the scientific debate converging on a
consensus about the degree of order in
microcircuits in the mouse auditory cor-
tex, the findings by Issa et al. (2014) will
pull the center of gravity again a bit toward
smoother architectures. An interesting
aspect is that, despite the relatively low
degree of heterogeneity in tuning among
neighbors, a systematic tonotopic
gradient was still difficult to detect when
imaging only a small field of view. This
could point toward an organizationNeuron 83principle in which the global tonotopic
gradient observed at the large scale is
set up locally by patchy, interdigitated
neuronal assemblies of similarly tuned
neurons. Local assemblies with corre-
lated dynamics in the mouse auditory
cortex have been shown to form a re-
presentation of sounds that can predict
their perceptual categorization (Bathellier
et al., 2012).
In summary, Issa et al. (2014) provide
an excellent example how to harness
recent technological developments rang-
ing from recently developed calcium
indicators, mouse genetics, and different
microscopy approaches to assess the
functional architecture in the neocortex.
Their combination of large-scale and
small-scale calcium imaging is readily
amenable for other modalities as well.
It is foreseeable that more and more
researchers will rely on transgenic mouse
models expressing genetically encoded
indicators for calcium imaging in the
future.
Despite having increasingly better
tools at hand to measure the layout of
cortical circuits, the old question of func-
tional significance of cortical topography
remains unanswered (Kaas, 1997; Wein-
berg, 1997). It will be a challenge for
the upcoming years to understand
whether the gradient in frequency tuning
observed in the auditory cortex is a mere
reflection of the topographic projections
from the periphery, a cochleotopic
gradient, or if it represents a fundamental
organization principle required for pro-
cessing of sounds, a true tonotopic
gradient.REFERENCES
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Using computational models of motor neuron ion fluxes, firing properties, and energy requirements,
Le Masson et al. (2014) reveal how local imbalances in energy homeostasis may self-amplify and contribute
to neurodegeneration in ALS.Neuroscientists, clinicians, and pharma-
ceutical companies interested in the
mechanisms underlying neurodegenera-
tive diseases face a wealth of old and
new hypotheses, as well as uncertain
criteria to guide their decisions as to
merits and flaws of those hypotheses.
One of the main challenges is that we
have been lacking means to predict po-
tential consequences of specific hypothe-
ses on affected neurons in situ. On the
other hand, in the absence of rigorously
justified predictions it has been difficult
to come up with credible ways to falsify
current theories. Here is where computa-
tional models had been making increas-
ingly important contributions to several
areas of neuroscience, although not yet
to research on disease.
The highly interdependent relation-
ships between signaling, energy meta-
bolism, ion homeostasis, and electro-
physiological properties in neurons
suggest that linear progression models
will probably be inadequate to capture
how specific dysfunctions in vulnerable
neurons gradually escalate to neurode-
generation. For example, intertwined
systems in neurons may stabilize and
neutralize small initial imbalances or
amplify them to pathological propor-
tions. Computational tools are particu-larly invaluable to properly understand
such complex systems and predict what
interventions might likely have a sub-
stantial positive impact (Liu et al., 2011).
Full simulations of neurons are currently
not feasible, but mathematical treatment
of hypothesis-selected subsystems is
within reach. However, to be useful,
computational models of neurons in dis-
ease depend on detailed quantitative
descriptions of relevant neurons in situ
and on experimental data regarding key
neuronal functions affected in disease.
The late-onset degenerative motor
neuron (MN) disease known as amyotro-
phic lateral sclerosis (ALS) provides a
particularly attractive case for modeling
pathophysiological cascades relevant to
disease. Spinal MNs vulnerable to ALS
are anatomically segregated in the spinal
cord and their axons project out of the
CNS. Because of these favorable fea-
tures, spinal MNs have been investigated
in considerable detail (Kanning et al.,
2010), and computational models of their
functional properties have been devel-
oped (Powers et al., 2012). At least one
disease mouse model of ALS (mutant
SOD1 mice, Gurney et al., 1994) is
available that closely matches the hu-
man phenotype. Using these animal
models, vulnerable neuronal subpopula-tions have been thoroughly characterized
and a wealth of abnormalities have been
described (Kanning et al., 2010; Saxena
and Caroni, 2011). These studies revealed
that within MN pools affected in disease
high-threshold fast-fatigable (FF) MNs
are particularly vulnerable and are
affected very early in ALS, whereas low-
threshold slow (S) MNs are relatively
resistant and still innervatemuscle at end-
stage (Saxena and Caroni, 2011). In addi-
tion, some MN pools are not affected in
ALS (Kanning et al., 2010). Disruption of
mitochondrial morphology, biochemistry,
and transport has been a recurring finding
in human and animal samples of ALS
(Israelson et al., 2010). Both the direct
interaction of misfolded mutant SOD1
with mitochondria and the secondary
overload by ion uptake could account
for mitochondrial metabolism failure,
leading to reduced ATP availability (Israel-
son et al., 2010). Building on these
observations, Le Masson et al. (2014)
now provide the first integration of
energy metabolism, ion homeostasis,
and excitation in a computational model
of ALS.
What assumptions should be made
in order to model relevant disease pro-
cesses in ALS? Synaptic activity and
excitability are major cost points on the
