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GENERALIZED KOCH CURVES AND THUE-MORSE SEQUENCES
YAO-QIANG LI
ABSTRACT. Let (tn)n≥0 be the well konwn ±1 Thue-Morse sequence
+1,−1,−1,+1,−1,+1,+1,−1, · · · .
Since the 1982-1983work of Coquet andDekking, it is known that
∑
k<n
tke
2kpii
3 is strongly
related to the famous Koch curve. As a natural generalization, for integer m ≥ 1, we use∑
k<n
δke
2kpii
m to define generalized Koch curve, where (δn)n≥0 is the generalized Thue-
Morse sequence defined to be the unique fixed point of the morphism
+1 7→ +1,+δ1, · · · ,+δm
−1 7→ −1,−δ1, · · · ,−δm
beginning with δ0 = +1 and δ1, · · · , δm ∈ {+1,−1}, and we prove that generalized Koch
curves are the attractors of corresponding iterated function systems. For the case that
m ≥ 2, δ0 = · · · = δ⌊m
4
⌋ = +1, δ⌊m
4
⌋+1 = · · · = δm−⌊m
4
⌋−1 = −1 and δm−⌊m
4
⌋ = · · · =
δm = +1, the open set condition holds, and then the corresponding generalized Koch
curve has Hausdorff, packing and box dimension log(m + 1)/ log |∑m
k=0
δke
2kpii
m |, where
taking m = 3 and then δ0 = +1, δ1 = δ2 = −1, δ3 = +1 will recover the result on the
classical Koch curve.
1. INTRODUCTION
Let N, N0, R and C be the sets of positive integers 1, 2, 3, · · · , non-negative integers
0, 1, 2, · · · , real numbers and complex numbers respectively. Denote the base of the nat-
ural logarithm by e and the imaginary unit by i as usual. Let t = (tn)n≥0 be the classical
±1 Thue-Morse sequence (see [1, 2, 14])
+1,−1,−1,+1,−1,+1,+1,−1, · · · .
It is well known that tn = (−1)s(n) for all n ∈ N0 where s(n) denotes the sum of bi-
nary digits of n. In the 1983 paper [5], Coquet interested in the behavior of the sum∑
k<n(−1)s(3k), introduced
∑
k<n tke
2kpii
3 and obtained the Koch curve [15] as a by-product
in [5, Page 111]. In addition, Dekking found in [7, Pages 32-05 and 32-06] that the points
p(0) := 0, p(n) :=
n−1∑
k=0
tke
2kpii
3 (n = 1, 2, 3, · · · )
traverse the unscaled Koch curve on the complex plane (see also [8, Page 107] and [10,
Page 304]). For more on the relation between the Koch curve and the Thue-Morse se-
quence, we refer the reader to [3, 13, 16].
For m ∈ N and δ1, · · · , δm ∈ {+1,−1}, we define the (+1, δ1, · · · , δm)-Thue-Morse se-
quence δ = (δn)n≥0 to be the unique fixed point of the morphism
+1 7→ +1,+δ1, · · · ,+δm
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−1 7→ −1,−δ1, · · · ,−δm
beginning with δ0 = +1. Let
pm,δ(0) := 0 and pm,δ(n) :=
n−1∑
k=0
δke
2kpii
m for n = 1, 2, 3, · · · .
Noting that the classical ±1 Thue-Morse sequence is not only the (+1,−1) but also the
(+1,−1,−1,+1)-Thue-Morse sequence in our terms, the above pm,δ depends not only on
δ but also onm. For n ∈ N0, let
Pm,δ(n) :=
(m+1)n⋃
k=1
[pm,δ(k − 1), pm,δ(k)]
be the polygonal line connecting the points pm,δ(0), pm,δ(1), · · · , pm,δ((m+1)n) one by one,
where [z1, z2] := {cz1 + (1 − c)z2 : c ∈ [0, 1]} is the segment connecting z1 and z2 on the
complex plane C. In addition, if pm,δ(m + 1) 6= 0, for all j ∈ {0, 1, · · · , m}, we define
Sm,δ,j : C→ C by
Sm,δ,j(z) :=
pm,δ(j) + δje
2jpii
m z
pm,δ(m+ 1)
for z ∈ C.
When |pm,δ(m+ 1)| > 1, obviously Sm,δ,0, Sm,δ,1, · · · , Sm,δ,m are all contracting similarities,
and we call {Sm,δ,j}0≤j≤m the (+1, δ1, · · · , δm)-IFS (iterated function system). We can see
that the attractor of the (+1,−1,−1,+1)-IFS is exactly the Koch curve.
For simplification, ifm and the (+1, δ1, · · · , δm)-Thue-Morse sequence δ are understood
from the context, we use p, P and Sj instead of pm,δ, Pm,δ and Sm,δ,j respectively.
Let dH be the Hausdorff metric and write cZ := {cz : z ∈ Z} for any c ∈ C and Z ⊂ C.
The following is our main result.
Theorem 1.1. Letm ∈ N, δ0 = +1, δ1, · · · , δm ∈ {+1,−1} and δ = (δn)n≥0 be the (+1, δ1, · · · , δm)-
Thue-Morse sequence. If |p(m + 1)| > 1, then there exists a unique compact set K ⊂ C such
that
(p(m+ 1))−nP (n)
dH−→ K as n→∞,
andK is a continuous image of [0, 1]. Moreover,K is the unique attractor of the (+1, δ1, · · · , δm)-
IFS {Sj}0≤j≤m. That is,K is the unique non-empty compact set such that
K =
m⋃
j=0
Sj(K).
Furthermore,
dimH K =
log(m+ 1)
log |p(m+ 1)|
if and only if there exists ε > 0 such that
lim
n→∞
L((P (n))ε)
(m+ 1)n
> 0,
where L is the Lebesgue measure on the plane and Aε := {z ∈ C : |z − a| < ε for some a ∈ A}
for A ⊂ C.
We call K in Theorem 1.1 the (+1, δ1, · · · , δm)-Koch curve. See the following figures
for some examples for m = 3 and 4. Note that the classical Koch curve is exactly the
(+1,−1,−1,+1)-Koch curve in our terms.
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Construction of the (+1,−1,−1,+1)-Koch curve. Construction of the (+1,+1,−1,+1)-Koch curve.
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Construction of the (+1,+1,−1,−1)-Koch curve. Construction of the (+1,−1,+1,−1)-Koch curve.
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Construction of the (+1,+1,−1,+1,+1)-Koch curve. Construction of the (+1,+1,−1,−1,+1)-Koch curve.
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Construction of the (+1,+1,+1,−1,+1)-Koch curve. Construction of the (+1,+1,−1,−1,−1)-Koch curve.
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It is well known that the classical Koch curve has Hausdorff, packing and box dimen-
sion log 4/ log 3 since the corresponding IFS satisfies the open set condition (OSC). As a
generalization, we have the following, where ⌊x⌋ denotes the greatest integer no larger
than x.
Corollary 1.2. Let m ≥ 2 be an integer, δ0 = · · · = δ⌊m
4
⌋ = +1, δ⌊m
4
⌋+1 = · · · = δm−⌊m
4
⌋−1 =
−1, δm−⌊m
4
⌋ = · · · = δm = +1 and δ = (δn)n≥0 be the (+1, δ1, · · · , δm)-Thue-Morse sequence.
Then p(m+1) is a real number in [3, m+1], the (+1, δ1, · · · , δm)-IFS satisfies the OSC, and the
(+1, δ1, · · · , δm)-Koch curve has Hausdorff, packing and box dimension log(m+1)/ log p(m+1).
To obtain the Hausdorff dimension of the (+1, δ1, · · · , δm)-Koch curve in Corollary 1.2,
one can try to use the last statement in Theorem 1.1. But here we use classical theory on
IFS by verifying the OSC.
Remark 1.3. Generalized Thue-Morse sequences defined in this paper are essentially con-
tained in the concept of generalized Morse sequences in [11]. In fact, given δ1, · · · , δm ∈
{−1,+1}, for the (+1, δ1, · · · , δm)-Thue-Morse sequence δ = (δn)n≥0, if we write δn =
(−1)θn where θ = (θn)n≥0 is a sequence on {0, 1}, by [12, Proposition 3.1 (1)] and induc-
tive, one can check that
θ = (0, θ1, · · · , θm)× (0, θ1, · · · , θm)× (0, θ1, · · · , θm)× · · ·
where we use the notation of products of blocks mentioned in [11]. It follows from [11,
Lemma 1] that θ is periodic if and only if θ = 0∞ or (01)∞. Therefore, if θ is not the trivial
0∞ or (01)∞, it is a generalized Morse sequence in the sense of [11], and δ can be viewed
as a ±1 version of such a sequence.
We give some notation and preliminaries in Section 2, and then prove Theorem 1.1 and
Corollary 1.2 in Section 3.
2. NOTATION AND PRELIMINARIES
For any z1, z2 ∈ C, we use [z1, z2] := {cz1 + (1 − c)z2 : c ∈ [0, 1]} to denote the segment
connecting z1 and z2. For any c ∈ C and Z ⊂ C, let cZ := {cz : z ∈ Z} and c+Z := {c+z :
z ∈ Z}. Besides, for any z ∈ C we use Re z and Im z to denote respectively the real part
and the imaginary part of z.
Let A be a finite alphabet of symbols and A∗ be the free monoid generated by A.
A map φ : A∗ → A∗ is called a morphism if
φ(uv) = φ(u)φ(v)
for all words u, v ∈ A∗. Moreover φ is called null-free if φ(a) is not the empty word
for any a ∈ A, and called primitive if there exists an n ∈ N such that a ∈ φn(b) for all
a, b ∈ A, where u ∈ v denotes that u occurs in v for any words u, v ∈ A∗. For a morphism
φ : A∗ → A∗, the corresponding matrix Mφ = (ma,b)a,b∈A is defined by ma,b := |φ(a)|b,
where |w|b denotes the number of the symbol b in the word w. In addition, we use |w| to
denote the length of the finite word w.
A map f : A∗ → C is called a homomorphism if
f(uv) = f(u) + f(v)
for all words u, v ∈ A∗, and an R-linear map L : C → C (regarded as R2 → R2) is called
expansive if both eigenvalues have modulus more than one.
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Let H(C) be the set of all non-empty compact subsets of C and dH be the Hausdorff
metric onH(C). The following result was given by Dekking.
Theorem 2.1. ([6, Theorem 2.4]) Let φ : A∗ → A∗ be a null-free morphism, f : A∗ → C be a
homomorphism, L : C→ C be an expansive R-linear map such that
f ◦ φ = L ◦ f,
and K : A∗ →H(C) be a map satisfying
K(uv) = K(u) ∪ (f(u) +K(v))
for all u, v ∈ A∗. Then for any non-empty word w ∈ A∗, there exists a unique compact set W
such that
L−nK(φn(w))
dH−→W as n→∞,
andW is a continuous image of [0, 1].
In the following we recall some preliminaries on iterated function systems. A map
S : C→ C is called a contraction if there exists c ∈ (0, 1) such that
|S(z1)− S(z2)| ≤ c|z1 − z2| for all z1, z2 ∈ C.
Moreover, if equality holds, i.e., if |S(z1)−S(z2)| = c|z1− z2| for all z1, z2 ∈ C, we say that
S is a contracting similarity.
A finite family of contractions {S1, S2, · · · , Sn}, with n ≥ 2, is called an iterated function
system (IFS). The following is a fundamental result. See for example [9, Theorem 9.1].
Theorem 2.2. Any family of contractions {S1, · · · , Sn} has a unique attractor F , i.e., a non-
empty compact set such that
F =
n⋃
j=1
Sj(F ).
We say that an IFS {S1, · · · , Sn} satisfies the open set condition (OSC) if there exists a
non-empty bounded open set V such that
n⋃
j=1
Sj(V ) ⊂ V
with the union disjoint. The following theorem is well known. See for example [9, Theo-
rem 9.3].
Theorem 2.3. If the OSC holds for the contracting similarities Sj : C → C with the ratios
cj ∈ (0, 1) for all j ∈ {1, · · · , n}, then the attractor of the IFS {S1, · · · , Sn} has Hausdorff,
packing and box dimension s, where s is given by
n∑
j=1
csj = 1.
To end this section, we present the following basic property for contractions.
Proposition 2.4. Let S1, S2, · · · , Sn be contractions on C. Write
S(A) :=
n⋃
j=1
Sj(A) for all A ⊂ C.
Then for all F, F1, F2, · · · ⊂ C such that Fk dH−→ F as k →∞, we have S(Fk) dH−→ S(F ).
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Proof. This follows from the fact that for all k ∈ N we have
dH(S(Fk), S(F )) ≤ max
1≤j≤n
dH(Sj(Fk), Sj(F )) ≤ max
1≤j≤n
cjdH(Fk, F ),
where for each j ∈ {1, · · · , n}, cj ∈ (0, 1) satisfies |Sj(z1) − Sj(z2)| ≤ cj|z1 − z2| for all
z1, z2 ∈ C. 
3. PROOFS OF THEOREM 1.1 AND COROLLARY 1.2
Proof of Theorem 1.1. Let m ∈ N, δ0 = +1, δ1, · · · , δm ∈ {+1,−1} and δ = (δn)n≥0 be the
(+1, δ1, · · · , δm)-Thue-Morse sequence such that |p(m+ 1)| > 1.
(1) Prove that there exists a unique compact setK ⊂ C such that
(p(m+ 1))−nP (n)
dH−→ K as n→∞
and K is a continuous image of [0, 1] by using Theorem 2.1.
1© Ifm is odd, let A := {0, 1, 2, · · · , 2m− 1}. Define the morphism φ : A∗ → A∗ by
a 7→ da,0da,1 · · · da,m
for all a ∈ Awhere
da,k :=
{
a+ 2k mod 2m if δk = +1
a+ 2k +m mod 2m if δk = −1
for all k ∈ {0, 1, · · · , m}. Obviously da,0 = a for all a ∈ A and it is straightforward to
check
e
da,kpii
m = δke
(a+2k)pii
m
for all k ∈ {0, 1, · · · , m}. Let ǫ be the empty word. Define f(ǫ) := 0 and
f(w1 · · ·wn) :=
n∑
k=1
e
wkpii
m
for any w1 · · ·wn ∈ A∗. Then f : A∗ → C is a homomorphism satisfying
f(a) = e
apii
m
for all a ∈ A and
f(uv) = f(u) + f(v)
for all u, v ∈ A∗. Let L : C→ C be the linear map defined by
L(z) := p(m+ 1) · z
for all z ∈ C. It follows from |p(m+ 1)| > 1 that L is expansive.
We can check f ◦ φ = L ◦ f . In fact, for the empty word we have f ◦ φ(ǫ) = f(ǫ) = 0 =
L(0) = L ◦ f(ǫ), for any a ∈ Awe have
f ◦ φ(a) = f(da,0 · · · da,m) =
m∑
k=0
e
da,kpii
m =
m∑
k=0
δke
(a+2k)pii
m = e
apii
m
m∑
k=0
δke
2kpii
m
= f(a)p(m+ 1) = L ◦ f(a),
and for any w1 · · ·wn ∈ A∗ we have
f ◦ φ(w1 · · ·wn) = f(φ(w1) · · ·φ(wn)) = f(φ(w1)) + · · ·+ f(φ(wn))
= L(f(w1)) + · · ·+ L(f(wn)) = L(f(w1) + · · ·+ f(wn)) = L ◦ f(w1 · · ·wn).
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Define K(ǫ) to be the singleton {0},
K(a) := [0, f(a)]
for any a ∈ A, and
K(w1 · · ·wn) :=
n⋃
k=1
(
f(w1 · · ·wk−1) +K(wk)
)
for any w1 · · ·wn ∈ A∗, where f(w1 · · ·wk−1) is regarded as 0 for k = 1. Then K : A∗ →
H(C) satisfies
K(uv) = K(u) ∪ (f(u) +K(v))
for all u, v ∈ A∗. Now applying Theorem 2.1, there exists a unique compact set K ⊂ C
such that
(p(m+ 1))−nK(φn(0))
dH−→ K as n→∞,
andK is a continuous image of [0, 1]. In the following we only need to checkK(φn(0)) =
P (n) for all n ∈ N0.
i) First we prove that for all a ∈ A, j ∈ {1, 2, · · · , m} and n ∈ {0, 1, 2, · · · } we have
f(φn(da,0 · · · da,j−1)) = eapiim p(j(m+ 1)n) (3.1)
by induction on n. In fact, for n = 0 we have
f(da,0 · · · da,j−1) =
j−1∑
k=0
e
da,kpii
m =
j−1∑
k=0
δke
(a+2k)pii
m = e
apii
m p(j).
Suppose that (3.1) is true for some n ≥ 0. Then for n + 1, on the one hand
f(φn+1(da,0 · · · da,j−1)) = L(f(φn(da,0 · · · da,j−1))) = p(m+ 1)eapiim
j(m+1)n−1∑
r=0
δre
2rpii
m
where the first equality follows from f ◦φ = L◦ f and the second equality follows
from the definition of L and the inductive hypothesis, and on the other hand
e
apii
m p(j(m+ 1)n+1) = e
apii
m
j(m+1)n+1−1∑
k=0
δke
2kpii
m = e
apii
m
j(m+1)n−1∑
r=0
r(m+1)+m∑
k=r(m+1)
δke
2kpii
m .
It suffices to check
p(m+ 1)δre
2rpii
m =
r(m+1)+m∑
k=r(m+1)
δke
2kpii
m
for all r ∈ {0, 1, · · · , j(m+ 1)n − 1}. In fact we have
r(m+1)+m∑
k=r(m+1)
δke
2kpii
m =
m∑
k=0
δr(m+1)+ke
2(r(m+1)+k)pii
m =
m∑
k=0
δrδke
2rpii
m e
2kpii
m = p(m+ 1)δre
2rpii
m ,
where the second equality follows from δr(m+1)+k = δrδk (see [12, Proposition 3.1
(1)]).
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ii) To checkK(φn(0)) = P (n) for all n ∈ N0, it suffices to prove
K(φn(a)) = e
apii
m P (n) for all a ∈ A (3.2)
by induction on n. In fact, for n = 0 we have
K(a) = [0, e
apii
m ] = e
apii
m [0, 1] = e
apii
m P (0).
Suppose that (3.2) is true for some n ≥ 0. Then for n + 1, on the one hand
K(φn+1(a)) = K(φn(da,0 · · · da,m))
=
m⋃
j=0
(
f(φn(da,0 · · · da,j−1)) +K(φn(da,j))
)
(
where f(φn(da,0 · · · da,j−1)) is regarded as 0 for j = 0
)
(∗)
=
m⋃
j=0
(
e
apii
m p(j(m+ 1)n) + e
da,jpii
m P (n)
)
=
m⋃
j=0
(
e
apii
m p(j(m+ 1)n) + δje
(a+2j)pii
m P (n)
)
= e
apii
m
m⋃
j=0
(
p(j(m+ 1)n) + δje
2jpii
m P (n)
)
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where (∗) follows from the inductive hypothesis and (3.1), and on the other hand
P (n+ 1) =
(m+1)n+1⋃
k=1
[p(k − 1), p(k)]
=
m⋃
j=0
(j+1)(m+1)n⋃
k=j(m+1)n+1
[p(k − 1), p(k)]
=
m⋃
j=0
(m+1)n⋃
k=1
[p(j(m+ 1)n + k − 1), p(j(m+ 1)n + k)]
=
m⋃
j=0
(m+1)n⋃
k=1
[ j(m+1)n+k−2∑
r=0
δre
2rpii
m ,
j(m+1)n+k−1∑
r=0
δre
2rpii
m
]
(
where
b∑
r=a
· is regarded as 0 if a > b)
=
m⋃
j=0
( j(m+1)n−1∑
r=0
δre
2rpii
m +
(m+1)n⋃
k=1
[ j(m+1)n+k−2∑
r=j(m+1)n
δre
2rpii
m ,
j(m+1)n+k−1∑
r=j(m+1)n
δre
2rpii
m
])
=
m⋃
j=0
(
p(j(m+ 1)n) +
(m+1)n⋃
k=1
[ k−2∑
r=0
δj(m+1)n+re
2(j(m+1)n+r)pii
m ,
k−1∑
r=0
δj(m+1)n+re
2(j(m+1)n+r)pii
m
])
(∗∗)
=
m⋃
j=0
(
p(j(m+ 1)n) +
(m+1)n⋃
k=1
[ k−2∑
r=0
δjδre
2(j+r)pii
m ,
k−1∑
r=0
δjδre
2(j+r)pii
m
])
=
m⋃
j=0
(
p(j(m+ 1)n) + δje
2jpii
m
(m+1)n⋃
k=1
[p(k − 1), p(k)]
)
=
m⋃
j=0
(
p(j(m+ 1)n) + δje
2jpii
m P (n)
)
where (∗∗) follows from δj(m+1)n+r = δjδr (see [12, Proposition 3.1 (1)]). Thus
K(φn+1(a)) = e
apii
m P (n+ 1).
2© Ifm is even, let A := {0, 1, 2, · · · , m− 1}. Define the morphism φ : A∗ → A∗ by
a 7→ da,0da,1 · · · da,m
for all a ∈ Awhere
da,k :=
{
a+ k modm if δk = +1
a+ k + m
2
modm if δk = −1
for all k ∈ {0, 1, · · · , m}. Obviously da,0 = a for all a ∈ A and it is straightforward to
check
e
2da,kpii
m = δke
2(a+k)pii
m
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for all k ∈ {0, 1, · · · , m}. Define f(ǫ) := 0 and
f(w1 · · ·wn) :=
n∑
k=1
e
2wkpii
m
for any w1 · · ·wn ∈ A∗. Then f : A∗ → C is a homomorphism satisfying
f(a) = e
2apii
m
for all a ∈ A and
f(uv) = f(u) + f(v)
for all u, v ∈ A∗. Let L : C → C and K : A∗ → H(C) be defined in the same way as 1©.
Then we can prove
f(φn(da,0 · · · da,j−1)) = e 2apiim p(j(m+ 1)n) (3.3)
for all j ∈ {1, 2, · · · , m}, a ∈ A and n ∈ N0, and then
K(φn(a)) = e
2apii
m P (n).
Thus K(φn(0)) = P (n) for all n ∈ N0. By applying Theorem 2.1, there exists a unique
compact set K ⊂ C such that
(p(m+ 1))−nP (n)
dH−→ K as n→∞,
and K is a continuous image of [0, 1].
(2) Prove that K is the unique attractor of the IFS {Sj}0≤j≤m.
By Theorem 2.2 it suffices to show K = ∪mj=0Sj(K). Let Qn := (p(m + 1))−nP (n) for all
n ∈ N0. Since Qn dH−→ K and Proposition 2.4 imply ∪mj=0Sj(Qn) dH−→ ∪mj=0Sj(K) as n→∞,
we only need to prove Qn+1 = ∪mj=0Sj(Qn) for all n ∈ N0 in the following. In fact,
Qn+1 = (p(m+ 1))
−(n+1)P (n+ 1)
(∗)
= (p(m+ 1))−(n+1)
m⋃
j=0
(
p(j(m+ 1)n) + δje
2jpii
m P (n)
)
=
m⋃
j=0
(
(p(m+ 1))−(n+1)p(j(m+ 1)n) + (p(m+ 1))−(n+1)δje
2jpii
m P (n)
)
(∗∗)
=
m⋃
j=0
(
(p(m+ 1))−1p(j) + (p(m+ 1))−(n+1)δje
2jpii
m P (n)
)
=
m⋃
j=0
(p(m+ 1))−1
(
p(j) + δje
2jpii
m Qn
)
=
m⋃
j=0
Sj(Qn),
where (∗) follows from the recurrence relation between P (n+1) and P (n) deduced at the
end of the proof in (1) 1© (noting that this relation is true no matter m is odd or even),
and (∗∗) follows from p(0) = 0 and
p(j(m+1)n)
by (3.1)
======
and (3.3)
f(φn(d0,0 · · · d0,j−1)) f◦φ=L◦f======= Ln(f(d0,0 · · · d0,j−1)) by (3.1)======
and (3.3)
(p(m+1))np(j)
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for all j ∈ {1, 2, · · · , m} and n ∈ N0.
(3) Prove that
dimH K =
log(m+ 1)
log |p(m+ 1)|
if and only if there exists ε > 0 such that
lim
n→∞
L((P (n))ε)
(m+ 1)n
> 0.
Noting that |φn(0)| = (m+1)n,K(φn(0)) = P (n) is proved in (1) and L : C→ C (regarded
as R2 → R2) is a similarity with eigenvalues of the same modulus |p(m + 1)| > 1, by
applying [4, Dekking’s conjecture] (which was proved), we only need to check that the
eigenvalue of Mφ (the corresponding matrix of φ) with greatest modulus is m + 1 and φ
is primitive. Note that according to whetherm is odd or even, the definition of φ in (1) is
different.
1© If m is odd, recall A := {0, 1, 2, · · · , 2m− 1}. On the calculation between the symbols
in A, we consider the mod 2m congruence class (for example 5 + (2m − 3) = 2). Recall
the definition of φ. For any a, b ∈ A, the equivalences of da,k = b and da+1,k = b+ 1 for all
k ∈ {0, 1, · · · , m} imply |φ(a)|b = |φ(a + 1)|b+1. This means that Mφ is a circulant matrix,
and the eigenvalue with greatest modulus is |φ(0)|0+ |φ(0)|1+ · · ·+ |φ(0)|2m−1 = |φ(0)| =
m+ 1.
In the following we prove that φ is primitive. That is, there exists n ∈ N such that
b ∈ φn(a) for all a, b ∈ A, where u ∈ v means that u occurs in v for any words u, v ∈ A∗.
For any word w = w1 · · ·wk ∈ A∗ and any symbol a ∈ A, write
w + a = w1 · · ·wk + a := (w1 + a) · · · (wk + a).
Then we have
φ(w + a) = φ(w1 + a) · · ·φ(wk + a) = (φ(w1) + a) · · · (φ(wk) + a) = φ(w) + a, (3.4)
where the second equality follows from
φ(b+ a) = db+a,0db+a,1 · · · db+a,m = (db,0 + a)(db,1 + a) · · · (db,m + a) = φ(b) + a
for any a, b ∈ A. By applying (3.4) consecutively, for all a ∈ A and n ∈ N we have
φn(a) = φn−1(φ(0+a)) = φn−1(φ(0)+a) = φn−2(φ(φ(0)+a)) = φn−2(φ2(0)+a) = · · · = φn(0)+a,
(3.5)
and then b ∈ φn(a) is equivalent to b−a ∈ φn(0) for all b ∈ A. Thus we only need to prove
that there exists n ∈ N such that a ∈ φn(0) for all a ∈ A.
i) Suppose δ1 = +1. Then
d0,1 = 2, d2,1 = 4, d4,1 = 6, · · · , d2m−4,1 = 2m− 2,
which imply
2 ∈ φ(0), 4 ∈ φ(2), 6 ∈ φ(4), · · · , 2m− 2 ∈ φ(2m− 4).
By iterating φwe get
2 ∈ φ(0), 4 ∈ φ2(0), 6 ∈ φ3(0), · · · , 2m− 2 ∈ φm−1(0) (3.6)
one by one. It follows from
0 ∈ φ(0) ∈ φ2(0) ∈ · · · ∈ φm−1(0) ∈ φm(0) (3.7)
that 0, 2, 4, · · · , 2m−2 ∈ φm(0). It suffices to prove 1, 3, 5, · · · , 2m−1 ∈ φm(0) in the
following. Since δ1 = · · · = δm = +1 will imply p(m + 1) = 1 (which contradicts
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|p(m + 1)| > 1), noting δ1 = +1, there exists l ∈ {2, 3, · · · , m} such that δl = −1.
This implies
d0,l = 2l +m, d2,l = 2l +m+ 2, d4,l = 2l +m+ 4, · · · , d2m−2,l = 2l + 3m− 2
and then
2l +m ∈ φ(0), 2l +m+ 2 ∈ φ(2), 2l +m+ 4 ∈ φ(4), · · · , 2l + 3m− 2 ∈ φ(2m− 2).
It follows from (3.6) that
2l +m ∈ φ(0), 2l +m+ 2 ∈ φ2(0), 2l +m+ 4 ∈ φ3(0), · · · , 2l + 3m− 2 ∈ φm(0).
By (3.7) we get 2l +m, 2l +m + 2, 2l +m + 4, · · · , 2l + 3m − 2 ∈ φm(0), which is
equivalent to 1, 3, 5, · · · , 2m− 1 ∈ φm(0). Therefore a ∈ φm(0) for all a ∈ A.
ii) Suppose δ1 = −1. Then d0,1 = m+ 2. Bym+ 2 ∈ φ(0), we get
2(m+ 2) = m+ 2 +m+ 2 ∈ φ(0) +m+ 2 by (3.4)===== φ(m+ 2) ∈ φ2(0).
In the same way we get 3(m+ 2) ∈ φ3(0), 4(m+ 2) ∈ φ4(0), · · · , (2m− 1)(m+ 2) ∈
φ2m−1(0). It follows from
0 ∈ φ(0) ∈ φ2(0) ∈ · · · ∈ φ2m−1(0)
that
0, m+ 2, 2(m+ 2), 3(m+ 2), · · · , (2m− 1)(m+ 2) ∈ φ2m−1(0). (3.8)
Since m is odd, we know that m + 2 and 2m are relatively prime. This implies
that 0, m+2, 2(m+2), 3(m+2), · · · , (2m− 1)(m+2) construct a complete residue
system mod 2m. By (3.8) we get 0, 1, 2, · · · , 2m− 1 ∈ φ2m−1(0).
2© If m is even, recall A := {0, 1, 2, · · · , m − 1}. On the calculation between the symbols
in A, we consider the mod m congruence class (for example 5 + (m− 3) = 2). Recall the
definition of φ. In the same way as 1©, we know that the eigenvalue of Mφ with greatest
modulus ism+ 1.
In the following it suffices to prove that φ is primitive. In the same way as 1©, we get
φn(a) = φn(0) + a for all a ∈ A and n ∈ N, (3.9)
and we only need to prove that there exists n ∈ N such that a ∈ φn(0) for all a ∈ A.
i) Suppose δ1 = +1. Then
d0,1 = 1, d1,1 = 2, d2,1 = 3, · · · , dm−2,1 = m− 1
which imply
1 ∈ φ(0), 2 ∈ φ(1), 3 ∈ φ(2), · · · , m− 1 ∈ φ(m− 2).
By iterating φwe get
1 ∈ φ(0), 2 ∈ φ2(0), 3 ∈ φ3(0), · · · , m− 1 ∈ φm−1(0)
one by one. It follows from
0 ∈ φ(0) ∈ φ2(0) ∈ · · · ∈ φm−1(0)
that 0, 1, 2, · · · , m− 1 ∈ φm−1(0).
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ii) Suppose δ1 = −1. Then d0,1 = m2 + 1 and dm2 +1,1 = 2, which imply m2 + 1 ∈ φ(0)
and 2 ∈ φ(m
2
+ 1). It follows from φ(m
2
+ 1) ∈ φ2(0) that 2 ∈ φ2(0), and then
φ2(2) ∈ φ4(0). Since (3.9) implies φ2(2) = φ2(0) + 2, we get 4 ∈ φ4(0). Repeating
this process we get
2 ∈ φ2(0), 4 ∈ φ4(0), 6 ∈ φ6(0), · · · , m− 2 ∈ φm−2(0). (3.10)
It follows from 0 ∈ φ2(0) ∈ φ4(0) ∈ · · · ∈ φm−2(0) that
0, 2, 4, · · · , m− 2 ∈ φm−2(0). (3.11)
First we prove that there exits an odd a ∈ A such that a ∈ φ(0) by contradiction.
Assume a /∈ φ(0) for all odd a ∈ A. By φ(0) = d0,0d0,1 · · · d0,m we know that
d0,0, d0,1, · · · , d0,m are all even. Then d0,1 = m2 + 1 implies that m2 is odd. By
d0,k :=
{
k if δk = +1
k + m
2
if δk = −1
for all k ∈ {0, 1, · · · , m}, we get
δ0 = δ2 = δ4 = · · · = δm = +1 and δ1 = δ3 = · · · = δm−1 = −1.
It follows that
p(m+ 1) =
m∑
k=0
(−1)ke 2kpiim = 1 +
m
2∑
k=1
(−1)ke 2kpiim +
m∑
k=m
2
+1
(−1)ke 2kpiim ,
where
m∑
k=m
2
+1
(−1)ke 2kpiim =
m
2∑
k=1
(−1)m2 +ke 2(
m
2 +k)pii
m =
m
2∑
k=1
(−1)k+1epiie 2kpiim =
m
2∑
k=1
(−1)ke 2kpiim
and
m
2∑
k=1
(−1)ke 2kpiim =
1
2
(m
2
−1)∑
j=0
(−1)2j+1e 2(2j+1)piim +
1
2
(m
2
−1)∑
j=1
(−1)2je 2(2j)piim
=
1
2
(m
2
−1)∑
j=0
e
2(2j+1)pii
m
+pii +
1
2
(m
2
−1)∑
j=1
e
4jpii
m
=
1
2
(m
2
−1)∑
j=0
e
4( 12 (
m
2 +1)+j)pii
m +
1
2
(m
2
−1)∑
j=1
e
4jpii
m
=
m
2∑
j= 1
2
(m
2
+1)
e
4jpii
m +
1
2
(m
2
−1)∑
j=1
e
4jpii
m =
m
2∑
j=1
e
2jpii
m
2 = 0.
This implies p(m+1) = 1, which contradicts |p(m+1)| > 1. Thus there must exist
an odd a ∈ A such that a ∈ φ(0), which implies
φ2(a) ∈ φ3(0), φ4(a) ∈ φ5(0), · · · , φm−2(a) ∈ φm−1(0).
It follows from φ(0) ∈ φ3(0) ∈ φ5(0) ∈ · · · ∈ φm−1(0) that
a, φ2(a), φ4(a), · · · , φm−2(a) ∈ φm−1(0). (3.12)
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Since (3.9) implies
φ2(a) = φ2(0) + a, φ4(a) = φ4(0) + a, · · · , φm−2(a) = φm−2(0) + a,
by (3.10) we get
a+ 2 ∈ φ2(a), a+ 4 ∈ φ4(a), · · · , a+m− 2 ∈ φm−2(a).
It follows from (3.12) that a, a+2, a+4, · · · , a+m−2 ∈ φm−1(0). Recalling that a is
odd, we get 1, 3, 5, · · · , m−1 ∈ φm−1(0). Since 0 ∈ φ(0) implies φm−2(0) ∈ φm−1(0),
by (3.11) we get 0, 2, 4, · · · , m − 2 ∈ φm−1(0). Therefore 0, 1, 2, 3, · · · , m − 1 ∈
φm−1(0).

Proof of Corollary 1.2. Let m ≥ 2 be an integer, δ0 = · · · = δ⌊m
4
⌋ = +1, δ⌊m
4
⌋+1 = · · · =
δm−⌊m
4
⌋−1 = −1, δm−⌊m
4
⌋ = · · · = δm = +1 and δ = (δn)n≥0 be the (+1, δ1, · · · , δm)-Thue-
Morse sequence.
(1) Prove 3 ≤ p(m+ 1) ≤ m+ 1. In fact, by
p(m+ 1) =
m∑
k=0
δke
2kpii
m =
m∑
k=0
δk cos
2kπ
m
+ i
m∑
k=0
δk sin
2kπ
m
,
it suffices to consider the following 1© and 2©.
1© We have∑mk=0 δk sin 2kpim = 0 since for all k ∈ {0, 1, · · · , ⌊m2 ⌋},
δk sin
2kπ
m
+ δm−k sin
2(m− k)π
m
δk=δm−k
======= δk(sin
2kπ
m
+ sin(2π − 2kπ
m
)) = 0.
2© Prove 3 ≤∑mk=0 δk cos 2kpim ≤ m+ 1.
Since δk cos 2kpim = 1 for k ∈ {0, m} and δk cos 2kpim ≤ 1 for k ∈ {1, 2 · · · , m − 1}, we
only need to check
∑m−1
k=1 δk cos
2kpi
m
≥ 1. It suffices to consider the following i) and
ii).
i) Prove δk cos 2kpim ≥ 0 for all k ∈ {1, · · · , m− 1}.
a© If 0 ≤ k ≤ ⌊m
4
⌋, we have δk = +1 and 0 ≤ 2kpim ≤ pi2 .
b© If ⌊m
4
⌋+ 1 ≤ k ≤ m− ⌊m
4
⌋ − 1, we have δk = −1 and pi2 ≤ 2kpim ≤ 3pi2 .
c© Ifm− ⌊m
4
⌋ ≤ k ≤ m, we have δk = +1 and 3pi2 ≤ 2kpim ≤ 2π.
ii) a© Ifm is even, we have δm
2
cos
2·m
2
·pi
m
= 1.
b© Ifm is odd, we have
δm−1
2
cos
2 · m−1
2
· π
m
+δm+1
2
cos
2 · m+1
2
· π
m
= − cos(π− π
m
)−cos(π+ π
m
) = 2 cos
π
m
≥ 2 cos π
3
= 1.
(2) Since Theorem 1.1 says that the (+1, δ1, · · · , δm)-Koch curve is the unique attractor
of the (+1, δ1, · · · , δm)-IFS {Sj}0≤j≤m, to complete the proof, by applying Theorem 2.3, it
suffices to check that {Sj}0≤j≤m satisfies the OSC.
Whenm = 2, we have δ0 = +1, δ1 = −1, δ2 = +1, p(m+1) = 3, S0(z) = z3 , S1(z) = z3 + 13
and S2(z) = z3 +
2
3
for z ∈ C, and we can take the open set {x+ yi : x, y ∈ (0, 1)}.
Whenm = 3, we have δ0 = +1, δ1 = δ2 = −1, δ3 = +1, p(m+ 1) = 3, S0(z) = z3 , S1(z) =
1
3
− z
3
e
2pii
3 , S2(z) = 13 − 13e
2pii
3 − z
3
e
4pii
3 and S3(z) = z3 +
2
3
for z ∈ C. The attractor of this IFS is
exactly the classical Koch curve and this IFS satisfies the OSC, where the open set can be
taken by the open isosceles triangle {x+ yi : x, y ∈ R, y < 0, x+√3y > 0, x−√3y < 1}.
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In the following we considerm ≥ 4. Let
am :=
⌊m
4
⌋∑
k=0
cos
2kπ
m
and bm :=
⌊m
4
⌋∑
k=0
sin
2kπ
m
.
Then am, bm > 0 and p(⌊m4 ⌋ + 1) = am + bmi.
1© Ifm ≡ 0, 1 or 2mod 4, define
V :=
{
x+ yi : x, y ∈ R, y > 0, bmx− amy > 0, bmx+ amy < bm
}
.
See Figures 1, 2 and 3. Obviously V is the non-empty bounded open isosceles triangle
with base [0, 1] and vertex 1
2
+ bm
2am
i. Note that for each j ∈ {0, 1, · · · , m}, Sj is the com-
position of the rotation δje
2jpii
m ·, the scaling (p(m + 1))−1· and the translation · + p(j)
p(m+1)
,
and Sj maps [0, 1] to [
p(j)
p(m+1)
, p(j+1)
p(m+1)
]. It is straightforward to see that {Sj(V )}0≤j≤m are the
disjoint open isosceles triangles with bases {[ p(j)
p(m+1)
, p(j+1)
p(m+1)
]}0≤j≤m and vertexes {Sj(12 +
bm
2am
i)}0≤j≤m all on the upper side of the polygonal line P (1)p(m+1) . To verify ∪mj=0Sj(V ) ⊂ V ,
in the following we check Im p(m+1
2
) ≥ 0 ifm is odd and Im p(m
2
) ≥ 0 ifm is even.
i) Ifm is odd, by m ≡ 1mod 4, we have m−1
2
= 2⌊m
4
⌋ and then
Im p(
m+ 1
2
) =
⌊m
4
⌋∑
k=0
sin
2kπ
m
−
m+1
2
−1∑
k=⌊m
4
⌋+1
sin
2kπ
m
=
⌊m
4
⌋∑
k=1
sin
2kπ
m
−
2⌊m
4
⌋∑
k=⌊m
4
⌋+1
sin
2kπ
m
=
⌊m
4
⌋∑
k=1
sin
2kπ
m
−
⌊m
4
⌋∑
k=1
sin
2(2⌊m
4
⌋+ 1− k)π
m
=
⌊m
4
⌋∑
k=1
(sin
2kπ
m
− sin (2k − 1)π
m
) ≥ 0.
ii) If m is even and m ≡ 2 mod 4, by m
2
− 1 = 2⌊m
4
⌋, in a way similar to i) we can get
Im p(m
2
) = 0.
iii) Ifm is even andm ≡ 0mod 4, we have
Im p(
m
2
) =
m
4∑
k=0
sin
2kπ
m
−
m
2
−1∑
k=m
4
+1
sin
2kπ
m
=
m
4
−1∑
k=1
sin
2kπ
m
+ sin
2 · m
4
· π
m
−
m
4
−1∑
k=1
sin
2(m
2
− k)π
m
= 1 +
m
4
−1∑
k=1
(sin
2kπ
m
− sin (m− 2k)π
m
) = 1 ≥ 0.
2© Ifm ≡ 3mod 4, we have m+1
2
− 1 = 2⌊m
4
⌋ + 1 and then
Im p(
m+ 1
2
) =
⌊m
4
⌋∑
k=0
sin
2kπ
m
−
2⌊m
4
⌋+1∑
k=⌊m
4
⌋+1
sin
2kπ
m
=
⌊m
4
⌋∑
k=0
sin
2kπ
m
−
⌊m
4
⌋∑
k=0
sin
2(2⌊m
4
⌋ + 1− k)π
m
=
⌊m
4
⌋∑
k=0
(sin
2kπ
m
− sin (2k + 1)π
m
) < 0.
Let
cm := −
Im p(m+1
2
)
p(m+ 1)
> 0
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and define
V :=
{
x+ yi : x, y ∈ R, bmx− amy > 0, bmx+ amy < bm, 2cmx+ y > 0, 2cmx− y < 2cm
}
.
See Figure 4. Obviously V is the non-empty bounded open quadrilateral containing two
isosceles triangles with the same base [0, 1] and one has vertex 1
2
+ bm
2am
i and the other has
vertex 1
2
−cmi. It is straightforward to see that {Sj(V )}0≤j≤m are open quadrilaterals, each
containing two isosceles triangles with the same base [ p(j)
p(m+1)
, p(j+1)
p(m+1)
] where one triangle
has vertex Sj(12 +
bm
2am
i) on the upper side of the polygon P (1)
p(m+1)
and the other has vertex
Sj(
1
2
− cmi) on the lower side. By simple geometrical relation we know that {Sj(V )}0≤j≤m
are all disjoint and contained in V . 
0 1
pi
4
2pi
m
2pi
m
.
.
.
. . . . .
.
.
.
.
FIGURE 1. The open sets V, S0(V ), · · · , Sm(V ) and geometrical relation for
m ≡ 0mod 4 wherem ≥ 4.
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0 1
(m−1)pi
4m
2pi
m
2pi
m
.
.
.
. . . . .
.
.
.
.
FIGURE 2. The open sets V, S0(V ), · · · , Sm(V ) and geometrical relation for
m ≡ 1mod 4 wherem ≥ 4.
0 1
(m−2)pi
4m
2pi
m
2pi
m
.
.
. .
.
. .
.
. .
.
.
FIGURE 3. The open sets V, S0(V ), · · · , Sm(V ) and geometrical relation for
m ≡ 2mod 4 wherem ≥ 4.
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0 1
(m−3)pi
4m 2pi
m
pi
2m
2pi
m
.
.
. .
.
. .
.
. . .
.
FIGURE 4. The open sets V, S0(V ), · · · , Sm(V ) and geometrical relation for
m ≡ 3mod 4 wherem ≥ 4.
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