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Abstract
We study ground state properties of the Kondo lattice model with an electron-phonon interaction. The ground
state is proved to be unique; in addition, the total spin of the ground state is determined according to the lattice
structure. To prove the assertions, an extension of the method of spin reflection positivity is given in terms of order
preserving operator inequalities.
1 Introduction
1.1 Background
The Kondo lattice model (KLM) describes the interaction between localized spins and band conduction electrons. In
particular, the half-filled KLM can be regarded as a model for the Kondo insulator. Because the KLM has a wide
variety of applications, it has been actively studied, see, e.g., [3, 19, 20, 30] and references therein. Although there are
a large number of literatures concerning theoretical analysis of the KLM, only few rigorous results are currently known:
Yanagisawa and Shimoi showed the ground state of the KLM with an extra on-site Coulomb repulsion is singlet if the
strength of the Coulomb repulsion, U , is large [31]; in [29], Tsunetsugu provided a proof for U = 0; properties of the
spin-spin correlations in the ground state were examined in [21].
The subtle interplay of electrons and phonons induces various physical phenomena. For example, the Holstein-
Hubbard model, a prototype model for the electron-phonon coupling, describes antiferromagnetric, superconducting
and charge-density-wave orders. Despite the importance of electron-phonon interactions, there are only few studies
examining effects of electron-phonon interactions in the KLM. The aim of the present paper is to examine rigorously
the ground state properties of the half-filled KLM with the electron-phonon interaction. We prove the uniqueness of
the ground state of the model and provide an expression for its total spin, see Theorem 1.2.
A main tool of the proof is the spin-reflection positivity invented by Lieb [9]. The concept of the reflection positivity
originates from the axiomatic quantum field theory [17, 18]. In his seminal paper [9], Lieb applied the idea of the
reflection positivity to the spin space of electrons and studied the magnetic properties of the ground states for the
Hubbard model. Yanagisawa and Shimoi first applied the method of the spin reflection positivity to the KLM [31].
Further applications of the method to the KLM were discussed by several authors [29, 21]. For reviews on the spin-
reflection positivity, see, e.g., [22, 27, 28]. Freericks and Lieb was the first to extend the spin reflection positivity to
electron-phonon interacting systems [5]. Miyao further generalized the method of the spin reflection positivity in terms
of order operator inequalities and provided a larger variety of applications including the electron-phonon interacting
systems [13, 14, 15, 16]. In the present paper, we apply the method of the spin reflection positivity to the KLM with
the electron-phonon interaction by properly extending Miyao’s idea.
1.2 Main results
Let us consider the Kondo lattice model with an electron-phonon interaction:
H = −
∑
x,y∈Λ
∑
s=↑,↓
tx,yc
∗
xscys +
∑
x∈Λ,u∈Ω
Jx,usx · Su
+
∑
x,y∈Λ
Ux,y(n
c
x − 1)(ncy − 1) +
∑
x,y∈Λ
gx,yn
c
x(b
∗
y + by) + ω0
∑
x∈Λ
b∗xbx. (1.1)
We denote by Λ a lattice of the conduction electrons, and by Ω a set of sites on which the localized electrons are located.
The operator H acts on Hc ⊗Hf ⊗Hph, where
Hc = FF(`2(Λ))⊗FF(`2(Λ)), (1.2)
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Hf = FF(`2(Ω))⊗FF(`2(Ω)), (1.3)
Hph = FB(`2(Λ)). (1.4)
Here, FF(`2(Λ)) and FF(`2(Ω)) are the fermionic Fock space over `2(Λ) and `2(Ω), respectively; More precisely, FF(X ) =⊕dimX
n=0
∧n X , where ∧n X is the n-fold antisymmetric tensor product of X with ∧0 X = C. FB(X ) is the bosonic Fock
space over X , that is, FB(X ) =
⊕∞
n=0
⊗n
s X , where
⊗n
s X indicates the n-fold symmetric tensor product of X with⊗0
s X = C.
cxσ denotes the annihilation operator of the conduction electrons, and fuσ denotes the annihilation operator of the
localized spins. These operators satisfy the standard anticommutation relations:
{cxσ, c∗x′σ′} = δx,x′δσ,σ′ , {cxσ, cx′σ′} = 0, {fuσ, f∗u′σ′} = δu,u′δσ,σ′ , {fuσ, fu′σ′} = 0, (1.5)
where δa,b is the Kronecker delta. sx and Su denote spin operators of conduction electrons and the localized spins,
respectively. More precisely, the spin operators are defined by
s+x = (s
−
x )
∗ = c∗x↑cx↓, s
(3)
x =
1
2
(c∗x↑cx↑ − c∗x↓cx↓), (1.6)
S+u = (S
−
u )
∗ = f∗u↑fu↓, S
(3)
u =
1
2
(f∗u↑fu↑ − f∗u↓fu↓) (1.7)
and
sx · Su = 1
2
(s+x S
−
u + s
−
x S
+
u ) + s
(3)
x S
(3)
u . (1.8)
bx and b
∗
x are the bosonic annihilation- and creation operators at site x ∈ Λ satisfying the standard commutation
relations:
[bx, b
∗
y] = δx,y, [bx, by] = 0. (1.9)
By the Kato-Rellich theorem [24, Theorem X.12], H is self-adjoint on dom(Np) and bounded from below, where
Np =
∑
x∈Λ b
∗
xbx, the phonon number operator, and dom(Np) indicates the domain of Np.
tx,y is the hopping matrix element, Ux,y is the energy of the Coulomb interaction, gx,y is the strength of the
conductive electron- phonon interaction, and Jx,u is the strength of the exchange interaction. The phonons are assumed
to be dispersionless with energy ω0 > 0. Throughout the present study, we assume the following:
1. tx,y, Jx,u, gx,y ∈ R for all x, y ∈ Λ, u ∈ Ω.
2. tx,y = ty,x, gx,y = gy,x for all x, y ∈ Λ, u ∈ Ω.
Our principal assumptions are stated as follows:
Condition (C).
(C.1) Let E = {{x, y} ∈ Λ× Λ | tx,y 6= 0}. The graph (Λ, E) is connected and bipartite. More precisely,
• for any x, y ∈ Λ, there is a path p = {{xj , yj}}nj=1 ⊂ E such that x1 = x and yn = y;
• there are disjoint sublattices Λ1 and Λ2 with Λ = Λ1∪Λ2 such that tx,y = 0 whenever x, y ∈ Λ1 or x, y ∈ Λ2.
(C.2) For any u ∈ Ω, there exists an x ∈ Λ such that Jx,u 6= 0. If Jx,u 6= 0, then sgnJx,u, the sign of Jx,u, is independent
of x for each u ∈ Ω.
(C.3) There are disjoint subsets Ω1 and Ω2 such that
• Ω = Ω1 ∪ Ω2;1
• Jx,u = 0 (x ∈ Λ1, u ∈ Ω1 or x ∈ Λ2, u ∈ Ω2).
(C.4) |Λ| and |Ω| are even numbers.
(C.5)
∑
x∈Λ
gx,y is independent of y ∈ Λ.
1Note that this condition does not necessarily mean that Ω is bipartite.
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There is a local constraint such that every f orbital is always occupied by just one electron. Such a situation can
be expressed in term of the projection given by
P0 =
∏
u∈Ω
[
nfu↑(1− nfu↓) + (1− nfu↑)nfu↓
]
. (1.10)
Note that
f∗u↑fu↑ + f
∗
u↓fu↓ = 1 (1.11)
holds on ran(P0), the range of P0.
The total spin operators are defined by
S
(3)
tot = s
(3)
Λ + S
(3)
Ω , S
±
tot = s
±
Λ + S
±
Ω , (1.12)
where
s
(3)
Λ =
∑
x∈Λ
sx, S
(3)
Ω =
∑
u∈Ω
S(3)u , s
±
Λ =
∑
x∈Λ
s±x , S
±
Ω =
∑
u∈Ω
S±u . (1.13)
In addition, we set
S2tot =
1
2
(
S+totS
−
tot + S
−
totS
+
tot
)
+
(
S
(3)
tot
)2
. (1.14)
Definition 1.1. In general, if a vector ϕ is an eigenvector with S2totϕ = S(S + 1)ϕ, then we say that ϕ has total spin
S.
Set N = |Λ| + |Ω|. In the present paper, we are interested in the ground state properties at half-filling. For this
reason, we introduce the subspace of Hc ⊗Hf by
LN = ker
(
S
(3)
tot
)⋂
ker (Ne −N) , (1.15)
where Ne = N
c
e +N
f
e is the total electron number operator with N
c
e =
∑
x∈Λ(n
c
x↑ + n
c
x↓) and N
f
e =
∑
u∈Ω(n
f
u↑ + n
f
u↓).
Note that S
(3)
tot = 0 on LN .
Taking the above requirements into account, we introduce the following Hilbert space:
H = P0LN ⊗FB(`2(Λ)). (1.16)
In what follows, we will examine ground state properties of the restricted Hamiltonian H = H  H.
The main result in this paper is the following theorem:
Theorem 1.2. Assume (C). Let Ueff,x,y be the energy of the effective Coulomb interaction:
Ueff,x,y = Ux,y − ω−10
∑
z∈Λ
gx,zgy,z. (1.17)
Suppose that Ueff is positive semi-definite.
2 Notice that the critical case where Ueff = O, the zero matrix, satisfies this
condition. Then we obtain the following (i) and (ii):
(i) The ground state of H is unique.
(ii) We denote by ψ the ground state of H. Then ψ satisfies the following:
γxγy〈ψ, s+x s−y ψ〉 > 0, γuγvsgnJx,usgnJy,v〈ψ, S+u S−v ψ〉 > 0 (1.18)
for every x, y ∈ Λ and u, v ∈ Ω, where γz = −1 for z ∈ Λ1 or Ω1, γz = 1 for x ∈ Λ2 or Ω2.
In addition, we assume the following:
(C.6) Jx,u ≥ 0 for every x ∈ Λ and u ∈ Ω, the antiferromagnetic coupling.
2More precisely, Ueff is positive semi-definite, if
∑
x,y∈Λ Ueff,x,yz
∗
xzy ≥ 0 for all z = {zx}x∈Λ ∈ CΛ.
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Then ψ has total spin S = 12
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
To explain our achievement, let us compare Theorem 1.2 with the following:
Theorem 1.3. Assume (C). Suppose that Ueff is positive definite.
3 Then we obtain the following (i) and (ii):
(i) The ground state of H is unique.
(ii) We denote by ψ the ground state of H. Then ψ satisfies the following:
γxγy〈ψ, s+x s−y ψ〉 > 0, γuγvsgnJx,usgnJy,v〈ψ, S+u S−v ψ〉 > 0 (1.19)
for every x, y ∈ Λ and u, v ∈ Ω,
In addition, assume (C.6). Then ψ has total spin S = 12
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
Theorem 1.3 is an immediate consequence of the method established in [14, 15]. We emphasize that the positive
definiteness of Ueff is crucial. In comparison with Theorem 1.3, we only assume that Ueff is positive semi-definite in
Theorem 1.2. Without the assumption of the positive definiteness of Ueff , to prove Theorem 1.2 is a mathematically
challenging problem. One of the major achievements of the present paper is improving upon the method of [14, 15] in
order to overcome this difficulty.
Remark 1.4. 1. By combining Theorem 1.2 with a method similar to that presented in [16, 23], we can prove that
the ground state simultaneously exhibits antiferromagnetic and ferromagnetic long range orders, if there exists a
constant a > 0 such that
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣ = aN + o(N) as N →∞.
2. We can obtain an upper bound for the charge susceptibility by arguments similar to those in [7, 14]. In addition,
by using the bound, we can show the absence of charge-density-wave-order, provided that there is a c > 0 such
that Ueff ≥ c, i.e., Ueff − c is positive semi-definite.
Remark 1.5. The method presented in this paper has a variety of applications. For instance, let us consider the Kondo
lattice model with an electron-photon interaction:
HQED =−
∑
x,y∈Λ
∑
s=↑,↓
tx,y exp
{
i
∫
Cxy
dr ·A(r)
}
c∗xscys +
∑
x∈Λ,u∈Ω
Jx,usx · Su
+
∑
x,y∈Λ
Ux,y(n
c
x − 1)(ncy − 1) +
∑
k∈V ∗
∑
λ=1,2
ω(k)a(k, λ)∗a(k, λ). (1.20)
Here, we assume that Λ and Ω are embedded into the region V = [−L/2, L/2]3 ⊂ R3. V ∗ is defined by V ∗ = ( 2piL Z)3.
a(k, λ) and a(k, λ)∗ denote the photon annihilation- and creation operators, respectively. As usual, these satisfy the
following commutation relations:
[a(k, λ), a(k′, λ′)∗] = δk,k′δλ,λ′ , [a(k, λ), a(k′, λ′)] = 0. (1.21)
A(x) = (A1(x), A2(x), A3(x)) is the vector potential given by
A(x) =
1√|V | ∑
k∈V ∗
χκ(k)√
2ω(k)
ε(k, λ)
(
eik·xa(k, λ) + e−ik·xa(k, λ)∗
)
. (1.22)
ε(k, λ) are the polarization vectors. Cxy is a piecewise smooth curve from x to y. The dispersion relation is chosen
as ω(k) = |k|. χκ is the indicator function of the ball of radius κ > 0 centered at the origin. Note that this kind of
interaction was originally studied by Giuliani et al. in [6]. Applying the method presented in this paper, we can prove
that Theorem 1.2 and Remark 1.4 still hold true for HQED. In Section 5, we further discuss possible extensions of the
method presented in this paper in terms of stability classes.
1.3 Examples
In this subsection, we will give some examples for better understanding of Theorem 1.2.
3More precisely, Ueff is positive definite, if
∑
x,y∈Λ Ueff,x,yz
∗
xzy > 0 for all z = {zx}x∈Λ ∈ CΛ \ {0}.
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Figure 1: Filled circles and boxes respectively indicate the sites of Λ1 and Λ2. Open circles and boxes respectively
indicate the sites of Ω2 and Ω1.
Figure 2: Filled circles and boxes respectively indicate the sites of Λ1 and Λ2. Open circles and boxes respectively
indicate the sites of Ω2 and Ω1.
Example 1
Let us consider the case where Ω = Λ with Ω1 = Λ2 and Ω2 = Λ1. By choosing gx,y, Jx,u and Ux,y as
Jx,u = Jδx,u, gx,y = gδx,y, Ux,y = Uδx,y (1.23)
with J > 0 and U ≥ 0, we can reproduce the standard Kondo lattice model with the electron-phonon interaction:
H = −
∑
x,y∈Λ
∑
s=↑,↓
tx,yc
∗
xscys + J
∑
x∈Λ
sx · Sx + U
∑
x∈Λ
(ncx − 1)2 + g
∑
x∈Λ
ncx(b
∗
x + bx) + ω0
∑
x∈Λ
b∗xbx. (1.24)
Assume that (C.1) is satisfied and |Λ| is even. In this case, the assumptions (C.2)–(C.6) are automatically fulfilled.
If |g| ≤ √ω0U , then Ueff is positive semi-definite. Notice that the case where g =
√
ω0U is allowed. It is noteworthy
that the total spin of the ground state is always equal to zero: S = 0.
Example 2
Let us consider a two-dimensional lattice given by Figure 1.
For each x, y ∈ Λ and u ∈ Ω, we set
tx,y =
{
t |x− y| = 12
0 otherwise
Jx,u =
{
J u ∈ Ω1, |x− u| = 12 or u ∈ Ω2, |x− u| = 1√2
0 otherwise,
(1.25)
where t 6= 0 and J > 0. The every conditions (C.1)–(C.6), except (C.5), are satisfied. In this example, we simply
assume (C.5). Because |Λ2| = 2|Λ1| and |Ω1| = |Ω2| = |Λ1|/2, the ground state has total spin S = |Λ1|/2 = N/8.
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Example 3
In this example, let us consider a chain given by Figure 2. We set
tx,y =
{
t |x− y| = 12
0 otherwise
Jx,u =
{
J u ∈ Ω1, |x− u| = 12 or u ∈ Ω2, |x− u| = 1√2
0 otherwise,
(1.26)
where t 6= 0 and J > 0. Then we readily confirm that |Λ1| = |Λ2| = |Λ|/2 and |Ω1| = |Λ|/2, |Ω2| = |Λ|/4. Hence, the
ground state has total spin S = |Λ|/8 = N/14.
1.4 Organization
The organization of the present paper is as follows: In Section 2, we present the basics of order preserving operator
inequalities. These inequalities are essential to express the idea of the spin reflection positivity, mathematically. Section
3 is devoted to the proof of the uniqueness of the ground state. In Section 4, we provide the expression for the total
spin of the ground state. The appendices contain some auxiliary technical statements that are of independent interest.
2 Hilbert cones and their associated operator inequalities
2.1 Basic definitions
In this section, we will briefly review fundamental properties of Hilbert cones and thier associated operator inequalities
as a preliminary.
Let X be a complex Hilbert space. We denote by B(X ) the Banach space of all bounded operators on X .
Definition 2.1. A Hilbert cone, C in X , is a closed convex cone obeying
• 〈u, v〉 ≥ 0 for all u, v ∈ C;
• for all w ∈ X , there exist u, u′, v, v′ ∈ C such that w = u− v + i(u′ − v′) and 〈u, v〉 = 〈u′, v′〉 = 0.
A vector u ∈ C is said to be positive w.r.t. C. We write this as u ≥ 0 w.r.t. C. A vector v ∈ X is called strictly positive
w.r.t. C, whenever 〈v, u〉 > 0 for all u ∈ C \ {0}. We write this as v > 0 w.r.t. C.
The following operator inequalities will play a major role in the present paper.
Definition 2.2. Let A,B ∈ B(X ).
• A is positivity preserving if AC ⊆ C. We write this as A 0 w.r.t. C.
• A is positivity improving if, for all u ∈ C \ {0}, Au > 0 w.r.t. C. We write this as A 0 w.r.t. C.
Remark that the notations of the operator inequalities are borrowed from [12].
We readily confirm the following lemma:
Lemma 2.3. Let A,B ∈ B(X ). Suppose that A,B  0 w.r.t. C. We have the following:
(i) If a, b ≥ 0, then aA+ bB  0 w.r.t. C;
(ii) AB  0 w.r.t. C.
Proof. For proof, see, e.g., [12, 14].
Let XR be the real subspace of X generated by C. From Definition 2.1, for all x ∈ XR, there exist x+, x− ∈ C such
that x = x+−x− and 〈x+, x−〉 = 0. If A ∈ B(X ) satisfies AXR ⊆ XR, then we say that A preserves the reality w.r.t. C.
Definition 2.4. Let A,B ∈ B(X ) be reality preserving w.r.t. C. If A−B  0, then we write this as AB w.r.t. C.
Below, we provide two fundamental lemmas of the operator inequalities for later use.
Lemma 2.5. Let A,B,C,D ∈ B(X ). Suppose AB  0 w.r.t. C and C D 0 w.r.t. C. Then we have AC BD
0 w.r.t. C
Proof. For proof, see, e.g., [12, 14].
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Lemma 2.6. Let A,B be self-adjoint operators on X . Assume that A is bounded from below and that B ∈ B(X ).
Furthermore, suppose that e−tA  0 w.r.t. C for all t ≥ 0 and B  0 w.r.t. C. Then we have e−t(A−B)  e−tA w.r.t. C
for all t ≥ 0.
Proof. Since B  0 w.r.t. C, we have etB = ∑∞n=0 tnn!Bn  1 w.r.t. C for all t ≥ 0. By the Trotter product formula [26,
Theorem S. 20], for all t ≥ 0, we obtain
e−t(A−B) = lim
n→∞
(
e−
t
nAe
t
nB
)n
 e−tA w.r.t. C. (2.1)
Definition 2.7. Let A be a self-adjoint operator on X , bounded from below. The semigroup {e−tA}t≥0 is said to be
ergodic w.r.t. C, if the following (i) and (ii) are satisfied:
(i) e−tA  0 w.r.t. C for all t ≥ 0;
(ii) for each u, v ∈ C \ {0}, there is a t ≥ 0 such that 〈u, e−tAv〉 > 0. Note that t could depend on u and v.
The following lemma immediately follows from the definitions:
Lemma 2.8. Let A be a self-adjoint operator on X , bounded from below. If e−tA  0 w.r.t. C for all t > 0, then
{e−tA}t≥0 is ergodic w.r.t. C.
The basic result here is:
Theorem 2.9 (Perron-Frobenius-Faris). Let A ∈ B(X ) be a self-adjoint operator, bounded from below. Assume
that E(A) = inf spec(A) is an eigenvalue of A, where spec(A) indicates the spectrum of A. Let V be the eigenspace
corresponding to E(A). If {e−tA}t≥0 is ergodic w.r.t. C, then dimV = 1 and V is spanned by a strictly positive vector
w.r.t. C.
Proof. See [4].
2.2 Operator inequalities in I2(X )
Let I2(X ) be the set of all Hilbert-Schmidt operators on X : I2(X ) = {ξ ∈ B(X ) |Tr[ξ∗ξ] <∞}. In what follows, we
regard I2(X ) as a Hilbert space equipped with the inner product 〈ξ, η〉2 = Tr[ξ∗η], ξ, η ∈ I2(X ). We often abbreviate
the inner product by omitting the subscript 2 if no confusion arises.
Let ϑ be an antiunitary operator on X . We define the map Ψϑ : X ⊗ X −→ I2(X ) by
Ψϑ(φ⊗ ϑψ) = |φ〉〈ψ|, φ, ψ ∈ X . (2.2)
Since Ψϑ is a unitary operator, we can identify X ⊗ X with I2(X ), naturally. We write this identification as
X ⊗ X =
Ψϑ
I2(X ). (2.3)
Occasionally, we abbreviate (2.3) by omitting the subscript Ψϑ if no confusion arises.
Given A ∈ B(X ), we define the left multiplication operator, L(A), and the right multiplication operator, R(A), as
follows:
L(A)ξ = Aξ, R(A)ξ = ξA, ξ ∈ I2(X ). (2.4)
Trivially, L(A) and R(A) are bounded operators on I2(X ). In addition, we readily confirm that
L(A)L(B) = L(AB), R(A)R(B) = R(BA). (2.5)
Under the identification (2.3), we have
A⊗ 1 = L(A), 1⊗A = R(ϑA∗ϑ). (2.6)
Let
I2,+(X ) = {ξ ∈ I2(X ) | ξ ≥ 0}, (2.7)
where the inequality in the right hand side of (2.7) indicates the standard operator inequality. It is well-known that
I2,+(X ) is a Hilbert cone in I2(X ), see, e.g., [14, Proposition 2.5]. Using this fact, we can introduce a Hilbert cone in
X ⊗ X by C = Ψ−1ϑ (I2,+(X )). Taking the identification (2.3) into account, we have the following identification:
C = I2,+(X ). (2.8)
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Proposition 2.10. Let A ∈ B(X ). Then we have L(A)R(A∗)  0 w.r.t. I2,+(X ). Hence, under the identification
(2.3), we have A⊗ ϑAϑ 0 w.r.t. I2,+(X ).
Proof. Take ξ, ν ∈ I2,+(X ), arbitrarily. Then there exist sequences of positive numbers, {ξn}n and {νn}n, and CONSs
{xn}n and {yn}n in X such that ξ =
∑
n ξn|xn〉〈xn| and ν =
∑
n νn|yn〉〈yn| hold. Since
L(A)R(A∗)ν =
∑
n
νn|Ayn〉〈Ayn|, (2.9)
we have
〈ξ,L(A)R(A∗)ν〉 =
∑
m,n
ξmνn|〈xm, Ayn〉|2 ≥ 0. (2.10)
Hence, we have L(A)R(A∗) 0 w.r.t. I2,+(X ).
3 The uniqueness of ground states
3.1 The main result in Section 3
The goal of this section is to prove the first part of Theorem 1.2, that is,
Theorem 3.1. Assume (C). Suppose that Ueff is positive semi-definite. Then we obtain the following (i) and (ii):
(i) The ground state of H is unique.
(ii) We denote by ψ the ground state of H. Then ψ satisfies the following:
γxγy〈ψ, s+x s−y ψ〉 > 0, sgnJx,uγuγvsgnJy,v〈ψ, S+u S−v ψ〉 > 0 (3.1)
for every x, y ∈ Λ and u, v ∈ Ω.
The proof of Theorem 3.1 will be provided in Subsection 3.6. Our basic strategy for proving Theorem 3.1 is to make
use of Theorem 2.9. To realize the strategy, we employ the method of order preserving operator inequalities presented
in Section 2.
3.2 Preliminaries
3.2.1 Useful identifications
Given X = (x1, . . . , xn) ∈ Λn with x1 6= · · · 6= xn, let us define a vector in
∧n
`2(Λ) by
ecX = δx1 ∧ · · · ∧ δxn , (3.2)
where δx is a vector in `
2(Λ) defined by δx(y) = δx,y. Because {δx}x∈Λ is a complete orthonormal system (CONS) in
`2(Λ), {ecX}X is a CONS of FF (`2(Λ)). Similarly, for U = (u1, . . . , un) ∈ Ωn, let
efU = δu1 ∧ · · · ∧ δun . (3.3)
Then {efU}U is a CONS of FF(`2(Ω)). Trivially, {ecX↑ ⊗ ecX↓}X↑,X↓ and {efU↑ ⊗ e
f
U↓}U↑,U↓ are canonical CONSs in Hc
and Hf , respectively. Hence, a canonical CONS in Hc ⊗Hf is given by {ecX↑ ⊗ ecX↓ ⊗ efU↑ ⊗ e
f
U↓}X↑,X↓,U↑,U↓ .
In what follows, we will freely use the following identification:
Hc ⊗Hf = F ⊗ F , (3.4)
where F = FF(`2(Λ)) ⊗ FF(`2(Ω)) = FF(`2(Λ) ⊕ `2(Ω)). Note that this identification is implemented by the unitary
operator τ given by
τecX↑ ⊗ ecX↓ ⊗ efU↑ ⊗ e
f
U↓ = e
c
X↑ ⊗ efU↑ ⊗ ecX↓ ⊗ e
f
U↓ . (3.5)
Next, we define the antiunitary operator ϑ : F −→ F by
ϑ
∑
X,U
c(X,U)ecX ⊗ efU
 = ∑
X,U
c(X,U)ecX ⊗ efU , c(X,U) ∈ C. (3.6)
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With this choice of ϑ, we can identify F ⊗ F with I2(F) by using (2.3).
To sum, we obtain the following:
Hc ⊗Hf =
τ
F ⊗ F =
Ψϑ
I2(F). (3.7)
As we will see in the following sections, the above identifications play an important role.
Recall that N = |Λ|+ |Ω|. Let FN =
∧N/2 (
`2(Λ)⊕ `2(Ω)). Then LN , defined by (1.15), can be expressed as
LN = FN ⊗FN . (3.8)
Moreover, taking (3.7) into account, we have the following identification:
LN = I2(FN ). (3.9)
Let cx and fu be the annihilation operators on F such that {cx, c∗y} = δx,y (x, y ∈ Λ) and {fu, f∗v} = δu,v (u, v ∈ Ω).
Note that cxσ and fuσ can be rewritten as
cx↑ = cx ⊗ 1, fu↑ = fu ⊗ 1, cx↓ = (−1)N ⊗ cx, fu↓ = (−1)N ⊗ fu, (3.10)
where N is the number operator given by N =
∑
x∈Λ n
c
x +
∑
u∈Ω n
f
u with n
c
x = c
∗
xcx and n
f
u = f
∗
ufu. Using (2.6), we
obtain the fundamental identifications:
cx↑ = L(cx), cx↑ = L
(
(−1)N)R(c∗x), fu↑ = L(fu), fu↓ = L((−1)N)R(f∗u). (3.11)
From these formulas, we can freely produce useful formulas. For instance,
ncx↑ = L(ncx), ncx↓ = R(ncx), nfu↑ = L(nfu), nfu↓ = R(nfu). (3.12)
3.2.2 Basic Hilbert cones
As Theorem 2.9 suggests, Hilbert cones are important in order to prove the uniqueness of the ground state of H. The
aim of this subsection is to introduce basic Hilbert cones which are essential to the proof of Theorem 3.1.
In the present paper, we will occasionally use the following identification:
FB(`2(Λ)) = L2(R|Λ|). (3.13)
Using (3.13), we define the Hilbert cone P in FB(`2(Λ)) by
P = L2+(R|Λ|), (3.14)
where L2+(R|Λ|) = {f ∈ L2(R|Λ|) | f(q) ≥ 0 a.e. q}. Note that the number operator Np can be identified with the
Hamiltonian of the harmonic oscillators:
ω0Np =
∑
x∈Λ
1
2
(−∆qx + ω20q2x − 1), (3.15)
where ∆qx is the Laplacian. As is well-known, it holds that
e−βω0Np  0 (3.16)
w.r.t. P for all β > 0. This property will be repeatedly used in the following sections.
Define
Q0 =
∏
u∈Ω
[
nfu↑n
f
u↓ +
(
1− nfu↑
)(
1− nfu↓
)]
. (3.17)
Then Q0 is an orthogonal projection on LN = I2(FN ). With this in mind, we set
Q0LN,+ := Q0I2(FN )+ = {ψ ∈ Q0LN |Ψϑ(ψ) ≥ 0}, (3.18)
where the inequality in (3.18) means the standard operator inequality.
Lemma 3.2. Q0LN,+ is a Hilbert cone in Q0LN .
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Proof. Using the identification (3.8), we introduce the subset, LN,+, of LN by
LN,+ = {ψ ∈ LN |Ψϑ(ψ) ≥ 0}. (3.19)
Note that LN,+ is a Hilbert cone in LN . Using (3.12), we find
nfu↑n
f
u↓ = L(nfu)R(nfu),
(
1− nfu↑
)(
1− nfu↓
)
= L(1− nfu)R(1− nfu). (3.20)
Thus, from Proposition 2.10, nfu↑n
f
u↓ 0 and
(
1−nfu↑
)(
1−nfu↓
)
 0 w.r.t. LN,+ hold, which implies Q0 0 w.r.t. LN,+.
Since LN,+ is a Hilbert cone in LN and Q0  0 w.r.t. LN,+, we readily confirm that Q0LN,+ is a Hilbert cone in
Q0LN .
Next, we define
Q = coni{ψ ⊗ f ∈ Q0LN ⊗FB(`2(Λ)) |ψ ∈ Q0LN,+, f ∈ P}, (3.21)
where coniX is the closure of the conical hull of X. The following proposition is crucial in the present paper.
Proposition 3.3. Q is a Hilbert cone in Q0LN ⊗FB(`2(Λ)).
Proof. See Appendix C.
The following basic lemma is often useful.
Lemma 3.4. Let A be a bounded operator on Q0LN⊗FB(`2(Λ)). Let B be a self-adjoint operator on Q0LN⊗FB(`2(Λ)),
bounded from below. Assume that e−tB  0 w.r.t. Q for any t ≥ 0. We have the following:
(i) If A satisfies 〈φ⊗ f,Aψ ⊗ g〉 ≥ 0 for all φ, ψ ∈ Q0LN,+ and f, g ∈ P, then we have A 0 w.r.t. Q.
(ii) If A satisfies 〈φ⊗f,Aψ⊗g〉 > 0 for all φ, ψ ∈ Q0LN,+ \{0} and f, g ∈ P \{0}, then we have A0 w.r.t. Q0LN,+.
(iii) Assume that e−tB0 w.r.t. Q for all t ≥ 0. In addition, assume that, for all φ, ψ ∈ Q0LN,+\{0} and f, g ∈ P\{0},
there exists a t ≥ 0 such that 〈φ⊗ f, e−tBψ ⊗ g〉 > 0. Then {e−tB}t≥0 is ergodic w.r.t. Q.
Proof. (i) From the definition of Q, for any u, v ∈ Q, there exist ψn ⊗ fn and φn ⊗ gn ∈ Q satisfying
u =
∑
n≥1
ψn ⊗ fn, v =
∑
n≥1
φn ⊗ gn. (3.22)
Using these expressions, we obtain 〈u,Av〉 = ∑m,n≥1〈ψm ⊗ fm, Aφn ⊗ gn〉 ≥ 0, which implies that A 0 w.r.t. Q.
(ii) Let u, v ∈ Q \ {0}. Then u and v can be expressed as (3.22). Because u and v are non-zero, there exist k, l ∈ N
such that ψk⊗fk 6= 0 and φl⊗gl 6= 0. Hence, we obtain 〈u,Av〉 =
∑
m,n≥1〈ψm⊗fm, Aφn⊗gn〉 ≥ 〈ψk⊗fk, Aφl⊗gl〉 > 0,
which implies that A 0 w.r.t. Q.
(iii) Let u, v ∈ Q \ {0}. We continue to employ the expressions (3.22). Because u and v are non-zero, there exist
k, l ∈ N such that ψk⊗fk 6= 0 and φl⊗gl 6= 0. By the assumption, there exists a t ≥ 0 such that 〈ψk⊗fk, e−tBφl⊗gl〉 > 0.
Since e−tB0 w.r.t. Q, it holds that 〈u, e−tBv〉 ≥ 〈ψk⊗ fk, e−tBφl⊗ gl〉 > 0. Hence, {e−tB}t≥0 is ergodic w.r.t. Q.
In what follows, we use the following identification:
Q0LN ⊗FB(`2(Λ)) =
∫ ⊕
R|Λ|
Q0LNdq, (3.23)
where the right hand side of (3.23) is the constant fiber direct integral [25, Section XIII.16].
Lemma 3.5. Let A ∈ B(Q0LN ⊗FB(`2(Λ))) be a decomposable operator4:
A =
∫ ⊕
R|Λ|
A(q) dq. (3.24)
If A(q) 0 w.r.t. Q0LN,+ for a.e. q, then we have A 0 w.r.t. Q.
Proof. Take φ, ψ ∈ Q0LN,+ and f, g ∈ P, arbitrarily. Since A(q) 0 w.r.t. Q0LN,+ and f(q), g(q) ≥ 0 a.e., we have
〈φ⊗ f,Aψ ⊗ g〉 =
∫
R|Λ|
f(q)g(q) 〈φ,A(q)ψ〉 dq ≥ 0. (3.25)
By Lemma 3.4, we conclude that A 0 w.r.t. Q.
4As for the definition of the decomposable operators, see, e.g., [25, Section XIII.16].
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Lemma 3.6. Let A ∈ B(LN ). Assume the following:
(i) A commutes with Q0.
(ii) A 0 w.r.t. LN,+ where LN,+ is given by (3.19).
Then we have A  Q0LN  0 w.r.t. Q0LN,+, where A  Q0LN is the restriction of A to Q0LN .
Proof. Since Q0  0 w.r.t. LN,+, we see Q0AQ0  0 w.r.t. LN,+. Hence, for any φ, ψ ∈ LN,+, 〈φ,Q0AQ0ψ〉 =
〈Q0φ,AQ0ψ〉 ≥ 0 holds. Thus, we have A 0 w.r.t. Q0LN,+.
Lemma 3.7. Let A ∈ B(FN ). Assume A⊗ 1 + 1⊗ ϑAϑ commutes with Q0. Then we have
exp{(A⊗ 1 + 1⊗ ϑAϑ)  Q0LN} 0 w.r.t. Q0LN,+. (3.26)
Proof. Using Proposition 2.10, we have
eA⊗1+1⊗ϑAϑ = eA ⊗ ϑeAϑ 0 w.r.t. LN,+. (3.27)
Thus, applying Lemma 3.6 with A replaced by eA⊗1+1⊗ϑAϑ, we obtain the desired result.
3.3 Basic transformations
In order to properly apply the theory given in Section 2, we introduce a useful transformation; the definition of U , i.e,
(3.50) and Corollary 3.11 are fundamental results in this subsection.
We begin with the following lemma.
Lemma 3.8. There exists a unitary operator U on LN satisfying
U∗cx↑U = cx↑, U∗fu↑U = fu↑, U∗cx↓U = γxc∗x↓, U
∗fu↓U = γusgnJx,uf∗u↓, (3.28)
where
γz =
{
−1 (z ∈ Λ1 or z ∈ Ω1)
1 (z ∈ Λ2 or z ∈ Ω2),
(3.29)
and sgnJx,u is determined by the assumption (C.2).
Proof. Let U1 be the unitary operator on Hc such that
U∗1 cx↑U1 = cx↑, U
∗
1 cx↓U1 = γxc
∗
x↓. (3.30)
Note that U1 is the standard hole-particle transformation on Hc.
By (C.2), for any u ∈ Ω, there exists an xu ∈ Λ satisfying Jxu,u 6= 0. Note that sgnJxu,u is independent of the
choice of xu. Let U2 be the unitary operator on Hf such that
U∗2 fu↑U2 = fu↑, U
∗
2 fu↓U2 = γusgnJxu,uf
∗
u↓. (3.31)
Choosing U = U1 ⊗ U2, we readily confirm that U satisfies the desired properties in (3.29).
For each x ∈ Λ, define self-ajoint operators, px and qx, by
px =
i√
2
(b∗x − bx), qx =
1√
2
(b∗x + bx), (3.32)
where A is the closure of A. As is well-known, these operators satisfy the standard commutation relation: [qx, py] = iδx,y.
Lemma 3.9. We set
Lc = −i
√
2
ω0
∑
x,y∈Λ
gx,yn
c
xpy (3.33)
for each x ∈ Λ. Let Np be the phonon number operator: Np =
∑
x∈Λ b
∗
xbx. Then
ei
pi
2NpeLcHe−Lce−i
pi
2Np
= −T+↑ − T+↓ +
∑
x∈Λ,u∈Ω
Jx,usx · Su + U+ ω0Np − ω−10 g2|Λ| (3.34)
holds, where T±σ ,U and g are defined respectively by
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• T±σ =
∑
x,y∈Λ
tx,yc
∗
xσcyσ exp (±iΦx,y) with Φx,y =
√
2
ω0
∑
z∈Λ(gxz − gyz)qz;
• U =
∑
x,y∈Λ
Ueff,xy(n
c
x − 1)(ncy − 1) with Ueff,xy given by (1.17);
• g = ∑x∈Λ gx,y. Note that g is independent of y due to (C.5).
Proof. Applying properties of basic operators in Appendix A, we have
ei
pi
2NpeLcTe−Lce−i
pi
2Np = −T+↑ − T+↓ , (3.35)
ei
pi
2NpeLc
( ∑
x∈Λ,u∈Ω
Jx,usx · Su
)
e−Lce−i
pi
2Np =
∑
x∈Λ,u∈Ω
Jx,usx · Su, (3.36)
ei
pi
2NpeLc
{ ∑
x,y∈Λ
Ux,y(n
c
x − 1)(ncy − 1)
}
e−Lce−i
pi
2Np =
∑
x,y∈Λ
Ux,y(n
c
x − 1)(ncy − 1), (3.37)
eLc
{ ∑
x,y∈Λ
gx,yn
c
x(b
∗
y + by)
}
e−Lc =
∑
x,y∈Λ
gx,yn
c
x(b
∗
y + by)−
2
ω0
∑
x,y,z∈Λ
gx,zgy,zn
c
xn
c
y, (3.38)
eLcNpe
−Lc = Np − 1
ω0
∑
x,y∈Λ
gx,yn
c
x(b
∗
y + by) + ω
−2
0
∑
x,y,z∈Λ
gx,zgy,zn
c
xn
c
y.
(3.39)
Combining (3.38) and (3.39), we find
ei
pi
2NpeLc
{ ∑
x,y∈Λ
gx,yn
c
x(b
∗
y + by) + ω0Np
}
e−Lce−i
pi
2Np
= ω0Np −
∑
x,y∈Λ
Vx,yn
c
xn
c
y
= ω0Np −
∑
x,y∈Λ
Vx,y(n
c
x − 1)(ncy − 1)− ω−10 g2|Λ|, (3.40)
where Vxy = ω
−1
0
∑
z∈Λ gx,zgy,z. Therefore, we finally obtain
ei
pi
2NpeLcHe−Lce−i
pi
2Np
= −T+↑ − T+↓ +
∑
x∈Λ,u∈Ω
Jx,usx · Su + U+ ω0Np − ω−10 g2|Λ|. (3.41)
Lemma 3.10. Set
H ′ = −T+↑ − T−↓ +
∑
x∈Λ,u∈Ω
Jx,usx · Su + U. (3.42)
Then we have
U∗H ′U = R− 1
2
∑
x∈Λ,u∈Ω
|Jx,u|
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
)− U˜, (3.43)
where
R = −T+↑ − T−↓ +
1
4
∑
x∈Λ,u∈Ω
Jx,u(n
c
x − 1)(nfu − 1) +
∑
x,y∈Λ
Ueff,x,y(n
c
x↑n
c
y↑ + n
c
x↓n
c
y↓), (3.44)
U˜ = 2
∑
x,y∈Λ
Ueff,x,yn
c
x↑n
c
y↓ (3.45)
Proof. By (C.1) and (C.3), we have
U∗(T+↑ + T
+
↓ )U = T
+
↑ +
∑
x,y∈Λ
tx,yγxγycx↓c∗y↓ exp(iΦx,y)
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= T+↑ + T
−
↓ , (3.46)
U∗UU =
∑
x,y∈Λ
Ueff,x,y(n
c
x↑ − ncx↓)(ncy↑ − ncy↓)
=
∑
x,y∈Λ
Ueff,x,y(n
c
x↑n
c
y↑ + n
c
x↓n
c
y↓)− 2
∑
x,y∈Λ
Ueff,x,yn
c
x↑n
c
y↓, (3.47)
and
U∗
∑
x∈Λ,u∈Ω
Jx,usx · SuU
=
∑
x∈Λ,u∈Ω
Jx,uU
∗
(1
2
s+x S
−
u +
1
2
s−x S
+
u + s
(3)
x S
(3)
u
)
U
=
∑
x∈Λ,u∈Ω
Jx,uU
∗
{1
2
c∗x↑cx↓f
∗
u↓fu↑ +
1
2
c∗x↓cx↑f
∗
u↑fu↓ +
1
4
(ncx↑ − ncx↓)(nfu↑ − nfu↓)
}
U
= −1
2
∑
x∈Λ,u∈Ω
|Jx,u|
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
)
+
1
4
∑
x∈Λ,u∈Ω
Jx,u(n
c
x − 1)(nfu − 1). (3.48)
Combining (3.46) and (3.48), we readily confirm
U∗H ′U = R− 1
2
∑
x∈Λ,u∈Ω
|Jx,u|
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
)− U˜. (3.49)
Define
U = e−Lce−ipi2NpU. (3.50)
Applying Lemmas 3.9 and 3.10, we obtain the following:
Corollary 3.11. We have
U∗HU = R− 1
2
∑
x∈Λ,u∈Ω
|Jx,u|
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
)− U˜+ ω0Np − ω−10 g2|Λ|. (3.51)
3.4 Positivity preserving property of e−βU
∗HU
The goal in this subsection is to prove the following proposition:
Proposition 3.12. Suppose that Ueff is positive semi-definite. For all β ≥ 0, one has e−βU∗HU  0 w.r.t. Q.
Proposition 3.12 is essential for the proof of the uniqueness of the ground state of H. The proof of Proposition 3.12
will be given in the end of this subsection.
Lemma 3.13. For each x, y ∈ Λ and q = (qz)z∈Λ ∈ R|Λ|, define
R(q) = −
∑
x,y∈Λ
σ=↑,↓
tx,yc
∗
xσcyσ exp (iΦx,y(q)) +
1
4
∑
x∈Λ,u∈Ω
Jx,u(n
c
x − 1)(nfu − 1) +
∑
x,y∈Λ
Ueff,x,y(n
c
x↑n
c
y↑ + n
c
x↓n
c
y↓), (3.52)
where Φx,y(q) =
√
2
ω0
∑
z∈Λ(gxz − gyz)qz. Then we have e−βR(q)  0 w.r.t. Q0LN,+ for any q ∈ Λ ∈ R|Λ| and β ≥ 0.
Proof. By the definition of Q0, n
f
u↑ = n
f
u↓ holds on Q0LN . Hence, by (3.12),∑
x∈Λ,u∈Ω
Jx,u(n
c
x − 1)(nfu − 1) + 4
∑
x,y∈Λ
Ueff,x,y(n
c
x↑n
c
y↑ + n
c
x↓n
c
y↓) (3.53)
=
∑
x∈Λ,u∈Ω
Jx,u
(
ncxn
f
u − ncx − nfu + 1
)
+ 4
∑
x,y∈Λ
Ueff,x,y(n
c
x↑n
c
y↑ + n
c
x↓n
c
y↓)
=
∑
x∈Λ,u∈Ω
Jx,u
(
2ncx↑n
f
u↑ + 2n
c
x↓n
f
u↓ − ncx↑ − nfu↑ − ncx↓ − nfu↓ + 1
)
+ 4
∑
x,y∈Λ
Ueff,x,y(n
c
x↑n
c
y↑ + n
c
x↓n
c
y↓)
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= L (Jn) +R (ϑJnϑ) (3.54)
on Q0LN , where Jn =
∑
x∈Λ,u∈Ω Jx,u
(
2ncxn
f
u − ncx − nfu + 12
)
+ 4
∑
x,y∈Λ Ueff,x,yn
c
xn
c
y. We set
Jc = −
∑
x,y∈Λ
tx,yc
∗
xcy exp(iΦx,y(q)). (3.55)
Then using (3.54), we find that
R(q) = L (Jc) +R (ϑJcϑ) + 1
4
L (Jn) + 1
4
R (ϑJnϑ) (3.56)
holds on Q0LN . Thus, we can write R(q) as R(q) = R(q)⊗ 1 + 1⊗ ϑR(q)ϑ with
R(q) = Jc +
1
4
Jn. (3.57)
Using this expression and Lemma 3.7, we can conclude that e−βR(q)  0 w.r.t. Q0LN,+ for each q ∈ Λ ∈ R|Λ| and
β ≥ 0.
Proof of Proposition 3.12
By Lemmas 3.5 and 3.13, we have
e−βR =
∫ ⊕
R|Λ|
e−βR(q) dq  0 w.r.t. Q. (3.58)
Next, let
J =
1
2
∑
x∈Λ,u∈Ω
|Jx,u|
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
)
. (3.59)
Then, by Lemma 3.7 and (3.11), we readily confirm that
exp
[
β
n
(J+ U˜)
]
 0 w.r.t. Q (3.60)
for all β ≥ 0 and n ∈ N. By the Trotter product formula [26, Theorem S.20], we have
exp [−βU∗HU ] = exp
[
−βR+ βJ+ βU˜− βω0Np + βω−10 g2|Λ|
]
= eβω
−1
0 g
2|Λ|s- lim
n→∞
{
exp
[
−β
n
R
]
exp
[
β
n
(J+ U˜)
]
exp
[
−β
n
ω0Np
]}n
. (3.61)
Using (3.16), (3.58) and (3.60), we see that the right hand side of (3.61) is positivity preserving w.r.t. Q for all β ≥ 0.
3.5 Useful operator inequalities
For later use, we will prove some operator inequalities here.
Let
F = {(x, u) ∈ Λ× Ω | Jx,u 6= 0}, (3.62)
Fx = {u ∈ Ω | Jx,u 6= 0}. (3.63)
Lemma 3.14. We have the following equalities:
(i)
N = 2
∑
u∈Ω
nfu↑n
f
u↓ +
∑
x∈Λ
∑
u∈Fx
|Fx|−1(ncx↑ + ncx↓)nfu↑nfu↓ +
∑
x∈Λ
∑
u∈Fx
|Fx|−1(ncx↑ + ncx↓)(1− nfu↑)(1− nfu↓). (3.64)
(ii)
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓ + (ncx↑ + ncx↓)nfu↑nfu↓ = ncx↑ncx↓ + nfu↑nfu↓. (3.65)
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(iii)
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓ + (ncx↑ + ncx↓)(1− nfu↑)(1− nfu↓) + 1
= (1 + ncx↑)(1 + n
c
x↓)(1− nfu↑)(1− nfu↓) + nfu↑nfu↓ + (1− ncx↑)nfu↑(1− ncx↓)nfu↓. (3.66)
Proof. By the definition of Q0, i.e., (3.17), we have
nfu↑ = n
f
u↓, (3.67)
1 = nfu↑n
f
u↓ + (1− nfu↑)(1− nfu↓) (3.68)
on Q0LN .
(i) Recalling that Ne = N on Q0LN , we obtain
N = Ne
=
∑
x∈Λ
(ncx↑ + n
c
x↓) +
∑
u∈Ω
(nfu↑ + n
f
u↓)
=
∑
x∈Λ
∑
u∈Fx
|Fx|−1(ncx↑ + ncx↓)
{
nfu↑n
f
u↓ + (1− nfu↑)(1− nfu↓)
}
+ 2
∑
u∈Ω
nfu↑n
f
u↓
= the right hand side of (3.64). (3.69)
In the third equality, we have used (3.67) and (3.68).
(ii) We observe
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓ + (ncx↑ + ncx↓)nfu↑nfu↓
= ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1 + ncx↑ncx↓)nfu↑nfu↓
(3.68)
= ncx↑n
c
x↓ + n
f
u↑n
f
u↓. (3.70)
(iii) We have
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓ + (ncx↑ + ncx↓)(1− nfu↑)(1− nfu↓) + 1
(3.68)
= (1 + ncx↑ + n
c
x↓ + n
c
x↑n
c
x↓)(1− nfu↑)(1− nfu↓) + nfu↑nfu↓ + (1− ncx↑)nfu↑(1− ncx↓)nfu↓
= (1 + ncx↑)(1 + n
c
x↓)(1− nfu↑)(1− nfu↓) + nfu↑nfu↓ + (1− ncx↑)nfu↑(1− ncx↓)nfu↓. (3.71)
The following proposition is essential for the proof of Theorem 3.1:
Proposition 3.15. One obtains
8
J2
{
J(|Λ|+ |Ω|) + J}2 ∑
x∈Λ
ncx↑n
c
x↓ +
∑
u∈Ω
nfu↑n
f
u↓ w.r.t. Q, (3.72)
where J = min(x,u)∈F |Jx,u|.
Proof. Let Vx,u = c
∗
x↑fu↑c
∗
x↓fu↓. Then we have
Vx,uV
∗
x,u + V
∗
x,uVx,u = n
c
x↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncu↑)nfx↑(1− ncu↓)nfx↓. (3.73)
Since Vx,u  0 and V
∗
x,u  0 w.r.t. Q, we find
J2 
1
4
∑
x∈Λ,u∈Ω
|Jx,u|2
(
Vx,u + V
∗
x,u
)2

J2
4
∑
(x,u)∈F
(
Vx,uV
∗
x,u + V
∗
x,uVx,u
)
(3.73)
=
J2
4
∑
(x,u)∈F
{
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓
}
w.r.t. Q. (3.74)
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Using
∑
(x,u)∈F =
∑
x∈Λ
∑
u∈Fx and recalling that N = |Λ|+ |Ω|, we obtain
2
∑
(x,u)∈F
{
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓
}
+ 2(|Λ|+ |Ω|)
(3.64)
= 2
∑
(x,u)∈F
{
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓
}
+ |Λ|+ |Ω|+ 2
∑
u∈Ω
nfu↑n
f
u↓+
+
∑
x∈Λ
∑
u∈Fx
|Fx|−1(ncx↑ + ncx↓)nfu↑nfu↓ +
∑
x∈Λ
∑
u∈Fx
|Fx|−1(ncx↑ + ncx↓)(1− nfu↑)(1− nfu↓)
(3.65)

∑
x∈Λ
∑
u∈Fx
|Fx|−1
(
ncx↑n
c
x↓ + n
f
u↑n
f
u↓
)
+ |Λ|+ 2
∑
u∈Ω
nfu↑n
f
u↓ +
∑
x∈Λ
∑
u∈Fx
|Fx|−1(ncx↑ + ncx↓)(1− nfu↑)(1− nfu↓)+
+
∑
(x,u)∈F
{
ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓
}

∑
x∈Λ
ncx↑n
c
x↓ +
∑
u∈Ω
nfu↑n
f
u↓+
+
∑
x∈Λ
∑
u∈Fx
|Fx|−1
{
(ncx↑ + n
c
x↓)(1− nfu↑)(1− nfu↓) + ncx↑(1− nfu↑)ncx↓(1− nfu↓) + (1− ncx↑)nfu↑(1− ncx↓)nfu↓ + 1
}
(3.66)
=
∑
x∈Λ
ncx↑n
c
x↓ +
∑
u∈Ω
nfu↑n
f
u↓+
+
∑
x∈Λ
∑
u∈Fx
|Fx|−1
{
(1 + ncx↑)(1 + n
c
x↓)(1− nfu↑)(1− nfu↓) + nfu↑nfu↓ + (1− ncx↑)nfu↑(1− ncx↓)nfu↓
}

∑
x∈Λ
ncx↑n
c
x↓ +
∑
u∈Ω
nfu↑n
f
u↓ w.r.t. Q. (3.75)
Hence, we get
8
J2
{
J(|Λ|+ |Ω|) + J}2  8
J2
J2 + 2(|Λ|+ |Ω|)
∑
x∈Λ
ncx↑n
c
x↓ +
∑
u∈Ω
nfu↑n
f
u↓ w.r.t. Q, (3.76)
where we have used the fact J 0 w.r.t. Q in the first inequality.
3.6 Proof of Theorem 3.1
For later use, we introduce a useful complete orthonormal system (CONS) in Hc ⊗Hf as follows: Let |0〉c be the Fock
vacuum in Hc: |0〉c = (1, 0, . . .). Similarly, let |0〉f be the Fock vacuum in Hf . Set |0〉 = |0〉c⊗|0〉f . Note that cxσ|0〉 = 0
and fuσ|0〉f = 0. Define Sc = {0, 1}Λ and Sf = {0, 1}Ω. For σc = {σc,x}x∈Λ ∈ Sc, we define
c∗↑(σc) =
′∏
x∈Λ
(c∗x↑)
σc,x , c∗↓(σc) =
′∏
x∈Λ
(c∗x↓)
σc,x , (3.77)
where
∏′
x∈Λ indicates the ordered product according to an arbitrarily fixed order in Λ. Similarly, for σf = {σf,u}u∈Ω ∈
Sf , we define f∗↑ (σf ) and f∗↓ (σf ). Given σc,σ′c ∈ Sc and σf ,σ′f ∈ Sf , let∣∣σc,σ′c,σf ,σ′f〉 = c∗↑(σc)c∗↓(σ′c)f↑(σf )f∗↓ (σ′f )|0〉 ∈ Hc ⊗Hf . (3.78)
For σc ∈ Sc and σf ∈ Sf , we set |σc| =
∑
x∈Λ σc,x and |σf | =
∑
u∈Ω σf,u. Note that{∣∣σc,σ′c,σf ,σ′f〉 |σc,σ′c ∈ Sc, σf ,σ′f ∈ Sf , |σc|+ |σf | = N/2, |σ′c|+ |σ′f | = N/2} (3.79)
is a CONS of LN . Taking this into consideration, we define
SN = {(σc,σf ) ∈ Sc × Sf | |σc|+ |σf | = N/2}. (3.80)
Lemma 3.16. Let (σc,σf ), (σ
′
c,σ
′
f ) ∈ SN . Let g, h ∈ P \ {0}. Set
S(t) =
〈
σc,σc,σf ,σf , g
∣∣∣e−t(R− 12 J+ω0Np)∣∣∣σ′c,σ′c,σ′f ,σ′f , h〉 , 0 < t < 1, (3.81)
where
∣∣σc,σc,σf ,σf , g〉 = ∣∣σc,σc,σf ,σf〉⊗ g.
Assume either
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(i) there exist x, y ∈ Λ such that tx,y 6= 0 and
∣∣σc,σc,σf ,σf〉 = c∗x↑cy↑c∗x↓cy↓∣∣σ′c,σ′c,σ′f ,σ′f〉,
or
(ii) there exist x ∈ Λ, u ∈ Ω such that Jx,u 6= 0 and
∣∣σc,σc,σf ,σf〉 = (c∗x↑fu↑c∗x↓fu↓ + f∗u↑cx↑f∗u↓cx↓)∣∣σ′c,σ′c,σ′f ,σ′f〉.
Then there exists a γ(g, h) > 0 depending on g and h such that if 0 < t < γ(g, h), then S(t) > 0 holds.
Proof. See Appendix B.
As we will see below, Lemma 3.16 plays an important role in the proof of Theorem 3.1. To properly use Lemma
3.16, the following lemma is needed.
Lemma 3.17. For each (σc,σf ), (σ
′
c,σ
′
f ) ∈ SN , there exist (σc,1,σf,1), . . . , (σc,n,σf,n) ∈ SN , x1 . . . , xn+1, y1, . . . , yn+1 ∈
Λ and u1, . . . , un+1 ∈ Ω such that any one of the following conditions holds for each j = 0, . . . , n:
(i) txj+1,yj+1 6= 0 and∣∣σc,j ,σc,j ,σf,j ,σf,j〉 = c∗xj+1↑cyj+1↑c∗xj+1↓cyj+1↓∣∣σc,j+1,σc,j+1,σf,j+1,σf,j+1〉; (3.82)
(ii) Jxj+1,uj+1 6= 0 and∣∣σc,j ,σc,j ,σf,j ,σf,j〉 = c∗xj+1↑fuj+1↑c∗xj+1↓fuj+1↓∣∣σc,j+1,σc,j+1,σf,j+1,σf,j+1〉; (3.83)
(iii) Jxj+1,uj+1 6= 0 and∣∣σc,j ,σc,j ,σf,j ,σf,j〉 = f∗uj+1↑cxj+1↑f∗uj+1↓cxj+1↓∣∣σc,j+1,σc,j+1,σf,j+1,σf,j+1〉. (3.84)
In the above, we have used the following notations: σc,0 = σc,σf,0 = σf ,σc,n+1 = σ
′
c,σ
′
f,n+1 = σ
′
f .
Proof. For readers’ convenience, we provide a sketch of the proof. We divide the proof into two steps.
Step 1. Choose σc,σ
′
c ∈ Sc with
∑
x∈Λ σc,x =
∑
x∈Λ σ
′
c,x = |Λ|/2. Because the graph (Λ, E) is connected by the
assumption (C.1), we can prove the following: There exist σc,1, . . . ,σc,n ∈ Sc, x1 . . . , xn+1, y1, . . . , yn+1 ∈ Λ such that
following (a) and (b) hold for each j = 0, . . . , n:
(a) txj+1,yj+1 6= 0;
(b)
∣∣σc,j ,σc,j〉 = c∗xj+1↑cyj+1↑c∗xj+1↓cyj+1↓∣∣σc,j+1,σc,j+1〉.
As for the proof, see, e.g., [5, 13, 27].
Step 2. Let Ξ = Λ ∪ Ω and let E′ = {{x, y} ⊂ Ξ | tx,y 6= 0} ∪ {{x, u} ⊂ Ξ | Jx,u 6= 0}. By using the assumptions
(C.1) and (C.4), the extended graph (Ξ, E′) is connected. Thus, the assertion in Lemma 3.17 follows from the property
stated in Step 1.
The following lemma is necessary for the proof of Theorem 3.1.
Lemma 3.18. Let n ∈ N and β > 0. For each j = 1, . . . , n + 1, let {Gj(s)}s≥0 be a family of bounded self-adjoint
operators on L2(R|Λ|). Assume the following:
(i) Gj(s) 0 w.r.t. P for all s ≥ 0 and j = 1, . . . , n+ 1.
(ii) For any given g, h ∈ P \ {0} and j = 1, . . . , n, there exists a γj(g, h) > 0 such that if 0 < s < γj(g, h), then
〈g,Gj(s)h〉 > 0 holds.
(iii) There exists a γn+1 > 0, independent of g and h, such that if 0 < s < γn+1, then 〈g,Gn+1(s)h〉 > 0 for any
g, h ∈ P \ {0}.
Then, for any given g, h ∈ P \ {0} and β > 0, there exist positive numbers s1, . . . , sn with
∑n
j=1 sj < β such that
〈g,G1(s1)G2(s2) · · ·Gn(sn)Gn+1(s)kh〉 > 0. (3.85)
holds for any k ∈ N and 0 < s < γn+1.
Proof. If 0 < s1 < min{γ1(g, h), β/n}, then 〈g,G1(s1)h〉 > 0 holds due to the condition (ii). Hence, we conclude
that G1(s1)g ∈ P \ {0}. For j = 2, . . . , n, choose sj such that 0 < sj < min{γj(Gj−1(sj−1) · · ·G1(s1)g, h), β/n}.
Then 〈g,G1(s1) · · ·Gj(sj)h〉 > 0 holds, which implies that Gj(sj) · · ·G1(s1)g ∈ P \ {0}. By induction on j, there are
positive numbers s1, . . . , sn with
∑n
j=1 sj < β such that Gn(sn) · · ·G1(s1)g ∈ P \ {0} holds. Because of the condition
(iii), it holds that Gn+1(s)  0 w.r.t. P, if 0 < s < γn+1. Hence, we have Gn+1(s)k  0 w.r.t. P. Therefore, for any
k ∈ N, 0 < s < γn+1, 〈g,G1(s1)G2(s2) · · ·Gn(sn)Gn+1(s)kh〉 > 0 holds.
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To apply Lemma 3.18 in the proof of Theorem 3.1, the following lemma is useful.
Lemma 3.19. Let σ ∈ SN and g, h ∈ P \ {0}. Set α = 2
∑
x,y∈Λ |tx,y|+
∑
x∈Λ,u∈Ω |Jx,u|+ 2
∑
x,y∈Λ |Ueff,x,y|+ 12‖J‖.
If 0 < t < e−α, then we have
〈σ,σ, g|e−t(R− 12 J+ω0Np)|σ,σ, h〉 > 0. (3.86)
Proof. By using the Duhamel formula, we have
〈σ,σ, g|e−t(R− 12 J+ω0Np)|σ,σ, h〉
=
〈
g, e−tω0Nph
〉
+
∑
n≥1
(−t)n
∫
0≤s1≤···≤sm≤1
〈
σ,σ, g
∣∣∣e−s1tω0Np (R− 1
2
J
)
· · ·
(
R− 1
2
J
)
e−(1−sn)tω0Np
∣∣∣σ,σ, h〉 dsn · · · ds1
≥ 〈g, e−tω0Nph〉−∑
n≥1
tn
n!
2 ∑
x,y∈Λ
|tx,y|+
∑
x∈Λ,u∈Ω
|Jx,u|+ 1
2
‖J‖
n 〈g, e−tω0Nph〉
≥ 〈g, e−tω0Nph〉− t∑
n≥1
αn
n!
〈
g, e−tω0Nph
〉
≥ (1− teα) 〈g, e−tω0Nph〉 , (3.87)
where in the first inequality, we have used (B16). Because e−tω0Np  0 w.r.t. P, we have 〈g, e−tω0Nph〉 > 0. Hence, the
right hand side of (3.87) is strictly positive.
Theorem 3.20. Suppose that Ueff is positive semi-definite. Define Ĥ = U∗HU + ω−10 g2|Λ| − 12JN . Then we obtain
e−βĤ  0 w.r.t. Q for all β > 0.
Proof. By applying Corollary 3.11, we have the following expression:
Ĥ = R− J− U˜+ ω0Np − 1
2
JN. (3.88)
Choose ψ, φ ∈ Q0LN,+ \ {0} and g, h ∈ P \ {0}, arbitrarily. Since Tr[Ψϑ(ψ)] > 0 and Tr[Ψϑ(φ)] > 0, we see that
there exist (σc,σf ), (σ
′
c,σ
′
f ) ∈ SN satisfying 〈ψ|σc,σc,σf ,σf 〉 6= 0 and 〈φ|σ′c,σ′c,σ′f ,σ′f 〉 6= 0. With this in mind, we
set ψσ = 〈ψ|σc,σc,σf ,σf 〉 and φσ′ = 〈φ|σ′c,σ′c,σ′f ,σ′f 〉. Since ψ, φ ∈ Q0LN,+, it holds that ψσ > 0 and φσ′ > 0. By
the Duhamel formula, we have〈
ψ ⊗ g, e−βĤφ⊗ h
〉
=
∑
m≥0
2−m
∫
0≤s1≤···≤sm≤β
〈
ψ ⊗ g, e−s1(R− 12 J+ω0Np)(X + 2U˜) · · · (X + 2U˜)e−(β−sm)(R− 12 J+ω0Np)φ⊗ h
〉
dsm · · · ds1,
(3.89)
where X = JN + J. Since U˜ 0, X  0 and e−s(R− 12 J+ω0Np)  0 w.r.t. Q for each s ≥ 0, we find that〈
ψ ⊗ g, e−s1(R− 12 J+ω0Np)X · · ·Xe−(β−sn)(R− 12 J+ω0Np)φ⊗ h
〉
≥ 0 (3.90)
holds, provided that 0 ≤ s1 ≤ · · · ≤ sn ≤ β. Hence, we obtain the following lower bound:〈
ψ ⊗ g, e−βĤφ⊗ h
〉
≥ 2−m
∫
0≤s1≤···≤sm≤β
〈
ψ ⊗ g, e−s1(R− 12 J+ω0Np)X · · ·Xe−(β−sm)(R− 12 J+ω0Np)φ⊗ h
〉
dsm · · · ds1. (3.91)
Because the integrand of the right hand side of (3.91) is continuous in s1, . . . , sm with 0 ≤ s1 ≤ · · · ≤ β, it suffices to
prove that there exist m ∈ N and s1, . . . , sm ∈ R with 0 ≤ s1 ≤ · · · ≤ sm ≤ β satisfying〈
ψ ⊗ g, e−s1(R− 12 J+ω0Np)X · · ·Xe−(β−sm)(R− 12 J+ω0Np)φ⊗ h
〉
> 0. (3.92)
To prove (3.92), we first derive a useful operator inequality: By applying Proposition 3.15, we see that, for each
(σ,σ′) ∈ SN , (
8
J2
)N
2
XN 
(∑
x∈Λ
ncx↑n
c
x↓ +
∑
u∈Ω
nfu↑n
f
u↓
)N
2
18
(∑
x∈Λ
ncx↑n
c
x↓
) |Λ|
2
(∑
u∈Ω
nu↑nu↓
) |Ω|
2

∏
x∈Λ
(ncx↑n
c
x↓)
σx
∏
u∈Ω
(nfu↑n
f
x↓)
σ′u
= |σ,σ,σ′,σ′〉 〈σ,σ,σ′,σ′| w.r.t. Q. (3.93)
The inequality (3.93) is essential for the proof as we will see below.
Fix k ∈ N, arbitrarily. Set m = N(n+ 2 + k) and define a function F by
F (s1, . . . , sm) =
(
8
J2
)m
2 〈
ψ ⊗ g, e−s1(R− 12 J+ω0Np)X · · ·Xe−(β−sm)(R− 12 J+ω0Np)φ⊗ h
〉
. (3.94)
Let {(σc,1,σf,1), . . . , (σc,1,σf,n)} ⊆ SN be a sequence given in Lemma 3.17. Recall that this sequence “connects”
(σc,σf ) and (σ
′
c,σ
′
f ) as stated in Lemma 3.17. For notational simplicity, we set |σ0〉 = |σc,σc,σf ,σf 〉, |σj〉 =
|σc,j ,σc,j ,σf,j ,σf,j〉, j = 1, . . . , n, and |σn+1〉 = |σ′c,σ′c,σ′f ,σ′f 〉. Choose strictly positive numbers t1, . . . , tn+1 such
that 0 < ε < β, where ε =
∑n+1
j=1 tj . We have
F
0, . . . , 0︸ ︷︷ ︸
N
, t1, . . . , t1︸ ︷︷ ︸
N
, t1 + t2, . . . , t1 + t2︸ ︷︷ ︸
N
, . . . , ε, . . . , ε, ε+
β − ε
k
, . . . , ε+
β − ε
k
, . . . , β, . . . , β

=
〈
ψ ⊗ g,
(
8
J2
)N
2
XNe−t1(R−
1
2 J+ω0Np) · · · e−tn+1(R− 12 J+ω0Np)
(
8
J2
)N
2
XNφ⊗ h
〉
(3.93)
≥
〈
ψ ⊗ g,
n∏
j=0
(
|σj〉〈σj |e−tj+1(R− 12 J+ω0Np)
)(
|σn+1〉〈σn+1|e−
β−ε
k (R− 12 J+ω0Np)
)k
|σn+1〉〈σn+1|φ⊗ h
〉
= ψσφσ′
〈
σ0, g
∣∣∣∣∣∣
n∏
j=0
(
|σj〉〈σj |e−tj+1(R− 12 J+ω0Np)
)(
|σn+1〉〈σn+1|e−
β−ε
k (R− 12 J+ω0Np)
)k
|σn+1〉〈σn+1|
∣∣∣∣∣∣σn+1, h
〉
,
(3.95)
where in the first inequality, we used the inequality (3.93); in additon, we have used the fact that each |σj〉 is positive
w.r.t. Q0LN,+.
For each j = 1, . . . , n+ 2, we define Kj(t) ∈ B(L2(R|Λ|)) by
〈g,Kj(t)h〉 = 〈σj−1, g|e−t(R− 12 J+ω0Np)|σj , h〉, j = 1, . . . , n+ 1, (3.96)
〈g,Kn+2(t)h〉 = 〈σn+1, g|e−t(R− 12 J+ω0Np)|σn+1, h〉. (3.97)
Note that using the kernel operator, Kt(q, q
′), of e−t(R−
1
2 J+ω0Np), we have the following expressions:
〈g,Kj(t)h〉 =
∫
g(q)h(q′)〈σj−1|Kt(q, q′)|σj〉dqdq′, j = 1, . . . , n+ 1, (3.98)
〈g,Kn+2(t)h〉 =
∫
g(q)h(q′)〈σn+1|Kt(q, q′)|σn+1〉dqdq′. (3.99)
Therefore, Kj(t) 0 w.r.t. P for all t ≥ 0 and j = 1, . . . , n+ 2. Rewriting the right hand side of (3.95) by using Kj(t),
we get
F
(
0, . . . , 0, t1, . . . , t1, . . . , ε, . . . , ε, ε+
β − ε
k
, . . . , ε+
β − ε
k
, . . . , β, . . . , β
)
≥ ψσφσ′
〈
g,K1(t1)K2(t2) · · ·Kn+1(tn+1)Kn+2
(
β − ε
k
)k
h
〉
. (3.100)
By Lemmas 3.16 and 3.17, we see that for any g, h ∈ P \ {0}, 〈g,Kj(t)h〉 > 0 holds, provided that 0 < t < γ(g, h).
Since ε < β, there exists a k ∈ N such that β−εk < e−α. In the remainder of the proof, we assume that k satisfies this
inequality. We are aiming to apply Lemma 3.18 with the correspondence Gj(t) = Kj(t). For this purpose, we have
to check the assumptions (i)-(iii) of Lemma 3.18. We readily check (i) and (ii); by using Lemma 3.19, we can confirm
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that the assumption (iii) is satisfied. Hence, from Lemma 3.18, there exist t1, . . . , tn+1 > 0 with
∑n+1
j=1 tj < β such that
〈g,K1(t1) · · ·Kn+1(tn+1)Kn+2
(
β−ε
k
)k
h〉 > 0 holds. Hence, by (3.100) , we have
F
(
0, . . . , 0, t1, . . . , t1, . . . , ε, . . . , ε, ε+
β − ε
k
, . . . , ε+
β − ε
k
, . . . , β, . . . , β
)
> 0. (3.101)
Therefore, for any ψ ⊗ g, φ⊗ h ∈ Q \ {0}, 〈ψ ⊗ g, e−βĤφ⊗ h〉 > 0 holds. By using Lemma 3.4 (ii), we finally conclude
that e−βĤ  0 w.r.t. Q for all β > 0.
Proof of Theorem 3.1
Applying Theorems 2.9 and 3.20, we immediately obtain (i). In addition, the ground state, ψ, can be chosen such that
ψ > 0 w.r.t. UQ Put φ = U∗ψ. Trivially, φ > 0 w.r.t. Q holds. By the definition of U , we find that
γxγyU∗s+x s−y U = γxγyU∗s+x s−y U = c∗x↑cy↑c∗x↓cy↓  0 w.r.t. Q, (3.102)
γuγvsgnJx,usgnJy,vU∗S+u S−v U = γuγvsgnJx,usgnJy,vU∗S+u S−v U = f∗u↑fv↑f∗u↓fv↓  0 w.r.t. Q. (3.103)
Because c∗x↑cy↑c
∗
x↓cy↓φ 6= 0 and f∗u↑fv↑f∗u↓fv↓φ 6= 0, we have
γxγy〈ψ, s+x s−y ψ〉 = γxγy〈φ,U∗s+x s−y Uφ〉
= 〈φ, c∗x↑cy↑c∗x↓cy↓φ〉 > 0, (3.104)
γuγvsgnJx,usgnJy,v〈ψ, S+u S−v ψ〉 = γuγvsgnJx,usgnJy,v〈φ,U∗S+u S−v Uφ〉
= 〈φ, f∗u↑fv↑f∗u↓fv↓φ〉 > 0. (3.105)
This completes the proof of Theorem 3.1.
4 The total spin of the ground state
4.1 The main result in Section 4
We already proved the uniqueness of the ground state of H in Theorem 3.1. Our goal in this section is to prove the
following theorem.
Theorem 4.1. Assume (C) and (C.6). Assume that Ueff is positive semi-definite. Then the ground state of H has
spin S = 12
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
4.2 Strategy
Here, we briefly explain our strategy of the proof of Theorem 4.1.
Recall the definition of P0, i.e., (1.10). The following proposition plays a key role in the remainder of this section.
Proposition 4.2. Let X be any one of P0LN , LN and P0LN ⊗ FB(`2(Λ)). Let C be a Hilbert cone in X . Consider
positive self-adjoint operators H0 and H acting on X . Assume the following:
(i) H0 and H commute with the total spin operators S
(3)
tot , S
(+)
tot and S
(−)
tot .
(ii) {e−βH0}β≥0 and {e−βH}β≥0 are ergodic w.r.t. C. Hence, the ground state of each of H0 and H is unique and
strictly positive w.r.t. C due to Theorem 2.9.
We denote by S0 (resp. S) the total spin of the ground state of H0 (resp. H). Then we have S0 = S.
Proof. Let ψ0 (resp. ψ) be the unique ground state of H0 (resp. H). By the assumption (ii), ψ0 and ψ are strictly
positive w.r.t. C. Because S2tot is self-adjoint, we have
S0(S0 + 1)〈ψ0, ψ〉 = 〈S2totψ0, ψ〉 = 〈ψ0,S2totψ〉 = S(S + 1)〈ψ0, ψ〉. (4.1)
Because 〈ψ0, ψ〉 > 0, we conclude that S0 = S.
Note that the method of nonzero overlap between ground states has been extensively used in many-electron systems,
see, e.g., [21, 28, 29, 30]. In [16], this method is further extended and applied to electron-phonon interacting systems.
Proposition 4.2 is a mathematically abstracted form of the method, which is essentially proved in [16].
We divide the proof of Theorem 4.1 into three steps:
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Step 1:
Define a self-adjoint operator on LN by
K1 =
1
2
∑
x,y∈Λ
|tx,y|2(s+x · s−y + s−x · s+y ) +
∑
x∈Λ,u∈Ω
|Jx,u|2(s+x · S−u + s−x · S+u )
+
∑
x∈Λ
(
ncx↑ −
1
2
)(
ncx↓ −
1
2
)
+
∑
u∈Ω
(
nfu↑ −
1
2
)(
nfu↓ −
1
2
)
. (4.2)
First, we wish to examine the ground state properties of the restricted Hamiltonian:
K = K1  P0LN . (4.3)
Note that
U∗KU = U∗K1U  Q0LN , (4.4)
where U is given by Lemma 3.8.
In Subsection 4.3, we will prove the following proposition as a basic input.
Proposition 4.3. Assume (C) and (C.6). We have
e−βU
∗KU  0 w.r.t. Q0LN,+ (4.5)
for every β > 0. Hence, the ground state of K is unique. Furthermore, the ground state of K has total spin S =
1
2
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
Remark 4.4. The readers would guess that since the form of K is similar to that of the Heisenberg Hamiltonian, HHeis,
magnetic properties of the ground state of K are readily confirmed by the Marshall-Lieb-Mattis theorem [10, 11]. On
the contrary, because the Hilbert space on whichK acts is different from the one on which HHeis acts, we cannot directly
apply the Marshall-Lieb-Mattis theorem to K. In Subsection 4.3, we will explain how to overcome this difficulty.
Step 2:
Define an auxiliary Hamiltonian by
Hau =
∑
x,y∈Λ
|tx,y|c∗x↑cx↓c∗y↓cy↑ +
1
2
∑
x∈Λ,u∈Ω
Jx,u
(
s+x · S−u + s−x · S+u
)
+
∑
x,y∈Λ
Ueff,x,y(n
c
x − 1)(ncy − 1). (4.6)
Note that Hau acts on P0LN . The purpose of this step is to study the ground state properties of Hau. In Subsection
4.4, we will prove the following by using Propositions 4.2 and 4.3 :
Proposition 4.5. Assume (C) and (C.6). Let Ueff be positive semi-definite. Then we have
e−βU
∗HauU  0 w.r.t. Q0LN,+ (4.7)
for any β > 0. Hence, the ground state of Hau is unique. In addition, the ground state of Hau has total spin S =
1
2
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
Step 3:
In Subsection 4.5, we will prove Theorem 4.1 by using Theorem 3.20 and Proposition 4.5.
4.3 Step 1: Proof of Proposition 4.3
Recall the definition of LN,+ : LN,+ = {ψ ∈ LN |Ψϑ(ψ) ≥ 0}. As a first step, we prepare an abstract lemma:
Lemma 4.6. For A1, . . . , An ∈ B(FN ) and cn ∈ C, we have
exp
[
n∑
k=1
(
1 + |ck|2Ak ⊗ ϑAkϑ
)]
 exp
[
n∑
k=1
(ckAk ⊗ 1 + c∗k1⊗ ϑAkϑ)
]
w.r.t. LN,+. (4.8)
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Proof. For each m ∈ N, one obtains, by applying Proposition 2.10,(
1√
m
− ck√
m
Ak
)
⊗ ϑ
(
1√
m
− c
∗
k√
m
Ak
)
ϑ 0 w.r.t. LN,+, (4.9)
which implies
exp
[(
1√
m
− ck√
m
Ak
)
⊗ ϑ
(
1√
m
− c
∗
k√
m
Ak
)
ϑ
]
 1 w.r.t. LN,+. (4.10)
In addition, by using Proposition 2.10 again, we have
exp
[
ck
m
Ak ⊗ 1 + c
∗
k
m
1⊗ ϑAkϑ
]
= exp
[ck
m
Ak
]
⊗ ϑ exp
[ck
m
Ak
]
ϑ 0 w.r.t. LN,+. (4.11)
Hence,
exp
[
1
m
+
|ck|2
m
Ak ⊗ ϑAkϑ
]
= exp
[(
1√
m
− ck√
m
Ak
)
⊗ ϑ
(
1√
m
− c
∗
k√
m
Ak
)
ϑ
]
exp
[
ck
m
Ak ⊗ 1 + c
∗
k
m
1⊗ ϑAkϑ
]
 exp
[
ck
m
Ak ⊗ 1 + c
∗
k
m
1⊗ ϑAkϑ
]
w.r.t. LN,+. (4.12)
Therefore, by applying the Trotter product formula, one finds
exp
[
n∑
k=1
(ckAk ⊗ 1 + c∗k1⊗ ϑAkϑ)
]
= lim
m→∞
(
n∏
k=1
e
1
m (ckAk⊗1+c∗k1⊗ϑAkϑ)
)m
 lim
m→∞
(
n∏
k=1
exp
[
1
m
+
|ck|2
m
Ak ⊗ ϑAkϑ
])m
= exp
[
n∑
k=1
(
1 + |ck|2Ak ⊗ ϑAkϑ
)]
w.r.t. LN,+. (4.13)
As an application of Lemma 4.6, we obtain:
Lemma 4.7. Assume (C) and (C.6). Define
HH = −
∑
x,y∈Λ
tx,y(c
∗
x↑cy↑ + c
∗
x↓cy↓)−
∑
x∈Λ,u∈Ω
Jx,u
(
c∗x↑fu↑ + c
∗
x↓fu↓ + f
∗
u↑cx↑ + f
∗
u↓cx↓
)
+
∑
x∈Λ
(
ncx↑ −
1
2
)(
ncx↓ −
1
2
)
+
∑
u∈Ω
(
nfu↑ −
1
2
)(
nfu↓ −
1
2
)
. (4.14)
Then we have
e−βU
∗K1Ue|Λ|
2+|Λ||Ω|  e−βU
∗HHU  0 w.r.t. LN,+ (4.15)
for all β > 0. Hence, the ground state of K1 is unique. Furthermore the ground state of K1 has total spin S =
1
2
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
Proof. First, we observe
U∗HHU = −
∑
x,y∈Λ
tx,y(c
∗
x↑cy↑ + c
∗
x↓cy↓)−
∑
x∈Λ,u∈Ω
Jx,u
(
c∗x↑fu↑ + f
∗
u↓cx↓ + f
∗
u↑cx↑ + c
∗
x↓fu↓
)
−
∑
x∈Λ
(
ncx↑ −
1
2
)(
ncx↓ −
1
2
)
−
∑
u∈Ω
(
nfu↑ −
1
2
)(
nfu↓ −
1
2
)
(4.16)
and
U∗K1U = −
∑
x,y∈Λ
|tx,y|2c∗x↑cy↑c∗x↓cy↓ −
∑
|Jx,u|2(c∗x↑fu↑c∗x↓fu↓ + f∗u↑cx↑f∗u↓cx↓)
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−
∑
x∈Λ
(
ncx↑ −
1
2
)(
ncx↓ −
1
2
)
−
∑
u∈Ω
(
nfu↑ −
1
2
)(
nfu↓ −
1
2
)
. (4.17)
Without loss of generality, we may assume β = 1. Using (3.10) and (4.16), we can apply Lemma 4.6 to U∗HHU and
obtain
exp [−U∗HHU ]
= exp
 ∑
x,y∈Λ
tx,y(c
∗
x↑cy↑ + c
∗
x↓cy↓) +
∑
x∈Λ,u∈Ω
Jx,u
(
c∗x↑fu↑ + f
∗
u↓cx↓ + f
∗
u↑cx↑ + c
∗
x↓fu↓
)
+
∑
x∈Λ
(
ncx↑ −
1
2
)(
ncx↓ −
1
2
)
+
∑
u∈Ω
(
nfu↑ −
1
2
)(
nfu↓ −
1
2
)]
 exp
 ∑
x,y∈Λ
(
1 + |tx,y|2c∗x↑cy↑c∗x↓cy↓
)
+
∑
x∈Λ,u∈Ω
{
1 + |Jx,u|2
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
) }
+
∑
x∈Λ
(
ncx↑ −
1
2
)(
ncx↓ −
1
2
)
+
∑
u∈Ω
(
nfu↑ −
1
2
)(
nfu↓ −
1
2
)]
= exp [−U∗K1U ] e|Λ|2+|Λ||Ω| w.r.t. LN,+, (4.18)
where in the second equality, we have used (4.17). Because HH is the Hubbard Hamiltonian on the connected bipartite
lattice Λ ∪ Ω, we can apply a generalized version of Lieb’s theorem presented in [13, 16] to HH. Thus, we find
that e−βU
∗HHU  0 w.r.t. LN,+ for all β > 0. Combining this fact with (4.18), we obtain the inequality (4.15).
The rest of assertion follows from Proposition 4.2 and the fact that the ground state of HH has total spin S =
1
2
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣, see [9] for detail.
To complete the proof of Theorem 4.3, the following lemma is useful:
Lemma 4.8. Let H0 be a self-adjoint operator acting in LN . Assume that
(i) e−βH0  0 w.r.t. LN,+ for all β > 0;
(ii) H0 commutes with Q0.
Then we obtain exp(−βH0  Q0LN ) 0 w.r.t. Q0LN,+ for all β > 0.
Proof. Take Q0ϕ1, Q0ϕ2 ∈ Q0LN,+ \ {0}, arbitrarily. Because Q0  0 w.r.t. LN,+, we have Q0ϕ1 ≥ 0 and Q0ϕ2 ≥ 0
w.r.t. LN,+ as vectors in LN . Using this, we have〈
Q0ϕ1, e
−βH0Q0LNQ0ϕ2
〉
Q0LN =
〈
Q0ϕ1, e
−βH0Q0ϕ2
〉
LN > 0, (4.19)
where in the first equality, we have used the assumption (ii), and in the first inequality, we have used the assumption
(i). This completes the proof.
Proof of Proposition 4.3
Taking (4.4) into consideration, we can apply Lemma 4.8 with H0 = U
∗K1U and obtain (4.5). Hence, the ground state,
ϕg, of K is unique and strictly positive w.r.t. UQ0LN,+. Let ψ be the ground state of K1. By Lemma 4.7, ψ has total
spin S = 12
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣. Because K1 commutes with P0, P0ψ is the ground state of K. Hence, due to the
uniqueness, ϕg and P0ψ are identical. In addition, since S
2
tot commutes with P0, the total spin of P0ψ coincides with
that of ψ.
4.4 Step 2: Proof of Proposition 4.5
Proof of Proposition 4.5
For notational simplicity, we set Hˆau = U
∗HauU . By the definition of U , i.e., (3.28), we find that
Hˆau = −
∑
x,y∈Λ
|tx,y|c∗x↑cy↑c∗x↓cy↓ −
1
2
∑
x∈Λ,u∈Ω
|Jx,u|
(
c∗x↑fu↑c
∗
x↓fu↓ + f
∗
u↑cx↑f
∗
u↓cx↓
)
+
∑
x,y∈Λ
Ueff,x,y(n
c
x↑ − ncx↓)(ncy↑ − ncy↓). (4.20)
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Using a manner of proof similar to that applied to Theorem 3.20, we can show that e−βHˆau  0 w.r.t. Q0LN,+ for all
β > 0. Using this fact, we can apply Proposition 4.2 with H0 = K1, H = Hau and C = UP0LN,+. This completes the
proof of Proposition 4.5.
4.5 Step 3: Proof of Theorem 4.1
Set
L2 = Hau + ω0Np. (4.21)
Trivially, L2 is self-adjoint on dom(Np) and bounded from below. Recall the definition of Q, i.e, (3.21).
Lemma 4.9. Assume (C) and (C.6). Then we have
exp [−βU∗L2U ] 0 w.r.t. Q (4.22)
for any β > 0. Hence, the ground state of L2 is unique. In addition, the ground state of L2 has total spin S =
1
2
∣∣|Λ1|+ |Ω1| − |Λ2| − |Ω2|∣∣.
Proof. Since Hau commutes with Np and exp(−βNp) 0 w.r.t. P for any β > 0, we have
exp [−βU∗L2U ] = exp [−βU∗HauU ] e−βω0Np  0 w.r.t. Q, (4.23)
where we have used (3.16) and (4.7). Let ψ be the ground state of Hau and let η0 be the bosonic Fock vacuum in
FB(`2(Λ)). Trivially, the vector ψ⊗ η0 is the ground state of L2. Since the vector ψ has total spin S = 12
∣∣|Λ1|+ |Ω1| −
|Λ2| − |Ω2|
∣∣ due to Proposition 4.5, ψ ⊗ η0 has the same total spin.
The following lemma is a variant of Proposition 4.2.
Lemma 4.10. We set X = Q0LN ⊗ FB(`2(Λ)). Let A and B be positive self-adjoint operators on X . Let V1 and V2
be unitary operators on X . We assume the following:
(i) A and B commute with the total spin operators S
(3)
tot , S
(+)
tot and S
(−)
tot .
(ii) Let V = V1V2. {e−βV ∗AV }β≥0 and {e−βV ∗2 BV2}β≥0 are ergodic w.r.t. Q. Hence, the ground state of each of
V ∗AV and V ∗2 BV2 is unique and strictly positive w.r.t. Q due to Theorem 2.9.
(iii) V1 commutes with S
2
tot
We denote by SA (resp. SB) the total spin of the ground state of A (resp. B). Then we have SA = SB.
Proof. We denote by ψA (resp. ψB) the ground state of V
∗AV (resp. V ∗2 BV2). By the assumption (ii), ψA and ψB
are strictly positive w.r.t. Q. Because V ψA (resp. V2ψB) is the ground state of A (resp. B), we have
S2totV ψA = SA(SA + 1)V ψA, (4.24)
S2totV2ψB = SB(SB + 1)V2ψB . (4.25)
Applying the assumption (iii), we readily confirm that S2totV2ψA = SA(SA + 1)V2ψA. Using the strict positivity of ψA
and ψB , we have 〈V2ψA, V2ψB〉 = 〈ψA, ψB〉 > 0. Therefore, by applying the method of nonzero overlap between the
ground states, we have
SA(SA + 1)〈V2ψA, V2ψB〉 = 〈S2totV2ψA, V2ψB〉 = 〈V2ψA,S2totV2ψB〉 = SB(SB + 1)〈V2ψA, V2ψB〉, (4.26)
which implies that SA = SB .
Completion of the proof of Theorem 4.1
Taking Theorem 3.20 and Lemma 4.9 into consideration, we can apply Lemma 4.10 with V1 = e
−Lce−i
pi
2Np , V2 = U ,
V = V1V2 = U , A = H and B = L2. Therefore, we finally obtain the desired assertion in Theorem 4.1.
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5 Discussion
In the present paper, we proved that the ground state of the KLM with the electron-phonon interaction, H, is unique
and it has total spin S = 12
∣∣|Λ1| + |Ω1| − |Λ2| − |Ω2|∣∣. Note that the value of S is equal to that of the total spin of
the ground state of the antiferromagnetic Heisenberg model, HHeis, on the coupled lattice Λ ∪ Ω. This is not just a
coincidence; the reason behind this agreement is examined in detail in [16]; in the context of the theory established
in [16], HHeis, H and HQED given in Remark 1.5 belong to the Marshall-Lieb-Mattis stability class, UMLM, on Λ ∪ Ω.
Every Hamiltonian in UMLM is proved to have the common total spin S =
1
2
∣∣|Λ1| + |Ω1| − |Λ2| − |Ω2|∣∣ in the ground
state; in addition, it is shown that UMLM contains at least a countably infinite number of Hamiltonians. Within
UMLM, we can consider the KLM with additional interactions which are more complicated than the electron-phonon
and electron-photon interactions examined in this paper; a simple example is the combination of the two interactions:
Hep,ep =−
∑
x,y∈Λ
∑
s=↑,↓
tx,y exp
{
i
∫
Cxy
dr ·A(r)
}
c∗xscys +
∑
x∈Λ,u∈Ω
Jx,usx · Su+
+
∑
x,y∈Λ
Ux,y(n
c
x − 1)(ncy − 1) +
∑
x,y∈Λ
gx,yn
c
x(b
∗
y + by)+
+
∑
k∈V ∗
∑
λ=1,2
ω(k)a(k, λ)∗a(k, λ) + ω0
∑
x∈Λ
b∗xbx. (5.1)
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Appendix A: The Lang-Firsov transformation
In this appendix, we review some basic properties of the Lang-Firsov transformation.
For each θ ∈ R, we have
eiθNpbxe
−iθNp = e−iθbx. (A1)
Hence,
ei
pi
2Npqxe
−ipi2Np = px, ei
pi
2Nppxe
−ipi2Np = −qx, (A2)
where px and qx are defined by (3.32).
Next, we set
Lc = −i
√
2
ω0
∑
x,y∈Λ
gx,yn
c
xpy. (A3)
Then we readily confirm that
eLccxσe
−Lc = exp
i√2
ω0
∑
y∈Λ
gx,ypy
 cxσ, (A4)
eLcfuσe
−Lc = fuσ, (A5)
eLcbxe
−Lc = bx − 1
ω0
∑
y∈Λ
gy,xn
c
y. (A6)
The unitary operator eLc is called the Lang-Firsov transformation which was first introduced in [8].
Appendix B: Proof of Lemma 3.16
To prove the Lemma 3.16, we need the following:
Lemma B.1. Let (σc,σf ), (σ
′
c,σ
′
f ) ∈ SN . Assume that there exist x, y ∈ Λ such that tx,y 6= 0 and
∣∣σc,σc,σf ,σf〉 =
c∗x↑cy↑c
∗
x↓cy↓
∣∣σ′c,σ′c,σ′f ,σ′f〉. For any g, h ∈ Q \ {0}, there exists a γ(g, h) > 0 depending on g and h such that if
0 < t < γ(g, h), then 〈
σc,σc,σf ,σf , g
∣∣∣e−t(R+ω0Np)∣∣∣σ′c,σ′c,σ′f ,σ′f , h〉 > 0 (B1)
holds.
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Proof. The proof of this lemma is similar to that of [14]. For readers’ convenience, we provide a sketch of the proof.
Using the Feynman-Kac formula, we have
the left hand side of (B1) =
∫
dqdq′g(q)h(q′)
∫
A
dµq,q′;te
− ∫ t
0
dsV (ωs)
∣∣∣∣〈σc,σf ∣∣∣Gt(ω)∣∣∣σ′c,σ′f〉∣∣∣∣2, (B2)
where V (q) = 12
∑
x∈Λ(ω
2
0q
2
x − 1), A = C([0,∞);R|Λ|), the set of all R|Λ|-valued continuous functions on [0,∞) and
µq,q′;t is the conditional Wiener measure for paths ω going from q to q
′ in time t; Gt(ω) is defined by
Gt(ω) =
t∏
0
e−R(ωs)ds, (B3)
where the right hand side of (B3) is the strong integral of e−R(ωs) and R(q) is defined by (3.57). For the proof of (B2),
see [14, Proposition 3.7].
Our aim is to estimate the right hand side of (B2) from below. For this purpose, we recall some facts from [14]: For
a given z ∈ Λ, we set
az({x, y}) =
√
2ω
−1/2
0 (gxz − gyz). (B4)
Let
Y =
{
(q, q′) ∈ R|Λ| × R|Λ|
∣∣∣∑z∈Λ az({x, y})(qz − q′z) ∈ 2piZ}. (B5)
Note that Y is a set of Lebesgue measure zero. Next, let
Wt =
{
ϕ ∈ A ∣∣ |ωs(ϕ)− (1− t−1s)q − t−1sq′| ≤ t1/4 for all s ∈ [0, t]}. (B6)
Note that µq,q′;t(Wt) > 0 holds for each q, q
′ ∈ Yc, the complement of Y. In [14, Appendix C], we have proved the
following: for each q, q′ ∈ Yc and ϕ ∈Wt, there exist strictly positive numbers a, b, c such that
|Gt(ω(ϕ))| ≥ aξxyt− bt5/4 − ct2, (B7)
where
ξxy = 2
∣∣∣∣ sin θxyθxy
∣∣∣∣, θxy = 12 ∑
z∈Λ
az({x, y})(q′z − qz). (B8)
Note that ξxy > 0 holds for all q, q
′ ∈ Yc.
Equipped with these preliminaries, we can now prove Lemma B.1. For ε > 0, we set
Yε =
{
(q, q′) |dist((q, q′);Y) < ε}. (B9)
Because Y is a set of Lebesgue measure zero, we can make the Lebesgue measure of Yε small as we please by choosing
ε small. Since g and h are nonzero, there exist compact sets, Kg and Kh, with nonzero Lebesgue measures such that
Kg ⊆ suppg and Kh ⊆ supph. Therefore, Ycε ∩ (Kg ×Kh) is a compact set with nonzero Lebesgue measure, provided
that ε is small enough. With this setting, let ξ˜xy = min(q,q′)∈Ycε∩(Kg×Kh) ξxy. Note that ξ˜xy is strictly positive. Hence,
there exists a γ > 0 such that if 0 < t < γ, then aξ˜xyt− bt5/4 − ct2 > 0. Inserting these facts into (B2), we get
the right hand side of (B2) ≥ C(aξ˜xyt− bt5/4 − ct2) > 0, (B10)
provided that 0 < t < γ, where
C =
∫
Ycε∩(Kg×Kh)
dqdq′g(q)h(q′)
∫
Wt
dµq,q′;te
− ∫ t
0
dsV (ωs) > 0. (B11)
By construction, γ depends on g and h.
Proof of Lemma 3.16
For notational simplicity, we set |σ〉 = |σc,σc,σf ,σf 〉 and |σ′〉 = |σ′c,σ′c,σ′f ,σ′f 〉.
Assume first that (i) holds. Because e−t(R+ω0Np)  0 w.r.t. Q for all t ≥ 0 and J 0 w.r.t. Q, we have, by Lemma
2.6,
e−t(R−
1
2 J+ω0Np)  e−t(R+ω0Np)  0 (B12)
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w.r.t. Q for all t ≥ 0. Combining this with Lemma B.1, we obtain
S(t) ≥
〈
σ, g
∣∣∣e−t(R+ω0Np)∣∣∣σ′, h〉 > 0, (B13)
provided that 0 < t < γ(g, h).
Next, assume that (ii) holds. Applying the Duhamel formula, we have
S(t) =
〈
σ, g
∣∣∣e−t(R− 12 J+ω0Np)∣∣∣σ′, h〉
=
∑
n≥0
∫
0≤s1≤···≤sn≤1
〈
σ, g
∣∣∣∣e−s1tω0Np {−t(R− 12J)
}
· · ·
{
−t(R− 1
2
J)
}
e−(1−sn)tω0Np
∣∣∣∣σ′, h〉 dsn · · · ds1. (B14)
Since 〈σ, g ∣∣e−stω0NpRe−(1−s)tω0Np∣∣σ′, h〉 = 0, we heve∫ 1
0
〈
σ, g
∣∣∣∣e−stω0Np {−t(R− 12J)
}
e−(1−s)tω0Np
∣∣∣∣σ′, h〉 ds
=
t
2
∫ 1
0
〈
σ, g
∣∣∣e−stω0NpJe−(1−s)tω0Np∣∣∣σ′, h〉 ds
=
t|Jx,u|
4
∫ 1
0
〈
σ, g
∣∣∣e−stω0Np(c∗x↑fu↑c∗x↓fu↓ + f∗u↑cx↑f∗u↓cx↓)e−(1−s)tω0Np ∣∣∣σ′, h〉 ds
=
t|Jx,u|
4
〈
g, e−tω0Nph
〉
. (B15)
Because e−tω0Np  0 w.r.t. P for all t ≥ 0, it holds that∣∣(eiF e−tω0Npf)(q)∣∣ ≤ (e−tω0Np |f |)(q) (B16)
for all f ∈ L2(R|Λ|), where F is a real-valued measurable function on R|Λ|. Applying this bound, we have∣∣∣∣∣∣
∑
n≥2
∫ 〈
σ, g
∣∣∣∣e−s1tω0Np {−t(R− 12J)
}
· · ·
{
−t(R− 1
2
J)
}
e−(1−sn)tω0Np
∣∣∣∣σ′, h〉 dsn · · · ds1
∣∣∣∣∣∣
≤ t2
∑
n≥2
1
n!
2 ∑
x,y∈Λ
|tx,y|+
∑
x∈Λ,u∈Ω
|Jx,u|+ 2
∑
x,y∈Λ
|Ueff,x,y|+ 1
2
‖J‖
n 〈g, e−tω0Nph〉
≤ t2eα 〈g, e−tω0Nph〉 , (B17)
where α = 2
∑
x,y∈Λ |tx,y|+
∑
x∈Λ,u∈Ω |Jx,u|+2
∑
x,y∈Λ |Ueff,x,y|+ 12‖J‖. Inserting the above bounds into (B14), we find
that
S(t) ≥ t|Jx,u|
4
〈
g, e−tω0Nph
〉− t2eα 〈g, e−tω0Nph〉 = 〈g, e−tω0Nph〉 t( |Jx,u|
4
− eαt
)
> 0, (B18)
provided that t < |Jx,u|e−α/4. This completes the proof of Lemma 3.16.
Appendix C: Proof of Proposition 3.3
In Appendix C, we will prove Proposition 3.3. For this purpose, let (M,Σ, µ) be a σ-finite measure space. We assume
that L2(M) is separable. Let X be a separable Hilbert space, and let C ⊂ X be a Hilbert cone.
Define
A =
{∫ ⊕
M
F (x) dµ(x) ∈ X ⊗ L2(M)
∣∣∣∣ F (x) ∈ C µ-a.e.} . (C1)
As is well-known, A is a Hilbert cone in X ⊗ L2(M), see, e.g., [1] and [14, Proof of Proposition 4.2].
Proposition C.1. One obtains
A = coni{φ⊗ f ∈ X ⊗ L2(M) |φ ∈ C, f ∈ L2+(M)}, (C2)
where L2+(M) is a canonical Hilbert cone in L
2(M) : L2+(M) = {f ∈ L2(M), | f(x) ≥ 0 µ-a.e.}.
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Proof. First, we recall a useful fact: Let R be a convex cone in X . Then the dual cone of R is defined by R† = {φ ∈
X | 〈φ, ψ〉 ≥ 0 ∀ψ ∈ R}. We say that R is self-dual, if R = R†. Note that R is a self-dual cone, if and only if, R is a
Hilbert cone [1, 2].
We denote by A0 the right hand side of (C2). Let φ ∈ C and f ∈ L2+(M). Trivially, φ⊗ f ∈ A0. Because f(x)φ ∈ C
µ-a.e., we have φ ⊗ f = ∫ ⊕
M
f(x)φdµ(x) ∈ A, which implies A0 ⊆ A. Therefore, A†0 ⊇ A† = A holds, where we have
used the above fact.
It suffices to proveA†0 ⊆ A. Let ψ ∈ A†0. For any φ ∈ C and f ∈ L2+(M), we have 〈ψ, φ⊗f〉 =
∫
M
〈ψ(x), φ〉f(x) dµ(x) ≥
0. Since
∫
M
Im〈ψ(x), φ〉f(x) dµ(x) = 0 for any f ∈ L2+(M), we conclude Im〈ψ(x), φ〉 = 0 µ-a.e.. Next, we claim that
Re〈ψ(x), φ〉 ≥ 0. To this end, suppose µ({x ∈ M |Re〈ψ(x), φ〉 < 0}) > 0. Because M is σ-finite, there exists a
subset D ⊂ {x ∈ M |Re〈ψ(x), φ〉 < 0} with 0 < µ(D) < ∞. Let χD be the indicator function of the set D. Because
χD ∈ L2+(M), we have 〈ψ, φ ⊗ χD〉 =
∫
D
Re〈ψ(x), φ〉 dµ(x) < 0. This contradicts with the property 〈ψ, φ ⊗ χD〉 ≥ 0,
which follows from the fact that φ⊗χD ∈ A0. Hence, Re〈ψ(x), φ〉 ≥ 0 holds for µ-a.e. x. Therefore, we finally conclude
that ψ(x) ∈ C µ-a.e. and A†0 ⊆ A.
Proof of Proposition 3.3
Apply Proposition C.1 with X = Q0LN , C = Q0LN,+,M = R|Λ| and µ the Lebesgue measure on R|Λ|.
References
[1] W. Bo¨s. Direct integrals on selfdual cones and standard forms of von Neumann algebras. Inventiones Mathemat-
icae, 37(3):241–251, Oct. 1976.
[2] O. Bratteli and D. W. Robinson. Operator Algebras and Quantum Statistical Mechanics 1:C∗- and W ∗-Algebras.
Symmetry Groups. Decomposition of States. Springer Berlin Heidelberg, 1987.
[3] S. Capponi and F. F. Assaad. Spin and charge dynamics of the ferromagnetic and antiferromagnetic two-
dimensional half-filled Kondo lattice model. Physical Review B, 63(15), Mar. 2001.
[4] W. G. Faris. Invariant Cones and Uniqueness of the Ground State for Fermion Systems. Journal of Mathematical
Physics, 13(8):1285–1290, Aug. 1972.
[5] J. K. Freericks and E. H. Lieb. Ground state of a general electron-phonon Hamiltonian is a spin singlet. Physical
Review B, 51(5):2812–2821, Feb. 1995.
[6] A. Giuliani, V. Mastropietro, and M. Porta. Lattice quantum electrodynamics for graphene. Annals of Physics,
327(2):461–511, Feb. 2012.
[7] K. Kubo and T. Kishi. Rigorous bounds on the susceptibilities of the Hubbard model. Physical Review B,
41(7):4866–4868, Mar. 1990.
[8] I. G. Lang and Y. A. Firsov. Kinetic Theory of Semiconductors with Low Mobility. Journal of Experimental and
Theoretical Physics, 16(5):1301–1312, May 1963.
[9] E. H. Lieb. Two theorems on the Hubbard model. Physical Review Letters, 62(10):1201–1204, Mar. 1989.
[10] E. H. Lieb and D. C. Mattis. Ordering Energy Levels of Interacting Spin Systems. Journal of Mathematical
Physics, 3(4):749–751, July 1962.
[11] W. Marshall. Antiferromagnetism. Proceedings of the Royal Society of London. Series A. Mathematical and
Physical Sciences, 232(1188):48–68, Oct. 1955.
[12] Y. Miura. On order of operators preserving selfdual cones in standard forms. Far East Journal of Mathematical
Science, 8(1):1–9, June 2003.
[13] T. Miyao. Ground State Properties of the SSH Model. Journal of Statistical Physics, 149(3):519–550, Sept. 2012.
[14] T. Miyao. Rigorous Results Concerning the Holstein–Hubbard Model. Annales Henri Poincare´, 18(1):193–232,
June 2016.
[15] T. Miyao. Ground State Properties of the Holstein–Hubbard Model. Annales Henri Poincare´, 19(8):2543–2555,
May 2018.
[16] T. Miyao. Stability of Ferromagnetism in Many-Electron Systems. Journal of Statistical Physics, 176(5):1211–
1271, 2019.
28
[17] K. Osterwalder and R. Schrader. Axioms for Euclidean Green’s functions. Communications in Mathematical
Physics, 31(2):83–112, June 1973.
[18] K. Osterwalder and R. Schrader. Axioms for Euclidean Green’s functions II. Communications in Mathematical
Physics, 42(3):281–305, Oct. 1975.
[19] R. Peters and T. Pruschke. Magnetic phases in the correlated Kondo-lattice model. Physical Review B, 76(24),
Dec. 2007.
[20] C. Santos and W. Nolting. Ferromagnetism in the Kondo-lattice model. Physical Review B, 65(14), Mar. 2002.
[21] S.-Q. Shen. Total spin and antiferromagnetic correlation in the Kondo model. Physical Review B, 53(21):14252–
14261, June 1996.
[22] S.-Q. Shen. Strongly Correlated Electron Systems: Spin-Reflection Positivity and Some Rigorous Results. Inter-
national Journal of Modern Physics B, 12(07n08):709–779, Mar. 1998.
[23] S.-Q. Shen, Z.-M. Qiu, and G.-S. Tian. Ferrimagnetic long-range order of the Hubbard model. Physical Review
Letters, 72(8):1280–1282, Feb. 1994.
[24] B. Simon and M. Reed. Methods of Modern Mathematical Physics, Vol II: Fourier Analysis, Self-Adjointness.
Academic Press, 1975.
[25] B. Simon and M. Reed. Methods of Modern Mathematical Physics, Vol IV: Analysis of Operators. Academic
Press, 1978.
[26] B. Simon and M. Reed. Methods of Modern Mathematical Physics, Vol I: Functional Analysis: Revised and
Enlarged Edition. Academic Press, 1981.
[27] H. Tasaki. Physics and Mathematics of Quantum Many-Body Systems. Springer International Publishing, 2020.
[28] G.-S. Tian. Lieb’s Spin-Reflection-Positivity Method and Its Applications to Strongly Correlated Electron Sys-
tems. Journal of Statistical Physics, 116(1-4):629–680, Aug. 2004.
[29] H. Tsunetsugu. Rigorous results for half-filled Kondo lattices. Physical Review B, 55(5):3042–3045, Feb. 1997.
[30] H. Tsunetsugu, M. Sigrist, and K. Ueda. The ground-state phase diagram of the one-dimensional Kondo lattice
model. Reviews of Modern Physics, 69(3):809–864, July 1997.
[31] T.Yanagisawa and Y. Shimoi. Ground State of the Kondo-Hubbard Model at Half Filling. Physical Review Letters,
74(24):4939–4942, June 1995.
29
