We describe an iterative scheme which allows us to calculate any multi-loop correlator for the complex matrix model to any genus using only the first in the chain of loop equations. The method works for a completely general potential and the results contain no explicit reference to the couplings. The genus g contribution to the m-loop correlator depends on a finite number of parameters, namely at most 4g − 2 + m. We find the generating functional explicitly up to genus three. We show as well that the model is equivalent to an external field problem for the complex matrix model with a logarithmic potential.
Introduction
which is actually equivalent to an external field problem for the complex matrix model with a logarithmic potential (an analog of the Kontsevich-Penner model) but we formulate the iterative procedure independently of this.
Basic definitions
The complex matrix model is defined by the partition function
where the integration is over complex N × N matrices and
We introduce the generating functional ,:
It is possible to show that the model defined by (2.1) and (2.2) is equivalent to an external field problem for the complex matrix model with a logarithmic potential (an analog of the hermitian Kontsevich-Penner model) in much the same way as was the case for the hermitian matrix model [9] . We defer the discussion of this to Appendix B since the iterative procedure can be formulated independently of this.
The loop equation
The first in the chain of loop equations can conveniently be written as [11] C dω 4πi
where C is a curve which encloses singularities of W (p) and V (ω) = j g j ω 2j /j.
With the normalization chosen above the genus expansion for the correlators reads
To leading order in 1/N 2 one can thus ignore the last term in (3.1) and one finds
where c is given by
Inserting the genus expansion (3.2) in (3.1) it is seen that W g (p) , g ≥ 1 obeys the following equation
whereK is a linear operator, namelŷ
is expressed entirely in terms of W g i (p), g i < g. This indicates that one should be able to calculate W g (p) for any finite genus g starting from W 0 (p). In the next section we describe an iterative procedure which makes this possible.
The conjecture
To characterize the matrix model potential we introduce, instead of the couplings g j , the moments I n and M k defined by
The normalization condition (3.4) is then simply, I 0 = 2, and the k th multicritical point is reached when
It is shown below that W g (p) can be expressed entirely in terms of the moments and that, for a given finite genus g, W g (p) depends only on a finite number of these. On the contrary W g (p) depends on all couplings g j . Thus working with the moments instead of the couplings might facilitate calculations considerably.
Furthermore we introduce the basis vectors χ (n) (p) and Ψ (n) (p) characterized by
It can be shown that χ (n) (p) and Ψ (n) (p) can be expressed as
where
(4.9)
We now put forward the following conjecture
is a sum of terms of the form
Let us for an expression of the type (4.11) denote by H I and H M the degree of homogeneity in the I's and M's, respectively,
Then the following inequalities hold for the a
14)
The structure of the coefficients D (m) g is similar to that of the A (n) g 's. However, the f 's will in general be different and for the d
and
The homogeneity requirements become more transparent if one considers the double scaling limit. For the m th multicritical model the double scaling limit is obtained by fixing the ratio between any given coupling and say g 1 to its critical value and setting
where Λ is the cosmological constant. The I's then scale as
Furthermore it is well known that the genus g contribution to the generating functional has the following scaling behaviour
with the exception of W 0 (π, Λ) which also contains a non scaling part. From (4.6) -(4.9) it follows that the basis vectors behave as
Bearing in mind that the coefficients D
are of the form (4.11) and noting that the I 1 dependence of f is also powerlike, including however negative powers, one finds for the D's and A's
Here we have used the same notation as in (4.13). However α j = 1 is allowed and negative powers of I 1 give negative contributions to the sums. Since the generating functional away from the double scaling limit should look the same for all multicritical models the D's and the A's must satisfy the following conditions
Here we recognize the homogeneity requirements (4.14) and (4.16). The other two requirements are useful for checking the outcome of the iteration process.
Proof of the conjecture
To prove that the conjecture is true for g = 1 we need only to calculate W 0 (p, p) according to (3.5) . To do this we write the loop insertion operator as
one gets
The genus one contribution to the generating functional is thus of the conjectured form with A
We see these coefficients do not depend on any moments. This is consistent with the well known property of the 2-loop correlator that its scaling behaviour is universal [7] , i.e. the same for all multicritical models. Let us mention here that the factor
is actually the origin of all divergencies in the continuum Virasoro generators of the theory. The divergencies appear because one expands
before a is sent to zero [4] . The 2-loop correlator W 0 (p, p) itself is however well defined in the double scaling limit.
To prove the conjecture in the general case we assume that it is true up to genus g = g 0 and calculate the right hand side of the loop equation (3.5) for W g 0 +1 (p). What we would like to show is of course that the r.h.s. =
where the coefficients A (n) and D (m) fulfill the homogeneity requirements corresponding to g = g 0 +1. It is obvious how one treats the products
As regards the term
W g 0 (p) we make use of the fact that the loop insertion operator when acting on W g 0 (p) can be written as
and that
(5.10)
is given by (5.2). The details of the general step can be found in Appendix A.
6 Results for g = 2 and g = 3
It is straightforward to iterate the loop equation (3.5) starting from W 1 (p) given by (5.6) (and (4.10)). To find W g (p) one calculates the right hand side of (3.5) using the already known lower genus contributions W 1 (p), . . . , W g−1 (p) and the differentiation rules (5.9), (5.11) and (5.2). This gives an expression involving fractions of the type p −2m (p 2 + c) −n . These fractions can be decomposed into fractions of the type p −2i , (p 2 + c) −j allowing one to identify the coefficients A We note that A
(1)
g ) for both g = 2 and g = 3. The same is true for g = 1 according to (5.6) . It is easy to show that the relations hold for any genus. Going through the induction proof in Appendix A one finds that p −2 , p −4 , (p 2 + c) −1 and (p 2 + c) −2 never appear in isolation on the right hand side of the loop equation (3.5) but only in the combinations p
Decomposing these fractions one gets the relations between the coefficients stated above. The expressions for the A's and D's look rather complicated. However, many terms in W g (p) can be ignored in the double scaling limit. In order for a given term to survive the double scaling limit the equality sign must hold in both homogeneity relations in (4.24) for A terms and in (4.25) for D terms. From the list of coefficients given above and from 5.6 one immediately finds that for g = 1, g = 2 and g = 3 all D terms disappear. It actually holds that the second sum in (4.10) vanishes in the double scaling limit for all genera. This follows from the fact that (4.14) is always fulfilled and that p −2m never appears in isolation on the right side of (3.5) but always in combination with at least one power of (p 2 + c) −1 . In fact the induction proof can be carried trough with the homogeneity requirement
Discussion
We have shown that it is possible to calculate for the complex matrix model any multi-loop correlator to any genus. This gives us the possibility of going beyond the planar approximation which has been used in most calculations to date. For example it is interesting to note that in the double scaling limit W 1 (p) reduces to
which apart from a trivial factor is exactly the same as for the reduced hermitian matrix model [2] :
It was conjectured long time ago that
. The iterative procedure described above and the similar procedure in the hermitian matrix model case provide us with the possibility of testing this conjecture in detail. Presumably it is even possible within the iterative framework to give a rigorous proof of the conjecture. The iterative scheme also allows us to study higher genus contributions to the multi-loop correlators, for instance to investigate whether these can be expressed in a closed form as was the case for genus zero.
It is easily seen that
The second type of terms, those which contain products of Ψ's give rise to fractions of the type 
One finds
which means that the homogeneity requirements (4.14) and (4.16) are fulfilled. Finally, let us consider the term with the mixed products χ · Ψ. From this one we get fractions of the type
. After decomposition we are left with a sum of fractions of the type
Here the constant B (n,m) is a sum (over g ′ , q and p) of products like the following.
and one can show that
which means that (4.14) and (4.16) are satisfied also in this case. This completes the treatment of the first term on the right hand side of the loop equation. Let us now turn to the term
We start by recalling that the loop insertion operator when acting on W g 0 (p) can be written as in (5.8)-(5.11). Furthermore it is convenient to write W g 0 (p) in the following form.
Differentiation of Φ (i) (p) and Ω (j) (p) is simple since these expressions depend only on c. One finds
Differentiation of the Φ's in (A.5) thus gives rise to terms of the type
while differentiation of the Ω's in (A.5) gives terms of the type
g 0 . It is easy to see that (4.14) and (4.16) are satisfied in both cases. The partial differentiation ofÂ
with respect to c results in terms which can be obtained from those just mentioned (except for trivial factors) by decreasing the power of (p 2 + c) −1 by one and replacing the coefficients by their derivatives with respect to c. Since differentiation with respect to c does not change the degree of homogeneity, it follows that all resulting terms are in agreement with the conjecture. We now turn to the partial differentiation of theD's andÂ's with respect to the moments I j . It is obvious that we do not have to worry about terms arising from the first term in (5.9) as long as we check that everything which comes from the second one is ok. However, checking the second one also takes care of the third. This is so because each term originating from the third term in (5.9) has a brother term originating from the second one from which it differs only by I i+1 (p 2 + c) −i (apart from trivial factors).
Taking the partial derivative of theÂ's with respect to the I's we get from the second term in (5.9) terms of the type K (n) (p 2 + c) −n , n ∈ [4, 3(g 0 + 1) − 1] where
for which it holds that
which is in accordance with (4.14) and (4.16 
