We study the global existence and asymptotic behavior of solutions to semilinear wave equations with two kinds of nonlinear terms. Our main purpose is to show the existence of a scattering operator for small data. The existence of global solutions is proved in the same manner for small initial data given at t = 0. Our assumptions on the order of nonlinear terms are optimal in view of the nonexistence theorems due to many mathematicians such as F. John. As a consequence, we have succeeded in removing the assumption of spherical symmetry on initial data from the global existence theorem of T. C. Sideris (Comm. P. D. E. 8 (1983), 1291-1323.
1. Introduction. In the present paper we consider a small data scattering problem for semilinear wave equations of the form u = F (Du), t∈ R, x ∈ R n , (1.1) or u = ∂ t G(u), t∈ R, x ∈ R n , (1. with some ρ > 1. Following the argument in this paper, we could actually study a scattering problem for a wave equation whose nonlinear term is more general than that of (1.2). See Remark 2.2 below. But for simplicity, throughout this paper we will limit ourselves to the nonlinear term ∂ t G(u) as in (1.2) .
In the scattering theory, the asymptotic behavior of solutions to nonlinear wave equations as t → ±∞ is compared with that of solutions to the free wave equations u = 0, t∈ R, x ∈ R n (1.3) in the energy norm. We first recall the previous results on the Cauchy problem for (1.1) or (1.2). In [11] Lions and Strauss showed by the compactness method that if F = −|∂ t u| ρ−1 ∂ t u and G = −|u| ρ−1 u with ρ > 1, then strong solutions to the Cauchy problem for (1.1) and weak solutions to that for (1.2) exist globally in time without any restrictions on the amplitude of data, the order of the nonlinear terms ρ > 1 and the spatial dimensions n. However, when we put no sign conditions on the nonlinear terms, the existence of global solutions can not always be expected. In fact, according to Glassey [3] , when smooth data of compact support are large in some sense, the Cauchy problem for (1.1) with F = |∂ t u| ρ has no global C 2 -solutions for arbitrary ρ > 1 and n. Later, Sideris [15] has extended the result due to Glassey to provide a larger class of examples of F , which includes F = |∇u| ρ with any ρ > 1. Moreover, John [8] has shown that when n = 3 and F = (∂ t u) 2 , the Cauchy problem for (1.1) never has nontrivial global C 3 -solutions even for small smooth data of compact support. In the same work [8] , he also proved that, when n = 3 and G = u 2 , the Cauchy problem for (1.2) does not have a global C 2 -solution in general even for small smooth data. Therefore, we need to put smallness conditions on data and to restrict the range of ρ in order to discuss the existence of a scattering operator for (1.1) and (1.2) . In this paper we show that the scattering operator can be defined for (1.1) in the case n = 2, 3 if ρ > ρ 0 (n) := 1 + 2/(n − 1). It is also proved that, in the case n = 3, the scattering operator can be defined for (1.2) if ρ > ρ 0 (3) = 2. Namely, let u − 0 be a solution to (1.3) with small data belonging to a suitable Sobolev space. Then we find a global solution u of (1.1) or (1.2) such that can be defined. In the same manner it is also shown that the Cauchy problems for (1.1) with n = 2, 3, and for (1.2) with n = 3, have global solutions for small initial data if ρ > ρ 0 (n). As a consequence, we succeed in removing the assumption of spherical symmetry on initial data from Theorem 1 in Sideris [14] (see Remark 6.1 below). We will treat the two-dimensional case of (1.2) separately in a future paper (see Remark 5.1 
below).
This lower bound of ρ, that is, ρ 0 (n), is optimal in the following sense. The nonexistence theorems of global solutions for small data have already been established for the Cauchy problem of (1.1) with F = |∂ t u| ρ or F = |∇u| ρ for 1 < ρ ≤ ρ 0 (n) (n = 2, 3) (see John [8] , Sideris [14] for n = 3 and Agemi [2] , Godin [4] , Masuda [12] , Schaeffer [13] for n = 2). As is referred to before, John has also proved the nonexistence theorem for G = u 2 in the case n = 3 even for small data.
We briefly describe the plan to prove our results. We start with considering the global solvability of the linear problem
for given h. The solution to (1.4) can be represented formally as
if the right-hand side converges in a suitable norm. However, (1.5) is not useful to the application to our nonlinear problems, because we employ the generalized Sobolev space with weights related to the generators of the Lorentz group (see Section 2). More precisely, since the operators L 0 , Ω jk and L j have the weights x and / or t, it is not clear whether the operators L 0 , Ω jk and L j commute with the integral sign in (1.5). Thus we investigate the approximated solution
instead of analyzing (1.5) directly. It is shown that the error terms caused by applying L 0 and L j to (1.6) converge to zero uniformly with respect to t in a suitable norm as σ → −∞ and therefore we find that Klainerman's method works for the integral form (1.5). We claim that these complicated steps are inevitable when we apply Klainerman's method to the scattering problem, while they are not required in studying the Cauchy problem. For details see Proposition 3.2.
Another difficulty of our problems lies in the lack of smoothness in the nonlinear terms. To show sufficient time decay of the nonlinear terms is important when we intend to construct global solutions in the generalized Sobolev space. If the nonlinear terms were sufficiently smooth, then Klainerman's inequality (see (3.7) ) would be enough to show good time decay of the nonlinear terms. However, since the nonlinear terms in (1.1) and (1.2) are not so smooth, we have to make effective use of the L p -L q inequality (see (3.9) ) in addition to Klainerman's one in order to construct global solutions in the generalized Sobolev space with low regularity. Finally, when constructing solutions to (1.1) or (1.2), we apply a variant contraction mapping theorem instead of the usual iteration as in John [7] because of the lack of smoothness in the nonlinear terms.
The lack of smoothness in the nonlinear terms also causes it difficult to study a small data scattering problem for (1.1) or (1.2) with ρ > ρ 0 (n) in higher dimensional space. This paper is organized as follows. In the next section we give several notations and then state our theorems concerning the existence of a scattering operator for (1.1) and (1.2). In Section 3 we prove some results frequently used in Sections 4 and 5, where the proofs of Theorems 2.1 and 2.2 are carried out. In the last section our argument is applied to the Cauchy problems related to (1.1) and (1.2).
2. Notations and theorems. Following Klainerman [9] , [10] , we introduce several partial differential operators as follows:
. . , Γ µ in this order, where µ = (n 2 + 3n + 2)/2. Let N be a non-negative integer. We define the norm
for any function u(t, x) for which the right-hand side above is finite for every t ∈ R. Here α is a multi-index,
We also define the norm
for a vector Du. In particular, u(t) 0,p and Du(t) 0,p are simply denoted by u(t) p and Du(t) p , respectively. For a non-negative integer s, W s,p (R n ) means the usual Sobolev space on R n with the norm v W s,p . Especially, we put
We denote by S(R n ) the space of Schwartz's rapidly decreasing functions. Letv or F [v] mean the Fourier transform of v ∈ S(R n ):
We denote by F −1 the inverse Fourier transform. We also define the Fourier transform for v ∈ S (R n ) (tempered distribution) in the usual way and denote it byv or F [v] likewise. F −1 means the inverse Fourier transform. Set w(x) = 1 + |x| 2 . For non-negative integers s and m letḢ s (R n ) andḢ s,m (R n ) be the Banach spaces defined by the completion of S(R n ) with respect to the seminorms
respectively. Here γ is a multi-index with
n . In the case of n = 3 we define the Banach spaceḢ −1 (R 3 ) by the completion of S(R 3 ) with respect to the seminorm
We denote by u(t) e the energy norm
For any slowly increasing function H = H(|ξ|) in R n ξ we define the operator
We put ω = (−∆) 1/2 for simplicity. (For the definition of slowly increasing functions, see, e.g., Yoshida [16] on page 150.)
We next state the assumptions on F and G. Let λ = (λ 0 , . . . , λ n ) ∈ R n+1 with |λ| = λ 2 0 + · · · + λ 2 n and let β = (β 0 , . . . , β n ) be a multi-index with |β| = β 0 + · · · + β n . We put the following assumptions on F :
(F.2) There exist some ρ > ρ 0 (n) and A 1 > 0 such that
(F.3) For |β| = 2 there exists some A 2 > 0 such that
where (ν 0 , ν 1 ) = (ρ − 3, 1) if n = 2 and
We put the assumptions on G as follows:
(G.2) There exist some ρ > ρ 0 (3) = 2 and A 3 > 0 such that
(G.3) There exists some A 4 > 0 such that
is the same as in (F.3) with n = 3.
3). Now we can state our theorems.
(i) Then there exists a positive constant δ 0 depending on n, ρ, A 1 , and A 2 such that if
(ii) Moreover, there exists a unique solution u
Thus the scattering operator
can be defined for (1.1).
Another theorem is concerned with the existence of a scattering operator for (1.2).
(i) Then there exists a positive constant η 0 depending on ρ, A 3 and A 4 such that if
) for any α with |α| ≤ 2, (2.14)
can be defined for (1.2).
Remark 2.2. All the conclusions of Theorem 2.2 can be obtained for the wave equations 
Preliminary results.
In this section we prepare several lemmas and propositions which will be frequently used in the proofs of Theorems 2.1 and 2.2. In what follows different constants will be denoted by C. Let [·, ·] be a commutator and δ jk be the Kronecker delta. Then we have the commutation relations as follows.
Lemma 3.1. The following equalities
This lemma is easily verified by direct calculations. Thus we omit the proof.
Let * mean the spatial convolution and set f nν (x) := |x| −n+ν . Put w(x) = 1 + |x| 2 as before. The following proposition is useful to derive the time decay estimate for the nonlinear terms. Proposition 3.2. For any function u = u(t, x) for which the norm appearing on the right-hand side below is finite for every t ∈ R it holds that
Here γ and θ are multi-indices with γ = (
Proof. The inequalities (3.5) and (3.6) are well-known (see, e.g., Adams [1] on page 97). Inequality (3.7) is a special case of the Klainerman's one in [10] . The proof of (3.8) can be found in the section 3 of Hörmander [6] . Inequality (3.10) is the Hardy-Littlewood-Sobolev inequality (see, e.g., Hörmander [5] on page 117). Thus we have only to show (3.9). It is enough to show (3.9) for smooth functions. We start with the usual Sobolev inequality on the unit ball B
Then, making the change of variables x = ζy for ζ > 0, we see by a simple scaling argument that
Here and below B ζ means { x | x ∈ R n , |x| ≤ ζ}. As has been noted in Klainerman [10] (see [10] on page 115), the inequality
Here we have set Λu = (
where Λ γ u represents the vector formed by all
, we obtain from (3.11) and (3.12)
On the other hand, it follows from (3.8) that
Combining (3.13) and (3.14), we have proved (3.9).
Remark 3.1. The positive constant C = C n,s on the right-hand side of (3.5) depends on n and s. We put C 3 = max{C 2,2 , C 3,2 } for the argument in what follows.
Consider the global solvability of the linear problem
where n = 2, 3 and u − 0 is a solution to (1.3) with (u
. We put the assumptions on h as follows:
for any α with |α| ≤ 1 and
for any σ ∈ R. Then we obtain the following result.
Lemma 3.2. Assume (3.17)-(3.19). Then the following equalities hold:
,
Proof. Throughout this proof i means √ −1. We start by showing (3.20). Taking the Fourier transform and carrying out a few integrations by part, we obtain
On the other hand, we easily see that
Combining (3.26) and (3.27), we obtain (3.20). The proof of (3.21) is easy. Thus we omit it. We next show (3.22) . Integrating by parts, we see that
On the other hand, taking the Fourier transform, we get
Moreover, integration by parts yields
Combining (3.28)-(3.30), we obtain (3.22).
Next we prove (3.23)-(3.25). Repeating the same argument as in the proof of (3.20)-(3.22), we get
Applying (3.2)-(3.4) to the right-hand sides of (3.31)-(3.33), we obtain (3.23)-(3.25). Proof. The following three equalities are necessary to prove this lemma:
sin ωt ω ∂ j (x j g).
We may obtain these equalities easily by applying L j , Ω jk and L 0 to the formula
Then, taking care of (3.1) and with a simple equality x j ∂ k g = ∂ k (x j g) − δ jk g, we can prove this lemma without any difficulty. Thus, we omit the details of the proof.
Proposition 3.2. Let n = 2, 3. Suppose that h satisfies (3.17)-(3.19) and that f ∈ 2 k=0Ḣ
k,k (R n ). Put δ as in (2.1). Then there exists a unique solution u = u(t, x) to (3.15)-(3.16) satisfying
Proof. Put
for any σ ∈ (−∞, 0).
In view of (3.17)-(3.19) and Lemma 3.3 it is easily verified that u σ is a unique solution to (3.15) satisfying
Then it follows from (3.46)-(3.51) and (3.17)-(3.19) that
for any α with |α| = 1 and k = 0, . . . , n.
Since h satisfies (3.17)-(3.19), we see that
as σ → −∞. Clearly, z = ∂ t u, and u is a solution to (3.15)-(3.16). Moreover, since
by (3.17)-(3.19), it follows from (3.46)-(3.51) that there exists a function u kα = u kα (t, x) for every k, α such that
To show u kα = Γ α D k u we proceed as follows. Taking account of (3.53), (3.54), we easily find that
On the other hand, (3.56) implies that
In view of (3.57), (3.58) we see that
by (3.56), we find that
Repeating the same argument as in (3.57)-(3.59) for DΓ α D k u σ , we may conclude that
) for any α with |α| = 1 and k = 0, . . . , n.
Moreover, recalling (3.46)-(3.51),(3.55), we obtain
(j, k = 1, . . . , n),
In view of (3.17)-(3.19) it follows from (3.53)-(3.54) and (3.60)-(3.65) that
and
for all t < 0.
To complete the proof it remains to show
for all t < 0 for every a, b = n + 1, . . . , µ and k = 0, . . . , n. However, taking the assumptions on h into account and making use of (3.60)-(3.65), we can show (3.68)-(3.70) only by repeating essentially the same argument. In fact, proceeding as before, we obtain
with some constants C, C depending on a, b, k, j, α and a, b, k, α, respectively. Then we can conclude that Γ a Γ b D k u satisfies (3.68)-(3.70).
Finally we show the uniqueness. Let u 1 and u 2 be solutions to (3.15)-(3.16). Since u 1 − u 2 is a solution to (1.3), the energy conservation law for the free wave equation yields
But it follows from (3.16) that u 1 (σ) − u 2 (σ) e → 0 as σ → −∞. Hence we can conclude that u 1 (t) − u 2 (t) e = 0 for any t ∈ R. This implies uniqueness. Thus, the proof of Proposition 3.2 has been completed.
For the proof of Theorem 2.2 we need to consider the global solvability of the linear problem
Here u − is a solution to (1.3) with (u
k,k+1 (R 3 ). Set η as in (2.12). Then u − satisfies the following:
Proof. Taking care of Remark 2.1, we can prove this lemma in the same fashion as in the proof of Lemma 3.3. Thus, we omit the details.
k,k+1 (R 3 ). Put η as in (2.12). Then there exists a unique solution u = u(t, x) to (3.72)-(3.73) satisfying the following:
Carrying out integration by parts, we obtain
In view of (3.17)-(3.19), (3.77) we find from (3.83) that u σ is a unique solution to (3.72) satisfying
Since it follows from (3.19), (3.77) that
as σ → −∞, we see that
as σ → −∞. Moreover, (3.85) implies that u is a solution to (3.72) satisfying
To complete the proof it remains to show that u in (3.85) satisfies
for every a, b = 4, . . . , 10. Put
Taking account of the assumptions on h, we can show in quite the same way as in the proof of Proposition 3.2 that the problem (3.72)-(3.73) has a unique global solution u satisfying (3.88)-(3.90) and
for every α with |α| = 1, 2.
Here C and C are constants depending on α, β and α, β, j, respectively. Hence, we omit the details.
4. Proof of Theorem 2.1. We introduce the set X E of functions as follows: 
, X E is a complete metric space for any E > 0. We construct a solution to (1.1) in X 2C1δ with some C 1 > 0 by a modified iteration argument as in John [7] . The following proposition is an immediate consequence of Lemma 3.3.
Lemma 4.1. F (Du) has the following properties for any u ∈ X E with |Du| ≤ 1 (cf. (3.17)-(3.19)) :
Proof. We begin by showing (4.4). Taking (F.2) into account and making use of Klainerman's inequality (3.7), we see that
Moreover, in view of the chain rule and applying (3.7) with s = 2 and (3.9) with s = 1, p = 2, q = 4, we obtain for |α| = 2
(4.6)
Combining (4.5) and (4.6) leads us to (4.4). Let us next show (4.3). Applying Klainerman's inequality (3.7) again, we find that
This is just (4.3). Finally, we verify (4.2). However, (4.2) follows immediately from (F.2) and (3.5). Thus, we omit the computational details.
For any given v ∈ X E with |Dv| ≤ 1 let us consider the global solvability of the problem
Noting (4.1) and Lemma 4.1, we find from Proposition 3.2 that the problem (4.8)-(4.9) has a unique solution u = u(t, x) satisfying
) for any α with |α| ≤ 2 and k = 0, . . . , n, (4.12)
Taking δ small so that 2C 1 δC 3 ≤ 1 and C 4 (2C 1 δ) ρ ≤ C 1 δ (4.15) may hold, we can then define a sequence {u m } ⊂ X 2C1δ inductively by solving the problem
for m = 0, 1, . . . and u 0 = u − 0 . Employing a modified iteration argument as in John [7] , we will show that {u m } is a Cauchy sequence in X 2C1δ . 
Proof. For simplicity, we put u * m+1 = u m+1 − u m , u * m = u m − u m−1 . We have only to show (4.19) because the others follow with much ease. Since
by (3.53), we get, as in (4.5),
We next estimate Γ α D k u * m+1 for |α| = 1, 2 and k = 0, . . . , n. Taking account of (3.60)-(3.65) and applying (3.9) with p = 2, q = 4 and s = 1 as well as Klainerman's inequality (3.7), we see that
Moreover, by virtue of (3.71), we have
The estimate for the first term on the right-hand side of (4.23) can be done in quite the same way as before. However, in the case n = 3 with 2 < ρ < 3 the estimate for the second term becomes complicated because of the lack of smoothness in F . Set
Using Klainerman's inequality (3.7) and Hölder's inequality together with this one,
which is elementary, we see that
Note that a simple calculation shows 1/(4ε) > 1/6 for any ρ with 2 < ρ < 3. Then, applying (3.9) with p = 2, q = 4ε and s = 1 to the first term on the right-hand side of (4.24), we obtain
A simple observation shows −2(ρ − 2)/3 − 4{1/2 − 1/(4ε)} = −(ρ − 1) < −1, which together with (4.21)-(4.25) leads to the estimate (4.19).
Take δ still smaller so that
may hold, where C 9 = max{C j | 4 ≤ j ≤ 8}. Now we are ready to show that {u m } is a Cauchy sequence in X 2C1δ . It is enough to treat the case where n = 3 and 2 < ρ < 3. In view of (4.26) it follows from (4.21) that
{u m } is a Cauchy sequence in X 2C1δ . As we have mentioned at the beginning of this section, X 2C1δ is complete with respect to the metric d(v, v ) = v − v , {u m } thus converges uniformly with respect to t as m → ∞ toward a certain u ∈ X 2C1δ , which is a solution to (1.1) with the properties (2.2)-(2.6). Finally, uniqueness follows from (4.15), (4.19) and (4.21) in the case where n = 3 and 2 < ρ < 3 or from (4.15), (4.18) and (4.20) in the other cases.
We next prove the part (ii) of Theorem 2.1. Define for the solution u to (1.1) obtained above. Then, proceeding as before, we can verify that u + 0 is a solution to (1.3) with the properties (2.7)-(2.11). Uniqueness of the solutions to (1.3) satisfying (2.7)-(2.11) easily follows from the energy conservation law for solutions to (1.3). Thus, we have completed the proof of Theorem 2.1.
Proof of Theorem 2.2.
We denote by Z E the following set of functions: of functions k,k (R n ). Then there exists a positive constant δ 1 depending on n, ρ, A 1 and A 2 such that if δ ≤ δ 1 , then the problem (6.1) has a unique solution u in X Cδ with some constant C > 0.
Remark 6.1. We have succeeded in removing the assumption of spherical symmetry on initial data from Theorem 1 in Sideris [14] , where it was shown that when n = 3 and F = F (∂ t u, |∇u|), (6.1) has a unique global radial solution provided that f and g are small and spherically symmetric.
Next let us consider the Cauchy problem u = ∂ t G(u), t ≥ 0, x ∈ R 3 , u(0) = f, ∂ t u(0) = g. k,k+1 , we introduce the set Z E of functions
) for any α with |α| ≤ 2, u(0) = f , ∂ t u(0) = g, u Z = sup t≥0 u(t) 2,2 ≤ E}.
Endowed with the metric d Z = u − v Z , Z E is a nonempty complete metric space if η is sufficiently small relative to E. Repeating the same argument as in the proof of Theorem 2.2, we obtain
