Abstract -For solving linear ill-posed problems with noisy data regularization methods are required. We analyze a simplified regularization scheme in Hilbert scales for operator equations with nonnegative self-adjoint operators. By exploiting the operator monotonicity of certain functions, order-optimal error bounds are derived that characterize the accuracy of the regularized approximations. These error bounds have been obtained under general smoothness conditions.
Introduction
Ill-posed problems are encountered in many applications in science and engineering (see, e.g., [3, 9, 19, 21] ) and can often be modeled as an operator equation
where A ∈ L(X) is a nonnegative, self-adjoint operator with a nonclosed range R(A) and X is an infinite dimensional Hilbert space with inner product (·, ·) and norm · . For the sake of simplicity we assume that the operator A is injective and that y ∈ R(A) so that equation (1.1) has a unique solution x † ∈ X. In addition we assume that instead of y ∈ R(A) we have noisy data y δ ∈ X with y − y where B : D(B) ⊂ X → X is a densely defined (not necessarily bounded) self-adjoint strictly positive operator and α > 0 is the regularization parameter to be chosen properly. By the nonnegative real number s, which has also to be chosen properly, one can influence the strength of smoothness which one wants to introduce into the regularization process. Since B is strictly positive, the operator A + αB s has a continuous inverse. In particular, equation (1. 3) is uniquely solvable and the solution x δ α depends continuously on the data y δ . In the special case B = I, method (1.3) and generalizations to the general regularization scheme have been well studied in different works, see, e.g., [4, 9, 14, 21] . In the more general case B = I, see, e.g., [5, 6, 8] . In [8] in the case where α is chosen a priori by α = c δ (a+s)/(a+p) with some constant c > 0. For such order optimality results under a posteriori choice of the regularization parameter, see [5, 6] for the method of Lavrentiev regularization in Hilbert scales and [8] for a general regularization scheme in Hilbert scales containing Lavrentiev regularization as a special case. The link assumption m B
−a x Ax M B −a x of (1.4) has been introduced in [15] and is today a well-accepted tool for the study of regularization methods for ill-posed problems.
For problems with non-self-adjoint operators, a general regularization scheme in Hilbert scales has been studied in [3, 18] under conditions (1.4) and in [11] [12] [13] under more general conditions. The main aim of our paper is to adapt these results to a simplified regularization scheme in which Lavrentiev's method (1.3) is a special case. The paper is organized as follows. In Section 2 we introduce our smoothness assumptions that are more general than (1.4) and give some comment on order-optimal recovery. In Section 3 we consider a simplified regularization scheme in Hilbert scales in which Lavrentiev's method (1.3) is a special case, discuss some examples and provide appropriate error representations. In Section 4 we derive consequences from the smoothness assumptions by using the concept of operator monotone functions. Exploiting the operator monotonicity, the noise amplification error x δ α − x α is estimated in Section 5. In Sections 6 and 7 we derive convergence rate results for the regularization error x α − x † and for the total error x δ α − x † . We prove that by simplified regularization in Hilbert scales order-optimal convergence rates can be guaranteed provided the regularization parameter α has been chosen a priori. In the concluding Section 8 we treat the case of a posteriori parameter choice by the discrepancy principle.
Smoothness assumptions
We formulate our smoothness assumptions in terms of some densely defined unbounded self-adjoint strictly positive operator B : D(B) ⊂ X → X. We introduce a Hilbert scale (X r ) r∈R induced by the operator B (see [3, Section 8.4] ) in which, for each r ∈ R, X r is the completion of M := ∩ k∈R D(B k ) with respect to the norm x r = B r x , x ∈ M. For technical reasons, instead of B we will work with its inverse G := B −1 , which is a bounded linear, injective, self-adjoint and nonnegative operator with a nonclosed range R(G). Thus, the norm · r can be represented by
In addition, we shall make use of a function ̺ : (0, a] → (0, b] which is continuous and strictly increasing with ̺(0+) = 0, which, according to [7, 10] , is called the index function. Following are the two basic assumptions that we shall use throughout the paper. 
Assumption A2. For some positive constants E and p we assume the solution smoothness
Assumption A1 characterizes the smoothing properties of the operator A relative to the operator G and allows the study of problems with finitely and infinitely smoothing operators A in a unified manner. Typical index functions ̺ in applications are power type index functions ̺(t) = t a for problems (1.1) with finitely smoothing operators A and index functions ̺(t) = exp(t −a ), where the inverse ̺ −1 is of the logarithmic type for problems with infinitely smoothing operators A. Such problems appear, e.g., in inverse heat conduction. Assumption A2 characterizes the smoothness of x † in the Hilbert scale (X r ) r∈R . By using Assumption A2 we can study different smoothness situations for x † . Let us give some comment on order-optimal convergence rates for identifying x † from noisy data y δ ∈ X under Assumptions A1 and A2. Let R : X → X be an arbitrary method. Then, see [21] , the quantity
is called the worst case error of the method R on the set M p,E . An optimal method R opt is characterized by ∆(δ, R opt ) = inf R ∆(δ, R), and this quantity is called the best possible worst case error on the set M p,E . By using the ideas from [21] and [13, proof of Theorem 2.2], under Assumption A1(ii) the best possible worst case error can be estimated from below by
provided δ/(ME) is an element of the spectrum of the operator ψ p (G). This lower bound will serve us as a benchmark for the best possible accuracy for identifying x † from noisy data y δ ∈ Y under Assumptions A1 and A2.
Simplified regularization in Hilbert scales
We consider a simplified regularization scheme in Hilbert scales for the operator equations (1.1) with nonnegative and self-adjoint operators A in which the regularized approximations with exact and noisy data y and y δ , respectively, are defined by
Here s is some nonnegative number that controls the smoothness to be introduced into the regularization procedure described by the function g α : (0, T 2 ] → R which is a piecewise continuous nonnegative function with lim α→0+ g α (λ) = 1/λ. Different simplified regularization methods are characterized by different functions g α in (3.1). For deriving order-optimal convergence rates for x δ α − x † , besides Assumptions A1 and A2, we require some additional properties of g α , listed in the following assumptions, which are analogous to the corresponding assumptions in [21] .
Assumption A3. There exist nonnegative constants γ 1 , γ 2 such that the regularization function g α : (0, c] → (0, ∞) with c = T 2 satisfies
Assumption A4. There exist positive constants β and c β such that the residual function
Assumption A4 tells us that the regularization method (3.1) has at least a qualification of β. The maximal number β = β 0 for which A4 holds true is called maximal qualification of the regularization g α . For the concept of qualification, see [21] . In order to discuss special regularization methods that fit into the framework of methods (3.1) the formula
is useful which makes it possible to transform representation (3.1) into some equivalent form which is suitable for numerical computations. 
For this method Assumption A3 is satisfied with γ 1 = 1, γ 2 = 1 and Assumption A4 is satisfied with c β = 1/e for all β 1 and c β = β β e −β for 1 β < ∞.
Example 3.3 (Spectral method in Hilbert scales
). This method is characterized by g α (λ) = 1/λ for λ α and g α (λ) = 0 for λ < α. For problems with compact operators A and G the regularized approximation x δ α can be computed by
where {λ i , u i } i∈N are eigenvalues and eigenelements of the generalized eigenvalue problem
For this method Assumption A3 is satisfied with γ 1 = 1, γ 2 = 0 and Assumption A4 holds true with c β = 0 for all β > 0.
Example 3.4 (Iterative regularization in Hilbert scales). Iterative regularization methods are especially attractive for large-scale problems. As a special case of more general iterative regularization methods, we discuss the explicit iteration method in which x δ n is obtained by performing n iteration steps
This method is characterized by g α (λ) = [1 − (1 − λ) n ]/λ and α = 1/n. Suppose without loss of generality that G s A 1. Then Assumption A3 is satisfied with γ 1 = 1, γ 2 = 1 and Assumption A4 holds true with c β = 1/e for β 1 and c β = β β e −β for 1 β < ∞.
For deriving order-optimal error bounds for x δ α − x † with x δ α defined by (3.1) the following error representations with T = A 1/2 G s/2 are useful:
Exploiting the operator monotonicity
In this section we are going to derive some consequences of Assumption A2 by using the operator monotonicity of certain functions. Considering the error representations (3.3) we see that three types of estimates are helpful for deriving error bounds for the noise amplification error x δ α − x α and the regularization error x † − x α , namely estimates of the type
with certain functions f 1 , f 2 , f 3 and with some constant p > 0 from Assumption A2. We will derive such estimates from Assumption A1 by using the concept of operator monotone functions which is based on the concept of semiordering. Note that for two nonnegative, self-adjoint bounded linear operators S 1 , S 2 ∈ L(X) the semiordering S 1 S 2 is defined by (S 1 x, x) (S 2 x, x) for all x ∈ X, or equivalently, by S Our further study is based on several functions. The first function is
with ̺ from Assumption A1, a = G and nonnegative constant s 0 from (3.1). Four other functions f , g, h, w are the following:
. 
(ii) Let us consider the case s p. In this case, we have
(iii) Let us consider the case s 2p. In this case we have
The operator monotonicity of f 2 implies the operator monotonicity of w 2 since w 2 = (f 2 ) (s−2p)/s and 0 (s − 2p)/s 1.
] is increasing since 1/g and √ λ/f (λ) are increasing.
(iv) Let us consider the case p s 2p. In this case, the operator monotonicity of f 2 implies the operator monotonicity of g 2 since g 2 = (f 2 ) (2p−s)/s and 0 (2p − s)/s 1.
In our next proposition we derive some estimates using Assumption A2. Proof. We only prove (4.3) and (4.4), the proofs of (4.5) and (4.6) are similar. Assumption A1(i) may be written in the form m 2 ̺ 2 (G) A 2 . Since t → √ t is operator monotone, we have m̺(G) A, or equivalently,
which may be written in the equivalent form ̺(G)G s T * T /m. By using the function ψ s defined in (4.1), the above estimate leads to
Since f 2 is assumed to be operator monotone and since
m) which gives (4.3). Next, let us prove (4.4). Since t → −1/t is operator monotone, we conclude from
. Replacing x by G s/2 x, we get (4.4). Finally, let us consider the case where A and G are commuting operators. Then, T * T and G are also commuting operators. Consequently, also ψ s (G) and T * T /m are commuting operators. From [2, Proposition 8.1] we know that for nonnegative self-adjoint bounded linear operators S 1 , S 2 with S 1 S 2 = S 2 S 1 and arbitrary index functions f 2 the inequality S 1 x S 2 x implies that f (S 1 )x f (S 2 )x . We apply this result and obtain from (4.7) the desired results (4.3) and (4.4).
Example 4.1 (Finitely smoothing case). Let us assume that A and G are linked by one or both of the Assumptions A1(i) and A1(ii) with some power function ̺(t) = t a where a is some positive constant. Such situations occur, e.g., when A = G a , but may also hold in more general situations where A is not a function of G, see [2] . In this case the function ψ s defined in (4.1) takes the form ψ s (t) = t a+s . Since ψ −1 s (λ) = λ 1/(a+s) we obtain that f , g and w defined in (4.2) have the representations
respectively. Power functions λ → λ ν are operator monotone for 0 ν 1, see [1] . Hence, under the natural side conditions p 0, a > 0 and s 0 we obtain that f 2 is an operator monotone function for s 0, that g 2 is an operator monotone function for s 2p 2s + a, and that w 2 is an operator monotone function for 2p s. The above functions are increasing under the following weaker side conditions: s 0 for f 2 , s 2p for g 2 and s 2p for w 2 .
The noise amplification error
In this section we use the error representation (3.3) and the two estimates (4.3) and (4.4) for estimating the noise amplification error x δ α − x α . Proposition 5.1. Let f be defined by (4.2) with s 0 and let Assumptions A1(i) and A3 be satisfied. If f 2 is operator monotone, then
with k 1 = max {γ 1 , γ 2 }. If the operators A and G commute, then estimate (5.1) holds true without the assumption f 2 to be operator monotone.
Proof. We use (3.3), (4.3) and (4.4) to conclude that
Now we distinguish two cases λ α and λ < α. In the first case of λ α, we use Assumption A3(i), take into account that f 2 (λ)/λ is decreasing (see part (i 1 ) of Remark 4.1) and obtain
In the second case of λ < α, we use Assumption A3(ii), exploit that for s 0 the function f is increasing and obtain
Hence, from (5.2) we obtain (5.1). In the commuting case, the result of the proposition follows from Proposition 4.1 and the fact that, for s 0, the function f is increasing. 
Low-order regularization
In this section we treat the case of low-order regularization in which the parameter s in the regularization scheme (3.1) and the parameter p in Assumption A2 that characterizes the solution smoothness are related by 0 s 2p. In the first step we estimate the regularization error x α − x † . In the second step we present order-optimal error bounds for the total error x δ α − x † provided α has been chosen properly. It is to be mentioned that, in this section, we do not require the link condition (ii) in A1.
Proposition 6.1. Let f and g be defined by (4.2) with 0 s 2p and let Assumptions A1(i), A2 and A4 be satisfied. If f 2 and g 2 are operator monotone and if f (λ)g(λ)/λ β is decreasing, then
with k 2 = max{1, c β }. If the operators A and G commute, then estimate (6.1) holds true without the assumption that f 2 and g 2 are operator monotone.
Proof. We use (3.3) and estimates (4.3), (4.5), exploit the Assumption A2 and obtain
We consider two cases of λ α and λ < α separately. In the first case of λ α, we use Assumption A4, take into account the fact that f (λ)g(λ)/λ β is decreasing and obtain
In the second case of λ < α, we use the estimate r α (λ) 1, which follows from the nonnegativity of g α , exploit that due to part (i 4 ) of Remark 4.1 the function f (λ)g(λ) is increasing and obtain
Thus, from (6.2) we obtain (6.1). In the commuting case, the result of the proposition follows from Proposition 4.1 and by observing that for 0 s 2p the functions f and g are increasing.
By using Propositions 5.1 and 6.1 we now derive order-optimal bounds for x δ α − x † in the low-order case of 0 s 2p provided α is chosen a priori by
Lavrentiev-type regularization in Hilbert scales 287 Theorem 6.1. Let f and g be defined by (4.2) with 0 s 2p and let Assumptions A1(i), A2, A3 and A4 be satisfied. If f 2 and g 2 are operator monotone and if f (λ)g(λ)/λ β is decreasing, then for the a priori parameter choice (6.3),
4)
where k 3 = max{γ 1 , γ 2 } + max{1, c β }. If the operators A and G commute, then estimate (6.4) holds true without the assumption f 2 and g 2 to be operator monotone. Proof. The parameter choice (6.3) can also be written in the form
We use Propositions 5.1 and 6.1, exploit the parameter choice (6.5) and obtain
From (6.5) we have ψ
. Hence, (6.6) provides (6.4). Remark 6.1. Since the link function ̺ of Assumption A1 is defined on (0, a], it follows that f (λ)g(λ)/λ β is defined on (0, a s ̺(a)]. The assumption f (λ)g(λ)/λ β to be decreasing on this interval can be weakened in Proposition 6.1 and Theorem 6.1. It is sufficient to assume that f (λ)g(λ)/λ β is decreasing on a small interval λ ∈ (0, ε/m]. In this case, it can be shown that the error bounds (6.1) and (6.4) hold true with c β replaced by the larger constant
Example 6.1. Let us consider the finitely smoothing case discussed in Example 4.1. For this example, f 2 is operator monotone for s 0, g 2 is operator monotone for s 2p 2s + a and f (λ)g(λ)/λ β is decreasing for p β(a + s). Applying Proposition 6.1, we obtain that for 0 s 2p and p min{s + a/2, β(a + s)} the regularization error can be estimated by
with k 2 = max{1, c β }.
Using the parameter choice α = m δ mE (a+s)/(a+p) of (6.3), Theorem 6.1 provides under the side conditions 0 s 2p and p min{s + a/2, β(a + s)} the order-optimal error bound
In the case of commuting operators A and G, Theorem 6.1 tells us that the order optimal bound (6.7) holds true under the weaker side conditions 0 s 2p and p β(a + s).
High-order regularization
In this section we treat the case of high-order regularization in which the parameter s in the regularization scheme (3.1) and the parameter p in Assumption A2 that characterizes the solution smoothness are related by s 2p. For s > 2p, the function g 2 from (4.2) is not an operator monotone function. Therefore we have to work with estimate (4.6) instead of (4.5) which requires w 2 to be operator monotone. Note that due to part (iii 1 ) of Remark 4.1 the operator monotonicity of w 2 follows from the operator monotonicity of f 2 .
hold true where the constants k 3 and k 4 in the error bounds (6.4) and (7.5) have to be replaced by some larger constants. If p and ψ p are also unknown, then a posteriori rules for choosing α may be used, see [4] [5] [6] for the method of Lavrentiev regularization, [8] for the general regularization scheme (3.1), and influential contributions [16, 21] for the general regularization scheme (3.1) in the special case B = I. For some rules which have the remarkable property of quasi-optimality in the special case B = I, see the recent paper [17] .
In the discrepancy principle (see, e.g., [3, 20, 21] ), the regularization parameter α = α D is chosen as the solution of the nonlinear equation
with C 1. For questions concerning the existence of a unique solution α = α D of equation (8.1) see [21] . We will show in this section that for this a posteriori rule the order-optimal error bounds of Theorem 6.1 and Theorem 7.1 hold true for the restricted range p s.
8.1. Estimating the regularization parameter. From (3.1) we obtain that
This identity is useful for estimating α D in terms of δ. However, in addition we need some further estimates, as given in the following proposition, the proof of which is along the line of Proposition 4.1. Proposition 8.2. Let Assumptions A1, A2 and A4 hold, let β 1, let f , g, h and w be defined by (4.2), let f 2 be operator monotone and assume s p. Let α = α D be the solution of (8.1). Then,
where k = 1 for s 2p and k = M/m for p s 2p. If the operators A and G commute, then estimate (8.6) holds true without the assumption f 2 to be operator monotone.
Proof. Let α = α D be the solution of (8.1). By the triangle inequality and (8.2) we have
For estimating s 1 we use both estimates (8.3) and (4.4) and obtain
Since the function f (λ)/ √ λ is decreasing (see part (i 1 ) of Remark 4.1), it follows that f (λ/m) M/mf (λ/M). Thus, from (8.8), using the relation r α (λ) 1, we obtain
Now, let us consider the cases (i) s 2p and (ii) p s 2p. From part (iii 1 ) of Remark 4.2 we see that the function w 2 is operator monotone in the case (i) of s 2p. For estimating s 2 in the case (i) we use both estimates (8.3) and (4.6) that require operator monotonicity of f 2 and w 2 and obtain For the further estimation of (8.13) we distinguish the two cases λ α and λ < α, proceed as in the case (i), use instead of (4.6) estimate (4.5), and obtain (8.6) for the case (ii). In the commuting case, the result of the proposition follows from Proposition 4.1, Proposition 8.1 and the proof in the non-commuting case by observing that (i) for s 2p the function f is always increasing and (ii) for s 2p both functions f and g are always increasing.
8.2.
Error bounds with respect to the norm in X p . In this subsection we prove that x δ α − x † p is bounded for the parameter choice α = α D .
the proof in the non-commuting case by observing that the function f is always increasing. In the low-order case (ii) of p s 2p, we proceed analogously and obtain again (8.14). For deriving order-optimal convergence rates for x δ α − x † , we use both estimates (8.14) and (8.20) and apply interpolation techniques as outlined in [13] . We start with following auxiliary result which is similar to [13, Prop. 2.1].
