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A new algorithm for summing divergent series 
Part 1. Basic  theory  and i l lust rat ions  
L. R. Shenton (*) and K. O. Bowman (**) 
ABSTRACT 
If S( l /n)  is a descending series in n for a Stieltjes cont inued fraction, polynomials A(n), B(n) are 
chosen so that A(n) + B(n) S(1/n) has a set o f  coefficients o f  powers o f  n (and n - l )  equal to 
those in a given divergent series T(1/n).  The polynomials A(n), B(n) are related to the cont inued 
fraction convergents. A number o f  choices o f  S are discussed and asymptot ic  formulae developed. 
1. INTRODUCTION 
In the last few years the present authors ([19], [20], 
[21], [7]) have carried out a study of Taylor series 
developments in terms of the sample size n, for 
moments of statistics, the ultimate aim being to con- 
struct approximants to their percentage points. A few 
examples will illustrate the type of problem involved. 
Essential details are given in [19]. 
The skewness statistic ~fb I is defined as 
d-b1 m3 j ~=1 (xj - x--)3/n 
- ~/2 - 
m 2 ~r {. ~ 1 (xj - ~) 2In }3 
J= 
where (Xl, x 2 ..... Xn) is a random sample from a 
specified population whose moments exist. The 
powers of ~rb I may be expanded in a Taylor series of 
I "t 1, 
three arguments Yl = m ~ - #1' Y2 = m2 -/~2' 
¢ I 
Y3 = m~ -//~ where m~ = 2; x. s/n and ~m'  s = Us;  
J 
after taking expectations and rearranging, we are led 
to a series in descending n for a moment. For example, 
E(~b 1) = I I " "  I d'b I f(x 1) f(x 2) . . -  f(x n) dx 1, 
n-fold 
dx 2 . . .dx  n%~0 + + 02 +. . .  
n n 2 
In particular [7], ff the population sampled is one of 
the Pearson system with 'f~l = 0.4, ~2 = 2.4, then 
the mean value of the skewness has the expansion 
E,fb 1% 0.4 0.89 3.63 3.08 7.43 (5) 
n ÷''" ng 
(la) 
Similarly, for the eighth central moment, we have 
#8(d-bl) = E(,fb I - E,fbl )8 
% 3.97(3) + 8.35(4____~)+ . . .4 2.26 (8) 
n 4 n 5 n 8 
( lb) 
In (1), superscripts refer to powers of 10 by which 
the entry is multiplied. 
For further illustrations see [7] and [20]. In some 
cases expansions involving terms as high as n -30 are 
available but these are specialized;the limitation to 
terms of order n-8 or so is purely a matter of storage 
on digital facilities (most of our work has been per- 
formed on an IBM System 360, Model 91), it being 
theoretically possible to determine t rms of any order. 
We have used series uch as (1) to assess moments, the 
first four moments then being used to approximate he 
distribution of the statistic oncerned. The variable n
has been adjusted to be large enough to damp out the 
last few higher order terms; validation has to depend 
in general cases on Monte-Carlo simulation (this may 
prove to be uneconomical ff an appropriate efficient 
random number generator to generate random numbers 
from a specified population isnot available; in any case 
massive runs may be required to pin down approximat- 
ely a value with a given accuracy. 
Our interest is in summing divergent series which arise 
as an integrated form of a multivariate Taylor series. 
The algebra to produce terms of order 3 or 4 in the 
sample size is so prohibitive that digital computation 
is needed. Thus a function of the second sample moment, 
say f(m2), would be expressed as a function of the 
deviates x =m~-#~, y =m~-/ /~ where m'r=~ xjr/n 
and expanded as a bivariate series, assuming this per- 
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missible, and assuming the existence of the moments 
of the population sampled. We have approached the 
subject cautiously and have only looked at Pad6 ap- 
proximation from an experimental point of view. 
However, in the last few years the developments in 
the Pad6 technique have been so remarkable and ex- 
tensive (see for example [2], [3], [8], [11], [12], [14]) 
that we have taken a new look at the subject, especial- 
ly from the summation point of view. 
In passing, we recall an example of ours which sub- 
scribes to the completion of series concept (see Van 
Dyke [9], [10] ; also Gaunt and Guttmann [11]). For 
the maximum likelihood estimator ofp in the 2-para- 
meter gamma density 
f(x) = e -x/a (x/a)P-1/ap(p) a,p > 0 
we have shown [6], when p _- 1 for example, 
E(~-p)/p % 2.4632 + 7.236_____11 + 21 .8 J  + 65.397 
n n 2 n 3 n 4 
transforms (2) into the form 
E(n) =I0" e -t  {aT0 ktal+___ k ta2(2  -~2 
n T 2 n T 3 ) +""  } dt 
(T = 1 + kt/n)  
in which we use sums of series such as 
oo 
s x s-1 = ( l -x )  -2 , ~ s 2 x s-1 = 2(l_x)-3_(1_x)-2, 
1 1 
and so on. 
Now if/~s = k [oo t e -t  - -  dt 
n 0 T s 
f0 °° e -t  dt e -t dt f -  
then/~s = TS-1 0 T s 
- t  e - t  dt But I e dt _ n n I 
0 T s k(s -1) k (s- l)  0 TS-1 
+ 195.02+ 587.21 
n 5 n 6 
and the series clearly exhibits a mimicry of a geo- 
metric progression with ratio nearly three. Our ap- 
proximation [6, p. 21, (22.2)] was the continued 
series 
E([~-p)Ip = Z, + 
s=l  n s n 5 (n- 3) 
where p~l), s = 1, 2 . . . .  ,6 are computed values, and 
this gave satisfactory results when compared with 
Monte-Carlo simulations. Similar extensions were 
used [6, p. 25, (28.2) and (29); p. 26, (30-1)] for 
higher moments. It is not always possible to detect 
such patterns and our experience is rather negative 
in this respect. 
The germ of the algorithm we describe here developed 
out of a study of the treatment of certain divergent 
series occurring in perturbation series for an anhar- 
monic oscillator given by Bender and Wu [5, Ap- 
pendix D in particular]. We tried Borel summability 
on the series 
E(n) = ~ (-1) s es/n s 
0 
in the form 
E(n) = l "~e-t (c o - c lk t /n  + c2 k2t2 / n2 +. . .  } dt 
0 
(k > 0) (2) 
where c s = es/(kSs !), using the case (la) in particular. 
Since only a finite set of coefficients were available, 
we set 
m 
Cs _ ~ ar s r (m a positive integer) 
--r=0 "s = 0, 1, 2 , . . .  
and solved the linear system for (a r }. This now 
e- t  
/2 s ="s_ l (n )  + ~s_1(n) f ;  dt SO T (3) 
where 7rs_ 1(" ) and #s_l(:- ) are real polynomials in n 
of highest degree s-1. The integral in (3), being a 
Stieltjes transform, we now consider an algorithm of 
the form 
r e S 
nZrr_l(n ) +~(n) fb do(t) % G (4) 
a n +t  s=0 n s 
where  
; ¢rr_ l (n )= 0 ~ b sn s r 
~r(n) = ~ c s n s 
0 
and the (2r+ 1) coefficients are found from the 
equivalence of the coefficients of n r, n r-  1 . . . . .  n -r in 
(4). 
The o(t) function is in general a non-decreasing func- 
tion of t with infinitely many points of  increase. The 
many potential choices of this function raise interest- 
ing questions as to the convergence of the algorithm. 
In the sequel we show that or(. ) and $(- ) are uniquely 
determined in terms of the convergents of the J-frac- 
tion development of the Stieltjes transform in (4) (see 
for example [25, p. 196]). 
Our object here then is to establish the basic algorithm, 
discuss its properties and give a number of illustrations. 
Since our aim is the application to the summation of 
divergent (or slowlylconvergent ) series, we shall not 
attempt arigorous mathematical treatment; our im- 
pression at this stage is that convergency proofs in a 
general background will be demanding. 
In the sequel to this part, we expect o discuss applica- 
tions to the summation of statistical series. 
We would like to point out to the reader that the 
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sources we quote for the illustrative continued frac- 
tions used in many cases may not cite the original 
author. Many of  them are due to Stieltjes [23] and 
are quoted in Perron [15] and Wall [25]. 
2. PRELIMINARIES 
The 2r+ 1 unknowns in the polynomials are now deter 
mined by equating the coefficients of nr through n-r 
in the asymptotic expansion of (8) to the correspond- 
ing coefficients in E(n); thus the coeffldents e0, e I . . . .  
e r are reproduced exactly in F,  the remaining r being 
used to annihilate terms in #r-1" 
Let the power series, in descending n,
E(n) = 0 ~ Cs(-1/n) s
be a Stieltjes eries, so that the determinants 
As = Ici+jli, j = 0, 1 . . . . .  s -1  
Bs= Ic i+ j+l l i ,  j =0,  1 . . . . .  s-1 
(s = 1, 2 . . . .  ;A 0 =B 0 = 1) 
are positive for s > 0. This implies there is a correspond- 
ing Stieltjes continued fraction (c. f.) 
R (n) -  bl  b2 b3 b4"  
n+ 1+ n+ 1+ • • - (5) 
with b s > 0. Moreover, if X b s = ~, then the c. f. con- 
verges to an analytic function R(n) in the whole n- 
plane outside the cut from 0 to -~, and there is the 
Stieltjes transform representation 
R(n) =f"  do(t) (6) 
0 t+n 
where o(t) is a non-decreasing function with infinit- 
ely many points of increase, and such that 
Cs=f ;  ts do(t)  
IfC s = Xs (n) / tos(n) is a convergent of (5) (X 0 = 0, 
X 1 = bl ;  to o = 1, to1 = n), then it is well known that 
for real and positive n, 
C 2<C 4<C 6 . . .R (n)<. . .C  5<C 3<C 1. 
3. THE ALGORITHM 
Let E(n) = ~ es/n sbe an arbitrary power series, and 
define 
/0 ~ do(t) Fr (n; °) = n 0r- l (n)  + ~br (n) l+t /n  (7) 
where ~b r -1(" ) and ~br(- ) are polynomials with real 
coefficients of degrees r -  1 and r, respectively; an 
alternative form is 
Fr(n; o) = n {#r_l(n) + ~br(n ) R(n)} (8) 
where R(- ) is defined in (6); o(t) is assumed known. 
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3.1. Expression for ~r 
Define 
_~ a~r) s (a~ r )~ 0) (9) ~br (n) - 0 n 
where the r + 1 coefficients are determined from the 
sytem 
r a( r
s=u ~^ (-1)s ) /ai+s = (-1)i ei (i . . . .  0, 1, ,r) (10) 
where the moments (assumed to exist) are defined by 
/a s = f "  t s do(t) 
0 
To solve (10), we introduce the system (Ps(t)) of 
orthogonal polynomials associated with o(t), where 
Ps(t )=  ~ p(S) ts-m (p(S) =1)  
m=0 m 0 
Note that R(n) given in (5) has the J-fraction develop- 
ment 
R(n)--  aO al (11) 
n+0~ 1 - n+a 2 . . . .  
the sth convergent being C2s = X2s(n)/CO2s(n) in rela- 
tion to the Stieltjes c. f. (5), and 
as = b2s b2s + 1 (s > 0) 
as =b2s-1  +b2s  (s > 1) 
with a 0 = bl,  a I = b 2. 
It is well known that 
Ps (-t) = (-1) s to2s(t) 
Now (10) is equivalent to 
r m (r) 
t s (m~=0(-l) a m t m)  do(t) =(-1)Ses 
and so suggests writing 
r 
~r(n) =s~0 cs Ps (-n) (12) 
with 
r 
l"Ps(t)  ~^ c s Ps(t) do(t) = (-1) s ¢O~s (13a) 
0 S=U 
153 
where 
2s es es-1 "'" 
Hence if 
I~  p2(t) do(t) =h s 
0 
then 
Cs hs = (-1)s 60:~s (13b) 
Note that from Wall [25, p. 195] h s can be found 
from the c.f.'s (5) or (11) as 
h s = a 0 a 1 ... a s 
= b lb2- . .b2s+l  
Moreover, 60* is a functional related to 602 and 2s s 
(14) 
03 ~ ~___ 2s I C°2s (t) d~(t)  ten 
= (-1)s I Ps (-t) drY(t) 
ten 
where 
e = I t rd~2 (t) 
r ten 
Thus ~ (t) merely implies the replacement of powers 
of t by corresponding coefficients of powers of n -1 
in E(t) (we symbolically denote this by ten; see Wall 
[ 25, pp. 192-196] ); it could also imply actual integra- 
tion. For example, if E(n) = n/(n+X), then 60~s = 
CO2s(-X); if E(n) = 1 - l!/n + 2 !/n 2 .... then 
60"2s = ]0**602s(-t) e-t dt; if E(n)= n log (1 + l/n), 
then 60" = f l  2s 0 602s C-t) dr. 
Returning to (12) and (13b), we have 
r 
~r(n) = 1~ (-1) s ps(-n) 60~s/hs 
s=0 
r 
=s=02; ¢02s (n) 60~s/hs (15a) 
3.2. Expression for ¢r_l(n) 
Let 
r 
~br_ l (n )= 1 ~ B s n s 
Then from (8) 
i r -m 
B m+ 2; (-1) s - la  (r) , 0 (m=0,1 ..... r - l )  s= l  s+m ~'s-1 = 
Br + a~r) /a 0 =0 
Thus 
~br_l(n) =-gt0 (a~ r) +na~ r) + . . .  + nr': l  a~r)) 
+n a/3r) + +nr-2 act), 
" ' '  r _ l /  
+ ... + ( - I )  r-1 a~ r) /ar_ 1 
= J'0** (-a~r) - (n- t )a~r) - (n2-nt  +t 2)a(3r)-"" }d°(t) 
do( t ) _  {a~r)(n+t)_a(2 r) (n2 t2)_a(3r)(n3 t3) 
= f n+t  
+...} 
= y** [~r (-t) - ~kr (n)] do(t) 
0 n+t  
r [Ps C-n) - Ps (t)] 
= - [O do (t) Z ,  c s s=u n + t (15b) 
using (9) and (12). But it is well known that the coef- 
ficient of c s in (15b) under the summatory symbol is 
(-1) s X2s(n), relating to the numerators of the c.f. in 
(1 1). Hence 
r 
~br_l(n ) =-  2; X2s (n) 60~s/hs (16) 
s=0 
and bringing together (8), (15), (16), we are led to : 
3.3. Formal theorem 
Given the Stieltjes c.f. 
R(n) =f** do( t ) _  bl 
0 t+n n+ 
b 2 X s (n) 
(._ - -  ) (17)  
1 + ... 60s (n) 
and the power series 
E(n) =s~0 es/ns 
then the sequence {F2r (n; 0)}, where 
V2r(n; o) = n ~ [602s (n) R(n) -Xzs(n)160~. s 
s=0 blb2b 3 ... b2s+l  
(17a) 
converges to E(n). Similarly for the "odd sequence" 
. r [X2sq_l(n)-- ¢.O_22s_+.1(n___~ ) R( __n)]60~s+l._ 
F2r+l(n; 0) = e 0 t s~ 0 blb2b3 "'" b2s +2 
(17b) 
To determine 60* s' we replace powers ofn in 60s by the 
corresponding coefficient in E(n). For example, 
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60 0 (n) = 1 
o~ 1 in) = n 
c02(n) = n+b 2 
w 3 (n) = n 2 + n (b 2 + b3) 
and so on. 
* =e0 -+ 600 
*~e 1 "+601 
-+60~ = e I +b  2 e 0 
* =e2+e 1 -+ 60 3 (b 2 +b 3) 
In case the c.£ is given in the form preferred by 
Stieltjes, namely, 
R(n) - 1 1 1 
k3n+...(ks> 0, ~ k s = *'7 k ln+ k2+ 
(18) 
if the convergents of this are Xs(n)/63s(n), the then, 
sequences 
r ^ ^ ^ 
t32 r (n) = n s~0k2 s+ 1 [602s (n) R(n) - X2s(n)] 602s 
(18a) 
r ^ 
l~2r+l(n) = e 0 +sX0k2s+2[X2s +1 (n) 
- ~2s+1 (n) Rin)] ¢°2s +1 (18b) 
formally converge to E(n) as r -+ **. Note that a3 s is 
derived from 60s(n) in the same way as 60* is derived 
from 60s(n); thus d 0 = e 0, d l  - k le l '  
032 = k lk2e  I + e 0' etc. In case the J-fraction form 
i117 exists whereas there is no Stieltjes form, then 
the formal theorem is that 
r [60s(n) R(n) - Xs(n)] 60s 
F in ;o )=n ~ (19) 
s=0 a 0 a I ... a s 
converges to Ein ), where the s th convergent of (11) is 
Xsin)/60s(n ), and 60~ = ao, 60~ = e I + a I Co, etc. 
It is also possible for the c.f. to take the form 
Rin ) _b l  b2 b3 (20) 
n+ n+ n+ "'" 
referred to by Wall [25, p. 200] as an S-fraction. In 
this case, the sequence {S2r(n ) ), where 
r [602sin) RCn)-X2s(n)] 60~s 
S2r(n ) = n 
s=0 b lb2  " "b2s+l  
converges to E(n 2) = e 0 + e 1/n 2 + . . . .  where 
600=e 0 , 602=el+b2e 0 
60z; = e 2 + (b 2 + b 3 + b 4) el + e0 
(21) 
etc .  
Note in passing, that versions (17), (18), (19) and (21) 
can be made more general by replacing n by n/k in 
F (n ;  o7, where k > 0. E(n) remains unaltered but 
60*now takes k into account. For example, in (17) 
• . . =b2e0+ el /k ,  60 0 = 1, 601 = e l /k '  602 
60; = (b 2 + b3) e l /k  + e2/k2.  We shall refer to this 
generalization as the k-modified version and use 
Fr(n/k; 07. Note also that, if E(n) is the expansion of 
• oo 
R(n), then 602s' s > 0 are zero since SO ps(t) do(t) = 0, 
s > 0;but 60 0 = e 0 = b I so F2r(n;o ) reduces to 
nR(n) as it should. 
4.  PROPERT IES  
General properties are difficult to define. A conjecture 
would be that : I f  the Stieltjes c.f. in (1 7) converges 
and irE(n) has a Stieltjes c.f. development which con- 
verges, then Fr(n; o) converges to E(n). 
However, there are several other possibilities. For 
example :
(a 7 E in) not Stieltjes summable, but F converges; 
(b) E(n) convergent, F r divergent; 
(c) Rin ) as a series not Stieltjes ummable, but F r 
converges for a class of E in). 
To show the generality of the algorithm, we shall give 
in varying degrees of detail a number of illustrations. 
It should be kept in mind that our interest is in the 
assessment of E in7 for real positive n, generally an 
integer exceeding five or so, rarely as small as n = 1. 
4.1. Expression for a Remainder 
Using the well-known expression for the partial numer- 
ator o fa  c.f. (see Szeg6 [24, p. 55], we have 
Ps(t) do(t) 
602s(n7 R(n)-×2s(n) = (-1) s I :  ~qZi  
r Ps(t) ps(-X) do(t) dI2(x) 
F2r(n;o)=n ~ J'** f 
s=0 t=0xen h s (n +t  7 
[Pr+l(t) Pr(-X)-Pr(t) Pr+l(-X)] dolt ) d~2(t) ' 
h r 0 xen (n +t )  (x +t  7 
i22) 
from the theorem of Darboux [24, p. 43]. This result 
is symbolic in the sense that I2 (x) refers to an operator. 
An alternative to (22 7 is 
h 
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=n---S R(n)!~2r+2(x)co2r(n)-co2r(X)t,O2r +2(n)] d~(x) 
2r(n;O) h r xen x -n  
+ h-- 7/~en [co2r(X) X2r +2(n)x-n -a'b-'r +2(x) X2 r(n)] d~ (x) 
+ n S d~2 (x) 
xen n - x (23) 
For example, if E(n) = n/(n + 1), then the operator 
~2 merely consists in replacing x by -1. Thus 
F2r (n; o) - n + n n+l  n+l  " Rr(n) 
where 
R r (n )= co2r(-1) ~br+l(n ) - co2r+2(-1) ~br(n ) 
and 
Cr(n) = (CO2r(n) R(n) - X2r(n))/hr 
Hence the algorithm will converge to n/(n+ 1) for 
values of  n for which Rr(n ) o 0 as r -~ **. 
The formula (23) is not very useful and requires an 
expression in closed form for cot and Xs, and these 
may not be available in general. 
3.4. Notation used in the sequel 
For brevity, we shall use 
COs(n ) R(n) - Xs(n ) 
fs (n; o) _ 
b I b 2 ... bs+ 1 
(24a) 
where X s, co s are the numerator and denominator con- 
vergents of  a Stieltjes c.f. whose partial numerators 
are b 1, b 2 . . . . .  
Similarly 
~s(n; o) = ks+l [&s(n  ) R(n) - Xs(n)] (24b) 
for a Stieltjes c.f. whose partial numerators are unity 
and partial denominators k 1, k 2, . . . .  fs and fs will 
be used ffthere is no ambiguity. For the limiting 
values we use Fe(n; o) for F2r(n; o) as r ~ **, with 
a similar meaning for F 0 (n; o) and the odd sequence 
(17b). 
Again, we shall use W(t) and W*(t) for the convent- 
ional generating functions (g. f. 's) 
We t) = ~ co2s(n) tS/s! 
(t) = £ W*2s ts/s ! (25) 
Similarly W0(t) --s=1 ~ ¢°2s-1(n) t s -1 / ( s -1 )  '. with 
an obvious extension to W~ (t). There are, however, 
occasions when these must be modified, in which 
case we use Wm(t ) and W*(t). 
5. ILLUSTRATIONS : THE GAMMA INTEGRAL 
5.1  
We consider [25, p. 355] 
-t  ta -1  dt R(N) = I** e 
0 t+N 
where 
(N=n/k ;a ,k '>0)  (26) 
R(N) -  1 a 1 a+l  2 a+2 (26a) N+ 1+ N+ 1+ N+ 1+ ... 
1 1.a 2.  (a+ 1) (26b) 
N+a-  N+a+2-  N+a+4-  ... 
For a = 1, R (N) reduces to an exponential integral, and 
R(N) =Ne N E I(N) 
where 
E 1 (N) = f~(e-X/x)  dx 
5.2 
The residual rs (n) = n {R (n) 6o 2 s (n) - X 2 s(n) } for the 
c.f. (26b) issuch that for s = O, 1 . . . . .  
ns! e - t  t s+a-1  dt 
rs(n) S o ( t+n)S+l  
An alternative form found by using a result in Wall 
[25, V. 3551 is 
a P (8+a)  e - t  t s dt (26c) 
r s (n )=n P(a) Sg ( t+n)S+a 
Indication of  proof. 
We have 
n s! e - t  
r s - ( s+a)  P(a) S0** ( t+n)S+l  d ts+a 
r s+ l  n rs  +r  s 
s + a s+-a 
where 
• n s! e - t  t s+a-1 dt 
r s ~ S ~ 
(s+a) P (a) 0 ( t+n)  s 
(27a) 
_ ns! e-t t s+a-2  1 
(s+a) P(a) fg {(t+n)S-1 (t+n) s 
for s > 1, so that 
(s+a) rs =-nSrs - l+S(s+a-1)  rs-* 1 
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Eliminating r* from (27a) and (27b) yields 
rs+ l_ - (n+2s+a)  rs -S (s+a-1) rs_  1 (s> 17 
But r 0 = nR(n) , r  l=n[R(n)  602 (n)-X 2 (n)] are 
emily verified. From (26c 7 it follows that formally 
e -t ~^(_ t )s ~°*2s dt 
F(n; °) = na I0 (t +n)a s=u t +n s! 
Hence introducing the g.f. of CO~s from (25), we have 
after a trivial transformation, 
-n t  
E(n) - -n l  ~ e W*( t )dt  (28) 
0 (1 +t)  a 1 +t  
which condenses in one equation the three aspects of 
the algorithm : 
(i) R(n), (ii) E(n) and (iii) the interfacing sequence 
(60~s}. From the Laplace transform technique, we 
have 
W*(t) - 1 l 'Y+i~ent/(1-t) E(n) dn 
21r i (17t)a ~/-ioo n 
(7 > O) (29) 
5.3. Asymptotics 
The denominators of (26b) are Laguerre polynomials 
and in fact 
CO2s(n 7 = s ! L~ a-l) (_N) 
so that for large s > O, from Perron's formula [24, p. 
193] 
s ! -Y/2 y(1-2a)/4s(2a-3)/4e2,/'(sY) 
002 s(N7 % e 
2, /~ 
and 
¢O2s(N ) s~ 
(N> O) (30a) 
eN/2 N(1-2a)/4 s(2a-3)/4cos {2J(sN) 
- (2a -  1) ~ -~- } (30b) 
from Fej&s formula [24, p. 192] ifN < 0. Since 
X2s(N)/O02s(N ) -~ R(n) as s -~ ®, clearly X2s(N7 has 
the same order of magnitude as CO2s(N 7as s -~ - .  
Note also that C02s(N ) is one signed for N > 0, but 
oscillates with increasing period if N < 0. 
Error terms for (30) are quoted in Szeg6 [24]. The 
rate of convergence of the algorithm depends on the 
magnitude of rs(n )/h s (basically determined by R(n)) 
and the magnitude of the interfacing function ¢O~s 
(determined by O02s(n ) and the coefficients of E(n)). 
Since the former is independent of E(n), it is important 
to assess its asymptotic behavior. Using the saddle- 
point technique on (26c), we find for s ~, 0, 
n a ~*r (ns) (1-a7/2 
n f2s(n;o)  ~ s-T- J (a+J(ns))  exp(n/2-2J(ns)) 
(317 
(a> 0, n> 0). 
5.4. Special cases 
m Lp 
(i) Let E(n) = n X ; then if the Xp are 
p=l  n-Xp 
distinct 
W*(t) - 1 m~ L e t Xp/(l-t) 
( l _ t )  a -1  p=l  P 
and 
m L~ a- l)  (-Xp) CO~s=S! ~ Lp (32) p=l  
where L~ e) (.) is a Laguerre polynomial [24, p. 99]. 
Note that the quotient of two polynomials in n of 
degrees m and m-  1 has the form of E(n)/n, with Xp 
real and distinct and Lp > 0, provided the ratio has a 
c.f. expansion (11) with a s positive and es real. Con- 
sidering then the case E(n) =n/(n-Xp) ,  xp > 0, we 
have from (31) and (32) 
n(1 +a)/2 Xp(1-2a)/4 
nC°~s f2s (n; 07 % 
J {aJs+sJn} e s (n, Xp) 
(33a) 
where 
e s (n, Xp) = exp {2Js (JXp - Vrn) + (n - Xp) / 2 } 
If, however, Xp < 0, then similarly 
n W~s f2s (n; o 7 ,x, n( l+a)/2 XP (1-2a)/4 
~r {aJs + s~rn } 0s(Xp) exp {(n-Xp)/2 
- 2J(ns) } (33b) 
where 0 s (Xp) = cos (2J(s Xp) - (2a - 1) 1r/4}. 
Thus for Xp > 0, from (33a), the contribution of a 
particular term to F (n; o) would only decrease if 
n >. xl?; note that this would correspond to a one-signed 
setaes m E(n) and since R(n)W2s -X2s and C0~s are 
both positive, the terms in F would be positive. For 
Xp < 0 from (33b 7 corresponding to a term in E(n) 
wath alternating signs, convergence is not in doubt; 
moreover, sequences of successive t rms alternate in 
sign, the length of such sequences being controlled by 
0 .  
S 
(ii) Let C0~s = X s, so that W* (t 7 = e Xt. Then from (28) 
E (n )=nf ;  e -n t+) ' t / ( l+t )  dt (n>0, a>0) 
( l+t)  a (34a) 
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In this case 
F (n; o) = n ~ (co2s(n) R(n) -X2s(n)) X s (34b) 
0 s! {F(s+a)/F(a) } 
and formally approximates the integral (34a). Note 
that (34b) is readily computed using the usual re- 
currences for co2s and X2s; of course the value of 
R(n) is required, and this could be found with pre- 
determined accuracy from (26a) (since successive con- 
vergents include the true value and monotonically 
improve), or using Gauss-Laguerre quadrature. 
The rate of convergence from (31) is quite satisfact- 
ory and improves for small IX I ; terms alternate in 
sign for negative X. 
For X=-l ,n=a= 1, the first nine terms in F2r(n;o ) are 
0.5963, 0.4037, 0.4473, 0.4396, 0.4407, 0.440568, 
0.440583, 0.440581835, 0.440581952; using 32- 
point Gauss-quadrature (floating point arithmetic in 
double precision), the value of (34a) was 0.440581850. 
Note that the series expansion for (34a) is 
E(n) "x, s~0S! (-1) s L~ a - l )  (X)/n s 
so that the terms alternate in sign if X < 0, and simil- 
arly if X > 0 except hat the trigonometric term in 
this case creates (periodically) successive terms of the 
same sign; for example, when X = 1, a = 1, the alter- 
nating pattern breaks down at s = 7, 18, 34. For 
X = 1, n = a = 1, nine terms of the algorithm yield 
the value 0.841568198; Gauss-quadrature gave 
0.841568214 for the integral in (34a). 
(iii) E(n)=~xp(-l/n), ne  0. Here use Hankel's contour 
integral for the reciprocal of a gamma function [26, p. 
239] and the integral formulation of a Bessel func- 
tion [26, p. 353], on the g.f. We(t ) = ( l - t )  -a exp {nt/ 
( l - t )  } to obtain 
We* (t) = ( l - t )  -a J0 {2°r(t/(k-kt)) } (357 
for the k-modified version of the algorithm. Thus 
E(n) is summed by (17a) with n replaced by n/k, R(N) 
given by (26), and after using the differential equation 
for a Bessel function on (35), co* determined by : 
co~s = AI(S) co* + A (s) co* + 2s-2 2 2s-4 A3(s) co~s-6 
(s=l,  2,...) 
where 
- Al(S)= [3s2+ (2a-5)s+2-a -1 /k l / s  , 
A2(s ) =~(s- 1) [3s 2 + (4a-10) s + (a- 2) (a-4)] /s  
A 3 (s) = (s- 17 (s-  2) [s 2 + (2a-  57 s + (a- 2)(a z3)]/s. 
An asymptotic for co* has not been found. 
(iv) E(n) = n £n(1 + l /n) .  Here it is not straight- 
forward to use (29). Instead, we see that 
6o* =s!S  L(a-1) (-x) d ~2 (x) 
2 s xen s 
where the operator eplaces xm by (-1)m/(m kin). 
Hence 
co* =s!  11 L (a- l )  (x/k) dx (s =1,2 .... ) 
2s 0 s 
=-ks '  {L la ) ( l / k ) -  L (a) s-1 C0) ) 
from Szeg6 [24, p. 101, 5.1.14]. 
(v) E (n )= l -~+ b(b+l )  _ . . . .  
n n 2 
This case has many possibilities which we briefly men- 
tion. For co*, 
W* (t) = ( l - t )  b -1 / (1 - t  + t/k) b 
(a) If b = a, then 
¢o* P(a+s)  ( l_ l /k)S 
2s = s! P (a) 
(b) If k = 1, and b -a  is a non-negative integer, then 
co~s is zero for s > b -a  and F2r(n/k;  o) is finite 
and converges. 
n e - t  ta - ld t  (a, p> 0) (c) If E (n )= f "  
r(a) 0 t +n/p 
then W* (t) = p(p -  1) s r (a + s ) / r  (a), 
and co~s/hs = p(p-1)  s . 
Hence from (31) the algorithm will converge fairly 
rapidly, especially ff ]p -1 [ < 1. 
6. ILLUSTRATIONS : PADE EXPONENTIAL 
6.1 
In trying to devise a simple example to test convergence 
properties of the algorithm, we considered 
1 1 2 
y(n)_  n+l -n+2-n+3 - 
1 1 1 1 2 1 3 1 
n + 1+ n+l  + n+ 1+ n+ 1+ ,, 
and its relation to e -1 only to find, on perusing Pei'ron 
[15] that a slightly more general case had been studied 
by Pad& In fact, from Perron 
R(n,b) - 1 b 2b 
n+b - n+b+l  - n+b+2 . . . .  (n ,b>0)  
1 b 1 b 2 b 3_~ 
n+ 1+ n+ I+ n+ 1+ n+""  
and for n a positive integer, 
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b 2 (-b~ n-1 6.3. Special cases g(n) = (-1/b)n {e -b -(1 - b + .+  
-b b-n fb x n- 1 = e e x dx (n > 0) 
0 
Actually the Stieltjes integral can be shown to be 
R(n) = ~ e-b bx 
x=0 x! (x+n)  
(convergent everywhere xcepting n = 0. -1, -2 . . . .  ) 
so that {co s (n) } are related to the Poisson- Charlier 
polynomials (Szeg6, [24, p. 34]7, and hence to La- 
guerre polynomials. For our purpose these forms are 
not useful. By integration by parts, we show 
1 e-t tn-1 ¢°2s(n) -  r(n) f (b+t )Sdt  
602 S-1 (n7 = 1 ** e-t t n -r-~Tio (b +t)  s -1 dt 
1¢ so that for the g.f.'s of  60 s, cos we have 
We(t 7 =e bt(1-t7 -n  
W 0(t7 = e bt ( l _ t ) -n -1  
We(t ) = e bt f (1 -t)-co d~2 (co) , 
coen 
Similarly, 
W~(t) = e bt f 
coen 
f2s (n; o7 = sl.-~-/01 (1-x) 
f~ ¢-ks-l"n;°) -- (s - l )  ! 
(1 - t ) -co-1  d~2 (co). 
n-1  s -bx  
x e ds  
- -  f01 ( l -x )  n x s-1 e -bxdx .  
Thus we have the formal relations 
E(n) = n 11 ( l -x)  n - lWe(x  ) e -bx  dx 
0 
=e 0 -/01 (1-xTn W(~ (x) e-bx dx 
6.2. Asymptotics 
For s large, employing saddh-point methods, we find 
r (n) e -b 
f2s (n;  o7 
s! s n (36a) 
and 
602s(n)% P(s+n) exp {b-  ( (n -1 )b+ !t12) ) 
P(n) s+n-b -1  
with similar results for odd s. 
(i) If E(n 7 =n l (n '+X)  
then We*(t ) = e bt ( l - t )  k 
and co*2s =r=uZ^(-1)rbs-r r! (~) ( ) 
(ii 7 I fE(n 7'x, ~; (_1) r r ! /n  r 
r=0 
then from (367 
We*(t) = ebt /{1  - log (1 - t )} (36b) 
from which we find the recurrence relation for co*, 
namely 
8 
b s -  ~ 1)' (;) co* 
¢O~s= r= l  (r-  " 2s-r 
(s = 1 ,2  . . . .  ; = e0)  
(36c7 
For b = 1, which we assume to be the case for the re- 
mainder of the discussion on this example, the rapid 
increase of X2s and co2s is evident from Table 1. An 
indication of the behavior of CO~s is given in Table 2. 
Notice that co~s < 0 for s > 2 ; actually it can be prov- 
ed that -CO~s increases for s > 2 and also kO~sl< (s-1)!. 
To do this, arrange (36b) as 
( l - t )  £ (t) dWe* +W~= ( l - t )  £(t) W* 
dt e 
where ~(t) = 1 -Qn (1 - t  7. We now deduce 
s ((r-1)s-r2-1)V2s 2r 
• 1 (s - l )  + ~ . . . . .  "°7 ( s+ l )  V2s+2 =-2  - V2s-2 r=2 ( r - l )  r ( r+ l )  
(s = 2, 3 . . . .  ) (377 
where V2s =~s/S! ,  v 2 =v 4 = 0. 
Assume ~2s (or U2s 7 is negative for s = 3, 4, . . .  r. 
Then from (37) co* and co~r +4 are negative 2r+2 
(note that:(r-1)s - r  2 -1  = -s -  1 when r= s; also the 
term is made zero for r = s - 1, s - 2 through v 2 = v 4 = 0, 
and may be written as (r-1)(s-3-r)  + 2r-47. Hence 
co~s < 0 for s ;~ 3, and so from (36c) with b = 1, we 
have - co~s < (s - l )  !. Moreover from (36a), approx- 
imately 
If2s (n; o) co~s I = e-1 r (n) 
s 2 
Since ¢O2s and X2s rapidly increase with s, accuracy 
in computing E(n) requires working in multiple-preci- 
sion on a computer. Using 100 significant digits arith- 
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metic (a set of  subroutines due to J. G. Sullivan 
[ORNL], providing up to 475 significant digits and 
implemented on IBM 360 Model 91), we found 
F100 (1; o) = 0.59677351, F100 (2; o) = 0.72266653, 
F100 (5; o) = 0.85211088, 
correct o 8 decimal places, the true values being 
0.59634736, 0.72265723, and 0.85211088, respect- 
ively. 
Table I 
Note that using 100 terms for cos' we found, follow. 
ing methods imilar to Bender andWu [5] 
co:s % P (s-0.25)  (0.1875313 + 0.5247499 
S 
4.9941712 79.2500625 
+ s 2 s 3 } 
This indicates that a typical term in the algorithm will 
be of order 0.2 r (n) e -1 r (s - 0.25) / (s ! s n) which is 
approximately 0.2 F (n) e-1 / s n + 5/4; a slow rate of 
decrease unless n is large. 
s" 
n=l  n=2 
"Xs(n) COs(n) Xs(n) COs(n) Xs(n) 
5 .700000 01 
25 .987672 10 
50 .266526 26 
75 .875050 45 
100 .522600 65 
.110000 02 
.156247 11 
.421638 26 
.138431 46 
.826741 65 
.140000 02 
.752033 11 
.387780 27 
.193656 47 
.152070 67 
.380000 02 
.204424 12 
.105410 28 
.526412 47 
.413370 67 
.470000 02 
.509653 13 
.148767 30 
.241114 50 
.414641 70 
n=5 
cos(n) 
.2750O0 03 
.298228 14 
• 870523 30 
.141090 51 
.242632 71 
Table 2 
s co~s  
0 1 
1 0 
2 0 
3 - 1.0 
4 - 1.0 
5 -8.0 
6 - 1.6 01 
7 - 1.59 02 
8 - 6.59 02 
9 - 6.824 03 
10 - 4.668 04 
15 - 1.026902 10 
20 -1.258145 16 
25 - 5.904057 22 
30 - 7.880094 29 
35 - 2.495105 37 
40 - 1.648697 45 
45 -2.067776 53 
50 -4.575411 61 
60 -9.857598 78 
70 - 1.161087 97 
80 - 5.835915 115 
90 - 1.040837 135 
100 - 5.710690 154 
125 - 8.662544 205 
150 - 2.085446 259 
¢O~s/St 
m 
m 
-0.16 
- 0 .4  ld 
-0.06 
-o.o~ 
-0.31548 
-0.016344 
Gg*  / -  * 
2s~°~2s_2 
m 
m 
D 
D 
-0.018805 
-0.012864 
-0.0078529 
-0.0051714 
-0.0038063 
-0.0029708 
-0.0024147 
-0.0020207 
-0.0017286 
-0.0015044 
-0.0011847 
-0.0009693 
-0.0008154 
-0.0007006 
-0.0006119 
-0.0004601 
-0.0003650 
6.840 
13.967 
18.567 
23.647 
28.655 
33.667 
38.675 
43.682 
48.688 
58.697 
68.705 
78.711 
88.715 
98.720 
123.748 
148.735 
R(n) = ~ 1 2 (.~ X2s(n)/co2s(n)) 
n+l  - n+2 - n+3 - . . .  
E(n) = 1 -1! /n  + 2 I /n  2 . . . .  
(iii) IrE(n) = n log (1 + nl---), then 
W*( t )= I  1 e t ( l - t )Xdx  
= - t  et/£n (1 - t )  
and if co~s = s! ~2s' then 
- 1 C°2s-2 
¢°2s - s ! 2 
~2 s - 4 ~0 
3 s+l  
(iv) If E(n) = e- l /n/n,  then following the methods 
used in § 5.4 (iii), we find 
W*(t) = ebtd'~ J1 (2J~) 
where ~ = £n{1/(1-t )}.  A rather complicated re- 
currence for CO~s can now be derived from the differ- 
ential equation for the Bessel function involved. 
7. ILLUSTRATIONS : GAUSS C. F. 
In terms of the hypergeometric function, we have 
F(a, 1;c; t )  - 1 fll t f12 t (38) 
1 -  1 - t - . . .  
where 
f l2s+l= (a+s) (s+c-1)  
(c + 2s-1)(c + 2s) ' 
(s +X)(c-a+s) 
/32s 42 = (c + 2s)(c+ 2s+l~ 
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For our purpose, we prefer to consider 
R(n) = n-1 F(a, 1; c; - l /n)  
1 /31 132 
=-'ff-+--I + n +. . .  
In [18] we have shown that 
s ( ,  , s+c-2 .  
f2s(n;o)=n a-1 P (2s +c) .1 x i -x) ax p(s+l) r(s+c-1)~ (x+n)S+a 
(38a) 
P (2s+c)  i ] xS+a- l (1-x)  s +c-a-!dx 
F(s+a) F (s+c-a)  0 (x+n)  s+ l  
wherec> 1 ,n> 0 in the first, andc -a> 0, a ,n> 0 
in the second. The result for the "odd" sequence is
similar. Using (17a), it follows that there is the formal 
result, 
F (n ;oT=E(n  7
_~_ n a f01 
=n I 1 
0 
(1_x)C-2 fv {x ( l -x)  } d~ 
(x+ n) a x + n 
(38b) 
x a-1 ( l -x) c-a-1 ~ { x ( l -x )  }dx 
x+n x+n 
(38c) 
where 
p (2s + c) ¢o~s yS 
qC'(---Y)=s 0P(s+l )  F (s+c-1)  
If we take co* 2s = (-k)S s! s!/(2s +1)!,  then (39a) 
can be evaluated as r -+ **, and 
E (n)= .n ~n{(K+k)  2 -1  } 
0rK (K - k) 2 - 1 
where K = ( l+k)  2 + 4 n k, and k > 0. With n= 1, 
k= 1/2, E (n) = 0.6559682, r=4 in (17a)gives 
0.6559693. Again, when E(n) = n/(n + 17, 0J~s be- 
comes an even denominator convergent of  (397 when 
n = -1. Since the denominators can be exl~ressed in
the form 
OO2s(n ) = s! s! Ps (2n + 1) l(2s)! , 
where Ps (') is a Legendre polynomial, we see that the 
limiting form of (39a) becomes 
i1 ( l -y )  dx n n 
0 ( l+y)  2 x+n n+l  
where y = x (1 -x) / (x + n). 
(ii) a = 1/2, c = 3/2 leads to an expression for 
1 3 _1)  =x/-ff arctan (l/x/-fi), F(~-- ,  1 ; -~- ; n 
with 
1 2 ( s -~)  
32s -1 = 
(2s -~- ) (2s -  23--- ) 
We(Y) = I~ r(2s+c) qs yS 
s=O P(s+a)  P (s+c-a)  
~2s = 
2 S 
1 (2s + 1 (2s - T )  ~-) 
7.1. Special cases 
(i) a = 1 c = 2 for which 
1 
R(n) = £n (1 + n)  
s+ l  
and 
~2s+1 - 4s+ 2 
s+l  
32s +2 - 4s + 6 
From (38c), 
F2r (n; o) = n I 1 
0 
where 
~b (x) dx 
(x+n) v~ 
r P(2s+312) (xl~: s ¢(x) -  ~c (x )) 
- s=0 s! P(s+l /2)  
so that 
1 1 2 2 3 3 
R~n~=l~ / - 2 6 6 10 10 14 
n+l+n+l+ n+ 1+ n+. . .  
(397 
From (38a) or (38b), as an approximant to E(n), we 
have 
(iii) a = k + 1, c = 2 leads to an expression for 
R(n) =n -1 F (k+l ,  1; 2; - l /n)  
1(1+k) 1(1-k)  2(2+k)  2(2-k) 
1 1.2 2.3 3.4 4.5 
n + 1 + n + 1 + n + 
1 r (2s+1)! (~)s  dx 
F2r(n; o 7 _-- n J" z, ¢°2s -~-i-1 0 s=0 s s! "" x+n x 
(39a) 
where h s = (s !)4 / ((2s) [ (2s + 1) ! ). 
! 
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for which form (38c) 
F2r (n ;a)=n/01 xkx+n(1-x) -k xI' (x) dx 
161 
where 
• (x) ~ (2s + 17! {x(1 -x) }s 
=s=0 P (s + k +1) l" (s-k +1) x+n ¢°2s 
Similarly from (38b), 
F2r(n;o)  =n k+l  11 O(x) dx 
0 (x+n)  k+l  
where 
r (2s+1) ! rx (1 -x )  s 
O(X) = Z s] S! " x+n } ¢O~S s=0 
For the algorithm 
s[ s! s 
hs=(2s)! (2s+l ) !  r~ l  ( r2 -k2)  
and we assume -1 < k < 1. 
"(iv) From [18], we have for a = 21--(k + 1), 
1 (k + 3), denoting a convergent of (387 by c=-~
i s le ,  
^ 
f2s (k; t) = 
¢~2sF[~- (k+l ) , l ;  ~-(k+3) t] ~ ; -X2s(k l< 1) 
fll f12 " "'fl2s 
r [2s + -1-(k +3)] j.1 x 
s!r[s+ 1(k+1)1 0 
+ ~(k- 
1)(1-x)S dx.(k > -1) 
S 
1 - xt 
Hence 
~2s (k;t),.O~s = P 
s=O 0 
---i (k- 1) 
2 x W(x) dx 
(1-xt) 
where 
r [2s  +-~(k + 3)1 
~(x) = ~ ix (1-x)l s 
s=0 s!r[s+l(k+l)] 
The c.f. for this hypergeometric function has been 
considered by Stieltjes (see [23, pp. 546-8] or Waft 
[25, p. 359]). In fact the hypergeometric function is 
the series 
t 2 (k+ 1) 1 t + + ) {k--~ + ~-~ V4-g . . . .  
7.2. Asymptotics 
From (38a), using saddle-point techniques, we find in 
this case 
2 )2s 
n f2s (n; o) ,x, h n (c, a) { ~JK + ~-fi--+i 
where 
hn(c, a) = 
2 c-1 (n+Y - ~r(n2 +n)) c-2 n a 
(n 2 + n) a/2 ~rkn 
1 _l-- 
k n = ((1 + ~_)4 +(1 +-~-7 4)2 
For (17 of § 7.1, we have 
hn(c, a) = J, 4n 
[(n + 1) kn] 
Similarly hn(1/2, 3/2) = d'(2n) 
1 
n-1  
2 (n +I) 
(n 2 +n)  4 [n +1-  J(n 2 +n)]2¢k 
8. ILLUSTRATIONS : MISCELLANEOUS 
We now give a short list of results for other choices of 
c.f. for R(n). 
8.1. Periodic c.f. 
For this, with N > 0 
R(N) = ~1 I4 ar(4t-l-1)t+N dt 
1 1 1 
N+I  - N+2-  N+2 - . . .  
1 +.( where N = n/k, R(N) = - --~ + 1 + 4/N). 
For a typical term in the algorithm 
N(e + 1) e s N f2s (N; o) = 
~r(N2 + 4N) 
-1 
where e = 2[N+2 + 4"(N 2 + 4N)] 
Thus the rate of decrease of f2s is slow. 
If E(n) = n ~n(1 + 1/n 7, then 
1 -  
Win(t) = f 0 s£^ °J2s(-n/k) t s = u  dn 
where 
Wm(t7 = ~ ~0~s t  
0 
Hence 
W*(t) = k(1- t )  ~n {1 + t ) (40) 
t k ( l _ t7  2 
An expression for W(t) is readily deduced from the 
c.f.. From (40), we have 
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W~ s=2k{s+11 . ls c°sIs+l)0s+l + cos(S0)s ) 
where cos0= 1 - 1/(2k), k > 1/2 
8.2. The c.f. for I x e t2 dt 
0 
Wynn [27] and Hayden [13], p. 307] consider this 
case; the latter apparently has incorrect signs in the 
c.f. We prefer the notation 
e-1/(2n) $1 eX2/(2n) dx (n > 0) 
R(n) = -fl- U 
1 2 
1 1.3 3.5 
= - -  
n+ 1 - n 
for which formally 
W2s(n) R(n) - X2s(n) 
=(51)s e-l /(2n) 
n s +1(1.3...4s_1) 
W2s +l(n) R(n) - X2s +lCn) 
3 4 
5.7  7.9 
+ 1 - n +. . .  (41) 
Iot2S(1-t2)Set2/(2n) dt
= (_l)S +1e-1/(2n) yl t2s +2(l_t2)Set2/(2n)d t 
n s+ l  (1.3 ... 2ff-~-]) 0 
these results being set up from the ideas in Hayden 
[13]. 
The algorithm requires the value of h s, and we note 
the sign-pattern i (41) so that 
bb2 s = (2s-1)/[(4s- 37 (4s- 1)] 
2s +1 =-  2s/(4s-1) (4s +1) (b I = 17 
In addition we have proved that 
- _ l_t2 
n s 1 2 
~°2s-l(n) =(1.3.. .  2F/-23) ~f(2zt) -/'~ e t2s(t 2 
+ l/n) s-1 dt 
_1t2 
= n s 1 2 t2s(t2+l/n~ s dt 
~°2s(n) (1.3.. .  4s------------"-1) ~r(21r) --/~ e 
from which the polynomial forms readily follow. 
8.3. Ratio of  Bessel functions 
It is known (see Wall [25, p. 349]) that there is a c.f. 
for Bessel function ratios. We use the form 
R(n) - Jn+l (2e) -  e e 2 e 2 
Jn (2e)  n+!  - n+2 - n+3 - . . .  
R(n) = e__ Pl q l  P2 q2 
n + 1 + n + 1 + n+. . .  
where 
I i  p e2 e 2 e 2 
qs  = 
s -  s -1  - . . . -  1 
s e2/qs 
Using the recurrence for a Bessel function, it is readily 
shown that 
f2s (n; o) - Jn + s + 1 (2e) (42) 
e s+ l  Jn(2e) 
For the asymptotic form, we have [1, p. 365] 
f2s(n; o) % en {e / (n+s+l )  n+s+l  
Jn (2e) J (21r (n+s+1) )  
Evidently, fs decreases rapidly with s. We have been 
unable to find a usable integral representation for (42) 
to assess convergence of the algorithm. Our only re- 
sult is : 
f2s (n; o) 
2e n i1 cos (2ex) 
-x / l r J~e)  0 P(n+3/2) 
(1-x2) n+1/2 
(1-x 2) (1 -x2/2 
+ + I-... }dx 
(n + 3/2) (n +3/2) (n+5/2) 
8.4. Integral related to error function 
From [17, p. 188] 
J4n  2 -x  2) n 2 
R(n)= l  ne  2" dx n 2n 2 3n 2 4n 2 
0 1 -3+ 5 -  7 +9- . . .  
and 
I 1(n2 - t  2) 
oJ2s (n) R(n) -X2s(n) = yO n t2s(t 2 - n2) s e 2 dt. 
n 1-(n2-t2) 
¢°2s+l(n) R(n)-X2s+l(n) =/0 t2s+2(t2 -n2)s e2 & 
By an equivalence transformation, this could be chang- 
ed to conform to the algorithm. 
Similarly from [17, p. 187], ff 
R(t)--  I 1 2 3 (n>0)  
n + n + n + n + . . .  
then 
1 
.. -x 2 2 s - l s  ! n I e x dx 
¢O2s(n ) R(n)-X2s(n)_ ~rlr 0 
(x + I t 2) s +1 
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1 
2 
X2s+l (n)_ 602s+1(n) R(n) _ 2s~_(~r_ 1)I Sg e"X x dx 
(x+l  .2, s 
then 
i orn I orn 
2 2 1 [ (1+ t.~ 1 - t  W(t) = ~ L,T77v + (1 - -~)  ]/(1 - t  2) 
8.5 Pearson type IV integral 
In [22], it is shown that for the c.f. 
and 
602s(n) R(n)-X2s(n) = (2s)!/0 = e -tx/-fi (tanh t) 2s +1 dt 
aCm {r0 r lP l  2 r2 P_____22 ) 
Rm(v) Cm-1 q0 + ql + q2 + "'" 
whose s th convergent is Xs/60 s, where 
(i) Ps=(2s+r -2) (k  2+(2s+r)2) ,  
qs = (2s+r+l )  {kr+(2s+r  +2)(2s+r)  tan0 } 
(~) 
r s = (s+r) (2s +r+2)  
l u  
(acre)-1 = I  2 e -kx cosr X dX, 
1 -grr  
that 
Pl P2"'" Ps Rs = (-1)s {COs R0 -Xs e-k0 c°sr 0 }. 
with h s = (2s) ! (2s +1) ! 
Hence 
/0 = e-t orn t':60"0 tanhl_i t +60~ (tanh3! t)3 E(n) n 
+60~ (tanht) 5 + }dt 
5! "'" 
which after integration by parts becomes 
(tanh t) 2 (tanh t) 4 E(n) =¢n~e -torn {60~ + 60~ 2! +60z~ 4! 
0 
+ ... } sech 2 t dt. 
Using W(t), we see that 
Here 
1_ir 
R s = 12 e -kx  r+2s  X cos (tan ;k - tan 0) s dk 
8.6. R(n) = n ['= e -nt tanh t dt 
sech2t ~0 c°~s (tanhs ! t)s -60en [ cos (tor60) d fZ (60) 
$O 
E (n) = 4n 10" e-t°rn dt wenl cosh (tor60) d ~ (60). 
Stieltjes [23] gives the c.f.'s : 
R(n) 1 1.2 2.3 3.4 (_ 
-n+ n + n + n +. . .  
1 1.22. 3 3.42.5 
(n) 
q (n) 
n2+2.12- n2+2.32 -n2+2.52 -...  (43) 
It is simple to show that in terms of the convergents 
of (43) 
Wm(t) =s~0 & (n) tS/s! 
1o 
1 
= ( ~ - -~t t  ) (1 - t  2) 
and 
(Itl< i) 
O3s(n ) R(n)-Xs(n) = (-1)Ss rn/0**-e -nt (tanh t) s +Idt 
Thus, in our notation, ff 
R(n) - 1 1.22.3 3.42.5 {- X2s(n) ' 
n+2.1  2 - n+2.3  2 -n+2.5  2 ... .  = ~ )  
8.7. A c.f. given by Stieltjes 
A generalization of (iv) of § 7.1 due to Stieltjes [23, 
p. 548] concerns 
F (x ,a ,b ,c )  f** { 1 -c  }a -xu  e du  
0 e(1- c)u _c b 
where a, b, c, x are real and positive. 
Stieltjes gives the transforms for this when c > 1 and c < 1. 
He also notes that 
U a 
1 - -Bu 1 F (x, a, b, 1) [** e du 
----- P---~a) O x+u 
discussed here in § 5.1. 
The c.f. is : 
m a am mcb (a+l)m 2mc b 
F (x, a, b, c) _ x + T--+ x + 1 + x + 
(a + 2)m 3mc b (44) 
1 + x + --- 
where m = (1 -c ) / (1  - ch). 
Using a result given by Rogers [16], we have 
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F (x, a, b, c) CO2s(X) - X2s(X) 
-_- mS cbs P (a+s) (1-c) a I "  (e(1-c)u -1)s e-XU du.  
F(a) 0 (e(1-c)u cb )s+a 
Replacing x by n in (44), we now have 
f2s(n; o) (1 -c )  a e-nU 0s (u) du 
=mSq-as v.IO (e( 1 -c )u  _cb)a 
where 
0(u) = (e (1 -c )u -  1) / (e  (1 -c )u -c  b) 
Hence, for the algorithm, 
e-nu W~ (u) du 
F(n; o) =n (1-c) a 
m a (e(1-c)u _ cb) a 
where 
Wm(U ) = g CO s  s(u) 
s=O S! 
and -c )u  e(1 -c )u  _ c b # (u) = { e(1 - i.]. / { ]. 
1 -c  1 -c  b 
9. A NUMERICAL EXAMPLE WHERE R(n) ONLY 
KNOWN AS C.F. 
We suppose a closed form for the c.f. is not known, 
but we do have a defined Stieltjes structure. For ex- 
ample, let 
R (n) - - i  1 1 1 1 1 (n>0)  (45) 
n +1+ n +2+ n+3 + ... 
so that from (18) we see that ~k s = ~, and the c.f. 
converges over the plane cut along the negative reals. 
Since (45) envelopes the true value, we use as many 
terms as we deem sufficient for accuracy of the 
algorithm, a problem we do not discuss here. We 
found, using double-precision arithmetic on a C.D.C. 
Cyber 74, and 100 terms, 
R(1) = 0.634549847756 
R(2) = 0.369442867872 
R(3) = 0.264936973034 
R(4) = 0.207621930428 
R(5) = 0.171082616450 
reduced from 27-digit output. 
* is  For n = 1, 2 the rate of increase of X s, cos' ¢°s 
sketched in Table 3. 
Using E(n) = n/(n + 1) for fimplidty, co* is computed 
digitally from COs(n ) by replacing n r by (-1) r (in this 
particular case COs* =COs (-1)). 
From the output it was observed that for the sequence 
{CO~s ) signs are alternately positive and negative; 
similarly for {co~s + 1 }" 
Since the algorithm is based on cos (n) R(n) - Xs(n ), 
and co s and X s both increase fairly rapidly, accuracy 
will quickly fade. For n = 1 and n = 2, accuracy be- 
came doubtful after s = 30 and s _ 25, respectively; 
results are shown in Table 4, the correct values being 
1/2 and 2/3. For n = 3, 22 terms gave 0.749,999,999,2; 
n =4,21 terms gave 0.800,000,000,21 and for n = 5, 
19 terms gave 0.833,333,333,36. 
10. DISCUSSION 
The algorithm described by equating powers of n in 
nOr_l(n ) + Xr(n ) R(n) to those in a given series E(n) 
poses a number of problems. Its rate of convergence 
depends on E(n) (assumed available as a truncated 
series in practice, but perhaps as a summable Stieltjes 
series for theoretical discussion) and on the choice of 
R(n). In the initial phases of development of the sub- 
ject, we confider R(n) defined as any Stieltjes con- 
vergent c.f. or as a convergent J-fraction. The Stieltjes 
c.f. need not be a classical case, although if it is, we 
are likely to have some precise information on a closed 
form for the "remainder" r2s(n ) ___ R(n) co2s(n) -X2s(n); 
the asymptotic form of this may not be sufficient o 
assess a term in the algorithm. If the Stieltjes c.f. is 
arbitrary, then how do we assess r2s(n ) ? A more 
troublesome problem is the assessment of the inter- 
facing sequence {co~s ) and the relation between E(n), 
(co2s) and R(n). We need to relate the character of 
E(n) (for example, does e s diverge as fast as (ms) I, 
m -__ 1, 2 . . . .  ) to the rate of decrease of a term in the 
algorithm and the choice of R(n). 
Another problem concerns numerical accuracy, for 
whereas {r2s(n ) ) may decrease to zero, the individual 
components X2s, ¢O2s may increase rapidly; thus X2s, 
co2s maY be approximately c(2s)!, whereas r2s is 
fractional. There is the additional problem of the 
magnitude and sign pattern of the sequence {co~s ) ; 
thus this may behave as ps(•), where {ps(X) } are the 
orthogonal set associated with the c.f. (even (or odd) 
denominators with a sign change in argument), and 
ps(),) will have a variable sign pattern f ix  is within 
the orthogonality interval, and the one-signed other- 
wise. 
The illustrative xamples are intended to serve as a 
testing round for various characteristics of the 
algorithm such as those just mentioned. 
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Table 3 
s xs(n) 
5 .700000 01 
10 .111300 04 
25 .209677 11 
50 .243613 28 
75 .468555 46 
99 .354159 66 
n=l  
%(n) 
.110000 02 
.175400 04 
.330435 11 
.383915 28 
.738406 46 
.558127 66 
G3 s 
.10OO0O 01 
- .400000 01 
- .141582 07 
- .994226 22 
.37516O 4O 
.932139 59 
• n=2 
Xs(n) 
.170000 02 
.715500 04 
.169086 14 
.435702 34 
.470541 56 
.111899 80 
COs(n) 
.460000 02 
.19367O O5 
.457679 14 
.117935 35 
.127365 57 
.302886 80 
~s 
• 100000 01 
- .400000 01 
- .141582 07 
- .994226 22 
• 37516O 4O 
• 932139 50 
R(n) - 1 1 1 1 1 1 F(n) = n/(n + 1) 
n + 1 + n + 2 + n + 3 + . . .  
Table 4 
n=l  n =2 
s F2s(1; o) F2s  + 1(1; o) s F2s(2;  o) F2s + 1(2;o) 
5 0.4994763 
10 0.5000369 
15 0.4999921 
20 0.5000026 
0.5003563 
0.4999694 
0.5000070 
0.4999976 
3 
6 
9 
12 
0.6662882 
0.6666764 
0.6666663 
0.6666668 
0.66685586 
0.66666291 
0.66666681 
0.66666666 
R(n) -  1 1 1__ 1__ __1 1__ 
n + 1+ n + 2 + n+ 3 +. . .  
E(n) _- n / (n  + 1) 
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