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Resumo
Os objetos de estudo nesta dissertação são as curvas de interseção entre duas superfícies no
espaço Euclidiano e no espaço de Lorentz-Minkowski. As interseções podem ser do tipo trans-
versal ou tangencial. As superfícies podem ser paramétricas ou implícitas e, portanto, os casos
estudados são Paramétrica-Paramétrica, Paramétrica-Implícita e Implícita-Implícita. Quando
as superfícies estão no espaço Euclidiano, o objetivo principal é apresentar algoritmos para
se obter propriedades geométricas da curva de interseção, tais como curvatura, torção e vetor
tangente, em cada caso das interseções. O propósito para o espaço de Lorentz-Minkowski é si-
milar, no qual considera-se curvas de interseção transversal entre duas superfícies tipo espaço,
bem como entre duas superfícies tipo tempo, apresentando-se expressões para a curvatura,
torção e vetor tangente. Quando as superfícies são tipo espaço, a curva de interseção é também
tipo espaço. Quando elas são tipo tempo, a curva pode ser tipo espaço, tipo tempo ou tipo luz.
Uma análise para os casos tipo espaço e tipo tempo é feita neste trabalho. Além disso, para
superfícies tipo espaço, são dadas condições para que a curva de interseção seja uma geodésica
ou uma linha de curvatura das duas superfícies. Exemplos que ilustram esta teoria são acres-
centados no final.




The objects of study in this dissertation are the intersection curves of two surfaces in Eu-
clidean space and Lorentz-Minkowski space. Intersections can be of transversal or tangential
type. Surfaces can be parametric or implicit and, therefore, the cases studied are Parametric-
Parametric, Parametric-Implicit and Implicit-Implicit. When the surfaces are in Euclidean
space, the main objective is presenting algorithms to obtain geometrical properties of the inter-
section curve, such as curvature, torsion and tangent vector, in each case of the intersections.
The purpose for Lorentz-Minkowski space is similar, in which is considered transversal in-
tersection curves between two spacelike surfaces as well as between two timelike surfaces,
presenting expressions for the curvature, torsion and tangent vector. When the surfaces are
spacelike, the intersection curve is spacelike. When they are timelike, the curve can be spa-
celike, timelike or lightlike. An analysis for cases spacelike and timelike is considered in this
work. Furthermore, for spacelike surfaces, conditions are given so that the intersection is a ge-
odesic curve or line of curvature of both surfaces. Examples illustrating this theory are added
at the end.
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Introdução
Em sistemas de modelagem geométrica, é comum que se trabalhe com superfícies paramé-
tricas e implícitas, gerando três tipos de interseção a serem estudadas: Paramétrica-Paramétrica,
Paramétrica-Implícita e Implícita-Implícita. A interseção pode ser transversal (os vetores nor-
mais não são paralelos) ou tangencial (os vetores normais são paralelos). Ao considerarmos in-
terseções entre superfícies arbitrárias, pode não ser simples obter a parametrização, bem como
propriedades básicas da curva de interseção. Poderíamos então nos perguntar o que fazer ao
nos depararmos com problemas que envolvam curvas que resultam da interseção entre duas
superfícies e que suas parametrizações não sejam conhecidas. Veremos no decorrer deste traba-
lho alguns métodos que nos permitem conhecer propriedades como curvatura, torção e outros
entes geométricos em um dado ponto da curva de interseção. Tais entes serão obtidos atra-
vés das expressões das superfícies, sejam elas paramétricas ou implícitas. Esta teoria pode ser
aplicada, por exemplo, à geometria computacional e modelagem geométrica de formas com-
plexas em sistemas CAD/CAM. Em geral, métodos numéricos são usados para a obtenção da
curva de interseção, dos quais o mais comum é o método de caminhada. Tal método envolve
sequência de pontos sobre a curva de interseção, obtidos através da geometria diferencial local
da mesma [18].
No espaço Euclidiano, Ye e Maekawa [18, 1999] apresentaram algoritmos para calcular as
propriedades geométricas da curva de interseção transversal e tangencial de duas superfícies
paramétricas e descreveram como obter estas propriedades para o caso Paramétrica-Implícita e
Implícita-Implícita, além de darem algoritmos para avaliar as derivadas de ordem alta da curva
de interseção, as quais são importantes para que, utilizando alguns métodos, se obtenha uma
boa aproximação da curva. Aléssio [4, 2006] apresentou uma técnica para o caso Implícita-
Implícita, usando-se o Teorema da Função Implícita, técnica tal que, independentemente da
ordem das derivadas que estejam envolvidas nos cálculos, permite que os entes geométricos
da curva sejam obtidos a partir da resolução de sistemas lineares de duas equações e duas
variáveis. Soliman et al. [14, 2011] aborda o caso Paramétrica-Implícita e Abdel-All et al. [1,
2012] também considera o caso Implícita-Implícita tratado com o Teorema da Função Implícita,
apresentando condições necessárias e suficientes para que a curva de interseção seja uma reta,
curva plana, hélice, hélice circular ou um círculo.
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Nos últimos anos, tem crescido o estudo sobre as curvas de interseção entre superfícies no
espaço de Lorentz-Minkowski. Neste ambiente, os casos a serem analisados aumentam, visto
que, a cada tipo de interseção (Paramétrica-Paramétrica, Paramétrica-Implícita e Implícita-
Implícita), deve-se ainda analisar o caráter de causalidade das superfícies, bem como da curva
de interseção, isto é, se elas são tipo espaço, tipo tempo ou tipo luz. Aléssio e Guadalupe [3,
2007] estudaram as curvas de interseção transversal entre duas superfícies paramétricas tipo
espaço. Neste caso, a curva de interseção α resulta tipo espaço. Eles apresentaram condições
para que α seja uma geodésica ou uma linha de curvatura das duas superfícies. Já S¸anli e Yayli
[12, 2014] expressaram a curvatura e a torção da curva de interseção transversal entre duas
superfícies paramétricas tipo tempo, com α tipo espaço ou tipo tempo.
Neste trabalho, estudamos os métodos apresentados em [1], [3], [12], [14] e [18]. No Ca-
pítulo 1, fizemos uma revisão sobre curvas e superfícies no espaço Euclidiano, apresentamos
as propriedades e definições básicas do espaço de Lorentz-Minkowski e fizemos um breve es-
tudo sobre as curvas e superfícies neste espaço. O Capítulo 2 foi dividido em duas seções que
tratam, respectivamente, das interseções transversal e tangencial no espaço Euclidiano. Consi-
deramos tais interseções para os três casos: Paramétrica-Paramétrica, Paramétrica-Implícita e
Implícita-Implícita, exibindo métodos para calcular as propriedades geométricas da curva de
interseção, tais como curvatura, torção, vetor tangente e vetor curvatura. No caso de interseção
tangencial entre duas superfícies paramétricas, é feita uma interpretação geométrica do vetor
tangente num ponto P da interseção em termos das indicatrizes de Dupin das duas superfícies
em P. No Capítulo 3, consideramos as curvas de interseção transversal entre duas superfí-
cies no espaço de Lorentz-Minkowski, onde abordamos as interseções entre duas superfícies
tipo espaço, bem como entre duas superfícies tipo tempo. Além disso, apresentamos alguns




O presente capítulo tem por objetivo relembrar ou introduzir conceitos relacionados aos es-
paços Euclidiano e de Lorentz-Minkowski. A métrica do espaço de Lorentz-Minkowski difere
da métrica do espaço Euclidiano por um único sinal, ocasionando grandes mudanças como,
por exemplo, a existência de vetores que são ortogonais se, e somente se, são colineares. Ve-
remos a seguir conceitos relacionados a estes espaços com o objetivo de estudar as curvas e
superfícies nestes.
1.1 O Espaço Euclidiano R3
Os conceitos de curvas paramétricas e superfícies paramétricas e implícitas serão muito
importantes para o desenvolvimento dos próximos capítulos deste trabalho. Assim, será feito
nesta seção um breve estudo das propriedades geométricas das curvas e superfícies no espaço
EuclidianoR3, tendo [2], [5], [15] e [16] como principais referências. Na Subseção 1.1.1, falamos
sobre as curvas paramétricas e, na Subseção 1.1.2, considera-se as superfícies paramétricas e
implícitas.
1.1.1 Curvas Paramétricas
Faremos uma revisão sobre as curvas paramétricas (ou parametrizadas) diferenciáveis no
espaço Euclidiano R3. Diremos que uma aplicação é diferenciável se ela possui derivadas de
todas as ordens.
Definição 1.1. Uma curva parametrizada diferenciável em R3 é uma aplicação α : I → R3 definida no
intervalo aberto I ⊂ R que é diferenciável.
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Denotaremos a curva α por α(t) = (x(t), y(t), z(t)). Dessa forma, são diferenciáveis as
funções x(t), y(t), z(t). O vetor α′(t) = (x′(t), y′(t), z′(t)) é chamado o vetor tangente a α em t e
a imagem α(I) ⊂ R3 é chamada o traço da curva α.
Definição 1.2. Dizemos que uma curva α é regular se α′(t) 6= 0, para todo t ∈ I.
Trataremos sempre de curvas parametrizadas diferenciáveis regulares e, por comodidade,
faremos referência a tais curvas sem estes adjetivos.





Dizemos que α está parametrizada pelo comprimento de arco se ‖α′(t)‖ = 1. Sempre existe uma
reparametrização de α pelo comprimento de arco, isto é, existe uma curva β : J → R3 que
tem o mesmo traço que α e satisfaz ‖β′(s)‖ = 1, onde s = S(t) é o comprimento de arco de α.
Por este motivo, nos restringiremos ao estudo das curvas parametrizadas pelo comprimento
de arco.
Definição 1.3. Seja α uma curva parametrizada pelo comprimento de arco. Definimos a curvatura de α
pelo número real
κ(s) = ‖α′′(s)‖.
Se κ 6= 0, definimos os vetores normal e binormal em s por n(s) = α
′′(s)
κ(s)
e b(s) = α′(s) ∧ n(s),
respectivamente.
Consideraremos apenas curvas com curvatura não nula. Denotaremos t = α′. Desse modo,
para cada ponto s ∈ I, ficam definidos os vetores normais unitários t(s), n(s), b(s). O triedro
assim construído é chamado o triedro de Frenet de α em s. O plano gerado por t e n é chamado
o plano osculador em s, o plano gerado por t e b é o plano retificante e o plano gerado por n e b é
chamado plano normal.
Da definição do vetor normal, temos que t′ = κn. Observe que, por um lado, sendo b
unitário, tem-se que b′ é ortogonal a b. Por outro lado,
b′ = t′ ∧ n + t ∧ n′ = κn ∧ n + t ∧ n′ = t ∧ n′,
isto é, b′ é ortogonal a t. Logo, b′ é paralelo a n e, portanto, existe uma função τ que satisfaz
b′(s) = −τ(s)n(s).
Definição 1.4. Seja α uma curva parametrizada pelo comprimento de arco s tal que α′′(s) 6= 0. O
número τ(s) definido por b′(s) = −τ(s)n(s) é chamado a torção de α em s.
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Note ainda que, como n = b ∧ t, então
n′ = b′ ∧ t + b ∧ t′ = −τn ∧ t + κb ∧ n = τb− κt.
Chamamos as equações de Frenet às seguintes expressões:
t′ = κn
n′ = −κt + τb
b′ = −τn.
(1.1)
No caso de α depender de um parâmetro t que não necessariamente é o comprimento de
arco, pode-se mostrar que
τ(t) =
〈α′ ∧ α′′, α′′′〉
‖α′ ∧ α′′‖2 , κ 6= 0
κ(t)n(t) =






1.1.2 Superfícies Paramétricas e Implícitas
Trataremos nesta seção de alguns conceitos geométricos das superfícies paramétricas e im-
plícitas. Esta é uma teoria clássica e já explícita em muitos livros e relembraremos aqui alguns
conceitos básicos. As principais fontes de referência são [2], [5], [15] e [16]. Para o que segue,
é conveniente definir o conceito de diferencial de uma aplicação. Diremos que uma aplicação é
diferenciável se ela é de classe C∞.
Dada uma aplicação diferenciável f : U ⊂ Rn → Rm, associamos a cada p ∈ U uma
aplicação linear d fp : Rn → Rm que é chamada a diferencial de f em p e é definida da seguinte
maneira. Sejam w ∈ Rn e α : I ⊂ R→ U uma curva diferenciável tal que α(0) = p e α′(0) = w.
Pela regra da cadeia, a curva β = f ◦ α : I → Rm também é diferenciável. Define-se
d fp(w) = β′(0).
Definição 1.5. Uma superfície paramétrica regular em R3 é uma aplicação X : U → R3, definida no
aberto U do R2, tal que X é diferenciável e, para todo q = (u, v) ∈ U, a diferencial dXq : R2 → R3 é
injetiva.
Note que a última condição na Definição 1.5 equivale a dizer que Xu ∧ Xv 6= 0. O conjunto
X(U) é chamado o traço de X.
Dizemos que S ⊂ R3 é uma superfície regular se, para cada p ∈ S, existe uma vizinhança V
de p em R3 e uma aplicação X : U → V ∩ S de um aberto U do R2 sobre V ∩ S tal que X é um
homeomorfismo diferenciável e a diferencial dXq é injetiva, para todo q ∈ U.
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Observe que a definição de superfície paramétrica permite que seu traço tenha auto inter-
seção. Mas, neste trabalho, não consideraremos casos assim. Uma superfície paramétrica é
também chamada superfície parametrizada.
Os dois conceitos introduzidos tratam de um mesmo objeto de dois pontos de vista distintos
e que estão relacionados de alguma maneira. Em [5], podemos ver que, dada uma superfície
paramétrica regular X : U → R3, seu traço localmente é uma superfície regular. Além disso,
uma parametrização X de uma superfície regular é uma superfície paramétrica. Motivados
por isto e pelo fato de o nosso estudo ser local, identificaremos as duas definições, isto é, uma
superfície paramétrica com o seu traço, bem como uma superfície regular com a sua parame-
trização, conforme seja conveniente.
Dada uma superfície parametrizada X e um ponto p = X(q), o espaço vetorial
TpX := dXq(R2)
é o plano tangente a X em p. O vetor normal unitário da superfície em p é dado por
N(p) =
Xu ∧ Xv
‖Xu ∧ Xv‖ (q). (1.3)
Variando o ponto p ∈ X(U), obtemos uma aplicação diferenciável N : X(U)→ R3.
Como trataremos nos capítulos seguintes de curvas de interseção entre superfícies, encon-
traremos algumas expressões relevantes para este fim. A curva planar s 7→ (u(s), v(s)) define
uma curva α(s) = X(u(s), v(s)) sobre a superfície paramétrica X(u, v). Derivando esta expres-
são com respeito a s, segue que
α′ = Xuu′ + Xvv′
α′′ = Xuu(u′)2 + 2Xuvu′v′ + Xvv(v′)2 + Xuu′′ + Xvv′′
α′′′ = Xuuu(u′)3 + 3Xuuv(u′)2v′ + 3Xuvvu′(v′)2 + Xvvv(v′)3+
3[Xuuu′u′′ + Xuv(u′′v′ + u′v′′) + Xvvv′v′′] + Xuu′′′ + Xvv′′′,
(1.4)
onde omitimos o parâmetro s por simplicidade.
Falaremos um pouco sobre a primeira forma fundamental, que é definida a partir do produto
interno usual do R3, o qual induz um produto interno em cada plano tangente TpX de uma
superfície paramétrica X. Dados w1, w2 ∈ X(U), definimos 〈w1, w2〉p = 〈w1, w2〉, onde 〈 , 〉
denota o produto interno usual do R3. A esse produto interno, corresponde uma forma qua-
drática Ip : TpX → R dada por
Ip(w) = 〈w, w〉p ≥ 0. (1.5)
Definição 1.6. A forma quadrática Ip definida em (1.5) é chamada a primeira forma fundamental da
superfície X no ponto p ∈ X(U).
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Vamos agora expressar a primeira forma fundamental na base {Xu, Xv}. Dado w ∈ TpX,
podemos escrever w = α′(0), onde α(t) = X(u(t), v(t)) é uma curva sobre a superfície X tal
que α(0) = p. Temos que
Ip(w) = Ip(α′(0)) = 〈α′(0), α′(0)〉p
= 〈Xuu′ + Xvv′, Xuu′ + Xvv′〉p
= E(u′)2 + 2Fu′v′ + G(v′)2,
onde as funções são calculadas em t = 0 e
E = E(u0, v0) = 〈Xu, Xu〉p
F = F(u0, v0) = 〈Xu, Xv〉p
G = G(u0, v0) = 〈Xv, Xv〉p
são os coeficientes da primeira forma fundamental na base {Xu, Xv} de TpX. Fazendo p ∈ X(U) va-
riar, obtemos funções E(u, v), F(u, v), G(u, v) diferenciáveis. De agora em diante, omitiremos
o subscrito p quando for claro pelo contexto a que ponto nos referimos.
Definição 1.7. Seja X uma superfície com uma orientação determinada pelo campo de vetores normais
unitários N. A aplicação N : X(U) → R3 toma seus valores na esfera unitária S2. A aplicação
N : X(U)→ S2 é chamada a aplicação de Gauss de X, a qual é uma aplicação diferenciável.
Pode-se provar que a diferencial dNp : TpX → TpX é uma aplicação linear auto-adjunta, o
que nos permite associar a dNp uma forma quadrática v 7→ 〈dNp(v), v〉 em TpX.
Definição 1.8. A forma quadrática I Ip : TpX → R dada por I Ip(v) = −〈dNp(v), v〉 é chamada a
segunda forma fundamental de X em p ∈ X(U).
Definição 1.9. Seja α uma curva regular sobre a superfície X que passa pelo ponto p. A curvatura
normal de α em p é o número real κn = 〈
→
K, N〉, onde →K= α′′ é o vetor curvatura de α. Assim,
κn = 〈
→
K, N〉 = κ〈n, N〉 = κ cos θ, (1.6)
onde κ e n são a curvatura e o vetor normal de α em p e θ o ângulo entre os normais n e N.
Vamos dar uma interpretação geométrica da segunda forma fundamental em termos da
curvatura normal. Dado um vetor unitário v ∈ TpX, existe uma curva α parametrizada pelo
comprimento de arco s tal que α(0) = p e α′(0) = v. Denote por N(s) a restrição do vetor nor-
mal N à curva α(s). Temos que 〈N(s), α′(s)〉 = 0, o que implica 〈N(s), α′′(s)〉 = −〈N′(s), α′(s)〉.
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Portanto,
I Ip(v) = I Ip(α′(0)) = −〈dNp(α′(0)), α′(0)〉
= −〈N′(0), α′(0)〉 = 〈N(0), α′′(0)〉
= 〈N, κn〉(p) = κn(p).
Daí, temos a seguinte proposição.
Proposição 1.1 (Meusnier). Todas as curvas de uma superfície X : U ⊂ R2 → R3 que têm, em um
ponto p ∈ X(U), a mesma reta tangente, têm, neste ponto, a mesma curvatura normal.
Figura 1.1: α e αn têm a mesma curvatura normal em p ao longo de v
Deste ponto de vista, podemos falar em curvatura normal ao longo de uma dada direção.
Chamamos a seção normal de X em p segundo v à interseção de X com um plano contendo v e
N(p). Em uma vizinhança de p, a seção normal é uma curva plana regular cujo vetor normal
é ±N(p) ou zero. Assim, sendo κn = κ〈n, N〉, temos κ = ±κn, isto é, o valor absoluto da
curvatura normal é igual à curvatura da seção normal de X em p, segundo α′(0).
Pode-se mostrar que, para cada p ∈ X(U), existe uma base ortonormal {e1, e2} de TpX tal
que
dNp(e1) = −κ1e1, dNp(e2) = −κ2e2,
com κ1 e κ2 sendo o máximo e o mínimo da segunda forma fundamental (ou da curvatura
normal) restrita ao círculo unitário de TpX. Convencionaremos κ1 ≤ κ2. Os vetores e1 e e2
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são chamados vetores principais de X em p, as direções determinadas por eles são as direções
principais e as curvaturas κ1 e κ2 são as curvaturas principais.
Definição 1.10. Seja p ∈ X(U) e dNp : TpX → TpX a diferencial da aplicação de Gauss.
1. A curvatura Gaussiana de X em p é definida por K = det(dNp).
2. A curvatura média de X em p é H = −1
2
tr(dNp), onde tr representa o traço da matriz da
aplicação.
Segue, portanto, que




Definição 1.11. Um ponto p ∈ X(U) é dito
1. Elíptico, se det(dNp) > 0.
2. Hiperbólico, se det(dNp) < 0.
3. Parabólico, se det(dNp) = 0, com dNp 6= 0.
4. Planar, se dNp ≡ 0.
Temos ainda a seguinte definição.
Definição 1.12. Dizemos que um ponto p ∈ X(U) é umbílico se κ1 = κ2.
Veremos a seguir como as curvaturas principais determinam a curvatura normal em qual-
quer direção. Seja w ∈ TpX com ‖w‖ = 1 e e1, e2 os vetores principais da superfície X em p.
Como e1 e e2 formam uma base ortonormal de TpX, podemos escrever
w = cos θe1 + sin θe2,
onde θ é o ângulo de e1 a w na orientação de TpX. A curvatura normal κn na direção de w é
dada por
κn(w) = I Ip(w) = −〈dNp(cos θe1 + sin θe2), cos θe1 + sin θe2〉
= −〈−κ1 cos θe1 − κ2 sin θe2, cos θe1 + sin θe2〉
= κ1 cos2 θ + κ2 sin2 θ.
Assim,
κn = κ1 cos2 θ + κ2 sin2 θ. (1.7)
Esta expressão é conhecida como fórmula de Euler. Ela nos dá uma expressão para a segunda
forma fundamental I Ip(w) = κn(w) na base de autovetores {e1, e2} de TpX.
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Definição 1.13. Dizemos que uma curva α regular e conexa sobre uma superfície X é uma linha de
curvatura se, para todo p sobre α, a reta tangente a α é uma direção principal.
Proposição 1.2 (Olinde Rodrigues). Uma condição necessária e suficiente para que uma curva regular
e conexa α seja uma linha de curvatura de X é
N′(t) = λ(t)α′(t),
onde λ(t) é uma função diferenciável e N(t) = N ◦ α(t). Neste caso, −λ(t) é a curvatura principal
segundo α′(t).
Demonstração. Se α é uma linha de curvatura, então α′(t) está contido em uma direção princi-
pal. Logo, α′(t) é um autovetor de dN e, assim, para alguma função λ de t,
N′(t) = dN(α′(t)) = λ(t)α′(t).
Reciprocamente, se N′(t) = λ(t)α′(t), segue que α′(t) é um autovetor de dN e, portanto, está
contido numa direção principal, ou seja, α é uma linha de curvatura.
Definição 1.14. Seja p ∈ X(U). Uma direção assintótica é uma direção de TpX para a qual a curvatura
normal é zero. Uma curva conexa e regular α é dita curva assintótica de X se, para todo p sobre α, a reta
tangente a α em p é uma direção assintótica.
Vamos falar agora sobre a indicatriz de Dupin. Dado um ponto p ∈ X(U), a indicatriz de
Dupin em p é o conjunto de vetores w ∈ TpX que satisfazem I Ip(w) = ±1. Podemos ver
que a indicatriz de Dupin em p é uma união de cônicas. De fato, sejam ξ e η as coordenadas
cartesianas de TpX na base ortonormal {e1, e2}, onde e1, e2 são autovetores da dNp. Dado
w ∈ TpX, escreva w = ξe1 + ηe2. Considere as coordenadas polares ξ = ρ cos θ, η = ρ sin θ,
ρ 6= 0. Sendo ‖v‖ = 1 e {e1, e2} base ortonormal, podemos escrever v = cos θe1 + sin θe2.
Assim,
w = ρ cos θe1 + ρ sin θe2 = ρv.
Portanto, w ∈ TpX satisfaz I Ip(w) = ±1 se, e somente se,
±1 = I Ip(w) = I Ip(ρv) = −〈dNp(ρv), ρv〉
= ρ2[−〈dNp(v), v〉] = ρ2 I Ip(v)




onde, na penúltima igualdade, usamos a fórmula de Euler (ver equação (1.7)). Concluímos que
as coordenadas ξ e η de um ponto da indicatriz de Dupin satisfazem
κ1ξ
2 + κ2η
2 = ±1, (1.8)
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ou seja, a indicatriz de Dupin em p é a união das cônicas κ1ξ2 + κ2η2 = 1 e κ1ξ2 + κ2η2 = −1
em TpX. Observe que, se p é um ponto planar, a equação (1.8) não é satisfeita. Analisaremos o
que acontece nos outros casos.
1. Se p é um ponto elíptico, κ1κ2 > 0 e, então, κ1 e κ2 têm o mesmo sinal. Logo, por (1.8), a
indicatriz de Dupin é uma elipse, que degenera em um círculo se o ponto é umbílico.
2. Se p é um ponto hiperbólico, κ1κ2 < 0. Assim, κ1 e κ2 têm sinais opostos. Logo, anali-
sando cada caso (κ1 > 0, κ2 < 0 e κ1 < 0, κ2 > 0), segue de (1.8) que a indicatriz de Dupin
é um par de hipérboles que não se tocam.
3. Se p é parabólico, então uma das curvaturas principais é zero. Logo, a indicatriz de
Dupin neste caso é um par de retas paralelas, com direção comum igual à única direção
assintótica em p.
(a) O ponto p é elíptico (b) O ponto p é hiperbólico (c) O ponto p é parabólico
Figura 1.2: Indicatrizes de Dupin no ponto p
Nosso objetivo agora é encontrar uma expressão para a segunda forma fundamental em um
sistema de coordenadas locais. Seja X(u, v) uma superfície, p ∈ X(U) e α(t) = X(u(t), v(t))
uma curva sobre X tal que α(0) = p. Observe que
dN(α′) = N′(u(t), v(t)) = Nuu′ + Nvv′.
Portanto,
I Ip(α′) = −〈dN(α′), α′〉 = −〈Nuu′ + Nvv′, Xuu′ + Xvv′〉
= −[〈Nu, Xu〉(u′)2 + (〈Nu, Xv〉+ 〈Nv, Xu〉)u′v′ + 〈Nv, Xv〉(v′)2]
= e(u′)2 + 2 f u′v′ + g(v′)2,
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onde
e = −〈Nu, Xu〉 = 〈N, Xuu〉
f = −〈Nu, Xv〉 = 〈N, Xuv〉 = 〈Nv, Xu〉
g = −〈Nv, Xv〉 = 〈N, Xvv〉
e as igualdades são obtidas derivando-se a expressão 〈N, Xu〉 = 〈N, Xv〉 = 0. As funções
envolvidas nestas contas foram calculadas no ponto p, o qual foi omitido por simplicidade.
Fazendo alguns cálculos (ver [5]), obtemos
K =
eg− f 2
EG− F2 , H =
1
2
eG− 2 f F + gE
EG− F2 , (1.9)
de onde segue que as curvaturas principais são as soluções da equação
κ2 − 2Hκ + K = 0
e, portanto,
κ = H ±
√
H2 − K. (1.10)
A seguir, vamos entender um pouco sobre contato de ordem ≥ 2 entre superfícies, um
tópico que pode ser encontrado com mais detalhes em [2], [5] e [15]. Suponha que S1 e S2 se
intersectam tangencialmente no ponto p0, isto é, os planos tangentes Tp0S1 e Tp0S2 são iguais.
Inicialmente, considere a projeção ortogonal pi : R3 → p0 + Tp0S1 = p0 + Tp0S2. Temos que
pi(p0) = p0, pi(p) − p0 ∈ Tp0S1 e pi(p) − p ⊥ Tp0S1. Veja ainda que a restrição de pi a cada
uma das superfícies tem como diferencial em p0 a identidade. Logo, pelo Teorema da Função
Inversa, existem abertos U1 ⊂ S1 e U2 ⊂ S2, vizinhanças de p0, nos quais pi é um difeomorfismo
sobre sua imagem. Assim, considere δ > 0 tal que o conjunto
Bδ(p0) = {p ∈ p0 + Tp0S1; ‖p− p0‖ < δ}
esteja contido na interseção pi(U1) ∩ pi(U2). Fixada uma base ortonormal {w1, w2} de Tp0S1,
defina N0 = w1 ∧ w2. Denotando V1 = pi−1(Bδ(p0)) ⊂ U1 e U = Bδ(p0) ⊂ p0 + Tp0S1,
observamos que, dado p ∈ V1, existe w ∈ U tal que p = pi−1(w). Para este w, existe (u, v) ∈
Bδ(0) ⊂ R2 tal que w = p0 + uw1 + vw2, ou seja, um ponto p ∈ V1 é unicamente determinado
por (u, v) ∈ Bδ(0) da seguinte maneira:
p = (pi|V1)−1(w) = (pi|V1)−1(p0 + uw1 + vw2).
Isto nos permite definir a parametrização X : Bδ(0) ⊂ R2 → V1 ⊂ S1 tal que
X(u, v) = (pi|V1)−1(p0 + uw1 + vw2) = p0 + uw1 + vw2 + h1(u, v)N0,
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para alguma função h1 : Bδ(0) → R. A última igualdade segue pelo fato de que, dado p ∈ V1,
então, como pi(p)− p é paralelo a N0 tem-se que que existe h1(u, v) ∈ R tal que pi(p)− p =
−h1(u, v)N0. Logo,
p = pi(p) + h1(u, v)N0 = p0 + uw1 + vw2 + h1(u, v)N0.
Com um raciocínio análogo, definimos Y : Bδ(0)→ V2 ⊂ S2 por
Y(u, v) = (pi|V2)−1(p0 + uw1 + vw2) = p0 + uw1 + vw2 + h2(u, v)N0, h2 : Bδ(0)→ R.
Estas parametrizações correspondem a ver S1 e S2 localmente como o gráfico das funções h1 e
h2.
Definição 1.15. Dizemos que S1 e S2 têm contato de ordem ≥ 2 em p0 se
lim
(u,v)→(0,0)
h1(u, v)− h2(u, v)
‖(u, v)‖2 = 0,
onde h1 e h2 são dadas como na discussão acima.
Isto significa que, numa vizinhança de p0, as alturas h1 e h2 estão arbitrariamente próximas
e os pontos correspondentes p1 ∈ S1 e p2 ∈ S2 se aproximam rapidamente de p0.
Proposição 1.3. Sejam S1 e S2 superfícies que se intersectam tangencialmente em p0 com uma orienta-
ção tal que NS1 e NS2 coincidam em p0. Então, são equivalentes:
1. S1 e S2 têm contato de ordem ≥ 2 em p0.
2. As restrições a Tp0S1 = Tp0S2 das segundas formas fundamentais de S1 e S2 coincidem.
Falaremos ainda sobre superfícies na forma implícita, que são representadas por funções
diferenciáveis f (x, y, z) = 0. Começamos com o conceito de ponto crítico e valor regular.
Definição 1.16. Dizemos que p ∈ U é um ponto crítico de uma aplicação diferenciável f : U ⊂ Rn →
Rm, definida no aberto U do Rn, se a diferencial d fp : Rn → Rm não é uma aplicação sobrejetiva. A
imagem f (p) ∈ Rm de um ponto crítico é chamado um valor crítico de f . Um ponto de Rm que não é
um valor crítico é chamado um valor regular de f .
Note que, se f : U ⊂ R3 → R é uma função diferenciável, então, dizer que d fp não é
uma aplicação sobrejetiva é equivalente a dizer que fx(p) = fy(p) = fz(p) = 0. Portanto,
r ∈ f (U) é um valor regular de f : U ⊂ R3 → R se, e somente se, fx, fy e fz não se anulam
simultaneamente em todos os pontos da imagem inversa
f−1(r) = {(x, y, z) ∈ U; f (x, y, z) = r}.
O Teorema da Função Inversa assegura o seguinte resultado (ver [5, p. 69]).
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Proposição 1.4. Seja f : U ⊂ R3 → R uma função diferenciável. Se r ∈ f (U) é um valor regular
de f , então S = f−1(r) é uma superfície regular. Neste caso, dizemos que S está na forma implícita e
escrevemos f (x, y, z)− r = 0.
Finalizamos esta seção com algumas expressões que serão úteis para futuros cálculos. A
curva (x(s), y(s), z(s)) com restrição f (x(s), y(s), z(s)) = 0 define uma curva sobre a superfície
implícita f (x, y, z) = 0. Derivando f (x(s), y(s), z(s)) = 0 com respeito a s, temos que
0 = d fds = fxx




′)2 + fyy(y′)2 + fzz(z′)2 + 2( fxyx′y′ + fxzx′z′ + fyzy′z′)+




′)3 + fyyy(y′)3 + fzzz(z′)3 + 3[ fxxy(x′)2y′ + fxxz(x′)2z′+
fxyy(y′)2x′ + fyyz(y′)2z′ + fyzz(z′)2y′ + fxzz(z′)2x′ + 2 fxyzx′y′z′]+
3[ fxxx′x′′ + fyyy′y′′ + fzzz′z′′ + fxy(x′′y′ + x′y′′) + fxz(x′′z′ + x′z′′)+
fyz(y′′z′ + y′z′′)] + fxx′′′ + fyy′′′ + fzz′′′.
(1.11)
1.2 O Espaço de Lorentz-Minkowski L3
Abordaremos nesta seção o espaço de Lorentz-Minkowski L3, que é o R3 munido de uma
métrica que descreveremos a seguir. Tal tópico está divido em três partes que descrevem as
propriedades e definições básicas, as curvas e as superfícies neste ambiente, conceitos estes que
serão importantes para o estudo das curvas de interseção entre duas superfícies no espaço de
Lorentz-Minkowski. Apresentaremos também algumas ideias a respeito das formas bilineares
simétricas, as quais serão muito utilizadas no decorrer do texto. Embora o conceito de forma
bilinear simétrica seja considerado com o intuito de aplicá-lo no L3, ele será apresentado em
um contexto mais geral, isto é, para um espaço vetorial V arbitrário. Utilizamos como base as
referências descritas em [6], [9], [10] e [11].
1.2.1 Propriedades e Definições Básicas
Definição 1.17. Considere R3 com a métrica g = 〈 , 〉1 que associa a cada u = (u1, u2, u3), v =
(v1, v2, v3) ∈ R3 o número real
〈u, v〉1 = u1v1 + u2v2 − u3v3.
Chamamos o R3 munido da métrica g de espaço de Lorentz-Minkowski e denotaremos (R3, g) = L3.
14
1.2. O Espaço de Lorentz-Minkowski L3
A métrica g = 〈 , 〉1 é chamada métrica de Lorentz-Minkowski (ou métrica de Lorentz). O
subscrito 1 em 〈 , 〉1 é devido à assinatura de g (a definição de assinatura é dada mais adiante).
Com a métrica g, podemos ter vetores v ∈ L3 tais que 〈v, v〉1 < 0 ou ainda 〈v, v〉1 = 0 com
v 6= 0. Por exemplo, sendo e1 = (1, 0, 0) e e3 = (0, 0, 1), temos que 〈e3, e3〉1 = −1 < 0 e
〈e1 + e3, e1 + e3〉1 = 0.
Definição 1.18. Seja v ∈ L3. Dizemos que:
1. v é tipo tempo se 〈v, v〉1 < 0,
2. v é tipo luz se 〈v, v〉1 = 0 e v 6= 0,
3. v é tipo espaço se 〈v, v〉1 > 0 ou v = 0.
Um vetor tipo luz é também chamado de vetor nulo. Denotamos por T o conjunto de todos
os vetores tipo tempo, por C o conjunto de todos os vetores tipo luz (C é chamado o cone de luz)
e por E o conjunto de todos os vetores tipo espaço. Assim, temos que
T = {(x, y, z) ∈ L3; x2 + y2 − z2 < 0}
C = {(x, y, z) ∈ L3; x2 + y2 − z2 = 0} − {0}
E = {(x, y, z) ∈ L3; x2 + y2 − z2 > 0} ∪ {0}.
Figura 1.3: O cone de luz
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A figura mostra o cone de luz C. Observe que o interior do cone é o conjunto de todos os
vetores tipo tempo T e o seu exterior (incluindo o zero) é o conjunto E de todos os vetores tipo
espaço.
Uma forma bilinear simétrica em um espaço vetorial V de dimensão finita é uma função
bilinear b : V ×V → R que satisfaz b(v, w) = b(w, v), para todo v, w ∈ V. Dizemos que
1. b é positiva (negativa) definida se, dado v 6= 0, tem-se b(v, v) > 0 (< 0),
2. b é positiva (negativa) semi-definida se, dado v ∈ V, tem-se b(v, v) ≥ 0 (≤ 0),
3. b é não degenerada desde que, se v ∈ V é tal que b(v, w) = 0 ∀w ∈ V, então v = 0.
O índice ν de uma forma bilinear simétrica b em um espaço vetorial V é o maior inteiro
que é a dimensão de um subespaço W ⊆ V no qual b|W é negativa definida. Desta forma,
0 ≤ ν ≤ dim V e ν = 0 se, e somente se, b é positiva semi-definida. É comum nos referirmos
ao índice ν de uma forma bilinear simétrica não degenerada b de V como o índice de V, que é
denotado por ν = ind(V).
Se B = {e1, . . . , en} é uma base para V, a matriz (bij) = b(ei, ej) é a matriz de b relativa a B.
Lema 1.1. Uma forma bilinear simétrica é não degenerada se, e somente se, sua matriz relativa a uma
base (e portanto, a todas) é invertível.
Demonstração. Primeiramente, note que, dada uma base B = {e1, . . . , en} de V então, fixado
v ∈ V, tem-se que b(v, w) = 0, ∀w ∈ V se, e somente se, b(v, ei) = 0 para i = 1, . . . , n. Além
disso,









para todo i = 1, . . . , n. Portanto, b é degenerada se, e somente se, existem números reais, não




bijvj = 0. Como cada i fixado determina um vetor linha da
matriz (bij), esta condição equivale à dependência linear das linhas de (bij), isto é, à matriz bij
não ser invertível. Isto prova o resultado.
Definição 1.19. Dado um subespaço U ⊆ L3, dizemos que U é tipo tempo (resp. tipo luz, tipo espaço)
se a métrica de Lorentz-Minkowski induzida em U é não degenerada de índice 1 (resp. degenerada,
positiva definida).
O caráter de causalidade de um subespaço U é a propriedade dele ser tipo tempo, tipo luz ou
tipo espaço.
Exemplo 1.1. O exemplo dado imediatamente antes da Definição 1.18 mostra um vetor tipo luz que é a
soma de dois vetores tipo espaço. Vejamos abaixo alguns exemplos para subespaços.
16
1.2. O Espaço de Lorentz-Minkowski L3
• O plano Span{e1, e2} é tipo espaço. De fato, dado v ∈ Span{e1, e2} não nulo, existem λ, µ ∈ R
tais que v = λe1 + µe2. Como v é não nulo, pelo menos um dos coeficientes λ, µ é diferente de
zero. Logo,
〈v, v〉1 = 〈λe1 + µe2,λe1 + µe2〉1 = λ2〈e1, e1〉1 + 2λµ〈e1, e2〉1 + µ2〈e2, e2〉1 > 0,
ou seja, g|Span{e1,e2} é positiva definida. Na verdade, observe que qualquer subespaço gerado por
dois vetores tipo espaço que são ortogonais é ainda tipo espaço.
• Os planos Span{e1, e3} e Span{e2, e3} são tipo tempo. Vamos mostrar o primeiro caso. Suponha
que v ∈ Span{e1, e3} é tal que 〈v, w〉1 = 0 para todo w ∈ Span{e1, e3} e escreva v = a1e1 +
a3e3 e w = b1e1 + b3e3. Então
0 = 〈v, w〉1 = a1a3〈e1, e1〉1 + (a1b3 + a3b1)〈e1, e3〉1 + a3b3〈e3, e3〉1 = a1b1 − a3b3.
Como esta igualdade vale para todo w ∈ Span{e1, e3}, vale em particular para w = e1, isto é,
b1 = 1, b3 = 0, o que implica a1 = 0. Por outro lado, tomando w = e3, temos b1 = 0, b3 = 1,
que implica a3 = 0. Portanto, v = 0. Precisamos ainda ver que o índice ν de g|Span{e1,e3} é
igual a 1. De fato, g|Span{e1,e3} não é negativa definida e qualquer subespaço próprio não nulo
tem dimensão 1. Como existem vetores tipo tempo em {e1, e3}, concluímos que o maior inteiro
que é a dimensão de um subespaço W ⊆ {e1, e3} no qual b|W é negativa definida é 1. Portanto,
Span{e1, e3} é tipo tempo.
• O plano Span{e1, e2 + e3} é tipo luz. Para ver isto, precisamos mostrar que a métrica de Lorentz-
Minkowski restrita a Span{e1, e2 + e3} é degenerada. Dado w ∈ Span{e1, e2 + e3}, existem
a, b ∈ R tais que w = ae1 + b(e2 + e3) = (a, 0, 0) + (0, b, b) = (a, b, b). Tome c 6= 0 e
v = (0, c, c) = c(e2 + e3) ∈ Span{e1, e2 + e3}. Logo,
〈v, w〉1 = 〈c(e2 + e3), ae1 + b(e2 + e3)〉1 = bc(〈e2, e2〉1 + 2〈e2, e3〉1 + 〈e3, e3〉1) = 0.
Portanto, g|Span{e1,e2+e3} é degenerada, como queríamos demonstrar.
Definição 1.20. Sejam v, w ∈ L3 e U ⊆ L3.
1. A norma ou o comprimento de v é definido por ‖v‖1 =
√|〈v, v〉1|.
2. Dizemos que v é unitário se ‖v‖1 = 1.
3. Os vetores v, w são ortogonais se 〈v, w〉1 = 0.
4. O subespaço ortogonal de U é o conjunto U⊥ dado por U⊥ = {v ∈ L3; 〈u, v〉1 = 0, ∀u ∈ U}.
5. Dizemos que U é não degenerado se a métrica de Lorentz-Minkowski restrita a U é não degenerada.
17
1.2. O Espaço de Lorentz-Minkowski L3
Lema 1.2. Seja U um subespaço de um espaço não degenerado V. Então
1. dim(U⊥) = dim V − dim U,
2. (U⊥)⊥ = U.
Demonstração. 1. Dado w ∈ U⊥, tem-se que
〈u, w〉1 = 0, ∀u ∈ U. (1.12)
Seja m = dim U e B = {e1, . . . , em} uma base de U. Podemos completar B para formar





ajej, como para cada i = 1, . . . , m, ei ∈ U, segue que 〈ei, w〉1 = 0. Logo, para todo


















ajgij = 0. (1.13)
Como i ∈ {1, . . . , m}, a equação (1.12) nos dá um sistema de m equações lineares com n
incógnitas a1, . . . , an. Sendo g = 〈 , 〉1 não degenerada, a matriz dos coeficientes de g é
invertível, ou seja, é invertível a matriz
M =

g11 . . . g1n
... . . .
...
gn1 . . . gnn
 .
Assim, segue da Álgebra Linear que o espaço das soluções de (1.13) tem dimensão n−m.





U⊥. Portanto, dim(U⊥) = n−m = dim V − dim U.
2. Dado u ∈ U, então, para todo w ∈ U⊥, tem-se 〈u, w〉1 = 0. Logo, u ∈ (U⊥)⊥ e, portanto,
U ⊂ (U⊥)⊥. Além disso, pelo item 1,
dim(U⊥)⊥ = dim V − dim(U⊥) = dim V − (dim V − dim U) = dim U.
Assim, U = (U⊥)⊥.
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Lema 1.3. Se V 6= 0 é um espaço n-dimensional munido de uma forma bilinear simétrica não degene-
rada, b, então V admite uma base ortonormal.
Demonstração. Para ver isso, observe que, como V é não degenerado, então existe v ∈ V tal
que b(v, v) 6= 0. Provaremos o resultado por indução sobre n = dim V. Se n = 1, seja v ∈ V
tal que b(v, v) 6= 0. Então, w = v‖v‖ é unitário e a base {w} é ortonormal. Suponha que o
resultado é válido para todo k < n. Considerando o subespaço Span{v}⊥, temos pelo item 2 do
Lema 1.2 que dim(Span{v}⊥) = n− 1. Assim, por hipótese de indução, existe {e1, . . . , en−1}
base ortonormal de Span{v}⊥, Note que v ⊥ ei, ∀i = 1, . . . , n− 1 e, como b é não degenerada,
v e ei são linearmente independentes. Sendo b(v, v) 6= 0, podemos considerar o vetor unitário
w =
v
‖v‖ . Portanto, {e1, . . . , en−1, w} é base ortonormal de V.
Considere uma base ortonormal {e1, . . . , en} do espaço vetorial V munido da forma bilinear
simétrica não degenerada b. Dados v, w ∈ V escreva v = v1e1 + . . . + vnen e w = w1e1 + . . . +
wnen. Então,
b(v, w) = v1w1b(e1, e1) + v2w2b(e2, e2) + . . . + vnwnb(en, en).
Note que, como cada ei é unitário, então b(ei, ei) = ±1. Assim, a expressão de b(v, w) é
b(v, w) = v1w1 ± v2w2 ± . . .± vnwn, (1.14)
ou, na forma matricial,
b(v, w) =
[
v1 . . . vn
]

±1 0 . . . 0












±1 0 . . . 0




0 0 . . . ±1
w.
Ou seja, a matriz B de b na base ortonormal {e1, . . . , en} é diagonal com coeficientes ±1. Logo,
seu determinante é igual a±1 e B é invertível. A assinatura de b indica a posição e o número de
sinais negativos na matriz de b e é denotada por (ε1, . . . , εn), onde ε j = b(ej, ej) = ±1. Conven-
cionaremos escrever os sinais negativos (quando houver) nas últimas entradas da assinatura.







e a assinatura da métrica g é (+,+,−), em que g = 〈 , 〉1.
Proposição 1.5. Para toda base ortonormal {e1, . . . , en} de V, o número de sinais negativos na assina-
tura (ε1, . . . , εn) é o índice ν de V.
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A demonstração deste resultado pode ser vista em [11, p. 51].
Dada uma forma bilinear em um espaço vetorial, podemos falar em ortogonalidade entre
vetores.
Definição 1.21. Dizemos que os vetores u, v no espaço vetorial V munido de uma forma bilinear simé-
trica b são ortogonais se b(u, v) = 0.
Proposição 1.6. Um subespaço U de V é não degenerado se, e somente se, V = U ⊕U⊥.
Demonstração. Sabe-se, por um resultado da Álgebra Linear, que
dim(U +U⊥) + dim(U ∩U⊥) = dim U + dim(U⊥).
Pelo item 1 do Lema 1.2, dim U + dim(U⊥) = dim V. Logo, V = U ⊕U⊥ se, e somente se,
dim(U ∩U⊥) = 0. Ora, sendo U ∩U⊥ = {u ∈ U; u ⊥ U}, então U ∩U⊥ = 0 é equivalente a
b|U ser não degenerada, ou seja, a U ser não degenerado. Daí, segue o resultado.
Concluímos que, como U = (U⊥)⊥, então U é não degenerado se, e somente se V =
(U⊥)⊥ ⊕U⊥, que equivale a U⊥ ser não degenerado.
Proposição 1.7. Seja v ∈ L3 e U ⊆ L3 um subespaço.
1. v é tipo tempo se, e somente se, Span{v}⊥ é tipo espaço.
2. v 6= 0 é tipo espaço se, e somente se, Span{v}⊥ é tipo tempo.
3. U é tipo tempo se, e somente se, U⊥ é tipo espaço.
4. U é tipo luz se, e somente se, U⊥ é tipo luz.
Demonstração.
1. Sem perda de generalidade, suponha que v é unitário. Pelo Lema 1.2, dim(Span{v}⊥) =
dimL3 − dim Span{v} = 3− 1 = 2. Sendo v tipo tempo então Span{v}⊥ é não degene-
rado. Assim, podemos considerar {v1, v2} base ortonormal de Span{v}⊥. Note que, para
i = 1, 2, v e vi são L.I. pois, caso contrário, existiria λ 6= 0 tal que v = λvi e, então,
0 = 〈v, vi〉1 = λ〈vi, vi〉1 6= 0.
Portanto, {v1, v2, v} é base ortonormal de L3. Como v é tipo tempo e o índice de L3 é
ν = 1, então v1 e v2 são tipo espaço. Portanto, Span{v}⊥ = Span{v1, v2} é tipo espaço.
Agora, suponha que Span{v}⊥ seja tipo espaço. Considerando {v1, v2} base ortonormal
de Span{v}⊥, temos que {v1, v2, v} forma uma base de L3. Como v1, v2 são tipo espaço,
então v é tipo tempo.
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2. Suponha que v é unitário. Sendo v tipo espaço então Span{v} é não degenerado e, por-
tanto, Span{v}⊥ é não degenerado. Seja {v1, v2} base ortonormal de Span{v}⊥. Então,
{v1, v2, v} é base ortonormal de L3. Analogamente ao que fizemos na demonstração do
item anterior, temos que, como v é tipo espaço, então ou v1 é tipo tempo e v2 é tipo es-
paço, ou vice-versa. Portanto, Span{v}⊥ é não degenerado de índice 1, isto é, Span{v}⊥
é tipo tempo.
Reciprocamente, se Span{v}⊥ é tipo tempo, considere uma base ortonormal {v1, v2} de
Span{v}⊥ tal que v1 é tipo espaço e v2 é tipo tempo. Ora, sendo Span{v}⊥ não degene-
rado, então Span{v} é também não degenerado e, assim, v é linearmente independente
com v1 e v2. Logo, {v1, v2, v} é uma base ortonormal de L3 e, portanto, v é tipo espaço.
3. U tipo tempo implica U e U⊥ não degenerados. Portanto, podemos tomar bases ortonor-
mais B1 de U e B2 de U⊥. Como L2 = U ⊕U⊥ (ver Proposição 1.6), segue que B1 ∪ B2 é
base ortonormal de L3. Assim,
ind(L3) = ind(U) + ind(U⊥)⇒ 1 = 1+ ind(U⊥)⇒ ind(U⊥) = 0.
Logo, U⊥ é tipo espaço.
Reciprocamente (e analogamente), se U⊥ é tipo espaço, então ind(U⊥) = 0, que implica
ind(U) = 1 e, assim, U é tipo tempo.
4. Seja U tipo luz. Se U⊥ não fosse tipo luz, então U⊥ seria tipo tempo ou tipo espaço,
o que, pelo item anterior, implicaria que U é tipo espaço ou tipo tempo, o que é uma
contradição. Logo, U⊥ é tipo luz. A volta é inteiramente análoga.
Proposição 1.8. Se u e v são dois vetores tipo luz, então eles são L.D. se, e somente se, são ortogonais.
Demonstração. A ida é imediata. Provaremos a volta do resultado. Seja e3 = (0, 0, 1) ∈ L3 tipo
tempo. Então, Span{e3}⊥ é tipo espaço e, portanto, não degenerado. Logo
L3 = Span{e3} ⊕ Span{e3}⊥. (1.15)
Considere u, v em L3 tipo luz e ortogonais, isto é, 〈u, v〉1 = 0. Existem, por (1.15), α, β ∈ R e
u˜, v˜ ∈ Span{e3}⊥ tais que
u = αe3 + u˜
v = βe3 + v˜.
(1.16)
Temos o seguinte:
0 = 〈u, u〉1 = 〈αe3 + u˜, αe3 + u˜〉1 = −α2 + 〈u˜, u˜〉1.
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Logo, α = ±‖u˜‖1. Analogamente, obtemos β = ±‖v˜‖1.
Suponha que α e β tenham o mesmo sinal. Assim, αβ = ‖u˜‖1‖v˜‖1 e, então,
0 = 〈u, v〉1 = 〈αe3 + u˜, βe3 + v˜〉1 = −αβ+ 〈u˜, v˜〉1 = −‖u˜‖1‖v˜‖1 + 〈u˜, v˜〉1.
Logo,
〈u˜, v˜〉1 = ‖u˜‖1‖v˜‖1. (1.17)
Ora, Span{e3}⊥ é tipo espaço. Logo, g|Span{e3}⊥ é positiva definida e, portanto, vale a desigual-
dade de Cauchy-Schwarz a qual, aplicada a (1.17), nos diz que u˜ e v˜ são L.D., ou seja, existe
λ ∈ R tal que
u˜ = λv˜. (1.18)
Daí,
u = αe3 + u˜ = ±‖u˜‖1e3 + u˜ = ±|λ|‖v˜‖1e3 + λv˜ = ±|λ|(±β)e3 + λv˜ = |λ|βe3 + λv˜. (1.19)





〈v˜, v˜〉1 > 0.
Portanto, |λ| = λ. Substituindo em (1.19), temos u = λ(βe3 + v˜) = λv, ou seja, u e v são
linearmente dependentes.
Se, porém, α e β têm sinais contrários, concluímos que
−〈u˜, v˜〉1 = ‖u˜‖1‖v˜‖1. (1.20)
Como ‖u˜‖1 = ‖ − u˜‖1, segue que
〈−u˜, v˜〉1 = ‖ − u˜‖1‖v˜‖1
e, como −u˜ é também tipo espaço, aplicando Cauchy-Schwarz (assim como antes), tem-se que
−u˜ e v˜ são L.D., de onde segue que u e v são L.D., como queríamos demonstrar.
Proposição 1.9. Seja U ⊆ L3 um subespaço bidimensional. As seguintes afirmações são equivalentes.
1. U é tipo tempo.
2. U contém dois vetores tipo luz linearmente independentes.
3. U contém um vetor tipo tempo.
Demonstração.
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(1)⇒(2). Suponha que U é tipo tempo. Então U é não degenerado de índice 1 e, portanto,
existe uma base ortonormal {e1, e2} de U tal que e1 é tipo espaço e e2 é tipo tempo. Assim,
os vetores e1 + e2 e e1 − e2 são tipo luz, pois
〈e1 ± e2, e1 ± e2〉1 = 〈e1, e1〉1 ± 2〈e1, e2〉1 + 〈e2, e2〉1 = 1− 1 = 0.
Além disso, estes vetores são linearmente independentes, pois 〈e1 + e2, e1− e2〉1 = 2 6= 0.
Logo, pela Proposição 1.8, segue.
(2)⇒(3). Sejam u, v ∈ U linearmente independentes e tipo luz. Então, pela Proposição 1.8,
〈u, v〉1 6= 0. Além disso, 〈u, u〉1 = 〈v, v〉1 = 0. Note que
〈u + v, u + v〉1 = 2〈u, v〉1 6= 0
〈u− v, u− v〉1 = −2〈u, v〉1 6= 0.
Do fato de 〈u, v〉1 6= 0, temos que ou 〈u, v〉1 > 0 ou 〈u, v〉1 < 0. Se for 〈u, v〉1 > 0,
então 〈u− v, u− v〉1 = −2〈u, v〉1 < 0. Por outro lado, se for 〈u, v〉1 < 0, concluímos que
〈u + v, u + v〉1 = 2〈u, v〉1 < 0. Ou seja, sempre existe um vetor tipo tempo em U.
(3)⇒(1). Seja u ∈ U um vetor tipo tempo. Então, Span{u}⊥ é tipo espaço. Dado v ∈ U⊥,
temos em particular que v ⊥ u. Assim, v ∈ Span{u}⊥. Logo, U⊥ ⊂ Span{u}⊥ e, assim,
U⊥ é também tipo espaço. Logo, pelo item 3 da Proposição 1.7, segue que U é tipo tempo.
Proposição 1.10. Seja U ⊆ L3 um subespaço. As seguintes afirmações são equivalentes.
1. U é tipo luz.
2. U contém um vetor tipo luz, mas nenhum vetor tipo tempo.
3. U ∩ C = L− {0}, onde L é um subespaço de dimensão 1 e C é o cone de luz.
Demonstração. Note que, se dim U = 1, o resultado segue. Vejamos para dim U = 2.
(1)⇒(2). U tipo luz implica que existe v ∈ U não nulo tal que 〈v, u〉1 = 0, para todo u ∈ U.
Em particular, 〈v, v〉1 = 0. Assim, existe v ∈ U tipo luz. E, pela proposição anterior, segue
que U não contém vetores tipo tempo.
(2)⇒(3). Como U contém um vetor tipo luz, então U ∩ C é não vazio. Escreva U ∩ C = L −
{0}, onde L é um subespaço deL3. Se existissem dois vetores linearmente independentes
tipo luz em L, estes gerariam um subespaço deL3 de dimensão dois que, pela proposição
anterior, conteria um vetor tipo tempo, gerando uma contradição. Logo, dimL = 1.
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(3)⇒(1). Sendo U ∩ C = L− {0} 6= ∅, U não pode ser tipo espaço. Além disso, pela propo-
sição anterior, U não pode ser tipo tempo, já que U não contém dois vetores L.I. tipo luz.
Portanto, U é tipo luz.
Definição 1.22. Se u é um vetor tipo tempo, definimos o cone tipo tempo de u pelo conjunto
C(u) = {v ∈ T ; 〈u, v〉1 < 0}.
O cone tipo tempo oposto é
C(−u) = −C(u) = {v ∈ T ; 〈u, v〉1 > 0}.
Estes conjuntos são não vazios, visto que u ∈ C(u) e −u ∈ −C(u).
Lema 1.4. Dois vetores v, w ∈ L3 tipo tempo estão no mesmo cone tipo tempo se, e somente se,
〈v, w〉1 < 0.
Demonstração. É claro que, se 〈v, w〉1 < 0, então v e w estão no mesmo cone tipo tempo. Reci-
procamente, supondo que v, w ∈ C(u), para algum vetor u tipo tempo, temos que 〈u, v〉1 < 0
e 〈u, w〉1 < 0. Sem perda de generalidade, suponha que u é unitário. Sendo L3 = Span{u} ⊕
Span{u}⊥, podemos escrever
v = λu + v˜, w = µu + w˜, v˜, w˜ ∈ Span{u}⊥.
Logo, como v e w são tipo tempo e u é unitário, então, analisando os produtos 〈v, v〉1 e 〈w, w〉1,
segue que
‖v˜‖1 < |λ|, ‖w˜‖1 < |µ|.
Além disso,
〈v, w〉1 = −λµ+ 〈v˜, w˜〉1. (1.21)
Pela desigualdade de Cauchy (lembre que v˜ e w˜ são tipo espaço),
〈v˜, w˜〉1 ≤ ‖v˜‖1‖w˜‖1 < |λ||µ|.
Ora, 〈u, v〉1 = λ〈u, u〉1 + 〈u, v˜〉1 = −λ. Logo, como 〈u, v〉1 < 0, temos que λ > 0 e, analoga-
mente, segue que µ > 0. Portanto, 〈v˜, w˜〉1 < λµ e, assim, pela equação (1.21),
〈v, w〉1 < −λµ+ λµ = 0,
como queríamos demonstrar.
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Para vetores tipo tempo, vale a desigualdade reversa de Cauchy:
Proposição 1.11 (Desigualdade reversa de Cauchy). Sejam v e w vetores tipo tempo. Então,
|〈v, w〉1| ≥ ‖v‖1‖w‖1,
e a igualdade vale se, e somente se, os vetores são proporcionais.
Demonstração. Como L3 = Span{v} ⊕ Span{v}⊥, podemos escrever, para algum λ ∈ R,
w = λv + w˜, w˜ ∈ Span{v}⊥.
Logo,
〈w, w〉1 = λ2〈v, v〉1 + 〈w˜, w˜〉1 ⇒ λ2〈v, v〉1 = 〈w, w〉1 − 〈w˜, w˜〉1.
Portanto,
〈v, w〉21 = λ2〈v, v〉21 = 〈v, v〉1(〈w, w〉1 − 〈w˜, w˜〉1) ≥ 〈v, v〉1〈w, w〉1,
já que 〈v, v〉1 < 0 e 〈w˜, w˜〉1 ≥ 0. Daí, segue a desigualdade.
Além disso, como 〈v, w〉21 = 〈v, v〉1(〈w, w〉1 − 〈w˜, w˜〉1), então 〈v, w〉21 = 〈v, v〉1〈w, w〉1 se, e
somente se, 〈w˜, w˜〉1 = 0, que equivale a w˜ = 0, ou seja, w = λv.
Corolário 1.1. Se v e w são dois vetores tipo tempo que estão no mesmo cone tipo tempo, existe um
único ϕ ≥ 0 tal que
〈v, w〉1 = −‖v‖1‖w‖1 cosh ϕ.
O número ϕ é chamado o ângulo hiperbólico entre v e w.
Demonstração. O fato de v e w estarem no mesmo cone tipo tempo implica que 〈v, w〉1 < 0.
Logo, segue da desigualdade reversa de Cauchy que
−〈v, w〉1 ≥ ‖v‖1‖w‖1 ⇒ − 〈v, w〉1‖v‖1‖w‖1 ≥ 1. (1.22)
Como a função cosh : [0,∞)→ [1,∞) é injetiva, então, para todo y ≥ 1, existe um único ϕ ≥ 0
tal que y = cosh ϕ. Portanto, pela equação (1.22), existe um único ϕ ∈ [0,∞) tal que
− 〈v, w〉1‖v‖1‖w‖1 = cosh ϕ,
de onde segue o resultado.
De maneira análoga, podemos definir o ângulo hiperbólico entre dois vetores v e w que não
estão no mesmo cone tipo tempo.
Corolário 1.2. Se v e w não estão no mesmo cone tipo tempo, existe um único ϕ ≥ 0, chamado o ângulo
hiperbólico entre v e w, tal que
〈v, w〉1 = ‖v‖1‖w‖1 cosh ϕ.
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Para finalizar o estudo das propriedades básicas do espaço de Lorentz-Minkowski, vamos
falar um pouco sobre o produto vetorial neste ambiente.
Definição 1.23. Sejam u e v vetores em L3. O produto vetorial Lorentziano de u e v (nesta ordem),
denotado por u ∧1 v, é o único vetor que satisfaz
〈u ∧1 v, w〉1 = det(u, v, w), ∀w ∈ L3,
onde






e ui, vi, wi, i = 1, 2, 3, são as coordenadas dos vetores u, v, w, respectivamente, na base canônica.
A bilinearidade de g = 〈 , 〉1 garante a existência e unicidade de u ∧1 v. Fazendo w variar
entre os vetores da base canônica {e1, e2, e3}, obtemos as coordenadas de u ∧1 v:
u ∧1 v = (u2v3 − u3v2, u3v1 − u1v3, u2v1 − u1v2).
Ou ainda, numa outra notação:






Pode-se observar que, dados vetores u e v emL3 não degenerados linearmente independentes,
{u, v, u ∧1 v} é uma base de L3. Porém, tal base não necessariamente está orientada positiva-
mente. O caráter de causalidade de u e v é que determinará a orientação. Se um dos vetores
é tipo tempo, como u ∧1 v é ortogonal a u e a v (como veremos a seguir), então u ∧1 v é tipo
espaço e, assim, det(u, v, u ∧1 v) = 〈u ∧1 v, u ∧1 v〉1 > 0 e {u, v, u ∧1 v} é positiva. Se ambos
u e v são tipo espaço, então u ∧1 v é tipo tempo. Logo, det(u, v, u ∧1 v) < 0 e {u, v, u ∧1 v} é
negativa.
Proposição 1.12. Sejam u, v, x, y ∈ L3. São válidas as seguintes propriedades.
1. u ∧1 v = −v ∧1 u.
2. u ∧1 v ⊥ u e u ∧1 v ⊥ v.
3. u ∧1 v = 0 se, e somente se, u e v são proporcionais.
4. 〈u ∧1 v, x ∧1 y〉1 =
∣∣∣∣∣∣ 〈u, y〉1 〈v, y〉1〈u, x〉1 〈v, x〉1
∣∣∣∣∣∣.
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5. 〈u ∧1 v, x〉1 = 〈x ∧1 u, v〉1.
6. x ∧1 (u ∧1 v) = 〈x, u〉1v− 〈x, v〉1u.
As demonstrações seguem das propriedades do determinante.
1.2.2 Curvas Paramétricas
Definição 1.24. Uma curva paramétrica (ou parametrizada) em L3 é uma aplicação α : I → L3
definida num intervalo aberto I ⊂ R.
Dizemos que α(t) = (x(t), y(t), z(t)) é diferenciável se todas as derivadas das funções co-
ordenadas x(t), y(t), z(t) existem e são contínuas (isto é, cada função é de classe C∞). Conside-
raremos daqui em diante curvas diferenciáveis, mesmo que isto não seja mencionado.
Definição 1.25. Seja α : I → L3 uma curva parametrizada diferenciável. Classificamos α num ponto
t0 ∈ I como:
1. Tipo tempo, se α′(t0) é um vetor tipo tempo.
2. Tipo luz (ou nula), se α′(t0) é um vetor tipo luz.
3. Tipo espaço, se α′(t0) é um vetor tipo espaço.
Observamos que uma curva α não precisa ter o mesmo caráter de causalidade em todo o
seu domínio. Por exemplo, se α(t) = (cosh t, t2, sinh t), t ∈ R, então α′(t) = (sinh t, 2t, cosh t)
e
〈α′(t), α′(t)〉1 = sinh2 t + 4t2 − cosh2 t = 4t2 − 1.
Assim, α é tipo tempo em (−12 , 12), tipo luz em {−12 , 12} e tipo espaço em (−∞,−12) ∪ (12 ,∞).
Observamos também que, se α é tipo tempo em t0 e tipo espaço em t1 então, necessariamente,
existe t2 ∈ I onde α é tipo luz. Isto é garantido pelo Teorema do Valor Intermediário, já que α′
e g = 〈 , 〉1 são funções contínuas. E, novamente pela continuidade destas funções, se α é tipo
tempo (ou espaço) em t0, então existe uma vizinhança (t0 − δ, t0 + δ) onde α é tipo tempo (ou
espaço).
Definição 1.26. Uma curva α é regular em t0 ∈ I se α′(t0) 6= 0. Dizemos simplesmente que α é regular
se ela é regular em todo t0 ∈ I.
Exemplo 1.2.
1. A reta α(t) = p + tv, p, v ∈ L3, tem o mesmo caráter de causalidade que v.
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2. A parábola α(t) = (t, t2, t2) é uma curva tipo espaço num plano tipo luz. De fato, α′(t) =
(1, 2t, 2t), que implica 〈α′(t), α′(t)〉1 = 1 > 0. Além disso,
α(t) = t(1, 0, 0) + t2(0, 1, 1) ∈ Span{(1, 0, 0), (0, 1, 1)}.
Denote e1 = (1, 0, 0), e2 = (0, 1, 1) e P = Span{e1, e2}. Note que P é tipo luz, pois, dado v ∈ P,
existem λ, µ ∈ R tais que v = λe1 + µe2, que implica
〈e2, v〉1 = 〈e2,λe1 + µe2〉1 = 0,
isto é, g|P é degenerada.
Observação 1.1. Toda curva tipo tempo ou tipo luz é regular. De fato, se α é tipo tempo (luz), então
α′(t) é um vetor tipo tempo (luz), para todo t ∈ I e, portanto, não nulo, já que o vetor nulo é classificado
como tipo espaço. Logo, α′(t) 6= 0, ∀t ∈ I.
Definição 1.27. Seja α : I → L3 uma curva parametrizada (regular). Definimos a função comprimento





Dizemos que α está parametrizada pelo comprimento de arco se ‖α′(t)‖1 = 1, para todo
t ∈ I.
Para curvas tipo tempo ou tipo espaço, mostra-se de maneira análoga ao que é feito no
espaço Euclidiano que sempre existe uma reparametrização de α pelo comprimento de arco.
Para curvas tipo luz, temos que 〈α′(t), α′(t)〉1 = 0, ou seja, não podemos parametrizar
uma curva tipo luz pelo comprimento de arco. Mas, derivando 〈α′(t), α′(t)〉1 = 0, obtemos
〈α′′(t), α′(t)〉1 = 0. Pela Proposição 1.10, Span{α′}⊥ é um plano tipo luz que não contém veto-
res tipo tempo. Assim, α′′ é tipo luz ou tipo espaço. Se α′′ é tipo luz, então, pela Proposição 1.8,
existe λ ∈ R tal que α′′(t) = λα′(t), o que implica α(t) = aeλt + b, com a, b ∈ L3, 〈a, a〉1 = 0.
Isto é, α é parametrização de uma reta (tipo luz). Se α′′ é tipo espaço, existe uma reparametri-
zação de α pelo pseudo-comprimento de arco, como mostra o lema a seguir.
Lema 1.5. Seja α : I → L3 uma curva tipo luz tal que α′′(t) é um vetor tipo espaço para todo t (isto
é, α não é uma reta). Existe uma reparametrização de α dada por β(s) = α(φ(s)), para alguma função
diferenciável φ, tal que ‖β′′(s)‖1 = 1. Dizemos que α está pseudo-parametrizada pelo comprimento de
arco.
Demonstração. Seja φ : J ⊂ R→ I uma função diferenciável. Dada β(s) = α(φ(s)), temos que
〈β′′(s), β′′(s)〉1 = φ′(s)4〈α′′(φ(s)), α′′(φ(s))〉1 = φ′(s)4‖α′′(φ(s))‖21.
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Como buscamos β tal que ‖β′′(s)‖1 = 1, basta tomarmos φ como solução da equação diferen-
cial
φ′(s) = 1√‖α′′(φ(s))‖1 ,
garantida pela teoria de EDO.
Curvatura e Torção
Nosso objetivo agora é descrever uma base de L3 para cada ponto de uma curva regular
α(s), cuja variação descreve a geometria da curva. Tal base é o triedro de Frenet que, a depender
do caráter de causalidade da curva no ponto, pode mudar um pouco a sua configuração. Con-
sideraremos a curva α parametrizada pelo comprimento de arco ou pelo pseudo-comprimento
de arco, a depender do caso.
Definimos o vetor tangente a α em s por
t(s) = α′(s).
Observe que t e t′ são ortogonais, já que 〈t, t〉1 é constante, igual a 0, 1 ou −1. Nos restrin-
giremos a curvas em que t′(s) 6= 0 e t e t′ não são proporcionais. Analisaremos cada caso
separadamente a depender do caráter de causalidade da curva α.
Curvas Tipo Tempo
Seja α uma curva tipo tempo. Então α é regular e podemos parametrizá-la pelo compri-
mento de arco. Considere o vetor tangente t(s) 6= 0 tal que t′(s) 6= 0. Temos que t′(s) e t(s) são
vetores ortogonais e, assim, t′(s) é tipo espaço. Além disso, eles são linearmente independen-
tes.
Definição 1.28. Considere a curva α tipo tempo.
1. Definimos a curvatura de α em s pelo número real positivo κ(s) = ‖t′(s)‖1.




3. O vetor binormal de α em s é b(s) = t(s) ∧1 n(s).
4. A torção em s é o escalar τ(s) = 〈n′(s), b(s)〉1 = −〈b′(s), n(s)〉1.





〈t ∧1 n, t ∧1 n〉1 = 1,
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onde a última igualdade segue do item 4 da Proposição 1.12. Note ainda que b e t, bem como
b e n, são linearmente independentes. Obtemos assim, para cada s ∈ I, uma base ortonor-
mal para L3, {t, n, b}, denominada o triedro de Frenet em s. Note que {t, n, b} está orientada
positivamente, já que det(t, n, b) = 〈t ∧1 n, b〉1 = 〈b, b〉1 = 1 > 0.
Analisaremos como ficam as Equações de Frenet que, assim como no caso Euclidiano, são
expressões para os vetores t′, n′, b′ na base {t, n, b}.
Temos, por definição, t′ = κn. Para encontrarmos uma expressão para n′ e b′, escreva
n′ = n1t + n2n + n3b, b′ = b1t + b2n + b3b.
Tomando o produto interno de n′ com cada vetor da base, obtemos −n1 = 〈n′, t〉1, n2 =
〈n′, n〉1 = 0, n3 = 〈n′, b〉1 = τ. Note que
〈t, n〉1 = 0⇒ 〈t′, n〉1 + 〈t, n′〉1 = 0⇒ 〈t, n′〉1 = −κ.
Segue que n′ = κt + τb. Analogamente, obtemos b1 = −〈b′, t〉1 = 0, b2 = 〈b′, n〉1 = −τ,
b3 = 〈b′, b〉1 = 0 e, portanto, b′ = −τn. As equações de Frenet neste caso ficam
t′ = κn




Seja α uma curva tipo espaço parametrizada pelo comprimento de arco. Sendo t′ ⊥ t e t
tipo espaço, t′ pode ser tipo tempo, tipo espaço ou tipo luz. Neste caso, o triedro e as equações
de Frenet vão depender do caráter de t′.
1. O vetor t′ é tipo espaço: Vamos considerar t′(s) 6= 0. As definições neste caso são iguais
às anteriores, com exceção da torção τ.
Definição 1.29. Seja α uma curva tipo espaço tal que t′ é um vetor tipo espaço não nulo.
(a) Definimos a curvatura de α em s pelo número real positivo κ(s) = ‖t′(s)‖1.




(c) O vetor binormal de α em s é b(s) = t(s) ∧1 n(s).
(d) A torção em s é o escalar τ(s) = −〈n′(s), b(s)〉1 = 〈b′(s), n(s)〉1.
Temos que t e n são vetores tipo espaço, implicando que b é tipo tempo. Assim, no-
vamente temos uma base ortonormal {t, n, b}, desta vez orientada negativamente, pois
det(t, n, b) = 〈t ∧1 n, t ∧1 n〉1 = 〈b, b〉1 = −1.
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Escrevendo n′ e b′ nesta base e lembrando que 〈t, t〉1 = 〈n, n〉1 = 1 e 〈b, b〉1 = −1, seguem
as equações de Frenet: 
t′ = κn
n′ = −κt + τb
b′ = τn.
(1.24)
2. O vetor t′ é tipo tempo: Neste caso, a base {t, n, b} resultará orientada positivamente e
será formada por dois vetores tipo espaço, e o normal tipo tempo, como podemos ver a
partir da definição a seguir.
Definição 1.30. Seja α uma curva tipo espaço tal que t′ é um vetor tipo tempo.
(a) Definimos a curvatura de α em s por κ(s) = ‖t′(s)‖1.




(c) O vetor binormal de α é b(s) = t(s) ∧1 n(s).
(d) A torção é o escalar τ(s) = 〈n′(s), b(s)〉1 = −〈b′(s), n(s)〉1.
Assim, obtemos 
t′ = κn
n′ = κt + τb
b′ = τn.
(1.25)
3. O vetor t′ é tipo luz: Seja α uma curva tipo espaço parametrizada pelo comprimento de
arco tal que t′ é um vetor tipo luz. Assim, ‖t‖1 = 1 e ‖t′‖1 = 0. Neste caso, não definimos
curvatura. Os vetores normal e binormal e a torção são definidos a seguir.
Definição 1.31. Seja α curva tipo espaço com t′ tipo luz.
(a) Definimos o vetor normal por n = t′.
(b) O binormal b é o único vetor tipo luz tal que 〈n, b〉1 = 1 e b ⊥ t.
(c) A torção é definida por τ = 〈n′, b〉1 = −〈b′, n〉1.
Note que o vetor b está bem definido pois, sendo t tipo espaço, temos que Span{t}⊥ é tipo
tempo. Logo, pela Proposição 1.9, existem dois vetores tipo luz linearmente independen-
tes em Span{t}⊥. O vetor n é tipo luz. Assim, podemos definir b tipo luz de modo que n
e b sejam linearmente independentes. Logo, 〈n, b〉1 6= 0 e podemos escolher 〈n, b〉1 = 1.
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Obtemos assim o triedro de Frenet {t, n, b} formado por um vetor tipo espaço e dois
vetores tipo luz e, neste caso, não é uma base ortonormal. Note que os vetores satisfazem
t ⊥ n, t ⊥ b, n 6⊥ b, ‖t‖1 = 1.
Definidas estas entidades geométricas, vejamos como ficam as equações de Frenet.
Por definição, t′ = n. Escrevendo n′ = n1t + n2n + n3b e fazendo o produto interno de n′
com cada vetor da base, obtemos n1 = n3 = 0 e n2 = τ. Logo, n′ = τn. Analogamente,
tem-se b′ = −t− τb. As equações de Frenet são, portanto,
t′ = n
n′ = τn
b′ = −t− τb.
(1.26)
Curvas Tipo Luz
Neste tópico, consideraremos α uma curva pseudo-parametrizada pelo comprimento de
arco, isto é, t′(s) é um vetor tipo espaço e unitário. O vetor tangente é t = α′, com ‖t‖ = 0, e o
normal é n = t′. Em resumo:
Definição 1.32. Seja α uma curva tipo luz.
1. Definimos o vetor normal por n = t′.
2. O binormal b é o único vetor tipo luz ortogonal a n tal que 〈t, b〉1 = 1.
3. A torção é definida por τ = 〈n′, b〉1 = −〈b′, n〉1.
As equações de Frenet para este caso são deduzidas de maneira inteiramente análoga ao
que já foi feito nos outros casos, ou seja, escreve-se os vetores t′, n′ e b′ na base t, n, b e toma-
se o produto interno destes vetores com cada vetor da base. Em seguida, basta aplicar as
propriedades derivadas da definição de cada um, resultando em
t′ = n




Definição 1.33. Uma superfície paramétrica regular no Espaço de Lorentz-Minkowski é uma aplicação
X : U ⊂ R2 → L3, definida no aberto U do R2, tal que
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1. X é diferenciável (C∞).
2. Para todo q = (u, v) ∈ U, dXq : R2 → R3 é injetiva.
Pelo Teorema da Função Inversa, X é um difeomorfismo local. Sendo dXq : R2 → dXq(R2)
um isomorfismo, tem-se que dXq(R2) é um subespaço de R3 de dimensão 2, chamado o plano
tangente de X em p = X(q) e denotado por TpX. Uma base para TpX é {dXq(e1), dXq(e2)} =
{Xu(q), Xv(q)}, q = (u, v) ∈ U.
Dado p ∈ X, o plano tangente TpX pode ser um subespaço tipo tempo, tipo espaço ou tipo
luz, ou não ter caráter de causalidade definido. No caso em que TpX tem o mesmo caráter para
todo p ∈ X, classificamos X da seguinte maneira.
1. X é tipo espaço se TpX é tipo espaço para todo p ∈ X(U).
2. X é tipo tempo se TpX é tipo tempo para todo p ∈ X(U).
3. X é tipo luz se TpX é tipo luz para todo p ∈ X(U).
Da definição de produto vetorial em L3, temos que u ∧1 v é ortogonal a u e a v. Definimos
assim o vetor normal unitário de X em p, quando Xu ∧1 Xv é tipo tempo ou tipo espaço, por
N(p) =
Xu ∧1 Xv
‖Xu ∧1 Xv‖1 .
Um conceito muito importante para o estudo de curvas sobre superfícies é o triedro de Dar-
boux. Seja X uma superfície paramétrica tipo espaço ou tipo tempo e α uma curva sobre X
parametrizada pelo comprimento de arco. Para cada p = α(s), considere os vetores t(s), N(s),
V(s), onde t(s) é o vetor tangente a α, N(s) é o vetor normal à superfície e V(s) = N(s)∧1 t(s).
O triedro de Darboux é formado pelos vetores t(s), N(s), V(s), os quais formam uma base or-
tonormal {t, V, N}.
Superfícies Tipo Espaço
Seja X uma superfície tipo espaço. Note que, sendo TpX um plano tipo espaço, então t é
tipo espaço e N é tipo tempo. Em particular, α é uma curva tipo espaço e, além disso, V ⊥ N
implica que V é tipo espaço. A base {t, V, N} é positiva, uma vez que
det(t, V, N) = 〈t ∧1 (N ∧1 t), N〉1 = 〈N ∧1 t, (N ∧1 t)〉1 = 〈V, V〉1 > 0.
Vimos que neste caso, onde α é tipo espaço, o vetor t′ pode ser tipo espaço, tipo luz ou tipo
tempo. Decompondo o vetor t′ =
→
K na base {t, V, N}, obtemos
→
K= −〈→K, N〉1N + 〈
→













K, V〉1V são chamados, respectivamente, de vetor curvatura normal
e vetor curvatura geodésica.
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Definição 1.34. Seja α uma curva regular (tipo espaço) sobre a superfície tipo espaço X que passa pelo




K, N〉1, κg = 〈
→









K, V〉1V = κgV.
As definições introduzidas garantem que t′ = κnN + κgV. Queremos ainda encontrar expres-
sões para V′ e N′ na base {t, V, N}. Isto se dá de maneira inteiramente análoga ao que fizemos
para obter as equações de Frenet, resultando em
t′ = κnN + κgV
V′ = −κgt + τgN
N′ = κnt + τgV.
(1.28)
Superfícies Tipo Tempo
Se X é tipo tempo, então TpX é um plano tipo tempo, o que implica que o vetor normal N
é tipo espaço e a curva α sobre X pode ser tipo espaço, tipo tempo ou tipo luz. Vamos analisar
os casos tipo espaço e tipo tempo. O caráter de causalidade do vetor V = N ∧1 t e, portanto, a
orientação da base {t, V, N}, dependerá do caráter de α.
1. A curva α é tipo espaço: Neste caso, t é tipo espaço, N é tipo espaço, V é tipo tempo e a
base {t, V, N} é negativa.
Definição 1.35. Seja α uma curva regular tipo espaço sobre a superfície tipo tempo X que passa
pelo ponto p. Definimos a curvatura normal κn, a curvatura geodésica κg e a torção geodésica τg
de α em p, respectivamente, por
κn = −〈
→
K, N〉1, κg = −〈
→
K, V〉1, τg = −〈N′, V〉1.
Assim, temos as seguintes equações:
t′ = κgV − κnN
V′ = κgt + τgN
N′ = κnt + τgV.
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2. A curva α é tipo tempo: Supondo agora que α é tipo tempo, então t é tipo tempo, N é
tipo espaço, V é tipo espaço e a base {t, V, N} é positiva.
Definição 1.36. Seja α uma curva regular tipo tempo sobre a superfície tipo tempo X que passa
pelo ponto p. Definimos a curvatura normal κn, a curvatura geodésica κg e a torção geodésica τg
de α em p, respectivamente, por
κn = 〈
→
K, N〉1, κg = 〈
→
K, V〉1, τg = 〈N′, V〉1.
Escrevendo os vetores t′, V′, N′ na base {t, V, N}, obtemos
t′ = κnN + κgV
V′ = κgt− τgN
N′ = κnt + τgV.
Uma curva α sobre uma superfície X no espaço L3 pode ser classificada como assintótica,
geodésica ou linha de curvatura, como veremos na definição a seguir.
Definição 1.37. Seja α(s) = X(u(s), v(s)) uma curva regular, conexa, tipo espaço ou tipo tempo.
Dizemos que α é:
1. Curva assintótica se κn ≡ 0.
2. Curva geodésica se κg ≡ 0.
3. Linha de curvatura se τg ≡ 0.
Com isto, finalizamos este capítulo, onde tratamos de conceitos fundamentais para o estudo
das curvas de interseção entre superfícies nos espaços Euclidiano e de Lorentz-Minkowski.
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Capítulo 2
Curvas de Interseção entre duas Superfícies
no Espaço Euclidiano
Baseados em [1], [4], [14] e [18], estudaremos neste capítulo as curvas de interseção entre
duas superfícies paramétricas ou implícitas no Espaço Euclidiano. Em cada caso, serão analisa-
das as propriedades da curva de interseção nas duas possíveis situações: quando a interseção
é do tipo transversal ou tangencial.
Seja P um ponto de interseção entre duas superfícies. Dizemos que a interseção é do tipo
transversal em P quando os vetores normais de ambas as superfícies neste ponto não são para-
lelos. Caso contrário, dizemos que a interseção é do tipo tangencial.
As superfícies consideradas serão sempre regulares. Assim, se X(u, v) é uma superfície
paramétrica e f (x, y, z) é uma superfície implícita, então Xu ∧ Xv 6= 0 e ∇ f 6= 0. Denotaremos
os vetores normais das superfícies X (paramétrica) e f (implícita), respectivamente, por:
NX =
Xu ∧ Xv
‖Xu ∧ Xv‖ e N
f =
∇ f
‖∇ f ‖ .
2.1 Interseção Transversal
A seguir, trataremos dos três tipos de interseção transversal, a saber, Paramétrica-Paramétrica,
Paramétrica-Implícita e Implícita-Implícita, analisando em cada caso expressões para o vetor
tangente, curvatura, vetor curvatura, torção e derivadas de ordem superior.
2.1.1 Interseção entre duas Superfícies Paramétricas
Estudaremos neste tópico os conceitos relacionados às curvas de interseção transversal en-
tre duas superfícies paramétricas, introduzidos em 1999 por Ye e Maekawa [18]. Considere
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X(u1, v1) e Y(u2, v2) superfícies paramétricas que se intersectam transversalmente ao longo
de uma curva α, a qual está parametrizada pelo comprimento de arco. Como vimos anteri-
ormente, NX 6‖ NY ao longo de α. Portanto, NX ∧ NY 6= 0. Isto nos permite definir o vetor
tangente como segue.
Vetor Tangente
Como α está sobre X e sobre Y, então o vetor tangente t = α′ está sobre os planos tangentes
a X e a Y. Logo, t ⊥ NX e t ⊥ NY. Portanto, t ‖ NX ∧ NY e podemos definir
t =
NX ∧ NY
‖NX ∧ NY‖ . (2.1)
Curvatura e Vetor Curvatura
Inicialmente, vamos encontrar uma expressão para o vetor curvatura
→
K em termos de al-
guns coeficientes conhecidos relacionados com as superfícies X e Y.
Teorema 2.1. Sejam X e Y superfícies paramétricas que se intersectam transversalmente ao longo de
uma curva α. O vetor curvatura de α é dado por
→
K=
κXn − κYn cos θ
sin2 θ
NX +










2, κYn = e
Y(u′2)2 + 2 f Yu′2v′2 + gY(v′2)2,
e os parâmetros u′i e v
′
i, i = 1, 2, são obtidos em termos dos coeficientes da primeira forma fundamental
relativos a X e a Y.
Demonstração. O vetor
→
K= α′′, sendo perpendicular a t = α′, deve estar no plano gerado por
NX e NY. Assim, existem µ, η ∈ R tais que
→
K= µNX + ηNY. (2.2)
Denotando por κXn e κYn as curvaturas normais no ponto de interseção P do ponto de vista
das superfícies X e Y, respectivamente, temos da definição de curvatura normal (ver equação
(1.6)) e pela equação (2.2) que
κXn = µ〈NX, NX〉+ η〈NX, NY〉 = µ+ η cos θ
κYn = µ〈NX, NY〉+ η〈NY, NY〉 = µ cos θ + η,
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onde θ é o ângulo entre NX e NY. Assim,
κXn = µ+ η cos θ
κYn = µ cos θ + η.
(2.3)
Resolvendo o sistema (2.3) para µ e η, obtemos
µ =
κXn − κYn cos θ
sin2 θ
e η =






κXn − κYn cos θ
sin2 θ
NX +
κYn − κXn cos θ
sin2 θ
NY. (2.4)
Note que a equação (2.4) independe do tipo das superfícies (paramétricas ou implícitas).
Para obtermos o vetor
→
K, basta conhecermos os valores das curvaturas normais em cada su-
perfície. Analisaremos agora a curvatura normal da superfície paramétrica X. Para Y, as con-
tas são análogas. Uma outra expressão para o vetor curvatura
→
K= α′′ é dada pela segunda




K, NX〉 = 〈Xu1u1 , NX〉︸ ︷︷ ︸
eX
(u′1)








+ 〈Xu1 , NX〉︸ ︷︷ ︸
0









onde eX, f X, gX são os coeficientes da segunda forma fundamental de X.
Precisamos avaliar u′1 e v
′
1. É conhecido o vetor tangente t =
NX ∧ NY
‖NX ∧ NY‖ , pela expressão
(2.1). Tomando-se o produto interno do vetor α′, dado nas equações (1.4), com Xu1 e Xv1 , tem-se
〈t, Xu1〉 = 〈Xu1 , Xu1〉u′1 + 〈Xu1 , Xv1〉v′1
〈t, Xv1〉 = 〈Xu1 , Xv1〉u′1 + 〈Xv1 , Xv1〉v′1.
Logo,
〈t, Xu1〉 = EXu′1 + FXv′1
〈t, Xv1〉 = FXu′1 + GXv′1,
onde EX, FX, GX são os coeficientes da primeira forma fundamental de X. Resolvendo o
sistema, obtemos
u′1 =
〈t, Xu1〉GX − 〈t, Xv1〉FX
EXGX − (FX)2 , v
′
1 =
〈t, Xv1〉EX − 〈t, Xu1〉FX
EXGX − (FX)2 . (2.6)
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Analogamente, podemos obter u′2 e v′2. Substituindo u′i e v
′
i, i = 1, 2, em (2.5), ficam determina-
das as curvaturas normais das superfícies paramétricas X e Y e o teorema segue.
A curvatura é obtida fazendo-se κ =
√
〈→K,→K〉.
Torção e Derivada de Ordem Superior
Lembremos que, derivando a expressão α′′ = κn, obtemos pelas equações de Frenet
α′′′ = −κ2t + κ′n + κτb, (2.7)





Temos assim o seguinte teorema.
Teorema 2.2. Sejam X e Y superfícies paramétricas que se intersectam transversalmente ao longo de






α′′′ = −κ2t + λ
X
n − λYn cos θ
sin2 θ
NX +
λYn − λXn cos θ
sin2 θ
NY
e λXn , λYn são obtidos em termos dos coeficientes da primeira e da segunda forma fundamental de X e de
Y.
Demonstração. Note que NX e NY geram o plano normal (o plano gerado pelos vetores n e b).
Assim, o termo κ′n + κτb na expressão (2.7), por estar no plano normal, pode ser escrito como
κ′n + κτb = γNX + δNY,
para alguns γ, δ ∈ R. Logo,
α′′′ = −κ2t + γNX + δNY. (2.8)
Denotando por λn a projeção do vetor α′′′ sobre o vetor normal N, tem-se pela equação anterior
λXn = 〈α′′′, NX〉 = −κ2 〈t, NX〉︸ ︷︷ ︸
0
+γ 〈NX, NX〉︸ ︷︷ ︸
1
+δ 〈NY, NX〉︸ ︷︷ ︸
cos θ
= γ+ δ cos θ.
Analogamente, calculamos λYn = 〈α′′′, NY〉, obtendo por fim:
λXn = γ+ δ cos θ, λ
Y
n = γ cos θ + δ.
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Resolvendo este sistema para γ e δ, temos
γ =
λXn − λYn cos θ
sin2 θ
, δ =




α′′′ = −κ2t + λ
X
n − λYn cos θ
sin2 θ
NX +
λYn − λXn cos θ
sin2 θ
NY. (2.9)
Assim, resta-nos avaliar λXn e λYn para obtermos uma boa expressão para α′′′ e, portanto, para
τ. Mais uma vez, temos uma equação que independe do fato de as superfícies X e Y serem
paramétricas ou implícitas. O que determinará a expressão para α′′′ em cada caso será o valor
de λn. Faremos as contas aqui para o caso considerado: superfícies paramétricas. Novamente,
a análise será feita para a superfície X, sendo que, para Y, esta segue de maneira análoga.
Omitiremos os subscritos e sobrescritos que caracterizam a superfície X por simplicidade. Do
sistema (1.4),
λn = 〈α′′′, N〉
= 〈Xuuu, N〉(u′)3 + 3〈Xuuv, N〉(u′)2v′ + 3〈Xuvv, N〉u′(v′)2 +
〈Xvvv, N〉(v′)3 + 3[〈Xuu, N〉u′u′′ + 〈Xuv, N〉(u′′v′ + u′v′′) +
〈Xvv, N〉v′v′′] + 〈Xu, N〉u′′′ + 〈Xv, N〉v′′′
= 3[eu′u′′ + f (u′′v′ + u′v′′) + gv′v′′] + Λ˜, (2.10)
onde
Λ˜ = 〈Xuuu, N〉(u′)3 + 3〈Xuuv, N〉(u′)2v′ + 3〈Xuvv, N〉u′(v′)2 + 〈Xvvv, N〉(v′)3. (2.11)
Precisamos avaliar u′′ e v′′. Para isto, façamos o produto interno da expressão de α′′, dada
nas equações (1.4), com Xu e Xv:
〈α′′, Xu〉 = 〈Xuu, Xu〉(u′)2 + 2〈Xuv, Xu〉u′v′ + 〈Xvv, Xu〉(v′)2 + 〈Xu, Xu〉u′′ + 〈Xu, Xv〉v′′
〈α′′, Xv〉 = 〈Xuu, Xv〉(u′)2 + 2〈Xuv, Xv〉u′v′ + 〈Xvv, Xv〉(v′)2 + 〈Xu, Xv〉u′′ + 〈Xv, Xv〉v′′.
Lembremos que α′′ =
→
K e
• E = 〈Xu, Xu〉 ⇒

〈Xuu, Xu〉 = Eu2
〈Xuv, Xu〉 = Ev2 .
• F = 〈Xu, Xv〉 ⇒

〈Xuu, Xv〉 = Fu − Ev2
〈Xvv, Xu〉 = Fv − Gu2 .
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• G = 〈Xv, Xv〉 ⇒

〈Xuv, Xv〉 = Gu2
〈Xvv, Xv〉 = Gv2 .
Portanto,
〈→K, Xu〉 = Eu2 (u
′)2 + Evu′v′ + (Fv − Gu2 )(v
′)2 + Eu′′ + Fv′′
〈→K, Xv〉 = (Fu − Ev2 )(u
′)2 + Guu′v′ +
Gv
2
(v′)2 + Fu′′ + Gv′′.
Resolvendo o sistema para u′′ e v′′, obtém-se
u′′ = 1EG−F2
[(
(Fu − Ev2 )F− Eu2 G
)
(u′)2 + (GuF− EvG)u′v′ +
(
Gv










2 F− (Fu − Ev2 )E
)
(u′)2 + (EvF− GuE)u′v′ +
(








Substituindo estes valores em (2.10), obtemos o escalar λn e, por fim, considerando a equação
(2.9), determina-se o vetor α′′′, como queríamos.
O algoritmo introduzido para calcular a derivada de terceira ordem da curva de interseção
α pode ser generalizado para calcular a derivada α(m), m ≥ 4. Suponha que os valores α(j),
1 ≤ j ≤ m− 1 sejam conhecidos. Diferencie a equação (2.7) m− 3 vezes para obter o vetor α(m).
A cada diferenciação, substitua t′, n′ e b′ pelas expressões dadas nas equações de Frenet (1.1),
o que implica
α(m) = ctt + cnn + cbb, (2.12)
onde ct, cn, cb são coeficientes que dependem somente de κ, τ e de suas derivadas. Substitua o
termo cnn+ cbb por γNX + δNY, visto que estes pertencem ao plano normal, o que mostra que
os coeficientes cn e cb não precisam ser determinados no passo anterior. Disto, segue que
α(m) = ctt + γNX + δNY. (2.13)
Observe que ct = 〈α′′′, t〉 e pode ser escrito em termos das derivadas de α de ordem menor
que m. Por exemplo, se m = 5, então 〈α(5), t〉 = −4〈α(4), α′′〉 − 3〈α′′′, α′′′〉. De fato, derivando
〈α′′, t〉 = 0, obtemos 〈α′′′, t〉 = −〈α′′, α′′〉 e, derivando de ambos os lados da igualdade por
mais duas vezes, chegamos ao resultado.
Continuando com o processo para obtermos o vetor α(m), avalie λn = 〈α(m), N〉, onde α(m)
deve ser obtido derivando-se o vetor α′′′ dado nas equações (1.4) e substituindo no resultado
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os valores de u(m−1) e v(m−1), que podem ser obtidos tomando-se o produto interno de α(m−1)
por Xu e Xv e resolvendo o sistema linear resultante, em que X representa as duas superfícies
paramétricas consideradas. Tome o produto interno da equação (2.12) com os vetores normais
NX e NY, obtendo
λXn = γ+ δ cos θ, λ
Y
n = γ cos θ + δ.
Resolva o sistema linear para γ e δ e substitua na equação (2.13), resultando em
α(m) = ctt +
λXn − λYn cos θ
sin2 θ
NX +
λYn − λXn cos θ
sin2 θ
NY.
2.1.2 Interseção entre Superfícies Paramétricas e Implícitas
Os conceitos apresentados a seguir fazem referência ao trabalho desenvolvido por Soliman
et al. [14], onde foram estudadas as curvas de interseção transversal e tangencial entre uma
superfície paramétrica e uma superfície implícita. O estudo sobre as interseções tangenciais
para este caso será apresentado na Subseção 2.2.2.
Considere X(u, v) superfície paramétrica, onde (u, v) pertence ao aberto U ⊂ R2, e a super-
fície implícita f (x, y, z) = 0, ambas regulares. Seja α a curva de interseção entre X e f . Então, α
pode ser vista das seguintes maneiras:
α(s) = (x(s), y(s), z(s)); f (x(s), y(s), z(s)) = 0
α(s) = X(u(s), v(s)); (u(s), v(s)) ∈ U.
Assim, denotando X = (X1, X2, X3), temos
x(s) = X1(u(s), v(s))
y(s) = X2(u(s), v(s))
z(s) = X3(u(s), v(s)).
(2.14)
Portanto, na interseção, a superfície f pode ser expressa como
h(u, v) = f (X1, X2, X3) = 0 (2.15)
e, portanto, α é dada por




Diferenciando (2.15), vale huu′ + hvv′ = 0. Daí,
v′ = −hu
hv
u′, se hv 6= 0. (2.16)
Sendo α(s) = X(u(s), v(s)) e t = α′(s), tem-se:
1 = ‖t‖2 = 〈Xuu′ + Xvv′, Xuu′ + Xvv′〉 = E(u′)2 + 2Fu′v′ + G(v′)2.
Logo
E(u′)2 + 2Fu′v′ + G(v′)2 = 1. (2.17)
Substituindo (2.16) em (2.17), segue que
E(u′)2 + 2Fu′(−hu
hv







(h2vE− 2huhvF + h2uG) = 1
(u′)2 = h2v(h2vE− 2huhvF + h2uG)−1.
Portanto,




v′ = −hu(h2vE− 2huhvF + h2uG)−
1
2 .
Em resumo, temos que
u′ = hv(h2vE− 2huhvF + h2uG)−
1
2





t = Xuu′ + Xvv′
= Xuhv(h2vE− 2huhvF + h2uG)−
1
2 − Xvhu(h2vE− 2huhvF + h2uG)−
1
2
= (Xuhv − Xvhu)(h2vE− 2huhvF + h2uG)−
1
2 .
Denote ξ = Xuhv − Xvhu e note que ‖ξ‖ = (h2vE− 2huhvF + h2uG)
1






Curvatura e Vetor Curvatura
A seguir, encontraremos uma expressão para o vetor curvatura
→
K da curva de interseção α.
Teorema 2.3. Considere a curva de interseção transversal α entre uma superfície paramétrica
X(u, v) = (X1(u, v), X2(u, v), X3(u, v))
e uma superfície implícita
f (x, y, z) = 0.
Sendo h(u, v) = f (X1, X2, X3) = 0 e ξ = Xuhv − Xvhu, o vetor curvatura da curva de interseção
transversal entre a superfície paramétrica X e a superfície implícita f é dado por
→
K=
ξ ′‖ξ‖2 − ξ〈ξ ′, ξ〉
‖ξ‖3 ,
onde ξ ′ = ‖ξ‖−1[h2vXuu + h2uXvv − 2huhvXuv + (huvhv − hvvhu)Xu + (huvhu − huuhv)Xv].
Demonstração. Derivando o vetor tangente dado na equação (2.19), obtemos
→
K= α′′ =
ξ ′‖ξ‖ − ξ‖ξ‖′
‖ξ‖2 =
ξ ′‖ξ‖2 − ξ〈ξ ′, ξ〉
‖ξ‖3 .
Sendo ξ = Xuhv − Xvhu, então
ξ ′ = h′vXu + hvX′u − (h′uXv + huX′v)
= (huvu′ + hvvv′)Xu + hv(Xuuu′ + Xuvv′)− [(huuu′ + huvv′)Xv + hu(Xuvu′ + Xvvv′)].
De (2.18), segue que u′ = hv‖ξ‖ e v
′ = − hu‖ξ‖ . Logo, pela igualdade anterior:
ξ ′ = 1‖ξ‖ [(huvhv − hvvhu)Xu + hv(Xuuhv − Xuvhu)− (huuhv − huvhu)Xv −
hu(Xuvhv − Xvvhu)]
= ‖ξ‖−1[h2vXuu + h2uXvv − 2huhvXuv + (huvhv − hvvhu)Xu +
(huvhu − huuhv)Xv]. (2.20)
Isto prova o teorema.
Podemos assim obter expressões para os vetores normal e binormal e para a curvatura de
α, como mostra o resultado a seguir.
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Corolário 2.1. Sejam n o vetor normal, b o vetor binormal e κ a curvatura da curva de interseção
transversal α entre as superfícies paramétricas e implícitas X e f . Então
n =
‖ξ‖2ξ ′ − 〈ξ ′, ξ〉ξ
‖‖ξ‖2ξ ′ − 〈ξ ′, ξ〉ξ‖
κ =





‖ξ‖2ξ ′ − 〈ξ ′, ξ〉ξ
‖‖ξ‖2ξ ′ − 〈ξ ′, ξ〉ξ‖ .
Demonstração. Pela equação (2.19), t =
ξ





, κ = ‖ →K ‖, b = t ∧ n e do Teorema 2.3.
Torção e Derivada de Ordem Superior
Nosso objetivo agora é obter uma expressão para a torção da curva de interseção transversal
α entre a superfície paramétrica X e a superfície implícita f . Isto é feito de acordo com o
teorema a seguir.
Teorema 2.4. A torção da curva α de interseção transversal entre uma superfície paramétrica X e uma




α′′′(s) = Xuuu(u′)3 + 3Xuuv(u′)2v′ + 3Xuvvu′(v′)2 + Xvvv(v′)3
+ 3[Xuuu′u′′ + Xuv(u′′v′ + u′v′′) + Xvvv′v′′] + Xuu′′′ + Xvv′′′,
e u′, u′′, u′′′ e v′, v′′, v′′′ dependem das derivadas de X = (X1, X2, X3) e h = f (X1, X2, X3).
Demonstração. A expressão
α′′′(s) = Xuuu(u′)3 + 3Xuuv(u′)2v′ + 3Xuvvu′(v′)2 + Xvvv(v′)3
+ 3[Xuuu′u′′ + Xuv(u′′v′ + u′v′′) + Xvvv′v′′] + Xuu′′′ + Xvv′′′,
segue das equações (1.4). Vamos agora obter as derivadas de u e v. Vimos que
u′ = hv‖ξ‖ , v






h′v‖ξ‖2 − hv〈ξ ′, ξ〉
‖ξ‖3 =
























onde, por (2.20), ξ ′ pode ser representado da seguinte maneira:
ξ ′ = 1‖ξ‖ [hu(huXvv − hvvXu + huvXv − hvXuv)
+ hv(hvXuu − huXuv + huvXu − huuXv)]
=
hu
‖ξ‖ (huXvv − hvvXu + huvXv − hvXuv)
+
hv
‖ξ‖ (hvXuu − huXuv + huvXu − huuXv)
= −v′(huXvv − hvvXu + huvXv − hvXuv)
+ u′(hvXuu − huXuv + huvXu − huuXv),
ou seja,

























(huuvu′ + huvvv′)‖ξ‖2 − huv〈ξ ′, ξ〉
‖ξ‖3 −

























′′ + huuv‖ξ‖ (u
′)2 + hvvv‖ξ‖ (v
















































v′′ − huuu‖ξ‖ (u





















ξ ′′ = (huvXu + hvXuu − huuXv − huXuv)u′′ + (hvvXu + hvXuv − huvXv − huXvv)v′′+
(huuvXu + 2huvXuu + hvXuuu − huuuXv − 2huuXuv − huXuuv)(u′)2+
(hvvvXu + 2hvvXuv + hvXuvv − huvvXv − 2huvXvv − huXvvv)(v′)2+
2(huvvXu − huuvXv + hvvXuu − huuXvv + hvXuuv − huXuvv)u′v′.
De maneira similar, podemos calcular as derivadas de ordem superior da curva de interse-
ção. Ou seja, para encontrar a derivada α(m), derivamos a expressão de u′′′ e v′′′ m− 3 vezes
para obtermos u(4), v(4), . . . , u(m), v(m). Em seguida, derivando a expressão α′′′ m− 3 vezes,
obtemos α(m) em função de X e suas derivadas parciais até ordem m. Por fim, substituímos os
valores conhecidos na expressão de α(m) obtida no passo anterior.
2.1.3 Interseção entre duas Superfícies Implícitas
Até agora, consideramos a curva de interseção parametrizada pelo comprimento de arco.
Nesta seção, porém, seguindo a notação de [1], que é a referência principal para o desenvol-
vimento desta subseção, o parâmetro de tal curva não necessariamente será o comprimento
de arco s. Por isso, a notação utilizada para a derivada de uma curva α com respeito a s será
α′(s) = dα
ds
, α′′(s) = d
2α
ds2






, se n ≥ 4. E, para uma curva β com















para n ≥ 4. Para avaliarmos as propriedades geométricas da curva de interseção entre duas
superfícies implícitas, faremos uso do Teorema da Função Implícita [8]:
Teorema 2.5 (Teorema da Função Implícita). Sejam f , g : A ⊂ R3 → R funções de classe Ck,
k ≥ 1, definidas no aberto A do R3 e P0 = (x0, y0, z0) ∈ A tal que f (P0) = c1 e g(P0) = c2. Se
∂( f , g)
∂(y, z)
(P0) 6= 0, então existem abertos U, V tais que P0 ⊂ U ×V ⊂ A e, para todo x ∈ U, existe um
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único (y, z) = (y(x), z(x)) ∈ V tal que
f (x, y(x), z(x)) = c1
g(x, y(x), z(x)) = c2.
Ao trabalharmos com superfícies na forma implícita, lidamos com funções f e h diferen-
ciáveis definidas num aberto A do R3 que satisfazem f (x, y, z) = 0 e h(x, y, z) = 0. Sob as
hipóteses do Teorema da Função Implícita, poderemos escrever y e z em função de x, de modo
que f (x, y(x), z(x)) = 0 e h(x, y(x), z(x)) = 0, e a curva de interseção pode ser escrita como
β(x) = (x, y(x), z(x)), possibilitando que as contas sejam simplificadas.








Suponha que f e h se intersectam transversalmente ao longo de uma curva. Denotaremos por
α(s) a curva de interseção parametrizada pelo comprimento de arco e β(u) uma curva que tem
o mesmo traço que α e está parametrizada por um parâmetro u qualquer. Assim,
β(u) = α(s(u)), f (β(u)) = 0 e h(β(u)) = 0.
Olhando para β como uma curva sobre a superfície f , tem-se que
〈∇ f (β(u)), β˙(u)〉 = 0.
Ou, escrevendo na forma matricial,
[∇ f ][β˙] = [0], (2.24)
onde










Inicialmente, encontraremos algumas expressões envolvendo as derivadas de β até ordem
quatro, as quais serão úteis futuramente. Derivando (2.24),
.












é a matriz Hessiana da função f . De fato,
[∇ f ] = [ fx(β(u)) fy(β(u)) fz(β(u))]⇒
.
















z] = [β˙]T H.
Portanto, de (2.25)
[β˙]T H[β˙] + [∇ f ][β¨] = [0],
o que implica
[∇ f ][β¨] = −[β˙]T H[β˙]. (2.26)
Derivando (2.26) com respeito a u
.
[∇ f ] [β¨] + [∇ f ][...β ] = −
[
[β¨]T H[β˙] + [β˙]T(
.
H [β˙] + H[β¨])
]
[β˙]T H[β¨] + [∇ f ][...β ] = −
[
[β¨]T H[β˙] + [β˙]T(
.
H [β˙] + H[β¨])
]
, (2.27)




















































































































































Denotaremos esta última matriz por














































Por simplicidade, usaremos a notação H˙. Continuando, da equação (2.27), tem-se
[β˙]T H[β¨] + [∇ f ][...β ] = −[β¨]T H[β˙]− [β˙]T H˙[β˙]− [β˙]T H[β¨]. (2.29)
Note que [β¨]T H[β˙] = ([β¨]T H[β˙])T, pois esta é uma matriz quadrada de ordem 1. Assim, sendo
H uma matriz simétrica,
[β¨]T H[β˙] = ([β¨]T H[β˙])T = [β˙]T HT([β¨]T)T = [β˙]T H[β¨]. (2.30)
Daí, por (2.29),
[β˙]T H[β¨] + [∇ f ][...β ] = −[β˙]T H[β¨]− [β˙]T H˙[β˙]− [β˙]T H[β¨]⇒
[∇ f ][...β ] = −3[β˙]T H[β¨]− [β˙]T H˙[β˙]. (2.31)
Observe que, sendo H uma matriz simétrica, então H˙ também é simétrica e, portanto,
H˙T = H˙.
Analogamente ao que fizemos na equação (2.30), tem-se que [β¨]T H˙[β˙] = [β˙]T H˙[β¨]. Assim,
derivando (2.31),
.
[∇ f ] [...β ] + [∇ f ][β(4)] = −3
[
[β¨]T H[β¨] + [β˙]T(
.




− [β¨]T H˙[β˙]− [β˙]T (H¨[β˙] + H˙[β¨])
= −3[β¨]T H[β¨]− 3[β˙]T H˙[β¨]− 3[β˙]T H[...β ]− [β˙]T H˙[β¨]
− [β˙]T H¨[β˙]− [β˙]T H˙[β¨]. (2.32)











































































































































































Por simplicidade, continuaremos denotando esta matriz por H¨. Assim, segue de (2.32) que
[∇ f ][β(4)] = −4[β˙]T H[...β ]− 3[β¨]T H[β¨]− 5[β˙]T H˙[β¨]− [β˙]T H¨[β˙]. (2.33)
Vetor Tangente
Assuma que f e h têm derivadas de primeira ordem contínuas e um dos determinantes
∂( f , g)
∂(x, y)
,
∂( f , g)
∂(x, z)
,
∂( f , g)
∂(y, z)
seja não nulo (sem perda de generalidade, considere
∂( f , g)
∂(y, z)
6= 0) em
um ponto P0 sobre a curva β. Então, pelo Teorema da Função Implícita, existem abertos U, V
tais que P0 ∈ U ×V e, para todo x ∈ U, existe um único (y, z) = (y(x), z(x)) ∈ V tal que
f (x, y(x), z(x)) = 0 e h(x, y(x), z(x)) = 0.
Logo, sendo β uma curva sobre f e h, podemos escrever
β(x) = (x, y(x), z(x)); f (β(x)) = 0, h(β(x)) = 0. (2.34)
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−1  −hz fx + fzhx










onde, para i, j = 1, 2, 3,
Aij = det
 fi f j
hi hj
 , f1 = fx, f2 = fy, f3 = fz























‖β˙‖dx, t = β˙‖β˙‖ ,




















 1, se A23 > 0−1, se A23 < 0.
Curvatura e Vetor Curvatura
Para obter uma expressão para o vetor curvatura, dado em (1.2), resta-nos conhecer β¨. De-
rivando (2.35) com respeito a x, tem-se
β¨(x) = (0, y¨(x), z¨(x)). (2.38)
Para descobrir os valores de y¨ e z¨, utilizaremos a equação (2.26) para f e h. Denotando por H1
e H2 as matrizes Hessianas de f e h, respectivamente, segue que
[∇ f ][β¨] = −[β˙]T H1[β˙]
[∇h][β¨] = −[β˙]T H2[β˙].
(2.39)
Assim,






























































para i, j, k = 1, 2, 3, tem-se y¨
z¨
 = − 1
A23
 −B311 − (y˙)2B322 − (z˙)2B333 − 2(y˙B312 + z˙B313 + y˙z˙B323)
B211 + (y˙)2B222 + (z˙)2B233 + 2(y˙B212 + z˙B213 + y˙z˙B223)
 .
Lembremos de (2.37) que 
x˙ = 1
y˙ = −A13A23
z˙ = A12A23 .











































As equações (2.40) e (2.41) definem o vetor β¨(x) = (0, y¨(x), z¨(x)), como queríamos. Por fim, o
vetor curvatura e a curvatura podem ser calculados usando as equações (1.2), (2.37) e (2.38):
→
K =

























































































































A13A23y¨− A12A23z¨, (A223 + A212)y¨ + A12A13z¨, A12A13y¨ + (A223 + A213)z¨
)
.




Das expressões β˙ =
(A23,−A13, A12)
A23
e β¨ = (0, y¨, z¨), obtemos
β˙ ∧ β¨ = − 1A23 (A12y¨ + A13z¨, A23z¨,−A23y¨)






































Em resumo, temos o seguinte resultado.
Teorema 2.6. Seja β(x) a curva de interseção transversal entre as superfícies implícitas f e h, dada pela





























e Aij = det
 fi f j
hi hj
, i = 1, 2, 3.
Torção e Derivada de Terceira Ordem







E, pela equação (2.31)
[∇ f ][...β ] = −3[β˙]T H1[β¨]− [β˙]T H˙1[β˙]
[∇h][...β ] = −3[β˙]T H2[β¨]− [β˙]T H˙2[β˙].
Assim,








 −3[β˙]T H1[β¨]− [β˙]T H˙1[β˙]
−3[β˙]T H2[β¨]− [β˙]T H˙2[β˙]

 ...y...z
 = − 1
A23
 hz − fz
−hy fy
 3[β˙]T H1[β¨] + [β˙]T H˙1[β˙]
3[β˙]T H2[β¨] + [β˙]T H˙2[β˙]
 .
Observe que
• [β˙]T H1[β¨] = [( fxy + y˙ fyy + z˙ fyz)y¨ + ( fxz + y˙ fyz + z˙ fzz)z¨],
• [β˙]T H˙1[β˙] = 1A323 [A
3
23 fxxx − A313 fyyy + A312 fzzz − 3(A13A223 fxxy − A12A223 fxxz −
A23A213 fxyy − A23A212 fxzz + A12A213 fyyz + A13A212 fyzz + 2A12A13A23 fxyz)],
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de onde se tem
3[β˙]T H1[β¨] + [β˙]T H˙1[β˙] =
1
A323
(C11y¨ + C12z¨ + C13),
com
C11 = 3(A323 fxy − A223A13 fyy + A223A12 fyz)
C12 = 3(A323 fxz − A223A13 fyz + A223A12 fzz)
C13 = A323 fxxx − A313 fyyy + A312 fzzz − 3(A13A223 fxxy − A12A223 fxxz − A23A213 fxyy
− A23A212 fxzz − A12A213 fyyz + A13A212 fyzz + 2A12A13A23 fxyz).
E, analogamente,
3[β˙]T H2[β¨] + [β˙]T H˙2[β˙] =
1
A323
(C21y¨ + C22z¨ + C23),
com
C21 = 3(A323hxy − A223A13hyy + A223A12hyz)
C22 = 3(A323hxz − A223A13hyz + A223A12hzz)
C23 = A323hxxx − A313hyyy + A312hzzz − 3(A13A223hxxy − A12A223hxxz − A23A213hxyy
− A23A212hxzz − A12A213hyyz + A13A212hyzz + 2A12A13A23hxyz).
Daí, temos que ...y...z
 = − 1
A423
 hz − fz
−hy fy
 C11y¨ + C12z¨ + C13
C21y¨ + C22z¨ + C23

= −A−423
 hz(C11y¨ + C12z¨ + C13)− fz(C21y¨ + C22z¨ + C23)
−hy(C11y¨ + C12z¨ + C13) + fy(C21y¨ + C22z¨ + C23)

= −A−423
 (hzC11 − fzC21)y¨ + (hzC12 − fzC22)z¨ + (hzC13 − fzC23)
( fyC21 − hyC11)y¨ + ( fyC22 − hyC12)z¨ + ( fyC23 − hyC13)
 .
Portanto,
...y = A−423 [( fzC21 − hzC11)y¨ + ( fzC22 − hzC12)z¨ + ( fzC23 − hzC13)]








...z ). Para calcular a torção, lembremos de (1.2)
que
τ =
〈β˙ ∧ β¨, ...β〉
‖β˙ ∧ β¨‖2 .
Além disso,
• β˙ ∧ β¨ = (y˙z¨− z˙y¨,−z¨, y¨),
• 〈β˙ ∧ β¨, ...β〉 = y¨...z − z¨...y ,






Dessa forma, substituindo os valores de κ e ‖β‖6 (ver Teorema 2.6 e equação (2.43)) na equação
(2.45), temos demonstrado o teorema a seguir.




...z − z¨...y )
(A212 + A
2






em que os coeficientes Aij são definidos em (2.36).
Os corolários que serão enunciados a seguir são consequências dos Teoremas 2.6 e 2.7 ou de
suas demonstrações. Estes resultados fornecem condições necessárias e suficientes para que a
curva de interseção seja uma reta, curva plana, hélice, hélice circular ou um círculo.










12 = 2(B212A13A23 + B223A12A13 − B213A12A23).
Demonstração. De fato, β é uma reta se, e somente se, κ = 0, o que, por (2.42), equivale a
β˙ ∧ β¨ = 0. Lembre, de (2.43), que β˙ ∧ β¨ = − 1
A23
(A12y¨ + A13z¨, A23z¨,−A23y¨). Portanto,
κ = 0⇔ y¨ = z¨ = 0,
o que, por (2.40) e (2.41), nos leva ao resultado.
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Corolário 2.3. A curva β é uma curva plana se, e somente se, a seguinte igualdade é verificada
(C21 fy − C11hy)(y¨)2 + (C22 fz − C12hz)(z¨)2 + (C23 fy − C13hy)y¨ + (C23 fz − C13hz)z¨+
(C21 fz + C22 fy − C11hz − C12hy)y¨z¨ = 0.
Demonstração. De fato, β é curva plana se, e somente se, τ = 0. Pela equação (2.45), temos que
τ = 0⇔ y¨...z − z¨...y = 0.
Ora, note que substituindo em y¨
...z − z¨...y os valores de ...y e ...z dados em (2.44), tem-se
y¨
...z − z¨...y = −A−423 [(C21 fy − C11hy)(y¨)2 + (C22 fz − C12hz)(z¨)2 + (C23 fy − C13hy)y¨
+(C23 fz − C13hz)z¨ + (C21 fz + C22 fy − C11hz − C12hy)y¨z¨].
(2.46)
Daí, segue o resultado.






−3[(A212 + A223)(y¨)2 + 2A12A13y¨z¨ + (A213 + A223)(z¨)2]3
= cA−823
[
(C21 fy − C11hy)(y¨)2 + (C22 fz − C12hz)(z¨)2 + (C23 fy − C13hy)y¨
+ (C23 fz − C13hz)z¨ + (C21 fz + C22 fy − C11hz − C12hy)y¨z¨
]
,
para alguma constante c.
Demonstração. Sabe-se que β é uma hélice se, e somente se,
κ
τ




















...z − z¨...y )2.
Substituindo o valor de y¨
...z − z¨...y dado em (2.46) e definindo c := c21, segue o resultado.

























(C22 fz − C12hz)(z¨)2 + (C21 fy
−C11hy)(y¨)2 + (C23 fz − C13hz)z¨ + (C23 fy − C13hy)y¨ + (C21 fz + C22 fy − C11hz − C12hy)y¨z¨
]
,
para algumas constantes a e b.
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Demonstração. Sabe-se que uma curva é uma hélice circular se, e somente se, possui curvatura
e torção constantes. Sejam, portanto, κ = a1 e τ = b1. Tomando-se o quadrado da curvatura
κ dada no Teorema 2.6 e fazendo a = a1, segue a primeira igualdade do sistema acima. A
segunda igualdade segue do Teorema 2.7 e da equação (2.46), fazendo-se b = −b1.















(C22 fz − C12hz)(z¨)2 + (C21 fy − C11hy)(y¨)2 + (C23 fz − C13hz)z¨ + (C23 fy − C13hy)y¨+
(C21 fz + C22 fy − C11hz − C12hy)y¨z¨ = 0,
para alguma constante c.
Demonstração. Sabemos que β é um círculo se, e somente se, κ = c, para alguma constante c, e
τ = 0. Assim, a demonstração segue de maneira análoga à anterior.
2.2 Interseção Tangencial
A seguir, faremos o estudo das curvas de interseção tangencial para os casos Paramétrica-
Paramétrica, Paramétrica-Implícita e Implícita-Implícita. Neste caso, os vetores normais das
superfícies são paralelos. As referências básicas são as mesmas descritas na Seção 2.1. Assim
como fizemos para as interseções transversais, vamos descrever métodos para se obter propri-
edades da curva de interseção tais como vetor tangente, vetor curvatura, curvatura e torção.
No caso Paramétrica-Paramétrica, é dada uma interpretação geométrica para o vetor tangente
à curva de interseção num ponto P.
2.2.1 Interseção entre duas Superfícies Paramétricas
Sejam X(u1, v1) e Y(u2, v2) superfícies paramétricas que se intersectam tangencialmente
num ponto P que está sobre a curva de interseção α. Isto significa que NX ‖ NY em P. Orien-
tando as superfícies de maneira conveniente, podemos supor que NX = NY. Assim, denota-
remos N = NX = NY. Neste caso, a equação (2.1) não é válida, e temos que encontrar novos
métodos para calcular as propriedades geométricas de α, o que faremos a partir de agora. No




Neste caso, o vetor tangente em P está sobre os planos tangentes de ambas as superfícies.










Note que (2.47) forma um sistema de duas equações lineares com quatro variáveis u′1, v
′
1,
u′2, v′2, visto que os vetores envolvidos não têm a componente normal.
Da equação (1.6), tem-se que κXn = κYn , já que NX = NY = N. Logo, de (2.5), temos que
eX(u′1)




2 = eY(u′2)2 + 2 f Yu′2v′2 + gY(v′2)2, (2.48)
onde os respectivos e, f , g denotam os coeficientes da segunda forma fundamental nas super-
fícies X e Y em P. Em outras palavras, temos que I IXp (t) = I IYp (t), onde t é o vetor tangente à
curva de interseção α em P = α(t).
Escrevendo os vetores da base {Xu1 , Xv1} na base {Yu2 , Yv2}, segue que
Xu1 = a11Yu2 + a21Yv2
Xv1 = a12Yu2 + a22Yv2 .
(2.49)
Logo, substituindo (2.49) em (2.47), tem-se
u′2 = a11u′1 + a12v
′
1




Para avaliar os coeficientes aij, toma-se o produto vetorial de (2.49) com Yu2 e Yv2 e o produto


























Substituindo (2.50) em (2.48), temos:
eX(u′1)















+ 2 f Y[a11a21(u′1)


























2 = 0, (2.52)
onde
b11 = eYa211 + 2 f
Ya11a21 + gYa221 − eX
b12 = eYa11a12 + f Y(a11a22 + a12a21) + gYa21a22 − f X
b22 = eYa212 + 2 f
Ya12a22 + gYa222 − gX.
(2.53)
Utilizamos a equação (2.52) para demonstrar o teorema que segue.
Teorema 2.8. Sejam X e Y superfícies paramétricas que se intersectam tangencialmente no ponto P =












, se b11 = 0 e b22 6= 0




é solução da equação b11ω2 + 2b12ω + b22 = 0 e µ =
v′1
u′1
é solução da equação b22µ2 +
2b12µ+ b11 = 0, que seguem de (2.52).

















1 = (ωXu1 + Xv1)v
′
1.
Do fato de ‖t‖ = 1, concluímos que v′1 =
1
‖ωXu1 + Xv1‖







Agora, se b11 = 0, mas b22 6= 0, divida (2.52) por (u′1)2 e denote µ =
v′1
u′1
. Neste caso, a equação
(2.52) fica











Se b11 = b22 = 0, então, se b12 6= 0, tem-se que u′1 = 0 ou v′1 = 0, ou seja, o vetor tangente é
paralelo a um dos vetores da base {Xu1 , Xv1} (ver equação 2.47).
Podemos classificar os pontos de interseção entre X e Y de acordo com o discriminante
∆ = 4(b212 − b11b22) das equações (2.54) e (2.55), que definem o tangente t.
Caso 1. Se ∆ < 0, como as soluções ω ou µ, que definem o vetor tangente à curva de interseção
α, envolvem o termo
√
∆, chegamos a uma contradição com a hipótese inicial de existir
uma curva de interseção passando por P. Logo, P é ponto de contato isolado.
Caso 2. Se ∆ > 0, então a equação (2.52) possui duas raízes distintas, ou seja, existem dois
vetores tangentes definidos em P. Logo, P é ponto de ramificação.




22 6= 0, então as equações (2.54) e (2.55) possuem raiz dupla
e, portanto, existe um único vetor tangente definido em P, o que nos diz que existe uma
única curva de interseção passando por P.
Caso 4. Se b11 = b12 = b22 = 0, então a equação (2.52) é satisfeita para todo u′1 e v
′
1, ou seja,
pela equação (2.48), I IXP (t) = I I
Y
P (t), para todo t ∈ TPX = TPY. Logo, pela Proposição
1.3, P é ponto de contato de ordem ≥ 2.
A seguir, daremos uma interpretação geométrica para o tangente t. Se P é um ponto planar
de uma das superfícies, digamos, Y, então eY = f Y = gY = 0, b11 = −eX, b12 = − f X, b22 =
−gX e a equação (2.52) pode ser analisada como anteriormente. Se P é ponto planar de ambas
as superfícies, então bij = 0, ∀i, j = 1, 2 e, como vimos no Caso 4, P é ponto de contato de
ordem ≥ 2. Agora, se em ambas as superfícies P não é ponto planar, podemos analisar t em
termos das indicatrizes de Dupin de X e Y em P.
Proposição 2.1. Seja P um ponto não planar em X e em Y. Se o vetor tangente t está bem definido em




Demonstração. Sejam IX e IY as indicatrizes de Dupin em P de X e Y, respectivamente. Pela
equação (2.48), I IXP (t) = I I
Y
















1√|c0| . Logo, pela definição da indicatriz de Dupin, segue que IX e IY se intersec-
tam em ct e −ct.
Escrito de outro modo, o resultado nos diz que, se as indicatrizes de Dupin não se inter-
sectam, então não se tem vetor tangente bem definido em P e, portanto, P é ponto de contato
isolado. Por outro lado, poderíamos nos perguntar se o fato de as indicatrizes de Dupin se
intersectarem implica a existência de vetor tangente a uma curva de interseção em P, isto é,
que P não é ponto isolado. A resposta é negativa, como mostram os exemplos a seguir.
(a) Ponto de contato isolado entre uma
calha parabólica e uma esfera
(b) Ponto de contato isolado entre duas esferas
Figura 2.1: Nestes casos, embora não se tenha curva de interseção entre as superfícies, as indicatrizes de Dupin
coincidem
Exemplo 2.1. Na Figura 2.1(a), temos a interseção da calha parabólica X(u, v) = (u, v, u2) com a esfera
Y(θ, ϕ) = (3 cos θ cos ϕ, 3 sin θ, 3 cos θ sin ϕ− 3). Note que P = (0, 0, 0) é um ponto de interseção
tangencial e contato isolado. Analisando as seções normais de X e Y em P, vemos que κX1 = 0, que é a
curvatura da reta β(v) = (0, v, 0), κX2 = 2, que é a curvatura da parábola β1(u) = (u, 0, u
2). E, como




9 . Portanto, pela
expressão da indicatriz de Dupin, temos que IX é um par de retas paralelas à direção principal eX2 e IY é
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um círculo de raio 3 centrado na origem de TPY, tendo elas, portanto, quatro pontos de interseção, como
mostra a Figura 2.2(a).
Exemplo 2.2. Na Figura 2.1(b), temos novamente que P é ponto de contato isolado entre as esferas
X(ϑ, ϕ) = (3 cos ϑ cos ϕ, 3 sin ϑ, 3 cos ϑ sin ϕ− 3)
Y(θ, φ) = (3 cos θ cos φ, 3 sin θ, 3 cos θ sin φ+ 3),
cujas indicatrizes de Dupin são círculos de raio 3 na origem do plano tangente comum em P e, portanto,
coincidem (ver Figura 2.2(b)).
(a) Indicatrizes de Dupin da calha e
da esfera de raio 3 se intersectam em
4 pontos
(b) Indicatrizes de Dupin de duas
esferas de raio 3 se sobrepõem
(c) Indicatrizes de Dupin das esfe-
ras de raios 3 e 2 não se intersectam
Figura 2.2: Algumas possibilidades para a interseção das indicatrizes de Dupin em um ponto de contato isolado
Observação 2.1. Seguem da Proposição 2.1 as seguintes observações:
1. Se P é ponto de contato isolado, não há vetor tangente definido neste. Logo, as indicatrizes podem
não se intersectar.
2. Se há um único vetor tangente definido em P, então as indicatrizes de Dupin se intersectam em,
pelo menos, dois pontos.
3. Se P é ponto de ramificação, há dois vetores tangentes em P. Logo, as indicatrizes de Dupin se
intersectam em, no mínimo, quatro pontos.
4. Se P é ponto de contato de ordem ≥ 2, então as segundas formas fundamentais de X e Y em P
coincidem e, portanto, as indicatrizes de Dupin se sobrepõem.
A seguir, daremos alguns exemplos de cada situação descrita acima, onde IX denotará a
indicatriz de Dupin da superfície X no ponto P considerado.
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1. Se P é ponto de contato isolado, as indicatrizes de Dupin podem se intersectar ou não.
Como um primeiro exemplo, considere as esferas
X(ϑ, ϕ) = (3 cos ϑ cos ϕ, 3 sin ϑ, 3 cos ϑ sin ϕ− 3)
Y(θ, φ) = (2 cos θ cos φ, 2 sin θ, 2 cos θ sin φ+ 2)
de raios 3 e 2, respectivamente, as quais têm um ponto de contato isolado em P = (0, 0, 0).
Observe que as indicatrizes de Dupin são círculos centrados na origem do plano tangente
em P, de raios 3 e 2, os quais não se intersectam. Por outro lado, a Figura 2.1 nos mostra
exemplos que, como discutidos anteriormente, são casos onde as indicatrizes se intersec-
tam em quatro pontos ou coincidem. A Figura 2.2 mostra estas indicatrizes.
2. Se P está sobre uma (única) curva de interseção, as indicatrizes de Dupin se intersectam
em pelo menos dois pontos, podendo se intersectar em mais pontos. Exemplos disto são:
(a) Considere a esfera e o cilindro, parametrizados, respectivamente, por
X(θ, ϕ) = (cos θ cos ϕ, sin θ, cos θ sin ϕ)
Y(u, v) = (cos u, sin u, v).
Observe que X e Y se intersectam tangencialmente ao longo do círculo x2 + y2 = 1.
Considerando P = (0, 1, 0) ∈ X ∩ Y, veja que IX é um círculo de raio 1 no plano
TPX = TPY centrado na origem, já que as seções normais de X em P são os círculos
máximos, que têm curvatura 1, ou seja, as curvaturas principais de X são κX1 = κ
X
2 =
1. Analogamente, olhando para as seções normais do cilindro em P, podemos ver
que κY1 = 0, κ
Y
2 = 1, sendo as direções principais e1 e e2 paralelas aos eixos Oz e Ox,
respectivamente. Portanto, IY é um par de retas paralelas à direção e2. Logo, IX e
IY se intersectam em dois pontos, a saber, (−1, 0), (1, 0) ∈ TPX (ver Figura 2.4(a)).
(b) Considere a interseção dos toros
(z− 1)2 + (
√
x2 + y2 − 1)2 = 1
(z + 1)2 + (
√
x2 + y2 − 1)2 = 1,
os quais podem ser parametrizados, respectivamente, por
X(u, v) = (cos u− v sin u, sin u + v cos u, v− 1)
Y(u, v) = (v + 1, cos u− v sin u, sin u + v cos u),
e se intersectam ao longo de paralelos, como mostra a Figura 2.3.
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Figura 2.3: Interseção da esfera com o cilindro e de dois toros
Fixe um ponto P na interseção. Sabemos que P é parabólico do ponto de vista das
duas superfícies. Logo, IX e IY são pares de retas, paralelos às direções principais
eX2 e e
Y




2 são ambos paralelos ao eixo Ox. Logo,
como κX2 = κ
Y
2 = 1, as indicatrizes coincidem.
A Figura 2.4 mostra os pares de indicatrizes dos casos (a) e (b).
(a) Indicatrizes de Dupin da esfera
e do cilindro se intersectam em dois
pontos
(b) Indicatrizes de Dupin dos toros
coincidem
Figura 2.4: Algumas possibilidades para a interseção das indicatrizes de Dupin em um ponto sobre uma (única)
curva de interseção
3. Daremos um exemplo onde as indicatrizes de Dupin em um ponto de ramificação se
intersectam em quatro pontos e outro exemplo onde elas coincidem.
(a) Considere os cilindros de raio 1, X(u, v) = (cos u, sin u, v) e Y(θ, ϕ) = (ϕ, cos θ, sin θ),
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os quais têm P = (0, 1, 0) como ponto de ramificação. Sabemos que P é um ponto
parabólico de X e Y. Logo, cada indicatriz de Dupin é um par de retas paralelas às
direções principais eX2 e e
Y
2 , respectivamente. Pode-se ver que e
X
1 ‖ Ox e eX2 ‖ Oz.
Para Y, tem-se que eY1 ‖ Oz e eY2 ‖ Ox. Daí, observando a discussão sobre indicatriz
de Dupin feita na Seção 1.1.2, segue que IX é um par de retas paralelas a eX2 e IY é
um par de retas paralelas a eY2 . Logo, são ortogonais entre si, como ilustra a figura
2.6(a), e se intersectam em exatamente quatro pontos.
(b) Para ilustrar que IX e IY podem se intersectar em mais de quatro pontos num ponto
de ramificação, considere os hiperboloides de uma folha
x2 + y2 − z2 − 1 = 0
−x2 + y2 + z2 − 1 = 0,
parametrizados por
X(u, v) = (cos u− v sin u, sin u + v cos u, v)
Y(u, v) = (−v, sin u + v cos u, cos u− v sin u).
Figura 2.5: Interseção de dois cilindros e de dois hiperboloides de uma folha
Podemos verificar que P = (0, 1, 0) é um ponto de ramificação (veja a Seção 4.1).
Observamos, por (1.10), que as curvaturas principais de X e Y satisfazem
κX1 = κ
Y
1 = −1, κX2 = κY2 = 1.
Portanto, sendo a indicatriz de Dupin a cônica κ1ξ2 + κ2η2 = ±1 formada pelos
vetores ω = ξe1 + ηe2 ∈ TPX = TPY, segue que cada indicatriz IX e IY é um par de
hipérboles. Como eX2 ⊥ eY2 , concluímos que IX e IY se sobrepõem.
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(a) Indicatrizes de Dupin de dois
cilindros se intersectam em quatro
pontos
(b) Indicatrizes de Dupin dos hi-
perboloides de uma folha coincidem
Figura 2.6: Algumas possibilidades para a interseção das indicatrizes de Dupin em um ponto de ramificação
4. Se P é um ponto de contato de ordem≥ 2 de X e Y, as indicatrizes IX e IY se sobrepõem.
Para ilustrar esta situação, consideremos a esfera x2 + y2 + (z− 1)2 = 1 e a superfície pa-




2(1− u2 − v2) 32
)
, 1− u2 − v2 6= 0. A superfície Y é conhecida
como o paraboloide osculador da esfera S2 no ponto P = (0, 0, 0).
(a) Interseção da esfera
S2 com o seu paraboloide
osculador
(b) A indicatrizes IX e IY coincidem
Parametrize uma vizinhança de P na esfera por X(u, v) = (u, v, 1−√1− u2 − v2).
Fazendo alguns cálculos, observamos que
Xu(P) = (1, 0, 0) = Yu(P), Xv(P) = (0, 1, 0) = Yv(P)
Xuu(P) = (0, 0, 1) = Yuu(P), Xuv(P) = (0, 0, 0) = Yuv(P), Xvv(P) = (0, 0, 1) = Yvv(P).
69
2.2. Interseção Tangencial
Como os normais são iguais, então os coeficientes da segunda forma fundamental de X
e Y coincidem. Logo, pela Proposição 1.3, P é ponto de contato de ordem ≥ 2 destas
superfícies.
Temos ainda, tanto para X quanto para Y, que N(P) = (0, 0, 1) e, avaliados no ponto P,
os coeficientes da primeira e segunda formas fundamentais são




eG− 2 f F + gE
EG− F2 = 1, K =
eg− f 2
EG− F2 = 1, o que implica
κ1 = κ2 = H ±
√
H2 − K = 1.
Ou seja, as indicatrizes IX e IY se sobrepõem e são iguais a um círculo unitário centrado
na origem de TPX = TPY.
Curvatura e Vetor Curvatura
Trataremos agora da curvatura e do vetor curvatura da curva de interseção α, lembrando
que α é uma curva p.c.a. Primeiramente, calcularemos o vetor curvatura. Pelas equações (1.4)












































Λ = −Xu1u1(u′1)2 − 2Xu1v1u′1v′1 − Xv1v1(v′1)2 +Yu2u2(u′2)2 + 2Yu2v2u′2v′2 +Yv2v2(v′2)2. (2.58)
Tomando o produto vetorial de (2.57) por Yu2 e Yv2 e, em seguida, o produto interno por N,
obtemos
〈Yu2 ∧ Xu1 , N〉u′′1 + 〈Yu2 ∧ Xv1 , N〉v′′1 = 〈Yu2 ∧Yv2 , N〉v′′2 + 〈Yu2 ∧Λ, N〉
〈Xu1 ∧Yv2 , N〉u′′1 + 〈Xv1 ∧Yv2 , N〉v′′1 = 〈Yu2 ∧Yv2 , N〉u′′2 + 〈Λ ∧Yv2 , N〉.
Denotando
a13 = − 〈Λ ∧Yv2 , N〉〈Yu2 ∧Yv2 , N〉
= − det(Λ, Yv2 , N)√
EYGY − (FY)2 , a23 = −
〈Yu2 ∧Λ, N〉
〈Yu2 ∧Yv2 , N〉





e aij (i = 1, 2) como em (2.51), segue que
u′′2 = a11u′′1 + a12v
′′
1 + a13




o que define u′′2 e v′′2 em função de u′′1 e v
′′
1 . Precisamos encontrar estas duas últimas variáveis.
Para isto, usaremos a terceira equação do sistema (1.4) e, novamente, o fato de α estar sobre
ambas as superfícies X e Y. Assim, projetando α′′′ sobre o normal comum a X e a Y e denotando










1 ) + g
Xv′1v
′′
1 ] + Λ˜
X
= 3[eYu′2u′′2 + f Y(u′′2 v′2 + u′2v′′2 ) + gYv′2v′′2 ] + Λ˜Y,
(2.61)
onde os coeficientes Λ˜X e Λ˜Y são dados por (2.11). Substituindo as expressões de u′′2 e v′′2
calculadas em (2.60), tem-se
3(eXu′1 + f
Xv′1 − eYu′2a11 − f Y(v′2a11 + u′2a21)− gYv′2a21)u′′1+
3( f Xu′1 + g
Xv′1 − eYu′2a12 − f Y(v′2a12 + u′2a22)− gYv′2a22)v′′1−
3(eYu′2a13 + f Y(v′2a13 + u′2a23) + gYv′2a23) + Λ˜X − Λ˜Y = 0.
Outra equação envolvendo u′′1 e v
′′
1 é obtida de 〈
→
K, t〉 = 0. Assim, pela segunda equação do
sistema (1.4),
〈Xu1u1 , t〉(u′1)2 + 2〈Xu1v1 , t〉u′1v′1 + 〈Xv1v1 , t〉(v′1)2 + 〈Xu1 , t〉u′′1 + 〈Xv1 , t〉v′′1 = 0. (2.62)
Dessa forma, obtemos um sistema de equações lineares nas variáveis u′′1 e v
′′
1 . Resolvendo-o,
podemos substituir os valores de u′′1 e v
′′
1 em (2.56) e, então, obter o vetor curvatura
→
K e em
seguida a curvatura κ =
√
〈→K,→K〉.
Torção e Derivada de Ordem Superior
O vetor α(m), m ≥ 3, pode ser calculado de maneira similar ao caso do vetor curvatura.
Suponha que já se tenha avaliado as derivadas α(j) para j = 1, . . . , m− 1 e u(j−1), v(j−1) para
j = 2, . . . , m− 1. O algoritmo para encontrar α(m) é o seguinte.
1. Diferencie m vezes a expressão
α(s) = X(u1(s), v1(s)) = Y(u2(s), v2(s)).
A partir disso, pode-se expressar os parâmetros um2 e v
m







α(s) = X(u1(s), v1(s)) = Y(u2(s), v2(s))
m + 1 vezes e obtenha em seguida o número λn = 〈α(m+1), N〉. Faça λXn = λYn , o que






2 . Substitua na equação resultante
os valores de um2 e v
m
2 obtidos anteriormente.
3. Utilizando as equações de Frenet (1.1), escreva α(m) na base {t, n, b}, obtendo α(m) = ctt+
cnn + cbb e, portanto, 〈α(m), t〉 = ct, onde ct depende apenas de κ, τ e de suas derivadas
e α(m) é a derivada de ordem m de α(s) = X(u(s), v(s)). Isto gera mais uma equação nas
variáveis um1 e v
m





4. Substitua os resultados na expressão de α(m) obtida no primeiro passo.





2.2.2 Interseção entre Superfícies Paramétricas e Implícitas
Consideremos X(u, v) uma superfície paramétrica e f (x, y, z) = 0 uma superfície implí-
cita, ambas regulares, as quais se intersectam tangencialmente num ponto P sobre a curva de
interseção α. Assim como fizemos anteriormente, vamos calcular os entes geométricos de α,
tomando como base a referência [14].
Vetor Tangente
Observe que N f = ±NX implica
〈




α′′, Xu ∧ Xv‖Xu ∧ Xv‖
〉
. Denotaremos
A = ± ‖∇ f ‖‖Xu ∧ Xv‖ .
De (2.5), tem-se
〈α′′, NX〉 = e(u′)2 + 2 f u′v′ + g(v′)2.
Além disso, pela segunda das equações (1.11),
〈α′′, N f 〉 = fxx
′′ + fyy′′ + fzz′′√
f 2x + f 2y + f 2z
= − fxx(x
′)2 + fyy(y′)2 + fzz(z′)2 + 2( fxyx′y′ + fxzx′z′ + fyzy′z′)√





−A‖Xu ∧ Xv‖[e(u′)2 + 2 f u′v′ + g(v′)2] = fxx(x′)2 + fyy(y′)2 + fzz(z′)2
+ 2( fxyx′y′ + fxzx′z′ + fyzy′z′).
Derivando os valores de x, y, z, dados pela equação (2.14), e substituindo na equação ante-
rior, segue que
fxx(X1uu
′ + X1vv′)2 + fyy(X2uu′ + X2vv′)2 + fzz(X3uu′ + X3vv′)2 + 2
[
fxy(X1uu
′ + X1vv′)(X2uu′ + X2vv′)
+ fxz(X1uu
′ + X1vv′)(X3uu′ + X3vv′) + fyz(X2uu′ + X2vv′)(X3uu′ + X3vv′)
]
= −A‖Xu ∧ Xv‖[e(u′)2 + 2 f u′v′ + g(v′)2].
Daí,
b11(u′)2 + 2b12u′v′ + b22(v′)2 = 0, (2.63)
onde
b11 = A‖Xu ∧ Xv‖e + 2
[
fxyX1uX2u + fxzX1uX3u + fyzX2uX3u
]
+ fxx(X1u)2 + fyy(X2u)2 + fzz(X3u)2
b12 = A‖Xu ∧ Xv‖ f + fxy(X1uX2v + X1vX2u) + fxz(X1uX3v + X1vX3u) + fyz(X2uX3v + X2vX3u)
+ fxxX1uX1v + fyyX2uX2v + fzzX3uX3v
b22 = A‖Xu ∧ Xv‖g + 2
[
fxyX1vX2v + fxzX1vX3v + fyzX2vX3v
]
+ fxx(X1v)2 + fyy(X2v)2 + fzz(X3v)2.
(2.64)
Analisando a equação (2.63), podemos demonstrar o seguinte teorema.
Teorema 2.9. Sejam X superfície paramétrica e f superfície implícita que se intersectam tangencial-








‖ωXu + Xv‖ , se b11 6= 0
t =
Xu + µXv
‖Xu + µXv‖ , se b11 = 0 e b22 6= 0
t ‖ Xu ou t ‖ Xv, se b11 = b22 = 0,
em que ω =
u′1
v′1
é solução da equação b11ω2 + 2b12ω + b22 = 0 e µ =
v′1
u′1
é solução da equação
b22µ2 + 2b12µ+ b11 = 0, as quais seguem de (2.63).
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Demonstração. Observando a equação (2.63), vemos que, se b11 6= 0, não ocorre v′ = 0. Neste
caso, dividindo (2.63) por (v′)2, obtemos
b11(ω)2 + 2b12ω+ b22 = 0,











t = Xuu′ + Xvv′ = (ωXu + Xv)v′
e, sendo ‖t‖ = 1, então v′ = 1‖ωXu + Xv‖ . Portanto, o vetor tangente é dado por
t =
ωXu + Xv
‖ωXu + Xv‖ .





b22µ2 + 2b12µ = 0,






‖Xu + µXv‖ .




22 6= 0 que b12 6= 0. Portanto, u′ = 0
ou v′ = 0, ou seja, como t = Xuu′ + Xvv′, segue que t é paralelo a um dos vetores da base
{Xu, Xv}.
A classificação do ponto P de acordo com o sinal do discriminante ∆ segue de maneira
análoga ao que fizemos no parágrafo anterior.
Curvatura e Vetor Curvatura



















′)2v′ + 2b11u′(u′′v′ − u′v′′) + 2[b′12u′(v′)2 + b12v′(u′′v′ − u′v′′)] + b22(v′)3
]
= 0.
Da definição de ω, tem-se u′ = ωv′. Assim, sendo v′ = −u′ hu
hv




v′ = (Eω2 + 2Fω+ G)−
1
2 .
Isto implica que u′ = ω(Eω2 + 2Fω+ G)− 12 . Em resumo, temos que
u′ = −ω(Eω2 + 2Fω+ G)− 12




′)2v′ + 2b11ωv′(u′′v′ −ωv′v′′) + 2[b′12ω(v′)3 + b12v′(u′′v′ −ωv′v′′)] + b22(v′)3
= 2
[





Como v′ 6= 0,
0 = 2(b11ω+ b12)(u′′ −ωv′′) + v′(b′11ω2 + 2b′12ω+ b′22)⇒
u′′ −ωv′′ = −v′ b
′
11ω




, b11ω+ b12 6= 0.
Portanto,
u′′ −ωv′′ = a1, b11ω+ b12 6= 0, (2.66)
onde a1 = −v′ b
′
11ω





Agora, sendo 〈α′, α′′〉 = 0, segue de (1.4) e da igualdade u′ = ωv′ que
0 = 〈α′, α′′〉 = 〈Xu, Xuu〉(u′)3 + 2〈Xu, Xuv〉(u′)2v′ + 〈Xu, Xvv〉u′(v′)2 + Eu′u′′ + Fu′v′′
+ 〈Xv, Xuu〉(u′)2v′ + 2〈Xv, Xuv〉u′(v′)2 + 〈Xv, Xvv〉(v′)3 + Fv′u′′ + Gv′v′′
= v′
[
(Eω+ F)u′′ + (Fω+ G)v′′ + 〈Xu, Xuu〉ω3(v′)2 + 2〈Xu, Xuv〉ω2(v′)2
+ 〈Xu, Xvv〉ω(v′)2 + 〈Xv, Xuu〉ω2(v′)2 + 2〈Xv, Xuv〉ω(v′)2 + 〈Xv, Xvv〉(v′)2
]
.
Como v′ 6= 0, então






a4 =− (v′)2[〈Xu, Xuu〉ω3 + 2〈Xu, Xuv〉ω2 + 〈Xu, Xvv〉ω+ 〈Xv, Xuu〉ω2 + 2〈Xv, Xuv〉ω
+〈Xv, Xvv〉].
Resolvendo (2.66) e (2.67) para u′′ e v′′:
u′′ = a1a3 + a4ω
a3 +ωa2
v′′ = a4 − a1a2
a3 +ωa2
.
Substituindo os valores de u′′, u′, v′′, v′ na expressão de α′′ dada no sistema (1.4), obtemos o
vetor curvatura
→
K= α′′ e a curvatura κ =
√
〈→K,→K〉. Com isto, temos demonstrado o seguinte
resultado.
Teorema 2.10. O vetor curvatura da curva de interseção tangencial α entre uma superfície paramétrica
X e uma superfície implícita f , no ponto P = α(t), é dado por
→
K= Xuu(u′)2 + 2Xuvu′v′ + Xvv(v′)2 + Xuu′′ + Xvv′′,
onde
u′ = ω(Eω2 + 2Fω+ G)− 12 , v′ = (Eω2 + 2Fω+ G)− 12 ;
u′′ = a1a3 + a4ω
a3 +ωa2
, v′′ = a4 − a1a2
a3 +ωa2
.




Se o ponto de interseção tangencial P é de contato isolado ou de ordem ≥ 2, não há curva
de interseção. Se P é um ponto de ramificação, calculamos a torção tomando o limite da torção
da curva de interseção transversal neste ponto. Por fim, se temos uma curva de interseção
tangencial, podemos calcular u′′′ e v′′′ diferenciando u′′ e v′′, obtidos anteriormente. Depois,
substituindo u′, v′, u′′, v′′, u′′′ e v′′′ na terceira equação do sistema (1.4), obtemos o vetor α′′′ e,







2.2.3 Interseção entre duas Superfícies Implícitas
Para finalizar o estudo das curvas de interseção no espaço Euclidiano, consideraremos o
caso Implícita-Implícita, usando como referência o artigo [1].
Suponha que f (x, y, z) = 0 e h(x, y, z) = 0 sejam duas superfícies implícitas regulares que
se intersectam tangencialmente em um ponto P. Assim, em P, N f ‖ Nh, ou seja, ∇ f (P)‖∇ f (P)‖ =
± ∇h(P)‖∇h(P)‖ , o que pode ser escrito como





Logo, os pontos de interseção tangencial são determinados resolvendo o seguinte sistema:
f = 0, h = 0, fx = Ahx, fy = Ahy, fz = Ahz.
Vetor Tangente
Assuma que as superfícies f e h se intersectam ao longo de uma curva β que está parame-
trizada na variável x. Então,
β(x) = (x, y(x), z(x)); f = 0, h = 0, fx = Ahx, fy = Ahy, fz = Ahz.
Derivando β(x) = (x, y(x), z(x)) com respeito a x e usando a equação (2.24), tem-se
β˙(x) = (1, y˙(x), z˙(x)), β¨(x) = (0, y¨(x), z¨(x));
[∇ f ][β˙] = 0, [∇h][β˙] = 0. (2.68)
Projetando β¨ sobre o normal de ambas as superfícies, temos
〈β¨,∇ f 〉 = A〈β¨,∇h〉 ⇒
[∇ f ][β¨] = A[∇h][β¨].
Por (2.39),
−[β˙]T H1[β˙] = −A[β˙]T H2[β˙] = −[β˙]T(AH2)[β˙]⇒







fxx − Ahxx fxy − Ahxy fxz − Ahxz
fxy − Ahxy fyy − Ahyy fyz − Ahyz








( fyy − Ahyy)(y˙)2 + ( fzz − Ahzz)(z˙)2 + 2( fyz − Ahyz)y˙z˙ + 2( fxy − Ahxy)y˙ + 2( fxz − Ahxz)z˙+
fxx − Ahxx = 0.
(2.69)








 = [ fx + y˙ fy + z˙ fz ] .
Logo,
y˙ =
− fx − z˙ fz
fy
, se fy 6= 0
ou
z˙ =
− fx − y˙ fy
fz
, se fz 6= 0.
(2.70)
Observe que não ocorre fy = fz = 0. Assuma que fy 6= 0. Substituindo na equação (2.69),
segue que
b11(z˙)2 + 2b12z˙ + b22 = 0, (2.71)
onde
b11 = f 2z ( fyy − Ahyy) + f 2y ( fzz − Ahzz)− 2 fy fz( fyz − Ahyz)
b12 = f 2y ( fxz − Ahxz) + fx fz( fyy − Ahyy) + fx fy( fyz − Ahyz)− fy fz( fxy − Ahxy)
b22 = f 2x ( fyy − Ahyy) + f 2y ( fxx − Ahxx)− 2 fx fy( fxy − Ahxy).
(2.72)









o que implica, por (2.70),
y˙ =




















A partir daí, podemos calcular a velocidade, o comprimento de arco e o vetor tangente unitário
da curva β da seguinte maneira
‖β˙(x)‖ =
√








A classificação de P de acordo com o discriminante ∆ da equação (2.71) segue assim como
fizemos na Subseção 2.2.1.
Curvatura e Vetor Curvatura
As expressões da curvatura e do vetor curvatura da curva de interseção tangencial entre
duas superfícies implícitas são dadas como mostra o teorema a seguir.
Teorema 2.11. O vetor curvatura e a curvatura da curva β(x) = (x, y(x), z(x)) no ponto de interseção
tangencial P entre duas superfícies implícitas f e h são dados, respectivamente, por
→
K=
(−(y˙y¨ + z˙z¨), (1+ z˙2)y¨− y˙z˙z¨, (1+ y˙2)z¨− y˙z˙y¨)
(1+ y˙2 + z˙2)2
κ =
√
(1+ z˙2)y¨2 − 2y˙z˙y¨z¨ + (1+ y˙2)z¨2
(1+ y˙2 + z˙2)3
,
em que y˙, z˙ e y¨, z¨ são dados em termos de f , h e suas derivadas.
Demonstração. Projetando
...
β sobre os vetores normais unitários de ambas as superfícies, obte-
mos
[∇ f ][...β ] = A[∇h][...β ].
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Assim, da equação (2.31), segue que
−3[β˙]T H1[β¨]− [β˙]T H˙1[β˙] = A(−3[β˙]T H2[β¨]− [β˙]T H˙2[β˙])⇒
3[β˙]T(H1 − AH2)[β¨] = [β˙]T(AH˙2 − H˙1)[β˙],
o que pode ser escrito como
3

fxx − Ahxx + ( fxy − Ahxy)y˙ + ( fxz − Ahxz)z˙
fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙






 = [β˙]T(AH˙2 − H˙1)[β˙].







 = −[β˙]T H2[β˙].
Portanto, 3( fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙) hy










 hz −3( fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙)
−hy 3( fxz − Ahxz + ( fyz − Ahyz)y˙ + ( fzz − Ahzz)z˙)
T
×
 [β˙]T(AH˙2 − H˙1)[β˙]
−[β˙]T H2[β˙]
 , Ω 6= 0,
(2.74)
onde Ω = det
 3( fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙) hy
3( fxz − Ahxz + ( fyz − Ahyz)y˙ + ( fzz − Ahzz)z˙) hz
T. Assim, conhecidas as
derivadas de primeira e segunda ordem de y e z, temos pelas equações (1.2) demonstrado o
resultado.
Torção e Derivada de Terceira Ordem
A seguir, vamos calcular a torção da curva de interseção β para o caso Implícita-Implícita.
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Teorema 2.12. A torção τ no ponto de interseção tangencial P = β(x) entre duas superfícies implícitas




(1+ z˙2)y¨2 − 2y˙z˙y¨z¨ + (1+ y˙2)z¨2 ,
onde as derivadas de y e z são dadas em termos do coeficiente A = ±‖∇ f ‖‖∇h‖ e das derivadas de f e h.





‖β˙ ∧ β¨‖2 =
y¨
...z − z¨...y
(1+ z˙2)y¨2 − 2y˙z˙y¨z¨ + (1+ y˙2)z¨2 .
Já foram obtidas expressões para y˙, z˙ e y¨, z¨ (ver equações (2.73) e (2.74)). Assim, resta-nos
encontrar
...y e
...z . Projetando β(4)(x) sobre os vetores normais unitários de ambas as superfícies,
tem-se
[∇ f ][β(4)] = A[∇h][β(4)].
Logo, da equação (2.33), segue que
− 4[β˙]T H1[
...
β ]− 3[β¨]T H1[β¨]− 5[β˙]T H˙1[β¨]− [β˙]T H¨1[β˙]
= A(−4[β˙]T H2[
...




β ] =5[β˙]T(AH˙2 − H˙1)[β¨] + 3[β¨]T(AH2 − H1)[β¨]
+[β˙]T(AH¨2 − H¨1)[β˙].
Esta última igualdade, junto com a equação (2.31) nos dá
















4[β˙]T(H1 − AH2) = 4

fxx − Ahxx + ( fxy − Ahxy)y˙ + ( fxz − Ahxz)z˙
fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙






obtemos  4( fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙) hy




 5[β˙]T(AH˙2 − H˙1)[β¨] + 3[β¨]T(AH2 − H1)[β¨] + [β˙]T(AH¨2 − H¨1)[β˙]




 hz −4( fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙)
−hy 4( fxz − Ahxz + ( fyz − Ahyz)y˙ + ( fzz − Ahzz)z˙)

×
 5[β˙]T(AH˙2 − H˙1)[β¨] + 3[β¨]T(AH2 − H1)[β¨] + [β˙]T(AH¨2 − H¨1)[β˙]





 4( fxy − Ahxy + ( fyy − Ahyy)y˙ + ( fyz − Ahyz)z˙) hy
4( fxz − Ahxz + ( fyz − Ahyz)y˙ + ( fzz − Ahzz)z˙) hz
T .
Isto prova o resultado.
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Capítulo 3
Curvas de Interseção entre duas Superfícies
no Espaço de Lorentz-Minkowski
A partir de agora, consideraremos alguns casos de interseção transversal entre duas super-
fícies no espaço de Lorentz-Minkowski. O estudo das curvas de interseção neste espaço é rela-
tivamente recente, tendo sido iniciado com o tratamento das curvas de interseção transversal
entre duas superfícies tipo espaço [3, 2007] e, posteriormente, curvas de interseção transversal
não-nulas entre duas superfícies tipo tempo [12, 2014], que serão os casos tratados nas Seções
3.1 e 3.2 deste capítulo. Até então, estes são os únicos casos estudados conhecidos. Sendo as-
sim, existem neste contexto alguns problemas passíveis de estudo pois, como sabemos, cada
tipo de interseção (transversal ou tangencial) se divide nos casos Paramétrica-Paramétrica,
Paramétrica-Implícita e Implícita-Implícita, os quais se subdividem de acordo com o caráter
de causalidade das superfícies envolvidas e também da curva de interseção. Dessa forma, ca-
sos como interseção transversal entre superfícies paramétricas tipo luz, ou entre superfícies
tipo tempo com curva de interseção tipo luz (e todas as combinações que se pode fazer neste
sentido) podem ser considerados para que o estudo das curvas de interseção entre duas super-
fícies no espaço de Lorentz-Minkowski seja completo.
No que segue, utilizaremos as definições e notações para o espaço de Lorentz-Minkowski
L3 introduzidas na Seção 1.2 do capítulo de Preliminares.
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3.1 Interseção Transversal entre duas Superfícies Paramétricas
Tipo Espaço
Analisaremos neste tópico a curva de interseção entre duas superfícies paramétricas no
espaço de Lorentz-Minkowski L3, as quais admitiremos serem tipo espaço e se intersectarem
transversalmente. Denotando por α tal curva, encontraremos sua curvatura e sua torção, além
de obter condições que dizem quando α é uma geodésica ou uma linha de curvatura das duas
superfícies tipo espaço. Em toda esta seção, tomamos como base a referência [3].
Observamos de início que, como os planos tangentes das superfícies consideradas são tipo
espaço, então todos os vetores a eles pertencentes são tipo espaço. Em particular, o vetor tan-
gente à curva de interseção α, o qual pertence a ambos os planos, é tipo espaço, ou seja, α é
uma curva tipo espaço.
Denotando por X(u, v) e Y(u, v) as superfícies paramétricas tipo espaço, cujos vetores nor-
mais unitários são NX e NY, tem-se que, como t pertence aos planos tangentes de ambas as
superfícies, podemos expressar t por
t =
NX ∧1 NY
‖NX ∧1 NY‖1 .
Observe que NX e NY são tipo tempo.
Vimos na Seção 1.2 que podemos definir o ângulo hiperbólico entre dois vetores tipo tempo,
que é descrito em termos da função cosh. Sendo o vetor curvatura
→
K= α′′ normal a t, escreve-
remos
α′′ = µNX + λNY, µ,λ ∈ R. (3.1)
Projetando
→
K sobre os vetores tipo tempo NX e NY e denotando por θ o ângulo entre estes,
obtemos as respectivas curvaturas normais: κ
X
n = µ+ λ cosh θ
κYn = µ cosh θ + λ
, se NX e NYpertencem ao mesmo cone tipo tempo, (3.2)
ou κ
X
n = µ− λ cosh θ
κYn = −µ cosh θ + λ
, se NX e NY não pertencem ao mesmo cone tipo tempo. (3.3)
Daí, temos o seguinte resultado.
Proposição 3.1. Seja α uma curva de interseção transversal entre as superfícies paramétricas tipo espaço
X e Y e
→
K= α′′ um vetor não tipo luz. Então a curvatura de α é dada por
κ2 =
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Demonstração. Primeiramente, suponha que NX e NY estão no mesmo cone tipo tempo. Neste
caso, 〈NX, NY〉1 = − cosh θ. Resolvendo o sistema (3.2) para µ e λ, obtemos
µ =
−κXn + κYn cosh θ
sinh2 θ
λ =
−κYn + κXn cosh θ
sinh2 θ
.








−κYn + κXn cosh θ
sinh2 θ
NY.
Podemos, então, encontrar a curvatura κ =
√|〈α′′, α′′〉1|:
κ2 =
∣∣∣∣(−κXn + κYn cosh θsinh2 θ
)2
〈NX, NX〉1 +





(−κXn + κYn cosh θ
sinh2 θ






∣∣∣∣(−κXn + κYn cosh θsinh2 θ
)2
+




(−κXn + κYn cosh θ
sinh2 θ






|(κXn )2 + (κYn )2 − 2κXn κYn cosh θ|
sinh2 θ
.

















|(κXn )2 + (κYn )2 + 2κXn κYn cosh θ|
sinh2 θ
.
Vamos agora calcular a torção da curva de interseção α. Inicialmente, observamos que,
sendo α tipo espaço então, se α′′ é tipo espaço ou tipo tempo, tem-se α′′ = κn e, se α′′ é tipo luz,
então α′′ = n (ver equações (1.24), (1.25) e (1.26)). Derivando-se estas expressões, obtemos
1. Se α′′ é tipo espaço: α′′′ = −κ2t + κ′n + κτb.
2. Se α′′ é tipo tempo: α′′′ = κ2t + κ′n + κτb.
3. Se α′′ é tipo luz: α′′′ = τn.
(3.4)
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A torção pode ser obtida destas equações por








3. Se α′′ é tipo luz: τ = 〈α′′′, b〉1.
(3.5)
Além disso, como Span{NX, NY} = Span{n, b}, podemos escrever os termos κ′n + κτb e τn
que aparecem nas expressões do vetor α′′′ como γNX + δNY, com γ, δ ∈ R, obtendo-se
1. Se α′′ é tipo espaço: α′′′ = −κ2t + γNX + δNY.
2. Se α′′ é tipo tempo: α′′′ = κ2t + γNX + δNY.
3. Se α′′ é tipo luz: α′′′ = γNX + δNY.
(3.6)
Denotando por λn a projeção de α′′′ sobre o normal da superfície, segue que
γ =
λXn − λYn cosh θ
sinh2 θ
δ =
λYn − λXn cosh θ
sinh2 θ












, se NX e NY não estão no mesmo cone tipo tempo. (3.8)
Dessa forma, podemos escrever a torção em termos dos escalares λXn , λYn e dos normais NX,
NY, como mostra a seguinte proposição.
Proposição 3.2. Suponha que α seja uma curva de interseção entre as superfícies tipo espaço X e Y.
Então, sua torção τ é dada da seguinte forma:
1. Se α′′ é tipo espaço: τ = −1
κ sinh2 θ
[
(λXn ± λYn cosh θ)〈NX, b〉1 + (λYn ± λXn cosh θ)〈NY, b〉1
]
.
2. Se α′′ é tipo tempo: τ = 1
κ sinh2 θ
[
(λXn ± λYn cosh θ)〈NX, b〉1 + (λYn ± λXn cosh θ)〈NY, b〉1
]
.
3. Se α′′ é tipo luz: τ = 1
sinh2 θ
[
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Demonstração. Respeitando o fato de NX e NY estarem no mesmo cone tipo tempo ou não,
temos das equações (3.7) e (3.8) que
γ =
λXn ± λYn cosh θ
sinh2 θ
δ =
λYn ± λXn cosh θ
sinh2 θ
.
Substituindo estes valores nas equações em (3.6), segue que
1. Se α′′ é tipo espaço: α′′′ = −κ2t + λ
X
n ± λYn cosh θ
sinh2 θ
NX +
λYn ± λXn cosh θ
sinh2 θ
NY,
2. Se α′′ é tipo tempo: α′′′ = κ2t + λ
X
n ± λYn cosh θ
sinh2 θ
NX +
λYn ± λXn cosh θ
sinh2 θ
NY,
3. Se α′′ é tipo luz: α′′′ = λ
X
n ± λYn cosh θ
sinh2 θ
NX +




onde λXn e λYn são obtidos pela equação (2.10). Aplicando o resultado obtido para α′′′ nas res-
pectivas expressões da torção τ, dadas por (3.5), a proposição segue.
Os resultados a seguir caracterizam a curva de interseção α. Considere o triedro de Darboux
para as superfícies X e Y, {t, VX, NX} e {t, VY, NY}, onde VX = NX ∧1 t e VY = NY ∧1 t.
O seguinte lema nos dá uma expressão para a curvatura geodésica de X e Y em termos das
respectivas curvaturas normais.
Lema 3.1. Seja α a curva (tipo espaço) de interseção transversal entre as superfícies paramétricas tipo
espaço X e Y. Então
κXg =
−κXn cosh θ ± κYn
sinh θ
κYg =





VX = NX ∧1 t = N
X ∧1 (NX ∧1 NY)
‖NX ∧1 NY‖1 =
〈NX, NX〉1NY − 〈NX, NY〉1NX
‖NX ∧1 NY‖1 , (3.11)
onde ‖NX ∧1 NY‖21 = |〈NX ∧1 NY, NX ∧1 NY〉1| =
∣∣∣∣∣∣det
 〈NX, NY〉1 〈NY, NY〉1
〈NX, NX〉1 〈NX, NY〉1




cosh θNX − NY
sinh θ
, se NX e NYestão no mesmo cone tipo tempo,
− cosh θNX − NY
sinh θ
, se NX e NYnão estão no mesmo cone tipo tempo.
(3.12)
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NX − cosh θNY
sinh θ
, se NX e NYestão no mesmo cone tipo tempo,
NX + cosh θNY
sinh θ
, se NX e NYnão estão no mesmo cone tipo tempo.
(3.13)
O vetor curvatura α′′, sendo perpendicular a t, deve estar no plano gerado por NX e NY. Logo,
existem λ, µ ∈ R tais que
α′′ = λNX + µNY, (3.14)
o que nos dá uma expressão para κXn e κYn em termos de λ e µ. Resolvendo o sistema obtido
para λ e µ, encontramos
λ =

−κXn + κYn cosh θ
sinh2 θ





, se NX e NY não estão no mesmo cone tipo tempo.
µ =

−κYn + κXn cosh θ
sinh2 θ





, se NX e NY não estão no mesmo cone tipo tempo.
Portanto, por (3.12) e (3.14),











= −µ sinh θ = −κ
X
n cosh θ ± κYn
sinh θ
.
De maneira análoga mostra-se que κYg = λ sinh θ =
κYn cosh θ ± κXn
sinh θ
.
O próximo lema nos dá uma expressão para a derivada do ângulo hiperbólico θ ao longo
da curva de interseção α, formado pelos vetores normais às superfícies X e Y, em termos das
torções geodésicas κXg e κYg , o que será de muita importância para a demonstração dos próximos
resultados.
Lema 3.2. Suponha que as superfícies tipo espaço X e Y se intersectam transversalmente ao longo de




g − τYg , se NX e NY estão no mesmo cone tipo tempo,
dθ
ds = −τXg + τYg , se NX e NY não estão no mesmo cone tipo tempo.
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Demonstração. Sabemos que (ver equações (1.28))
(NX)′ = κXn t + τXg VX
(NY)′ = κYn t + τYg VY.
(3.15)
Suponha inicialmente que NX e NY estão no mesmo cone tipo tempo. Neste caso, − cosh θ =
〈NX, NY〉1. Derivando esta expressão com respeito a s e aplicando as equações (3.12), (3.13) e
(3.15), tem-se
− sinh θ dθ
ds
= 〈(NX)′, NY〉1 + 〈NX, (NY)′〉1
= 〈κXn t + τXg VX, NY〉1 + 〈NX, κYn t + τYg VY〉1
= τXg 〈VX, NY〉1 + τYg 〈NX, VY〉1
= τXg
〈


















= −τXg sinh θ + τYg sinh θ,
de onde se tem
dθ
ds
= τXg − τYg .
A outra igualdade segue de maneira inteiramente análoga.
Estabelecidos estes resultados, mostraremos que, sob as hipóteses triviais consideradas
nesta seção, dizer que a curva de interseção α entre duas superfícies é geodésica de ambas
as superfícies equivale a dizer que ela é curva assintótica delas.
Teorema 3.1. Suponha que as superfícies tipo espaço X e Y se intersectam transversalmente ao longo
de α, que é uma curva tipo espaço. Então, α é uma geodésica de X e Y se, e somente se, α é uma curva
assintótica de X e Y.
Demonstração. Suponha que α seja uma geodésica de X e Y. Isto significa que κXg = κYg = 0.
Logo, pelas equações (3.10),  −κ
X
n cosh θ ± κYn = 0
κYn cosh θ ± κXn = 0.
Resolvendo para κXn e κYn , tem-se κXn = κYn = 0, ou seja, α é uma curva assintótica de X e Y.
Reciprocamente, se α é assintótica, segue diretamente das equações (3.10) que α é uma geo-
désica.
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Para finalizar esta seção, mostraremos que, sob determinadas hipóteses, podemos decidir
se α é linha de curvatura das duas superfícies apenas conhecendo o ângulo formado pelos seus
normais.
Teorema 3.2 (Análogo ao Teorema de Joachimstahl). Suponha que as superfícies tipo espaço X e
Y se intersectam transversalmente ao longo da curva α e seja θ o ângulo hiperbólico formado por NX e
NY. Se α é uma linha de curvatura de X, então α é uma linha de curvatura de Y se, e somente se, θ é
constante.
Demonstração. A curva α ser linha de curvatura de X significa que τXg = 0. Se α é uma linha de
curvatura de Y, tem-se ainda que τYg = 0. Logo, pelo Lema 3.2,
dθ
ds
= 0, ou seja, θ é constante.
Reciprocamente, se θ é constante, então
dθ
ds
= 0, o que implica, também pelo Lema 3.2, que
τYg = τ
X
g = 0. Logo, α é linha de curvatura de Y.
3.2 Interseção Transversal Não-Nula entre duas Superfícies Pa-
ramétricas Tipo Tempo
Nesta seção, caracterizaremos a curva de interseção transversal entre duas superfícies tipo
tempo, considerando tal curva não-nula (ou não tipo luz), e obteremos, como parte desta aná-
lise, sua curvatura e sua torção. Utilizamos como base a referência citada em [12]. Lembramos
que dizer que uma superfície é tipo tempo significa que seu plano tangente é um subespaço de
L3 tipo tempo.
Sejam X = X(u, v) e Y = Y(u, v) superfícies paramétricas tipo tempo e α = α(s) a curva de
interseção transversal entre X e Y. Note que o vetor tangente a α está tanto sobre o plano tan-
gente a X quanto sobre o plano tangente a Y, os quais são tipo tempo. Logo, t é perpendicular
a NX e a NY, o que implica que t é paralelo a NX ∧1 NY. Daí, sendo NX ∧1 NY 6= 0, o vetor
tangente pode ser expresso por
t =
NX ∧1 NY
‖NX ∧1 NY‖1 , (3.16)
onde NX e NY são os vetores normais a X e a Y, respectivamente.
Observe que NX e NY são vetores tipo espaço pois NX ∈ (TpX)⊥ e NY ∈ (TpY)⊥ (ver
Proposição 1.7).
O fato de o vetor t estar em um espaço tipo tempo permite que ele seja tipo espaço, tipo
luz ou tipo tempo. O próximo resultado nos diz quando cada caso ocorre. Vamos denotar
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〈NX, NY〉1 = ρ. Pela propriedade dada no item 4 da Proposição 1.12, tem-se que
〈NX ∧1 NY, NX ∧1 NY〉1 =
∣∣∣∣∣∣ 〈N
X, NY〉1 〈NY, NY〉1
〈NX, NX〉1 〈NX, NY〉1
∣∣∣∣∣∣ = ρ2 − 1. (3.17)
Desta forma, o número ρ2 − 1 caracteriza o vetor t, pois




Temos, assim, a seguinte proposição.
Proposição 3.3. Sejam X(u, v) e Y(u,v) superfícies paramétricas tipo tempo em L3 e α a curva de
interseção transversal entre X e Y.
1. α é tipo tempo se, e somente se, ρ ∈ (−1, 1).
2. α é tipo luz se, e somente se, ρ = ±1.
3. α é tipo espaço se, e somente se, ρ ∈ R\[−1, 1].
A partir de agora, consideraremos α não nula (ou não tipo luz). Uma vez que NX e NY são
ortogonais a t, o vetor curvatura de α, sendo perpendicular a t, deve estar no plano gerado por
NX e NY (que são L.I., pois a interseção é transversal). Logo, existem λ, µ ∈ R tais que
α′′ = λNX + µNY. (3.18)
Sendo κXn e κYn as curvaturas normais de X e Y (ver Definições 1.35 e 1.36), tem-se
±κXn = λ+ µρ
±κYn = λρ+ µ,
onde o sinal de κn depende de α ser tipo tempo ou tipo espaço. Resolvendo este sistema para




1− ρ2 , µ = ±
κYn − ρκXn












Temos, portanto, o seguinte resultado.
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Proposição 3.4. Seja α a curva de interseção transversal, não nula, entre as superfícies paramétricas
tipo tempo X e Y e considere o vetor curvatura α′′ tipo tempo ou tipo espaço. Então, a curvatura κ é
dada por
κ2 =
|(κXn )2 + (κYn )2 − 2ρκXn κYn |
1− ρ2 . (3.21)
























∣∣∣(κXn )2 + (κYn )2 − 2ρκXn κYn ∣∣∣ .
A hipótese de t′ ser tipo tempo ou espaço na proposição anterior se deve ao fato de não
definirmos curvatura quando t′ é tipo luz. Lembremos que, se α é tipo tempo, então α′′ = κn
(ver equações (1.23)). Derivando isto e substituindo no resultado a expressão n′ = κt + τb,
dada pelas equações de Frenet, tem-se
α′′′ = κ2t + κ′n + κτb. (3.22)
E, assim como comentado na seção anterior, se α é tipo espaço, temos pelas equações (1.24),
(1.25) e (1.26) os seguintes casos:
1. Se α′′ é tipo espaço: α′′′ = −κ2t + κ′n + κτb.
2. Se α′′ é tipo tempo: α′′′ = κ2t + κ′n + κτb.
3. Se α′′ é tipo luz: α′′′ = τn.
(3.23)
A torção pode ser obtida destas equações por












4. Se α é tipo espaço e α′′ é tipo luz: τ = 〈α′′′, b〉1.
(3.24)
92
3.2. Interseção Transversal Não-Nula entre duas Superfícies Paramétricas Tipo Tempo
Como os normais NX e NY estão no plano normal (o plano gerado por n e b), então os
termos κ′n + κτb e τn nas equações (3.22) e (3.23), que também são vetores no plano normal,
podem ser escritos como combinação linear de NX e NY. Assim, se α é tipo tempo,
α′′′ = κ2t + γNX + δNY (3.25)
e, se α é tipo espaço,
1. Se α′′ é tipo espaço: α′′′ = −κ2t + γNX + δNY,
2. Se α′′ é tipo tempo: α′′′ = κ2t + γNX + δNY,
3. Se α′′ é tipo luz: α′′′ = γNX + δNY,
(3.26)
onde γ, δ ∈ R.
Em todo caso, ao projetarmos α′′′ sobre o normal da superfície em α(s), denotando isto por
λn, obtemos
λXn = γ+ δρ
λYn = γρ+ δ.
(3.27)









Portanto, segue das equações (3.24), (3.25), (3.26) e (3.27) a seguinte proposição.
Proposição 3.5. Suponha que α seja a curva de interseção não-nula das duas superfícies tipo tempo X
e Y. Então, sua torção τ é dada por
1. Se α é tipo tempo: τ = (λ
X
n−ρλYn )〈NX ,b〉1+(λYn−ρλXn )〈NY ,b〉1
κ(1−ρ2) .
2. Se α e α′′ são tipo espaço: τ = − (λXn−ρλYn )〈NX ,b〉1+(λYn−ρλXn )〈NY ,b〉1
κ(1−ρ2) .
3. Se α é tipo espaço e α′′ é tipo tempo: τ = (λ
X
n−ρλYn )〈NX ,b〉1+(λYn−ρλXn )〈NY ,b〉1
κ(1−ρ2) .
4. Se α é tipo espaço e α′′ é tipo luz: τ = (λ
X
n−ρλYn )〈NX ,b〉1+(λYn−ρλXn )〈NY ,b〉1
1−ρ2 .
(3.28)
Em particular, veremos o que acontece com a curvatura κ e a torção τ quando α é tipo
tempo.
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Sejam X e Y duas superfícies paramétricas tipo tempo emL3 com vetores normais NX e NY
e α a curva de interseção transversal entre elas, a qual supomos ser tipo tempo. Logo, t é tipo
tempo e, como n, b ∈ Span{t}⊥, então n e b são tipo espaço. Assim, sendo n ⊥ b, tem-se que
o plano normal Span{n, b} é tipo espaço. Por outro lado, como 〈NX, NY〉1 = ρ ∈ (−1, 1) (ver
Proposição 3.3), existe um θ ∈ (0,pi) tal que
〈NX, NY〉1 = cos θ.
Portanto, da equação (3.21) e das equações (3.28) para α tipo tempo, segue:
Corolário 3.1. Sejam X e Y superfícies paramétricas tipo tempo em L3 e α a curva de interseção trans-
versal tipo tempo.
1. A curvatura e a torção de α são dadas por
κ2 =
|(κXn )2 + (κYn )2 − 2 cos θκXn κYn |
sin2 θ
τ =
(λXn − cos θλYn )〈NX, b〉1 + (λYn − cos θλXn )〈NY, b〉1
κ sin2 θ
.
2. Se θ = pi2 , então
κ2 = (κXn )
2 + (κYn )
2
τ =
λXn 〈NX, b〉1 + λYn 〈NY, b〉1
κ
.
Com isto, finalizamos o estudo das curvas de interseção transversal entre superfícies para-




Para ilustrar a teoria e os métodos desenvolvidos para o cálculo das propriedades geomé-
tricas da curva de interseção, apresentaremos a seguir alguns exemplos no espaço Euclidiano
e no espaço de Lorentz-Minkowski, considerando cada caso tratado nos capítulos anteriores.
4.1 Exemplos no Espaço Euclidiano
Exemplo 4.1 (Interseção entre duas Superfícies Paramétricas). Considere os hiperboloides de
uma folha
X(u, v) = (cos u− v sin u, sin u + v cos u, v)
Y(u, v) = (−v, sin u + v cos u, cos u− v sin u).
Vamos analisar a interseção tangencial entre estas superfícies. Note que
Xu = (− sin u− v cos u, cos u− v sin u, 0) Xuu = (− cos u + v sin u,− sin u− v cos u, 0)
Xv = (− sin u, cos u, 1) Xuv = (− cos u,− sin u, 0)
Xu ∧ Xv = (cos u− v sin u, sin u + v cos u,−v) Xvv = 0
(4.1)
Yu = (0, cos u− v sin u,− sin u− v cos u) Yuu = (0,− sin u− v cos u,− cos u + v sin u)
Yv = (−1, cos u,− sin u) Yuv = (0,− sin u,− cos u)
Yu ∧Yv = (v, sin u + v cos u, cos u− v sin u) Yvv = 0,
(4.2)
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Figura 4.1: Interseção das superfícies paramétricas X(u, v) e Y(u, v)
NX =
(cos u− v sin u, sin u + v cos u,−v)√
1+ 2v2
NY =
(v, sin u + v cos u, cos u− v sin u)√
1+ 2v2
.
Portanto, NX = NY se, e somente se, (u, v) = (±pi2 , 0), o que mostra que os pontos de interseção
tangencial são P = (0, 1, 0) e P′ = (0,−1, 0). Faremos uma análise para o ponto P = (0, 1, 0) e
todas as funções a seguir são avaliadas neste ponto. Pelas equações (4.1) e (4.2) (aplicadas a P)
concluímos que
Xu = (−1, 0, 0) Xuu = Xuv = (0,−1, 0) Xuuu = Xuuv = (1, 0, 0)
Xv = (−1, 0, 1) Xvv = (0, 0, 0) Xuvv = Xvvv = (0, 0, 0)
Xuuuu = Xuuuv = (0, 1, 0) Xuuvv = Xuvvv = Xvvvv = (0, 0, 0) NX = (0, 1, 0),
Yu = (0, 0,−1) Yuu = Yuv = (0,−1, 0) Yuuu = Yuuv = (0, 0, 1)
Yv = (−1, 0,−1) Yvv = (0, 0, 0) Yuvv = Yvvv = (0, 0, 0)
Yuuuu = Yuuuv = (0, 1, 0) Yuuvv = Yuvvv = Yvvvv = (0, 0, 0) NY = (0, 1, 0).
Logo,
EX = EY = 1, FX = FY = 1, GX = GY = 2
eX = eY = −1, f X = f Y = −1, gX = gY = 0.
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Assim, pelas equações (2.51) e (2.53), tem-se
a11 = −1, a12 = −2, a21 = 1, a22 = 1⇒
b11 = 2, b12 = 2, b22 = 0⇒
∆ = 4(b212 − b11b22) > 0,
ou seja, P é ponto de ramificação e a equação (2.54) tem duas soluções, que serão denotadas
















‖ω1Xu + Xv‖ =
−2Xu + Xv
‖ − 2Xu + Xv‖ =
(1, 0, 1)



























Até aqui, mostramos que P = (0, 1, 0) é um ponto de ramificação com os vetores tangentes t1 e
t2 definidos neste ponto, isto é, existem dois ramos de interseção, digamos, α1 e α2, tais que, em
P, α′1 = t1 e α
′
2 = t2. Precisamos encontrar as curvaturas de α1 e α2 em P. Vamos fazer as contas
para α1 usando o método descrito na Subseção 2.2.1. Alguns coeficientes ainda precisam ser



















e, pela equação (2.50), tem-se





Portanto, por (2.58), (2.59) e (2.60),
Λ = 0, a13 = a23 = 0, u′′2 = −u′′1 − 2v′′1 , v′′2 = u′′1 + v′′1 .
Além disso, pelas equações (2.61) e (2.62), u′′1 = v
′′
1 = 0. Substituindo estes valores na primeira
igualdade das equações (2.56), concluímos que
→




4.1. Exemplos no Espaço Euclidiano
Neste caso, sendo κ = 0, não podemos calcular a torção com o método descrito na Subseção
2.2.1. No entanto, vamos calcular o vetor α′′′ para exemplificar o método. Para isto, resta-nos
conhecer u′′′1 e v
′′′





























































































































Tomemos o produto vetorial de (4.4) por Yu2 e Yv2 e o produto interno da equação resultante
por N, obtendo:
u′′′2 = a11u′′′1 + a12v
′′′
1 + c1
v′′′2 = a21u′′′1 + a22v
′′′
1 + c2,
onde os coeficientes aij (i, j = 1, 2) são dados por (2.51) e
c1 = − det(Γ, Yv2 , N)√
EYGY − (FY)2 , c2 = −
det(Yu2 , Γ, N)√
EYGY − (FY)2 .
Note que, no ponto P, Γ = (−√2, 0, 0). Logo, c1 =
√
2 e c2 = −
√
2. Portanto,
u′′′2 = −u′′′1 − 2v′′′1 +
√
2





Derivando (4.3), fazendo o produto interno por N e aplicando o resultado no ponto P, obtemos




2v′′′1 − 2 = 0. (4.5)
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Uma outra equação envolvendo u′′′1 e v
′′′
1 pode ser obtida escrevendo-se α
′′′ na base {t, n, b}:
derivando α′′ = κn (ver equações (1.1)), obtemos α′′′ = −κ2t+ κ′n+ κτb. Logo, 〈α′′′, t〉 = −κ2.
Vimos que κ = 0 em P. Assim, 〈α′′′, t〉 = 0. Por outro lado, da primeira igualdade em (4.3),










1 + 1 = 0, o que implica
u′′′1 =
√
2. Substituindo este valor na equação (4.5), segue que v′′′1 = 0. Assim, pela primeira
igualdade na equação (4.3), α′′′ = (0, 0, 0).
Exemplo 4.2 (Interseção entre Superfícies Paramétricas e Implícitas). Vamos considerar a inter-
seção entre um cilindro e uma esfera, ambos de raio três, dados respectivamente por
X(u, v) = (u, 3 sin v, 3 cos v), 0 < v < 2pi
f (x, y, z) = x2 + y2 + z2 − 9 = 0.
Figura 4.2: Interseção entre as superfícies paramétrica e implícita X(u, v) e f (x, y, z)
Temos que
Xu = (1, 0, 0) Xuu = Xuv = 0 Xuuu = Xuuv = Xuvv = 0
Xv = (0, 3 cos v,−3 sin v) Xvv = (0,−3 sin v,−3 cos v) Xvvv = (0,−3 cos v, 3 sin v),
(4.6)
fx = 2x fy = 2y fz = 2z fxx = fyy = fzz = 2
e as derivadas de segunda e terceira ordem são todas nulas.
∇ f = 2(x, y, z) Xu ∧ Xv = (0, 3 sin v, 3 cos v)
‖∇ f ‖ = 6 ‖Xu ∧ Xv‖ = 3
N f = 13(x, y, z) N
X = (0, sin v, cos v).
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Portanto, N f = NX se, e somente se, 
x = 0
y = 3 sin v
z = 3 cos v,
ou seja, a interseção tangencial é dada ao longo de um círculo de raio 3 no plano yOz. Podería-
mos ter verificado que a interseção tangencial se dá ao longo de uma curva observando que,










‖ωXu + Xv‖ =
Xv
‖Xv‖ = (0, cos v,− sin v).
Note que, por (2.65),
v′ = −(Eω2 + 2Fω+ G)− 12 = −13
u′ = ωv′ = 0.
(4.7)
Para calcular o vetor curvatura e a curvatura, não poderemos usar o método apresentado na
Subseção 2.2.2, visto que b11ω+ b12 = 0. Mas, observando que as contas feitas são para pontos
sobre uma curva de interseção e não para apenas um ponto, podemos derivar u′ e v′ para obter
u′′ e v′′. Assim, por (4.7), u′′ = v′′ ≡ 0 e, pelas equações (1.4) e (4.6), o vetor curvatura é dado
por
→




Por fim, derivando u′′ e v′′, tem-se u′′′ = v′′′ ≡ 0. Assim, das equações (1.4) e (4.6), segue que
α′′′ = 1
9
(0,− cos v, sin v). Além disso,




= (−1, 0, 0).





Podemos observar que não há interseção transversal, pois os pontos de interseção de f e X
são aqueles que satisfazem f (X(u, v)) = 0, isto é, os pontos X(0, v) = (0, 3 sin v, 3 cos v), que
são todos tangenciais, como visto anteriormente.
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Exemplo 4.3 (Interseção entre duas Superfícies Implícitas). Considere as superfícies implícitas
(esfera e plano)
f (x, y, z) = x2 + y2 + z2 − 1 = 0
h(x, y, z) = y− 1 = 0.
Note que
Figura 4.3: Interseção entre as superfícies implícitas f (x, y, z) e h(x, y, z)
fx = 2x fxx = fyy = fzz = 2
fy = 2y fxy = fxz = fyz = 0
fz = 2z N f = (x, y, z),
hx = hz = 0 hxx = hyy = hzz = hxy = hxz = hyz = 0
hy = 1 Nh = (0, 1, 0).
Logo, N f = Nh se, e somente se, (x, y, z) = (0, 1, 0). Em P = (0, 1, 0), temos que A =
‖∇ f ‖
‖∇h‖ = 2
e, pela equação (2.72),
b11 = 8, b12 = 0, b22 = 8,
o que implica ∆ = 4(b212 − b11b22) < 0. Portanto, P é ponto de contato isolado.
Observe que o ponto P = (0, 1, 0), que é de interseção tangencial, é o único ponto na inter-
seção de f e h. Logo, não há pontos de interseção transversal.
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4.2 Exemplos no Espaço de Lorentz-Minkowski
Exemplo 4.4 (Interseção Transversal entre Superfícies Tipo Espaço). Seja
X(u, v) = (sinh u, v, cosh u)
uma superfície paramétrica no espaço de Lorentz-Minkowski (cilindro hiperbólico). O vetor
normal de X é, então, dado por NX = (− sinh u, 0,− cosh u). Considerando a curva α(s) =
(sinh s, 0, cosh s) sobre X, temos que t(s) = α′(s) = (cosh s, 0, sinh s) e VX(s) = NX(s) ∧1
t(s) = (0,−1, 0). Assim, defina a superfície regrada














Figura 4.4: Interseção entre as superfícies paramétricas tipo espaço X(u, v) e Y(s, w)




























4.2. Exemplos no Espaço de Lorentz-Minkowski
Como 〈NX, NX〉1 = 〈NY, NY〉1 = −1 < 0, então NX e NY são vetores tipo tempo, o que implica
que X e Y são superfícies tipo espaço. Além disso, a torção geodésica de X é
τXg = 〈(NX)′(s), VX(s)〉1 = 0
e, portanto, α é uma linha de curvatura de X. Os normais NX e NY não estão no mesmo cone
tipo tempo, visto que 〈NX, NY〉1 = 2√3 > 0 e, assim, o ângulo hiperbólico entre NX e NY é o







ou seja, ϕ é constante. Por fim, sendo
(NY)′(s) = 2√
3
(cosh s, 0, sinh s), VY(s) =
1√
3
(sinh s, 2, cosh s),
então
τYg = 〈(NY)′, VY〉1 = 0,
isto é, α é linha de curvatura de Y. Este exemplo ilustra o Teorema 3.2.
Exemplo 4.5 (Interseção Transversal entre Superfícies Tipo Tempo). Considere as superfícies
paramétricas (cilindro hiperbólico e plano)
X(u1, v1) = (v1, cosh u1, sinh u1)
Y(u2, v2) = (0, u2, v2).
Figura 4.5: Interseção entre as superfícies paramétricas tipo tempo X(u1, v1) e Y(u2, v2)
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Note que
Xu1 = (0, sinh u1, cosh u1) Yu2 = (0, 1, 0)
Xv1 = (1, 0, 0) Yv2 = (0, 0, 1)
Xu1 ∧1 Xv1 = (0, cosh u1, sinh u1) Yu2 ∧1 Yv2 = (1, 0, 0).
Portanto,
NX = (0, cosh u1, sinh u1), NY = (1, 0, 0).
Como 〈NX, NX〉1 = 〈NY, NY〉1 = 1 > 0, segue que os normais NX e NY são tipo espaço e,
portanto, X e Y são superfícies tipo tempo. Além disso,
ρ = 〈NX, NY〉1 = 0 ∈ (−1, 1).
Logo, pela Proposição 3.3, a curva de interseção é tipo tempo. Denote por α(s) tal curva. Pela
equação (3.16), segue que
t(s) =
NX ∧1 NY
‖NX ∧1 NY‖1 (s) = (0, sinh s, cosh s).
Vamos calcular a curvatura e a torção de α, as quais são dadas em termos das curvaturas nor-


















〈t, Xu1〉1GX1 − 〈t, Xv1〉1FX1
EX1 G
X
1 − (FX1 )2
, v′1 =
〈t, Xv1〉1EX1 − 〈t, Xu1〉1FX1
EX1 G
X
1 − (FX1 )2
,
eX1 = 〈Xu1u1 , NX〉1, f X1 = 〈Xu1v1 , NX〉1, gX1 = 〈Xv1v1 , NX〉1,
EX1 = 〈Xu1 , Xu1〉1, FX1 = 〈Xu1 , Xv1〉1, GX1 = 〈Xv1 , Xv1〉1.
Assim, temos que κXn = 1 e, analogamente, obtemos κYn = 0. Temos ainda que, sendo θ o
ângulo entre NX e NY, então cos θ = ρ = 0 e sin2 θ = 1. Logo, pelo Corolário 3.1,
κ = 1.





= (0, cosh s, sinh s).
O vetor curvatura
→




κXn − κYn cos θ
sin2 θ
NX +




4.2. Exemplos no Espaço de Lorentz-Minkowski
Portanto,
b = t ∧1 n = (−1, 0, 0).
Dessa forma, pelo Corolário 3.1, τ = −λYn . Encontraremos o escalar λYn de maneira análoga ao























2 ] + Λ˜
Y = 0,
onde
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