We consider two systems (α 1 , . . . , α m ) and (β 1 , . . . , β n ) of curves drawn on a compact twodimensional surface M with boundary.
Introduction
Let M be a surface, by which we mean a two-dimensional compact manifold with (possibly empty) boundary ∂M.
By the classification theorem for surfaces, if M is orientable, then M is homeomorphic to a sphere with h ≥ 0 holes and g ≥ 0 attached handles(see Fig. 2 ); the number g is also called the orientable genus of M. If M is nonorientable, then it is homeomorphic to a sphere with h ≥ 0 holes and with g ≥ 0 cross-caps; 1 in this case, the integer g is known as the nonorientable genus of M. In the sequel, the word "genus" will mean orientable genus for orientable surfaces and nonorientable genus for nonorientable surfaces.
We will consider curves in M that are properly embedded, i.e., every curve is either a simple arc meeting the boundary ∂M exactly at its two endpoints, or a simple closed curve avoiding ∂M. An almost-disjoint system of curves in M is a collection A = (α 1 , . . . , α m ) of curves that are pairwise disjoint except for possibly sharing endpoints.
In this paper we consider the following problem: We are given two almost-disjoint systems A = (α 1 , . . . , α m ) and B = (β 1 , . . . , β n ) of curves in M, where the curves of B intersect those of A possibly very many times, as in Fig. ? ?(a). We would like to "redraw" the curves of B in such a way that they intersect those of A as little as possible.
We consider re-drawings only in a restricted sense, namely, induced by ∂-automorphisms of M, where a ∂-automorphism is an homeomorphism ϕ : M → M that fixes the boundary ∂M pointwise. Thus, given the α i and the β j , we are looking for a ∂-automorphism ϕ such that the number of intersections (crossings) between α 1 , . . . , α m and ϕ(β 1 ), . . . , ϕ(β n ) is as small as possible (where sharing endpoints does not count). We call this minimum number of crossings achievable through any choice of ϕ the entanglement number of the two systems A and B.
In the orientable case, let f g,h (m, n) denote the maximum entanglement number of any two systems A = (α 1 , . . . , α m ) and B = (β 1 , . . . , β n ) of almost-disjoint curves on an orientable surface of genus g with h holes. Analogously, we definef g,h (m, n) as the maximum entanglement number of any two systems A and B of m and n curves, respectively, on a nonorientable surface of genus g with h holes. It is easy to see that f andf are nondecreasing in m and n, which we will often use in the sequel.
To give the reader some intuition about the problem, let us illustrate which re-drawings are possible with a ∂-automorphism and which are not. In the example of Fig. ? ?, it is clear that the two crossings of β 3 with α 3 can be avoided by sliding β 3 aside. 2 It is perhaps less obvious that the crossings of β 2 can also be eliminated: To picture a suitable ∂-automorphism, one can think of an annular region in the interior of M, shaded darkly in Fig. ? ? (a) , that surrounds the left hole and β 1 and contains most of the spiral formed by β 2 . Then we cut M along the outer boundary of that annular region, twist the region two times (so that the spiral is unwound), and then we glue the outer boundary back. Here is an example of a single twist of an annulus; straight-line curves on the left are transformed to spirals on the right (this kind of homeomorphism is often called a Dehn twist). 3 On the other hand, it is impossible to eliminate the crossings of β 1 or β 3 with α 2 by a ∂-automorphism. For example, we cannot re-route β 1 to go around the right hole and thus avoid α 2 , since this re-drawing is not induced by any ∂-automorphism ϕ: indeed, β 1 separates the point x on the boundary of left hole from the right hole, whereas α 2 does not separate them; therefore, the curve α 2 has to intersect ϕ(β 1 ) at least twice, once when it leaves the component containing x and once when it returns to this component.
A rather special case of our problem, with m = n = 1 and only closed curves, was already considered by Lickorish [Lic62] , who showed that the intersection of a pair of simple closed curves can be simplified via Dehn twists (and thus a ∂-automorphism) so that they meet at most twice (also see Stillwell [Sti80] ). The case with m = 1, n arbitrary, only closed curves, and M possibly nonorientable was proposed in 2010 as a Mathoverflow question [Huy10] by T. Huynh. In an answer A. Putman proposes an approach via the "change of coordinates principle" (see, e.g., [FM11, Sec. 1.3]), which relies on the classification of 2-dimensional surfaces-we will also use it at some points in our argument.
The results. A natural idea for bounding f g,h (m, n) andf g,h (m, n) is to proceed by induction, employing the change of coordinates principle mentioned above. This does indeed lead to finite bounds, but the various induction schemes we have tried always led to bounds at least exponential in one of m, n. Independently of our work, Geelen, Huynh, and Richter [GHR13] also recently proved bounds of this kind; see the discussion below. Partially influenced by the results on exponentially many intersections in representations of string graphs and similar objects (see [KM91, SSŠ03] ), we first suspected that an exponential behavior might be unavoidable. Then, however, we found, using a very different approach, that polynomial bounds actually do hold.
For planar M, i.e., g = 0, we obtain an asymptotically tight bound:
Theorem 1.1. For planar M, we have f 0,h (m, n) = O(mn), independent of h.
Here and in the sequel, the constants implicit in the O-notation are absolute, independent of g and h.
A simple example providing a lower bound of 2mn is obtained, e.g., by replicating α 2 in Fig. ? ? m times and β 1 n times. We currently have no example forcing more than 2mn intersections.
In general, we obtain the following bounds: (ii) For the nonorientable case,f g,h (m, n) = O((m + n) 4 ).
Both parts of Theorems 1.2 are derived from the planar case, Theorem 1.1. In the orientable case, we use the following results on genus reduction. For a more convenient notation, let us set L = max(m, n).
Proposition 1.3 (Orientable genus reductions). (i) For g > L, we have
(ii) f g,h (m, n) ≤ f 0,h+1 (cg(m + g), cg(n + g)) for a suitable constant c > 0.
To derive Theorem 1.2 (i), for g > L, we use Proposition 1.3(i), then (ii), and then the planar bound:
we omit the first step.
In the nonorientable case, Theorem 1.2 (ii) is derived in two steps. First, analogous to Proposition 1.3 (i), we have the following reduction: Proposition 1.4 (Nonorientable genus reduction). For g > 4L + 2, we havê f g,h (m, n) ≤f g ,h (m, n), where g = 4L + 2 − (g mod 2) and h = h + g/2 − 2L − 1.
The second step is a reduction to the orientable case.
Proposition 1.5 (Orientability reduction).
There is a constant c such that f g,h (m, n) ≤ f (g−1)/2 ,h+1+(g mod 2) (c(g + m), c(g + n)). Now we can derive Theorem 1.2 (ii). We set L := max(m, n). For g > 4L + 2, we use Proposition 1.4, then Proposition 1.5. We also use monotonicity of the entanglement numbers in m and n. We obtainf g,h (m, n) ≤f 4L+2−(g mod 2),ϑ 1 (g,h,m,n) (m, n) ≤ f 2L,ϑ 2 (g,h,m,n) (6cL, 6cL) where ϑ 1 and ϑ 2 are functions that, for simplicity, we do not evaluate explicitly. Then we use Proposition 1.3 and the planar bound, Theorem 1.1, to obtain an O(L 4 ) bound similarly as in the orientable case. For g ≤ 4L + 2, we omit the first step. Table 1 summarizes the proof of Theorem 1.2.
Motivation. We were led to the question concerning untangling curves on surfaces while working on a project on 3-manifolds and embeddings. Specifically, we are interested in an algorithm for the following problem: given a 3-manifold M with boundary, does M embed in the 3-sphere? A special 1. For a planar surface, temporarily remove the holes not incident to any α i or β j , and contract the remaining "active" holes, augment the resulting planar graphs to make them 3-connected. Make a simultaneous plane drawing of the resulting planar graphs G 1 and G 2 with every edge of G 1 intersecting every edge of G 2 at most O(1) times. Decontract the active holes and put the remaining holes back into appropriate faces (Theorem 1.1; Section 2).
2. If the genus is larger than c(m + n), find handles or cross-caps avoided by the α i and β j , temporarily remove them, untangle the α i and β j , and put the handles or cross-caps back (Propositions 1.3 (i) and 1.4; Section 3).
3. If the surface is nonorientable, make it orientable by cutting along a suitable curve that intersects the α i and β j at most O(m + n) times, untangle the resulting pieces of the α i and β j , and glue back (Proposition 1.5; Section 5).
4. Make the surface planar by cutting along a suitable system of curves (canonical system of loops), untangle the resulting pieces of the α i and β j , and glue back (Proposition 1.3 (ii); Section 4). case of this problem, with the boundary of M a torus, was solved in [JS03] . The general version of the problem is motivated, in turn, by the question of algorithmically testing the embeddability of a 2-dimensional simplicial complex in R 3 ; see [MTW11] . Very recently, we showed that these embeddability problems are algorithmically decidable, see [MSTW14] . For the proof, we use the following upper bound on f g,h (m, n) andf g,h (m, n), which we state here as a separate corollary in the specific form used in [MSTW14] , for convenience of reference. Corollary 1.6. Both f g,h (m, n) andf g,h (m, n) are bounded from above by K(g)mn, where K(g) is a computable function of g, independent of h (in fact, K(g) = O(g 4 )).
Proof. By Thm. 1.1, for planar M, we have f 0,h = O(mn). By Prop. 1.3 (ii), in case of an orientable surface of arbitrary genus,
Independently of the application to embeddability, we consider the problem investigated in this paper interesting in itself and contributing to a better understanding of combinatorial properties of curves on surfaces.
As mentioned above, the question studied in the present paper has also been investigated independently by Geelen, Huynh, and Richter [GHR13] , with a rather different and very strong motivation stemming from the theory of graph minors, namely the question of obtaining explicit upper bounds for the graph minor algorithms of Robertson and Seymour. Phrased in the language of the present paper, Geelen et al. [GHR13, Theorem 2.1] show that f g,h (m, n) andf g,h (m, n) are both bounded by n3 m , but only under the assumption that M \ (β 1 ∪ · · · ∪ β n ) is connected. 4 Further work. We suspect that the bound in Theorem 1.2 should also be O(mn). The possible weak point of the current proof is the reduction in Proposition 1.3(ii), from genus comparable to m + n to the planar case.
This part uses a result of the following kind: given a graph G with n edges embedded on a compact 2-manifold M of genus g (without boundary), one can construct a system of curves on M such that cutting M along these curves yields one or several planar surfaces, and at the same time, the curves have a bounded number of crossings with the edges of G (see Section 4). Concretely, we use a result of Lazarus et al. [LPVV01] , where the system of curves is of a special kind, forming a canonical system of loops. (This result is in fact essentially due to Vegter and Yap [VY90] ; however, the formulation in [LPVV01] is more convenient for our purposes.) Their result is asymptotically optimal for a canonical system of loops, but it may be possible to improve it for other systems of curves. This and similar questions have been studied in the literature, mostly in algorithmic context (see, e.g., [CM07, DFHT05, Col03, Col12] for some of the relevant works), but we haven't found any existing result superior to that of Lazarus et al. for our purposes.
Planar Surfaces
In this section we prove Theorem 1.1. In the proof we use the following basic fact (see, e.g., [MT01] ).
Lemma 2.1. If G is a maximal planar simple graph (a triangulation), then for every two planar drawings of G in S 2 there is an automorphism ψ of S 2 converting one of the drawings into the other (and preserving the labeling of the vertices and edges). Moreover, if an edge e is drawn by the same arc in both of the drawings, w.l.o.g. we may assume that ψ fixes it pointwise.
Let us introduce the following piece of terminology. Let G be as in the lemma, and let D G , D G be two planar drawings of G. We say that D G , D G are directly equivalent if there is an orientationpreserving automorphism of S 2 mapping D G to D G , and we call D G , D G mirror-equivalent if there is an orientation-reversing automorphism of S 2 converting D G into D G .
We will also rely on a result concerning simultaneous planar embeddings; see [BKR12] . Let V be a vertex set and let G 1 = (V, E 1 ) and G 2 = (V, E 2 ) be two planar graphs on V . A planar drawing D G 1 of G 1 and a planar drawing D G 2 of G 2 are said to form a simultaneous embedding of G 1 and G 2 if each vertex v ∈ V is represented by the same point in the plane in both D G 1 and D G 2 .
We note that G 1 and G 2 may have common edges, but they are not required to be drawn in the same way in D G 1 and in D G 2 . If this requirement is added, one speaks of a simultaneous embedding with fixed edges. There are pairs of planar graphs known that do not admit any simultaneous embedding with fixed edges (and consequently, no simultaneous straight-line embedding). An important step in our approach is very similar to the proof of the following result.
Theorem 2.2 (Erten and Kobourov [EK05] ). Every two planar graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) admit a simultaneous embedding in which every edge is drawn as a polygonal line with at most 3 bends.
We will need the following result, which follows easily from the proof given in [EK05] . For the reader's convenience, instead of just pointing out the necessary modifications, we present a full proof.
Theorem 2.3. Every two planar graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) admit a simultaneous, piecewise linear embedding in which every two edges e 1 of G 1 and e 2 of G 2 intersect at least once and at most C times, for a suitable constant C. 5 In addition, if both G 1 and G 2 are maximal planar graphs, let us fix a planar drawing D G 1 of G 1 and a planar drawing D G 2 of G 2 . The planar drawing of G 1 in the simultaneous embedding can be required to be either directly equivalent to D G 1 , or mirror-equivalent to it, and similarly for the drawing of G 2 (each of the four combinations can be prescribed).
Proof. For the beginning, we assume that both graphs are Hamiltonian. Later on, we will drop this assumption.
Let v 1 , v 2 , . . . , v n be the order of the vertices as they appear on (some) Hamiltonian cycle H 1 of G 1 . Since the vertex set V is common for G 1 and G 2 , there is a permutation π ∈ S(n) such that v π(1) , . . . , v π(n) is the order of the vertices as they appear on some Hamiltonian cycle H 2 of G 2 .
We draw the vertex v i in the grid point
A bispiked curve is an x-monotone polygonal curve with two bends such that it starts inside S; the first bend is above S, the second bend is below S and it finishes in S again.
The n − 1 edges v i v i+1 , of H 1 , i = 1, 2, . . . , n − 1, are drawn as bispiked curves starting in p i and finishing in p i+1 . In order to distinguish edges and their drawings, we denote these bispiked curves by c(i, i + 1).
Similarly, we draw the edges v π(i) v π(i+1) of H 2 , i = 1, 2, . . . , n − 1, as y-monotone analogs of bispiked curves, where the first bend is on the left of S and the second is on the right of S; here is an example:
We continue only with description of how to draw G 1 ; G 2 is drawn analogously with the grid rotated by 90 degrees.
Let D G 1 be a planar drawing of G 1 . Every edge from E 1 that is not contained in H 1 is drawn either inside D H 1 or outside. Thus, we split E 1 \ E(H 1 ) into two sets E 1 and E 1 .
Let P 0 be the polygonal path obtained by concatenation of the curves c(1, 2), c(2, 3), . . . , c(n − 1, n). Now our task is to draw the edges of E 1 ∪ {v 1 v n } as bispiked curves, all above P 0 , and then the edges of E 1 below P 0 .
We start with E 1 and we draw edges from it one by one, in a suitably chosen order, while keeping the following properties.
(P1) Every edge v i v j , where i < j, is drawn as a bispiked curve c(i, j) starting in p i and ending in p j .
(P2) The x-coordinate of the second bend of c(i, j) belongs to the interval [j − 1, j].
(P3) The polygonal curve P k that we see from above after drawing the kth edge is obtained as a concatenation of some curves c(1, i 1 ), c(i 1 , i 2 ), . . . , c(i , n).
Here is an illustration; the square S is deformed for the purposes of the drawing:
Initially, before drawing the first edge, the properties are obviously satisfied. Let us assume that we have already drawn k − 1 edges of E 1 , and let us focus on drawing the kth edge. Let e = v i v j ∈ E 1 be an edge that is not yet drawn and such that all edges below e are already drawn, where "below e" means all edges
(This choice ensures that we will draw all edges of E 1 .)
Since D G 1 is a planar drawing, we know that there is no edge v i v j ∈ E 1 with i < i < j < j or i < i < j < j, and so the points p i and p j have to belong to P k−1 . The subpath P of P k−1 between p i and p j is the concatenation of curves c(i, α 1 ), c(α 1 , α 2 ), . . . , c(α s , j) as in the inductive assumptions. In particular, the x-coordinate of the second bend b * of c(α s , j) belongs to the interval [j − 1, j]. We draw c(i, j) as follows: The second bend of c(i, j) is slightly above b * but still below the square S. The first bend of S is sufficiently high above S (with the x-coordinate somewhere between i and j − 1) so that the resulting bispiked curve c(i, j) does not intersect P k−1 . The properties (P1) and (P2) are obviously satisfied by the construction. For (P3), the path P k is obtained from P k−1 by replacing P with c(i, j).
After drawing the edges of E 1 , we draw v 1 v n in the same way. Then we draw the edges of E 1 in a similar manner as those of E 1 , this time as bispiked curves below P 0 . This finishes the construction for Hamiltonian graphs. Now we describe how to adjust this construction for non-Hamiltonian graphs, in the spirit of [EK05] .
First we add edges to G 1 and G 2 so that they become planar triangulations. This step does not affect the construction at all, except that we remove these edges in the final drawing.
Next, we subdivide some of the edges of G i with dummy vertices. Moreover, we attach two new extra edges to each dummy vertex, as in the following illustration:
By choosing the subdivided edges suitably, one can obtain a 4-connected, and thus Hamiltonian, graph; see [EK05, Proof of Theorem 2] for details (this idea previously comes from [KW02] ). An important property of this construction is that each edge of G i is subdivided at most once.
In this way, we obtain new Hamiltonian graphs G 1 and G 2 , for which we want to construct a simultaneous drawing as in the first part of the proof. A little catch is that G 1 and G 2 do not have same vertex sets, but this is easy to fix. Let d i be the number of dummy vertices of G i , i = 1, 2, and say that d 1 ≥ d 2 . We pair the d 2 dummy vertices of G 2 with some of the dummy vertices of G 1 . Then we iteratively add d 1 − d 2 new triangles to G 2 , attaching each of them to an edge of a Hamiltonian cycle. This operation keeps Hamiltonicity and introduces d 1 − d 2 new vertices, which can be matched with the remaining d 1 − d 2 dummy vertices in G 1 .
After drawing resulting graphs, we remove all extra dummy vertices and extra edges added while introducing dummy vertices. An original edge e that was subdivided by a dummy vertex is now drawn as a concatenation of two bispiked curves. Therefore, each edge is drawn with at most 5 bends.
Two edges with 5 bends each may in general have at most 36 intersections, but in our case, there can be at most 25 intersections, since the union of the two segments before and after a dummy vertex is both x-monotone and y-monotone.
Because of the bispiked drawing of all edges, it is also clear that every edge of G 1 crosses every edge of G 2 at least once.
Finally, the requirements on directly equivalent or mirror-equivalent drawings can easily be fulfilled by interchanging the role of top and bottom in the drawing of G 1 or left and right in the drawing of G 2 . Theorem 2.3 is proved.
Proof of Theorem 1.1. Let a planar surface M and the curves α 1 , . . . , α m , β 1 , . . . , β n be given; we assume that M is a subset of S 2 . From this we construct a set V of O(m + n) vertices in S 2 and planar drawings D G 1 and D G 2 of two simple graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) in S 2 , as follows.
1. We put all endpoints of the α i and of the β j into V .
2. We choose a new vertex in the interior of each α i and each β j , or two distinct vertices if α i or β j is a loop with a single endpoint, or three vertices of α i or β j is a closed curve, and we add all of these vertices to V . These new vertices are all distinct and do not lie on any curves other than where they were placed.
3. If the boundary of a hole in M already contains a vertex introduced so far, we add more vertices so that it contains at least 3 vertices of V . This finishes the construction of V .
4. To define the edge set E 1 = E(G 1 ) and the planar drawing D G 1 , we take the portions of the curves α 1 , . . . , α m between consecutive vertices of V as edges of E 1 . Similarly, we make the arcs of the boundaries of the holes into edges in E 1 ; these will be called the hole edges. By the choice of the vertex set V above, this yields a simple plane graph.
5. Then we add new edges to E 1 so that we obtain a drawing D G 1 in S 2 of a maximal planar simple graph G 1 (i.e., a triangulation) on the vertex set V . While choosing these edges, we make sure that all holes containing no vertices of G lie in faces of D G 1 adjacent to some of the α i . New edges drawn in the interior of a hole are also called hole edges.
6. We construct G 2 = (V, E 2 ) and D G 2 analogously, using the curves β 1 , . . . , β m . We make sure that all hole edges are common to G 1 and G 2 .
After this construction, each hole of M contains either no vertex of V on its boundary or at least three vertices. In the former case, we speak of an inner hole, and in the latter case, of a subdivided hole. A face f of D G 1 or D G 2 is a non-hole face if it is not contained in a subdivided hole. An inner hole H has its signature, which is a pair (f 1 , f 2 ), where f 1 is the unique non-hole face of D G 1 containing H, and f 2 is the unique non-hole face of D G 2 containing H. 6 By the construction, each f 1 appearing in a signature is adjacent to some α i , and each f 2 is adjacent to some β j .
In the following claim, we will consider different drawings D G 1 and D G 2 for G 1 and G 2 . By Lemma 2.1, the faces of D G 1 are in one-to-one correspondence with the faces of D G 1 . For a face f 1 of D G 1 , we denote the corresponding face by f 1 , and similarly for a face f 2 of D G 2 and f 2 .
Claim 2.4. The graphs G 1 and G 2 as above have planar drawings D G 1 and D G 2 , respectively, that form a simultaneous embedding in which each edge of G 1 crosses each edge of G 2 at most C times, for a suitable constant C; moreover, D G 1 is directly equivalent to D G 1 ; D G 2 is directly equivalent to D G 2 ; all hole edges are drawn in the same way in D G 1 and D G 2 ; and whenever (f 1 , f 2 ) is a signature of an inner hole, the interior of the intersection f 1 ∩ f 2 is nonempty.
We postpone the proof of Claim 2.4, and we first finish the proof of Theorem 1.1 assuming this claim.
For each inner hole H with signature (f 1 , f 2 ), we introduce a closed disk B H in the interior of f 1 ∩ f 2 . We require that these disks are pairwise disjoint. In sequel, we consider holes as subsets of S 2 homeomorphic to closed disks (in particular, a hole H intersects M in ∂H).
Claim 2.5. There is an orientation-preserving automorphism ϕ 1 of S 2 transforming every inner hole H to B H and D G 1 to D G 1 .
Proof. Using Lemma 2.1 again, there is an orientation-preserving automorphism ψ 1 transforming
Let f 1 be a face of D G 1 . The interior of f 1 contains images ψ 1 (H) of all holes H with signature (f 1 , ·), and it also contains the disks B H for these holes. Therefore, there is a boundary-and orientation-preserving automorphism of f 1 that maps each ψ 1 (H) to B H .
By composing these automorphisms on every f 1 separately, we have an orientation-preserving automorphism ψ 2 fixing D G 1 and transforming each ψ 1 (H) to B H . The required automorphism is ϕ 1 = ψ 2 ψ 1 .
Claim 2.6. There is an orientation-preserving automorphism ϕ 2 of S 2 that fixes hole edges (of subdivided holes), fixes B H for every inner hole H, and transforms
Proof. By Lemma 2.1 there is an orientation-preserving automorphism ψ 3 of S 2 that fixes hole edges and transforms
If an inner hole H has a signature (·, f 2 ), then both ψ 3 (B H ) and B H belong to the interior of f 2 . Therefore, as in the proof of the previous claim, there is an orientation-preserving homeomorphism ψ 4 that fixes D G 2 and transforms ψ 3 (B H ) to B H . We can even require that ψ 4 ψ 3 is identical on B H . We set ϕ 2 := ψ 4 ψ 3 .
To finish the proof of Theorem 1.1, we set ϕ = ϕ −1 1 ϕ 2 ϕ 1 . We need that ϕ fixes the holes (inner or subdivided) and that α 1 , . . . , α m and ϕ(β 1 ), . . . , ϕ 1 (β m ) have O(mn) intersections. It is routine to check all the properties:
If H is a hole (inner or subdivided), then ϕ 2 fixes ∂ϕ 1 (H). Therefore, ϕ also restricts to a ∂-automorphism of M.
The collections of curves α 1 , . . . , α m and ϕ(β 1 ), . . . , (β m ) have same intersection properties as the collections ϕ 1 (α 1 ), . . . , ϕ 1 (α m ) and ϕ 2 (ϕ 1 (β 1 )), . . . , ϕ 2 (ϕ 1 (β m )). Since each α i and each β j was subdivided at most three times in the construction, by Claims 2.4, 2.5, and 2.6, these collections have at most O(mn) intersections. The proof of the theorem is finished, except for Claim 2.4.
Proof of Claim 2.4. Given G 1 and G 2 , we form auxiliary planar graphsG 1 andG 2 on a vertex setṼ by contracting all hole edges and removing the resulting loops and multiple edges. We note that a loop cannot arise from an edge that was a part of some α i or β j .
Then we consider planar drawings DG , but this can be rectified at the price of at most one extra crossing for every pair of edges entering v H , as the following picture indicates (the numbering specifies the cyclic order of the edges around H in It remains to draw the edges of G 1 and G 2 that became loops or multiple edges after the contraction of the hole edges. Loops can be drawn along the circumference of the hole, and multiple edges are drawn very close to the corresponding single edge.
In this way, every edge of G 1 still has at most a constant number of intersections with every edge of G 2 , and every two such edges intersect at least once unless at least one of them became a loop after the contraction. Consequently, whenever (f 1 , f 2 ) is a signature of an inner hole, the corresponding faces f 1 and f 2 intersect. This finishes the proof.
Reducing the Genus To O(m + n)
In this section we prove Proposition 1.3(i) as well as Proposition 1.4. We begin with several definitions.
Cutting Along Curves
Let M be an (orientable or nonorientable) surface with boundary. By h(M) we denote the number of holes in M and by g(M) we denote the (orientable or non-orientable) genus of M.
Now let δ be a properly embedded curve in M (i.e., either a simple closed curve that avoids the boundary ∂M, or a simple arc whose endpoints lie on ∂M). The curve δ is called separating if M \ δ has two components. Otherwise, δ is non-separating.
We denote by M δ the surface obtained by cutting M along δ. If δ is non-separating, then M δ is connected. Otherwise, M δ has two components, which we denote by M 1 δ and M 2 δ . Now we recall basic properties of the Euler characteristic of a surface. Given a triangulated surface M, the Euler characteristic χ(M) is defined as the number of vertices plus number of triangles minus the number of edges in the triangulation. It is well known that the Euler characteristic is a topological invariant and equals 2 − 2g(M) − h(M) if M is orientable, and 2
To work simultaneously with orientable and nonorientable surfaces, it is also convenient to define the Euler genus of M as g e (M) :
We have the following relations for the Euler characteristic:
The relations above also allow us to relate the genus of M and the genus of the surface(s) obtained after a cutting.
Let us call a cycle δ in M two-sided if a small closed neighborhood of δ is homeomorphic to the annulus S 1 × [0, 1]; otherwise, δ is one-sided (and a small closed neighborhood of δ is a Möbius band). Note an orientable surface contains only two-sided cycles.
Lemma 3.1. We have the following relations for genera:
if δ is a non-separating arc connecting two different boundary components; g(M δ ) + 1 if δ is a non-separating cycle, or a non-separating arc with both endpoints in a single boundary component.
if δ is a non-separating arc connecting two different boundary components; g e (M δ ) + 1 if δ is a non-separating one-sided cycle g e (M δ ) + 2 if δ is a non-separating arc with both endpoints in a single boundary component, or a non-separating two-sided cycle.
Note that (b) implies (a). However, it is still convenient to state (a) separately.
Proof. A simple case analysis yields the following relations for the numbers of holes:
if δ is a non-separating arc connecting two different boundary components; h(M δ ) − 1 if δ is a non-separating arc with both endpoints in a single boundary component.
The proof now follows by simple computation from the table above the lemma and the relations
Orientable Surfaces
Let M be a surface, which may be orientable or nonorientable. A handle-enclosing cycle is a separating cycle λ in M that splits M into two components M
λ is a torus with hole-that is, an orientable surface of genus 1 with one boundary hole; here are two ways of looking at it:
A system L of handle-enclosing cycles is independent if M − κ ∩M − λ = ∅ for every two cycles κ, λ ∈ L. First we focus on proving Proposition 1.3 (i). For the remainder of this subsection, all surfaces will be orientable.
For an orientable surface of genus g with h holes, we fix a standard representation of this surface, denoted by M g,h . It is obtained by removing interiors of h pairwise disjoint disks H 1 , . . . , H h in the southern hemisphere of S 2 and by removing interiors of g pairwise disjoint disks D 1 , . . . , D g in the northern hemisphere of S 2 and then attaching a torus with hole along the boundary of each
is an independent system of handle-enclosing cycles. One of the tools we need (Lemma 3.3) is that if we find handle-enclosing loops in some surface M (of genus g with h holes), then we can find an homeomorphism M → M g,h mapping these loops to ∂D i extending some given homeomorphism of the boundaries. However, we have to require a technical condition on orientations, to be described next.
Let γ 1 , . . . , γ h be a collection of the boundary cycles of an orientable surface M (of arbitrary genus) with h holes. We assume that γ 1 , . . . , γ h are also given with orientations. Since M is orientable, it makes sense to speak of whether the orientations of γ 1 , . . . , γ h are mutually compatible or not: Choose and fix an orientation of M. Then we can say for each boundary curve γ i whether M lies is on the right-hand side of γ i or on the left-hand side (with respect to the chosen orientation of M and the given orientation of γ i ). 7 Lemma 3.2. Let M be a planar surface with h holes. Let γ 1 , . . . , γ h be the boundary cycles of M given with compatible orientations. Let ζ : ∂M → ∂M 0,h be an homeomorphism such that the orientations (induced by ζ) of the cycles ζ(γ 1 ), . . . , ζ(γ h ) are compatible. Then ζ can be extended to an homeomorphismζ : M → M 0,h .
Proof. If h = 0, then the claim follows immediately from the classification of surfaces. For h = 1, an arbitrary homeomorphism ∂M → ∂M 0,h (between boundary cycles) can be extended to an homeomorphism M → M 0,h (between disks) by 'coning'.
For h > 1 we prove the lemma by induction in h. We connect two boundary cycles γ 1 , γ 2 with an arc δ inside M attached at some points a and b and we also connect ζ(γ 1 ) and ζ(γ 2 ) inside M 0,h with an arc δ attached at ζ(a) and ζ(b). We cut M and M 0,h along δ and δ , obtaining surfaces M * and M * 0,h with one hole less. The holes γ 3 , . . . , γ h are kept in M * , while the holes γ 1 and γ 2 and the arc δ in M induce a boundary cycle γ * in M * composed of four arcs γ * 1 , δ * 1 , γ * 2 and δ * 2 . Since the orientations of γ 1 , . . . , γ h are compatible, the arcs γ * 1 and γ * 2 are concurrently oriented as subarcs of γ * , and they induce an orientation of γ * still compatible with γ 3 , . . . , γ h .
Similarly, we obtain an orientation on the new hole γ * in M * 0,h . We can also extend ζ so that ζ(γ * ) = ζ(γ * ) (running along δ * 1 and δ * 2 with same speed). By induction, there is an homeomorphismζ * : M * → M * 0,h , and the resultingζ is obtained by gluing M * and M * 0,h back to M and M 0,h . Lemma 3.3. Let (λ 1 , . . . , λ s ) be an independent system of handle-enclosing cycles in a surface M of genus g with h holes, s ≤ g. Let {γ i } h i=1 be the system of the boundary cycles of the holes in M. Then there is an homeomorphism ψ : M → M g,h such that ψ(γ i ) = ∂H i , i = 1, 2, . . . , h, and ψ(λ i ) = ∂D i , i = 1, 2, . . . , s. Moreover, ψ can be prescribed on the γ i , assuming that it preserves compatible orientations.
Proof. First we remark that we can assume that s = g. If s < g, we can extend (λ 1 , . . . , λ s ) to an independent system of handle-enclosing of size g: We cut away each torus with hole M
, obtaining a surface of genus g − s homeomorphic to M g−s,h+s . Then we can find an independent system of g − s handle-enclosing loops in this surface. In sequel, we assume s = g.
Let us cut M along the curves λ 1 , . . . , λ s . It decomposes into a collection T 1 , . . . , T g , where each T i is a torus with hole (with ∂T i = λ i ), and one planar surface P with g + h holes (the boundary curves of P are the λ i and the γ i ). In particular, M decomposes into the same collection of surfaces (up to an homeomorphism) as M g,h when cut along ∂D i . Let P be the planar surface in this decomposition of M g,h .
As we assume in the lemma, ψ can be prescribed on some cycles of ∂P while preserving compatible orientations. It can also be extended so that it maps each λ i to ∂D i , while preserving compatible orientations between P and P . Then we have, by Lemma 3.2, an homeomorphism between P and P extending ψ.
Finally, this homeomorphism can also be extended to all the T i , one by one. Note that preserving the orientations is not an issue in this case since the torus with hole admits an automorphism reversing the orientation of the boundary cycle.
We state the following corollary of Lemma 3.3, which will be useful in Section 5.
Corollary 3.4. Let M 1 and M 2 be two orientable surfaces of genus g with h holes. Let ζ : ∂M 1 → ∂M 2 be an homeomorphism of the boundaries that preserves compatible orientations. Then ζ extends to an homeomorphism ψ of M 1 and M 2 .
Proof. We find an arbitrary homeomorphism ζ 1 : ∂M 1 → ∂M g,h that preserves compatible orientations. Then the homeomorphism ζ 2 : ∂M 2 → ∂M g,h defined as ζ 2 = ζ 1 ζ −1 preserves compatible orientations as well. Using Lemma 3.3 (with s = 0), we obtain extensions ψ 1 : M 1 → M g,h and ψ 2 : M 2 → M g,h . Then ψ := ψ −1 2 ψ 1 is the required homeomorphism.
Lemma 3.5. Let M be a surface of genus g with h holes. Let (δ 1 , . . . , δ n ) be an almost disjoint system of curves on M. Then there is an independent system of s ≥ g − n handle-enclosing cycles λ 1 , . . . , λ s such that each of the tori with hole M
Proof. Let us cut M along {δ i } n i=1 obtaining several components M 1 , . . . , M q . If we cut along the curves one by one, we see that Lemma 3.1(a) implies
In each M k we find an independent system of g(M k ) handle-enclosing cycles (this can be done by transforming M k into the standard representation). The union of these independent systems yields a system as in the lemma.
Proof of Proposition 1.3(i). Let M be a surface of genus g with h holes. Let A = (α 1 , . . . , α m ) and B = (β 1 , . . . , β n ) be two almost disjoint systems of curves in M.
Our task is to find a ∂-automorphism ϕ of M such that the number of crossings between α 1 , . . . , α m and ϕ(β 1 ), . . . , ϕ(β n ) is at most f g−s,h+s (m, n), where s := min(g − m, g − n). (Let us recall that we assume that g > m, n, and therefore s > 0.) By Lemma 3.5 there is an independent system of handle-enclosing cycles λ 1,α , . . . , λ s,α such that the corresponding tori with hole are disjoint from the curves in A. Consequently, by Lemma 3.3, we have an homeomorphism ψ α : M → M g,h , extending a fixed homeomorphism ψ : ∂M → ∂M g,h , which preserves compatible orientations and maps each λ k,α to ∂D k (using the notation from the definition of a standard representation).
Similarly, we have an independent system of handle-enclosing cycles λ 1,β , . . . , λ s,β with the corresponding tori with hole disjoint from the curves in B. We also have a homeomorphism ψ β : M → M g,h extending ψ that maps the cycles λ k,β to ∂D k . Now we have two systems A = (ψ α (α 1 ), . . . , ψ α (α m )) and B = (ψ β (β 1 ), . . . , ψ β (β m )) of curves in M g,h avoiding the tori with hole bounded by the ∂D i . Let us remove these tori (only for i ≤ s) obtaining a new surface M * of genus g − s with h + s holes. We find a ∂-automorphism ϕ * of M * such that number of intersections between A and ϕ * -images of the curves in B is at most f g−s,h+s (m, n). Since ϕ * fixes the boundary, it can be extended to a ∂-automorphism ϕ g,h of M g,h while introducing no new intersections. Finally, ϕ := ψ −1 α ϕ g,h ψ β is the required ∂-automorphism of M.
Nonorientable Surfaces
The proof of Proposition 1.4 is similar to the previous proof but simpler, since we need not worry about orientations.
Lemma 3.6. Let N and N be two nonorientable surfaces with the same genus and number of holes. Let ψ 0 : ∂N → ∂N be an homeomorphism of the boundaries. Then ψ 0 extends to an homeomorphism ψ : N → N .
Proof. By the classification of surfaces, N and N are homeomorphic. Given two boundary components, there is a self-homeomorphism of N that exchanges these components. Therefore, we know that there is an homeomorphism ψ 1 : N → N such that for each component C of ∂N the images ψ 0 (C) and ψ 1 (C) coincide (as sets). However, if we equip C with an orientation, it might happen that ψ 0 (C) and ψ 1 (C) have opposite orientations. In such case, we consider a self-homeomorphism ψ C of N that reverts the orientation of C and fixes all other boundary components. Here is an example of such a self-homeomorphism: Up to an homeomorphism, we can consider N as a polygon with holes whose edges are identified according to the labels. By moving the middle hole along γ, we revert its orientation without affecting the other holes. By gradually composing ψ 1 with the ψ C for those C on which orientations disagree, we can get a self-homeomorphism of N such that ψ 0 (C) and ψ 2 (C) have compatible orientations for every C. Finally, by a local modification of ψ 2 at small neighborhood of every C we can get a selfhomeomorphism ψ of N that agrees with ψ 0 on ∂N .
Similar to the orientable case, we will use a certain canonical representation N g,h for a nonorientable surface of genus g with h holes. We recall that a cross-cap in a nonorientable surface N is a subset of N which is homeomorphic to a Möbius band. Note that the boundary of a cross-cap is just a cycle. A standard way of representing a nonorientable surface of genus g with h holes is to remove h disjoint disks from the 2-sphere and replace other g disjoint disks with cross-caps. However, here it is more convenient to replace all but at most two of the cross-caps by handles: indeed, for g ≥ 3, a pair of cross-caps can be replaced with a handle (this is sometimes called Dyck's Theorem, see, e.g., [FW99, Lemma 3] ; note that it is essential that at least one cross-cap remain present).
Thus, we can define a convenient representation (as opposed to the standard one mentioned above) N g,h as follows. We again start with the sphere S 2 , and we remove h pairwise disjoint disks H 1 , . . . , H h . Then we remove (g − 1)/2 more disjoint disks D 1 , . . . , D (g−1)/2 and attach a torus with hole along boundary of each D i . Finally, we remove one (for g odd) or two (for g even) extra disks and we attach Möbius bands along these disks. Here is the convenient representation of N 6,2 :
Lemma 3.7. Let (λ 1 , . . . , λ s ) be an independent system of handle-enclosing cycles in a nonorientable surface N of genus g with h holes, s ≤ (g − 1)/2 . Let {γ i } h i=1 be the system of the boundary cycles of the holes in N . Then there is an homeomorphism ψ : N → N g,h such that ψ(γ i ) = ∂H i , i = 1, 2, . . . , h, and ψ(λ i ) = ∂D i , i = 1, 2, . . . , s. Moreover, ψ can be prescribed on the γ i .
Proof. The proof is analogous to that of Lemma 3.3. Let us cut N along the curves λ 1 , . . . , λ g . It decomposes into a collection T 1 , . . . , T s , where each T i is a torus with hole (with ∂T i = λ i ), and one nonorientable surfaceN of genus g − 2s with h + s holes (the boundary curves of N are the λ i and the γ i ). In particular, N decomposes into the same collection of surfaces (up to an homeomorphism) as N g,h when cut along the ∂D i . Let N be the nonorientable surface in the decomposition of N g,h .
By Lemma 3.6, we have an homeomorphism betweenN and N extending a given homeomorphism of the boundary cycles. This homeomorphism can be also extended to all T i , one by one.
Lemma 3.8. Let N be a nonorientable surface of genus g with h holes. Let (δ 1 , . . . , δ n ) be an almost disjoint system of curves on M. Then there is an independent system of s ≥ g/2 − 2n − 1 handle-enclosing cycles λ 1 , . . . , λ s such that each of the tori with hole M
, obtaining several components M 1 , . . . , M q , q ≤ n + 1 (some of them may be orientable and some nonorientable). are orientable or nonorientable. Cutting along the curves one by one, we see that Lemma 3.1(b) implies
In each M k we find an independent system of at least (g e (M k ) − 2)/2 handle-enclosing cycles. Indeed, if M k is orientable, then we can find even g e (M k )/2 such cycles by transforming M k to the standard representation. If M k is nonorientable, then we find at least (g e (M k ) − 2)/2 such cycles by transforming M k to the convenient representation.
The union of these independent systems yields a system as in the lemma (using g = g e (M) and q ≤ n + 1).
Proof of Proposition 1.4. The proof is now almost same as for Proposition 1.3(i).
Let N be a nonorientable surface of genus g with h holes. Let A = (α 1 , . . . , α m ) and B = (β 1 , . . . , β n ) be two almost disjoint systems of curves in N .
Our task is to find a ∂-automorphism ϕ of N such that the number of crossings between α 1 , . . . , α m and ϕ(β 1 ), . . . , ϕ(β n ) is at mostf g−2s,h+s (m, n), where s := min( g/2 − 2m − 1, g/2 − 2n − 1). Note that g − 2s = 4L + 2 − (g mod 2) and h + s = h + g/2 − 2L − 1 as required (L = max(m, n)). (Let us also recall that we assume that g > 4L + 2, and so s > 0.) By Lemma 3.8 there is an independent system of handle-enclosing cycles λ 1,α , . . . , λ s,α such that the corresponding tori with hole are disjoint from the curves in A. Consequently, by Lemma 3.7, we have an homeomorphism ψ α : N → N g,h , extending a fixed homeomorphism ψ : ∂N → ∂N g,h , which maps each λ k,α to ∂D k .
Similarly, we have an independent system of handle-enclosing cycles λ 1,β , . . . , λ s,β with the corresponding tori with hole disjoint from the curves in B. We also have a homeomorphism ψ β : N → N g,h extending ψ that maps the each λ k,β to ∂D k . Now we have two systems A = (ψ α (α 1 ), . . . , ψ α (α m )) and B = (ψ β (β 1 ), . . . , ψ β (β m )) of curves in N g,h avoiding the tori with hole bounded by the ∂D i . Let us remove these tori (only for i ≤ s) obtaining a new surface N * of genus g − 2s with h + s holes. We find a ∂-automorphism ϕ * of N * such that number of intersections between A and ϕ * -images of the curves in B is at most f g−s,h+s (m, n). Since ϕ * fixes the boundary, it can be extended to a ∂-automorphism ϕ g,h of N g,h while introducing no new intersections. Finally, ϕ := ψ −1 α ϕ g,h ψ β is the required ∂-automorphism of N .
Reducing the Orientable Genus to 0 by Introducing More Curves
Here we prove Proposition 1.3(ii). We start with some preliminaries.
Let g ≥ 1 and let M g be a 4g-gon with edges consecutively labeled a Removing the interior of M g , we obtain a system of 2g loops (cycles with distinguished endpoints), all having the same endpoint. This system of loops is a canonical system of loops for M g . The loop in M g obtained by identifying a In the sequel, we assume that an orientable surface M is given and we look for a canonical system of loops induced by some canonical polygonal schema; here is an example with the double-torus:
Given a surface M with boundary, we can extend the definition of canonical system of loops for M in the following way. We contract each boundary hole of M obtaining a surfaceM without boundary. A system of loops (a 1 , b 1 , a 2 , . . . , b g ) in M is a canonical system of loops for M if no loop intersects the boundary of M and the resulting system (ã 1 ,b 1 ,ã 2 . . . ,b g ) after the contractions is a canonical system of loops forM.
Lemma 4.1. Let L = (a 1 , b 1 , . . . , b g ) and L = (a 1 , b 1 , . . . , b g ) be two canonical systems of loops for a given orientable surface M with or without boundary. Then, there is a ∂-automorphism ψ of M transforming L to L (it may not keep the labels; that is, a 1 need not be transformed to a 1 , etc.).
Proof. If M has no boundary, then the lemma immediately follows from the definitions; a i is mapped to a i and b i to b i .
If M has a boundary, we first contract each of the holes, obtaining a surfaceM. In particular, each hole H i becomes a point h i . LetL andL be the resulting canonical systems onM. We find an automorphismψ 1 ofM transformingL toL .
The automorphismψ 1 may or may not be orientation-preserving. Ifψ 1 preserves the orientation ofM, we setψ 2 :=ψ 1 . Ifψ 1 reverts the orientation we setψ 2 :=ψ 1ψ whereψ is an orientationreversing automorphism ofM transforming L to L; see Fig. 3 . In any case,ψ 2 preserves the orientation and maps L to L .
We adjustψ 2 to fix each h i (this is possible sinceM remains connected after cutting alongL and also since the points h i are disjoint from the loops ofL). Then we decontract the points h i back In general, (a 1 , b 1 , a 2 , . . . , b g ) is mapped to (b g , a g , b g−1 , . . . , a 1 ).
to holes, obtaining M. After thisψ 2 induces the required ∂-automorphism ψ of M. (The obvious automorphism of M obtained by decontraction of the holes need not fix boundary; however, it can easily be modified to fix the boundary since ψ 2 preserves the orientation.)
We need a theorem of Lazarus et al. [LPVV01] in the following version. . Let M be a triangulated surface without boundary with total of n vertices, edges and triangles. Then there is a canonical system of loops for M avoiding the vertices of M and meeting edges of M at a finite number of points such that each loop of the system has at most O(n) intersections with the edges of the triangulation.
As we already mentioned in the introduction, the result is essentially due to Vegter and Yap [VY90] . Lazarus et al. provide more details ([VY90] is only an extended abstract), and they have a slightly different representation for the canonical system of loops, which is more convenient for our purposes.
From Theorem 4.2 we easily derive the following extension. For the proof, we need the following lemma, which may very well be folklore, but which we haven't managed to find in the literature.
Lemma 4.4. Let G be a nonempty graph with at most n vertices and edges, possibly with loops and/or multiple edges, embedded in an orientable surface M of genus g without boundary. Then there is a graph G without loops or multiple edges and with O(g+n) vertices and edges that contains a subdivision of G and triangulates M.
In the proof below we did not attempt to optimize the constant in the O-notation. We thank Robin Thomas for a suggestion that helped us to simplify the proof.
Proof. We can assume that every vertex is connected to at least one edge; if not, we add loops.
Let us cut M along the edges of G. We obtain several components M 1 , . . . , M q . By Lemma 3.1 we know that
First, whenever g(M i ) > 0 for some i, we introduce a canonical system of loops inside g(M i ). For this we need one vertex and 2g(M i ) edges, which gives at most 3g new vertices and edges in total.
In this way we obtain a graph G 1 (containing G). We cut M along the edges of G 1 ; the resulting components are all planar. Inside each component M 1 i we introduce a new vertex v and connect it to all vertices on the boundary of M 1 i ; v can be connected to some boundary vertex u by multiple edges if u occurs on the boundary of M 1 i in multiple copies. This is easily achievable if we consider, up to an homeomorphism, M 1 i as a polygon, possibly with tiny holes inside; see the left picture:
Since we have added at most deg u edges per vertex u of G 1 , we obtain a graph G 2 , still with O(g + n) vertices and edges.
We cut M along the edges of G 2 . The resulting components M 2 i are all planar and, in addition, they have a single boundary cycle. We subdivide each edge of G 2 twice, we introduce a new vertex w in each M 2 i , and we connect w to all vertices on the boundary of M 2 i (including the vertices obtained from the subdivision). If w is connected to a vertex u of G 2 on the boundary of M 2 i , we further subdivide the edge uw and we connect the newly introduced vertex to the two neighbors of u along the boundary of M 2 i ; this is illustrated in the right picture above. This yields the required graph G . Indeed, we have subdivided all loops and multiple edges in G 2 , and we do not introduce any new loops or multiple edges (because of the subdivision of uw edges). Each face of G is triangular; therefore, we have a triangulation. The size of G is bounded by O(g + n).
Proof of Proposition 4.3. If M contains holes, we contract them, find the canonical system on the contracted surface, and decontract the holes (without affecting the number of crossings). Thus, we can assume that M has no boundary. Now we form a graph G embedded in M in the following way. The vertex set of G contains all endpoints of arcs in D. For a cycle in D, we pick a vertex on the cycle. Each arc of D induces an edge in G. Each cycle of D induces a loop in G. This finishes the construction of G.
The graph G has O(n) vertices and edges. Let G be the graph from Lemma 4.4 containing a subdivision of G. Now can use Theorem 4.2 for the triangulation given by G to obtain the required canonical system of loops.
Proof of Proposition 1.3(ii). Let M be a surface of genus g with h holes. Let A = (α 1 , . . . , α m ) and B = (β 1 , . . . , β n ) be two almost-disjoint systems of curves. Our task is to find a ∂-automorphism ϕ of M such that α 1 , . . . , α m and ϕ(β 1 ), . . . , ϕ(β m ) have at most f 0,h+1 (m , n ) intersections, where m ≤ cg(m + g) and n ≤ cg(n + g) for some constant c. Proposition 1.3(ii) then follows from the monotonicity of f g,h (m, n) in m and n.
Let L α be a canonical system of loops as in Proposition 4.3 used with (α 1 , . . . , α m ), and let L β be a canonical system of loops as in Proposition 4.3 used with (β 1 , . . . , β n ).
According to Lemma 4.1, there is a ∂-automorphism ψ of M transforming L β to L α . This homeomorphism induces a new system of curves B ψ := (ψ(β 1 ), . . . , ψ(β n )).
We cut M along L α , obtaining a new, planar surface M with h + 1 holes (one new hole appears along the cut). According to the choice of L α and L β , the systems A and L α have at most O(gm + g 2 ) intersections. Similarly, B ψ and L α have at most O(gn + g 2 ) intersections. Thus, A induces a system A of m ≤ cg(m + g) new curves on M , and B ψ induces a system B of n ≤ cg(n + g) new curves on M . From the definition of f , we find a ∂-automorphism ϕ of M such that A has at most f 0,h+1 (m , n ) intersections with ϕ (B ). Then we glue M back to M, inducing the required ∂-automorphism ϕ of M.
Reducing the Nonorientable Case to the Orientable One
In this section, we prove Proposition 1.5.
Let N be a nonorientable surface with h ≥ 0 holes and nonorientable genus g ≥ 1.
Our approach to prove Proposition 1.5 is similar in spirit to the proof of Proposition 1.3 (ii). The difference is that instead of cutting an orientable surface along a canonical system of loops to get a planar one, we cut the nonorientable surface N along one distinguished cycle so as to obtain an orientable surface.
We recall that, given a cycle λ on a surface N , the surface obtained by cutting N along λ is denoted by N λ .
Formally, an orientation-introducing cycle in a nonorientable surface N is a properly embedded cycle (a simple closed curve) λ such that N λ is orientable. It follows that an orientation-introducing cycle is non-separating, since attaching two orientable components along a cycle yields an orientable surface.
It is not hard to see that any nonorientable surface admits an orientation-introducing cycle; it can be explicitly found in the convenient representation of the surface introduced in Section 3.3. For technical reasons, however, we will need to find an orientation-introducing cycle λ that also satisfies two additional properties: λ should be compatible with orientations of the boundary cycles of the holes in the surface (in a sense to be made precise below), and it should also be compatible with a given system D of curves on N , in the sense that we can bound the number of intersections between λ and D.
The first ingredient for the proof of Proposition 1.5 is an analogue of Lemma 4.1. A perfect analogue would be to show that any two orientation-introducing cycles of N can be transformed into one another by a ∂-automorphism of N . However, it turns out that for nonorientable surfaces with holes this is not true in general; see Example 5.4 below. For this reason, we need the requirement of compatible orientations in the following lemma.
Lemma 5.1. Let N be a nonorientable surface with boundary cycles γ 1 , . . . , γ h and let λ and κ be two orientation-introducing cycles in N . Suppose that we have chosen orientations each of the curves γ 1 , . . . , γ h and for λ and κ.
Supposed furthermore that the induced orientations of the boundary cycles of N λ are mutually compatible, in the sense explained before Lemma 3.2, and that the same holds for the boundary cycles of N κ (we stress that the compatibility condition also applies to the boundary cycles originating from λ and κ, respectively).
Then there is a ∂-automorphism ψ of N transforming λ to κ.
The second ingredient for the proof of Proposition 1.5 is the following existence result, analogous to Proposition 4.3.
Proposition 5.2. Let N be a nonorientable surface of genus g with or without boundary. Let γ 1 , . . . , γ h be the boundary cycles of N given with some orientations. Let D = (δ 1 , . . . , δ n ) be an almost disjoint system of curves on N . Then there is an orientation-introducing cycle λ such that D and λ have O(g + n) crossings and such that λ can be equipped with an orientation such that the induced orientations of the boundary cycles on N λ are mutually compatible.
Finally, we will need the following simple lemma that relates the genus and number of holes of N to the corresponding quantities for N λ .
Lemma 5.3. Let N be a nonorientable surface of genus g with h holes and let λ be an orientationintroducing cycle. Let g λ be the (orientable) genus of N λ and h λ be the number of holes of N λ .
(a) If g is odd, then λ is one-sided, g λ = (g − 1)/2, and h λ = h + 1.
(b) If g is even, then λ is two-sided, g λ = (g − 2)/2, and h λ = h + 2.
Proof. Let us recall that we have the following relations for the Euler characteristic: χ(N ) = 2−g−h since N is nonorientable, and χ(N λ ) = 2 − 2g λ − h λ since N λ is orientable. We also have χ(N ) = χ(N λ ) since the Euler characteristic of the cycle λ is 0.
If λ is one-sided, then h λ = h + 1, implying g λ = (g − 1)/2. In particular, g must be odd. If λ is two-sided, then h λ = h + 2, implying g λ = (g − 2)/2. In particular, g must be even. This proves the lemma, since we have exhausted all possibilities. Now we are ready to prove Proposition 1.5.
Proof of Proposition 1.5. Let N be a nonorientable surface of (nonorientable) genus g with h holes. Let A = (α 1 , . . . , α m ) and B = (β 1 , . . . , β n ) be two almost-disjoint systems of curves. Our task is to find a ∂-automorphism ϕ of N such that α 1 , . . . , α m and ϕ(β 1 ), . . . , ϕ(β m ) have at most f g ,h (c(g + m), c(g + n)) intersections, with g = (g − 1)/2 and h = h + 1 + (g mod 2).
Let us fix orientations of the boundary cycles of N arbitrarily. Let λ α be an orientationintroducing cycle obtained from Proposition 5.2 applied to N and the system A = (α 1 , . . . , α m ), and let λ β be an orientation-introducing cycle obtained from Proposition 5.2 used for N and the system B = (β 1 , . . . , β n ).
According to Lemma 5.1, there is a ∂-automorphism ψ of N transforming λ β to λ α . This homeomorphism induces a new system of curves B ψ := (ψ(β 1 ), . . . , ψ(β n )).
We cut N along λ α , obtaining a new, orientable surface M. By Lemma 5.3, M has genus g and h holes. By the choice of λ α , the system A and the cycle λ α have at most O(m + g) intersections.
Similarly, by our choices of λ β and of ψ, the system B ψ and λ α = ψ(λ β ) have at most O(n + g) intersections. Thus, A induces a system A of m ≤ c(m + g) new curves on M, and B ψ induces a system B of n ≤ c(n + g) new curves on M. By the definition of f and monotonicity, we find a ∂-automorphism ϕ of M such that A has at most f g ,h (c(g + m), c(g + n)) intersections with ϕ (B ).
By the construction, ϕ is compatible with the operation of undoing the cutting of N along λ α , i.e., ϕ induces a ∂-automorphism ϕ of N , and this ϕ yields the desired bound on the entanglement number of A and B.
Uniqueness of Orientation-Introducing Cycles
In this section, we prove Lemma 5.1 (which is fairly easy, using the classification of surfaces). First, however, we briefly digress to describe the promised example that explains why the compatibility assumptions in the lemma are necessary.
Example 5.4. Let us consider a fixed nonorientable surface N ; for concreteness, let us take the projective plane with h holes. We assume that N is obtained by identifying antipodal points on the boundary of the disk, and that the holes appear along the y-axis. Let us consider an orientationintroducing curve κ, which follows the y-axis and avoids some of the holes on the left and some on the right. Let λ be another such orientation-introducing curve, for which the left/right "pattern" of the holes is different from the one for κ, and it is also not complementary to that of κ; here is an example:
We want to show that there is no ∂-automorphism of N transforming λ to κ.
In this setting we can find two holes, such as h 2 and h 3 in the picture, that are on the same side of one of the curves (κ in our case) but on the different sides of the second curve (λ in our case). Let N be the surface obtained by gluing h 2 and h 3 according to the indicated orientations. If there is a ∂-automorphism transforming λ to κ, then the surfaces N λ and N κ must be homeomorphic. However, N κ is obtained from N κ by introducing a cross-handle (i.e., two cross-caps) since the orientations of h 2 and h 3 are compatible on N κ , and thus N κ is a nonorientable surface. On the other hand, N λ is obtained by introducing a handle (since the orientations are not compatible; this can be seen by moving h 3 as the arrow in the picture above indicates). Therefore, N λ is orientable. We conclude that there is no ∂-automorphism of N transforming λ to κ.
By this approach, we can construct 2 h−1 different orientation-introducing curves with respect to ∂-homeomorphisms. (By an approach similar to the proof of Lemma 5.1, one can actually see that there are exactly 2 h−1 different orientation-introducing curves, but we will not need this in what follows.)
We now proceed to provide the details for the proof of Lemma 5.1.
Proof of Lemma 5.1. Both N λ and N κ have the same number of holes and same genus according to Lemma 5.3, and so they are homeomorphic. The idea is that an homeomorphism ψ of N λ and N κ induces the required ∂-automorphism ψ of N simply by undoing the operations of cutting N along λ and κ, respectively. We need to be little careful, however, and to check that ψ preserves the boundary and is compatible with the gluing.
Let B λ be the part of the boundary of N λ obtained from λ when cutting N . According to Lemma 5.3, B λ consists of one or two cycles, depending of the parity of g. We define B κ analogously. We have an involution i λ on B λ such that the identification of all pairs x and i λ (x) yields N . We have an analogous involution i κ on B κ . We need an automorphism ψ : N λ → N κ that is compatible with these involutions (that is, ψ i λ = i κ ψ on B λ ), so that gluing back induces an automorphism of N . We also need that ψ fixes the other holes so that we obtain a ∂-automorphism.
We can define ψ first on ∂N λ so that the requirements above are satisfied. Due to our compatibility assumptions, we can use Corollary 3.4 to get ψ on the whole N λ . As we have already mentioned, we obtain the required ψ by gluing back N λ and N κ to N .
Existence of Orientation-Introducing Cycles
In this section, we prove Proposition 5.2.
The proof will also be subdivided into several steps. Analogously to the proof of Proposition 1.3 (ii), we will replace the given system D of curves by a suitable triangulation of the surface and show that there exists an orientation-introducing cycle λ in N that intersects the edges of the triangulation in a controlled way.
Moreover, in order to find a suitable λ, it will be convenient to use some basic notions and facts about the simplicial homology of the surface N . In particular, we will consider cycles that are more general than simple closed curves, namely simplicial 1-cycles supported on the edges of the fixed triangulation.
Homology preliminaries. We refer the reader to standard textbooks like [Mun84] for the basic definitions of simplicial homology (see also Giblin [Gib10] for a detailed treatment of the basic case of 2-dimensional triangulated surfaces).
Here we recall that if K is a simplicial complex, then an arbitrary choice of an orientation for every simplex σ of K yields bases for the simplicial chain groups. The basis element (elementary chain) corresponding to a simplex σ is also denoted by σ. Thus, an i-dimensional simplicial chain c ∈ C i (X), i ≥ 0, can be written uniquely as c = σ α σ σ, where σ ranges over the i-dimensional simplices of K with their chosen orientations, and each α σ is an integer, called the coefficient of the simplex σ in c. The support of an i-chain c = σ α σ σ is defined as supp(c) = {σ : α σ = 0}.
Let σ be an oriented i-simplex σ and τ an oriented (i − 1)-simplex. The incidence number, or sign, [ρ : σ] is defined as follows: If ρ is not a face of σ, then [ρ : σ] = 0, and if ρ is a face of σ, then [ρ : σ] equals +1 or −1 depending on whether the orientations of σ and ρ agree or not.
The boundary operators ∂ : 
are the groups of i-cycles and i-boundaries of K, respectively. In particular, every i-cycle z ∈ Z i (K) represents a homology class [z] ∈ H i (K).
Reorienting simplices and coherent orientations. The choice of an orientation for each simplex σ is completely arbitrary. Reorienting σ, i.e., passing from one orientation of σ to the other one, corresponds to replacing the basis element σ of C i (K) by −σ. In other words, if we prefer to keep the notation σ for the simplex and the corresponding basis element, changing the orientation of σ corresponds to reversing the sign of the coefficient α σ of σ in every chain c and to reversing the sign of every incidence number [ρ : σ] or [σ : τ ] involving σ. Such reorientations/sign changes are a simple but useful tool, which allows us to make simplifying assumptions about the signs of the coefficients in certain chains.
If N is a surface with a given triangulation (i.e., a simplicial complex whose underlying space is homeomorphic to N ), we find it convenient to suppress the simplicial complex from the notation and simply write C i (N ) etc. Moreover, we will write E(N ) and T (N ) for the sets of edges and triangles of the triangulation, respectively.
Moreover, if two triangles τ 1 and τ 2 share an edge e, then orientations of the triangles are coherent if the edge e appears with opposite sign in their boundaries, i.e., [e : τ 1 ] = −[e : τ 2 ] (note that this depends only on the orientations of the triangles but not on that of the edge). This is a natural definition of coherently oriented triangles, since it preserves clockwise/counter-clockwise orientations between neighboring triangles on a surface:
In this picture, no matter which orientation for the middle edge e we choose, we will have [e :
We also remark that a triangulated surface is orientable iff it admits an orientation of triangles that is coherent on every pair of neighboring triangles. We illustrate the definition of the simplicial boundary operator and the trick of reorienting simplices by means of the following simple but important example.
Example 5.5. Let c = a τ τ be a 2-chain that uses coefficients 1, 0 or −1 only. We want to describe ∂c. Without loss of generality, we may assume that all the coefficients of c are 1 or 0 (otherwise, we reorient the triangles with negative coefficients in c).
Let e be an edge of supp(∂c). Then e is incident either to one or two triangles in supp(c). If e is incident to a single triangle τ , we can assume w.l.o.g. (by reorienting e, if necessary) that the orientation of e agrees with that of τ , i.e., [e : τ ] = 1 and the coefficient of e in ∂c equals +1. If e is incident to two triangles τ 1 and τ 2 , then τ 1 and τ 2 cannot be coherently oriented, since otherwise, e would not belong to supp(∂c) (the coefficients of e in ∂τ 1 and in ∂τ 2 would cancel out). Thus, [e : τ 1 ] = [e : τ 2 ], and we can assume w.l.o.g. (by reorienting e, if necessary) that these signs are +1, i.e., that e appears in ∂c with coefficient +2.
In this way, we have described the coefficients of ∂c. In addition, we also have an orientation of the edges of supp(∂c) induced by the orientations of triangles of N with non-zero coefficient in c: Remark 5.6 (Simple closed curves vs. simplicial 1-cycles.). We warn the reader that in the present section, the word "cycle" appears in two meanings, which should be carefully distinguished. The first meaning (in which it is also used in the rest of the paper) is that of a simple closed curve. The second meaning is that of a simplicial 1-cycle, i.e., an element of Z 1 : a formal integer linear combination of oriented edges of the triangulation with zero boundary.
We will need the following fact about the homology of nonorientable surfaces (see, e.g., [Hat01, Example 2.37]).
Proposition 5.7. If N is a nonorientable surface of genus g without boundary, then
In what follows, we will work with the distinguished homology class η ∈ H 1 (N ) corresponding to the element (1, 0, · · · , 0
In other words, η is the unique homology class such η = 0, but 2η = 0. One can show that if some cycle λ (in the sense of a simple closed curve) represents the homology class η, then λ is orientation-introducing; see Example 9.25 in [Gib10] . This suggest how we can look for an orientation-introducing cycle.
In what follows, we will use the notation N z more generally for the surface obtained from N by cutting along a 1-cycle z ∈ Z 1 (N ) (i.e., by removing a small open neighborhood of z).
Lemma 5.8. Let N be a triangulated connected nonorientable surface of genus g without boundary.
Then there exists a simplicial 1-cycle z ∈ Z 1 (N ) in the given triangulation with the following properties:
(a) The surface N z obtained by cutting N along z is connected and orientable.
(b) Suppose the edges in supp(z) are oriented so that their coefficients in z are positive. Then all coefficients are equal to 2. Moreover, if v is a vertex of the triangulation and if we consider the edges of supp(z) incident to v in the cyclic order in which they appear in N , then these edges are alternatingly oriented towards v and away from v:
Proof. For a simplicial 1-chain c expressed as c = e α e e ∈ C 1 (N ), where e ranges over all edges of N , we define the norm by c := e |α e | (note that this is independent of the chosen orientations of the edges). Now, choose z to be a simplicial 1-cycle that minimizes z among all simplicial 1-cycles representing the distinguished homology class η. We claim that z has the desired properties.
The choice of z implies that z is homologically nontrivial but 2z is trivial, i.e., there exists a simplicial 2-chain b ∈ C 2 (N ) such that 2z = ∂b. Let this 2-chain be written as b = τ β τ τ ∈ C 2 (N ). By reorienting some of the triangles of N if necessary, we may assume, w.l.o.g., that all coefficients β τ are nonnegative.
Consider an edge e and let τ 1 and τ 2 be the two triangles of N incident to e. If e ∈ supp(z) = supp(∂b), then our assumption guarantees that τ 1 and τ 2 are coherently oriented and β τ 1 = β τ 2 .
On the other hand, if e ∈ supp(z), then we may assume that orientation of e agrees with that of the triangle τ i ∈ {τ 1 , τ 2 } maximizing the coefficient β τ i (if β τ 1 = β τ 2 , then since e ∈ supp(z) = supp(∂(b)), the orientations of τ 1 and τ 2 are not coherent, and therefore, the orientation of e can be chosen to agree with both of them). It follows that if we write z = e α e e with these edge orientations, then all the coefficients α e are nonnegative.
Let N 1 , . . . , N s be the connected components of N z , and let T (N i ) be the set of triangles belonging to N i . We divide the rest of the proof of the lemma into a series of claims.
Claim 5.9. Every component N i is orientable, and if σ, τ ∈ T (N i ) are triangles belonging to the same component, then β σ = β τ =:
As noted above, if σ and τ are adjacent along an edge e ∈ supp(z), then they are coherently oriented and β σ = β τ . Claim 5.9 follows because two triangles in the same component can be connected through a sequence of triangles such that any two successive ones share an edge e ∈ supp(z).
In the remainder of the proof, we will use the 2-chains c i :
Claim 5.10. We have β i ∈ {0, 1} for 1 ≤ i ≤ s.
After possibly relabeling the components, we may assume β 1 = max i β i , and so we need to show that β 1 = 1 (not all β i can be zero, since 2z = ∂b = 0). By our choice of edge orientations, every edge e of N appears with a nonnegative coefficient γ 1,e in ∂c 1 , where γ 1,e ∈ {0, 1, 2} equals the number of triangles in T (N 1 ) incident to e. Suppose for a contradiction that β 1 ≥ 2 and consider the 1-cycle z := z − ∂c i . Then [z ] = [z] = η. Thus, to reach the desired contradiction (to the minimality of z), it suffices to show that z < z , or equivalently, 2z < 2z = ∂b . We can write 2z = 2z − 2∂c 1 = e (2α e − 2γ 1,e ) · e. Moreover,
if e ∈ supp(z) or e is not incident to N j ; 2a e − 2 if e ∈ supp(z) and it is incident to one triangle of N j ; and 2a e − 4 if e ∈ supp(z) and it is incident to two triangles of N j .
In the third case 2α e = 2β 1 ≥ 4, and so 2α e − 2γ 1,e ≥ 0 always. Moreover, the second case or the third one occur at least once for some edge e, so 2z < 2z , contradicting the minimality of z, which proves Claim 5.10.
Claim 5.11. We have β i = 1 for 1 ≤ i ≤ s.
Supposing that this is false, by Claim 5.10, there are two components, say N 1 and N 2 , with β 1 = 1 and β 2 = 0. Moreover, since N is supposed to be connected, we can take N 1 and N 2 such that their boundaries share some edge e. Then the coefficient of e in 2z = ∂b = i β i c i is 1 + 0 = 1 (note that we are exactly in setting of Example 5.5), contradicting the fact that this coefficient should be even. This proves Claim 5.11.
Claim 5.12. We have s = 1, i.e., the surface N z = N 1 is connected.
The proof is very similar to the proof of Claim 5.10. For contradiction, let s ≥ 2. We set z = z − ∂b s . Then 2z = ∂b , where b = b 1 + · · · + b s−1 − b s , and we want to show that ∂b < ∂b .
Similar to the proof of Claim 5.10 the coefficient of edge e does not change (when passing from ∂b to ∂b ) if e does not belong to supp(z) or is not incident to N s . Using Claim 5.11 we see that the coefficient decreases from 2 to 0 if e borders N s from one side. We also see that it changes from 2 to −2 if e borders N s from both sides (in particular, the absolute value is unchanged). Thus, ∂b < ∂b since the first case must occur at least once. This proves the claim and thus part (a) of the lemma.
As for part (b), the fact that all coefficients of edges from supp(z) in ∂b = 2z equal 2 follows from Claim 5.11. Consequently, the numbers of outgoing and ingoing edges must equal, since 2z is a cycle.
Now let e and e be edges of supp(z) containing a vertex u that are neighbors in the cyclic order around u. Let τ 1 , . . . , τ r be triangles containing u such that τ 1 contains e, τ r contains e and τ i neighbors τ i+1 for i ∈ [r − 1] (sharing an edge which does not belong to supp(z)):
We know that all the the triangles τ 1 , . . . , τ r must be coherently oriented. We also know that τ 1 is coherently oriented with e and τ r is coherently oriented with e . It follows that on of the edges e and e must be ingoing and the second one outgoing. Lemma 5.8 is proved.
Next, we show how to convert the 1-cycle from Lemma 5.8 into an orientation-introducing cycle (a simple closed curve) that intersects the given triangulation in a controlled way. (The role of the following proposition in the proof of Proposition 5.2 is analogous to the role of Theorem 4.2 in the proof of Proposition 4.3.) Proposition 5.13. Let N be a nonorientable surface without boundary with a fixed triangulation with total of n vertices and edges. Then there is an orientation-introducing cycle avoiding the vertices of N and meeting the edges of N in at most 2n intersections.
Proof. Now we create a certain collection of cycles on N . Let z be the 1-cycle whose existence is guaranteed by Lemma 5.8. For every vertex u we pair edges of supp(z) so that the two edges in every pair are neighbors in the cyclic order. This is possible due to Lemma 5.8 (b). We shorten each edge ε of supp(z) and shift it a little, obtaining a new edgeε that avoids the edges of the triangulation of N . We connect these shortened edges according to the chosen pairs:
In this way, we obtain a system of cycles Γ = (γ 1 , . . . , γ t ) (understood as curves in N ). They are still equipped with orientations consistent with the orientation of the edges of supp(z); this is possible due to the second assertion of Lemma 5.8 (b), i.e., the fact that at each vertex v, the edges of z alternate between incoming and outgoing.
We deduce several important properties of Γ. The first one is that the cycles in Γ intersect the edges of N in at most 2n points, since each edge is intersected at most twice. The second property is that the surface N Γ obtained from N by cutting along Γ is connected and orientable, which follows from Lemma 5.8 (a). The third property is that the union of these cycles represent the same homology element as z (in a suitable refinement of the triangulation of N )-this is because they can be homotoped to z. Finally, the orientations of the cycles γ 1 , . . . , γ t are mutually compatible orientations on N Γ in the spirit of Section 3, since the orientation of an edge ε ∈ supp(z) is coherent with the neighboring triangles.
If we are are lucky and Γ = {γ 1 } consists of exactly one cycle, then this cycle γ 1 is the required orientation-introducing cycle. Otherwise, Proposition 5.13 will follow by induction from the next claim.
Claim 5.14. Let t ≥ 2. Let Γ = (γ 1 , . . . , γ t ) be a system of pairwise disjoint cycles on N such that:
(i) Γ intersects each edge of N at most twice and each intersection is transversal (non-touching).
(ii) The surface N Γ obtained from N by cutting along Γ is connected.
(iii) The surface N Γ is orientable. If we consider the corresponding orientation of the triangles of N , it reverts whenever we cross an arc of Γ .
(iv) Γ represents the homology class η in some refinement of the triangulation of N .
(v) The cycles γ 1 , . . . , γ t are equipped with pairwise compatible orientations on N Γ , in the sense of Section 3.
Then there is a system Γ = (γ 1 , . . . , γ t −1 ) of cycles on N satisfying (i)-(v) above.
Proof. Let G * be the graph dual to the triangulation of N . That is, the vertices of G * are the triangles of N and the edges of G * are the pairs of triangles sharing an edge. Let τ 1 and τ 2 be two triangles closest in G * such that τ 1 contains a part of some cycle γ i and τ 2 contains a part of some cycle γ j with i = j (possibly τ 1 = τ 2 ). We want to connect γ i and γ j with an arc δ that is minimal in the following sense. First of all we assume that δ belongs only to triangles of some preselected shortest path between τ 1 and τ 2 in G * . We also assume that it intersects each edge of N at most once. Finally, we can also assume that δ intersects Γ only in endpoints of δ, for otherwise, we could shorten δ (this might require changing the indices i or j if τ 1 = τ 2 and this triangle contain other cycle(s) γ k ). We observe that all the inner triangles on the preselected shortest path between τ 1 and τ 2 are disjoint from Γ due to our choice of τ 1 and τ 2 . It follows that if δ intersects an edge of N , then this edge is disjoint from Γ . Now we consider two arcs δ 1 and δ 2 parallel to δ (both of them join γ i and γ j . We join γ i and γ j into a single cycle γ along δ 1 and δ 2 :
We can equip γ with an orientation compatible with both γ i and γ j , since we assume compatibility of γ i and γ j . We obtain Γ from Γ by removing γ i and γ j and adding γ . It remains to check that Γ satisfies (i)-(v). Property (i) holds because δ intersects (once and transversally) only edges not intersected by Γ . The connectedness of N Γ follows easily from the construction, since if we start on one side of δ, we can walk around γ i or γ j to reach the other side.
We can also get (iii) by changing the orientation of the narrow region between δ 1 , δ 2 and of the two tiny segments of γ i and γ j :
Note that it does not play a role whether γ i and γ j are one-sided or two-sided, since this change is only local.
The homology class is kept because traversing δ there and back yields a nulhomologous element (δ 1 and δ 2 can be realized in some refinement of the triangulation).
Finally, we have already checked the compatibility of orientations of cycles of Γ (note that this is consistent with changing the orientation of the tiny region between δ 1 , δ 2 , and tiny segments of γ i and γ j ). This concludes the proof of the claim, as well as the proof of Proposition 5.13. Now we are ready to prove Proposition 5.2.
Proof of Proposition 5.2. First we contract all boundary holes γ i to pointsγ i ; in this way, we obtain a surfaceN . We remember orientation of γ i as one of two possible directions of how to travel aroundγ i in some neighborhood ofγ i (it does not make sense to consider whether this direction is clockwise or counter-clockwise, since N is not orientable). We also letD = (δ 1 , . . . ,δ n ) be the system of curves onN corresponding to D on N . Now we form a graph G embedded inN in the following way. The vertex set of G consists of all endpoints of arcs inD. For a cycle inD, we pick a vertex on this cycle. Each arc inD induces an edge in G. Each cycle inD induces a loop in G. This finishes the construction of G. Note that theγ i are situated either in the vertices of G or in the faces, but not in the interiors of the edges. Also note that no two holes are contracted to the same vertex.
The graph G has O(n) vertices and edges. Let G be the graph from Lemma 4.4 containing some subdivision of G and having O(g + n) vertices and edges. By possibly perturbing G , we can assume that theγ i are not in the interiors of edges of G .
Using Proposition 5.13 we find an orientation-introducing cycleλ 0 that intersects each edge of G at most twice. We would like to decontract the holes transformingλ 0 to λ 0 on N getting the required cycle. However, the problem is that the orientations of cycles on N λ 0 may not be compatible as we require. We still have to modify λ 0 . We use an approach similar to the proof of Claim 5.14.
Let G * be the dual graph to G (defined in the same way as in the proof of Claim 5.14). Let us also equip λ 0 with some orientation. Note that λ 0 can be one-sided or two sided in N . In the second case, it is important to observe that the two cycles originating from λ 0 on N λ 0 have compatible orientations. (Otherwise, gluing along them would mean introducing a handle, contradicting the non-orientability of N .)
Let γ i be a hole such that the orientation of γ i is not compatible with λ 0 on N λ 0 . Let τ 1 be a triangle containingγ i (ifγ i is a vertex, it may be contained in several triangles). Let τ 2 be a triangle containing a part ofλ 0 closest to τ 1 in G * . We connectλ 0 withγ i by an arc δ minimal in the following sense. We assume that δ uses triangles of some prescribed shortest path between τ 1 and τ 2 . It intersects each edge on this path at most once. It also has no other intersection with λ 0 , for otherwise, it could be shortened.
We 'pull a finger' along δ obtaining a new curveλ 1 :
After decontractions, we obtain that the resulting λ 1 and γ i are compatible on N λ 1 . The compatibility of λ 1 with respect to other boundary curves is not affected. The curveλ 1 can have more intersections with the edges of G . However, the new intersections appear either on edges that were not intersected previously (at most twice), or, ifγ i is a vertex, on the edges incident to it. (This is again similar to the proof of Claim 5.14.)
We can apply this procedure repeatedly, obtainingλ 2 ,λ 3 , etc. After a finite number of steps we obtain a curveλ k such that the corresponding λ k is already compatible with all holes on N λ k . This curve is our desired curve λ, since during the procedure we have introduced at most 2|E(G )| + deg v new intersections, where the sum is over all vertices v of G . Thus we are still within the O(g + n) bound.
