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Abstract
We study the Siegert states (SSs) of atoms and molecules under an intense
static electric field by numerically solving the stationary Schro¨dinger equa-
tion. In the context of quantum mechanics, SSs are regular eigensolutions
of the stationary Schro¨dinger equation satisfying the outgoing-wave bound-
ary condition in the asymptotic region. We have developed a powerful com-
puter code for calculating one-electron SSs based on the adiabatic expansion in
parabolic coordinates. The code enables us to consider the ionization process
for not only weak field but also strong field in the over-the-barrier regime. We
extract the ionization rates from the imaginary part of the complex eigenval-
ues, and the transverse momentum distribution (TMD) of the ionized electron
from the eigenfunctions in the asymptotic region. The method is illustrated
by the calculations for the ground state of H, the outermost p shell electrons
of noble-gas atoms as well as for the ground and first excited states of H+2 . For
H and noble-gas atoms, the field dependence of the energy, ionization rate and
TMD is studied. For H+2 , in addition to the field dependence, the alignment
dependence of the SS eigenvalues and TMDs is discussed. We present the
general behavior of the parabolic adiabatic potentials, channel functions, and
total SS eigenfunction in order to provide the physical meaning of all quanti-
ties accompanying with the theory. In the weak-field regime, we compare the
results with the predictions of the perturbation theory for the energy, and the
weak-field asymptotic theory for the ionization rate and TMD to confirm that
the numerical results can be well described by these approximations. On the
contrary, in the strong field regime, we found that the ionization rates and
TMDs cannot be described by the weak-field theories, particular in the situa-
tions where there is no single dominant ionization channel. We found that the
rapid change of the shape of TMD for the 2pπ+ state of H+2 at small alignment
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When a molecule is exposed to an electric field, the molecular electrons can
be ionized. An accurate quantitative description of the field ionization is ob-
viously required since it is the first step for a variety of strong-field-induced
rescaterring phenomena of current interest. They are high-order harmonic
generation (HHG) [1–5], non-sequential double (and multiple) ionization [6,7],
and high-energy (or high-order) above-threshold ionization (HATI) [5, 8], etc.
These phenomena have widely practical virtues in strong-field physics. For
instance, HHG was primarily used to generate attosecond light pulses [9] by
converting light from the near-infrared into the ultraviolet [10, 11] and X-ray
regime [12]. More recently, the HHG process has also been used as a probe
mechanism to study the molecular characteristics such as the internuclear dis-
tance [13–15], as well as to image the molecular electronic wave functions such
as the outermost molecular orbital of the N2 molecule within the framework
of tomographic procedure [16].
In addition, it is the appearance of the intense infrared laser pulses that
paves a new wave for the motivated interest in static-field ionization over the
past two decades. When the laser period is much longer than the typical
orbital period of the bound electron, the laser frequency can be characterized







Figure 1.1: One-dimensional model for (a) tunneling ionization and (b) over-
the-barrier ionization. The red line corresponds to the contribution from the
electric field potential. The black line corresponds to the full effective potential
energy. The horizontal line represents the free-field bound energy.
a time-dependent field F(t) is approximately identical to that in a uniform
electric field whose field strength F equals to the instantaneous value of F(t).
In weak fields, the electron escapes from the molecule through a finite potential
barrier by tunneling mechanism. The barrier becomes thinner and lower as the
field increases. For sufficiently strong fields, the electron can fly away through
a classically accessible window over the potential barrier (see Fig. 1.1). This
is the case of over-the-barrier ionization. In this case the molecule ionizes
in about one orbital period. The critical field strength Fc determining the
crossover between the tunneling and over-the-barrier regimes can be classically
estimated by equating the maximum field-induced effective potential to the
ionization potential of the bound electron. The value of Fc in case of hydrogen
atom is found to be corresponding to the critical intensity Ic ∼ 1014W/cm2 of
the low-frequency laser pulses.
The ionization process by a static electric field can be described by the sta-
tionary Schro¨dinger equation whose regular eigensolutions have only outgoing
2
1.1. Background
waves in the asymptotic region [17]. The outgoing-wave boundary condition
eradicates the hermiticity of the Hamiltonian, hence the solutions exist only
for a discrete generally complex values of the energy E as
E = E − i
2
Γ. (1.1)
This eigenvalue problem was first proposed by Siegert in 1939 for the derivation
of nuclear dispersion formula [18], thus its solutions are called the Siegert states
(SSs). He showed that the E and Γ define the resonance energy and width
in the cross section, respectively. The resonant state belongs to the set of
outgoing states with small imaginary part [18]. This work of Siegert provides
us with a powerful tool for the scattering theory. However, SS is postponed
for a long period of time to be conceded until the breakthrough of introducing
the Siegert pseudostate was proposed in 1997 by Tolstikhin [19, 20]. In this
work, the authors evaded the intrinsic difficulty of the quadratic eigenvalue
problem by doubling the dimension of the original Hilbert spaces, making it
available for practical calculations. Following development of this approach
was introduced for the two-channel case for s-wave [21]. The supplementation
of the perturbation theory for one- and two-threshold cases for s-wave [22],
and the extension from 1D one-channel case to 3D one-channel case for non-
zero values of angular momentum [23] were also introduced. The SSs also
emerged in the time-dependent frameworks and were presented in a series of
publications [24–30].
In this thesis, we make use of SS approach for solving the stationary
Schro¨dinger equation implemented by proper regularity and outgoing bound-
ary condition. Here, we consider only one particular SS originating from a
given bound state with the energy E0 instead of dealing with a complete set of
SSs in Refs. [20–22]. The real and imaginary parts of complex SS eigenvalue
in Eq. (1.1) define the Stark-shifted energy and ionization rate of the system,
respectively. SS eigenfunction defines the transverse momentum distribution
(TMD) of ionized electrons in the outgoing flux. The SS eigenvalue and TMD
amplitude are two fundamental properties of atoms and molecules characteriz-
ing their interaction with a static electric field. While the concept of ionization
3
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rate is obvious to understand, that of TMD is vague. The definition of TMD
is cemented to the ionized electrons driven by a uniform electric field. After
being ionized, the electrons are accelerated infinitely in the direction parallel
to the field. While in the plane perpendicular to the field, their momentum
distribution becomes stabilized as they recede from the ion core and is called
TMD. The notion of TMD in the stationary framework was first introduced
by Batishchev et al in 2010 [31]. We note that as the ionized electrons do
not experience any interaction with the electric field on the transverse plane,
the TMD is influenced only by the Coulomb interaction with its parent ion.
Thus it is expected to contain some extent the initial momentum spectrum
right after tunneling as well as the information of the initial bound states from
which the electrons are ionized [32, 33]. Moreover, since the TMD describes
the ionized wave packet, the comprehensive understanding of TMD is essen-
tial for the consideration of rescattering process resulting in the generation of
HATI [5, 8] or HHG [1–5].
Recently, we have developed a powerful method of adiabatic expansion
in parabolic coordinates for calculating one-electron SSs. This method is
used to treat axially symmetric potentials [31] modeling atoms and linear
molecules aligned along the field, and general potentials without any sym-
metry corresponding to molecules arbitrarily oriented with respect to the
field [34,35] within the single-active-electron and frozen-nuclei approximations.
The method reduces the three-dimensional stationary Schro¨dinger equation for
the SSs to a multichannel eigenvalue problem in one variable which can be ef-
ficiently solved by the slow variable discretization method [36] in combination
with the R-matrix propagation technique [37]. This approach also enables
one to construct the asymptotic solution of the SS eigenvalue problem in the
weak-field limit. On this basis, the weak-field asymptotic theory (WFAT) of
tunneling ionization of one-electron [38, 39] and many-electron [40] systems
was developed. This theory has numerous applications such as the analysis
of tunneling ionization for a number of the simplest linear molecules [41, 42].
Most recently it is applied for the study of tunneling ionization for H2O [43].
4
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The WFAT is also needed for experimental analysis such as the extraction of
electron-ion differential scattering cross sections from experimental rescatter-
ing photoelectron spectra for C2H4 as well as the analysis of high harmonic
spectra [44–46]. Although the WFAT is considered to be very powerful in its
applicable region (i.e., tunneling regime), it fails quantitatively for stronger
field F approaching the boundary Fc between the tunneling and over-the-
barrier regimes. Meanwhile, the maximum field amplitude in currently avail-
able laser pulses far exceeds Fc. This fact underlines the vital role of numerical
calculations to be the best choice for accurate description of the ionization pro-
cess.
It is instructive to emphasize the connection between the molecular SSs in a
static electric field and the oscillating laser pulse which is used widely in exper-
iment. All the characteristics of the molecular SSs stated above are considered
to be the heart of so-called adiabatic theory first initiated in Ref. [47] used for
the study of the ionization of atoms and molecules by intense low-frequency
laser pulses. Thus via the adiabatic theory, the observable quantity in a static
electric field such as TMD can be considered experimentally [49]. The adiabatic
theory is characterized by a single parameter ǫ giving a ratio of the atomic and
laser time scales and becomes exact in the limit ǫ→ 0. This theory was used
to construct the asymptotic of the solution to the time dependent Schro¨dinger
equation (TDSE) [47], then applied to the study of photoelectron momen-
tum distribution [47] and HHG [48] for one-dimensional zero-range-potential
model. Most recently, the program developed in Ref. [31] for atomic SS was
used in Ref. [49] for implementing the adiabatic theory to the calculation of
photoelectron momentum distribution for three-dimensional finite-range po-
tential modeling a real atomic system. The generalization for calculation of
the molecular SS eigenvalue [34] and TMD of ionized electrons [35] paves a way
for the adiabatic theory to implement to the molecular system, which is much
more complicated than atomic case due to the extra degrees of freedom. The
reason of consideration the adiabatic theory stems from its advantages over
the well-known strong-field approximation [50–54] that were pointed out in
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Ref. [47]: First, the adiabatic theory takes the interaction with the laser field
in the initial state, which is very important for sufficiently long and/or intense
pulses, into account. Second, the adiabatic theory also takes into account the
interaction with the atomic potential in the final state leading to the appear-
ance of the exact scattering amplitudes rather than the Born approximation
in strong-field approximation. Third, the adiabatic theory is uniform with
respect to the amplitude of the electric field, means that it applies to weak
as well as strong fields provided that ǫ is small. Moreover, the calculations
using adiabatic theory within its applicability are much less time-consuming
in comparison with the exact TDSE calculation [55, 56] and have reasonable
accuracy provided the frequency of laser pulse is sufficiently slow. Most re-
cently, an experimental result of an unexpected structure of the photoelectron
momentum distribution from H+2 in a circularly polarized laser pulse is pre-
sented [57, 58]. Such feature is still not completely uncovered. We aware that
the exact TDSE calculation for this three dimensional problem is extremely
difficult. Thus we hope that with the implementation of the present study to
the adiabatic theory, we can be able to solve this obstacle.
1.2 Purposes
There are two goals of this thesis. The first goal is to introduce the theory of
molecular SSs in an electric field in the framework of the method of adiabatic
expansion in parabolic coordinates. The numerical scheme implemented to the
theory is also discussed. The second goal is providing the comprehensive in-
vestigation for the molecular ionization process by a static electric field via the
analysis of its characterizing properties: The field and orientation dependence
of SS eigenvalue and TMD of ionized electrons.
6
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1.3 Outline of the thesis
Chapter 1 explains the relating background of this study. In chapter 2 we
introduce basis equations of the theory of SSs in an electric field together with
the derivation of an exact expression for the TMD of the ionized electrons in
terms of the SS eigenfunction in the asymptotic region. The implementation of
numerical procedure utilized in practical calculations is fully presented. In ad-
dition, the weak-field approximations including the second-order perturbation
theory and leading-order WFAT used as benchmark comparison are also sum-
marized. In chapter 3, we present the illustrative results for the ground state
of hydrogen and for the outermost p shell electrons of noble-gas atoms. We
observe that the exact results can be manifested by weak-field approximations
only for relatively weak field in the tunneling regime. For noble-gas atoms
in the strong-field regime, the TMDs rapidly change their shape with respect
to the electric field due to the interplay between the contributions from two
dominant ionization channels. In chapter 4, we consider soft-core Coulomb
potential modeling the hydrogen molecular ion H+2 . We discuss the general
behavior of the parabolic adiabatic potentials, channel functions, and the to-
tal SS eigenfunction in order to provide the physical meaning of all quantities
accompanying with the theory. Then the field and orientation dependence of
SS eigenvalue as well as TMD are shown. It is observed that the ionization
rate and TMD can rapidly change their behavior in situations where there
is no single dominant ionization channel. In these cases, the WFAT fails to
manifest the exact results even for weak fields in the tunneling regime. This
fact underlies the indispensable role of our numerical approach. Chapter 5
concludes this study.
We note that the atomic units are used throughout this thesis so that
~ = 1, e = 1, me = 1.
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Chapter 2
Theory of Siegert states in a
static electric field
2.1 Introduction
In this chapter we introduce basic equations of the method of adiabatic expan-
sion in parabolic coordinates for constructing molecular SS in a static electric
field. Then an exact expression for the TMD of the ionized electrons in terms
of the Siegert eigenfunction in the asymptotic region is derived.
We indicate in this chapter a generally efficient numerical approach based
on the slow-variable discretization (SVD) method [36] in combination with the
R-matrix propagation technique [37]. The present method enables us to calcu-
late vital SS characteristics for general potentials of arbitrarily oriented poly-
atomic molecules, thus including axially symmetric potential corresponding to
atoms and linear molecules aligned along the field. Note that in the present
method, the adiabatic channel functions are constructed using a global dis-
crete variable representation (DVR) basis [59–61]. Hence only one Coulomb
singularity of the potential can be treated accurately. This is sufficient for
considering realistic atomic potentials, but molecules should be described by
soft-core potentials [34].
For relating our results to previous studies and for a better understanding of
the physical meaning of the present method; it is instructive to give details on
8
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the approximations in the weak-field limit within the tunneling regime. Since
for sufficiently small values of F , the energy E and ionization rate Γ of specific
state can be found using the well-known perturbation theory [62] and recently
developed weak-field asymptotic theory (WFAT) [38], respectively. In addi-
tion, the WFAT can also predict the TMD of the ionized electrons. We note
that indeed the leading-order WFAT has same order to the first-order pertur-
bation theory with respect to the weak-field approximation. The leading-order
WFAT is plentiful to describe the ionization rate Γ and TMD of the ionized
electrons in the weak-field limit. However, the first-order perturbation theory
contains only the permanent dipole moment µ which equals to 0 for all non-
polar systems considered in this study, thus does not enable to depict the linear
Stark shift of the energy E . For this reason we introduce here the second-order
perturbation theory for adequate consideration.
2.2 Basic equations
2.2.1 Adiabatic expansion in parabolic coordinates
We consider a molecule treated in the single-active-electron and frozen-nuclei
approximations interacting with an external static uniform electric field F =
Fez, F > 0. The stationary Schro¨dinger equation for the active electron reads[
−1
2
∆ + V (r) + Fz −E
]
ψ(r) = 0. (2.1)
The potential V (r) describes the interaction with the parent molecular ion and
implicitly depends on its shape determined by the internuclear configuration
and orientation with respect to the field. The only assumption regarding V (r)
is
V (r)|r→∞ = −Z
r
, (2.2)
where Z is the total charge of the parent ion. For F = 0, Eq. (2.1) has real-
energy eigensolutions satisfying ψ(r)|r→∞ = 0, which represent bound states of
the unperturbed molecule. For F > 0, these bound states turn into complex-
energy SSs, which are the eigensolutions of Eq. (2.1) satisfying outgoing-wave
9
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boundary conditions in the asymptotic region. We solve Eq. (2.1) in parabolic
coordinates defined by [62]:
ξ = r + z, 0 6 ξ <∞, (2.3a)




, 0 6 ϕ < 2π. (2.3c)












ψ(r) = 0, (2.4)

















is an operator acting on functions of ξ and ϕ and depending on η as a pa-
rameter. This operator has a purely discrete spectrum. Its eigenvalues and
eigenfunctions defined by
[B(η)− βν(η)] Φν(ξ, ϕ; η) = 0, (2.6a)
Φν(ξ = 0, ϕ; η) <∞, Φν(ξ →∞, ϕ; η) = 0, (2.6b)
Φν(ξ, ϕ+ 2π; η) = Φν(ξ, ϕ; η), (2.6c)
also depend on η as a parameter. For F = 0, the eigenvalues βν(η) are real and
form a sequence unbounded from below and the eigenfunctions Φν(ξ, ϕ; η) are
chosen to be real. In this case, the solutions to Eqs. (2.6) can be enumerated
by a single index ν = 1, 2, . . . in decreasing order of βν(η) at each η. By
the analytic continuation, this enumeration can be applied for F > 0 for the
complex eigenvalues of βν(η) due to the complex energy of E in Eq. (2.5). For






Φν(ξ, ϕ; η)Φµ(ξ, ϕ; η) dξ dϕ = δνµ. (2.7)
Note that there is no complex conjugation in this equation. The solutions to
Eqs. (2.6) constitute the adiabatic basis. Taking into account Eq. (2.2), the
adiabatic Hamiltonian ceases to depend on η in the asymptotic region,



















The same holds for the solutions to Eqs. (2.6),
βν = βν(η)|η→∞, Φν(ξ, ϕ) = Φν(ξ, ϕ; η)|η→∞. (2.9)
The asymptotic channels are defined by
(B − βnξm)Φnξm(ξ, ϕ) = 0. (2.10)
This equation allows separation of variables and has solutions of the form





















φnξm(ξ) = 0, (2.12a)
φnξm(ξ → 0) ∝ ξ|m|/2, φnξm(ξ →∞) = 0, (2.12b)∫ ∞
0
φnξm(ξ)φn′ξm(ξ) dξ = δnξn′ξ . (2.12c)
Here m = 0,±1,±2, . . . is the azimuthal quantum number and nξ = 0, 1, 2, . . .
enumerates the different solutions to Eqs. (2.12) for a given value of m. The
functions (2.11) constitute the asymptotic basis. Note that the eigenvalues
βnξm do not depend on the sign of m, and hence the asymptotic states with
m 6= 0 are doubly degenerate. The left-hand sides of Eqs. (2.9) are given by
βν = βnξ|m|, (2.13a)
Φν(ξ, ϕ) =

 Φnξ0(ξ, ϕ), m = 0,ei(λ−1)pi/4√
2
[




, m 6= 0,
(2.13b)
where λ = ±1 and coefficients c|m| satisfy |c|m||2 = 1. These coefficients are
determined by the behavior of V (r) at η → ∞. Equations (2.13) show that
in the asymptotic region the adiabatic channels can be enumerated by the
multi-index
ν = (nξ, |m|, λ). (2.14)









fν(η)Φν(ξ, ϕ; η). (2.15)
Substituting this into Eq. (2.4), one obtains a set of ordinary differential equa-


















fµ(η) = 0, (2.16)
where



















represent nonadiabatic couplings. Taking into account Eqs. (2.9), these matri-
ces vanish in the asymptotic region. For F > 0 and argF = 0, the outgoing-













where fν are the asymptotic coefficients. Their absolute value squared gives
the partial width of the SS corresponding to ionization into the channel ν [38].
The SSs are represented by the solutions to Eqs. (2.16) satisfying regularity
boundary conditions at η → 0 and the outgoing-wave boundary conditions
(2.19) at η → ∞. Such solutions exist only for a discrete set of generally
complex values of E — they are SSs. The real and imaginary parts of the SS
eigenvalue E define energy E and ionization rate Γ of the state,
E = E − i
2
Γ. (2.20)










ψ2(r)(ξ + η) dξdηdϕ = 1, (2.21)
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where the integral should be regularized by deforming the integration path in
η from the real semiaxis into a contour in the complex η plane [31]. We again
note that there is no complex conjugation in Eq. (2.21), which is a general
property of the theory of SSs. The unperturbed bound state, which coincides
with the solution of the SS eigenvalue problem for F = 0, is denoted by E0
and ψ0(r).
2.2.2 Transverse momentum distribution
We describe in this subsection the derivation of TMD proposed in Ref. [31].
In the asymptotic region, the outgoing-wave boundary condition for Eq. (2.1)







where r⊥ = (x, y) = (r⊥ cosϕ, r⊥ sinϕ), k⊥ = (kx, ky) = (k⊥ cosϕk, k⊥ sinϕk),
and











Here Ai(x) is the Airy function [63]. The function g(z, k⊥) contains only an
outgoing-wave as z → −∞, and A(k⊥) is the amplitude of the transverse










Equation (2.15) with fν(η) given by Eq. (2.19) and Eq. (2.22) give two repre-
sentations of the same solution to Eq. (2.1) in the asymptotic region, thus the
amplitude A(k⊥) can be expressed in terms of the coefficients fν in Eq. (2.19)
and asymptotic parabolic channel functions Φν(ξ, ϕ) given by Eq. (2.11). To
deduce this desired relation, let us consider the asymptotics defined by
z → −∞, r⊥ = O(|z|1/2), k⊥ = O(|z|0). (2.25)
13
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By substituting this into Eq. (2.24), the integral can be calculated using the






which agrees with Eq. (2.25). This saddle point has a physical meaning [31]:
The position of an ionized electron accelerated by the electric field at very
large time is (r⊥, z) = (k⊥t,−Ft2/2), independently of the initial conditions,
which after eliminating time t, leads to Eq. (2.28). By calculating the integral













The TMD of the ionized electrons is thus given by














For the conclusion of this section, we again underline that the main objects of
physical interest to be found in the calculations are the SS eigenvalue (2.20)
and the TMD amplitude (2.29). Furthermore, each step of the formulation
must be implemented with high precision in order to obtain accurate results
for these quantities.
2.3 Computational procedure
The numerical procedure implementing the SS approach discussed in Sect. 2.2
is based on the SVD method [36] in combination with the R-matrix propa-
gation technique [37]. Such procedure is widely used ealier in the theory of
14
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atom-diatom chemical reactions [64, 65] and the three-body Coulomb prob-
lem [66–68]. An essential technical element of this procedure is the discrete
variable representation (DVR) [59–61]. All necessary details on constructing
DVRs associated with different types of classical orthogonal polynomials can
be found in Appendix A. In the following, we thoroughly discuss the present
procedure proposed in Refs. [31, 34] including some implementations enabling
one to calculate properly normalized SS’s eigenfunctions as well as TMDs for
arbitrarily oriented molecules.
2.3.1 Adiabatic eigenvalue problem
We first discuss the solution of the adiabatic eigenvalue problem (2.6). The
adiabatic channel functions behave as Φν(ξ, ϕ; η) ∝ ξ|m|/2 at ξ → 0 for a given
azimuthal quantum number m. For atomic potentials, we can use DVR basis
contructed from the generalized Laguerre polynomials L
|m|
n (sξ) [31] to expand
these functions due to the conservation ofm. However, in consideration general
molecular case, we have to couple different m’s. Hence functions Φν(ξ, ϕ; η)
contain integer as well as half-integer powers of ξ for ξ → 0 which cannnot be
represented by a single DVR basis with a fixed m. We evade this difficulty by
introducing a new variable [34]
x = (sξ)1/2, (2.31)
so that it results in retaining only integer powers of x at x→ 0 for the solutions
to Eqs. (2.6). The scaling factor s is introduced to speed up the convergence,
since it adjusts our basis in x to the region of localization of the main adiabatic
channels contributing to the expansion (2.15). It can be selected empirically


















− x[2(ξ + η)V (ξ, η, ϕ)
− 2Eξ + Fξ2 + 4βν(η)]
}
Φν(ξ, ϕ; η) = 0. (2.32)
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The solutions to this equation can be expanded in the direct product of two
independent basis sets in x and ϕ,













(x) is the DVR basis constructed from the ordinary Laguerre poly-
nomials L
(0)
n (x) [68], and π
(ϕ)
i2
(ϕ) is that based on the Chebychev quadrature
established from sine and cosine functions [69]. They satisfy the regularity
and asymptotic boundary conditions (2.6b) as well as the periodic boundary
conditions (2.6c), respectively. The algebraic eigenvalue problem is obtained
























(η) = 0, (2.34)
where xi and ϕi are the Laguerre and Chebyshev quadrature points, respec-
tively, and ξi = x
2



































Note that such algebraic eigenvalue problem (2.34) can be solved by standard
linear algebra routines provided by Linear Algebra PACKage (LAPACK) li-
brary [70]. Then the eigenvalues βν(η) and the coefficients a
ν
i1i2
(η) in Eq. (2.33)
can be obtained for the different adiabatic channels at any point η. The or-
thonormalization condition has to be consider by substituting Eq. (2.33) into








(η)aµi1i2(η) = δνµ, (2.36)




The approach for solving a two-dimensional eigenvalue problem (2.6) in
our calculations uses a global DVR basis and thus is only efficient for soft-
core potentials [71]. In this case, the DVR basis ensures rapid convergence
and high accuracy of the results. It is in principle feasible to deal with the
Coulomb singularities by adapting some local basis, like finite element. How-
ever its implementation for arbitrary oriented molecules does not seem to be
straightforward. Since we have to face with the intricate function defining the
positions of nuclei in terms of the coordinates ξ and ϕ that depends on the
internuclear configuration and orientation of the molecule [34].
2.3.2 Slow-variable discretization and R-matrix propa-
gation
The primary part of our calculations devotes to solving Eq. (2.1) in the inner
region 0 6 η 6 ηc based on the SVD method [36] in combination with the
R-matrix propagation technique [37]. This region is divided into N sectors,
0 = η¯0 < η¯1 < · · · < η¯N = ηc. (2.37)
Consider the k-th sector, η¯− ≡ η¯k−1 6 η 6 η¯k ≡ η¯+. The R-matrix basis in












ψ¯n(ξ, η, ϕ) = 0, (2.38)
where L is the Bloch operator [72],
L = η [δ(η − η¯+)− δ(η − η¯−)] ∂
∂η
, (2.39)
which incorporates the R-matrix boundary conditions. We introduce a new
variable y in the sector by
η = η(y), η(±1) = η¯±. (2.40)
The function η(y) is chosen to be such that its inverse maps the sector under
consideration onto the interval −1 6 y 6 1 and has different forms in the
first and further sectors. For general molecular potentials, in the first sector,
17
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the functions ψ¯n(ξ, η, ϕ) contain both integer and haft-integer powers of η as
ψ¯n(ξ, η, ϕ) ∝ η|m|/2 at η → 0. Similar to the treatment for adiabatic eigenvalue




(1 + y)2. (2.41)
Thus the solutions to Eq. (2.38) contain only integer of (1 + y) at y → −1
corresponding to η → 0. Such nonlinear variable transformations used in our
calculations have recently used in the calculations of elastic scattering on two-
center Coulomb potentials [73]. Meanwhile, in sectors with k > 2, the obstacle




[(η¯+ + η¯−) + (η¯+ − η¯−)y] . (2.42)
Another goal of such inhomogeneous transformations (2.41) and (2.42) in the
first and all subsequent sectors is to enable us to uniquely use the Legendre
polynomials Pn(y) [68] in constructing the DVR basis for SVD expansion of
the solutions to Eq. (2.38) in all sectors as





i (y)Φν(ξ, ϕ; ηi), (2.43)
with π
(η)
i (y) is the DVR basis constructed from the Legendre polynomials [68]
and ηi = η(yi) are the Legendre quadrature points. Substituting Eq. (2.43)
















cniν = 0, (2.44)
where K
(η)
















and Oiν,jµ is the overlap matrix of the adiabatic bases at the different quadra-
ture points,
Oiν,jµ = 〈Φν(ξ, ϕ; ηi)|Φµ(ξ, ϕ; ηj)〉. (2.46)
Note that the overlap matrix (2.46) is easily calculated numerically using the
Gaussian quadrature defining the Laguerre DVR in ξ and Chebychev DVR in
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ϕ. The algebraic eigenvalue problem (2.44) is straighforwardly solved. Thus we
obtain theR-matrix eigenvalues E¯n and eigenfunctions ψ¯n(ξ, η, ϕ) for the sector
with n = 1, 2, . . . , NSVD, where NSVD = NDVRNch. The different solutions of
Eq. (2.38) are orthonormal with weight η,∫ η¯+
η¯−







iν = δnm, (2.47)
which follows from the properties of the DVR basis functions [68] and Eq. (2.7).
The R-matrix R(η;E) for the solutions to Eq. (2.4) with respect to the
adiabatic channels is defined by [74]









Using the solutions to Eq. (2.44), the matrix R(η;E) can be propagated
through the sector. The propagation is performed using the recurrence re-
lation [37], which is explicitly derived in Appendix B, namely,
R(η¯±;E) = ±R(±,±) −R(±,∓)[R(η¯∓;E)±R(∓,∓)]−1R(∓,±), (2.49)







E¯n −E . (2.50)
Here
f¯nν (η¯±) = η¯
1/2









are the surface amplitudes of the R-matrix eigenfunctions, and
O±ν,jµ = 〈Φν(ξ, ϕ; η¯±)|Φµ(ξ, ϕ; ηj)〉, (2.52)
are the surface overlap matrices. Solving Eq. (2.38) for each sector in the inner
region and applying Eq. (2.49), one can propagate R(η;E) between any two

























The procedure described above is suitable for any given energy E and field F .
2.3.3 Outgoing-wave boundary condition and the match-
ing condition
In the outer region, η > ηc, it is difficult to achieve high accuracy in the
calculations of the uncoupled equations (2.16) by applying the outgoing-wave
boundary condition (2.19) on the real axis, since the solution fν(η) rapidly
oscillates as η → ∞ and approaches the asymptotic form very slowly. An
efficient solution of this obstacle is to deform the real interval [ηc,∞) into a
contour in the complex η plane and to solve Eq. (2.16) along the steepest

















dη′ = 0→ η ∈ C. (2.55)
This contour begins at η = ηc and runs to infinity in parallel to the ray
argη = π/3, thus Eq. (2.19) amounts to zero asymptotic boundary condition
for fν(η) on C. The integral in Eq. (2.55) has a sufficiently large value at a
chosen starting point η∞ ∈ C, then we propagate the solution of Eq. (2.16)
along C inward to ηc by the fourth-order Runge-Kutta method [75]. During
the propagation process, only the exponentially growing solution, which is our
desire, survives due to a well-known numerical instability caused by the finite
accuracy of the calculations [34]. Thus one can obtain the solutions fν(η) up to
a constant coefficient. We note that this procedure works also for F = 0 even
though the asymptotic form of the solution in this case differs from Eq. (2.19).






, ν = 0, . . . , Nch. (2.56)
Note that the contour C is also used to resolve the normalization condition of
the SS, Eq. (2.21).
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The matching condition. At η = 0, we have the regular solutions to
Eq. (2.4) as
Rνµ(0;E) = 0. (2.57)
At η → ∞, the solution satisfying the outgoing-wave boundary condition is
given as
Rνµ(ηc;E) = rν(E)δνµ, (2.58)
where rν(E) is given by Eq. (2.56). Equations (2.57) and (2.58) serve as the
boundary conditions for the R-matrix propagation. Starting from Eq. (2.57)
and propagating R(η;E) through k sectors to the right, we obtain Rleft(η¯k;E).
On the other hand, starting from Eq. (2.58) and propagating R(η;E) through
Nsec − k sectors to the left, we obtain Rright(η¯k;E). The requirement of conti-
nuity of the solution to Eq. (2.4) and its derivative with respect to η at η = η¯k
leads to the matching condition
det [Rleft(η¯k;E)−Rright(η¯k;E)] = 0. (2.59)
The values of E for which this equation is satisfied are the SS eigenvalues. We
solve Eq. (2.59) iteratively, starting from the known solution E = E0 for the
selected SS for F = 0 then incrementing F by sufficiently small steps. At each
step in F , we seek 0 of the smallest eigenvalue of the matrix in Eq. (2.59) clos-
est to the solution E found at the previous step using the Newton method [75].
The SS eigenfunction ψ(ξ, η, ϕ) is then constructed by propagating the corre-
sponding eigenvector using Eqs. (2.48), (2.49), (2.53), and (2.54). Applying the
normalization condition (2.21), we finally obtain the asymptotic coefficients
fν in Eq. (2.19). In this fashion, the SS can be continued to any generally
complex value of F which is essential for applications of SSs in the adiabatic
theory [47, 49].
2.3.4 Interpolation for TMD’s amplitude
The latest stage of our procedure is to calculate the TMD. Having the proper
asymptotic channel functions Φν(ξ, ϕ) and the asymptotic coefficients fν from
21
2.4. Weak field approximation





























is a function of two arguments, χ = k2⊥/F and ϕk in ξ and ϕ coordinates,
respectively. Thus to suit the formula (2.60), one has to make interpolation
to get the value of asymptotic functions (2.61) at arbitrary points rather than

















. The DVR basis π
(ϕ)
i (ϕk) based on Chebyshev quadra-










cos[km(ϕk − ϕi)], (2.63)
where ϕi are the Chebyshev quadrature points, ω
(ϕ)
i = 2π/Nϕ is the equal
scaled weight function and km =
1
2
(2m − N − 1) for m = 1, . . . , Nϕ with Nϕ
is the number of DVR basis set used in calculation. The interpolation in ξ
coordinate is done by using well-known DVR-FBR transformation for DVR
















Tni1ci1i2 with Tni is the transformation matrix following from
the Christoffel-Darboux identity, pn−1(χ) is the Laguerre polynomials L
(m)
n−1(χ),
and ω(ξ)(χ) = χme−χ is its corresponding weight function [68].
2.4 Weak field approximation
In the weak-field limit, F → 0, the energy E can be obtained from the per-
turbation theory [62], while the ionization rate Γ and TMD P (k⊥) can be
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Figure 2.1: Illutration of the unperturbed wave function of H+2 oriented under
an angle β with respect to the direction of the field in even 2pπ+ and odd 2pπ−
states. Different colors represent different signs of the wave function.
found using the weak-field asymptotic theory [38, 41]. In this section, we give
necessary details on the weak-field approximations used as a benchmark for
evaluating the accuracy of our numerical calculations.
2.4.1 Perturbation theory
For the sake of generality, we introduce here the case for linear molecular in a





(r′, θ′, ϕ′) denote the Cartesian and spherical coordinates in the laboratory and
molecular frame, respectively, where y′ = y and r′ = r. We choose a geometry
in which the molecular axis z′ lies on the xz plane of the laboratory frame.
The orientation of the molecule is defined by an angle β between its axis and
the direction of the electric field coinciding with that of the laboratory z axis,
see Fig. 2.1. Thus all vital characteristics of SS initiating from a given state
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are generally functions of F and β. The unperturbed solutions to Eq. (2.1) are
characterized by the projection M of the electronic angular momentum onto
the molecular axis. We confine our consideration for states with M = 0 (σ
state) and |M | = 1 (π states). The states for M 6= 0 are doubly degenerate,
since their energy do not depend on the sign ofM . This degeneracy is removed
by an arbitrarily weak field provided that β 6= 0. The correct wave functions
of the zeroth order are linear combinations of the two degenerate states [62].
One of them is even (+) and the other is odd (−) with respect to the reflection
y ↔ −y. This superscript coincides with the value of λ in Eq. (2.13b). All the
coefficients c|m| in this case are equal to 1, so even and odd adiabatic channel
functions Φν(ξ, ϕ; η) depend on ϕ as cos(mϕ) and sin(mϕ), respectively. In the
following, to avoid duplication in the notation, we omit λ from the multi-index
(2.14) and label the adiabatic channels by ν = (nξ, m), where m > 0. Note
that nondegenerate σ states belong to the class of even states.
In the molecular frame the unperturbed eigenfunctions can be expressed
using spherical coordinates as
ψnM(r







where n is a set of quantum numbers which, along with M , identify the state.
Let E0 and ψ0(r) denotes the solutions to Eq. (2.1) for F = 0. Then the energy
of the state in the second-order perturbation theory is given by [62]




where µz′ = 〈ψ0|z′|ψ0〉 is the permanent dipole moment along the molecular
axis. Note that µx′ = µy′ = 0 due to the axially symmetry of electronic density
in molecular frame. We also note that µz′ = 0 for non-polar systems. The
static dipole polarizability tensor in the molecular frame is diagonal, αx′ix′j =
αx′iδij , where αx′i is the polarizability in the direction of the axis x
′
i. These
dipole polarizabilities can be expressed in terms of the eigenvalues En|M | and





En|M | − E0 , (2.67)
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here the summation runs over the complete set of states excluding the unper-
turbed one indicated by subscript 0. For unperturbed states with M = 0 (σ
state), the matrix elements needed for implementing to Eq. (2.67) are given
by
〈ψn′M ′|x′|ψn0〉 = 1
2
〈f |M ′|n′ |r′ sin θ′|f 0n〉(δM ′1 + δM ′−1), (2.68a)
〈ψn′M ′|z′|ψn0〉 = 〈f |M
′|





|〈f 1n′|r′ sin θ′|f 0n〉|2




|〈f 0n′|r′ cos θ′|f 0n〉|2
En′0 − En0 . (2.69b)
For unperturbed states with M 6= 0, the even ψ+n|M | and odd ψ−n|M | correct


















For these states, the matrix elements are given by





〈f |M ′|n′ |r′ sin θ′|f |M |n 〉(δM ′M+1
± δM ′−M+1 + δM ′M−1 ± δM ′−M−1), (2.71a)
〈ψn′M ′|z′|ψ±n|M |〉 =
1√
2
〈f |M ′|n′ |r′ cos θ′|f |M |n 〉(δM ′M ± δM ′−M). (2.71b)




|〈f 0n′|r′ sin θ′|f 1n〉|2





|〈f 2n′|r′ sin θ′|f 1n〉|2




|〈f 1n′|r′ cos θ′|f 1n〉|2
En′1 − En1 . (2.72b)






|〈f 2n′|r′ sin θ′|f 1n〉|2




|〈f 1n′|r′ cos θ′|f 1n〉|2
En′1 − En1 . (2.73b)
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In the numerical calculation, a complete set of the eigenvalues En|M | and eigen-
functions f
|M |
n (r′, θ′) is obtained by solving Eq. (2.1) for F = 0 with zero
derivative boundary conditions on a sphere of sufficient large radius. We use
a single-center expansion in the molecular frame and diagonalize the unper-
turbed Hamiltonian in the direct product of two DVR basis set in r′ and θ′
constructed from the Legendre polynomials [68]. All the matrix elements are
calculated using Legendre quadrature. The polarizabilities αx′ and αz′ are
straightforwardly evaluated by summing over all states in Eqs. (2.69), (2.72),
and (2.73), including discretized continuum states for which En|M | > 0 [34].
We note that the above procedure allows us to calculate the correction
of the energy E for axially symmetry configuration corresponding to atomic
case which is much less laborious. In this case, the polarizabilities αx′ and αz′
coincide and can be simply denoted as α.
2.4.2 Leading-order weak-field asymptotic theory
The weak-field asymptotic theory (WFAT) of tunneling ionization of atoms
and molecules was recently developed in Ref. [38]. According to this theory,
the asymptotic of the ionization rate Γ for F → 0 is given by a sum of partial
rates for ionization into different channels defined by Eqs. (2.11) and (2.12)
and labeled by parabolic quantum numbers (nξ, m). In the leading-order ap-
proximation of the WFAT, the ionization rate is given by
Γas = (2− δm0)|G0m(β)|2W0m(F ). (2.74)
Here G0m is the structure factor [41, 42]
G0m = e
−κµzg0m, (2.75)
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Here κ =
√
2|E0|, Z is the asymptotic charge defined by Eq. (2.2), and m is
the azimuthal quantum number for the dominant ionization channel. In this























As a particular case of Eq. (2.79), one obtains the well-known isotropic Gaus-












The condition of applicability of Eqs. (2.74) and (2.79) is [38]
F ≪ Fc = κ
4
8|2Z − κ(m+ 1)| , (2.81)




Atomic Siegert states in an
electric field
3.1 Introduction
The implementation of the method constructing the SS stated in Chap. 2
enables us to consider the general potentials without any symmetry. Hence the
axially symmetry potentials corresponding to atoms [31] and linear molecules
aligned along the field [38] are considered to be specific cases.
It is instructive to introduce the illustrative results including the energy E ,
ionization width Γ, and TMD of ionized electrons as functions of electric field
F for a number of typical atomic potentials in this chapter. The exact results
are compared to those of the weak-field approximations, mean the second-order
perturbation theory and leading-order WFAT. The demonstration for atomic
cases given in this chapter is useful for confirming the accuracy as well as the
reliability of our recent implementation since they are shown to be perfectly
consistent to that reported in Ref. [31].
We again note that the present implementation is sufficient for treating only
one Coulomb singularity accurately, hence there is no limitation for considering
realistic atomic potentials. We confine our interest in two well-known types
of the atomic potentials: Coulomb potential corresponding to hydrogen atom,
and modelled potential with non-Coulombic core associating with noble-gas
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atoms. To dealing with these axially symmetry systems, we use a single basis
set π(ϕ) conjoining to ϕ = 0 in the DVR expansion (2.33) for solving adiabatic
eigenvalue problems. Hence the calculations is fast.
3.2 Hydrogen atom
Let us first discuss the pure Coulomb potential defined as
V (r) = −1
r
, (3.1)
corresponding to the H atom. The H atom occupies a special position in the
studies of the SS, since the Schro¨dinger equation in this case allows separation
of variables in parabolic coordinates [62]. We focus on the lowest SS of H
originating from the ground state labeled by its parabolic quantum numbers
(nξ, nη, m) = (0, 0, 0). The critical field for this state is Fc = 0.125 obtained
from Eq. (2.81). For the following illustration, we consider fields in the interval
0 6 F 6 0.4, where the upper boundary is well above Fc. Note that for
the present case, the channel (0, 0) is the only one contained in the SVD
expansion (2.43), thus it is easy to achieve essentially high accuracy. This
interesting feature manifests the enhanced O(4) symmetry of the Coulomb
potential [62, 78].
For H atom, the second-order perturbation theory straightforwardly pro-
duces the correction to the energy analytically within the parabolic coordinates
as [62, 79]
















where n is the principle quantum number of the state,
n = nξ + nη + |m|+ 1. (3.3)
In this present case, n = 1, we obtain E = −0.5 − 2.25F 2. While the correct
asymptotic result for the ionization rate from the ground state of H atom was






















































Figure 3.1: Energy E and ionization rate Γ for the ground state of H atom as
functions of the electric field F . Solid (black) lines for E and Γ: exact results.
Dashed (red) lines: results of the perturbation theory and WFAT, respectively.
Bottom panels: ratio of the exact to the WFAT results for Γ.
Note that the above formula is considered to be a special case of the leading-
order WFAT [38].
Figure 3.1 shows energy E and ionization rate Γ for the ground state of
H atom as functions of electric field F together with the results of pertur-

















































Figure 3.2: The normalized TMD for the ground state of H. Dashed (black)
lines: the leading-order WFAT results obtained from Eq. (2.80) divided by
Nas.
results shown in Fig. 3.1 converges to at least ten significant digits; within
this accuracy, they coincide with the results reported in [31] and the references
therein. The top panel shows that the energy E first goes down quadratically
with F . Its behavior agrees well with the prediction of the perturbation the-
ory in the tunneling regime, F < Fc. In over-the-barrier regime, F > Fc, the
energy continues to decrease, but then begin to rise again, having a minimum
at F ≈ 0.74 which is out of F range in Fig. 3.1. For the sake of intuitive ob-
servation, such strong F range is not included in Fig. 3.1, since the departure
of exact result from that of perturbation theory becomes more humongous as
F increases. The middle panel shows that in the tunneling regime the ioniza-
tion rate Γ exponentially grows and well agrees with the weak-field result in
Eq. (3.4). Then it rises almost linearly in the over-the-barrier regime, its de-
viation from the result of WFAT reaches 50% at F ≈ 0.05. The bottom panel
presents the ratio of the exact and WFAT results for Γ. This ratio is useful
for gauging the comparison with the WFAT in linear scale. We note that the
curve is not continued to smaller F because of a fundamental limitation of
the present numerical procedure in calculating very low ionization rates: The
procedure yields a complex number E, and Γ is obtained from its imaginary
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part, therefore our calculations with double precision fail if Γ/|E0| . 10−10.
The ratio Γ/Γas approaches to unity as F → 0 as expected. The major part of
the difference between two results are claimed to the next order of the weak-
field asymptotic theory [38]. Such correction is available for the H atom in an
arbitrary state and was reported in Refs. [39, 80–82].
From the formula of the TMD within the leading-order WFAT, Eq. (2.79),
one can see that the magnitude of the TMD is proportional to the ionization
rate Γ, and hence rapidly varies with F . To bring the vastly different results




P (k⊥) dk⊥, (3.5)
and present thus defined normalized TMD as a function of the scaled transverse
momentum k⊥/F 1/2 in Fig. 3.2 for the ground state of H atom. We recall the
relation between the ionization rate Γas and the TMD Pas(k⊥), Eq. (2.78),
as Γas = (2π)
−2 ∫ Pas(k⊥) dk⊥ and substitute it into Eq. (3.5) to obtain the
normalization factor within the WFAT as
Nas = (2π)2F−1Γas. (3.6)












as a function of k⊥/F 1/2 should not depend on F . Another goal of the nor-
malization and scaling is to reveal a departure of the exact results from the
prediction of the WFAT.
One can see in Fig. 3.2 that the normalized TMDs converge to the Gaussian
shape defined by Eq. (3.7) as F → 0. For stronger F , the width of TMD is
narrower, as can be seen from the fact that the curves in Fig. 3.2 shrink to
the left as F grows. This is explained by the action of the field term Fξ2/4 in
Eq. (2.12a) which lessens the extent of the channel functions φν(ξ). Therefore
the asymptotic channel functions Φν(ξ) also shrink in ξ, which reduces the
width of the TMD amplitude (2.29). We note that although the shapes of the
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Table 3.1: Convergence of SS eigenvalue E = E − iΓ/2 for Ar(3p) with respect
to the number of adiabatic channels Nch in the SVD expansion (2.43). All
values in the last line for each value of F are converged. a(b) means a× 10b.
F Nch |E| Γ
0 5 0.574 106 0
10 0.578 935 0
15 0.579 065 0
20 0.579 068 0
25 0.579 069 0
0.1 5 0.588 477 0.886 640(-2)
10 0.590 851 0.853 098(-2)
15 0.590 871 0.852 811(-2)
20 0.590 872 0.852 807(-2)
0.5 5 0.494 955 0.258 121
10 0.495 804 0.257 728
15 0.495 806 0.257 727
1.0 5 0.438 273 0.625 809
10 0.438 478 0.625 347
15 0.438 479 0.625 346
normalized TMDs are in good agreement with the prediction of the WFAT,
there is a big difference in the absolute magnitudes. For F = 0.05, for instance,
Eq. (2.80) overestimates the values of the exact P (k⊥) twice. This difference,
however, originates from the difference between Γas and the exact ionization
rate Γ as stated in above discussion and amounts to a common factor; it





We proceed to illustrate the calculation for potentials with non-Coulombic core
corresponding to noble-gase atoms which are many-electron systems. However,
we restrict our treatment for many-electron atoms within the single-active-
electron approximation by utilization of the potential form [83, 84] of
V (r) = −Zeff(r)
r
, (3.8)
where the effective charge Zeff monotonically decreases from the bare nuclear
charge N at r = 0, to 1 at r →∞. Equation (3.8) complies with Eq. (2.2). A
simple analytical formula for Zeff was proposed in [83],
Zeff(r) = N − (N − 1){1− [(b/a)(ear − 1) + 1]−1}. (3.9)
We consider an active electron described by the 2p, 3p, 4p, and 5p states for
Ne, Ar, Kr, and Xe, respectively, with azimuthal quantum number m = 0 in
all cases. The parameter sets (a, b) used in practical calculation for Ne(2p),
Ar(3p), Kr(4p), and Xe(5p) are (1.704, 2.810), (0.933, 3.600), (1.340, 4.311),
and (1.048, 5.197), respectively. Then the field-free energies obtained by using
these parameters are more accurate than those presented in [31] and identical
to the exact results from more accurate one-electron potentials in Refs. [85].
They are −0.793 366, −0.579 069, −0.515 141, and −0.446 019, respectively.
We note that in Ref. [31], the binding energy of Kr was shown to be smaller
than that of Xe, which is wrong. Thus to restore the correct order of the
binding energies, the parameters used for Kr was modified which is confusing
(see Fig. (3) in [31]). Such behavior in [31] is due to the improper choice of
the parameter sets (a, b) leading to the poor accuracy of the free-field energies.
Hence the present parameters enable us to obtain the correct order of the
binding energies of these considered noble-gas atoms. Apart from the pure
Coulomb potential where there is only one channel taken into account, for
non-Coulombic potentials, several adiabatic channels have to be considered in
the SVD expansion (2.43) to obtain acceptable convergence up to six significant
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Figure 3.3: Energy E and ionization rate Γ for the four noble-gas atoms as
functions of the electric field F . Solid (black) lines for E and Γ: exact results.
Dashed (red) lines: results of perturbation theory and asymptotic theory, re-
spectively. Bottom panels: ratio of the exact to the asymptotic results for
Γ.
E with respect to the number of adiabatic channels Nch in Table 3.1. The
convergence turns to be faster for stronger F since the relative role of the term
associating with the electric field F in Eq. (2.1) grows. It lessens the extent
of the adiabatic basis functions Φν(ξ) in ξ, thus the intervals between the
eigenvalues βν(η) grow and the non-adiabatic couplings (2.18) become weaker.
Among several channels under consideration, note that the lowest chan-
nel (nξ, m) = (0, 0) is considered to be dominant within the WFAT, thus the
critical fields obtained from Eq. (2.81) for Ne(2p), Ar(3p), Kr(4p), and Xe(5p)
are Fc = 0.4, 0.18, 0.13, and 0.09, respectively. In addition, the parame-
ters α and g00 used for perturbation and WFAT prediction for these atoms
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(see Eqs. (2.66) and (2.74)), respectively, were derived in [39] as (α, g00) =
(0.152, 2.1), (1.323, 2.7), (2.099, 2.3), and (3.079, 2.5), respectively. We con-
sider fields in the interval 0 6 F 6 1, where the upper boundary is well above
Fc for all cases.
Figure 3.3 shows the SS eigenvalues for all four noble-gas atoms together
with the comparison with results of the perturbation theory for the energy E
and leading-order WFAT for the ionization rate Γ as well as the ratio Γ/Γas
as functions of F . In all cases, the energy behaves nonmonotonically. First,
it goes down quadratically in F , in good agreement with the second-order
perturbation theory. Then it begins to rise and reaches a maximum, following
by rapidly decreasing again. For Xe, it is obvious to see that a maximum
appears at F ≈ 0.37, while corresponding maximum for Kr is F ≈ 0.97.
The behavior is similar for the other two cases of Ne and Ar. The larger is
the binding energy |E0|, the larger F at which the maximum happens. For
sufficiently small F , the ionization rate Γ rapidly decreases with the increase of
the binding energy |E0|, so the smallest and largest ionization rates correspond
to Ne(2p) and Xe(5p), respectively, in accordance with Eq. (2.74) (see middle
panels in Fig. 3.3). For all noble-gas atoms, the ratios of exact and asymptotic
ionization rate Γ/Γas approach to unity in the limit F → 0 as expected. The
curves do not continue to smaller F for the same double-precision limitation
as stated in Sec. 3.2 for H atom. A perculiar behavior can be seen here is
that the ratios Γ/Γas first decrease, but begin to rise again, having a minimum
at some intermediate F . For instance, for Xe(5p), the minimum occurs at
F ≈ 0.2. The same happens for the other atoms at larger values of F with
the order corresponds to the ascending order of the binding energy |E0|. This
fact indicates that the leading-order WFAT seems to work well not only in the
tunneling regime, F ≪ Fc, but also in the over-the-barrier regime, F > Fc,
which is wrong. Such peculiarity stems from the drawback of the WFAT that
takes into account the distribution from only one dominant ionization channel,
namely the channel (0, 0) in this present case. This explanation is elucidated in
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Figure 3.4: The asymptotic coefficients fν in Eq. (2.19), squared and normal-
ized, as functions of F for four noble-gas atoms.
determine the relative role of the different channels in Eq. (2.29). For F → 0,
only f00 survives. For larger F , f10 emerges to be comparable to f00 and finally
be dominant. The decrease of the contribution from channel (0, 0) results in the
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depression of Γas, hence the enhancement of the ratio Γ/Γas is to be observed
in Fig. 3.3. Note that for all four noble-gas atoms in the interval of F under
consideration, the ionization occurs in the lowest two channels (nξ, m) = (0, 0)
and (1, 0); the contributions from higher channels rapidly decay with nξ and
remain negligible.
Figure 3.5 presents the normalized TMDs for the noble-gas atoms as a func-
tion of scaled argument k⊥/F 1/2. For weak electric field F = 0.1, the TMDs
have Gaussian distribution following by the prediction of WFAT in Eq. (2.80).
However, for stronger F , the behavior of TMDs becomes nonmonotonically.
This is straightforwardly understood by the extra contribution from channel
(1, 0) to Eq. (2.30) determining exact TMD as shown in Fig. 3.4. The inter-
play between the distributions from two channels (0, 0) and (1, 0) results in
the striking demeanour seen in Fig. 3.5. One can see that the shape of TMDs
changes qualitatively and departs from the Gaussian distribution as F grows:
A maximum at k⊥ = 0 first turns into a minimum, and then again becomes a
maximum. Taking Ar(3p) as an illustration, a change from a maximum to a
minimum appears between F = 0.3 and 0.4: Indeed, this is the region where
f10 reaches a significant value. Then a maximum is recovered for stronger F
(i.e., for F = 1.0) since in this interval f10 already overcomes f00 and gives the
dominant contribution, see Fig. 3.4. From such behavior we draw the conclu-
sion that the dependence of the shape of the TMDs on F in case of noble-gas
atoms is stronger than that in the H case, and for sufficiently large F the pre-
diction of WFAT, Eq. (2.80), fails even qualitatively. Note that even for the
first-order correction WFAT introduced in [39], such evolution of TMDs with
F is not available. Since this correction was done only for a single dominant
channel (0, 0) along with bypassing the vital distribution from channel (1, 0),
hence it only works well up to the boundary Fc of the over-the-barrier regime.
Meanwhile, the maximum field amplitude in currently available laser pulses
far exceeds Fc. Thus the role of exact calculation is proved to be indispens-
able for the study of ionization process in the over-the-barrier regime, F > Fc.
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Figure 3.5: The normalized TMD for the four noble-gas atoms. Dashed (black)
lines: the leading-order WFAT results obtained from Eq. (2.80) divided by Nas.
end of Sec. 3.2 for H atom can be repeated here.
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Chapter 4
Molecular Siegert states in a
static electric field
4.1 Introduction
In this chapter we introduce the numerical results for arbitrarily oriented poly-
atomic molecules. Here, we restrict our treatment to non-polar linear molecule
in case of H+2 . The hydrogen molecular ion H
+
2 is modeled by the soft-core po-
tential given by [71]
V (r) = − 1√|r−R/2|2 + ǫ −
1√|r+R/2|2 + ǫ . (4.1)
Here the nuclei are assumed to lie on the xz plane, R = (R sin β, 0, R cos β),
where R is the internuclear distance, β is the angle between the internuclear
axis and the electric field, and ǫ is the softening parameter. This potential
satisfies Eq. (2.2) with Z = 2. In our calculation, the internuclear distance
is set equal to its equilibrium distance of R = 2 and the softening parameter
is chosen to be ǫ = 0.09, which is small enough for the energies of the bound
states to be reasonably close to those in the pure Coulomb potential with
ǫ = 0. The potential (4.1) is symmetric with respect to the xz plane, and the
field does not break this symmetry. Therefore for the present model the wave
functions ψ(ξ, η, ϕ), which are solutions to Eq. (2.1), can be classified by even
and odd with respect to the xz plane. We again note that the unperturbed
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bound states in the potential (4.1) are characterized by the projection M of
the electronic angular momentum on the internuclear axis. States with M = 0
(σ states) are even. They are not degenerate, so the superscript + in this case
can be omitted. States with M 6= 0 are doubly degenerate, since their energy
does not depend on the sign of M . The even and odd states discussed above
are linear combinations of the degenerate states. To illustrate the different
symmetry cases, we consider the SSs originating from the unperturbed ground
state 1sσ and two degenerate excited states 2pπ±.
We first consider the 1sσ state of H+2 as an example to illustrate the behav-
ior of the different functions involved in the formulation of the present method.
This information is helpful for understanding the method, but also provides a
valuable insight into the underlying dynamics; for the sake of generality, it is
not included in Chap. 3 for illustration of atomic species. Note that for the
case where the molecular axis is not parallel to the field direction, the different
azimuthal components of the SS eigenfunction must be coupled. In practical
operation for the 1sσ state of H+2 we use 19 Chebyshev basis functions π
(ϕ) in
the DVR expansion (2.33) for solving the adiabatic eigenvalue problems. Thus
the calculations become much more laborious.
The energies E and ionization rates Γ for 1sσ and 2pπ± states of H+2 as
functions of field F and orientation angle β are calculated and compared with
the predictions of the perturbation theory [62] and WFAT [38], respectively.
Note that the main work for calculating the SS eigenvalues was reported in [34].
Here we provide more detailed investigations of the SS eigenvalues, especially
for the ionization rate Γ of the 2pπ+ state at sufficient small β. In addition,
the calculations of the normalized SS eigenfunctions ψ(r) of these states are
carried out. This enables us to obtain the TMD amplitude (2.29) reported
in [35]. In the following sections the field and orientation dependence of the
TMD (2.30) are illustrated including the comparison with the predictions of
the WFAT.
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4.2 Adiabatic channels and the total SS eigen-
function
In this section, we consider the 1sσ state at fixed orientation angle β = 90◦
to study the adiabatic channels and the SS wave functions. The field-free
energy of this state in the present soft-core model is E0 = −0.962 366 , which
is slightly higher than the corresponding energy −1.102 634 for ǫ = 0. Note
that we can in principle obtain more accurate E0 by reducing the softening
parameter ǫ in Eq. (4.1). For instance, the field-free energy of this state for
similar internuclear distance but for a sharper potential with ǫ = 0.0009 is
E0 = −1.096 342, which is closer to the pure Coulomb case. However, to
obtain the converged SS eigenvalue E for such a sharp potential, the number
of DVR funtions must be essentially increased, so the calculations become more
time-consuming. This is out of our illustrative scope. The discussion of the SS
eigenvalue for sharp potential with ǫ = 0.0009 was reported in [34] restricted
to the calculations for parallel geometry with β = 0. For the 1sσ state, from
Eq. (2.81) we obtain the critical field Fc = 0.18. In the calculations below
we consider fields in the interval 0 6 F 6 0.5, where the upper boundary is
well above Fc. We discuss all quantities associating with only the four lowest
adiabatic channels with (nξ, m) = (0, 0), (0, 1), (1, 0), and (0, 2). However
in the calculations, to achieve convergence of the results, 70 channels were
coupled.
Figure 4.1 illustrates the behavior of the adiabatic potentials (2.17) as
functions of η for the four lowest adiabatic channels at two representative
values of F . The potentials involve the eigenvalues βν(η) defined by Eqs. (2.6).
The left panel shows the real part of the potentials. The horizontal lines
indicate the energy E of the state. For the present state in the interval of F
considered and all orientation angles β, the lowest channel (0, 0) produces the
dominant contribution to the expansion (2.15) for the SS eigenfunction (see
Fig. 4.6 below). The evolution of the corresponding adiabatic potential with
F illustrates a transition from the tunneling to the over-the-barrier ionization
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Figure 4.1: Adiabatic potentials (2.17) for the four lowest adiabatic channels
ν = (nξ, m) in the 1sσ state at the orientation angle β = 90
◦. Solid (dashed)
lines: results for F = 0 (F = 0.5). The horizontal (black) lines in the left
panel show the real part E of the SS eigenvalue (2.20).
regime. For F = 0, the potential approaches 0 as η → ∞, and the state is
bounded, since E < 0. For 0 < F ≪ Fc, the behavior in the interval of η shown
in the figure remains similar to the case F = 0, but at larger η the potential
linearly goes down, because of the field term, and eventually becomes lower
than E . Now the electron can escape from the system by tunneling. This is
the situation treated in the WFAT [38]. As F grows further, the potential
barrier becomes narrower and lower. For F > Fc it becomes lower than E ,
and then the electron can fly away through a classically accessible window
over the barrier. This is the case for F = 0.5. We note that this simplified
one-channel picture should not be taken too literally: one should remember
that there exist nonnegligible nonadiabatic couplings to other channels. The
right panel of the figure presents the imaginary part of the potentials which
originates from the imaginary part of the eigenvalues βν(η). The results are
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Figure 4.2: Channel functions Φν(ξ, ϕ; η) [see Eqs. (2.6)] for the same four
adiabatic channels as in Fig. 4.1 at three representative values of η in the
field-free case, F = 0.
shown only for F = 0.5, since for F = 0 the eigenvalues are purely real. The
curves monotonically approach 0 as η grows and behave asymptotically as 1/η.
Figure 4.2 shows the behavior of the adiabatic channel functions Φν(ξ, ϕ; η)
for F = 0. In this case the functions are real. We consider the same four chan-
nels as in Fig. 4.1 at three representative values of η. The even solutions to
Eqs. (2.6) as functions of azimuthal angle ϕ can be expanded in the basis
of cos(mϕ); this approach is indeed used in our numerical procedure [34, 35].
The set η = 0 coincides with the positive half of the z axis. Here only the
m = 0 component exists in the expansion. Therefore the channel functions
at η = 0 do not depend on ϕ. The set η = 1 is a paraboloid which passes
through the inner regions of the potential well. Here the channel functions
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Figure 4.3: Channel function Φν(ξ, ϕ; η) for the lowest adiabatic channel ν =
(0, 0), as in the top row of Fig. 4.2, but for F = 0.5.
demonstrate strong dependence on ϕ, which corresponds to the presence of
components with m > 0. For example, for channels (0, 0) and (1, 0) the com-
ponent m = 0 still dominates, but the contribution from m = 2 becomes
appreciable; the higher components remain small. The dominant components
for channels (0, 1) and (0, 2) now are m = 1 and m = 2, respectively, instead
of m = 0. The set η = const → ∞ is a plane parallel to the xy plane which
crosses the z axis at z = −η/2. Here the channel functions acquire a separable
form following from Eqs. (2.11) and (2.13b). Thus for channels (0, 0) and (1, 0)
they become independent of ϕ, while for channels (0, 1) and (0, 2) they become
proportional to cosϕ and cos 2ϕ, respectively. This asymptotic behavior of the
channel functions is illustrated for η = 70. One can notice that the depen-
dence of the channel functions on ξ in the asymptotic region also agrees with
their classification by parabolic quantum numbers (nξ, m). The function (0, 0)
monotonically decays with ξ, the functions (0, 1) and (0, 2) have one zero at
ξ = 0, and the function (1, 0) turns zero at some intermediate value of ξ. For
F > 0 the adiabatic channel functions become complex. Figure 4.3 illustrates
the behavior of the real and imaginary parts of the lowest channel function for
F = 0.5. This function and its evolution in η look similar to the case F = 0
shown in the top row of Fig. 4.2. The same holds for the other channels, so
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Figure 4.4: Asymptotic eigenvalues βν [see Eqs. (2.12)] as functions of F for the
four lowest adiabatic channels ν = (nξ, m) in the 1sσ state at the orientation
angle β = 90◦.
we do not show them.
In the asymptotic region η →∞ the adiabatic channels are defined by the
solutions to Eqs. (2.12). For F = 0, the solutions to this eigenvalue problem
can be found analytically [38],

















n (x) are the generalized Laguerre polynomials [63]. For F > 0, the
solutions become complex. Figure 4.4 illustrates the behavior of the asymptotic
eigenvalues βν as functions of F for the four channels discussed above. Figure
4.5 shows the corresponding eigenfunctions φν(ξ) for two values of F . For
sufficiently small F , the departure of the real parts of βν and φν(ξ) from their
field-free values given by Eqs. (4.2) has power-series dependence on F and can
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Figure 4.5: Asymptotic eigenfunctions φν(ξ) [see Eqs. (2.12)] for the same
four adiabatic channels as in Fig. 4.4. Solid (dashed) lines: results for F = 0
(F = 0.5).
be described by the perturbation theory [39]. While for F = 0.5, which is
in the over-the-barrier regime, this departure is appreciable. The imaginary
parts of βν and φν(ξ) originate from the imaginary part of the SS eigenvalue
E in Eq. (2.12a) which cannot be explained by the perturbation theory. Their
magnitudes grow exponentially with F in the tunneling regime, and continue
to grow, but less rapidly, in the over-the-barrier regime.
Having discussed the adiabatic channels, we now turn to the coefficient
functions fν(η) in the expansion (2.15). These functions satisfy Eqs. (2.16)
and the outgoing-wave boundary conditions (2.19). Figure 4.6 illustrates the
behavior of fν(η) for two values of F . Note that for the 1sσ state at β = 90
◦
these functions for channels with odd m identically vanish, because the SS
eigenfunction in this case is symmetric with respect to the yz plane. This
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Figure 4.6: Coefficient functions fν(η) in Eq. (2.15) for the three lowest adia-
batic channels ν = (nξ, m) contributing to the expansion [channel (0, 1) does
not contribute] in the 1sσ state at the orientation angle β = 90◦. Solid (dashed)
lines: results for F = 0 (F = 0.5).
explains the absence of channel (0, 1) in the figure. We also note that for both
values of F channel (0, 0) dominates in the expansion (2.15). For F = 0, the
functions fν(η) are localized in the potential well and rapidly decay beyond η ≈
5. For F > 0, they become delocalized. Their oscillatory behavior in the region
η & 5 represents the outgoing wave described by Eq. (2.19). The oscillations
of the real and imaginary parts are shifted in phase by π/2, in accordance
with Eq. (2.19). In the tunneling regime the amplitude of the outgoing wave
is exponentially small in F [38], but in the over-the-barrier regime shown in
the figure it is similar to the values of fν(η) inside the potential well. By
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Figure 4.7: Asymptotic coefficients fν in Eq. (2.19) as functions of F for the
same channels as in Fig. 4.6.
comparing fν(η) at large η with Eq. (2.19) the asymptotic coefficients fν are
obtained. Figure 4.7 illustrates the behavior of fν as functions of F . These
coefficients are complex and their phase depends on F . Their absolute value
squared gives the partial rate for ionization into the corresponding channel [38].
The ionization into channel (0, 0) is seen to be dominant in the interval of F
considered.
We finally discuss the total SS eigenfunction ψ(r). It is given by Eq. (2.15)
as a function of parabolic coordinates (ξ, η, ϕ). To illustrate its behavior in a
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Figure 4.8: SS eigenfunction averaged over ϕ [see Eq. (4.3)] in the 1sσ state




















Figure 4.9: Same as in Fig. 4.8, but for F = 0.5.
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Figure 4.8 shows this function for F = 0, when ψ(r) coincides with the unper-
turbed bound state ψ0(r). In this case ψ¯(ξ, η) is real and rapidly decays as its
arguments grow, as it should be for a bound state. The decay in ξ and η can
be related to the corresponding behavior of the channel functions Φν(ξ, ϕ; η)
and coefficient functions fν(η) shown in Figs. 4.2 and 4.6, respectively. Figure
4.9 shows ψ¯(ξ, η) for F = 0.5. Now the function is complex. It still decays in ξ,
but has an outgoing wave as η →∞. Its oscillations approximately reproduce
the behavior of f00(η) shown in Fig. 4.6, because channel (0, 0) produces the
dominant contribution to Eq. (2.15) in the present case.
4.3 The ground 1sσ state
4.3.1 The SS eigenvalue
We turn to discuss the SS eigenvalues. The exact results are compared with
those obtained by the weak-field approximations stated in Sec. 2.4. The static
dipole polarizabilites in Eq. (2.69) for the 1sσ state of H+2 are αx′ = 2.8775
and αz′ = 5.9095. We again note that the azimuthal quantum number of the
dominant channel in Eq. (2.74) is m = 0. The asymptotic coefficient g00 for
producing ionization rate Γ as well as TMD for the 1sσ state of H+2 varies with
respect to orientation angle β.
Figure 4.10 presents the energy E and ionization rate Γ as functions of
electric field F for four representative orientation angles β varying from 0◦ to
90◦. The top panels in Fig. 4.10 present the energy E of the state. For all
alignment configurations of the molecule, E decreases monotonically as field
F grows. For sufficiently small electric field in tunneling regime, F 6 Fc,
the energy decreases quadratically with F in agreement with the prediction of
the second-order perturbation theory as it should be. While in the over-the-
barrier regime, F > Fc, the energy continues to decline almost linearly in the
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Figure 4.10: Energy E and ionization rate Γ for the 1sσ state of H+2 as functions
of the electric field F for four representative orientation angle β. Solid (black)
lines for E and Γ: exact results. Dashed (red) lines: results of perturbation
theory and WFAT, respectively. Bottom panels: ratio of the exact to the
WFAT results for Γ.
interval of F under consideration. A large deviation of the results from those of
the perturbation theory is obviously observed. The middle panels present the
ionization rate Γ of exact calculations as well as WFAT results in logarithmic
scale for intuitive observation at small electric field F . For all orientation angles
β, Γ exponentially increases in the tunneling regime and continues to grow
but less rapidly, almost linearly in the over-the-barrier regime. The results of
WFAT seems to approach and even be identical with those of exact calculations
at small F under consideration for all orientations. In fact, there still exists
large deviation between two sets of results. To look into this difference, we
again provide the ratio of the exact and WFAT results for Γ in the bottom
panels. The curves are not continued to smaller F because of the double-
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Figure 4.11: Energy E and normalized ionization rate Γ for the 1sσ state
of H+2 as functions orientation angle β for three representative values of the
field in tunneling (F = 0.05), at the boundary (F = 0.2) and over-the-barrier
(F = 0.4) regimes. Solid lines: exact results. Note that for F = 0.2 and
F = 0.4 the results in the right panel are multiplied by 4. Dashed lines for E
and Γ: results of perturbation theory and WFAT, respectively.
precision limitation of the numerical procedure pointed out in Sec. 3.2 for H
atom. It can be clearly seen that for all orientations the ratio Γ/Γas approaches
unity linearly as the field F → 0, as it should be in accordance with Eq. (2.74).
The linear dependence of Γ/Γas on F hold up to the onset Fc of the boundary
between tunneling and over-the-barrier regimes. This dependence originates
from the first-order correction to WFAT in Eq. (2.74) that linearly depends
on F . We note that the departure of Γ from Γas is small only under condition
F ≪ Fc. One can see that for stronger field F < Fc, but still in the tunneling
regime, this deviation become enormous. For instance, for F = 0.1, the Γas
already overestimates the exact Γ by a factor of 2. The major part of this
difference could be accounted for by the next order of the WFAT, means first-
order WFAT in Ref. [86].
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There exist several accurate results for the energy and ionization rate of
the 1sσ state with the pure Coulomb H+2 in a static electric field obtained
by different methods in the literature [87–90]. For relating our work to these
previous studies, we have performed calculations for the internuclear distance
R = 6 with ǫ = 0.0009. Our result of the ionization rate for parallel geometry
β = 0◦ for F = 0.0533 is Γ = 7.12 × 10−6 [34], which is slightly larger than
the result Γ = 5.69 × 10−6 reported in [87]. However, our result essentially
consists with that reported in [87] by giving the rapid variation of Γ as a
function of F in the tunneling regime. The difference in the ionization rate
stated above is due to the non-zero value of the softening parameter ǫ in our
present calculations.
Figure 4.11 shows the energy E and ionization rate Γ for the 1sσ state calcu-
lated using the same parameters as in Fig. 4.10, now as functions of orientation
angle β for three representative values of the field in the tunneling (F = 0.05),
around the boundary (F = 0.2) and in the over-the-barrier (F = 0.4) regimes.
The orientation dependence of the energy E is shown in the left panel. The
perturbation theory excellently predicts the exact results for the weakest field.
We note that these two results for F = 0.05 still have minor deviation which
cannot be distinguished at the figure scale. Even for the strong field around the
boundary between the tunneling and over-the-barrier regimes, the behavior of
the exact E with respect to β follows well the prediction of the perturbation
theory, Eq. (2.66), with a shift that is almost uniform in β as seen for F = 0.2.
However, for stronger field F = 0.4 in the over-the-barrier regime, the per-
turbation theory fairly reproduces the exact energy E due to the limitation
of the theory itself [62]. Since in the present case of 1sσ state αx′ < αz′, the
energy monotonically grows as β grows from 0◦ to 90◦ for a fixed value of F .
The right panel of Fig. 4.11 presents the orientation dependence of the ioniza-
tion rate Γ divided by the field-dependence factor W00(F ) for the dominant
ionization channel (0, 0) defined by Eq. (2.77). According to the WFAT, this
ratio in the weak-field limit is given by the structure factor |G00(β)|2, which
is identical to the asymptotic coefficient |g00(β)|2 defined by Eq. (2.76) for
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non-polar H+2 . We note that the ratio Γ/W00(F ) is useful for extracting the
behavior of the orientation dependence of Γ for a wide range of electric field
F within a common scale since the field factor W00(F ) exponentially depends
on F . It can be observed that the orientation dependence of the exact results
approach to |g00(β)|2 as F → 0, although the magnitude differs by a factor of
0.8, which complies with the value of Γ/Γas for F = 0.05 shown in Fig. 4.10.
This fact indicates that the first correction term for the ionization rate Γas
in Eq. (2.74) within WFAT only weakly depends on β [86]. For the stronger
field in the over-the-barrier regime, the dependence of the ratio Γ/W00(F ) on
β becomes flatter and its magnitude essentially differs from the predictions of
Eq. (2.74). Another interesting feature can be seen from Fig. 4.11 is that for
all F under examination, the ionization rate has a maximum at β = 0◦ and a
minimum at β = 90◦ despite the binding energy |E| generally decreases with
the increase of β (see left panel of Fig. 4.10). It means that the active electron
is more favouritely ionized in the parallel orientation than in perpendicular
case. Similar observation can be found in the literature in the framework of
time-dependent calculations of ionization yield using laser fields whose inten-
sity belongs to the tunneling regime [91–94]. The maximum ionization rate at
β = 0◦ for the 1sσ state can be explained by the maximal localization of the
electronic cloud along the molecular axis which is parallel to the field direction.
The stronger the electron distributes along the laser polarization, the larger
the ionization rate is [92].
4.3.2 Transverse momentum distribution
Unlike the atomic cases where the TMD is always isotropic due to the spherical
symmetry of the potential, the TMDs for molecular case in general have an
additional important characteristic, the angular dependence regarded as the
anisotropy part of the TMDs. Figure 4.12 presents normalized TMDs at four
orientation angles β and two values of F . At all orientations, the TMDs look
almost isotropic and have quite similar Gaussian-like shapes, in accordance
with Eq. (2.80). However, a more careful inspection of the figure can detect
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Figure 4.12: Normalized TMD P (k⊥)/N [see Eqs. (2.30) and (3.5)] as a func-
tion of the scaled transverse momentum k⊥/F 1/2 for the 1sσ state at several
representative orientation angles β and fields F .
some differences. To explore the differences, we show in Fig. 4.13 cuts of the
TMDs as a function of k⊥/F 1/2 along the ray at ϕk = 0. For comparison,
we also show the WFAT results obtained from Eq. (2.80) and divided by Nas.
For the weaker field F = 0.05, the exact results are in close agreement with
Eq. (2.80), although there still is a small difference which depends on β. For
the stronger field F = 0.5, the difference is more pronounced. One obvious
strong-field effect is that the widths of the TMDs measured at half-height
become smaller. We again note that although the shapes of the normalized
TMDs are in good agreement with the predictions of the WFAT, there is a
big difference between the absolute magnitudes. For F = 0.5, for example,
Eq. (2.80) overestimates the values of P (k⊥) by about a factor of twenty.
This difference, however, originates from the difference between Γas and the
exact ionization rate Γ (see Fig. 4.10) and amounts to a common factor; it
results in the different values of Nas and N and is canceled in the normalized
representation.
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β = 90◦
Figure 4.13: Cuts of the normalized TMDs shown in Fig. 4.12 along the ray
ϕk = 0. Dashed (black) lines: the leading-order WFAT results obtained from
Eq. (2.80) divided by Nas.
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Figure 4.14: Normalized anisotropic part [P (k⊥) − P¯ (k⊥)]/N [see Eq. (4.4)]
of the TMDs shown in Fig. 4.12.
There is another strong-field effect which manifests itself in the anisotropy
of the TMDs at nonzero β (for the present state at β = 0◦, the TMD remains
isotropic for all fields). To make this anisotropy visible, we subtract from






P (k⊥) dϕk, (4.4)
and again divide the difference by N . The results are shown in Fig. 4.14. The
subtraction eliminates the isotropic contribution from the dominant channel
(0, 0) and reveals small contributions from higher channels with nonzero m,
which depend on ϕk. The anisotropy of the TMD reflects the symmetry of the
SS eigenfunction. For all orientations, the SS is even with respect to the xz
plane, and so is the TMD. At small β, the main correction to the dominant
isotropic term in Eq. (2.29) comes from channel (0, 1), whose contribution is
∝ cosϕk. But at β = 90◦ the coefficient of this term vanishes, because at this
orientation the SS acquires an additional symmetry — the SS eigenfunction
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is even with respect to the yz plane. In this case the main correction comes
from channel (0, 2) and is ∝ cos 2ϕk. Figure 4.14 illustrates this evolution of
the anisotropic part of the TMD with the variation of β. It also shows that
the magnitude of the anisotropic part grows with F and the anisotropic shape
depends weakly on F .
To summarize for this present case, although the TMDs shown in Fig. 4.12
look like what one would expect from Eq. (2.80), there exist strong-field effects
resulting in the deviation of their magnitudes and shapes from the predictions
of the leading-order WFAT [38]. The difference in magnitudes is explained by
the difference between the exact and WFAT ionization rates; it grows with F
and becomes large for F & Fc. The difference in shapes is seen in a smaller
width of the TMD and the appearance of anisotropy. For the 1sσ state, these
deviations, however, remain rather small even for an over-the-barrier field F =
0.5.
4.4 The fisrt excited 2pπ± states
4.4.1 The SS eigenvalue
We now consider the 2pπ states of H+2 . As discussed in Sec. 2.4, for F = 0 there
are two degenerate 2pπ states, one of which is even 2pπ+ and the other is odd
2pπ− with respect to the refection y ↔ −y. Their energy in the present soft-
core model is E0 = −0.418 947, which is again higher than the corresponding
energy −0.428 772 for ǫ = 0. The static dipole polarizabilities from Eqs. (2.72)
and (2.73) in the direction of the x′ axis for the even and odd states are
αx′ = 93.6687 and 19.2303, respectively; in the direction of the z
′ axis are
αz′ = 23.4056 in both cases. For the 2pπ
+ state at β 6= 0◦, the dominant
channel is (0, 0) and the critical field estimated from Eq. (2.81) is Fc = 0.029.
For the 2pπ+ state at β = 0◦ and the 2pπ− state at any β, the dominant channel
is (0, 1) and the critical field is Fc = 0.042. We discuss the SS eigenvalues as
well as TMDs for these states in the interval of fields up to F = 0.07, which is
well above the critical fields.
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Figure 4.15: Energy E and ionization rate Γ for the 2pπ± states of H+2 as
functions of the electric field F for β = 0◦. Solid (black) lines for E and Γ:
exact results. Dashed (red) lines: results of perturbation theory and WFAT,
respectively. Bottom panel: ratio of the exact to the WFAT results for Γ.
Let us first discuss the parallel geometry with β = 0◦. In this case, states
2pπ+ and 2pπ− are related by a rotation of 90◦ about the direction of the field,
so that they remain degenerate for all value of F . Figure 4.15 shows the energy
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and ionization rate of these states for β = 0◦ as functions of F . The exact
results are then compared with those of the weak-field approximations. We
again note that the dominant channel in this case is (0, 1) and the critical field
is Fc = 0.042. The top panel presents the exact energy E together with that
of the perturbation theory. We recognize a similar trend as for the 1sσ state
discussed previously in Sec. 4.3.1. The perturbation theory reproduces energy
E in a wide range of F 6 Fc in the tunneling regime. As seen in the middle
panel of Fig. 4.15, the leading-order WFAT also performs well for ionization
rate Γ in the limit F → 0. Namely, the ratio Γ/Γas linearly approaches unity
as F decreases to 0 in the bottom panel. The curve in this panel is not
continued to smaller F due to the same reason stated previously in Sec. 4.3.1.
For stronger F > Fc in over-the-barrier regime, the departure of the exact
ionization rate Γ from that of the WFAT is remarkable as expected.
Figure 4.16 shows the results for 2pπ+ state at four representative orienta-
tion angles β. The dominant channel in this case is (0, 0) and the critical field
is Fc = 0.029. For sufficiently large β such as 60
◦ and 90◦, the SS eigenvalues
perform similarly to that shown in Figs. 4.10 and 4.15. However, an interesting
feature of the ratio Γ/Γas in the bottom panels can be observed for β = 5
◦ and
30◦. In these cases, the ratios apparently cross unity around F = 0.035 and
F = 0.01 for β = 5◦ and 30◦, respectively. The ratio Γ/Γas for β = 5◦ reaches
to a maximum value of about 2 at around F = 0.022 then starts decreasing
to approach unity with the positive slope as F → 0. Similar trend is also seen
for β = 30◦. Unfortunately, we cannot check for the ratio going beyond unity
since it is not available to calculate the ionization rate for smaller F . Such
difference in the behavior of Γ/Γas is explained by the emergence of channel
(0, 1) which is comparable with the dominant channel of (0, 0) (see Fig. 4.21
in the following discussion in Sec. 4.4.2). The contributions from these two
channels are not explained by the leading-order WFAT [38]. The change of
the dominant channel for a given F occurs at a critical angle βc ∝ F 1/2 [34,41].
For β . βc, the contributions from both channels must be retained and the
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Figure 4.16: Energy E and ionization rate Γ for the 2pπ+ state of H+2 as
functions of the electric field F for four representative orientation angle β.
Solid (black) lines for E and Γ: exact results. Dashed (red) lines: results of
perturbation theory and WFAT, respectively. Bottom panel: ratio of the exact
to the WFAT results for Γ. Dash-dotted (blue) lines for β = 5◦ and 30◦: results
of WFAT retaining two dominant channels, Γas(β.βc), see Eq. (4.5).








We also show in Fig. 4.16 the ionization rate Γas(β.βc) obtained from Eq. (4.5) as
well as the ratio Γ/Γas(β.βc) shown by the dash-dotted blue lines in the middle
and bottom panels for β = 5◦ and 30◦. The ratio Γ/Γas(β.βc) for β = 5
◦ is
seen to behave similarly to the ratio Γ/Γas for β = 30
◦. While for β = 30◦, the
difference between the ratio Γ/Γas(β.βc) and the ratio Γ/Γas is not appreciable.
This confirms that the relative role of the last term in Eq. (4.5) corresponding
to the distribution of channel (0, 1) decreases as β increases.
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Figure 4.17: Energy E and normalized ionization rate Γ for the 2pπ+ state of
H+2 as functions orientation angle β for three representative values of the field.
Note that for F = 0.05 the results in the right panel are multified by 4. Solid
lines: exact results. Dashed lines for E and Γ: results of perturbation theory
and WFAT, respectively.
Figure 4.17 presents the angular dependence of the energy E and ionization
rate Γ for the 2pπ+ state calculated for the same parameters as in Fig. 4.16 at
three representative values of the electric field. In the left panel, we observe the
same situation as for the 1sσ state. The perturbation theory works perfectly
for F up to the boundary Fc, while for stronger field in over-the-barrier regime,
F = 0.05, the perturbation theory fairly reproduces the exact result. However
the energy monotonically goes down as β increases for fixed F in contrast
to the 1sσ state (see Fig. 4.11) since in this present case αx′ > αz′. In the
right panel, the general tendency for fixed F is that the ionization rate for
β = 90◦ is higher than that for β = 0◦. This agrees with the fact that the
asymptotic factor |g00(β)|2 shown by dashed (black) line turns 0 at β = 0◦.
Note that the exact ionization rates are not 0 at β = 0◦, but their values are
suppressed by an additional power of F in the field-dependent factor W01(F )
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Figure 4.18: Same as Fig. 4.16, but for the odd 2pπ− state.
for the dominant ionization channel (0, 1) at β = 0◦ [34]. The most pronounced
feature in this present case is that the angular dependence of the ionization
rate Γ peaks at intermediate value of β. For instance, for F = 0.05 the
maximum is located around β = 30◦. The position of the peak is observed
to move toward larger β as F declines and approaches 90◦ in the limit F →
0. Simultaneously, the value of Γ/W00(F ) at the maximum grows, so the
exact results approach to the prediction of the WFAT. The maximum in the
orientation dependence of ionization rate at some intermediate angles β for the
2pπ+ state was also observed in the ionization yield produced by an intense
short laser pulse obtained from the solution to the time-dependent Schro¨dinger
equation [92].
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Figure 4.19: Same as Fig. 4.17, but for the odd 2pπ− state.
Figures 4.18 and 4.19 show the field and orientation dependence of SS
eigenvalue for 2pπ− state. The dominant channel for this state is (0, 1) that
remains distinctly for all orientation angle β. The critical field is Fc = 0.042.
The behavior of energy E and ionization rate Γ in this case is much simpler
than those for 2pπ+ case and similar to the situation for 1sσ case. In the
tunneling regime, F < Fc, the weak-field approximations perform well. Ratio
Γ/Γas approaches to unity for all orientation as for 1sσ state, since there is only
one predominant ionization channel in these cases. For the 2pπ− state, again
αx′ < αz′ results in the monotonically increasing of the energy E as β increases.
One can recognize that both energy and ionization rate are weakly dependent
on the variation of the orientation, see Fig. 4.19. This feature indicates that
the wave function of the 2pπ− state is almost axially symmetry about the y′
axis (see Fig. 2.1).
4.4.2 Transverse momentum distribution
We first consider the even 2pπ+ state. Figure 4.20 shows the normalized TMDs
for this state at several representative values of orientation angle β and field
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Figure 4.20: Normalized TMD P (k⊥)/N as a function of the scaled transverse
momentum k⊥/F 1/2 for the 2pπ+ state at several representative orientation
angles β and fields F .
F . The main difference from the results for the 1sσ state shown in Fig. 4.12 is
that the shape of the TMD changes as β and F vary. For the parallel geometry,
β = 0◦, the dominant channel is (0, 1). As follows from Eq. (2.79), the TMD
in this case is ∝ cos2 ϕk. Its nodal line at ϕk = ±π/2 reflects the nodal plane
yz of the SS eigenfunction. At sufficiently large angles β for a given field F ,
the dominant channel is (0, 0). Then the TMD becomes almost isotropic and
acquires a Gaussian-like shape, in accordance with Eq. (2.80). This is the case
for β = 60◦ and 90◦. At β ≈ βc(F ), the contributions from channels (0, 0) and
(0, 1) to the ionization flux are comparable. The interplay of these competing
ionization channels causes the rapid variation of the shape of the TMD seen
in the results for β = 5◦ and 30◦.
Figure 4.21 illustrates the same interplay from a different side. The relative
role of the different channels in Eq. (2.29) is determined by the coefficients
fν . The figure shows the behavior of these coefficients, squared and properly
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Figure 4.21: The asymptotic coefficients fν in Eq. (2.19), squared and normal-
ized, as functions of F for the 2pπ+ state.
normalized, as functions of F . We consider the same values of β as in Fig. 4.21
except for β = 0◦, because in this case f00 = 0 for all values of F . At all
β, only channels (0, 0) and (0, 1) produce nonnegligible contributions to the
TMD. At β = 5◦, their contributions are comparable. Which of the channels
dominates depends on F . The crossover occurs at F ≈ 0.033. Thus, for this
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field the critical angle is βc = 5
◦. For small F the distribution of channel
(0, 0) is stronger than that of channel (0, 1). As F increases, the distribution
of channel (0, 1) overcomes that of channel (0, 0) and becomes dominant. This
progression results in the evolution of TMDs for β = 5◦ from near-Gaussian
to near-nodal shape. At β = 30◦, channel (0, 0) is dominant in the interval
of F considered, but the contribution from channel (0, 1) is still appreciable,
especially for strong field under consideration. As β grows, the relative role
of channel (0, 1) decreases, and at β = 90◦ channel (0, 0) remains only the
dominant channel. The investigation given here also confirms the discussion
of field dependence of the ionization rate Γ for this state in Sec. 4.4.1 (e.g.,
Fig. 4.16).
To compare the TMDs shown in Fig. 4.20 with the WFAT, we again con-
sider their cuts along the ray at ϕk = 0. The cuts are shown in Fig. 4.22. The
WFAT results are obtained from Eq. (2.79) for even states with m = 1, for
β = 0◦, and with m = 0, for the other values of β. At β = 0◦, 60◦, and 90◦,
the situation is similar to the case of the 1sσ state. The agreement between
the normalized exact results and the WFAT is generally good, although there
is some difference in the shapes which grows with F . At β = 5◦ and 30◦, the
exact and WFAT results look quite different, except for the weakest field con-
sidered F = 0.015 at β = 30◦. The difference is explained by the fact that in
the leading-order approximation of the WFAT only the contribution from the
dominant ionization channel can be retained. This approximation obviously
fails in situations where there is no a single dominant ionization channel. This
is generally the case, e.g., for π+ states of linear molecules at small angles β.
To include the contributions from both competing channels (0, 0) and (0, 1),
one must simultaneously include the first-order corrections to channel (0, 0),
which have the same order in F [39]. Such an analysis of the present TMDs
within the WFAT is reported in [86].
Figures 4.23 and 4.24 present TMDs and their cuts for the odd 2pπ− state
at several values of β and F . For this state at any β, plane xz is the nodal
plane of the SS eigenfunction, so the cuts are made along the ray at ϕk = π/2.
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Figure 4.22: Cuts of the normalized TMDs shown in Fig. 4.21 along the ray
ϕk = 0. Dashed (black) lines: the leading-order WFAT results obtained from
Eq. (2.79) divided by Nas.
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Figure 4.23: Normalized TMD P (k⊥)/N as a function of the scaled transverse
momentum k⊥/F 1/2 for the 2pπ− state at several representative orientation
angles β and fields F .
At β = 0◦, the TMD for the 2pπ− state can be obtained from that for the
2pπ+ state by a rotation in the k⊥ plane through the angle π/2, therefore the
top panels in Figs. 4.22 and 4.24 actually show the same cuts. In this case
the TMDs shown in Fig. 4.23 are ∝ sin2 ϕk, because of the symmetry of the
state. The dominant ionization channel for the present state is (0, 1), so this
dependence on ϕk should approximately hold for all values of β, according
to Eq. (2.79). This is indeed the case. In general, the leading-order WFAT
predicts the shape of the TMDs in good agreement with the exact results,
since there is only one dominant ionization channel in this case. There are
some deviations which, however, remain small for the values of F considered.
We again note that although the shapes of the normalized TMDs are in good
agreement with the predictions of the WFAT, there is a large difference between
the absolute magnitudes. This difference originates from the difference between
Γas and the exact ionization rate Γ (see Fig. 4.18) and amounts to a common
factor; it results in the different values of Nas and N and is canceled in the
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Figure 4.24: Cuts of the normalized TMDs shown in Fig. 4.23 along the ray
ϕk = π/2. Dashed (black) lines: the leading-order WFAT results obtained
from Eq. (2.79) divided by Nas.
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In this thesis, the method of adiabatic expansion in parabolic coordinates,
developed in Refs. [31, 34, 35, 38] for calculating molecular SSs in a static uni-
form electric field is introduced. This enables us to calculate both complex
SS eigenvalues and TMDs for a general class of soft-core molecular potentials
which can be used to model arbitrarily oriented polyatomic molecules. Hence
it is also feasible for axially symmetry potentials modeling atoms and linear
molecules aligned along the field. Note that TMD of ionized electrons in a
static electric field is a novel concept that was not discussed previously [31].
The accompanying formulation of the method is adequately presented. Al-
though the theory of molecular SS is also studied by means of the analytical
work within the WFAT [38], the exact numerical calculation is indispensable
for investigating the ionization process by arbitrarily strong electric field which
is huge demand. Such numerical calculations are not possible without an ef-
ficient numerical implementation. Hence in this thesis we fully introduce the
numerical procedures based on the slow-variable discretization method [36] in
combination with the R-matrix propagation technique [37]. Our approach is
robust for treating one Coulomb singularity corresponding to realistic atomic
case and for soft-core potentials obtained by smoothing out the singularities.
Besides, there is no other restrictions on the shape of the potential are to be
imposed.
Our approach is illustrated by calculations for two typical atomic poten-
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tials: Pure Coulomb and non-Coulombic core potentials modeling hydrogen
and noble-gas atoms, respectively, as specific cases of general molecular poten-
tial. Demonstrative calculations are also done for the 1sσ and 2pπ± states of
soft-core Coulomb H+2 arbitrarily oriented with respect to the field. We show
that the TMD for the atomic case is isotropic and depends only on the absolute
value of the transverse momentum. While in the molecular case it depends
also on the direction of the momentum and generally exhibits a rich structure
reflecting the symmetry of the unperturbed ionizing orbital. This is one of our
essential observations. Since TMD defines the photoelectron momentum dis-
tribution within the adiabatic theory [49], we believe that this finding should
have implications in strong-field physics. In addition, we obtain intersesting
behaviors of the ionization rate Γ and TMD in cases where there is no single
domimant ionization channel such as the rapid transformation of the TMD for
the noble-gas atoms, of the ionization rate Γ and TMD for the 2pπ+ state of
H+2 at small orientation angle β. Apart from these sistuations, in general, for
weak fields in the tunneling regime F << Fc, our accurate results for SS eigen-
values as well as TMDs can be well described by the second-order perturbation
theory [62] and leading-order WFAT [38]. However, for stronger F & Fc these
weak-field approximations fail quantitatively and even qualitatively in specific
cases. Thus our numerical method provides benchmark results required to
confirm the validity and gauge the accuracy of the WFAT [38, 39, 86] in the
tunneling regime, but also becomes integral for calculating the Stark shifts,
ionization rates, and TMDs in over-the-barrier regime as stated above.
As was already mentioned in the Introduction, the SS eigenvalue and TMD
amplitude are two major properties characterizing the interaction of atoms and
molecules with a static electric field. Accurate numerical methods to calculate
these properties, like the one developed in the present study, are needed for a
variety of applications. The most interesting application of the method, the
one for which it was actually developed for atom, is in the adiabatic theory [49].
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Consider the Schro¨dinger equation
Hψi(r) = Eiψi(r), (A.1)
where H is the Hamiltonian, Ei and ψi(r) are the i-th eigenvalues and eigen-
functions which are solutions to Eq. (A.1), respectively. The eigenfunction
ψi(r) can be expanded with respect to an orthonormalized complete (usually









ain〈φm(r)|H|φn(r)〉 = aimEi. (A.3)
In practical calculation, the infinite basis is truncated, and the approximate
solutions in this truncated representation are variational, i.e., the eigenvalues
in this truncated basis are larger or equal to the corresponding exact eigenval-
ues. The variational parameters ain are determined by diagonalization. Such
representation is called variational basis representation.
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A.2. Orthogonal Polynomial Bases and Gaussian Quadrature DVRs
There is an alternating approach for numerically solving the Schro¨dinger
equation (A.1) so-called Discrete Variable Representations (DVRs). DVR is
the representation in bases of continuous functions which are localized on a
grid in coordinate space obtained by transformation from a truncated global
basis [61]. In the DVR, the matrix representation of functions of the coordinate
are diagonal, and the diagonal matrix elements are values of the function at
the DVR points. However, we note that the DVR basis functions are not
perfectly localized on the grid points. Each DVR basis function is unity at one
DVR point and zero at all other DVR points, but it is not zero at any points
between the DVR points.
The method of DVR war originally proposed by Harris et al. in 1965
[59]. The rigorous mathematical justification was given by Dickinson and
Certain in 1965 [60]. Light et al. have pioneered the use of this method in
quantum mechanical problems in [61], where the method received the name.
Pedagogically nicely written paper of this method can be found in Refs. [68,69].
In the following section, we described the establishment of DVR based on
the Classical Orthogonal Polynomials (COP) introduced in Refs. [61, 68]. All
necessary information on COP and their associating Gaussian quadratures are
given in [63].
A.2 Orthogonal Polynomial Bases and Gaus-
sian Quadrature DVRs
There are three general types of COP named Jacobi, Laguerre and Hermite
based on the range of their arguments: finite, semi-infinite, and infinite, re-
spectively. Note that the arguments can be scaled and shifted, thus these
mathematical ranges are appropriate for consideration of physical coordinates
and ranges as desired. All other sets of COP used in literature are their partic-
ular cases. The COP pn(x) with n = 0, 1, 2, . . . are completely defined by their
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[a, b] [−1, 1] [0,+∞) (−∞,∞)










interval of orthogonality [a, b], weight function ω(x), and are orthogonalized as∫ b
a
pn(x)pm(x)dx = hnδnm, (A.4)
where the normalization constant hn is determined by the convention of stan-
dardization. All information corresponding to three types of COP is introduced
in table A.1.
For each type of COP, there is an associate N-point Gaussian quadrature






where f(x) is an arbitrary function such that the integral exists, xi are the
quadrature points coinciding with the zeros of pn(x), and ωi are the quadrature





with p′N (xi) is the derivative of the orthogonal polynomial at its zero xi. The
Gaussian quadrature (A.5) is exact if f(x) is a polynomial up to order 2N −1.
We note that the quadrature points xi and the quadrature weights ωi can be
straightforwardly obtained by using the efficient algorithms described in [75].
It is more convenient to introduce functions
ϕn(x) =
√
ω(x)/hn−1pn−1(x), n = 1, 2, 3, . . . , (A.7)
then the orthonormality relations are given exactly by combining the orthonor-
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Note that the quadrature rule (A.5) gives an exact result for the integrals of
a product of any two functions and a polynomial of the first order, hence the










Both relations are exact for 0 6 l, n 6 N − 1 since the N functions contain
only powers of x from x0 to xN−1. Let us introduce the transformation matrix






Note that T is a square matrix whose number of points equals to that of
the basis functions. Then Eqs. (A.8) and (A.9) are equivalent to the matrix
relations
I = T †IDVRT, (A.11)
X = T †XDVRT, (A.12)
where T † is the Hermitian transpose of T , IDVR is a unit matrix labeled by
the quadrature points, and XDVR is the diagonal matrix containing values of
coordinate x at the quadrature points xi. Equation (A.11) indicates that the
transformation matrix T is orthogonal following from the Christoffel-Darboux
identity [61, 68]. Hence we can diagonalize the exact coordinate matrix X by
multiplying T on the left and T † on the right in both sides of Eq. (A.12), given
TXT † = XDVR. (A.13)
The Eq. (A.13) indicates that the diagonalization of X generates the Gaussian
quadrature points as the eigenvalues, thus these points are the DVR points.




Tniϕn(x), i = 1, 2, . . . , N. (A.14)
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The basis function (A.14) is also orthonormal as∫ b
a
πi(x)πj(x)dx = δij. (A.16)
Considering the quadrature rule (A.5), one obtains [68]∫ b
a
πi(x)xπj(x)dx = xiδij . (A.17)
This result indicates that the functions (A.14) are the basis of a DVR conjugate
to the polynomial basis (A.7). For an arbitrary function F (x), we have∫ b
a
πi(x)F (x)πj(x)dx ≈ F (xi)δij, (A.18)
following from the Eqs. (A.5) and (A.15). The formula (A.18) is more accurate
for smoother F (x).
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Appendix B
Derivation of the recurrence
relation for the R-matrix
propagation
















]ψ(ξ, η, ϕ) = 0, (B.2)
where









In addition to Eq. (B.2), in a certain sector [η¯−, η¯+], the R-matrix basis is
defined by
[H˜ + L − E¯nη
2
]ψ¯n(ξ, η, ϕ) = 0, (B.4)
where L is Bloch operator as [72]
L = η[δ(η − η¯+)− δ(η − η¯−)] ∂
∂η
. (B.5)
The different solutions to Eq. (B.4) are orthonormal with weight η as∫ η¯+
η¯−
〈ψ¯n(ξ, η, ϕ)|ψ¯m(ξ, η, ϕ)〉ηdη = δnm. (B.6)
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R-matrix propagation
The solution to Eq. (B.4) can be sought in the form





i (x)Φν(ξ, ϕ; ηi). (B.7)
The R-matrix R(η;E) for the solutions to Eq. (B.1) with respect to the adia-
batic channels is defined by [74]









From Eq. (B.2), the eigenfunctions ψ(ξ, η, ϕ) can be expressed by
|ψ(ξ, η, ϕ)〉 =
(
H˜ + L − Eη
2
)−1
L|ψ(ξ, η, ϕ)〉. (B.9)
Taking into account the completeness of the functions ψ¯n(ξ, η, ϕ) into Eq. (B.9),
we obtain












[η¯+〈Φµ(ξ, ϕ; η¯+)|ψ¯n(ξ, η¯+, ϕ)〉d+µ









Projecting Eq. (B.10) onto the channel functions Φν(ξ, ϕ; η¯), we obtain
〈Φν(ξ, ϕ; η¯+)|ψ(ξ, η¯+, ϕ)〉 =2
∑
n





[η¯+〈Φµ(ξ, ϕ; η¯+)|ψ¯n(ξ, η¯+, ϕ)〉d+µ
− η¯−〈Φµ(ξ, ϕ; η¯−)|ψ¯n(ξ, η¯−, ϕ)〉d−µ ], (B.12a)
〈Φν(ξ, ϕ; η¯−)|ψ(ξ, η¯−, ϕ)〉 =2
∑
n





[η¯+〈Φµ(ξ, ϕ; η¯+)|ψ¯n(ξ, η¯+, ϕ)〉d+µ
− η¯−〈Φµ(ξ, ϕ; η¯−)|ψ¯n(ξ, η¯−, ϕ)〉d−µ ]. (B.12b)
88









E¯n − E . (B.13)
Here
f¯nν (η¯±) = η¯
1/2







are the surface amplitudes of the R-matrix eigenfunctions, and
O±ν,jµ = 〈Φν(ξ, ϕ; η¯±)|Φµ(ξ, ϕ; ηj)〉, (B.15)
are the surface overlap matrices.




µ = R++νµ d+µ −R+−νµ d−µ , (B.16a)
R(η¯−;E)d
−
µ = R−+νµ d+µ −R−−νµ d−µ . (B.16b)
From Eqs. (B.16), we can devire the recurrence relation for the R-matrix prop-
agation as
R(η¯±;E) = ±R(±,±) −R(±,∓)[R(η¯∓;E)±R(∓,±)]−1R(∓,±). (B.17)
It is instructive to introduce here the construction of the wave function
ψ(ξ, η, ϕ) on the DVR grids. The last line of Eq. (B.10) can be rewritten as








ν − F¯ nν (η¯−)d−ν ], (B.18)
where
F¯ nν (η¯±) =
2




withO±ν,jµ is given by Eq. (B.15). Substituing the expansion (B.7) into Eq. (B.18),
we can obtain the wave function on the DVR grid as













ν − F¯ nν (η¯−)d−ν ]. (B.20)
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R-matrix propagation
Here we take into account the property of DVR basis set
πi(xj) = κ
−1







with ωLgdri and ω(xi) = 1 are the quadrature weights and the weight function
associating with the Legendre polynomials, respectively.
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