INTRODUCTION
Let d denote the class of functions that are analytic in U= {z: IzI < 1). In the sequel, we shall assume that p in d is normalized by p(0) = 1 and fin d is normalized by f(0) = f'(O) -1 = 0. For a 2 b, p E d is said to be in P(a, 6) if
Without loss of generality we can omit the trivial case p(z) = 1 and assume that (1 -ul <b. (2) The class P(a, b) has an alternate characterization in terms of subordination. For f(z) and g(z) analytic in U, we say that f(z) is subordinate to *This work was completed while the second author was a Visiting Scholar at the University of Michigan, Ann Arbor. The classes P(a, a) for a 2 4 and P[A, B] were studied by W. Janowski in [12, 131. We begin by stating a correspondence between P(a, b) and P [A, B] . Since the proof is essentially the same as that given in [23] for the special case p(z) = zf'(z)/f(z), it is omitted.
I
We denote the various subclasses formed by particular choices of p with parentheses if we are considering the values in the disc formulation and with brackets if we are considering the subordination formulation. Though our results are normally given in only one form, Lemma 1 illustrates how to convert to the other. Two choices for p(z) that have been studied extensively are p(z) =f'(z) and p(z) = zf'(z)/f(z). We use R(u, 6) and RCA, B] for the former and S(u, b) and S [A, B] for the latter. Thus, fis in R(u, b) if
(z E U).
A function that satisfies (4) or (5) in 111 <r < 1 is said to be in &(a, b) or S,(u, b), respectively. For a 2 b > 0 satisfying (2), we say j(z) = z + C,"= 2 u,z" is in T(a, b) if
In [2] , R. Berman and H. Silverman showed that T(a, 6) E S(a, 6) for a > 1 in the special case that a, < 0. Finally, let S*(a) = S[ 1 -2a, -11, 0 < a < 1, and K denote the classes of starlike functions of order c( and convex functions, respectively.
The classes R(a, 6) were studied by S. J. Tegeli and N. K. Thakare [24] while R. Goel and B. Mehrok [8] [l, 5, 7, 251 .
In this note, we determine inclusion relationships between the classes and discuss how these classes are affected when acted upon by various linear operators.
INCLUSION PROPERTIES
Sharp coefficient bounds for S(a, 6) are found in [22] and for R(a, 6) in [3] . The maximum of the second coefficient for functions in S(a, 6) is (b2 -(1 -~)~)/6 and for functions in R(a, 6) is (6' -(1 -~)~)/26. From (6) we see that the maximum of the second coefficient for functions in T(a, 6) is (6 -11 -u1)/(2 -a + 6). Thus, S(u, 6) P R(u, 6) and s(u, 6) P T(u, 6) for all admissible a and 6. Further, for a > 1 and a > 6, T(a, 6) P R(u, 6). Note also that S(u,b)cS*(a-6) since {z: lz-ul <6>c {z:Rez>u-6). Next we determine values c for which T(u, 6) c S(u, c) and T(u, 6) c R(u, c). We make use of the following LEMMA 2. Letf(z) = z + C,"= 2 6,~" E d and suppose that 1 1 -al < 6 < a.
(i) A sufficient condition for f to be in S,(u, b), 0 < r < 1, is that c m n-u+6 .Ib,lr" '61. j,=2b-ll-d
(ii) A sufficient condition for f to be in R,(u, b), 0 < r < 1, is that 11 --al
All the contuinments are proper. The lower bound of (8) It is natural to ask if there are other n for which such equality holds. Along these lines, we have the following THEOREM 2. We have
and &nnR(l, l)#%n T(l, 1).
Furthermore, for 11 -al < h < a and n > 3,
Proof. From (8) with a= b= 1, we know that g3n T(1, l)cP3n R( 1, 1). For p(z) = z + CZ* + dz3 E R( 1, I), c = 1~1 eiy, d= jd( eid and z = P, we have Ip'(e'*)-11 = 12c+3deiel = 12 IcleiY+3 ldle'("fO)j ~1. In [15] , MacGregor used bounds on largf'(z)( and larg(f(z)/z)l for f~ R(l, 1) to show thatfmaps 1zJ < d$ onto a domain that is starlike with respect to the origin. Since the estimates used in the proof are precise only for the functions f(z) = z + uz', Ial = i, which are starlike, it is noted that fi is not the radius of starlikeness for the class. Recently R. Fournier [4] where k is real and k > 1. (5) is satisfied. 1
BEHAVIOR UNDER VARIOUS OPERATORS
Next we discuss the extent to which the defining properties of the four classes are either preserved or transformed under certain operators.
Many of the operators commonly studied for class preservation properties can be realized as convolutions under specified convex functions. By way of illustration, we offer two examples.
The convolution of two power series f(z) = C,"=O a,z" and g(z) =Cp=,, b,z" is defined as the power series (f*g)(z) =C;So a,b,z". For f(z) = z + C,"= 0 a,z" analytic in U, we define The function h, was shown to be convex for Re(y) > 0 by St. Ruscheweyh [19] while h2 is well known to be convex in U.
In [23] , it was shown that S[A, B] and K[A, B] are preserved under convolution with convex functions which led to the conclusion that these classes are preserved under the operators given in (12) and (13) . This method of proof takes care of all the operators in this class and, consequently, is much simpler than verifying that the resulting transformations satisfy the defining conditions in each individual case. The simplicity of the convolution approach is particularly underscored when one looks at the class RCA, B]. Proof. The operators Q,(f) and Q,(f) given by (12) and (13) are just two examples than can be realized as convolutions under specified convex functions.
Remark. Using Lemma A, a direct proof that Qi, preserves RCA, B] was given by V. Kumar [14] .
Next we consider operators that are convex combinations of expressions involving functions from the given classes. For f(z) = z + CrZT u,z" analytic in U and t > 0, we define
As t goes from 0 to 1, we note that A( (f) goes fromf(z) to zf'(z Note that neither T(a, b) nor R(a, 6) contains the function z/(1 -z). A consequence of our next theorem is that a larger bound than (16) may be found for the radius of convexity of AI (j) whenfis restricted to these classes. The inequality follows if c,(t)rn-' is a decreasing function of n. This is equivalent to c,+ 1 (t)r"Qc,(t)r"-', or r<c,(t)/c,+,(t). But r< l/cl(t)< dtk + 1 (t) by hypothesis and the proof of (i) is complete. Since the proof of (ii) follows similarly upon application of Lemma 2(ii), it is omitted. 1
For AI (f), t > 0, defined in (14) we have the following consequences of Theorem 5. COROLLARY 1. Zf f E T(a, b) and r. = l/( 1 + t), then AI (f) E S,,Ja, b).
The result is sharp for a 3 1. COROLLARY 2. rff~ R(a, b) and r. = l/( 1 + t), then At (f) E R,&a, 6). The result is sharp for a = 1.
