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Neutral pion production with respect to centrality and reaction plane in
Au plus Au collisions at root S-NN=200 GeV
Abstract
The PHENIX experiment has measured the production of pi(0)s in Au + Au collisions at root S-NN = 200
GeV. The new data offer a fourfold increase in recorded luminosity, providing higher precision and a larger
reach in transverse momentum, p(T), to 20 GeV/c. The production ratio of eta/pi(0) is 0.46 +/- 0.01(stat)
+/- 0.05(syst), constant with p(T) and collision centrality. The observed ratio is consistent with earlier
measurements, as well as with the p + p and d + Au values. pi(0) are suppressed by a factor of 5, as in earlier
findings. However, with the improved statistical precision a small but significant rise of the nuclear
modification factor R-AA vs p(T), with a slope of 0.0106 +/-(0.0034)(0.0029) (Gev/c)(-1), is discernible in
central collisions. A phenomenological extraction of the average fractional parton energy loss shows a
decrease with increasing p(T). To study the path-length dependence of suppression, the pi(0) yield is
measured at different angles with respect to the event plane; a strong azimuthal dependence of the pi(0) R-AA
is observed. The data are compared to theoretical models of parton energy loss as a function of the path length
L in the medium. Models based on perturbative quantum chromodynamics are insufficient to describe the
data, while a hybrid model utilizing pQCD for the hard interactions and anti-de-Sitter space/conformal field
theory (AdS/CFT) for the soft interactions is consistent with the data.
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The PHENIX experiment has measured the production of π0s in Au + Au collisions at √sNN = 200 GeV.
The new data offer a fourfold increase in recorded luminosity, providing higher precision and a larger reach in
transverse momentum, pT , to 20 GeV/c. The production ratio of η/π 0 is 0.46 ± 0.01(stat) ± 0.05(syst), constant
with pT and collision centrality. The observed ratio is consistent with earlier measurements, as well as with
the p + p and d + Au values. π 0 are suppressed by a factor of 5, as in earlier findings. However, with the
improved statistical precision a small but significant rise of the nuclear modification factor RAA vs pT , with
a slope of 0.0106±0.00340.0029 (Gev/c)−1, is discernible in central collisions. A phenomenological extraction of the
average fractional parton energy loss shows a decrease with increasing pT . To study the path-length dependence
of suppression, the π 0 yield is measured at different angles with respect to the event plane; a strong azimuthal
dependence of the π 0 RAA is observed. The data are compared to theoretical models of parton energy loss as
a function of the path length L in the medium. Models based on perturbative quantum chromodynamics are
insufficient to describe the data, while a hybrid model utilizing pQCD for the hard interactions and anti-de-Sitter
space/conformal field theory (AdS/CFT) for the soft interactions is consistent with the data.
DOI: 10.1103/PhysRevC.87.034911 PACS number(s): 25.75.Dw
I. INTRODUCTION
Discovery of the suppression of high-transverse-
momentum (pT ) hadrons in relativistic heavy ion collisions
[1–3] and the absence of such suppression in dAu collisions [4]
has inspired intense theoretical work during the past decade.
The phenomenon was immediately interpreted, in fact, even
predicted [5–7], as the energy loss of a hard scattered parton in
the hot, dense, strongly interacting quark-gluon plasma (QGP)
formed in the collision. Prompted by the large amount of
very diverse experimental data from the Relativistic Heavy Ion
Collider (RHIC)—namely, by suppression patterns at various
collision energies, colliding systems, and centralities—several
models have been developed, based mostly on perturbative
quantum chromodynamics (pQCD) (see Sec. III E as well
as Ref. [8]). The suppression patterns are quantified by the
nuclear modification factor RAA, defined for single-inclusive
π0 s as
RAA(pT ) =
(
1/N evtAA
)
d2Nπ
0
AA
/
dpT dy
〈TAB〉d2σπ0pp /dpT dy
, (1)
where σπ0pp is the production cross section of π0 in p + p colli-
sions, 〈TAB〉 = 〈Ncoll〉 /σ inelpp is the nuclear overlap function av-
eraged over the relevant range of impact parameters, and 〈Ncoll〉
is the number of binary nucleon-nucleon collisions computed
with σ inelpp . Despite their different approaches, several models
[9–12] have been able to describe the pT and centrality
dependence of RAA within experimental uncertainties. At the
same time, those models provided very different estimates
*Deceased.
†PHENIX spokesperson: jacak@skipper.physics.sunysb.edu
of medium properties such as the transport coefficient qˆ, the
average four-momentum transfer squared per mean free path
of the outgoing parton within the medium. For this reason,
RAA alone does not provide sufficient constraint for extracting
medium properties such as qˆ from the theoretical predictions,
because it averages the varying energy losses along many
different paths of the parton in the medium.
While dihadron correlation measurements are a successful
approach to constrain 〈L〉 of the parton in the medium [13], the
single particle observable RAA typically has smaller statistical
errors and a higher pT reach. In addition, if RAA is measured
as a function of the azimuthal angle with respect to the
event plane of the collision, the average path length 〈L〉 can
be constrained [14,15]. In all but the most central ion-ion
collisions, the overlap region of the nuclei is not azimuthally
isotropic. The average distance the parton traverses before
emerging and fragmenting varies as a function of the angle
with respect to the event plane. Each collision centrality φ
class selects different 〈L〉 values, so the differential observable
RAA(φ) directly probes the path-length dependence of the
energy loss.
The first measurements of azimuthal asymmetries of nu-
clear suppression and collective flow [14–16] used π0 s as the
probe, which has the advantage that π0 s are relatively easy to
identify over a very wide pT range in a single detector—
a crucial factor in mitigating systematic uncertainties. As
pointed out in Ref. [15], both the collective flow and the
azimuthal dependence of nuclear suppression can be formally
defined at any pT , but they have historically and conceptually
different roots. The notion of collective flow originates in
lower pT phenomena and is usually interpreted as a boost
to the original pT spectrum (of partons or final-state particles)
in the direction of the highest-pressure gradient. In contrast,
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FIG. 1. (Color online) PHENIX experimental setup in the 2007
data-taking period.
RAA and RAA(φ) are typically used to describe high-pT
behavior, and their decrease from unity is interpreted as a
loss of parton momentum due to the presence of a medium.
In this paper, results on π0 production and on the nuclear
modification factor RAA and and its azimuthal dependence in
terms of the event-plane-dependent RAA(φ) are presented.
The results presented here are based upon the data collected in
the 2007 RHIC run. The data sample is four times larger than
that of Refs. [15,17]. The dedicated reaction plane detector [18]
installed in 2007 offers improved event-plane resolution.
II. EXPERIMENTAL DETAILS
A. Data set
This analysis used 3.8 × 109 minimum bias Au + Au
collisions at √sNN = 200 GeV recorded by the PHENIX
experiment [19] at RHIC in 2007. The experimental setup
is shown in Fig. 1. Collision centrality was determined from
the amount of charge deposited in the beam-beam counters
(BBC, 3.0 < |η| < 3.9). From a Monte Carlo calculation
based on the Glauber model [20,21], the average number of
participants Npart, the number of binary collisions Ncoll, and
impact parameter b were estimated (see Table I).
B. Reaction plane
Each noncentral nucleus-nucleus collision has a well-
defined reaction plane, given by the beam direction and the
impact parameter vector of the actual collision. Although this
TABLE I. Average Npart, Ncoll, impact parameter, and participant
eccentricity [22] for all centrality classes.
Centrality 〈Npart 〉 〈Ncoll 〉 〈b〉 〈εpart〉
(%) (fm)
00–10 325.8 ± 3.8 960.2 ± 96.1 3.1 ± 0.1 0.105 ± 0.004
10–20 236.1 ± 5.5 609.5 ± 59.8 5.6 ± 0.2 0.198 ± 0.008
20–30 167.6 ± 5.8 377.6 ± 36.4 7.3 ± 0.3 0.284 ± 0.010
30–40 115.5 ± 5.8 223.9 ± 23.2 8.7 ± 0.3 0.358 ± 0.011
40–50 76.2 ± 5.5 124.6 ± 14.9 9.9 ± 0.4 0.425 ± 0.013
50–60 47.1 ± 4.7 63.9 ± 9.4 10.9 ± 0.4 0.495 ± 0.016
60–70 26.7 ± 3.7 29.8 ± 5.4 11.9 ± 0.5 0.575 ± 0.023
70–80 13.7 ± 2.5 12.6 ± 2.8 12.6 ± 0.8 0.671 ± 0.024
80–93 5.6 ± 0.8 4.2 ± 0.8 13.9 ± 0.5 0.736 ± 0.021
reaction plane cannot be directly observed, an event plane
can be experimentally determined event-by-event using the
method discussed in detail in Ref. [23].
To reduce the biases to the event-plane determination from
physical correlations such as Hanbury-Brown-Twiss (HBT),
resonance decay, and especially high-pT jet production, it
is necessary that the event plane be determined with a large
pseudorapidity gap with respect to the high-pT measurement
[24]. Therefore, in this analysis measurements from two
detectors were combined, located along the beam direction
to the north and south of the interaction region. The first is a
pair of muon-piston calorimeters (MPCs) [25,26] covering
3.1 < |η| < 3.9 in pseudorapidity and consisting of 240
2.2 × 2.2 × 18 cm3PbWO4 crystals each. The second is a pair
of reaction-plane detectors (RxNPs) [18], which are plastic
scintillators, with 20 mm of lead converter in front of them.
The RxNPs are divided into 12 azimuthal segments and further
divided radially into outer (RxNPout) and inner (RxNPin)
rings. The outer ring covers 1.0 < |η| < 1.5 and the inner
ring covers 1.5 < |η| < 2.8. The current analysis did not
use RxNPout and the event plane was established only from
the MPCs and RxNPin. The resolution is shown in Fig. 2.
The method to establish the event plane from the combined
MPC-RxNPin information is identical to that used in Ref. [16].
0 50 100 150 200 250 300 350
part
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0.2
0.4
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co
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N
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FIG. 2. (Color online) Event plane resolution as a function of
collision centrality expressed in terms of Npart, using only the BBC
and using the combined MPC and RxNPin detectors.
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integration window.
To estimate the resolution of the event plane, it is measured
independently by the north and south detectors, N and
S , respectively. The resolution is then characterized by
〈cos[2(N − S)]〉. Higher values indicate better resolution.
The resolution is centrality dependent, as shown in Fig. 2.
C. Neutral pions
Neutral pions are measured via the π0 → γ γ decay chan-
nel. Photons are identified in the PHENIX electromagnetic
calorimeter (EMCal, described in Ref. [27]) consisting of two
subdetectors, both extending to |η| < 0.35 in pseudorapidity
and are located at 5.1 m radial distance from the collision
point. This analysis uses data from the lead-scintillator (PbSc)
sampling calorimeter, which comprises six sectors covering
3/8 of the full azimuth and has a 5.5 × 5.5 cm2 granularity
and a depth of 18 radiation lengths. Photons are identified using
various cuts on the shower shape observed in the calorimeter
as well as by comparing the observed shapes to an ideal
one, parametrized using well-controlled test beam data [27].
Because this analysis is restricted to the pT region above
5 GeV/c, the hadron contamination is small; hadrons in this
energy region typically deposit only a small fraction of their
energy in the EMCal.
The invariant mass mγγ is calculated in bins of photon pair
pT from each pair of photons, provided the pair passes the en-
ergy asymmetry cut α < 0.8, where α = |Eγ1 − Eγ2 |/(Eγ1 +
Eγ2 ) and the distance between the impact positions of the two
photons is larger than 8 cm. An example mγγ distribution
is shown in Fig. 3. For the event-plane-dependent studies
the procedure is repeated in six 15◦-wide bins of angles φ
with respect to the event plane. The combinatorial background
is estimated with the event-mixing technique where photons
from one event are combined with photons from other events,
which satisfy the same global conditions (vertex position,
centrality, event-plane direction), and mγγ is calculated.
The mixed-event mγγ distributions are then normalized and
subtracted from the real-event distributions. The resulting π0
peaks are σ = 10–11 MeV wide, depending on centrality, and
have a very small residual background due to the inherent
correlations in real events not reproducible by the mixed-event
technique. This residual background is fitted to a second-order
polynomial in the regions below and above the π0 peak. This
polynomial shape is then subtracted from the mγγ distribution.
The raw π0 yields are extracted by integrating the resulting
histogram in a ±2.5σ -wide mγγ window.
To establish the combined effects of acceptance and π0
detection efficiency, single π0 s are generated with a distribu-
tion uniform in φ and extending to |η| < 0.5 in pseudorapidity
and then are simulated in the full GEANT3 [28] framework of
PHENIX. After the GEANT3 output is tuned to reproduce the
inactive detector areas as well as the peak positions and widths
observed in real data, the simulated π0 s are embedded into
real events. The embedded output can then be analyzed with
the very same tools as the real events.
At high pT , the two decay photons may be so close that the
EMCal can no longer resolve them as two particles and provide
the proper energies and impact points. The two photons
“merge” into one cluster, and the corresponding π0 cannot
be reconstructed from mγγ . Such merged clusters are rejected
by various shower profile cuts, and the loss is determined
by simulated π0 s embedded into real events and analyzed
with the same cuts. At 11 GeV/c merging happens only for
the most symmetric decays resulting in a 5% loss of π0 s.
At 17 GeV/c the correction is 50%. At pT = 20 GeV/c
about 70% of π0 s are lost due to this effect. The systematic
uncertainties are estimated by comparing π0 yields extracted
in bins of asymmetry (α). The π0 yields are corrected for the
pT bin width by fitting the invariant yield to a power-law fit
and adjusting the yield to correspond to the one at the center
of the pT bin.
D. Systematic uncertainties
Systematic uncertainties are characterized as follows. Type
A uncertainties are point-to-point uncorrelated with pT . Type
B uncertainties have point-to-point correlations that cannot
be characterized by a simple multiplicative factor, but vary
smoothly with pT . Finally, type C uncertainties would move
all points up or down by a common multiplicative factor, a
typical example being the uncertainty on Ncoll in RAA.
The type B systematic uncertainty of the π0 raw yield
extraction is estimated by comparing yields obtained in
windows of varying widths. The uncertainty is less than 5% for
peripheral collisions (low multiplicity, small combinatorics)
and reaches about 7% in central collisions.
The uncertainty on the efficiency of the photon identifica-
tion (PID) is estimated comparing fully corrected π0 yields
obtained with various PID cuts. The uncertainty is 2–4% at
5–8 GeV/c and increases both with centrality and with pT . It
is of type B.
The uncertainty on the energy scale is estimated from how
well the peaks and widths of simulated π0 s embedded in
real events agree with the measured peaks and widths at each
centrality. The difference is less than 1% at 5–8 GeV/c. Due to
the steeply falling π0 spectrum this less-than-1% uncertainty
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of the energy scale translates to about 7% uncertainty on the
π0 invariant yield.
The uncertainty due to the photon-merging correction is
estimated as follows. Raw yields at high pT are extracted
in different asymmetry windows both from real data and
simulated decay photon pairs embedded in real data. Apart
from small and precisely calculable acceptance effects, the
true asymmetry distribution is flat, and at any given pT one
should observe the same raw π0 yield, for instance, in the
windows 0.4 < α < 0.6 and 0.6 < α < 0.8. However, lower
asymmetry means a smaller opening angle of the decay
leading to a greater probability for the photons to merge.
Therefore, the measured asymmetry distribution at high pT
is not flat. To determine the photon-merging correction and its
systematic uncertainty, a series of raw yield ratios in different
asymmetry bins is compared between data and simulation. The
uncertainties on the π0 spectra due to the merging correction
are pT and centrality dependent.
The uncertainty due to acceptance corrections is estimated
from the ratio of simulated acceptance distribution and its
fit function, which is actually used for corrections. Because
the geometry is well understood and a single map to exclude
malfunctioning areas of the detector is used for the entire data
set, this uncertainty is less than 1% for all centralities.
There are two sources of π0 s not coming from the
vertex (off-vertex π0): those produced by hadrons interacting
with detector material (instrumental background) and feed-
down products from weak decay of higher-mass hadrons
(physics background). Based upon simulations, both types of
background are found to be negligible at less than 1% for pT
greater than 2.0 GeV/c, with the exception of π0 s from K0s
decay which contribute about 3% to the π0 yield for pT greater
than 1 GeV/c, and have been subtracted from the data. The
uncertainty due to this effect is conservatively estimated as
1.5% and is of type C.
E. RAA(φ, pT )
Similar to the previous analysis [15] the RAA(φ,pT )
measurement uses both the inclusive RAA(pT ) and the quantity
v2, where v2 is defined as the second Fourier expansion
coefficient of the single inclusive azimuthal distribution:
dN
dφ
= N
2π
[1 + 2v2 cos(2φ)] (2)
and φ =  − φ. This assumes that the second Fourier
coefficient is dominant in this expansion. The azimuthal
anisotropy v2 is published in Ref. [16].
The π0 yield is subdivided into six evenly spaced azimuthal
bins in φ from 0 to π/2 on an event-by-event basis using the
measured event plane (see Sec. II B). From the inclusive RAA
the φ-dependent RAA can be constructed as
RAA(φi, pT ) = F (φi, pT )RAA(pT ), (3)
where
F (φi, pT ) = N (φi, pT )1
n
∑n
i=1 N (φi, pT )
(4)
and the summation runs over the n = 6 azimuthal bins.
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FIG. 4. (Color online) The corrected ratio F (φ,pT ) as a
function of azimuthal angle at centrality 20–30%.
Because of finite event-plane resolution, F (φi, pT )meas,
as calculated from the raw yields, needs to be corrected. An
approximate unfolding can be done by using the raw vraw2 and
the resolution-corrected vcorr2
F (φi, pT ) = F (φi, pT )meas × 1 + 2v
corr
2 cos(2φ)
1 + 2vraw2 cos(2φ)
.
(5)
The relation between the raw and the corrected v2 is given
by
vcor2 =
vraw2
〈cos[2(N − S)]〉 . (6)
The denominator is shown in Fig. 2. Figure 4 shows
F (φ,pT ) at 7 < pT < 8 GeV/c for centrality 20–30%.
III. RESULTS
A. Spectra and power law fits
Figure 5 shows the π0 invariant yield in Au + Au collisions
for all centralities and for minimum bias data. As with earlier
published π0 results [17], in this pT range all distributions
are well described by a single power-law function [f (pT ) =
Ap−nT ]. The fit method employed here takes both statistical
and systematic uncertainties into account, following the one
established in previous publications [17,29,30]. The obtained
fit parameters are listed in Table III for all Au + Au centrality
classes, as well as for p + p measured in 2005 [31]. In the
more peripheral collisions the Au + Au and p + p powers
are consistent, but in central collisions the Au + Au powers
are slightly smaller, which is also reflected in the behavior of
the nuclear modification factor (see Sec. III C). Figure 6 shows
the amplitudes and powers from Table III.
B. The production ratio η/π 0
Combining the current high statistics π0 results with the
published η-meson spectra from the same (2007) data set [30]
provides new η/π0 ratios with uncertainties much smaller
than those published previously [32]. Figure 7 compares
the measured η/π0 ratios from minimum bias collisions
for various data sets and colliding systems. Although the
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FIG. 5. (Color online) Invariant yield of π 0 as a function of pT
for each 10% centrality class, 0–5% centrality, and minimum bias.
The pT scale starts at 4 GeV/c. Error bars are the sum of statistical
and type A systematic uncertainties; boxes are the sum of type B and
type C systematic uncertainties.
uncertainties vary, the new ratios are consistent with previously
published ones [32] and are also consistent with the overlaid
PYTHIA-6.131 p + p calculation.
Figure 8 shows the η/π0 ratios for various centralities
along with the PYTHIA p + p values. A linear fit to the
minimum bias data gives a constant term of 0.46 ± 0.05 and
a slope of −0.0025 ± 0.0037, with the χ2 contours shown in
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Fig. 9. The fit method employed here takes both statistical
and systematic uncertainties into account, following the one
established in previous publications [17,29,30], and fit values
for all centralities are listed in Table IV. Because the data are
fully consistent with a 0 slope, they are refitted with a constant
in the 5–18 GeV/c pT range, resulting in the final values of
η/π0 = 0.45+0.01−0.01 for minimum bias, η/π0 = 0.47+0.01−0.02 for
0–20%, η/π0 = 0.51+0.01−0.01 for 20–60%, and η/π0 = 0.51+0.02−0.02
for 60–93% centrality. Results of the statistical analysis of
the constant fit to the minimum bias data are shown in
Fig. 10. Note that the earlier published value [32] for the
most-central Au + Au collisions was η/π0 = 0.40 ± 0.04; the
current result is closer to the η/π0 ratios observed in dAu
(0.47 ± 0.03) and p + p (0.48 ± 0.03) [32].
The lack of nuclear effects on this ratio indicate that at
high pT the fragmentation occurs outside the medium and
the ratio is governed by vacuum fragmentation [32]. This is
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FIG. 8. (Color online) The centrality dependence for the ratio of η
to π 0 as a function of pT and the expectation from PYTHIA 6.131 [33].
Boxes are pT -correlated systematic uncertainties (type B); the shaded
box at 1 is the global uncertainty (type C).
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also supported by a recent global analysis of η fragmentation
functions (consider Fig. 5 in Ref. [34] and the fact that the
relevant z range, the fraction of the four-momentum of the
parton taken by a fragment, in the current measurement is
about 0.05–0.2). The relevant pT is presumably 5–6 GeV/c,
below which recombination may be a significant hadronization
mechanism (see Refs. [35–37]). Also, it should be pointed out,
that precise knowledge of the absolute value of this ratio is
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FIG. 10. (Color online) Statistical analysis of the constant fit to
the minimum bias η/π 0 ratio following the method in Ref. [29].
TABLE II. Typical (minimum bias) values of systematic uncer-
tainties of the invariant yields of π 0.
pT (GeV/c) Indep. 6 8 10 16 Type
Yield extraction (%) 5.0 4.0 3.0 2.0 B
E scale (%) 6.0 6.0 7.0 7.0 B
PID (%) 4.0 3.0 4.0 5.0 B
Merging (%) 4.5 28.0 B
Acceptance (%) 1.0 B
Off-vertex (%) 1.5 C
Total (%) 1.8 8.8 7.8 9.7 29.4
important for the background calculations in dielectron and
direct photon measurements.
C. Nuclear modification factor (φ integrated)
The reference yield of π0 in p + p collisions has been
obtained from data taken in 2005 [31]. Instead of using a fit
to the p + p data, RAA has been calculated by dividing the
Au + Au yields point-by-point by the TAB-scaled p + p cross
section. Figure 11 shows RAA for π0 s as a function of pT
for six representative centrality classes with the new results
overlaid on the previously published ones [17]. The analysis
presented here spans the range pT = 5–20 GeV/c in several
centrality classes. Gray bands show the global systematic
uncertainties and are of type C, which are the quadratic sum
of uncertainties of Ncoll, p + p normalization, and off-vertex
π0 contribution shown in Table II. The results agree well in
the overlapping pT region with the published RAA data [17].
Figure 12 compares current RHIC √sNN = 200 GeV
Au + Au π0 RAA data to the charged hadron RAA observed
in √sNN = 2.76 TeV Pb + Pb collisions at the Large Hadron
Collider (LHC) (ALICE experiment) [38]. For the Pb + Pb
points, the vertical error bars show the total errors. For both
centralities and over the entire pT range of 5–20 GeV/c,
the two data sets appear to be similar. This is remarkable
given the 14-fold increase of colliding energy, resulting in an
approximately factor of 2 increase in the parton density at
TABLE III. Fit parameters of the power-law fit f (pT ) = Ap−nT to
the invariant yield (7 < pT < 20 GeV/c range) in various centrality
Au + Au collisions and the p + p cross section [31].
System A n χ 2/NDF
Au + Au 0–5% 23.3+3.67−3.11 7.58 ± 0.07 7.36/9
Au + Au 0–10% 26.3+2.9−2.6 7.66 ± 0.05 5.43/9
Au + Au 10–20% 32.1+3.9−3.4 7.81 ± 0.05 1.38/9
Au + Au 20–30% 25.6+3.3−2.9 7.81+0.06−0.05 14.2/9
Au + Au 30–40% 24.9+3.9−3.3 7.96 ± 0.06 11.3/9
Au + Au 40–50% 20.0+3.9−3.2 8.02 ± 0.08 7.50/9
Au + Au 50–60% 15.0+3.6−2.8 8.09 ± 0.10 5.56/9
Au + Au 60–70% 5.04+1.73−1.24 7.92 ± 0.13 12.6/9
Au + Au 70–80% 6.32+3.12−2.02 8.33+0.19−0.18 6.48/8
Au + Au 80–93% 5.16+4.85−2.38 8.79+0.31−0.29 8.14/8
Au + Au 0–93% 16.4+0.93−0.87 7.86 ± 0.02 11.2/9
p + p (σ ) 16.7+1.73−1.55 8.14 ± 0.05 15.9/9
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the LHC [39]. The expected increase in the parton density is
corroborated by the factor of 2.2 increase in dNch/dη reported
by ALICE [40].
However, there are two important caveats. Preliminary
results from the same experiment on π0 s, measured via photon
conversions up to 10 GeV/c, show an RAA that is somewhat
lower in central collisions than for charged hadrons [41]. In
Ref. [39] the authors assert that the similarity of RAA at RHIC
and the LHC may be coincidental. In any case, it does not
mean that RHIC and LHC data show the same average parton
energy loss 〈ε〉 (see Sec. III D), because the spectra are much
harder (the power n = 6) at the LHC. The power is obtained
by fitting the ALICE charged hadron data [38].
The fact that at √sNN = 200 GeV in central collisions RAA
reaches its minimum around 5 GeV/c transverse momentum
was first observed in Ref. [2]. At higher pT RAA appeared
to be approximately constant, although the data did not
unambiguously exclude a slow rise with pT [29,30]. On the
other hand, all models that reproduce the large suppression
observed at pT of 6–10 GeV/c predict a slow rise of RAA
TABLE IV. Fit parameters of linear fit to the η/π 0 ratio in
200 GeV Au + Au collisions for various centralities.
Centrality Intercept Slope [(GeV/c)−1] χ 2/NDF
00–93% 0.463 ± 0.049 −2.52 × 10−3 ± 3.66 × 10−3 7.46/7
00–20% 0.463 ± 0.053 3.33 × 10−3 ± 5.76 × 10−3 14.8/7
20–60% 0.525 ± 0.058 −5.67 × 10−3 ± 5.43 × 10−3 4.03/7
60–93% 0.511 ± 0.061 −2.80 × 10−3 ± 1.03 × 10−2 9.36/7
as the transverse momentum increases [39,42]. The current,
higher precision data are used to reassess the pT dependence
of π0 suppression in the RHIC regime.
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FIG. 12. (Color online) Comparison of the π 0 RAA from this
measurement and the charged hadron RAA in Pb + Pb collisions at√
sNN = 2.76 TeV from the ALICE experiment [38] at LHC. The
central and peripheral classes are (a) 0–5% and (b) 70–80%.
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Figure 13 shows a sample linear fit to the pT dependence of
RAA in the most-central Au + Au data. Figure 14 shows the 1σ
and 2σ contour lines of the fitted slope and intercept for three
centralities. The fit method employed here takes both statistical
and systematic uncertainties into account, following the one
established in previous publications [17,29,30]. In contrast to
Fig. 9 in Ref. [29] where the slope was consistent with 0 within
1σ due to the large uncertainties, the slope here is significantly
different from 0, not only in the most-central collisions but also
in the 20–30% centrality collisions.
Figure 15 shows the fitted slopes (a) and the RAA from the
fits (b) at 7 and 20 GeV/c for all centralities, expressed in
terms of Npart. At and above Npart = 167 (20–30% centrality)
the slopes are significantly different from 0.
D. Phenomenological energy loss
The average fractional momentum loss (Sloss) of high-pT
hadrons has been of interest because it may reflect the average
fractional energy loss of the initial parton. Sloss is defined
as δpT /pT , where δpT is the difference of the momentum
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in p + p collisions (pT,pp) and that in Au + Au collisions
[pT,AuAu], and the pT in the denominator is pT,pp. In the
previous publication [14], the assumption was made that both
Au + Au and p + p spectra are comparable in shape and RAA
vs pT is flat or slowly varying, because the data sample size
was not large enough to directly calculate the δpT . With these
assumptions, the suppression of high-pT hadrons could be
phenomenologically interpreted as a fractional momentum
loss δpT /pT by fitting Au + Au spectra with f (pT ) = A ×
[pT (1 + δpT /pT )]−n, where A and n were obtained by fitting
a power-law function to TAA-scaled p + p cross section [14].
With larger statistics p + p and Au + Au data collected, it
is possible to directly calculate Sloss without any assumptions.
The calculation method is schematically depicted in Fig. 16.
First, the π0 cross section in p + p [f (pT )] is scaled by TAA
corresponding to the centrality selection of the Au + Au data
[g(pT )]. Second, the scaled p + p cross section [TAAf (pT )] is
fit with a power-law function [h(pT )]. Third, the scaled p + p
point closest in yield to the Au + Au point of interest [p′T ,pp]
is found using the fit to interpolate between TAA scaled p + p
data points. The δpT is calculated as pT,pp − pT,AuAu. For
obtaining Sloss, the δpT is divided by the pT,pp. The uncertainty
of the Sloss is calculated by inversely converting the quadratic
sum of the uncertainties on the yields of Au + Au and p +
p points, by the p + p fit function. Statistical and type B
systematic uncertainties are individually calculated in the same
way. Therefore, the pT dependence of systematic uncertainties
is propagated to the Sloss values.
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FIG. 16. (Color online) Method of calculating average fractional
momentum loss (Sloss ≡ δpT /pT ). This plot is for illustration only;
errors are not shown. In the order of procedure: (1) Scale the p + p
data by TAA corresponding to centrality selection of Au + Au data,
(2) shift thep + p points closest to Au + Au in yield, and (3) calculate
momentum difference of p + p and Au + Au points.
Figure 17 shows the results for minimum bias collisions and
three different centralities. The uncertainty coming from TAA,
which is of type C, changes with centrality selection as listed on
the plot. The p + p normalization error of 9.7% is not shown
here because it moves all the points independent of pT or
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FIG. 17. (Color online) Average fractional momentum loss, as
defined in the text, between various centrality Au + Au and TAA-
scaled p + p collisions. The horizontal axis is the pT in the p + p
collision. Note that for clarity the minimum bias data are shifted
up by 0.15. δ(global) stands for the uncertainty coming from the
uncertainties of TAA. The overall normalization error from the p + p
measurement is 1.3% and is not shown here.
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FIG. 18. (Color online) Comparison of average fractional mo-
mentum loss, as defined in the text, between the √sNN = 200 GeV
Au + Au collisions (π 0, current paper) and √sNN = 2.76 TeV Pb + Pb
collisions (ALICE, charged hadrons [38]). The centrality selections
are the same. δ(global) stands for the uncertainty coming from the
uncertainties of TAA. The overall normalization error from the p + p
measurement is 1.3% for Au + Au data and is not shown here.
centrality. Because Sloss is plotted as a function of pT in
p + p collisions, the pT points in successive centrality bins in
Au + Au are shifted as the momentum loss of hadrons varies.
An interesting feature of the central collision data is that
while δpT /pT is constant up to at least 10 GeV/c, at higher
pT it slowly decreases, consistent with the slow rise of RAA.
If one assumes that the fragmentation function of the parton
after energy loss is unchanged, the fractional momentum
loss can be interpreted as the average fractional energy loss
〈ε〉 = 〈E/E〉 of the initial parton. This 〈ε〉 can then be
compared to the trends predicted in Ref. [39]. In this particular
model (see Fig. 4 in Ref. [39]), the collisional energy loss
appears to be somewhat overestimated, particularly below
10 GeV/c, but at higher pT the observed trend in δpT /pT is
reproduced quite well.
Figure 12 showed that the RAA in the same centrality
at RHIC and the LHC show very similar pT dependence
even though the collision systems and center-of-mass energies
are vastly different. Figure 18 shows comparisons of Sloss.
Note that the Sloss obtained from the ALICE charged hadron
measurement is ∼30% higher than that from the PHENIX π0
measurement. This is reasonable considering the fact that the
powers (n) in the power-law fit to the pT spectra are different
between the two systems; the power of the PHENIX p + p
π0 s at
√
s = 200 GeV/c is about 8, while that of the ALICE
p + p charged hadrons is about 6.
E. Model calculations, transport coefficient
In this section, RAA is compared to four different parton
energy loss models, following the method described in
Ref. [37]. All four models are incorporated into the same
three-dimensional relativistic hydrodynamic calculation with
an initial thermalization time τ0 = 0.6 fm/c and describe
034911-11
A. ADARE et al. PHYSICAL REVIEW C 87, 034911 (2013)
the observed elliptic flow, pseudorapidity distributions, and
particle spectra at low pT . The Arnold-Moore-Yaffe formalism
(AMY [9,43]) incorporates radiative and collisional energy
loss processes in an extended medium in equilibrium at high
temperature, i.e., small coupling constant g, where αS = g24π .
In this approximation, a hierarchy of scales of successively
higher powers of the coupling constant can be identified,
and it becomes possible to construct an effective theory of
soft modes by summing contributions from hard loops into
effective propagators and vertices. The higher-twist approach
(HT [10]) is based on the medium-enhanced higher-twist
corrections to the total cross section in deep inelastic scattering
(DIS) off large nuclei [44]. HT incorporates only radiative
corrections, but it can directly calculate the medium-modified
fragmentation function. The Armesto-Salgado-Wiedemann
approach (ASW [11]), which is equivalent to the well-known
BDMPS-Z approach [45,46], includes only radiative processes
in a medium where the mean free path of the parton is much
larger than the color-screening length.
The crucial parameter in all these models is the transport
coefficient qˆ defined as
qˆ = μ
2
λ
(GeV2/fm), (7)
where μ2 is the average squared transverse momentum
transferred from the medium to the parton per collision and λ is
the mean free path of the partons. In AMY qˆ is directly related
to the temperature, while in HT it is related to the local entropy
density s (∝T 3) and in ASW it is related to the energy density ε.
Figure 19 compares the measured RAA at two centralities
with calculations using the energy loss models described
above, incorporated into the same hydrodynamic evolution
[37]. In these models, the value of qˆ is fixed so as to reproduce
the measured RAA in 0–5% centrality collisions. (See Ref. [37]
for the definitions of the parameters cHG and K , which can be
converted to qˆ0.) The values of qˆ0 for gluons (defined as the
value of qˆ at τ = 0.6 fm/c required to describe RAA) differ
by a factor of 5: qˆ0 is 4.1, 4.3, and 18.5 GeV2/fm in AMY,
HT, and ASW, respectively. The HT formalism was originally
developed for deep inelastic scattering off a large nucleus,
and hence it has become customary to quote the value of
qˆ0 for a quark [47], and gives the value qˆ0 = 1.9 GeV2/fm
as seen in Fig. 19. Despite the large differences in the
values of qˆ, all models describe both the pT dependence
and the centrality dependence of RAA quite well. Additional
experimental constraints are needed to differentiate between
the models, for instance, restricting the average path length 〈L〉
the parton traverses in the medium, which can be achieved not
only in two-particle correlation measurements [13] but also by
studying RAA(φ) of single particles.
F. Nuclear modification factor vs event plane
The overlap region of the colliding nuclei is not azimuthally
isotropic, and neither is the medium that is formed in
the collision. To first approximation (homogeneous density
distribution of nucleons) the overlap region is elliptical, with
the short axis being in the reaction plane. As a consequence, the
average path length the hard scattered parton traverses in the
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FIG. 19. (Color online) (a) The π 0 RAA as a function of pT at
centrality 0–5%. The solid (red), dashed (green), and dotted (blue)
curves are the expectations of the AMY [9,43], HT [10], and ASW
[11] models, respectively. (b) The π 0 RAA as a function of pT at
centrality 20–30%. The theoretical curves in both panels are obtained
from Ref. [37]. The gray boxes around 1 show global uncertainties
and are of type C.
medium, losing energy in the process, varies with the azimuthal
angle φ, defined experimentally as the relative azimuthal
angle between the emerging hadron and the measured event
plane. Measuring RAA as a function of φ provides additional
constraints on the average in-medium path length [14–16],
therefore, a more stringent test of energy loss models than the
φ-integrated RAA alone.
Figure 20 shows the differential nuclear modification factor
RAA(φ) for six bins in azimuth and six centralities. The
participant eccentricities in Table I indicate the difference
between the two extremes, in-plane and out-of-plane. In the
most-central collisions [panel (a)] the average path lengths
in-plane and out-of-plane are almost identical; therefore, the
RAA(φ) curves almost completely overlap. As one moves
to more peripheral collisions, the eccentricity of the overlap
region increases and the six curves start to split up showing the
expected ordering: suppression is always largest out-of-plane
and smallest in-plane. A simple calculation using the partic-
ipant eccentricity (see Table I) shows that the in-plane path
length changes from 6.1 to 3.4 fm when 0–10% and 50–60%
centralities are compared, while the out-of-plane path length
changes from 6.7 to 5.9 fm between the same two centralities.
As a consequence, the out-of-plane RAA(φ) changes much
less with centrality than the in-plane RAA(φ). All these ob-
servations are in full agreement with the findings in Ref. [15].
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FIG. 20. (Color online) RAA(φ) as a function of pT for the first six, 10%-wide centrality classes. Each of the six curves represent a
15◦-wide bin in azimuth, starting from φ = 0◦ (in-plane) up to φ = 90◦ (out of plane). The shaded (gray) band around 1 is the systematic
uncertainty of the normalizing φ-integrated RAA. The shaded (blue) boxes around 1 show global uncertainties and are of type C.
Figure 21 shows the evolution of RAA(φ) with centrality
in-plane and out-of-plane (a) at moderate transverse momenta
(averaged in the 6–10 GeV/c pT region) and (b) averaged over
all available pT above 10 GeV/c. As expected, the difference
between in-plane and out-of-plane suppression increases with
eccentricity (decreasing Npart), and the actual values converge
toward each other as the centrality increases.
Figure 22 shows the comparisons of the models to the
measured in-plane and out-of-plane RAA as a function of pT
for 20–30% centrality. The choice of the 20–30% centrality in-
terval is motivated by the availability of calculations for all the
models shown. Furthermore, this interval is a “sweet spot” in
determining the reaction plane (minimum uncertainty). While
statistical limitations of the reaction-plane-selected RAA vs pT
do not prove that RAA rises with pT , that rise is apparent from
the reaction-plane-integrated measurement shown in Fig. 13.
The φ (i.e., path length) dependence is clear from the increas-
ing in-plane vs out-of-plane difference in RAA vs centrality
and the consistent ordering of the RAA(φ) curves in Fig. 20.
The brackets and bars on the data in Fig. 22 are the statistical
uncertainties of the in-plane and out-of-plane RAA. The shaded
(gray) band around 1 corresponds to the systematic uncertainty
of the average π0 RAA, while the shaded (blue) boxes at
the right end of the RAA = 1 lines show the uncertainty on
TAA and are of type C. The shaded bands on the data points
are the systematic uncertainty of the dN/dφ including the
uncertainty from the event-plane resolution. Solid (red) circles
and solid (blue) squares are the in-plane and out-of-plane
RAA, respectively. Panel (a) shows the data overlaid with
the AMY calculation [9,43]. While the out-of-plane data
are well described, the in-plane data are not, implying that
the path-length dependence is too weak in this model. The
comparison with HT in panel (b) shows that this model
fails to describe both the general trend and the in-plane vs
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FIG. 21. (Color online) Centrality dependence (expressed in
terms of Npart) of the π 0 RAA(φ) in-plane solid (red) circles and
out-of-plane solid (blue) triangles, averaged (a) in the 6–10 GeV/c
transverse momentum region and (b) above 10 GeV/c. Open boxes
are systematic uncertainties on RAA(φ).
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FIG. 22. (Color online) The data points are RAA(φ) in 20–30% centrality as a function of pT for in-plane solid (red) circles and out-of-plane
solid (blue) triangles, compared to four model calculations (see text for description and references). (a) pQCD-based AMY [9,43], (b) HT [10],
(c) pQCD-based ASW [11], and (d) ASW using AdS/CFT correspondence [12]. The curves in panels (a)–(c) are taken from Ref. [37]. The
dashed and solid lines are the in-plane and out-of-plane predictions, respectively. The definitions of the bands and boxes are the same as those
in Fig. 20.
out-of-plane differences. The ASW formalism [panel (c)]
describes the out-of-plane suppression as well as AMY and
shows a somewhat larger in-plane vs out-of-plane difference,
but is still inconsistent with the data. It should be noted that
in these three models the energy loss is proportional to L2,
where L is the path length in the medium, and the quadratic
dependence is characteristic when radiative energy loss is the
dominant mechanism.
Finally, in Fig. 22(d) the data are compared to a model
that invokes strong coupling in the medium via an anti-
de-Sitter space/conformal field theory (AdS/CFT)-inspired
model. The ASW-AdS/CFT formalism [12] incorporates the
ASW treatment of hard processes, but for the soft processes
assumes strong coupling. Such a hybrid procedure was first
suggested in Ref. [48]. The virtual gluons radiated into the
medium are governed by pQCD, but the interactions of those
virtual gluons with the medium to bring them on shell is
done by assuming that the transverse momentum squared is
proportional toL2 as given by an AdS/CFT calculation [12,49].
This is in contrast to the weak-coupling expression for the
transverse momentum squared, qˆL. This results in an energy
loss proportional to L3 instead of L2 as in the case of the
pQCD-based models. Figure 22(d) shows that the ASW-
AdS/CFT model describes both the general shape and the
absolute difference of the in-plane and out-of-plane data well.
The observation that models with path-length dependence
of energy loss stronger than L2 are in better agreement
with the measurements is consistent with the findings in
Ref. [16].
IV. SUMMARY AND CONCLUSIONS
In summary, the large data set presented in this paper made
possible a measurement of the π0 invariant yield in √sNN =
200 GeV Au + Au collisions up to 20 GeV/c transverse
momentum. This has led to a precision measurement of the
η/π0 ratio in Au + Au collisions, which is constant as a func-
tion of both centrality and pT , η/π0 = 0.45 ± 0.01(stat) ±
0.04(syst), and consistent with the values observed in dAu and
p + p. The large observed π0 suppression is fully consistent
with earlier findings, and a slow but significant rise of RAA
vs pT with a slope of 0.0106±0.00340.0029 (GeV/c)−1 for central
collisions is now observed for the first time at RHIC energies.
This has been an expectation of all pQCD-based parton energy
loss models. The large data set has also made possible the
calculation of a phenomenological E/E energy loss. The
differential RAA(φ), testing the path-length dependence of
energy loss, is measured up to pT of 20 GeV/c and is
compared to various energy loss calculations. While all models
considered describe the φ-integrated RAA adequately, the
pQCD-based calculations where the energy loss depends on
the path length as L2 fail to describe the differential RAA(φ).
The data require an energy loss with a power greater than 2,
as given by models in which the soft interactions with the
medium are strongly coupled.
These findings are consistent with the conclusions of
Ref. [16] in which data on the elliptic flow of high-pT (>6
GeV) π0s is shown to be inconsistent with pQCD-based
models. To explore the strong coupling regime, a comparison
was made to the same ASW-AdS/CFT model used in this work,
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as well as to a phenomenological model [50] in which the
energy loss was proportional to L3, both of which were able
to fit the data. Both the current measurement and Ref. [16]
explore a region of high pT where the mechanism leading
to an azimuthally anisotropic yield is parton energy loss
rather than hydrodynamical flow. It is increasingly difficult
for purely pQCD-based models to explain these results and
one is led to the tentative conclusion that strong coupling
plays an important role in parton energy loss in the medium.
At present, the best method to do the relevant calculations is
in an AdS/CFT framework. Similar conclusions are reached
when one looks at the behavior of heavy quarks [51], where
higher quality data will soon be available. Recent preliminary
results on the suppression pattern seen at the LHC for pT >
6 GeV/c are strikingly similar to those seen at RHIC. In this
paper, a phenomenological calculation of fractional energy
loss is given, which indicates that the energy loss at the LHC
(ALICE data) is about 30% higher than that at RHIC and
that the loss falls slightly with energy. The dependence of
these observables on momentum and center-of-mass energy
(presumably on energy density) will be a crucial factor
in untangling the underlying mechanisms of parton energy
loss.
Recently, experiments at the LHC have begun to examine
the behavior of fully reconstructed jets, which should give
more easily interpretable information on this phenomenon.
Future work at both the LHC and RHIC should bring data
on path-length dependence of fully reconstructed jets, jet
widths, and heavy-quark jets which will add a wealth of new
information. In addition, a more complete understanding of
the initial state is also needed both for the initial configuration
of hydrodynamical models and as a calibration of the hard
probes that are used in these measurements.
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APPENDIX
Tables V and VI give values for the invariant yields for
neutral pions, as shown in Fig. 5. Tables VII and VIII give
values of RAA for neutral pions, as shown in Figs. 11 and 12,
respectively.
TABLE V. Invariant yields of neutral pions as a function ofpT at |y| < 0.35 in Au + Au collisions at √sNN = 200 GeV
for the very-most-central 0–5% centrality. Syst. (B) refers to type-B systematic errors. See Fig. 5.
Centrality pT Inv. yield Stat. error Fraction % Syst. (B) error Fraction %
0–5% 5.25 9.394×10−5 8.7×10−7 0.92 8.4×10−6 8.9
5.75 4.524×10−5 5.2×10−7 1.1 4.0×10−6 8.9
6.25 2.273×10−5 3.2×10−7 1.4 2.0×10−6 8.9
6.75 1.253×10−5 2.2×10−7 1.7 1.1×10−6 8.9
7.25 6.862×10−6 1.5×10−7 2.1 6.1×10−7 8.9
7.75 4.164×10−6 1.1×10−7 2.5 3.7×10−7 8.9
8.25 2.598×10−6 7.8×10−8 3.0 2.0×10−7 7.6
8.75 1.545×10−6 5.8×10−8 3.7 1.2×10−7 7.6
9.25 1.118×10−6 4.5×10−8 4.0 8.6×10−8 7.7
9.75 7.684×10−7 3.5×10−8 4.6 6.3×10−8 8.2
11 2.837×10−7 9.6×10−9 3.4 3.1×10−8 11
13 8.685×10−8 4.9×10−9 5.7 1.5×10−8 18
15 2.659×10−8 3.0×10−9 11 6.7×10−9 25
17 9.547×10−9 1.9×10−9 20 3.1×10−9 33
19 4.450×10−9 1.7×10−9 38 1.8×10−9 41
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TABLE VI. Invariant yields of neutral pions as a function of pT at |y| < 0.35 in Au + Au collisions at √sNN = 200 GeV for the indicated centrality ranges,
including minimum bias (0–93%). Syst. (B) refers to type-B systematic errors. See Fig. 5.
Centrality pT Inv. yield Stat. Fraction Syst. (B) Fraction Centrality pT Inv. yield Stat. Fraction Syst. (B) Fraction
error % error % error % error %
0–10% 5.25 8.969×10−5 5.6×10−7 0.63 8.0×10−6 8.9 50–60% 5.25 2.147×10−5 1.8×10−7 0.84 1.9×10−6 8.9
5.75 4.309×10−5 3.4×10−7 0.79 3.8×10−6 8.9 5.75 1.007×10−5 1.2×10−7 1.1 9.0×10−7 8.9
6.25 2.193×10−5 2.2×10−7 0.99 2.0×10−6 8.9 6.25 5.253×10−6 7.9×10−8 1.5 4.7×10−7 8.9
6.75 1.190×10−5 1.4×10−7 1.2 1.1×10−6 8.9 6.75 2.785×10−6 5.4×10−8 1.9 2.5×10−7 8.9
7.25 6.738×10−6 1.0×10−7 1.5 6.0×10−7 8.9 7.25 1.535×10−6 3.9×10−8 2.5 1.4×10−7 8.9
7.75 4.063×10−6 7.2×10−8 1.8 3.6×10−7 8.9 7.75 9.018×10−7 2.8×10−8 3.2 8.0×10−8 8.9
8.25 2.457×10−6 5.3×10−8 2.2 1.9×10−7 7.6 8.25 5.628×10−7 2.2×10−8 3.9 4.3×10−8 7.6
8.75 1.551×10−6 4.0×10−8 2.6 1.2×10−7 7.6 8.75 3.352×10−7 1.6×10−8 4.9 2.6×10−8 7.6
9.25 1.085×10−6 3.1×10−8 2.9 8.4×10−8 7.7 9.25 2.041×10−7 1.3×10−8 6.2 1.6×10−8 7.7
9.75 6.798×10−7 2.4×10−8 3.5 5.6×10−8 8.2 9.75 1.459×10−7 1.0×10−8 6.8 1.2×10−8 8.2
11 2.767×10−7 6.7×10−9 2.4 3.1×10−8 11 11 5.270×10−8 2.8×10−9 5.3 5.8×10−9 11
13 7.651×10−8 3.3×10−9 4.3 1.4×10−8 18 13 1.563×10−8 1.7×10−9 11 2.8×10−9 18
15 2.603×10−8 2.0×10−9 7.9 6.6×10−9 25 15 4.387×10−9 7.8×10−10 18 1.1×10−9 25
17 1.031×10−8 1.4×10−9 14 3.4×10−9 33 17 9.288×10−10 4.2×10−10 45 3.1×10−10 33
19 3.194×10−9 1.0×10−9 32 1.3×10−9 41 19 3.030×10−10 3.0×10−10 100 1.2×10−10 41
10–20% 5.25 8.053×10−5 4.6×10−7 0.57 7.2×10−6 8.9 60–70% 5.25 1.155×10−5 1.3×10−7 1.1 1.0×10−6 8.9
5.75 3.806×10−5 2.8×10−7 0.74 3.4×10−6 8.9 5.75 5.650×10−6 8.4×10−8 1.5 5.0×10−7 8.9
6.25 1.882×10−5 1.8×10−7 0.96 1.7×10−6 8.9 6.25 2.759×10−6 5.7×10−8 2.1 2.5×10−7 8.9
6.75 1.031×10−5 1.2×10−7 1.2 9.2×10−7 8.9 6.75 1.587×10−6 4.0×10−8 2.6 1.4×10−7 8.9
7.25 5.924×10−6 8.7×10−8 1.5 5.3×10−7 8.9 7.25 8.197×10−7 2.8×10−8 3.4 7.3×10−8 8.9
7.75 3.469×10−6 6.2×10−8 1.8 3.1×10−7 8.9 7.75 4.848×10−7 2.1×10−8 4.3 4.3×10−8 8.9
8.25 2.161×10−6 4.7×10−8 2.2 1.7×10−7 7.6 8.25 2.964×10−7 1.6×10−8 5.2 2.3×10−8 7.6
8.75 1.345×10−6 3.5×10−8 2.6 1.0×10−7 7.6 8.75 1.863×10−7 1.2×10−8 6.5 1.4×10−8 7.6
9.25 8.844×10−7 2.7×10−8 3.1 6.8×10−8 7.7 9.25 1.011×10−7 9.1×10−9 9.0 7.8×10−9 7.7
9.75 5.838×10−7 2.1×10−8 3.6 4.8×10−8 8.2 9.75 8.904×10−8 8.1×10−9 9.1 7.3×10−9 8.2
11 2.300×10−7 5.9×10−9 2.6 2.5×10−8 11 11 2.715×10−8 2.0×10−9 7.3 3.0×10−9 11
13 6.141×10−8 2.9×10−9 4.7 1.1×10−8 18 13 9.210×10−9 1.1×10−9 11 1.6×10−9 18
15 1.971×10−8 1.7×10−9 8.8 5.0×10−9 25 15 3.129×10−9 6.5×10−10 21 7.9×10−10 25
17 6.953×10−9 1.3×10−9 18 2.3×10−9 33 17 2.029×10−9 6.1×10−10 30 6.7×10−10 33
19 2.490×10−9 8.8×10−10 35 1.0×10−9 41 19 3.015×10−10 3.0×10−10 100 1.2×10−10 41
20–30% 5.25 6.693×10−5 3.8×10−7 0.57 6.0×10−6 8.9 70–80% 5.25 5.486×10−6 8.7×10−8 1.6 4.9×10−7 8.9
5.75 3.084×10−5 2.3×10−7 0.76 2.8×10−6 8.9 5.75 2.651×10−6 5.7×10−8 2.2 2.4×10−7 8.9
6.25 1.563×10−5 1.5×10−7 0.98 1.4×10−6 8.9 6.25 1.330×10−6 3.9×10−8 2.9 1.2×10−7 8.9
6.75 8.231×10−6 1.0×10−7 1.3 7.3×10−7 8.9 6.75 6.962×10−7 2.6×10−8 3.8 6.2×10−8 8.9
7.25 4.649×10−6 7.3×10−8 1.6 4.1×10−7 8.9 7.25 4.293×10−7 2.0×10−8 4.7 3.8×10−8 8.9
7.75 2.797×10−6 5.4×10−8 1.9 2.5×10−7 8.9 7.75 2.404×10−7 1.5×10−8 6.4 2.1×10−8 8.9
8.25 1.705×10−6 4.0×10−8 2.3 1.3×10−7 7.6 8.25 1.424×10−7 1.1×10−8 7.6 1.1×10−8 7.6
8.75 1.012×10−6 3.0×10−8 2.9 7.7×10−8 7.6 8.75 9.797×10−8 8.3×10−9 8.4 7.5×10−9 7.6
9.25 6.519×10−7 2.3×10−8 3.5 5.0×10−8 7.7 9.25 5.629×10−8 6.6×10−9 12 4.3×10−9 7.7
9.75 4.762×10−7 1.8×10−8 3.9 3.9×10−8 8.2 9.75 4.044×10−8 5.0×10−9 12 3.3×10−9 8.2
11 1.826×10−7 5.2×10−9 2.9 2.0×10−8 11 11 1.212×10−8 1.2×10−9 10 1.3×10−9 11
13 5.116×10−8 2.6×10−9 5.1 9.1×10−9 18 13 4.448×10−9 7.3×10−10 16 7.9×10−10 18
15 1.646×10−8 1.6×10−9 9.5 4.1×10−9 25 15 6.762×10−9 3.0×10−10 45 1.7×10−10 25
17 3.999×10−9 8.7×10−10 22 1.3×10−9 33 17 3.663×10−9 2.6×10−10 71 1.2×10−10 33
19 2.166×10−9 8.2×10−10 38 8.8×10−10 41 19 – – – – –
30–40% 5.25 4.960×10−5 3.0×10−7 0.61 4.4×10−6 8.9 80–93% 5.25 1.748×10−6 4.3×10−8 2.5 1.6×10−7 8.9
5.75 2.294×10−5 1.9×10−7 0.83 2.0×10−6 8.9 5.75 8.505×10−7 2.8×10−8 3.3 7.6×10−8 8.9
6.25 1.194×10−5 1.3×10−7 1.1 1.1×10−6 8.9 6.25 4.344×10−7 2.0×10−8 4.5 3.9×10−8 8.9
6.75 6.265×10−6 8.7×10−8 1.4 5.6×10−7 8.9 6.75 2.451×10−7 1.4×10−8 5.5 2.2×10−8 8.9
7.25 3.449×10−6 6.1×10−8 1.8 3.1×10−7 8.9 7.25 1.460×10−7 1.0×10−8 7.0 1.3×10−8 8.9
7.75 2.119×10−6 4.5×10−8 2.1 1.9×10−7 8.9 7.75 7.727×10−8 7.2×10−9 9.4 6.9×10−9 8.9
8.25 1.266×10−6 3.3×10−8 2.6 9.7×10−8 7.6 8.25 4.874×10−8 5.6×10−9 12 3.7×10−9 7.6
8.75 7.920×10−7 2.5×10−8 3.2 6.1×10−8 7.6 8.75 2.374×10−8 4.4×10−9 19 1.8×10−9 7.6
9.25 4.733×10−7 1.9×10−8 4.0 3.7×10−8 7.7 9.25 1.599×10−8 2.8×10−9 18 1.2×10−9 7.7
9.75 3.024×10−7 1.5×10−8 4.8 2.5×10−8 8.2 9.75 8.472×10−9 2.0×10−9 24 7.0×10−10 8.2
11 1.297×10−7 4.3×10−9 3.3 1.4×10−8 11 11 5.041×10−9 7.0×10−10 14 5.6×10−10 11
13 3.537×10−8 2.2×10−9 6.1 6.3×10−9 18 13 9.230×10−10 2.9×10−10 32 1.6×10−10 18
15 1.117×10−8 1.5×10−9 13 2.8×10−9 25 15 1.038×10−10 1.0×10−10 100 2.6×10−11 25
17 3.195×10−9 7.7×10−10 24 1.1×10−9 33 17 1.407×10−10 1.4×10−10 100 4.6×10−11 33
19 1.531×10−9 6.8×10−10 45 6.2×10−10 41 19 – – – – –
40–50% 5.25 3.395×10−5 2.3×10−7 0.69 3.0×10−6 8.9 0–93% 5.25 4.038×10−5 1.0×10−7 0.26 3.6×10−6 8.9
5.75 1.612×10−5 1.5×10−7 0.93 1.4×10−6 8.9 5.75 1.880×10−5 6.3×10−8 0.33 1.7×10−6 8.9
6.25 8.369×10−6 1.0×10−7 1.2 7.5×10−7 8.9 6.25 9.464×10−6 4.1×10−8 0.43 8.4×10−7 8.9
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TABLE VI. (Continued.)
Centrality pT Inv. yield Stat. Fraction Syst. (B) Fraction Centrality pT Inv. yield Stat. Fraction Syst. (B) Fraction
error % error % error % error %
6.75 4.444×10−6 7.0×10−8 1.6 4.0×10−7 8.9 6.75 5.047×10−6 2.7×10−8 0.54 4.5×10−7 8.9
7.25 2.397×10−6 5.0×10−8 2.1 2.1×10−7 8.9 7.25 2.821×10−6 1.9×10−8 0.68 2.5×10−7 8.9
7.75 1.492×10−6 3.7×10−8 2.5 1.3×10−7 8.9 7.75 1.688×10−6 1.4×10−8 0.83 1.5×10−7 8.9
8.25 8.663×10−7 2.7×10−8 3.1 6.6×10−8 7.6 8.25 1.022×10−6 1.0×10−8 1.0 7.8×10−8 7.6
8.75 5.578×10−7 2.1×10−8 3.7 4.3×10−8 7.6 8.75 6.311×10−7 7.8×10−9 1.2 4.8×10−8 7.6
9.25 3.434×10−7 1.6×10−8 4.5 2.6×10−8 7.7 9.25 4.075×10−7 6.0×10−9 1.5 3.1×10−8 7.7
9.75 2.377×10−7 1.3×10−8 5.3 2.0×10−8 8.2 9.75 2.744×10−7 4.7×10−9 1.7 2.3×10−8 8.2
11 8.341×10−8 3.5×10−9 4.2 9.2×10−9 11 11 1.073×10−7 1.3×10−9 1.2 1.2×10−8 11
13 2.352×10−8 1.8×10−9 7.7 4.2×10−9 18 13 2.968×10−8 6.6×10−10 2.2 5.3×10−9 18
15 4.544×10−9 2.6×10−9 56 1.1×10−9 25 15 9.454×10−9 4.0×10−10 4.2 2.4×10−9 25
17 2.233×10−9 6.4×10−10 29 7.3×10−10 33 17 3.208×10−9 2.6×10−10 8.1 1.1×10−9 33
19 1.517×10−9 6.8×10−10 45 6.2×10−10 41 19 1.224×10−9 2.0×10−10 16 5.0×10−10 41
TABLE VII. Nuclear modification factors,RAA, for neutral pions as a function ofpT at |y| < 0.35 in Au + Au collisions at √sNN = 200 GeV
for the indicated centrality ranges, including minimum bias (0–93%). Syst. (B) refers to type-B systematic errors. The global systematic
uncertainties (type C) are p + p normalization (9.7%) and off-vertex (1.5%). See Fig. 11.
Centrality pT RAA Stat. Fraction Syst. (B) Fraction Centrality pT RAA Stat. Fraction Syst. (B) Fraction
error % error % error % error %
0–10% 5.25 0.1859 0.0014 0.74 0.024 13 50–60% 5.25 0.6691 0.0062 0.92 0.086 13
5.75 0.1855 0.0018 0.95 0.024 13 5.75 0.6517 0.0082 1.3 0.084 13
6.25 0.1882 0.0023 1.2 0.024 13 6.25 0.6776 0.011 1.7 0.087 13
6.75 0.1922 0.0029 1.5 0.025 13 6.75 0.6765 0.015 2.2 0.087 13
7.25 0.1908 0.0036 1.9 0.025 13 7.25 0.6533 0.018 2.8 0.084 13
7.75 0.1967 0.0045 2.3 0.025 13 7.75 0.6562 0.023 3.5 0.085 13
8.25 0.1990 0.0056 2.8 0.024 12 8.25 0.6851 0.030 4.3 0.083 12
8.75 0.1970 0.0066 3.4 0.024 12 8.75 0.6399 0.034 5.4 0.078 12
9.25 0.2241 0.0089 4.0 0.028 12 9.25 0.6339 0.043 6.8 0.078 12
9.75 0.2250 0.011 4.9 0.028 13 9.75 0.7255 0.055 7.6 0.092 13
11 0.2253 0.0077 3.4 0.034 15 11 0.6448 0.038 5.9 0.096 15
13 0.2403 0.015 6.3 0.050 21 13 0.7378 0.085 12 0.15 21
15 0.3244 0.037 11 0.091 28 15 0.8217 0.16 19 0.23 28
17 0.3763 0.072 19 0.13 36 17 0.5097 0.24 47 0.18 36
19 0.2639 0.10 38 0.12 44 19 0.3762 0.38 100 0.16 44
10–20% 5.25 0.2630 0.0018 0.69 0.034 13 60–70% 5.25 0.7726 0.0091 1.2 0.099 13
5.75 0.2581 0.0023 0.91 0.033 13 5.75 0.7851 0.012 1.6 0.10 13
6.25 0.2545 0.0030 1.2 0.033 13 6.25 0.7642 0.017 2.2 0.098 13
6.75 0.2625 0.0040 1.5 0.034 13 6.75 0.8278 0.022 2.7 0.11 13
7.25 0.2643 0.0050 1.9 0.034 13 7.25 0.7490 0.027 3.6 0.097 13
7.75 0.2646 0.0061 2.3 0.034 13 7.75 0.7576 0.034 4.5 0.098 13
8.25 0.2757 0.0078 2.8 0.034 12 8.25 0.7747 0.043 5.5 0.094 12
8.75 0.2691 0.0091 3.4 0.033 12 8.75 0.7636 0.053 6.9 0.093 12
9.25 0.2879 0.012 4.1 0.035 12 9.25 0.6745 0.064 9.4 0.083 12
9.75 0.3043 0.015 5.0 0.038 13 9.75 0.9509 0.092 9.7 0.12 13
11 0.2950 0.010 3.5 0.044 15 11 0.7135 0.055 7.7 0.11 15
13 0.3038 0.020 6.6 0.063 21 13 0.9334 0.12 12 0.19 21
15 0.3870 0.046 12 0.11 28 15 1.259 0.28 22 0.35 28
17 0.4000 0.089 22 0.14 36 17 2.391 0.79 33 0.85 36
19 0.3240 0.13 41 0.14 44 19 0.8040 0.82 100 0.35 44
20–30% 5.25 0.3528 0.0024 0.69 0.045 13 70–80% 5.25 0.8701 0.014 1.6 0.11 13
5.75 0.3377 0.0031 0.92 0.043 13 5.75 0.8731 0.019 2.2 0.11 13
6.25 0.3412 0.0041 1.2 0.044 13 6.25 0.8736 0.026 3.0 0.11 13
6.75 0.3382 0.0053 1.6 0.044 13 6.75 0.8608 0.034 3.9 0.11 13
7.25 0.3347 0.0065 2.0 0.043 13 7.25 0.9298 0.045 4.9 0.12 13
7.75 0.3444 0.0083 2.4 0.045 13 7.75 0.8904 0.059 6.6 0.12 13
8.25 0.3511 0.010 3.0 0.043 12 8.25 0.8823 0.069 7.8 0.11 12
8.75 0.3268 0.012 3.6 0.040 12 8.75 0.9520 0.083 8.7 0.12 12
9.25 0.3425 0.015 4.4 0.042 12 9.25 0.8898 0.11 12 0.11 12
9.75 0.4006 0.021 5.1 0.051 13 9.75 1.024 0.13 13 0.13 13
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TABLE VII. (Continued.)
Centrality pT RAA Stat. Fraction Syst. (B) Fraction Centrality pT RAA Stat. Fraction Syst. (B) Fraction
error % error % error % error %
11 0.3779 0.014 3.7 0.057 15 11 0.7552 0.079 10 0.11 15
13 0.4085 0.028 6.9 0.085 21 13 1.069 0.18 17 0.22 21
15 0.5216 0.065 12 0.15 28 15 0.6448 0.29 45 0.18 28
17 0.3713 0.095 26 0.13 36 17 1.023 0.74 72 0.37 36
19 0.4550 0.20 43 0.20 44 19 – – – – –
30–40% 5.25 0.4408 0.0032 0.72 0.056 13 80–93% 5.25 0.8298 0.021 2.5 0.11 13
5.75 0.4234 0.0041 0.98 0.054 13 5.75 0.8385 0.028 3.4 0.11 13
6.25 0.4394 0.0056 1.3 0.056 13 6.25 0.8537 0.039 4.6 0.11 13
6.75 0.4341 0.0072 1.7 0.056 13 6.75 0.9070 0.051 5.6 0.12 13
7.25 0.4186 0.0089 2.1 0.054 13 7.25 0.9464 0.067 7.1 0.12 13
7.75 0.4398 0.011 2.6 0.057 13 7.75 0.8566 0.081 9.5 0.11 13
8.25 0.4397 0.014 3.2 0.053 12 8.25 0.9038 0.11 12 0.11 12
8.75 0.4313 0.017 3.9 0.053 12 8.75 0.6904 0.13 19 0.084 12
9.25 0.4193 0.020 4.9 0.052 12 9.25 0.7566 0.14 18 0.093 12
9.75 0.4291 0.025 5.9 0.054 13 9.75 0.6419 0.15 24 0.081 13
11 0.4526 0.019 4.1 0.068 15 11 0.9396 0.13 14 0.14 15
13 0.4762 0.036 7.6 0.099 21 13 0.6637 0.21 32 0.14 21
15 0.5969 0.092 15 0.17 28 15 0.2963 0.30 100 0.083 28
17 0.5002 0.14 28 0.18 36 17 1.176 1.2 100 0.42 36
19 0.5423 0.27 49 0.24 44 19 – – – – –
40–50% 5.25 0.5422 0.0043 0.79 0.069 13 0–93% 5.25 0.3105 0.0014 0.46 0.040 13
5.75 0.5346 0.0057 1.1 0.069 13 5.75 0.3002 0.0019 0.62 0.038 13
6.25 0.5532 0.0078 1.4 0.071 13 6.25 0.3013 0.0025 0.82 0.039 13
6.75 0.5531 0.010 1.8 0.071 13 6.75 0.3025 0.0032 1.1 0.039 13
7.25 0.5227 0.012 2.4 0.067 13 7.25 0.2962 0.0040 1.4 0.038 13
7.75 0.5562 0.016 2.9 0.072 13 7.75 0.3031 0.0051 1.7 0.039 13
8.25 0.5404 0.020 3.6 0.066 12 8.25 0.3070 0.0064 2.1 0.037 12
8.75 0.5457 0.024 4.3 0.067 12 8.75 0.2973 0.0074 2.5 0.036 12
9.25 0.5466 0.029 5.3 0.067 12 9.25 0.3123 0.0096 3.1 0.038 12
9.75 0.6059 0.038 6.3 0.077 13 9.75 0.3368 0.013 3.8 0.043 13
11 0.5231 0.025 4.8 0.078 15 11 0.3240 0.0088 2.7 0.048 15
13 0.5690 0.051 9.0 0.12 21 13 0.3458 0.018 5.1 0.072 21
15 0.4362 0.25 57 0.12 28 15 0.4370 0.040 9.2 0.12 28
17 0.6280 0.20 32 0.22 36 17 0.4344 0.067 16 0.16 36
19 0.9655 0.48 49 0.42 44 19 0.3750 0.10 27 0.16 44
TABLE VIII. Nuclear modification factors, RAA, for neutral pions as a function of pT at |y| < 0.35 in Au + Au collisions at √sNN = 200
GeV for the very-most-central 0–5% collisions. Syst. (B) refers to type-B systematic errors. The global systematic uncertainties (type C) are
p + p normalization (9.7%) and off-vertex (1.5%). See Fig. 12.
Centrality pT RAA Stat. error Fraction % Syst. (B) error Fraction %
0–5% 5.25 0.1753 0.0018 1.0 0.022 13
5.75 0.1753 0.0022 1.3 0.022 13
6.25 0.1756 0.0028 1.6 0.023 13
6.75 0.1823 0.0036 2.0 0.023 13
7.25 0.1749 0.0043 2.4 0.023 13
7.75 0.1815 0.0053 2.9 0.023 13
8.25 0.1894 0.0067 3.5 0.023 12
8.75 0.1766 0.0076 4.3 0.022 12
9.25 0.2080 0.010 4.8 0.026 12
9.75 0.2288 0.013 5.7 0.029 13
11 0.2079 0.0087 4.2 0.031 15
13 0.2455 0.018 7.3 0.051 21
15 0.2982 0.042 14 0.083 28
17 0.3137 0.076 24 0.11 36
19 0.3308 0.14 43 0.14 44
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