Introduction
This is a sequel to the previous paper [6] , which studied connections between the differential geometry of complex projective varieties and certain specific "balanced" embeddings in projective space. The original plan was that this sequel would be a lengthy paper, discussing various extensions and ramifications of the ideas sudied in [6] . However this plan has been modified in the light of subsequent developments. On the one hand, Mabuchi [11] , [12] , [13] has extended the results of [6] to the case where the varieties have infinitesimal automorphims. On the other hand, Phong and Sturm [14] , [15] have sharpened some of the arguments in [6] . They also explain the relation of the ideas to the Deligne pairing and the Chow norm, and to earlier work of Zhang [18] , which the author was unfortunately not aware of when writing [6] . These developments mean that some of the results planned for the sequel are now redundant, while on the other hand the exposition of all the different points of view has grown into a daunting task. Thus, instead, this sequel is a short paper devoted to the proof of one result which is quite an easy consequence of the main theorem in [6] .
To state our result, suppose that X is a compact Kahler manifold and fix a Kahler class [ω 0 ] on X. Recall that the Mabuchi functional [9] is a functional M, defined up to an arbitrary additive constant, on the Kahler metrics in this cohomology class which is characterised by the formula
Here metrics ω in the class are represented by Kahler potentials ω = ω 0 +i∂∂φ and δφ is an infinitesimal variation in φ. The symbol S denotes the scalar curvature of the metric ω andŜ is the average value of S with respect to the volume form ω n n! equation (1) really defines is a 1-form on the space of metrics in the Kahler class and one shows that this is closed, so is the derivative of a function M, unique up to a constant. Now suppose that L is a positive line bundle over X and the Kahler class is 2πc 1 (L). As in [6] , we write Aut(X, L) for the group of automorphims of the pair (X, L) modulo the trivial automorphisms C * (acting by constant scalar multiplication on the fibres). No doubt the hypothesis on the automorphism group can be relaxed, using the techniques of [11] . In the case of Kahler-Einstein metrics this result was proved by Bando and Mabuchi in [1] .
Before beginning the proof we include some general discussion. It is clear from the definition that a constant scalar curvature metric ω ∞ is a critical point of M and it is also easy to see that the it is a local minimiser. Thus the difficulty in proving the theorem is to go from this local picture to the space of all Kahler metrics. In fact it is more convenient to work with the space K of Kahler potentials The main theme of the proof is the notion of convexity, for the functional M and various related functionals. This is related to the uniqueness of the constant scalar curvature metric which was the main result of [6] . The notion of convexity depends on a suitable geometric structure on the space K. One obvious structure is realised by the embedding of K as an open set in the vector space C ∞ (X), and convexity has a meaning in this sense. However, as far as the author knows, there is no reason to think that M is convex in this obvious sense. A more subtle geometric structure on K arises from considerations of symplectic geometry, yielding a Riemannian metric making K formally into a symmetric space, dual to a group G of symplectomorphisms of X (or, more precisely, the extension of the group of exact symplectomorphisms by S 1 ) ( [10] , [17] , [5] ). Convexity has a meaning in this sense, as convexity along the geodesics in K, and indeed M is convex from this point of view. Moreover this convexity property arises as part of a general package of results, related to the fact that the scalar curvature furnishes a moment map for an action of the symplectomorphism group. As explained in [5] , if one knew that any two points in K can be joined by a geodesic segment then Theorem 1 (without any restrictive hypotheses) would be an immediate consequence of this convexity. The construction of geodesic segments in K is a very difficult analytical problem but great progress in developing this approach has been made by X.X.Chen. While it is perhaps not likely that all points can in fact be joined by smooth geodesics, in [2] Chen proved an existence theorem for C 1,1 geodesics which enabled him to deduce the bound on the Mabuchi functional in the case whenŜ is negative. Chen's approach has been extended in recent work of Chen and Tian [3] , who prove a more general result, subsuming our Theorem 1. However we hope that the proof here will still have some interest.
Our proof of Theorem 1 develops the approach of [6] . There are two main parts of the proof. In the first part (Section 2) we consider another functional on the space K which can be related to a finite-dimensional problem on the symmetric space M = GL(d, C)/U(d). The main result here is Theorem 2 below. In the second part (Section 3) we replace the line bundle L by L k for large k and apply the main result of [6] , and the asymptotic theory used there. In the first part of the we emphasise the symmetry in the discussion between the spaces M and K. All of this can be fitted in to the general picture of [6] , which started from commuting actions of the two groups U(d) and G. With the exception of Lemma 4, the picture we develop in Section 2 largely follows from these group actions and general constructions concerning symplectic quotients. However in order to prove Lemma 4 we need to have the relevant formulae written down explicitly, and all-in-all we make a fresh start, so that this paper can be read independently of [6] . The proof of Lemma 4 hinges on the convexity of another functional I on K in the first, more obvious, sense.
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Let X, L be as above and suppose that we have a fixed subspace E ⊂ H 0 (X; L), of dimension d, which gives a projective embedding of X. Let h be a Hermitian metric on the line bundle L → X. This defines a unitary connection on L, with curvature −iω h say, and we have
Let K denote the set of metrics h such that ω h is a positive (1, 1) form on X. Thus if we fix a base point h 0 in K we can identify this space with the set of Kahler potentials,
We write
the standard volume form associated to the Kahler metric ω h , and we write V for the volume of X, computed using any of these metrics. Now let M denote the set of Hermitian metrics on the finite-dimensional vector space E. We have two fundamental constructions:
• Given h ∈ K we get a metric Hilb(h) ∈ M, the standard L 2 -metric defined using the fibre metric on L and the volume form dµ h but with a convenient normalising factor
So we have a map Hilb : K → M.
• Given H ∈ M we define a metric F S(H) on L by decreeing that if s α is an orthonormal basis of E with respect to H then
pointwise on X. The corresponding form ω F S(H) is the restriction of the standard Fubini-Study metric on P(E * ) to the image of X under the projective embedding, so it is a positive form and we have a map
A "balanced metric", in the sense of [6] , corresponds to a pair (h * , H * ) with
that is, to a fixed point of either composite F S • Hilb or Hilb • F S. Suppose we fix a non-zero element Θ ∈ Λ dim E E. Then we can define the determinant of any metric H in M. (This is just the determinant of the matrix of H with respect to any basis (s α ) of E with Θ = s 1 ∧ . . . ∧ s d ). Thus we have a map log det : M → R.
A different choice of Θ just changes this map by the addition of a constant. We need the analogous map on K. We recall that there is a functional I : K → R, unique up to an additive constant, characterised by the condition that if h t = e φt h 0 is a path in K then
This functional has been used by many authors. As for the Mabuchi functional, essentially what is defined by equation (5) is a 1-form on K, and one has to check that this is 1-form is closed. Notice that the derivative of the volume form is given by
where ∆ ′ t denotes one half the ordinary Riemannian Laplacian of the metric ω ht . (We use the sign convention in which the Laplacian is a nonegative operator.) This gives
Lemma 1 For any h, h 0 ∈ K, with h = e φ h 0 we have
This is also well-known, and amounts to the fact that I is a convex function on K, regarded as an open subset of C ∞ (X). By symmetry it suffices to prove the left-hand inequality. We write h t = e tφ h 0 and consider the function
Both f (0) and f ′ (0) vanish and
Clearly we have the following scaling identities, for α ∈ R,
log det(e α H) = log det H + αd , I(e α h) = I(h) + αV.
We now define maps
We also putL
soL andZ are unchanged by constant scaling on K and M respectively.
Given a metric h ∈ K, we define a function ρ h on X by
where (s α ) is an orthonormal basis for E with respect to Hilb(h). The function ρ h does not depend on the choice of this orthonormal basis.
Lemma 2 The derivative of L on K is given by
To see this note first that changing the element Θ changes L by a constant and does not affect the derivative of L. So to verify the formula at a given point h 0 ∈ K we may suppose that there is an orthonormal basis (s α ) with respect to Hilb(h 0 ) such that s 1 ∧. . . s d = Θ. For any φ we have L(e φ h 0 ) = log det H φ where H φ is the matrix with entries s α , s β Hilb(e φ h 0 ) . Differentiating at the given point φ = 0, where H φ is the identity matrix, we have
Hilb(e φ h 0 ) .
Now, pointwise on
When we take the L 2 norm over X we get another term from the variation in the volume form (3); thus
Summing over α and integating by parts we obtain
as required.
Corollary 1 A point h * in K is balanced if and only if it is a critical point of the functionalL
= L − d V I on K.
This is just because δL vanishes for all δφ of integral zero if and only if ∆
′ ρ h + ρ h is a constant, but this can only occur if ρ h is a constant, since ∆ ′ is a non-negative operator. The factor inserted in the definition of Hilb then implies that h = F S(Hilb(h)).
Symmetrically we have
Lemma 3 The derivative of Z at a point H of M is given by
where (s α ) is an orthonormal basis of E with respect to H.
The proof is completely straightforward. It follows then that a balanced point (regarded as fixed point of Hilb • F S on M) is the same as a critical point of the functionZ = Z +
V d
log det on M. We can now state the main result of this section,
Theorem 2 Suppose that there is a balanced point h in K. Then h is an absolute minimum of the functionalL on K.
To prove this we consider the function P on the product K × M given by
In other words
where (s α ) is an H-orthonormal basis of E. From the definitions, we have
We now turn to the finite-dimensional side, with the function Z on M, the set of Hermitian metrics on E. There is a standard metric on M, regarded as a symmetric space GL(d, C)/U(d) and the geodesics in this metric are just the images of the 1-parameter subgroups in GL(d, C). The crucial result we need is
Proposition 1 The function Z is convex along geodesics in M.
This result is essentially equivalent to that of Zhang [18] , and is also implicit in [6] . In the framework of [6] this is an instance of the convex function one always obtains associated to a Hamiltonian action of a group on a Kahler manifold (see [7] , Chapter 6, for example). This is the well-known "KempfNess principle" [8] . However we give a direct proof here since it is quite short (once one knows the relevant identities to use).
A general geodesic in M can be written as
with respect to some basis s α , orthonormal with respect to H 0 . By definition
where h t = F S(H t ). Thus applying (7), and evaluating at t = 0,
Now the sections exp(− λ α 2 t)s α are orthonormal with respect to H t so by definition h t = e φt h 0 where
Then, using the fact that α |s α | 2 h 0 = 1 we have, at t = 0,
We have then
We denote by ( , ) any of the four natural R-bilinear pairings
obtained using the metrics on L and T * X furnished by h 0 . The crucial identity we need is that for any function f on X,
This follows, with a little thought, from the definition of the metric F S(H 0 )-the restriction of the Fubini-Study metric, see [6] page 502, but note that there is an error there in the factor of 2 above. Consider the positive function
on X. Expanding out, and applying (16) with f =φ,
Now we have an identity
and ∇|s α |
Now when we sum over α we can use the relations
and so finally we see thatZ
(using again the condition |s α | 2 = 1). ThusZ ≥ 0 as required.
Corollary 2 If H * ∈ M is a balanced point then it is an absolute minimum of the functionZ
To see this note that that log det is linear on geodesics, so Z − V d log det is also convex on geodesics in M. Since any two points in M can be joined by a geodesic any critical point is an absolute minumum.
(Just as Proposition 1 can be obtained from the group actions considered in [6] and general theory, so also one can see that the symmetrical result holds: the functional L is convex along geodesics in K. However we will not go into this since the whole point of our proof is to avoid using the geodesics in K.)
The other ingredient in the proof of Theorem 2 is the next Lemma.
Lemma 4
For any h ∈ K and H ∈ M:
Choose an orthonormal basis s α with respect to H and let h 0 = F S(H), so |s α |
Then, going back to the definitions, we find
Now, by the convexity of the exponential function on R,
and by Lemma 1
which completes the proof. The proof of Theorem 2 is now in our hands. We havẽ
Suppose (h * , H * ) is a balanced pair as in (4) . For any (h, H),
by (17) and Corollary 2 and Lemma 4. We also havẽ
as required. Notice that we also have the symmetrical result to Lemma 4:
This is completely elementary, it just amounts to the standard inequality
Alternatively, it is a simple example of the "Kempf-Ness principle". Using this Lemma we can obtain a slightly different result: whether or not a balanced point exists, the functionL is bounded below on K if and only if the functionZ is bounded below on M.
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We now move on to the second part of the proof of Theorem 1. We replace the line bundle L by L k where k is large and positive and we let E k be the complete linear system H 0 (X; L k ). However we work with the same Kahler class K. The whole discussion above goes through, with trivial changes. For h ∈ K we define functions ρ k,h on X given by
For a function f on X let us write
wheref is the average value of f defined using the measure dµ h . We obtain functionalsL k on K with
while the definition of the Mabuchi functional is δM =
X
[S] h dµ h .
According to the results of Tian, Zelditch, Lu et al. (see the references cited in [6] : also the paper [16] and the new paper [4] ),
and the asymptotic relation holds uniformly over bounded sets of metrics (in a suitable sense), as stated in [6] , Proposition 6. By integrating over paths in the space of metrics we deduce Proposition 2 There are constants λ k ∈ R such that
as k → ∞, uniformly over bounded subsets in K.
Again, note that the Mabuchi functional is only defined up to an additive constant anyway. Now suppose that there is a constant scalar curvature metric ω ∞ in the given Kahler class. This corresponds to some metric h ∞ ∈ K. By the main result of [6] there is a sequence h k ∈ K, for large k, realising balanced metrics, and converging (in C ∞ ) to h ∞ as k → ∞. Here we use the hypothesis on the automorphism group of (X, L), required for the result in [6] . By Theorem 2, the h k are absolute minima of the functionalsL Remark. Notice that Lemma's 4 and 5 imply that the map F S • Hilb : M → M decreases the functionalZ. It follows easily (sinceZ is proper) that iterates of this map converge to the minimiser. This gives an algorithm for finding balanced metrics numerically (when they exist), and hence an algorithm for finding constant scalar curvature metrics, when these exist.
