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Anwendungen 
Numerische Behandlung eines  
Algebro-Differentialgleichungssystems 
Ein Beispiel aus der computergestützten Analyse elektronischer Schaltungen 
Von einem der Autoren waren vor einigen Jahren im 
Rahmen eines Industrieauftrages Untersuchungen des 
Verhaltens einer Spannungsverdopplerschaltung 
durchgeführt worden [1]. Es handelt sich dabei um 
ein nichtlineares elektrisches Netzwerk mit harmo-
nischer Erregung. Von besonderem Interesse ist der 
eingeschwungene Zustand, d.h. das Schwingungs-
verhalten für  t → ∞, der sogenannte Periodic Steady-
State (PSS). Verfahrenstechnisch am einfachsten 
erhält man ihn durch die Berechnung des Ein-
schwingverhaltens (Transientverhalten) aus dem 
energielosen Anfangszustand über ein genügend 
großes Zeitintervall, jedoch mit einem hohen Re-
chenaufwand, wenn das erforderliche Zeitintervall 
sehr groß gegenüber der Schwingungsperiode T ist. 
Man hat es also mathematisch mit der numerischen 
Lösung von Anfangswertproblemen nichtlinearer 
Differentialgleichungssysteme, allerdings in der 
Form sogenannter Algebro-Differentialgleichungs-
systeme, zu tun. Eine höhere Konvergenzgeschwin-
digkeit in den PSS versprechen geeignete Randwert-
problemlöser, die jedoch für diesen Gleichungstyp 
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Die Simulation der Schaltung erfolgte bei den in [1] 
beschriebenen Untersuchungen auf einem Hybrid-
rechnersystem ADT 3000 (ARITMA, Prag). Das 
periodische Randwertproblem wurde über das Tran-
sientverhalten gelöst. Ziel der hier beschriebenen 
Arbeiten war es, das Verhalten der Schaltung mit den 
bei uns zur Verfügung stehenden Software-
werkzeugen und Rechnern neu zu berechnen und die 
Ergebnisse aus [1] zu überprüfen. 
Bekanntlich besaßen Hybridrechner, die nun wohl 
restlos aus der Computerlandschaft verschwunden 
sind, eine enorm hohe Rechengeschwindigkeit, hatten 
aber gegenüber der digitalen Simulation Genau-
igkeitsnachteile bei der Berechnung und der Schal-
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tungsmodellierung. Die Ergebnisse unserer numeri-
schen Experimente zeigen nun auch, daß einerseits 
die Rechengeschwindigkeit des Hybridrechners nicht 
erreicht wird, was allerdings in Anbetracht der Re-
chenzeiten im Minutenbereich unerheblich ist, ande-
rerseits jedoch die Ergebnisse der damaligen Berech-
nungen mit systematischen Fehlern behaftet sind. 
Diese hätten wahrscheinlich, z.B. durch genauere 
Diodenmodelle, innerhalb gewisser Grenzen verrin-
gert werden können, sind aber prinzipiell systembe-
dingt. Es wurde so auch deutlich, daß der Einsatz 
moderner Computer gesicherte Ergebnisse nicht auf 
Anhieb garantiert, sondern numerische Experimente 
zur geeigneten Anpassung der Lösungsverfahren 
unter der Voraussetzung eines gewissen Vorwissens 




Die Abbildung 1 zeigt eine gängige Spannungsver-
dopplerschaltung [1], [2]. Sie ist durch Abrüstung aus 
einer Vervielfacherschaltung mit dem Faktor sechs 
hervorgegangen, wie sie in Fernsehgeräten verwendet 
wurde; daraus erklären sich die Parameterwerte. 
Ein beschreibendes Gleichungssystem für diese 
Schaltung mit jeweils fünf zu berechnenden Zweig-
spannungen u. Zweigströmen ist in üblicher Weise 
mit den Kirchhoffschen Gesetzen - Knoten- u. Ma-
schenregel - u. den Strom-Spannungsrelationen der 
Netzwerkelemente sehr leicht herzuleiten (s. z.B. [2], 
[3]). Wählt man die Zweigspannungen der Zweige 
,1 u. ,2 , also die Zustandsvariablen des Systems  
x1  u.  x2  als zu bestimmende Größen, dann ergibt sich 
ein sogenanntes Algebro-Differentialgleichungs-
system AGDS (1) in x1, x2, x3. Es besteht aus zwei 
nichtlinearen Differentialgleichungen erster Ordnung 
u. einer nichtlinearen (transzendenten) Gleichung, 
weil x3 infolge der Strom-Spannungsrelationen der 
Dioden nicht zu eliminieren ist. 
Die restlichen Zweigspannungen u. die Zweigströme 
lassen sich aus x1 , x2 , x3 unter Berücksichtigung der 
zuvor benutzten Eliminationsschritte anschließend 
ermitteln. 
Algebro-Differentialgleichungssysteme (englisch: 
Differential-Algebraic Equations) erhält man in der 
Elektronik auf einer bestimmten Stufe der Modellie-
rung, vor allem von Halbleiterbauelemen-ten, sehr 
häufig (s. [3], [4] ). 
Bevor Algorithmen zur numerischen Lösung von 
Algebro-Differentialgleichungen zur Verfügung 
standen, war es eine übliche Methode in der compu-
tergestützten Netzwerkanalyse, durch Einfügen zu-
sätzlicher „natürlicher“ u. - im Sinne des Verhaltens 
der Schaltung vernachlässigbarer - reaktiver Elemen-
te, Kapazitäten u./oder Induktivitäten, reine Differen-
tialgleichungssysteme zu erzeugen. In der angegebe-
nen Schaltung geschieht das durch das Einfügen der 
„kleinen“ Kapazität C3 , die durch die Eigenkapazität 
der Diode gerechtfertigt erscheint. Damit erhält man 
das Differentialgleichungssystem mit drei Differenti-
algleichungen erster Ordnung DGS (2). 
Eine Rückführung des Algebro-
Differentialgleichungssystem ADGS (1) auf ein Sys-
tem von zwei Differentialgleichungen erster Ord-
nung, also in ein gegenüber DGS (2) reduziertes 
System, durch Elimination von x2 ist recht einfach 
„von Hand“ möglich. Es ergibt sich das Differential-
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 DGS (3)            
























































mit   h13 = F(-x1-x3);   h3 = F(x3);   K = 5⋅10-5;   P = 630. 
 
Unser Ziel war es, Anfangs- und Randwertprobleme 
von Algebro-Differentialgleichungssystemen nume-
risch zu lösen; deshalb standen selbstverständlich 
numerische Experimente mit dem System ADGS (1) 
im Vordergrund. Die numerische Lösung der Syste-
me DGS (2) und DGS (3) erfolgte lediglich aus Kon-
trollgründen.  
Programme und Computerplattformen 
Zunächst wurde ADGS (1) mit Mathematica 2.2 in 
eine zu DGS (2) äquivalente Form gebracht und der 
Versuch unternommen, die numerische Lösung mit-
tels NDSolve zu bestimmen. Dieser Versuch scheiter-
te. 
Die numerische Lösung des Anfangswertproblems 
von ADGS(1) mit (x1(0),x2(0),x3(0)) = (0,0,0) wurde 
mit Hilfe des Unterprogramms D02NGF (s. [5]) aus 
der NAG Fortran Library Mark 14, ein Produkt der 
Numerical Algorithms Group Ltd. und der Numerical 
Algorithms Group Inc., gewonnen. 
Andererseits wurde mit dem PP NUMATH-2, einem 
Programmpaket für Verfahren der Numerischen Ma-
thematik , das im Auftrag des VEB Robotron-Projekt 
Dresden entwickelt wurde, gearbeitet. Hier gibt es für 
die gleiche Problemklasse das Modul I2SAA2  (s. 
[6]). Das reduzierte Problem DGS (3) konnte mit 
dem PP NUMATH-2 auf konventionelle Weise mit 
dem Verfahren von Gragg-Bulirsch-Stoer (Modul 
I2SKEG, s. [6]) gelöst werden. Weitere Hinweise zu 
den verwendeten Verfahren und Literaturverweise 
können [5] und [6] entnommen werden. 
Versuche mit Mathematica wurden auf einer Sun 
Workstation durchgeführt. Sonst wurde hauptsächlich 
auf der ALLIANT FX/2800 mit NAG und 
PP NUMATH-2 gerechnet. 
Die Ermittlung des PSS als numerische Lösung eines 
Randwertproblems erfolgte am Institut für Ange-
wandte Mathematik. Das verwendete Programm 
MSH2DAE mit dem Integrator IVPDAE ist von R. 
Lamour6 und Mitarbeitern zur Lösung von Rand-
wertaufgaben von Algebro-Differentialgleichungs-
systemen (DAE: Differential-Algebraic Equations) 
entwickelt worden. Es beruht auf der Mehrziel-
methode (MSH: Multiple Shooting). 
                                                          
6Herrn Dr. René Lamour danken wir herzlich für die umfangrei-
chen Rechnungen sowie für wertvolle Hinweise zur numerischen 
Behandlung von Algebro-Differentialgleichungssystemen. 
Andere Programme für diese Aufgabenklasse konn-
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Ergebnisse der numerischen Experimen-
te 
Probleme traten bei D02NGF und I2SAA2 mit der 
Schrittweitensteuerung der Integrationsverfahren 
auf. Ohne eine Begrenzung der maximal zulässigen 
Schrittweite versagten die Verfahren. Ein Rechen-
zeitvergleich zwischen den Verfahren, die das Al-
gebro-Differentialgleichungssystem benutzten, um 
das Einschwingverhalten im Intervall [0,100T] zu 
berechnen, ergab deutliche Vorteile für NAG. Das 
aufbereitete DGS (3) konnte aber erwartungsgemäß 
schneller gelöst werden, und man erzielt auch auf 
einem 486er PC noch vertretbare Rechenzeiten im 
Minutenbereich.  
 
Die wichtigsten Ergebnisse sind in den Abbildun-
gen 2 bis 5 dargestellt. Diese Ergebnisse können als 
gut abgesichert gelten, da zahlreiche Kontrollrech-
nungen, die hier im einzelnen nicht aufgeführt wer-
den, sehr gut übereinstimmende Werte ergaben. 
 
In der Abbildung 2 ist das Transientverhalten der 
Spannungen x1 und x2 aus dem energielosen An-
fangszustand - (x1(0),x2(0),x3(0)) = (0,0,0) - für  GL  
= 0; 0,1 und 1 dargestellt. Es wird deutlich, daß die 
Einschwingzeit mit abnehmender Belastung, d.h. 
mit fallendem GL , wächst. Für GL  = 0, also ver-
schwindender Belastung, wird auch nach einer 
Einschwingzeit von 1000T = 64 s der PPS noch 
nicht erreicht. 
 
Die Abbildungen 3 und 4 zeigen die Ergebnisse der 
PSS-Berechnung mit dem Programm MSH2DAE 
für die Belastung GL = 0,1 jeweils über eine Perio-
de, d.h. t  ∈  [0,T]. 
 
Abbildung 3: 
Spannungen sind in kV und Zeiten in s angegeben. 
Der Verlauf der Ausgangsspannung x (t)  zeigt, 
daß aufgrund der Belastung die Verdopplung der 
Eingangsamplitude nicht erreicht und die Amplitu-
de der der Gleichspannung überlagerten Wechsel-
spannung, die sogenannte Welligkeit, erst in der 
dritten Nachkommastelle wirksam wird. 
1
Das unterste Kurvenbild zeigt in starker Vergröße-
rung den Verlauf der Diodenspannungen um den 
Wert Null. Die positiven Impulse mit einer Höhe 
von ca. 18 V bei einer Amplitude der Diodenspan-
nungen von ca. 3,4 kV (s. darüberliegendes Bild) 
bestimmen über die „starken“ Diodennichtlinearitä-
ten im wesentlichen das Verhalten der Schaltung. 
Damit ist ein gewisser Hinweis auf die Anforde-
rungen an die Rechengenauigkeit und folglich an 
die Schrittweitensteuerung gegeben. 
 
Abbildung 4: 
Spannungen sind in kV, Ströme in mA und Zeiten 
in s angegeben. Die Abbildung enthält aus Gründen 
des Zeitbezugs, auch für die Kurvenverläufe der 
Abbildung 3, die erregende Schwingung E(t). 
Die Diodenströme  iD3 = F(x3) und iD4 = F(-x1 -x3)  
sind gemeinsam im obersten Kurvenbild dargestellt. 
Bis auf den schmalen positiven Impuls sind sie im 
gesamten Intervall von verschwindender Größe. 
Der Dioden-Sperrstrom beträgt nach den Parame-
terwerten in Abbildung 1 jeweils  iS  = - 5⋅10-5 mA.  
Das Bild darunter zeigt den Verlauf des Quellstro-
mes  iE = C2 x2´(t)  in der Orientierung nach Abbil-
dung 1. 
 
Abb. 5: Periodic Steady-State 
 
Abhängigkeit der Ausgangsspannung x1 von der Belas-
tung 
 
Schließlich gibt die Abbildung 5 mit der Abhängig-
keit des Maximums und des Minimums der Aus-
gangsspannung x1 (in kV) über eine Periode von 
der ohmschen Belastung einen Überblick über das 
Systemverhalten im stationären Zustand. Auf der 
Abszisse ist der Leitwert in  µS  aufgetragen. Der 
betrachtete Bereich des ohmschen Widerstandes  RL 
ergibt sich mithin zu 1 MΩ  ≤  RL ≤ ∞. Bei ver-
schwindender Last (RL → ∞) beträgt die Ausgangs-
spannung etwa das Doppelte der Eingangsamplitu-
de. Sie fällt für RL = 1 MΩ auf etwa die Hälfte 
dieses Wertes ab. Die Welligkeit bleibt im ganzen 
Bereich unter  1,6%  . 
 
Zusammenfassend läßt sich zu unseren Untersu-
chungen folgendes sagen: 
1.  Mit den uns zur Verfügung stehenden Software-
werkzeugen, den FORTRAN Bibliotheken NAG 
und PP NUMATH-2, war es möglich, das Ein-
schwingverhalten für die gestellte Aufgabe in ver-
tretbarer Zeit zu berechnen. Die Oszillation der 
Lösung und die „starke“ Nichtlinearität in den Glei-
chungen zählen offenbar zu den Gründen, daß nur 
durch Begrenzung der maximalen Verfahrens-
schrittweite eine Lösung zu erhalten war. Für diese 
Aufgabenklasse befinden sich jedoch keine Rand-
wertproblemlöser in den benutzten Programmbib-
liotheken. 
2.  Die Einsatzmöglichkeiten von Mathematica für 
unsere Aufgabenklasse sind wahrscheinlich noch 
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nicht ausgeschöpft worden und sollten weiter unter-
sucht werden. 
3.  Die hier präsentierten Resultate können auf-
grund der Kontrollrechnungen mit unterschiedli-
chen mathematischen Modellen und Verfahren als 
gut gesichert angesehen werden. Die Ergebnisse 
von [1] stimmen jedoch mit unseren nur qualitativ 
überein: Der Periodic Steady-State von x1 für 
GL = 1 weicht um ca. -70% von unseren Ergebnis-
sen ab. Um diese Abweichungen zu klären, sind 
Untersuchungen zur Abhängigkeit der Lösungen 
vor allem von den Dioden-Modellparametern ge-
plant. 
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