Now, both! have the form of (15) with, respectively, z(t) = y(t) and z(t) = y 2 (t): Furthermore, we note that y(t) = Ae i! t + e(t) = s(t) + e(t) y 2 (t) = A 2 e i2! t +ẽ(t) =s(t) +ẽ(t)
withẽ (t) = 2Ae i! t e(t) + e 2 (t):
It can be readily verified that 
The asymptotic Gaussian distribution follows by applying the central limit theorem to (23). Finally, using (23) along with (22), it can be shown that 
which concludes the proof.
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Optimized Weighted Averaging of Peak Matched Multiple Window Spectrum Estimates

Maria Hansson
Abstract-Periodogram averaging with multiple windows can be used in spectrum analysis of nonstationary data. Usually, however, the windows for the subspectra are equally weighted in the estimate. In this correspondence, a criterion for the optimization of weighting factors is formulated as the average of normalized bias, variance, or mean square error in a certain frequency interval around a predefined peaked spectrum. The weighting factors are optimized using the peak matched multiple windows, the sinusoid multiple windows, and the discrete prolate spheroidal sequences.
Index Terms-Multiple windows, peaked spectrum, spectrum analysis.
I. INTRODUCTION
To reduce variance in the periodogram, averaging can be used either with one window, shifted in time, or with several different windows, e.g., the multiple window methods in [1] - [4] . The Thomson multiple window method outperforms the Welch method in terms of leakage, resolution, and variance [5] . For varying spectra, however, the performance of the Thomson method degrades due to crosscorrelation between spectra [6] . The minimum bias multiple windows and the sinusoid windows in [3] have better bias properties for varying spectra. In [4] , the multiple windows are derived by optimizing a filter function for a predefined peaked spectrum.
When the results of the multiple window estimators are not satisfactory in certain frequency ranges, a data adaption can be done [1] , [3] . In [7] , a smoothing kernel is used to improve the logarithm of the multiple window spectrum estimate. In [8] , a least-squares method is suggested where the multiple window spectrum estimates in the whole frequency range are used to estimate the parameter of the power law process.
In this correspondence, the weighting factors are optimized for the peak matched multiple windows [4] . A criterion is used where normalized bias, variance, and mean square error are optimized for the predefined peaked spectrum. In Section II, the multiple windows are derived, and in Section III, the minimization criterion for the weighting factors is presented. Section IV evaluates the result of the minimization procedure, and in Section V, a simulation example is given. Section VI concludes the presentation.
II. WINDOW ESTIMATION
The power density spectrum S x (f ) of the zero mean real valued stationary random process x(n) with a peak located at f = 0 is given. With use of the N samples x = [x(0) 1 1 1 x(N 01)] T , where the superscript T denotes the transposed vector, the spectrum should be estimated bŷ
where S i (f ) is a periodogram obtained by using the data window hi = [hi(0) 1 11 hi(N 01)] T , and i is the corresponding weighting factor. The choice of peaked spectrum in this correspondence is Sx(f) = e (02Cjf j)=(10B log (e)) ;
The peak matched multiple windows [4] are given by the eigenvectors from the solution of the generalized eigenvalue problem 
the solution of (3) with R Z = R G gives windows that are the approximate Karhunen-Loève eigenvectors to RB and have suppressed sidelobes by a factor G dB. These windows are named PM G MW, where the value of G indicates the suppression factor.
The windows used by Thomson [1] is a special case, given from the solution of (3) with the peaked spectrum S x (f ) changed for white noise spectrum. The elements of RB are rB(l) = B sinc(Bl) and RZ = I. The resulting multiple windows are the discrete prolate spheroidal sequences (DPSS MW).
The sinusoid windows have the analytic expression hi(n) = 2=(N + 1) sin(((i + 1)(n + 1))=(N + 1)), n = 0 11 1 N 0 1, i = 0 111 K 0 1 (SIN MW).
III. OPTIMIZATION OF WEIGHTING FACTORS
An important property of the multiple window methods is the ability to reduce variance by averaging uncorrelated subspectra. The bias of the estimator is also important. Both these measures are 
The criterion "(f) can be optimized for different frequencies f. Naturally, the peak frequency f = 0 is interesting, but the neighborhood area is also important. The function to be minimized is
where a normalized criterion is used to weight the errors at a certain frequency in proportion to their influence of the estimated spectrum, and the 2M frequency values is chosen as f n = n=(2N).
The variance of the estimator in (1), when x is Gaussian [6] , is The second term will certainly influence the result as the estimation procedure is done for jfj < B=2. The windows and weighting factors should, however, be used to estimate the peaked spectrum, which are located at frequencies jfj > B=2 as well. If the second term is excluded in the estimation procedure, the resulting weighting factors will be optimal for jfj > B=2, and as B is often a small number, the limitation is small. The variance for the frequency fn is therefore
The bias of the estimator in (1) at the frequency f n is defined as
The optimization criterion of (6) includes the expressions of (9) and the denominator of (6) . The minimization of the criterion is therefore done iteratively with a quasi-Newton algorithm [9] . The criterion and the derivative of the criterion are used in the algorithm. The algorithm is described in Table I . values of , which is tested for a smaller minimum e test . If a new minimum is found in the line search, the Hessian H is updated, and a search in a new direction starts. Otherwise, the step parameter is divided by 2, and the two points are chosen closer to the existing minimum.
IV. EVALUATION
In this section, a study of the estimation procedure using the weighting factor minimization algorithm is done. The resulting weighting factors are depicted in Fig. 1 , where the result for the PM MW is given with dashed lines, the PM 30 MW Fig. 1(a) ]. With the knowledge that the windows have a mainlobe width with resulting broadening of the spectra, a better result is given if another spectrum reduces the influence of the first one. Minimizing the normalized variance results in weighting factors where the level will change with the initial values. Their relative weight will, however, be the same, and consequently, the minimized criterion will be unchanged, as the constant factor will appear both in the denominator and numerator. In Fig. 1(b) , the sum of the weighting factors is normalized to 1. Optimization of mean square error gives weighting factors according to Fig. 1(c) .
In Table II , the resulting minimum are depicted. The PM MW results in the smallest value, showing that using the Karhunen-Loève basis functions as windows will give small errors in spectrum estimation. The result from the SIN MW, PM 30 MW, and the DPSS MW are somewhat larger. In the next evaluation, the minimization of mean square error ( = 0:5) is done for different values of M for the Karhunen-Loève basis functions of the PM MW. Optimization at the peak frequency M = 0 gives the weighting factors depicted in Fig. 2(a) . The solid line is the result of the PM MW, and the circles mark the values 1=(8 1 i ), i = 0 1 1 1 7, where i is the eigenvalue from the solution of (3). The result is that the weighting factors are exactly the inverse of the eigenvalues. The reason is that the subspectra are uncorrelated at the peak frequency. From (3), it is established that the windows are orthogonal with respect to RB. They are, however, not necessarily orthogonal with respect to R X .
The eigenvectors of R X can be related to the Karhunen-Loève expansion of the zero-mean stochastic process x, x = N01 i=0 ciqi, where the basis functions fulfill the orthonormality property q T i q j = (12) Minimization of (12) will then give weighting factors that are the inverse of the eigenvalues. The result is in concordance with the discussion by Thomson in [1] , where he proves that the smallest variance is given by uncorrelated subspectra if they are combined with weights i = 1=(K 1 i ) (white-noise case). The bias at the peak is zero with these weights, and the variance is 1=K = 0:125. When several frequencies in the neighborhood of the peak are included in the optimization, the weights change as depicted in Fig. 2(b) -(e) (M = 2; 4; 6; 10). The eigenvalues normalized with 7 i=0 i are depicted with circles in Fig. 2(e) . It is obvious that the more frequencies that are included in the optimization, the more the weights change their appearance, from the inverse of the eigenvalues to the eigenvalues. In [4] , the eigenvalues are used as weights with the motivation that the estimator is matched to the spectrum (matched filter).
In Fig. 2 (f)-(j), the normalized mean square errors are depicted for the different weighting factors. The circles show the resulting normalized mean square error for the frequency points included in the optimization. For M = 0, the result is optimized at the peak frequency. In the neighborhood, however, the mean square error is unsatisfactory. For M = 2, five frequency values are included in the criterion, and the error is small for these five values but larger outside the bandwidth 00:0078 f 0:0078. When several frequencies are included, the peak error becomes larger, but the errors in the neighborhood become smaller. If M is increased beyond M = 10, the weighting factors change marginally. The reason is that all the windows are inside the frequency range 00:04 f 0:04.
V. SIMULATION EXAMPLE
In the simulation example, an ARMA-process with poles p 1; 2 = 0:96e 6j20:1 , p 3; 4 = 0:96e 6j20:15 , p 5; 6 = 0:96e 6j20:6 and notches n1; 2 = 0:9e 6j20:3 , n3 = 0:9e 6j20:5 is used. The test spectrum is shown as solid lines in Fig. 3 . The four groups of weighting factors from Fig. 1(c) are used. A comparison is also done for windows with equal weights, the Thomson estimator (B = 0:08) (Thomson MW), and the sinusoid windows (sinusoid MW). For these two estimators K = 2-8 were tested, and K = 3 gave the smallest normalized mean square error. The result from a single Hanning window is also included. The sinusoid MW with three equal weighted windows give a large error. The reason is seen in Fig. 4 (dotted line) . The variance increases as the number of windows are small, and this, together with the sidelobes, gives a degraded performance, especially at the notches. The DPSS MW and the Thomson MW, which are not suitable for this type of spectra, give a larger mean square error. The Hanning window gives a small bias but a large variance error compared with the multiple window methods.
VI. CONCLUSIONS
Windowed periodograms (subspectra) are combined with weighting factors to a multiple window spectrum estimator suitable for peaked spectrum. The results show that using the peak matched multiple windows gives the smallest error. When the optimization interval is changed from the peak only to also include an increasing interval around the peak, the weighting factors change from being proportional to the inverse of the eigenvalues to being approximately proportional to the eigenvalues.
Simulation examples show that the peak matched multiple windows with suppressed sidelobes and the sinusoid windows together with the optimized weighting factors are suitable to use for spectra with large dynamics, e.g., spectra with peaks and notches.
