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Abstract. We study dynamical systems with approximate product property
and asymptotic entropy expansiveness. We show that such systems have er-
godic measures of arbitrary intermediate entropies and arbitrary intermediate
pressures. In fact, we show that ergodic measures of entropy h forms a residual
subset in the subspace of all invariant measures whose entropy are no less than
h. In particular, the ergodic measures of zero entropy are generic, which ex-
tends a result of Sigmund in a much generalized setting where periodic points
may be absent.
1. Introduction
The research on systems with certain hyperbolicity is a mainstream direction in
the field of dynamical systems, in which various orbit-tracing properties play import
roles. In 1971, Bowen introduced the notion of specification in his seminal paper [4]
to study periodic points and measures for Axiom A diffeomorphisms. Since then,
a number of variations of the specification property have been considered to study
broader classes of dynamical systems, which exhibit some weaker hyperbolicity.
Based on these specification-like properties, a bunch of results were successfully
achieved, including the ones on the structure of the space of invariant measures,
growth rate of periodic orbits, large deviations, multifractal analysis, etc. For an
overview of the definitions and results of specification-like properties, the readers
are referred to the book [15] and the survey [25].
Among various specification-like properties discussed in [25], approximate prod-
uct property is the weakest one. It is also weaker than the so-called gluing orbit
property discussed in [3] and [43]. However, it is still strong enough for us to derive
interesting results. In [36] Pfister and Sullivan introduced approximate product
property and showed that it implies entropy denseness. Based on this fact they
proved large deviations for β-shifts.
Entropy denseness was first discussed and proved for Zd shifts with specifica-
tion property by Eizenberg, Kifer and Weiss [16]. We perceive that this property is
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closely related to a conjecture of Katok. It is a question with a long history whether
positive topological entropy implies a rich structure of the space of invariant mea-
sures. Parry asked if a strictly ergodic system must have zero topological entropy.
The answer is negative and there are many C0 examples of positive topological
entropy that are uniquely ergodic (e.g. [21], [19] and [1]). However, it seems that
we may expect a positive answer for smooth systems, as conjectured by Herman,
because in this case positive topological entropy implies some sort of hyperbolicity.
In his seminal paper [22] Katok showed that every C1+α diffeomorphism in dimen-
sion 2 has horseshoes of large entropies. This implies that the system has ergodic
measures of arbitrary intermediate metric entropies. Katok believed that this holds
in any dimension.
Conjecture (Katok). For every C2 diffeomorphism f on a Riemannian manifold
X, the set
H(X, f) := {hµ(f) : µ is an ergodic measure for (X, f)}
includes [0, h(f)).
Progress on Katok’s conjecture were first made by the author [40, 41, 42] for
certain skew products and toral automorphisms. Ures [48] and Yang and Zhang
[50] verified the conjecture for some partially hyperbolic diffeomorphisms with one-
dimensional center bundles. In the remarkable work [38], Quas and Soo showed
that a system is universal, which implies the conclusion of Katok’s conjeture, if it
satisfies asymptotic entropy expansiveness, almost weak specification property and
small boundary property. Recently, Burguet [6] extended the result of Quas and
Soo to request only the almost weak specification property. In the joint work [20]
with Lifan Guan and Weisheng Wu, we showed that certain homogeneous systems
satisfy almost weak specification hence proved Katok’s conjecture by applying the
above results. In [23], Konieczny, Kupsa and Kwietniak proved Katok’s conjecture
by for hereditary shifts, who showed that the set of ergodic measures is arcwise
connected with respect to a strong metric under which the entropy function is
continuous. We have also learned about the work [28] by M. Li, Y. Shi, S. Wang
and X. Wang on a flow version of Katok’s conjecture for star flows. Finally, we
note that J. Li and Oprocha [27] have obtained a very similar result to ours for
transitive systems with shadowing property.
In this paper, we verify Katok’s conjecture for systems satisfying approximate
product property and asymptotic entropy expansiveness. We actually proved a
stronger result on the structure of the space of invariant measures. In particular,
we show that the set of ergodic measures of zero entropy is residual, which extends
a theorem of Sigmund [39], in a setting where periodic points may be absent.
Our result indicates that we might be able ask for something more than Katok’s
conjecture, at least for a large class of systems. The technical part of the proof
is a combination of the argument of Pfister and Sullivan [36] that shows entropy
denseness and the argument developed in [44] by the author that provides upper
estimates of the entropy.
For a system (X, f), denote by M(X, f) the space of invariant measures and
by Me(X, f) the subset of ergodic ones. The main results of the paper state as
follows:
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Theorem 1.1. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property. Then for every α ∈ [0, h(f)),
Me(X, f, α) := {µ ∈ Me(X, f) : hµ(f) = α}
is a residual subset in the compact metric subspace
Mα(X, f) := {µ ∈ M(X, f) : hµ(f) ≥ α}.
In particular, Me(X, f, 0), the set of ergodic measures of zero entropy, is a residual
subset of M(X, f).
Theorem 1.2. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property. For every µ ∈ M(X, f), every open neighborhood U of
µ, denote
H(X, f, U) := {hν(f) : ν ∈ U ∩Me(X, f)}.
Then we have {
H(X, f, U) ⊃ [0, hµ(f)], if hµ(f) < h(f);
H(X, f, U) ⊃ [0, hµ(f)), if hµ(f) = h(f).
In particular, H(X, f) = [0, h(f)].
Remark. We remark that it is possible that hµ(f) /∈ H(X, f, U) when hµ(f) =
h(f). This happens if (X, f) has multiple ergodic measures of maximal entropies.
See Example 9.1. It is clear that if in addition (X, f) is intrisically ergodic then
H(X, f, U) ⊃ [0, hµ(f)] for every µ ∈ M(X, f).
Another remark is that only asymptotic entropy expansiveness and entropy dense-
ness, even along with the fact thatM(X, f) is a Poulsen simplex, are not sufficient
for the conclusion of Theorem 1.1 and Theorem 1.2. See Example 9.2.
Theorem 1.2 covers many known results on Katok’s conjecture, including [42],
[38, Section 3.2], [20], [27, Corollary C (2)] and [44, Theorem 1.3]. In [38] and [6], a
seemingly much stronger conclusion, universality, is proved under the assumption of
almost weak specification. However, in general universality should not be expected
for systems with only approximate product property. See Example 9.3.
In [39], Sigmund proved various generic properties of invariant measures for Ax-
iom A diffeomorphisms. Similar results are obtained in [18] for systems with weaker
specification-like properties on periodic orbits. Theorem 1.1 extends Sigmund’s re-
sult to our setting that the set of ergodic measures of zero entropy is residual. It
is also a partial answer to a question raised in [3] by Bomfim and Varandas for
systems with gluing orbit properties. Note that the systems we consider may have
no periodic orbits.
In [44], we showed that for systems with gluing orbit property, zero topologi-
cal entropy implies minimality and equicontinuity. However, there are non-trivial
subshifts (hence expansive and not equicontinuous) with approximate product prop-
erty and zero topological entropy, which are even not topologically transitive. See
Example 9.6 and 9.7. As a simple corollary, we see that for a system with approx-
imate product property, minimality implies zero topological entropy and unique
ergodicity (cf. Section 5.3). Recently we are able to show that in this case zero
topological entropy is equivalent to unique ergodicity [45]. This indicates that there
is a dichotomy on the structure of the space of invariant measures for a system with
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approximate product property, which is completely determined by its topological
entropy: {
h(f) = 0 ⇐⇒ M(X, f) is a singleton.
h(f) > 0 ⇐⇒ M(X, f) is a Poulsen simplex.
In the proof of Theorem 1.1, asymptotic entropy expansiveness is used in two
places: to bound the tail entropy h∗(f, ε) and to guarantee upper semi-continuity
of the entropy map. We doubt if this condition is necessary and suspect that only
approximate product property might be enough for a slightly weaker conclusion.
Our results on intermediate entropies also leads to the following consequence on
intermediate pressures. The pressure for an asymptotically additive potential is a
generalization of the classical pressure for a continuous potential.
Theorem 1.3. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property and Φ be an asymptotically additive potential for (X, f).
Denote by P (f,Φ) the topological pressure of Φ, PΦ(µ) the pressure of Φ with respect
to µ ∈ M(X, f) and
Pinf(f,Φ) := inf {PΦ(µ) : µ ∈M(X, f)} .
Then for every α ∈ (Pinf(f,Φ), P (f,Φ)], there is να ∈Me(X, f) such that PΦ(να) =
α.
Notions and results in this paper naturally extends to the continuous-time case.
The proof can be carried out with a little extra effort, namely a discretization
argument as in the proof of [14, Lemma 5.10].
2. Preliminaries
Let (X, d) be a compact metric space. Let f : X → X be a continuous map.
Then (X, f) is conventionally called a topological dynamical system or just a system.
We shall denote by Z+ the set of all positive integers and by N the set of all
nonnegative integers, i.e. N = Z+ ∪ {0}. For n ∈ Z+, denote
Zn := {0, 1, · · · , n− 1} and Σn := {0, 1, · · · , n− 1}
Z
+
.
2.1. Specification-like properties.
Definition 2.1. Let C = {xk}k∈Z+ be a sequence in X . Let S = {mk}k∈Z+ and
G = {tk}k∈Z+ be sequences of positive integers. The pair (C ,S ) shall be called
an orbit sequence while G shall be called a gap. For ε > 0 and z ∈ X , we say that
(C ,S ,G ) is ε-traced by z if for each k ∈ Z+,
d(f sk+j(z), f j(xk)) ≤ ε for each j = 0, 1, · · · ,mk − 1,
where
s1 = s1(S ,G ) := 0 and sk = sk(S ,G ) :=
k−1∑
i=1
(mi + ti − 1) for k ≥ 2.
Definition 2.2. (X, f) is said to have specification property if for every ε > 0 there
isM =M(ε) > 0 such that for any orbit sequence (C ,S ) and any gap G satisfying
minG ≥M , there is z ∈ X that ε-traces (C ,S ,G ).
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Definition 2.3. (X, f) is said to have gluing orbit property if for every ε > 0
there is M = M(ε) > 0 such that for any orbit sequence (C ,S ), there is a gap G
satisfying maxG ≤M and z ∈ X such that (C ,S ,G ) can be ε-traced by z.
Let {an}∞n=1, {bn}
∞
n=1 be two sequences of integers. We write
{an}
∞
n=1 ≤ {bn}
∞
n=1 if an ≤ bn for each n ∈ Z
+.
For a sequence S = {an}∞n=1 of positive integers and a function L : Z
+ → Z+, we
write
L(S ) := {L(an)}
∞
n=1.
We say that the function L : Z+ → Z+ is tempered if L is nondecreasing and
lim
n→∞
L(n)
n
= 0.
Denote by σ the shift operator on sequences, i.e.
σ({an}
∞
n=1) = {an+1}
∞
n=1.
Definition 2.4. (X, f) is said to have almost weak specification property (as in
[38]), or tempered specification property, if for every ε > 0 there is a tempered
function Lε : Z
+ → Z+ such that for any orbit sequence (C ,S ) and any gap G
satisfying G ≥ Lε(σ(S )), there is z ∈ X that ε-traces (C ,S ,G ).
Definition 2.5. (X, f) is said to have tempered gluing orbit property if for every
ε > 0 there is a tempered function Lε : Z
+ → Z+ such that for any orbit sequence
(C ,S ), there is a gap G satisfying G ≤ Lε(σ(S )) and z ∈ X such that (C ,S ,G )
can be ε-traced by z.
Remark. Definition 2.2–2.5 are equivalent to their analogs respectively, where the
tracing property holds for any finite orbit sequences. A proof of the equivalence for
gluing orbit property can be found in [43, Lemma 2.10]. The proof for tempered
cases is analogous. The properties are called periodic if for any finite orbit sequence
we require the tracing point z to be a periodic point with the specified period (cf.
[25] and [47]).
The notion of gluing orbit property first appeared in [46] by X. Tian and W.
Sun in an equivalent form with the name “transitive specification”. It has recently
drawn much attention since the work [3] by Bomfim and Varandas. The notion of
tempered specification was first introduced in [33] without a name. It was called
almost weak specification in some references such as [38] and suggested to be called
weak specification in [25]. The author suggests the name tempered specification
to avoid any possible ambiguity with other specification-like properties. Hence its
variation should be called tempered gluing orbit.
Readers are referred to [25] for a survey of specification-like properties. The
references [2], [3] and [43] contain the original definition of gluing orbit property as
well as a bunch of interesting examples.
It is clear that specification implies tempered specification, gluing orbit implies
tempered gluing orbit and (tempered) specification implies (tempered) gluing or-
bit. There are systems with gluing orbit properties that does not have tempered
specification (e.g. irrational rotation), and vice versa (e.g. quasi-hyperbolic toral
automorphisms that are central skew [30, 31, 33]). Finally, there are systems with
the tempered gluing orbit property introduced by us that does not have tempered
specification property or gluing orbit property. See Example 9.4.
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Analogous to [2, Example 3.4], the following fact holds for direct products.
Proposition 2.6. Suppose that (X, f) has tempered gluing orbit property and (Y, g)
has tempered specification property. Then their direct product (X × Y, f × g) has
tempered gluing orbit property.
Proof. Suppose that we are given ε > 0. Let LX = Lε be the tempered function
for (X, f) as in Definition 2.5 and LY = Lε be the tempered function for (Y, g) as
in Definition 2.4. Let C = {(xk, yk)}∞k=1 and S = {mk}
∞
k=1 be an orbit sequence.
Fix x∗ ∈ X . Let C1 = {x′k}
∞
k=1 and S
′ = {m′k}
∞
k=1 such that
x′k :=
{
xl, k = 2l − 1;
x∗, k = 2l
and m′k :=
{
ml, k = 2l− 1;
LY (ml+1), k = 2l.
Then there are zX ∈ X and a gap G1 = {t′k}
∞
k=1 such that
t′k ≤ LX(m
′
k+1) for each k
and (C1,S
′,G1) is ε-traced by zX under f Let G := {tk}∞k=1 such that for each k,
we have
tk := t
′
2k−1 +m
′
2k + t
′
2k − 1 > LY (mk+1). (1)
Then ({xk}
∞
k=1,S ,G ) is also ε-traced by zX under f . By (1), there is zY ∈ Y such
that ({yk}∞k=1,S ,G ) is also ε-traced by zY under g. So (C ,S ,G ) is ε-traced by
(zX , zY ) under f × g.
Finally, define the function
L(n) := LX(LY (n)) + LY (n) + LX(n)− 1 for each n.
Then we have
tk = t
′
2k−1 +m
′
2k + t
′
2k − 1 ≤ L(mk+1)
and L is tempered, as
lim
n→∞
L(n)
n
= lim
n→∞
(
LX(LY (n))
n
+
LX(n)
n
+
LY (n)
n
)
= lim
n→∞
(
LX(LY (n))
LY (n)
LY (n)
n
)
= 0.

2.2. Topological entropy and entropy expansiveness.
Definition 2.7. Let K be a subset of X . For n ∈ Z+ and ε > 0, a subset E ⊂ K
is called an (n, ε)-separated set in K if for any distinct points x, y in E, we have
dfn(x, y) := max
{
d(fk(x), fk(y)) : k ∈ Zn
}
> ε.
Denote by s(K,n, ε) the maximal cardinality of (n, ε)-separated subsets of K. Let
h(K, f, ε) := lim sup
n→∞
ln s(K,n, ε)
n
.
Then the topological entropy of f on K is defined as
h(K, f) := lim
ε→0
h(K, f, ε).
In particular, h(f) := h(X, f) is the topological entropy of the system (X, f).
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Remark. For each n ∈ Z+, dfn is a metric on X . Note that h(K, f, ε) grows as ε
tends to 0. So we actually have
h(K, f) = sup{h(K, f, ε) : ε > 0}.
Proposition 2.8. A set of the form
Bn(x, ε) = {y ∈ X : d
f
n(y, x) < ε}
is called an (n, ε)-ball of (X, f). A subset E of X is called an (n, ε)-spanning set if
X =
⋃
x∈E
Bn(x, ε).
Denote by r(n, ε) the minimal cardinality of (n, ε)-spanning subset of X. In partic-
ular, denote r(ε) := r(1, ε). Let
hs(f, ε) := lim sup
n→∞
ln r(n, ε)
n
.
Then
h(f) = lim
ε→0
hs(f, ε) = sup{hs(f, ε) : ε > 0}.
Definition 2.9. For ε > 0 and x ∈ X , denote
Γε(x) := {y ∈ X : d(f
n(x), fn(y)) < ε for every n ∈ N}.
Let
h∗(f, ε) := sup{h(Γε(x), f) : x ∈ X}.
(1) We say that (X, f) is entropy expansive if there is ε0 > 0 such that
h∗(f, ε0) = 0.
(2) We say that (X, f) is asymptotically entropy expansive if
lim
ε→0
h∗(f, ε) = 0.
Proposition 2.10 ([5, Corollary 2.4]). For every subset K ⊂ X and every ε > 0,
h(K, f) ≤ h(K, f, ε) + h∗(f, ε).
Corollary 2.11. If (X, f) is asymptotically entropy expansive, then h(f) <∞.
We remark that asymptotic entropy expansiveness is not a very strong condition
and it holds for a broad class of systems.
Proposition 2.12. (1) Every factor of an asymptotically entropy expansive
system is asymptotically entropy expansive.
(2) If both (X, f) and (Y, g) are asymptotically entropy expansive, then so is
(X × Y, f × g).
(3) Every C∞ diffeomorphism on a compact manifold is asymptotically entropy
expansive (cf. [7, Theorem 2.2]).
(4) Every C1 diffeomorphism away from homoclinic tangencies is entropy ex-
pansive (cf. [29, Theorem B]).
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2.3. Measures and metric entropy. Denote by M(X) the space of probability
measures on X , by M(X, f) the subspace of invariant measures of (X, f) and
by Me(X, f) the subset of the ergodic ones. As X is compact, both M(X) and
M(X, f) are compact metrizable spaces under the weak-∗ topology [49, Theorem
6.5 and Theorem 6.10]. We shall denote by D∗ the diameter of M(X) under the
metric specified in the following lemma.
Lemma 2.13 ([49, Theorem 6.4]). There is a metric D on M(X) such that D
induces the weak-∗ topology on M(X) and
D(
n∑
k=1
akµk,
n∑
k=1
akνk) ≤
n∑
k=1
akD(µk, νk)
for any µ1, · · · , µn, ν1, · · · , νn ∈ M(X) and any a1, · · · an > 0 satisfying
n∑
k=1
ak = 1.
Lemma 2.14 ([49, Section 6.1]). A sequence µn → µ in M(X, f) if and only if
lim inf
n→∞
µn(U) ≥ µ(U) for every open subset U ⊂ X.
By [49, Theorem 6.10],Me(X, f) is exactly the set of extreme points ofM(X, f)
and M(X, f) is a Choquet simplex, i.e. every µ ∈ M(X, f) is the barycenter
of a unique probability measure supported on the set of its extreme points (i.e.
Me(X, f)). As a corollary, Me(X, f) is a Gδ subset of M(X, f). If Me(X, f) is
dense in M(X, f), then Me(X, f) is a residual subset of M(X, f) and M(X, f)
is a Poulsen simplex if it is non-trivial, i.e. not a singleton. The structure of a
Poulsen simplex has been studied in [32]. Some important facts are listed below.
See [37] for more details on Choquet simplices.
Proposition 2.15 ([32]). Suppose that M(X, f) is a Poulsen simplex. Then the
followings hold.
(1) As Poulsen simplex is unique up to affine homeomorphisms, M(X, f) is
affinely homeomorphic to M({0, 1}Z, σ), where σ is the two-sided full shift
on {0, 1}Z.
(2) Me(X, f) is homeomorphic to the Hilbert space l2.
(3) Me(X, f) is arcwise connected by simple arcs.
Definition 2.16 ([22, Theorem 1.1]). Let µ be an invariant probability measure
for (X, f). Fix δ ∈ (0, 1). Denote
rµ(n, ε, δ) := min{|U| : U is a collections of (n, ε)-balls such that µ(
⋃
U∈U
U) > 1−δ}.
Then the metric entropy of (X, f) with respect to µ is defined as
hµ(f) := lim
ε→0
lim sup
n→∞
ln rµ(n, ε, δ)
n
= lim
ε→0
lim inf
n→∞
ln rµ(n, ε, δ)
n
.
Proposition 2.17 (cf. [49, Theorem 8.1]). For any µ, ν ∈M(X, f) and λ ∈ [0, 1],
hλµ+(1−λ)ν(f) = λhµ(f) + (1− λ)hν(f).
Proposition 2.18 (Variational Principle). For any system (X, f), we have
h(f) = sup{hµ(f) : µ ∈M(X, f)}.
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Proposition 2.19 ([34, Corollary 4.1]). If (X, f) is asymptotically entropy expan-
sive, then the map µ 7→ hµ(f) is upper semi-continuous with respect to the weak-∗
topology on M(X, f). As a corollary, there is µM ∈ Me(X, f), which is called a
measure of maximal entropy, such that hµM (f) = h(f).
3. Approximate Product Property
Definition 3.1. Let C = {xk}k∈Z+ be a sequence in X and G = {tk}k∈Z+ be an
increasing sequence of nonnegative integers. For n ∈ Z+, δ1, δ2, ε > 0 and z ∈ X ,
we say that C is (n, δ1, δ2,G , ε)-traced by z if G is (n, δ1)-spaced, i.e.
t1 = 0 and n ≤ tk+1 − tk < n(1 + δ1) for each k ∈ Z
+,
and the following tracing property holds:∣∣{j ∈ Zn : d(f tk+j(z), f j(xk)) > ε}∣∣ < δ2n for each k ∈ Z+. (2)
Definition 3.2. The system (X, f) is said to have approximate product property,
if for every δ1, δ2, ε > 0, there is M = M(δ1, δ2, ε) > 0 such that for every n > M
and every sequence C in X , there are an (n, δ1)-spaced sequence G and z ∈ X such
that C is (n, δ1, δ2,G , ε)-traced by z.
Approximate product property is almost the weakest specification-like property.
It is weaker than tempered gluing orbit property and all other specification-like
properties discussed in [25], including almost specification property, relative spec-
ification property, almost product property, etc. It seems independent with the
decomposition introduced by Climenhaga and Thompson [11] (cf. Example 9.1).
Proposition 3.3. Suppose that (X, f) has tempered gluing orbit property. Then
(X, f) has approximate product property.
Proof. Suppose that we are given δ1, δ2, ε > 0 and (X, f) has tempered gluing orbit
property. There is a tempered function Lε : Z
+ → Z+ such that for any orbit
sequence (C ,S ), there is a gap G satisfying G ≤ Lε(σ(S )) and z ∈ X such that
(C ,S ,G ) can be ε-traced by z. Then there is M such that
Lε(n)
n
< δ1 for every n > M.
For every n > M and every sequence C = {xk}k∈Z+ inX , assume that (C , {n}
Z
+
, {tk}∞k=1)
is ε-traced by z and tk ≤ Lε(n) for each k. Denote
sk :=
k−1∑
j=1
(n+ tk − 1).
Then
s1 = 0, n ≤ sk+1 − sk = tk − 1 < Lε(n) < δ1n for each k,
and ∣∣{j ∈ Zn : d(f sk+j(z), f j(xk)) > ε}∣∣ = 0 < δ2n for each k.
Hence C is (n, δ1, δ2, {sk}
∞
k=1, ε)-traced by z. This implies that (X, f) has approx-
imate product property. 
We remark that tempered gluing orbit property implies transitivity, while ap-
proximate product property does not. See Example 9.7.
The following facts allow us to find more examples of systems with approximate
product property.
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Proposition 3.4. Suppose that (X, f) has approximate product property and (Y, g)
has tempered specification property. Then their direct product (X × Y, f × g) has
approximate product property.
Proof. Suppose that we are given δ1, δ2, ε > 0. We choose δ
′
1, δ
′
2 > 0 such that
(1 + δ′1)
2 < 1 + δ1 and δ
′
2(1 + δ
′
1) < δ2.
Let M = M(δ′1, δ
′
2, ε) for (X, f) as in Definition 3.2 and Lε : Z
+ → Z+ be the
tempered function for (Y, g) as in Definition 2.4. There is N such that Lε(n) < δ
′
1n
for every n > N . Then for every n > max{M,N} and every C = {(xk, yk)}∞k=1 ∈
X × Y , there are an (⌊(1 + δ′1)n⌋, δ
′
1)-spaced sequence G = {tk}
∞
k=1 and zX ∈ X
such that CX := {xk}∞k=1 is (⌊(1 + δ
′
1)n⌋, δ
′
1, δ
′
2,G , ε)-traced by zX . Then for each
k, we have
n ≤ ⌊(1 + δ′1)n⌋ ≤ tk+1 − tk < (1 + δ
′
1)⌊(1 + δ
′
1)n⌋ < (1 + δ1)n
and ∣∣{j ∈ Zn : d(f tk+j(zX), f j(xk)) > ε}∣∣ < δ′2⌊(1 + δ′1)n⌋ < δ2n.
This implies that CX is also (n, δ1, δ2,G , ε)-traced by zX .
Let
G
∗ := {t′k}
∞
k=1 such that t
′
k := tk+1 − tk − (n− 1) for each k.
Then t′k ≥ δ
′
1n > Lε(n) for each k and hence G
∗ ≥ Lε({n}Z
+
). As (Y, g) has
tempered specification property, there is zY ∈ Y that ε-traces ({yk}∞k=1, {n}
Z
+
,G ∗).
Then C is (n, δ1, δ2,G , ε)-traced by (zX , zY ).

Proposition 3.5 ([36, Proposition 2.2]). Every factor of a system with approximate
product property has approximate product property.
In [36], Pfister and Sullivan has shown that approximate product property im-
plies entropy denseness if the entropy map is upper semi-continuous.
Proposition 3.6 ([36, Theorem 2.1]). Suppose that (X, f) has approximate product
property. Then for every µ ∈ M(X, f), every η > 0, there is ν ∈ Me(X, f) such
that
D(µ, ν) < η and hν(f) > hµ(f)− η.
Entropy denseness The conclusion of Proposition 3.6 implies that Me(X, f) is
dense in M(X, f). By Section 2.3, M(X, f) is either a singleton or a Poulsen
simplex.
Corollary 3.7. Suppose that (X, f) has approximate product property. Then the
followings hold.
(1) Me(X, f) is a residual subset of M(X, f).
(2) Me(X, f) is arcwise connected by simple arcs.
4. Empirical Measures
In this section we discuss some facts on empirical measures to prepare ourselves
for the proof of the main result. Our proofs of these lemmas mainly follow [14,
Section 5.3]. We shall also need some lemmas from the work of Pfister and Sullivan
[36] for the purpose of entropy estimate. We list them at the end of this section.
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For x ∈ X and n ∈ N, we define the empirical measure E(x, n) such that∫
φdE(x, n) :=
1
n
n−1∑
k=0
φ(fk(x)) for every φ ∈ C(X).
Given a set U ⊂M(X,T ), let
E(U, n) := {x ∈ X : E(x, n) ∈ U}.
Let µ ∈ M(X, f) and δ > 0. Denote Bδ = Bδ(µ) := B(µ, δ). For N ∈ Z+, denote
ZN,δ = ZN,δ(µ) := {x ∈ X : f
k(x) ∈ E(Bδ, N) for every k ∈ N}
= {x ∈ X : E(fk(x), N) ∈ Bδ for every k ∈ N}. (3)
Then f(ZN,δ) ⊂ ZN,δ. By [49, Section 6.1], the map x 7→ E(x,N) is continuous.
It is uniformly continuous since X is compact. Hence the set ZN,δ is closed. For
ε > 0, denote
Var(ε) := max{D(E(x, 1), E(y, 1)) : d(x, y) ≤ ε}.
By uniform continuity of the map x 7→ E(x, 1), we have
lim
ε→0
Var(ε) = 0. (4)
Lemma 4.1. For any N ∈ Z+ and any ν ∈M(ZN,δ, f |ZN,δ), we have D(ν, µ) ≤ δ.
Proof. Assume that ν ∈ M(ZN,δ, f |ZN,δ) is ergodic. There is a generic point x ∈
ZN,δ such that E(x, n) converges to ν as n→∞.
Write n = kN + l such that k ∈ N and 0 ≤ l < N . Note that
nE(x, n) =
k−1∑
j=0
(NE(f jN (x), N)) + lE(fkN (x), l).
For each j ∈ N, as x ∈ ZN,δ, by (3), we have E(f jN (x), N) ∈ Bδ and hence
D
(
E
(
f jN (x), N
)
, µ
)
≤ δ.
Recall that D∗ is the diameter of the set of probability measures on X . Then
we have
D (E(x, n), µ) = D

k−1∑
j=0
N
n
E
(
f jN (x), N
)
+
l
n
E
(
fkN (x), l
)
, µ


≤
k−1∑
j=0
N
n
D
(
E
(
f jN (x), N
)
, µ
)
+
l
n
D
(
E
(
fkN (x), l
)
, µ
)
< δ +
ND∗
n
.
This implies that D(ν, µ) ≤ δ as E(x, n)→ ν.
When ν is not ergodic, the result follows from ergodic decomposition.

Lemma 4.2. Assume that
2D∗
η
< T ≤
1
δ1
and Var(ε) + (δ1 + δ2)D
∗ < η. (5)
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Let C be a sequence in E(B(x, η),M) that is (M, δ1, δ2,G , ε)-traced by z. Then
z ∈ ZTM,3η.
Proof. Given any n ∈ N, we need to show that D (E(fn(z), TM), µ) < 3η.
Denote C = {xk}∞k=1 and G = {tk}
∞
k=1. There is unique k such that tk < n ≤
tk+1. Denote
s := (tk+1 − n) +
T−2∑
j=1
(tk+j+1 − tk+j) = tk+T−1 − n.
By (5), we have
TM > (T − 1)M(1 + δ1) > s.
Then
E(fn(z), TM) =
tk+1 − n
TM
E(fn(y), tk+1 − n)
+
T−2∑
j=1
tk+j+1 − tk+j
TM
E(f tk+j (y), tk+j+1 − tk+j)
+
Tτ − s
TM
E(f tk+T−1(y), T τ − s).
For each j, denote
rj :=
∣∣{l ∈ ZM : d(f tk+j+l(z), f l(xk+j)) > ε}∣∣ < δ2M.
Then the tracing property (2) yields that
D
(
E(f tk+j (z), tk+j+1 − tk+j), µ
)
≤
M
tk+j+1 − tk+j
D
(
E(f bk+j (z),M), µ
)
+
(tk+j+1 − tk+j −M)D
∗
tk+j+1 − tk+j
< D
(
E(f tk+j (z),M), E(xk+j ,M)
)
+D (E(xk+j ,M), µ) + δ1D
∗
<
M − rj
M
Var(ε) +
rj
M
D∗ + η + δ1D
∗
< 2η.
Hence
D (E(fn(z), TM), µ) ≤
tk+1 − n
TM
D∗ +
tk+T−1 − tk+1
TM
· 2η +
TM − s
TM
D∗
≤
2M
TM
D∗ + 2η
< 3η.

Definition 4.3. Let S be a subset of X . For n ∈ Z+, δ > 0 and ε > 0, we say that
S is (n, δ, ε)-separated if for any distinct points x, y ∈ S, we have∣∣{k ∈ ZM : d(fk(x), fk(y)) > ε}∣∣ > δM.
It is easy to see that if 0 < δ < δ′, then every (n, δ′, ε)-separated set is also
(n, δ, ε)-separated.
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Lemma 4.4 ([36, Proposition 2.1]). Let ν be an ergodic measure and h < hν(f).
Then there are δ > 0 and γ > 0 such that for any neighborhood U of ν, there is
N∗ = N∗(h, δ, γ, U) > 0 such that for any n ≥ N∗ there is an (n, δ, γ)-separated set
Γn ⊂ E(U, n) with |Γn| ≥ enh.
Lemma 4.5 ([36, Lemma 2.1]). For n ∈ Z+ and δ ∈ (0, 12 ), denote
Q(n, δ) := |{A ∈ Zn : |A| > (1 − δ)n}|.
Then
lnQ(n, δ)
n
≤ −δ ln δ − (1− δ) ln(1− δ).
Remark. Note that
lim
δ→0
(−δ ln δ − (1 − δ) ln(1− δ)) = 0. (6)
5. Local Denseness
The following proposition is the crucial part of the paper. Compared to the
result of Pfister and Sullivan (Theorem 3.6), it contains an upper estimate of the
entropy of ν. This is carried out by applying an argument developed in [44] by the
author.
Proposition 5.1. Let (X, f) be an asymptotically entropy expansive system with
approximate product property. Then for every ergodic measure µ ∈ Me(X, f),
every η0 > 0, every h0 ∈ (0, hµ(f)) and every β0 > 0, there is an ergodic measure
ν ∈Me(X, f) such that
D(ν, µ) < η0 and |hν(f)− h0| < β0.
The conclusion of proposition 5.1 can be directly proved for every invariant
measure µ, with an argument similar to the one in [14, Section 5.3]. However, we
choose to use the result of entropy denseness that is already proved in [36] to make
our exposition more concise.
We prove Proposition 5.1 in the rest of this section and split the proof into two
subsections.
5.1. Construction. Suppose that we are given µ ∈ Me(X, f), η0, β0 > 0 and
h0 ∈ (0, hµ(f)). We fix
η :=
η0
4
, β :=
1
7
min{β0, hµ(f)− h0, h0} and T >
2D∗
η
.
By Lemma 4.4, there are δ0 > 0, γ0 > 0 and N
∗ = N∗(hµ(f) − β, δ1, γ0, B(µ, η))
such that for any n ≥ N∗ there is an (n, δ0, γ0)-separated set Γ∗n ⊂ E(B(µ, η), n)
with
|Γ∗n| > e
n(hµ(f)−β). (7)
By (4), we can fix ε > 0 such that
h∗(f, 2ε) < β,Var(ε) <
1
4
η and ε <
1
3
γ0. (8)
As h(f) <∞, we can fix δ1 > 0 such that
δ1 <
1
2T
and δ1(h(f) + β) < β. (9)
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By (6), we can fix δ2 > 0 such that
δ2 < min{
δ0
2
,
1
T
,
β
ln r(ε)
} and − δ2 ln δ2 − (1− δ2) ln(1− δ2) < β. (10)
As
lim sup
n→∞
ln r(n, ε)
n
= hs(f, ε) ≤ h(f),
there is N0 > 0 such that
ln r(n, ε) ≤ n(h(f) + β) for every n > N0. (11)
We fix M >M(ε, δ1, δ2) as in Definition 3.2 such that
M > max{N∗,
N0
δ1
} and
ln(δ1M)
M
< β. (12)
By Lemma 4.4, there is a fixed (M, δ0, γ0)-separated set Γ
∗
M ⊂ E(B(µ, η),M)
with |Γ∗M | > e
n(hµ(f)−β). We fix a subset ΓM ⊂ Γ∗M such that
eMh0 ≤ |ΓM | < e
M(h0+β). (13)
DenoteM1 := ⌊δ1M⌋, Σ := ΣM1 and Γ := (ΓM )
Z
+
. For each ξ = {ξ(k)}∞k=1 ∈ Σ,
denote
tk(ξ) :=
k−1∑
j=1
(M + ξ(j)) for each k and Gξ := {tk(ξ)}
∞
k=1.
For each ξ ∈ Σ and each sequence C ∈ (ΓM )Z
+
, denote
YC ,ξ := {y ∈ X : C is (M, δ1, δ2,Gξ, ε)-traced by y}. (14)
Let
Y :=
⋃
C∈Γ,ξ∈Σ
YC ,ξ.
Note that by (8), (9) and (10), we have
Var(ε) + (δ1 + δ2)D
∗ <
1
4
η +
3D∗
2T
< η.
Hence (5) holds. By Lemma 4.2, we have Y ⊂ ZTM,3η.
Denote by σΓ and σΣ the shift maps on Γ and Σ, respectively. It is clear that
the following invariance property holds.
Lemma 5.2. For every C ∈ Γ and ξ ∈ Σ, we have
f t2(ξ)(YC ,ξ) ⊂ YσΓ(C ),σΣ(ξ).
Lemma 5.3. Suppose that y ∈ YC ,ξ and y′ ∈ YC ′,ξ′ such that
tn(ξ) = tn(ξ
′) and xn(C ) 6= xn(C
′).
Then y, y′ are (nM(1 + δ1), ε)-separated.
Proof. Denote t := tn(ξ) = tn(ξ
′). Denote
A :=
{
j ∈ ZM : d(f
t+j(y), f j(xn(C ))) ≤ ε
}
and
A′ :=
{
j ∈ ZM : d(f
t+j(y′), f j(xn(C
′))) ≤ ε
}
.
By (14) and the tracing property, we have |A|, |A′| ≥ (1− δ2)M . Hence by (10),
|A ∩ A′| ≥ (1− 2δ2)M > (1 − δ0)M.
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But xn(C ) and xn(C
′) are distinct elements in ΓM . They must be (M, δ0, γ0)-
separated. Then there must be τ ∈ A ∩ A′ such that
d(f τ (xn(C )), f
τ (xn(C
′))) > γ0 > 3ε.
Hence
d(f t+τ (y), f t+τ (y′)) ≥d(f τ (xn(C )), f
τ (xn(C
′)))
− d(f t+τ (y), f τ (xn(C )))
− d(f t+τ (y′), f τ (xn(C
′)))
>ε.
Moreover, we have
t+ τ ≤
n∑
k=1
(tk+1(ξ) − tk(ξ)) ≤ nM(1 + δ1).

Denote by
CΓp1···pn = {C ∈ Γ : xj(C ) = pj for each j = 1, · · · , n}
a cylinder of rank n in Γ and
CΣw1···wn = {ξ ∈ Σ : ξ(j) = wj for each j = 1, · · · , n}
a cylinder of rank n in Σ. For each cylinder CΓ and CΣ, denote
YCΓ,CΣ =
⋃
C∈CΓ,ξ∈CΣ
YC ,ξ.
Corollary 5.4. Suppose that yi ∈ YCΓi ,CΣ for i = 1, 2 such that C
Γ
1 , C
Γ
2 are distinct
cylinders of rank n in Γ and CΣ is a cylinder of rank n− 1 in Σ. Then y1, y2 are
(nM(1 + δ1), ε)-separated.
Lemma 5.5. Let {yn} be a sequence in Y such that yn → y˜ in X. Then there are
C˜ ∈ Γ and ξ˜ ∈ Σ such that y˜ ∈ Y
C˜ ,ξ˜
. Hence Y is compact.
Proof. Denote
∆ := {A ⊂ ZM : |A| ≥ (1 − δ2)M}.
Then ∆ is finite. For each k ∈ Z+ and y ∈ YC ,ξ, denote
Ak(y) :=
{
τ ∈ ZM : d(f
tk(ξ)+τ (y), f τ (xk(C ))) ≤ ε
}
∈ P .
Assume that yn ∈ YCn,ξn for each n. Note that Γ, Σ and ∆
Z
+
are compact metric
symbolic spaces. We can find a subsequence {nj}∞j=1, C˜ ∈ Γ, ξ˜ ∈ Σ and {Ak}
∞
k=1 ∈
∆Z
+
such that
Cnj → C˜ , ξnj → ξ˜ and {Ak(ynj )}
∞
k=1 → {Ak}
∞
k=1.
For each k ∈ Z+, there is Nk such that for every nj > Nk, we have
xk(Cnj ) = xk(C˜ ), tk(ξnj ) = tk(ξ˜) and Ak(ynj ) = Ak.
For each τ ∈ Ak, we have
d(f tk(ξ˜)+τ (y˜), f τ (xk(C˜ ))) = lim
nj→∞
d(f tk(ξnj )+τ (ynj ), f
τ (xk(Cnj ))) ≤ ε.
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This implies that y˜ ∈ Y
C˜ ,ξ˜. 
5.2. Entropy estimate.
Lemma 5.6. For every n ∈ Z+, every cylinder CΓ = CΓp1···pn and every cylinder
CΣ = CΣw1···wn in Σ, there are at most
(Q(M, δ2)r(ε)
δ2Mr(M1, ε))
n+2
points in YCΓ,CΣ that are (nM, 2ε)-separated.
Proof. Let S(M1, ε) be a fixed (M1, ε)-spanning subset of X with the minimal
cardinality. Then |S(M1, ε)| = r(M1, ε). Let S1 be a fixed (1, ε) spanning subset
of X with the minimal cardinality r(ε). Let A := {A1, · · · , An} be an n-tuple in
Pn. Fix any ξ ∈ C. Denote
YCΓ,CΣ(A ) := {y ∈ YCΓ,CΣ : d(f
tk(ξ)+j(y), f j(pk)) ≤ ε
for every j ∈ Ak, k = 1, 2, · · · , n}
Denote
Ω(A ) :=
tn+1(ξ)−1∏
j=0
Ωj(A ),
where for tk(ξ) ≤ j < tk+1(ξ), k = 1, 2, · · · , n,
Ωj(A ) :=


{f j−tk(ξ)(pk)}, if j − tk(ξ) ∈ Ak;
S1, if j − tk(ξ) ∈ ZM\Ak;
f j−tk(ξ)−(M−1)(S(M1, ε)), otherwise.
Let S be an (tn+1(ξ), 2ε)-separated set in YCΓ,CΣ(A ). Then there is a injection
pi : S → Ω(A ) such that for every y ∈ S,
d(f j(y), f j(pi(y))) ≤ ε for each j = 0, 1 · · · , tn+1(ξ)− 1.
Hence
|S| ≤ |Ω(A )| ≤ (|S1|
δ2M |S(M1, ε)|)
n = (r(ε)δ2Mr(M1, ε))
n.
By Lemma 4.5, there are at most Q(M, δ2)
n n-tuples in (P)n. So the maximal
cardinality of an (tn+1(ξ), 2ε)-separated set in YC ,ξ is at most
(Q(M, δ2)r(ε)
δ2Mr(M1, ε))
n.
The result follows since tn+1(ξ) ≥ nM . 
Corollary 5.7.
s(Y, nM, 2ε) < (eM(h0+β)M1Q(M, δ2)r(ε)
δ2Mr(M1, ε))
n.
Proof. Just note that the numbers of distinct cylinders of rank n in Γ and Σ are
|ΓM |
n and Mn1 , respectively. 
Corollary 5.8. For each τ ∈ {0, · · · ,M +M1 − 1} and every n ∈ Z+, we have
s(f τ (Y ), nM, 2ε) ≤ (eM(h0+β)M1Q(M, δ2)r(ε)
δ2Mr(M1, ε))
n+2
Proof. Note that if S is an (nM, 2ε)-separated subset of f τ (Y ), then f−τ (S) in-
cludes an (nM + τ, 2ε)-separated subset of f τ (Y ). Moreover, we have
nM + τ < (n+ 2)M
for τ ∈ {0, · · · ,M +M1 − 1}. 
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Lemma 5.9. Let
Λ :=
M+M1−1⋃
k=0
fk(Y ).
Then Λ is a compact f -invariant subset in ZTM,3η.
Proof. We have that Λ is compact since Y is compact. We have Λ ⊂ ZTM,3η since
Y ⊂ ZTM,3η and f(ZTM,3η) ⊂ ZTM,3η.
For every z ∈ Λ, there is y ∈ Y and τ ∈ {0, · · · ,M+M1−1} such that f τ (y) = z.
If r < M +M1 − 1, then f(z) = f τ+1(y) ∈ Λ.
Assume that y ∈ YC ,ξ. Note that M ≤ t2(ξ) ≤ M +M1 and by Lemma 5.2, we
have
f t2(ξ)(y) ∈ Y.
Hence if τ =M +M1 − 1, then
f(x) = f τ+1(y) = fM+M1−t2(ξ)(f t2(ξ)(y)) ∈ fM+M1−t2(ξ)(Y ) ⊂ Λ.
So we can conclude that f(Λ) ⊂ Λ. 
Lemma 5.10. We have
h0 − β0 < h(Λ, f) < h0 + β0.
Hence Λ supports an ergodic measure ν as requested in Proposition 5.1.
Proof. By Corollary 5.8, we have for each n ∈ Z+,
s(Λ, nM, 2ε) ≤
M+M1−1∑
τ=0
s(f τ (Y ), nM, 2ε)
< (M +M1)(e
M(h0+β)M1Q(M, δ2)r(ε)
δ2Mr(M1, ε))
n+2. (15)
Then for every t ∈ Z+, there is n ∈ Z+ such that (n− 1)M < t ≤ nM . Hence we
have
h(Λ, f, 2ε) = lim sup
t→∞
ln s(Λ, t, 2ε)
t
≤ lim sup
n→∞
ln s(Λ, nM, 2ε)
(n− 1)M
≤ (h0 + β) +
lnM1 + lnQ(M, δ2) + ln r(M1, ε)
M
+ δ2 ln r(ε).
By (11) and (12), we have
ln r(M1, ε) ≤ δ1M(h(f) + β).
Then by (8), (9) and (10), we have
h(Λ, f) ≤ h(Λ, f, 2ε) + h∗(f, 2ε) < (h0 + β) + 4β + β < h0 + β0.
For each n, there are |ΓM |n cylinders of rank n in Γ and M
n−1
1 cylinders of rank
n− 1 in Σ. There must be a cylinder CΣ0 of rank n− 1 such that
|Q(CΣ0 )| ≥
|ΓM |n
Mn−11
≥
enMh0
Mn−11
,
where
Q(CΣ0 ) := {C
Γ : CΓ is a cylinder of rank n in Γ and YCΓ,CΣ
0
6= ∅}.
18 PENG SUN
By Corollary 5.4, we have
s(Λ, nM(1 + δ1), ε) ≥ s(Y, nM(1 + δ1), ε)
≥ s(YΓ,CΣ
0
, nM(1 + δ1), ε)
≥ |Q(CΣ0 )|.
Hence
h(Λ, f) ≥ h(Λ, f, ε)
≥ lim sup
n→∞
ln s(Λ, nM(1 + δ1), ε)
nM(1 + δ1)
≥ lim sup
n→∞
Mh0 − (n− 1) lnM1
nM(1 + δ1)
≥ h0 − δ1h0 −
ln(δ1M)
M
> h0 − 2β.
As (X, f) is asymptotically entropy expansive, Λ supports an ergodic measure ν
with hν(f) = h(Λ, f). By Lemma 4.1, we have D(ν, µ) ≤ 3η < η0. 
5.3. Minimal systems. Existence of the set Λ leads to the following corollaries
that minimality implies zero topological entropy and unique ergodicity.
Corollary 5.11. Let (X, f) be a system with approximate product property and
positive topological entropy. Then (X, f) is not minimal.
Proof. Suppose that h0 + β0 < h(f, 2ε). By (15), there is N such that
s(Λ, nM, 2ε) < nM(h0 + β0) for every n > N.
This implies that Λ is a proper subset of X that is compact and f -invariant. Hence
(X, f) is not minimal. 
Corollary 5.12. Let (X, f) be a system with approximate product property that is
not uniquely ergodic. Then (X, f) is not minimal.
Proof. Let µ1, µ2 be distinct ergodic measures and η0 <
1
3D(µ1, µ2). There are
compact invariant sets Λ1 and Λ2 such that D(ν, µ1) ≤ η0 for every ν ∈ M(X, f)
supported on Λ1 and D(ν, µ2) ≤ η0 for every ν ∈ M(X, f) supported on Λ2. Then
Λ1 ∩ Λ2 = ∅. Hence (X, f) is not minimal. 
6. Proof of the Main Theorems
In this section we prove Theorem 1.1 and Theorem 1.2. Note that if h(f) = 0,
thenMe(X, f) is a residual subset ofM(X, f) by Proposition 3.6 and the theorems
are trivial. In what follows, we assume that h(f) > 0.
Lemma 6.1. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property. For 0 ≤ α < α′ < h(f), denote
M(α, α′) := {µ ∈M(X, f) : α ≤ hµ(f) < α
′}.
Then
Me(α, α
′) :=M(α, α′) ∩Me(X, f)
is dense in Mα(X, f).
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Proof. Suppose that we are given µ ∈Mα and δ > 0. Let
µ′ := µ+
δ
3D∗
(µM − µ),
where µM ∈ Me(X, f) such that hµM (f) = h(f). Then
D(µ′, µ) <
δ
3
and hµ′(f) > α.
By Proposition 3.6, there is µ′′ ∈Me(X, f) such that
D(µ′′, µ′) <
δ
3
and hµ′′(f) > α.
By Proposition 5.1, there is ν ∈Me(X, f) such that
D(ν, µ′′) <
δ
3
and α ≤ hν(f) < min{hµ′′(f), α
′}.
Then we have
ν ∈ (M(α, α′) ∩Me(X, f)) ∩ (B(µ, δ) ∩M
α(X, f)).
Hence Me(α, α′) is dense in Mα. 
Proof of Theorem 1.1. As (X, f) is asymptotically entropy expansive, the map µ→
hµ(f) is upper semi-continuous. This implies that Mα(X, f) is a compact metric
subspace ofM(X, f), hence is a Baire space. AsMe(X, f) is a Gδ set inM(X, f),
the set
Mαe :=Me(X, f) ∩M
α(X, f)
is a Gδ set in Mα(X, f). By upper semi-continuity of the entropy map, for every
α′ > α,
M(α, α′) = {µ ∈M(X, f) : hµ(f) < α
′} ∩Mα(X, f)
is relatively open in Mα(X, f). Then Me(α, α′) = M(α, α′) ∩ Mαe is Gδ in
Mα(X, f). By Lemma 6.1, Me(α, α′) is dense in Mα(X, f). Hence Me(α, α′)
is residual in Mα(X, f). Finally, we have that
Me(X, f, α) =
∞⋂
k=1
(M(α, α+
1
k
) ∩Mαe )
is a residual subset of Mα.
If α = 0, then M0(X, f) is exactly M(X, f).

Proof the Theorem 1.2. Let δ > 0 such that B(µ, 2δ) ⊂ U .
Let 0 ≤ α < hµ(f). Then B(µ, δ) ∩ Mα(X, f) is open and nonempty in
Mα(X, f). By Theorem 1.1, there is an ergodic measure ν ∈ B(µ, δ) ∩Mα(X, f)
such that hν(f) = α.
If hµ(f) < h(f), then
µ˜ := µ+
δ
D∗
(µM − µ) ∈ B(µ, δ) and hµ˜(f) > hµ(f).
There is an ergodic measure ν ∈ B(µ˜, δ) ∩Mhµ(f) such that hν(f) = hµ(f). Then
ν ∈ B(µ, 2δ) ⊂ U .
In particular, by Proposition 2.19, (X, f) has ergodic measures of the maximal
entropy. 
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7. Lyapunov Exponents for Asymptotically Additive Potentials
A sequence Ψ = {ψn}
∞
n=1 of continuous real-valued functions on X is called a
sub-additive potential for the system (X, f) if
ψm+n(x) ≤ ψn(x) + ψm(f
n(x)) for every x ∈ X,m, n ∈ Z+.
A sequence Φ = {φn}∞n=1 of real-valued functions on X is called an asymptotically
sub-additive potential for the system (X, f), if for every η > 0, there is a sub-additive
potential Ψ = {ψn}∞n=1 such that
lim sup
n→∞
1
n
sup{|φn(x)− ψn(x)| : x ∈ X} < η.
We say that Φ is asymptotically additive is both Φ and −Φ are asymptotically
sub-additive. The Lyapunov exponent for Φ with respect to an invariant measure
µ ∈M(X, f) is defined as
χΦ(µ) := lim
n→∞
1
n
∫
φndµ.
If µ is ergodic, then by Kingman’s sub-additive ergodic theorem (c.f. [49, Theorem
10.1]), we have that
φn(x)
n
→ χΦ(µ) as n→∞, for µ-almost every x ∈ X.
Lyapunov exponents for asymptotically additive potentials were studied in [17]
and [47]. In [47], it is shown that if (X, f) has periodic gluing orbit property, then
for each a ∈ (χΦmin, χ
Φ
max), where
χΦmin := inf{χΦ(µ) : µ ∈ M(X, f)} and χ
Φ
max := sup{χΦ(µ) : µ ∈M(X, f)},
there is an ergodic measure νa of full support such that
χΦ(νa) = a. (16)
We perceive that existence of an ergodic measure satisfying (16), which is called
intermediate exponent property after [47], is a corollary of the fact thatMe(X, f) is
dense in M(X, f). However, in general we do not know if such an ergodic measure
has full support.
The proof of Theorem 7.3 is based on the following lemma.
Lemma 7.1 ([17, Lemma A.4]). Let Φ be an asymptotically additive potential for
(X, f). The map χΦ : M(X, f) → R is continuous with respect to the weak-∗
topology.
Corollary 7.2. Let Φ be an asymptotically additive potential for (X, f). Then
there are µΦmin, µ
Φ
max ∈ Me(X, f) such that
χΦ(µ
Φ
min) = χ
Φ
min and χΦ(µ
Φ
max) = χ
Φ
max.
Theorem 7.3. Let (X, f) be a system with approximate product property and Φ
be an asymptotically additive potential for (X, f). Then for every a ∈ [χΦmin, χ
Φ
max],
there is νa ∈Me(X, f) such that χΦ(νa) = a.
Proof. By Corollary 3.7, Me(X, f) is arcwise connected. Hence there must be an
arc in Me(X, f) that connects µΦmin and µ
Φ
max, on which there is νa with χΦ(νa) =
a. 
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8. Intermediate Pressures
Let Φ be an asymptotically additive potential for (X, f). Define
P (f,Φ, n, ε) := sup
{∑
x∈S
eφn(x) : S is an (n, ε)-separated subset of X
}
.
The topological pressure of Φ is then defined as
P (f,Φ) := lim
ε→0
(
lim sup
n→∞
lnP (f,Φ, n, ε)
n
)
.
For each µ ∈ M(X, f), the pressure of Φ with respect to µ is defined as
PΦ(µ) := hµ(f) + χΦ(µ).
We have the following Variational Principle from [8] and [17]. Note that in the
additive case we have χΦ(µ) > −∞ for every µ ∈M(X, f).
Proposition 8.1 ([17, Theorem 3.1]).
P (f,Φ) = sup {PΦ(µ) : µ ∈M(X, f)} .
As a generalization of the classical pressure for a continuous potential (cf. [49,
Chapter 9]), the pressure for an asymptotically additive potential has similar prop-
erties. By Lemma 7.1, χΦ is continuous. So PΦ is upper semi-continuous. It
is also clear the PΦ is affine on M(X, f). There is µP ∈ Me(X, f) such that
PΦ(µP ) = P (f,Φ).
In the rest of this section we prove Theorem 1.3. Note that if h(f) = 0 then
PΦ(µ) = χΦ(µ) for every µ ∈ M(X, f). In this case Theorem 1.3 is a corollary of
Theorem 7.3.
Lemma 8.2. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property such that h(f) > 0. Assume that Pinf(f,Φ) < α < α
′ <
P (f,Φ). Then
Pe(α, α
′) := {µ ∈Me(X, f) : χΦ(µ) ≤ α ≤ PΦ(µ) < α
′}
is dense in
P
α := {µ ∈ M(X, f) : χΦ(µ) ≤ α ≤ PΦ(µ)}.
Proof. Let µ0 ∈ Pα and δ0 > 0. We need to show that
Pe(α, α
′) ∩B(µ0, δ0) 6= ∅.
Our discussion splits into several cases:
Case 1. χΦ(µ0) < α < PΦ(µ0).
Let
η :=
1
3
min{α− χΦ(µ0), α
′ − α, PΦ(µ0)− α}.
By Lemma 7.1, there is δ1 ∈ (0, δ0) such that
|χΦ(µ)− χΦ(µ0)| < η for every µ ∈ B(µ0, δ1).
Note that
hµ0(f) = PΦ(µ0)− χΦ(µ0).
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By Theorem 1.2, there is an ergodic measure ν ∈ B(µ0, δ1) such that
h(ν) = min{PΦ(µ0), α
′} − χΦ(µ0)− η ∈ (0, hµ0(f)).
Then
χΦ(ν) < χΦ(µ0) + η < α,
PΦ(ν) = χΦ(ν) + min{PΦ(µ0), α
′} − χΦ(µ0)− η > min{PΦ(µ0), α
′} − 2η > α
and
PΦ(ν) = χΦ(ν) + min{PΦ(µ0), α
′} − χΦ(µ0)− η < min{PΦ(µ0), α
′} < α′
Hence ν ∈ Pe(α, α′) ∩B(µ0, δ0).
Case 2. χΦ(µ0) = α < PΦ(µ0).
As α > Pinf(f,Φ), there is µ
′ ∈M(X, f) such that
α > PΦ(µ
′) ≥ χΦ(µ
′). (17)
There is δ1 ∈ (0,
δ0
2
) such that
PΦ(µ1) > α for µ1 := µ0 +
δ1
D∗
(µ′ − µ0).
Then
µ1 ∈ B(µ0,
δ0
2
) and χΦ(µ1) < α < PΦ(µ1).
Apply the argument for Case 1. We can find
ν ∈ Pe(α, α
′) ∩B(µ1,
δ0
2
) ⊂ Pe(α, α
′) ∩B(µ0, δ0).
Case 3. χΦ(µ0) < α = PΦ(µ0).
There is δ1 ∈ (0,
δ0
2
) such that
χΦ(µ1) < α for µ1 := µ0 +
δ1
D∗
(µP − µ0).
As PΦ(µ0) = α < PΦ(µP ), we have
µ1 ∈ B(µ0,
δ0
2
) and χΦ(µ1) < α < PΦ(µ1).
Apply the argument for Case 1. We can find
ν ∈ Pe(α, α
′) ∩B(µ1,
δ0
2
) ⊂ Pe(α, α
′) ∩B(µ0, δ0).
Case 4. χΦ(µ0) = α = PΦ(µ0) and α ≥ χΦ(µP ).
Let
µ1 := µ0 +
δ0
2D∗
(µP − µ0).
As PΦ(µ0) = α < PΦ(µP ), we have
µ1 ∈ B(µ0,
δ0
2
) and χΦ(µ1) ≤ α < PΦ(µ1).
INTERMEDIATE ENTROPIES AND APPROXIMATE PRODUCT PROPERTY 23
Apply the argument for Case 1 if χΦ(µ1) < α, or the one for Case 2 if χΦ(µ1) = α.
We can find
ν ∈ Pe(α, α
′) ∩B(µ1,
δ0
2
) ⊂ Pe(α, α
′) ∩B(µ0, δ0).
Case 5. χΦ(µ0) = α = PΦ(µ0) and α < χΦ(µP ).
Let µ′ ∈M(X, f) be as in (17) such that χΦ(µ′) < α. Let µ′′ ∈M(X, f) such that
hµ′′(f) > 0. There is κ ∈ (0, 1) such that
χΦ(µ1) < α for µ1 := µ
′ + κ(µ′′ − µ′).
Then hµ1(f) > 0. As χΦ(µ1) < α < χΦ(µP ), there is λ ∈ (0, 1) such that
χΦ(µ2) = α for µ2 := λµ1 + (1− λ)µP .
Then hµ2(f) > 0 and hence
PΦ(µ2) = hµ2(f) + χΦ(µ2) > α.
Let
µ3 := µ0 +
δ0
2D∗
(µ2 − µ0).
Then
µ3 ∈ B(µ0,
δ0
2
), χΦ(µ3) = α and PΦ(µ3) > α.
Apply the argument for Case 2. We can find
ν ∈ Pe(α, α
′) ∩B(µ3,
δ0
2
) ⊂ Pe(α, α
′) ∩B(µ0, δ0).

The following theorem verifies Theorem 1.3 when h(f) > 0 and α < P (f,Φ).
Theorem 8.3. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property, h(f) > 0 and Φ be an asymptotically additive potential
for (X, f). Then for every α ∈ (Pinf(f,Φ), P (f,Φ)),
Pe(α) := {µ ∈ Me(X, f) : PΦ(µ) = α}
is a residual subset in the nonempty compact metric subspace Pα.
Proof. Note that for any system (X, f), Pα is nonempty as long as
α ∈ (Pinf(f,Φ), P (f,Φ)).
There are µ1, µ2 ∈ M(X, f) such that PΦ(µ1) < α < PΦ(µ2). Then there is
κ ∈ (0, 1) such that
PΦ(µ3) = α for µ3 := κµ1 + (1− κ)µ2.
Then χΦ(µ3) ≤ PΦ(µ3) = α and hence µ3 ∈ Pα.
Note that {µ ∈ M(X, f) : χΦ(µ) ≤ α} is closed by the continuity of χΦ and
{µ ∈ M(X, f) : α ≤ PΦ(µ)} is closed by the upper semi-continuity of PΦ. So Pα
is closed as their intersection. Pα is a compact metric subspace and a Baire space.
As Me(X, f) is a Gδ subset of M(X, f), we have that Me(X, f) ∩Pα is a Gδ
subset of Pα. By Lemma 8.2, Pe(α, α
′) is dense in Pα for every α′ ∈ (α, P (f,Φ)).
But
Pe(α, α
′) = (Me(X, f) ∩P
α) ∩ (Pα′ ∩P
α),
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where
Pα′ := {µ ∈ M(X, f) : PΦ(µ) < α
′}
is open by the upper semi-continuity of PΦ. Therefore Pe(α, α
′) is a residual subset
of Pα. So is
Pe(α) =
∞⋂
k=1
Pe(α, α +
1
k
).

Denseness of zero-entropy measures also leads to the following interesting fact.
We remark that (18) does not imply the existence of µ ∈ M(X, f) with PΦ(µ) =
Pinf(f,Φ).
Theorem 8.4. Let (X, f) be an asymptotically entropy expansive system with ap-
proximate product property and Φ be an asymptotically additive potential for (X, f).
Then
Pinf(f,Φ) = χ
Φ
min. (18)
As a corollary of (18), if there is µ ∈ M(X, f) such that PΦ(µ) = Pinf(f,Φ), then
hµ(f) = 0 and χΦ(µ) = χ
Φ
min.
Proof. Assume that Pinf(f,Φ) > χ
Φ
min. By Lemma 7.1, there is δ > 0 such that
χΦ(ν) < Pinf(f,Φ) for every ν ∈ B(µ
Φ
min, δ).
By Theorem 1.2, there is ν0 ∈ B(µΦmin, δ) with hν0(f) = 0. Then we are led to the
contradiction
PΦ(ν0) = χΦ(ν0) + hν0(f) < Pinf(f,Φ).

9. Applications and Examples
As approximate product property is the weakest specification-like property, The-
orems 1.1, 1.2 and 1.3 apply to many well-known systems. We list a few of them
as follows:
• Symbolic systems, which are expansive, including:
– Transitive subshifts of finite types, which have gluing orbit property
(cf. [3]);
– Transitive sofic shifts, which have approximate product property (cf.
[25, Corollary 40]);
– β-shifts, which have approximate product property (cf. [36]);
• Automorphisms on compact groups, which are asymptotically entropy ex-
pansive, including:
– Ergodic toral automorphisms, which have periodic tempered specifi-
cation property (cf. [33]);
– An automorphism of a finite-dimensional compact metric abelian group
with finite topological entropy, whose Koopman representation has no
finite orbits on the character group other than the trivial character,
which has tempered specification property (cf. [38, Theorem 11]);
– A homogeneneous system (G/Γ, g), where G is connected semisim-
ple Lie group without compact factors, Γ is an irreducible cocompact
lattice of G and g ∈ G is non-quasiunipotent, which has tempered
specification property (cf. [20]);
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• A product of a systems with approximate product property and a system
with tempered specification property (cf. Proposition 3.4), if it is also
asymptotically expansive (e.g. Example 9.3 and 9.4);
• Factors of above systems (cf. Proposition 3.5 and Proposition 2.12);
• Some other partially hyperbolic systems (work in propress).
Example 9.1. In [35], Pavlov showed that there is a subshift that has tempered
specification property with a specified gap function and exactly two ergodic mea-
sures of disjoint support. In [26], Kwietniak, Oprocha and Rams constructed a
one-sided shift (X2, σ) that has tempered specification property and multiple but
finitely many ergodic measures of maximal entropy. If µ1, µ2 are two distinct er-
godic measures of maximal entropy for (X2, σ), then there is δ > 0 such that
B(
µ1 + µ2
2
, δ) contains no ergodic measures of maximal entropy. So Corollary 1.2
is optimal. This example also shows that approximate product property does not
imply the decomposition of Climenhaga and Thompson in [11].
Example 9.2. Let (X1, f1) be a subshift constructed in [21] which is uniquely
ergodic and of positive topological entropy. Let (X, f) be the direct product of
(X1, f1) and the full shift. Then every invariant measure for (X, f) is a direct
product of the unique ergodic measure for (X1, f1) and an invariant measure for
the full shift. The system (X, f) is expansive and entropy dense. M(X, f) is
non-trivial. But (X, f) does not have ergodic measures of entropies less than h(f1).
Example 9.3. Let (X, f) be the direct product of the irrational rotation and the
full shift. Then (X, f) has gluing orbit property and is entropy expansive. Hence
our results apply to it. By [38, Section 3.5], this system (X, f) is not universal.
Example 9.4. Let (X, f) be the direct product of the irrational rotation and
a quasihyperbolic toral automorphism that is central skew, i.e. that has non-
diagonalizable Jordan blocks with unitary eigenvalues. By [30] and [33], such an
automorphism has tempered specification property but not specification property.
Then (X, f) has tempered gluing orbit property but it does not have tempered
specification property or gluing orbit property. Our results still apply to it.
Example 9.5. Note that systems with approximate product property are not nec-
essarily invertible. The following is a non-symbolic example from [2]. Let X := T2
and
f(x, y) := (2x mod 1, x+ y mod 1).
It is shown in [2] that (X, f) has gluing orbit property. (X, f) is also asymptotically
entropy expansive as it is C∞ [7, Theorem 2.2]. Our results apply to this system.
Example 9.6. The idea of the following example is due to Dominik Kwietniak.
See also [24, Theorem 7.1]. Suppose that X1 ⊂ {0, 1}N and L : Z+ → Z+ be a
tempered function such that
L(1) = 1, lim
n→∞
L(n) =∞
and for every m ∈ N, every n ∈ Z+, every {wk}k∈Z ∈ X1, we have
|{m ≤ k < m+ n : wk = 1}| ≤ L(n).
For example, we may take
L(n) = ⌊1 + lnn⌋ for each n.
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The subshift on X1 has approximate product property. In fact, under the metric
d({wk}k∈N, {w
′
k}k∈N) = 2
−min{k:wk 6=w
′
k},
for every δ1, δ2, ε > 0, there are N ∈ Z+ such that 2−N < ε and M such that
L(M +N)N < δ2M.
Then every sequence C in X1 is (n, δ1, δ2, {(k − 1)M}∞k=1, ε)-traced by the fixed
point {0}N ∈ X1. Moreover, we have
sn(X1, n, ε) ≤ Q(n+N,
L(n+N)
n+N
).
This yields that h(X1, σ) = 0. Moreover, (X1, σ) is a hereditary subshift. It is
mixing and non-invertible.
Example 9.7. Let X1 ⊂ {0, 1}N and L : Z+ → Z+ be as in Example 9.6. Let
X2 ⊂ {0, 2}N such that for every m ∈ Z, every n ∈ Z+, every {wk}k∈Z ∈ X2, we
have
|{m ≤ k < m+ n : wk = 2}| ≤ L(n).
Then the subshift on X1 ∪X2 has approximate product property as every sequence
can be traced by {0}N. The subshift is not topologically transitive and still has
zero topological entropy. It does not have tempered gluing orbit property.
10. Almost Approximate Product Property
Inspired by the sequence of works [9, 10, 11] by Climenhaga, Thompson and their
collaborators, we attempt to generalize the notion of approximate product property
to study an even broader class of systems. The decomposition we introduce here is
far from the decomposition introduced by Climenhaga and Thompson. We believe
that our method can be adapted to obtain similar results for the systems considered
in [12] and [13], which are robustly transitive C0-perturbations of hyperbolic toral
automorphisms. This work is in progress.
Definition 10.1. Let D be a subset of X × Z+. Denote
D(n) := {x ∈ X : (x, n) ∈ D}.
For ε > 0, define
h(D, f, ε) := lim sup
n→∞
ln s(D(n), n, ε)
n
and
h(D, f) := lim
ε→0
h(D, f, ε).
Remark. By definition, we have
h(K, f, ε) = h(K × Z+, f, ε) and h(K, f) = h(K × Z+, f)
for every K ⊂ X . In particular,
h(f) = h(X × Z+, f).
Definition 10.2. For D ⊂ X × Z+, we say that (D, f) has approximate product
property, if for every δ1, δ2, ε > 0, there is M = M(D, δ1, δ2, ε) > 0 such that for
every n > M and every sequence C in D(n), there are an (n, δ1)-spaced sequence
G and z ∈ X such that C is (n, δ1, δ2,G , ε)-traced by z.
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Definition 10.3. For h ≥ 0, we say that (X, f) has h-almost approximate product
property, if there are finitely many subsets D1,D2, · · · ,Dm ∈ X × Z+ such that
that (Dk, f) has approximate product property for each k = 1, 2, · · · ,m and
h((X × Z+)\(
m⋃
k=1
Dk), f) ≤ h
Proposition 10.4. Let (X, f) be an asymptotically entropy expansive system with
h-almost approximate product property and h(f) > h ≥ 0. Then for every ergodic
measure µ ∈ Me(X, f) satisfying hµ(f) > h, every η0 > 0, every h0 ∈ (0, hµ(f))
and every β0 > 0, there is an ergodic measure ν ∈Me(X, f) such that
D(ν, µ) < η0 and |hν(f)− h0| < β0.
Remark. In contrast to Proposition 5.1, we do not know in this case if the conclu-
sion also holds for every invariant measure µ ∈M(X, f). So Proposition 10.4 does
not imply thatMe(X, f) is dense. Neither does its consequence Theorem 10.5 rely
on that fact.
Proof. Follow the proof of Proposition 5.1. Just note that as hµ(f) > h, for β <
1
3 (hµ(f)− h) and N
∗ sufficiently large, it is possible to find kn ∈ {1, 2, · · · ,m} for
each n > N∗ such that
|Γ∗n ∩ D
(n)
kn
| >
1
m
(en(hµ(f)−β) − en(h+β)),
where Γ∗n is as in (7). Then for M sufficiently large, we still have the (M, δ0, γ0)-
separated set ΓM ⊂ E(B(µ, η),M) such that (13) holds. 
Proposition 10.4 implies that H(X, f) = [0, h(f)] if we take µ = µM . Moreover,
we still have that ergodic measures of large entropies are generic in some subspaces.
Theorem 10.5. Let (X, f) be an asymptotically entropy expansive system with h-
almost approximate product property. For α ∈ [h, h(f)), denote by M¯αe the closure
of
Mαe := {µ ∈Me(X, f) : hµ(f) ≥ α}.
Then for h ≤ α < α′ < h(f), Me(α, α′)is a residual subset of M¯αe . As a corollary,
Me(X, f, α) is also a residual subset of M¯αe .
Proof. Note that M¯αe is compact and hence a Baire subspace. In M¯
α
e , Me(X, f)∩
M¯αe is still a Gδ subset. For every µ ∈ M(X, f) with hµ(f) < α, by upper semi-
continuity of the entropy map, there must be an open neighborhood U of µ such
that
hν(f) < α for every ν ∈ U.
Then we have that µ /∈ M¯αe . This implies that
M(α, α′) ∩ M¯αe = {µ ∈M(X, f) : hµ(f) < α
′} ∩ M¯αe
is relatively open. As Me(α, α′) ⊂ M¯αe , we have
Me(α, α
′) = (Me(X, f) ∩ M¯
α
e ) ∩ (M(α, α
′) ∩ M¯αe )
is a Gδ subset of M¯αe .
For every µ ∈ M¯αe and every δ0 > 0, there is an ergodic measure µ
′ ∈Me(X, f)
such that
D(µ′, µ) <
δ0
2
and hµ′(f) ≥ α.
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If hµ′(f) < α
′ then µ′ ∈ Me(α, α′) ∩ B(µ, δ0). Otherwise, we have hµ′(f) ≥ α′ >
α ≥ h. By Proposition 10.4, there is ν ∈ Me such that
D(ν, µ′) <
δ0
2
and α < hν(f) < α
′.
Then ν ∈Me(α, α′)∩B(µ, δ0). So in both cases we have verified thatMe(α, α′) is
dense in M¯αe . Hence Me(α, α
′) is a residual subset of M¯αe for h ≤ α < α
′ < h(f).
So is
Me(X, f, α) =
∞⋂
k=1
Me(α, α +
1
k
).

Corollary 10.6. Let (X, f) be an asymptotically entropy expansive system with
h-almost approximate product property. Then
H(X, f) ⊃ [h, h(f)] and H(X, f) = [0, h(f)].
With an argument analogous to the proof of Theorem 10.5, one can show that
the following holds.
Theorem 10.7. Let (X, f) be an asymptotically entropy expansive system. Sup-
pose that (X, f) has h-almost approximate product property for every h > 0, then
Me(X, f, α) is also a residual subset of M¯αe for every α ∈ [0, h(f)). In particular,
Me(X, f, 0) is residual in M¯0e =Me(X, f) and H(X, f) = [0, h(f)].
11. Discussion: Role of Asymptotic Entropy Expansiveness
Proposition 11.1. For every system (X, f) and every a > 0, we have that
Ma∗(X, f) := {µ ∈ M(X, f) : hµ(f) ≤ a}
is a Gδ subset of M(X, f).
Proof. We fix δ ∈ (0, 1). For n ∈ Z+ and ε > 0, denote
V (n, ε, a) := {µ ∈M(X, f) :
ln rµ(n, ε, δ)
n
< a}.
We claim that V (n, ε, α) is an open set in M(X, f). Let µ ∈ V (n, ε, a). Then
rµ(n, ε, δ) < e
na.
This implies that there exists a collections U of (n, ε)-balls such that
|U| < ena and µ(
⋃
U∈U
U) > 1− δ.
As
⋃
U∈U U is an open set, by Lemma 2.14, there is an open neighborhood V of µ
in M(X, f) such that
ν(
⋃
U∈U
U) > 1− δ for every ν ∈ V .
Then we have
rν(n, ε, δ) ≤ |U| < e
na hence ν ∈ V (n, ε, a) for every ν ∈ V .
This verifies the claim.
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By Definition 2.16, we have
hµ(f) = lim
ε→0
lim inf
n→∞
ln rµ(n, ε, δ)
n
= sup
k∈Z+
(
sup
m∈Z+
(
inf
n≥m
ln rµ(n,
1
k
, δ)
n
))
.
Then
Ma∗(X, f) =
∞⋂
k=1
{
µ ∈M(X, f) : sup
m∈Z+
(
inf
n≥m
ln rµ(n,
1
k
, δ)
n
)
≤ a
}
=
∞⋂
k=1
(
∞⋂
m=1
{
µ ∈ M(X, f) : inf
n≥m
ln rµ(n,
1
k
, δ)
n
≤ a
})
=
∞⋂
k=1
(
∞⋂
m=1
(
∞⋂
r=1
{
µ ∈M(X, f) : inf
n≥m
ln rµ(n,
1
k
, δ)
n
< a+
1
r
}))
=
∞⋂
k=1
(
∞⋂
m=1
(
∞⋂
r=1
(
∞⋃
n=m
V (n,
1
k
, a+
1
r
)
)))
is a Gδ set. 
Corollary 11.2. For every system (X, f), the invariant measures of zero entropy
form a Gδ subset of M(X, f) .
Proof. Just note that
M0∗(X, f) =
∞⋂
k=1
M
1
k
∗ (X, f).

Proposition 11.1 indicates that in the proof of Theorem 1.1 and Theorem 10.5 we
do not need upper semi-continuity of the entropy map to guarantee that M(0, α′)
is open. However, we guess that in general, for a > 0,
{µ ∈ M(X, f) : hµ(f) ≥ a}
may not be a Gδ set. Moreover, without upper semi-continuity, the set M¯αe may
contain measures whose entropies are less than α. These are still the obstructions
for us to obtain similar results without asymptotic entropy expansiveness, not to
mention the bound of tail entropy we need in the proof of local denseness (Propo-
sition 5.1). We note that in [27] Li and Oprocha have an argument for transitive
systems with shadowing property that proves the local denseness property without
any requirement on tail entropy. By [27, Theorem A] and Proposition 11.1, we
are able to extend Sigmund’s result to these systems even if asymptotic entropy
expansiveness is released.
Corollary 11.3. Let (X, f) be a topologically transitive system with shadowing
property. Then the set of ergodic measures of zero entropy is residual in M(X, f).
We remark that transitivity plus shadowing property implies gluing orbit prop-
erty [46, Lemma 2.1]. Hence these systems have approximate product property.
Example 9.3 is a good example with gluing orbit property that does not have shad-
owing property, as the latter is not satisfied by an irrational rotation.
30 PENG SUN
Acknowledgments
The author is supported by National Natural Science Foundation of China (No.
11571387) and CUFE Young Elite Teacher Project (No. QYP1902). The author
appreciates the valuable comments from Weisheng Wu, Daniel J. Thompson, Do-
minik Kwietniak, Gang Liao and Jian Li.
References
[1] F. Be´guin, S. Crovisier, F. Le Roux, Construction of curious minimal uniquely ergodic home-
omorphisms on manifolds: the Denjoy-Rees technique. Ann. Sci. E´cole Norm. Sup. (4) 40
(2007), 251–308.
[2] T. Bomfim, M. J. Torres and P. Varandas, Topological features of flows with the
reparametrized gluing orbit property. Journal of Differential Equations 2017, 262(8), 4292–
4313.
[3] T. Bomfim and P. Varandas, The gluing orbit property, uniform hyperbolicity and large
deviations principles for semiflows. Journal of Differential Equations, 2019, 267(1), 228–266.
[4] R. Bowen, Periodic points and measures for Axiom A diffeomorphisms. Trans. Amer. Math.
Soc. 154 (1971), 377–397.
[5] R. Bowen, Entropy-expansive maps. Trans. Amer. Math. Soc., 164 (1972), 323–331.
[6] D. Burguet. Topological and almost Borel universality for systems with the weak specification
property. Ergodic Theory and Dynamical Systems. 1-18. doi:10.1017/etds.2019.7
[7] J. Buzzi, Intrinsic ergodicity of smooth interval maps. Israel J. Math., 1997, 100: 125-161.
[8] Y. Cao, D. Feng and W. Huang, The thermodynamical formalism for submultiplicative po-
tentials. Discrete Contin. Dyn. Syst. 20 (2008), 639–657.
[9] V. Climenhaga and D. J. Thompson Intrinsic ergodicity beyond specification: β-shifts, S-gap
shifts, and their factors. Israel Journal of Mathematics, 2012, 192(2):785-817.
[10] V. Climenhaga and D. J. Thompson, Intrinsic ergodicity via obstruction entropies. Ergodic
Theory and Dynamical Systems, 34(6), 1816-1831. doi:10.1017/etds.2013.16
[11] V. Climenhaga and D. J. Thompson, Unique equilibrium states for flows and homeomor-
phisms with non-uniform structure. Adv. Math. 303 (2016), 744–799.
[12] V. Climenhaga, T. Fisher, and D.J. Thompson. Unique equilibrium states for Bonatti-Viana
diffeomorphisms. Preprint, arXiv:1505.06371, 2017.
[13] V. Climenhaga, T. Fisher and D. J. Thompson, Equilibrium states for Man˜e´ diffeomorphisms.
Ergodic Theory and Dynamical Systems, 2018, 1–23. doi:10.1017/etds.2017.125
[14] D. Constantine, J. Lafont and D. Thompson, The weak specification property for geodesic
flows on CAT(-1) spaces. to appear in Groups, Geometry, and Dynamics.
[15] M. Denker, C. Grillenberger and K. Sigmund, Ergodic theory on compact spaces., Lecture
Notes in Mathematics, Vol. 527. Springer-Verlag, Berlin-New York, 1976.
[16] A. Eizenberg, Y. Kifer, and B. Weiss, Large deviations for Zd-actions, Comm. Math. Phys
164 (1994), no. 3, 433–454.
[17] D. Feng and W. Huang, Lyapunov Spectrum of Asymptotically Sub-additive Potentials. Com-
munications in Mathematical Physics, 2010, 297(1): 1-43.
[18] K. Gelfert and D. Kwietniak On density of ergodic measures and generic points. Ergod. Th.
& Dynam. Sys. (2018), 38, 1745–1767.
[19] E. Glasner and B. Weiss, Strictly ergodic, uniform positive entropy models. Bull. Soc. math.
France, 1994, 122(3): 399–412.
[20] L. Guan, P. Sun and W. Wu, Measures of Intermediate Entropies and Homogeneous Dynam-
ics, Nonlinearity, 30 (2017), 3349–3361.
[21] F. Hahn and Y. Katznelson, On the entropy of uniquely ergodic transformations, Trans.
Amer. Math. Soc. 126 (1967), 335–360.
[22] A. Katok, Lyapunov exponents, entropy and periodic orbits for diffeomorphisms, Publ. Math.
I.H.E.S. 51 (1980), 137–173.
[23] J. Konieczny, M. Kupsa, D. Kwietniak, Arcwise connectedness of the set of ergodic measures
of hereditary shifts. Proceedings of the American Mathematical Society, 2018, 146(8), 3425-
3438.
INTERMEDIATE ENTROPIES AND APPROXIMATE PRODUCT PROPERTY 31
[24] D. Kwietniak, Topological entropy and distributional chaos in hereditary shifts with appli-
cations to spacing shifts and beta shifts. Discrete and Continuous Dynamical Systems - A,
2013, 33(6), 2451-2467.
[25] D. Kwietniak, M. Lacka and P. Oprocha. A panorama of specification-like properties and
their consequences, Contemporary Mathematics, 669 (2016), 155–186.
[26] D. Kwietniak, P. Oprocha, and M. Rams, On entropy of dynamical systems with almost
specification. Israel Journal of Mathematics, 2016, 213(1), 475–503.
[27] J. Li and P. Oprocha, Properties of invariant measures in dynamical systems with the shad-
owing property. Ergod. Th. & Dynam. Sys. 2018, 38, 2257–2294.
[28] M. Li, Y. Shi, S. Wang and X. Wang. Measures of intermediate entropies for star vector
fields. preprint, 2018.
[29] G. Liao, M. Viana and J. Yang. The entropy conjecture for diffeomorphisms away from
tangencies. Journal of the European Mathematical Society, 2013, 15(6), 2043–2060.
[30] D. Lind. Ergodic group automorphisms and specification. In M. Denker and K. Jacobs, editors,
Ergodic Theory, volume 729 of Lecture Notes in Mathematics, pages 93–104. Springer Berlin
/ Heidelberg, 1979.
[31] D. Lind. Dynamical properties of quasihyperbolic toral automorphisms. Ergodic Theory Dy-
nam. Systems, 2 (1982), 49–68.
[32] J. Lindenstrauss, G. Olsen, and Y. Sternfeld, The Poulsen simplex, Ann. Inst. Fourier (Greno-
ble) 28 (1978), no. 1, vi, 91–114.
[33] B. Marcus. A note on periodic points for ergodic toral automorphisms. Monatsh. Math., 89
1980, 121–129.
[34] M. Misiurewicz, Topological conditional entropy. Studia Math., 55 (1976), 175–200.
[35] R. Pavlov, On intrinsic ergodicity and weakenings of the specification property. Advances in
Mathematics, 2016, 295: 250-270.
[36] C-E. Pfister and W.G. Sullivan, Large deviations estimates for dynamical systems without
the specification property. Application to the β-shifts, Nonlinearity, 18 (2005), 237–261.
[37] R.R. Phelps, Lectures on Choquet’s theorem, second ed., Lecture Notes in Mathematics, vol.
1757, Springer-Verlag, Berlin, 2001.
[38] A. Quas, and T. Soo, Ergodic universality of some topological dynamical systems, Transac-
tions of the American Mathematical Society, 2016, 368(6), 4137–4170.
[39] K. Sigmund, Generic properties of invariant measures for Axiom A diffeomorphisms. Invent.
Math. 11 (1970), 99–109.
[40] P. Sun, Zero-entropy invariant measures for skew product diffeomorphisms, Ergodic Theory
and Dynamical Systems, 30 (2010), 923–930.
[41] P. Sun, Measures of intermediate entropies for skew product diffeomorphisms, Discrete Con-
tin. Dyn. Syst - A, 2010, 27(3), 1219–1231.
[42] P. Sun, Density of metric entropies for linear toral automorphisms, Dynamical Systems,
2012, 27(2), 197–204.
[43] P. Sun, Minimality and gluing orbit property. Discrete and Continuous Dynamical Systems -
A, 2019, 39(7), 4041-4056.
[44] P. Sun, Zero-entropy dynamical systems with gluing orbit property. preprint, 2019.
[45] P. Sun, Unique ergodicity for zero-entropy dynamical systems with approximate product prop-
erty. preprint, 2019.
[46] X. Tian and W. Sun, Diffeomorphisms with various C1-stable properties. Acta Mathematica
Scientia, 2012, 32B(2), 552–558.
[47] X. Tian, S. Wang and X. Wang, Intermediate Lyapunov exponents for system with periodic
gluing orbit property. Discrete and Continuous Dynamical Systems, 2019, 39(2), 1019–1032.
[48] R. Ures, Intrinsic ergodicity of partially hyperbolic diffeomorphisms with a hyperbolic linear
part. Proceedings of the American Mathematical Society, 2012, 140(6), 1973-1985.
[49] P. Walters, An Introduction to Ergodic Theory, Springer-Verlag, 1982.
[50] D. Yang and J. Zhang, Non-hyperbolic ergodic measures and horseshoes in partially hyperbolic
homoclinic classes. preprint, 2019.
E-mail address: sunpeng@cufe.edu.cn
