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Re´sume´ – De nombreuses sources de variabilite´ peuvent de´grader les performances des syste`mes de Reconnaissance Automatique de la Parole
(RAP). Dans cette e´tude, les de´gradations provoque´es par le bruit sont analyse´es afin de pre´dire a priori la qualite´ de la RAP, i.e. avant de´codage.
Notre me´thode d’extraction de parame`tre, nomme´e Sub-band Statistical Feature (S-SF), se base sur une se´paration de la parole et du bruit. Une
fois se´pare´e, des statistiques sont extraites par bande fre´quentielle. Pour relier ces parame`tres a` un syste`me de RAP, un mode`le de re´gression
est calcule´. L’expe´rimentation a e´te´ re´alise´e sur le corpus Wall Street Journal, bruite´ avec le corpus NOISEX-92 (15 types de bruit) que nous
appliquons a` 9 niveaux de rapport signal sur bruit. La me´thode de re´gression propose´e obtient 8,75 d’erreur de pre´diction de WER sur un syste`me
de RAP entraıˆne´ avec des donne´es non-bruite´es. Lorsque 20 tours de parole sont utilise´s (dure´e d’environ 140s), l’erreur de pre´diction de´croıˆt a`
5,82. Notre extraction de S-SF permet une ame´lioration relative de 20% par rapport a` l’extraction des Sub-band Signal-to-Noise Ratio (S-SNR).
Cette pre´diction peut eˆtre utilise´e pour ignorer des portions d’audio dont la transcription automatique de la parole est de mauvaise qualite´ et pour
informer l’utilisateur, au plus toˆt, de la qualite´ de la transcription pouvant eˆtre obtenue.
Abstract – Many sources of variability can degrade the performance of Automatic Speech Recognition (ASR) systems. In this study, noise-
induced impairments are analyzed to predict the a priori quality of an ASR, i.e. before decoding. Our parameter extraction method called
Sub-band Statistical Feature (S-SF) is based on a separation of speech and noise. Once separated, statistics are extracted by frequency bands.
To link these parameters to an ASR system, a regression model is calculated. The experiment was conducted on the Wall Street Journal corpus,
noised with NOISEX-92 corpus (15 types of noise) that we apply at 9 levels of Signal-To-Noise Ratio (SNR). The proposed regression method
obtains a WER prediction error of 8.75 on a ASR system trained with clean data. When multiple utterances are used, mean error achieved
5.82 with 20 utterances (duration about 140s). The statistical feature extracted by our method, compared to classical sub-band SNR extraction,
obtained a relative amelioration of 20% of mean error prediction. This prediction can be used to ignore portions of audio whose automatic
transcription of speech is of poor quality and to inform the user as soon as possible of the quality of the transcription that can be obtained.
1 Introduction
Les progre`s effectue´s dans le domaine de la Reconnaissance
Automatique de la Parole (RAP) permettent d’utiliser cette
technologie dans des situations de plus en plus diverses.
Cependant, la qualite´ de la transcription de la parole de´pend
grandement du cas d’utilisation : par exemple, la qualite´ audio
et le degre´ de spontane´ite´ peuvent fortement impacter celle-
ci. La qualite´ de la transcription de´pend e´galement de la
diffe´rence entre les donne´es d’apprentissage et de test pour
les mode`les acoustique et linguistique. Ainsi, il est courant
d’utiliser des syste`mes spe´cifiques pour chaque cas et type
d’utilisation : la dicte´e vocale, les re´unions, la te´le´vision, la
radio, les confe´rences...
Avec la de´mocratisation des technologies vocales, les ser-
vices de transcription automatique doivent eˆtre capables de
traiter une grande he´te´roge´ne´ite´ de documents, notamment au
niveau acoustique avec la pre´sence potentielle de bruit, de
re´verbe´ration, de saturation... Afin que l’expe´rience utilisateur
soit re´ussie, il est important d’informer au plus toˆt de la qualite´
possible de la transcription automatique [1].
Nous cherchons donc ici a` estimer la qualite´ de la trans-
cription automatique avant le De´codage Acoustico-Phone´tique
(DAP). Nous nous sommes fixe´s certaines contraintes. D’une
part, le syste`me de transcription doit eˆtre utilise´ comme une
boıˆte noire : nous ne voulons pas extraire de scores internes ou
connaıˆtre les donne´es d’entraıˆnement. Cela permet d’utiliser
aise´ment n’importe quel syste`me de transcription. D’autre
part, l’estimation de la qualite´ doit eˆtre effectue´e avant le
de´codage. Cela permet notamment de ne pas transcrire inutile-
ment certains fichiers. Nous souhaitons que cette mesure soit
inde´pendante du locuteur. Et ide´alement, la me´thode doit eˆtre
peu couˆteuse en temps de calcul.
Le taux d’erreur sur les mots, en anglais Word Error Rate
(WER), est la me´trique de re´fe´rence permettant d’e´valuer
la performance des syste`mes de transcription. Il existe de
nombreuses me´thodes pour pre´dire ce WER. Ces me´thodes
peuvent exploiter les scores internes (et mesures de confiances)
du syste`me de RAP [2, 3], les probabilite´s a posteriori des
phone`mes [4], le texte transcrit [5], les statistiques des donne´es
d’entraıˆnement [6]. Cependant ces me´thodes ne respectent pas
les contraintes que nous nous sommes fixe´es pre´ce´demment.
Nous avons choisi de nous concentrer dans cette e´tude sur
l’impact du bruit sur le WER. Pour estimer l’impact du bruit
sur la parole, le Signal to Noise Ratio (SNR) est une me´trique
couramment utilise´e. Mais le SNR seul n’explique pas les
chutes de performance des syste`mes RAP, le type de bruit est
aussi a` prendre en compte (voir figure 1). Ce papier explore
une nouvelle me´thode d’extraction de parame`tres, le Sub-band
Statistical Feature (S-SF), pour estimer l’impact du bruit sur
le WER. Pour tester le S-SF nous avons artificiellement bruite´
de la parole a` diffe´rents niveaux de SNR, avec diffe´rents type
de bruit. Nous comparerons cette me´thode avec l’utilisation
du Sub-band SNR (S-SNR). Pour e´valuer la performance de
la pre´diction, nous e´valuerons l’erreur moyenne absolue entre
la pre´diction et le WER sur diffe´rents syste`mes de RAP. Nous
avons utilise´ le meˆme processus pour e´valuer la performance de
pre´diction des phone`mes, en anglais Phone Error Rate (PER),
d’un DAP afin d’e´valuer l’extraction de parame`tres sans in-
fluence du mode`le de langage. En effet cette mesure sera plus
proche de la performance acoustique de la RAP.
Le syste`me de pre´diction du WER est pre´sente´ en section 2,
le cadre expe´rimental en section 3, puis, les re´sultats obtenus
sont expose´s en section 4.
Figure 1 – WER obtenu en fonction du type de bruit et du SNR.
Les types de bruit proviennent du corpus NOISEX-92 [7].
2 Syste`me de pre´diction du WER
Il est compose´ de 4 e´tapes (voir figure 2). Mise a` part le calcul
du masque binaire, les autres e´tapes sont assez classiques et
n’influencent que le´ge`rement les re´sultats.
Figure 2 – Architecture du syste`me de pre´diction.
1. Spectrogramme. L’analyse du signal est classiquement
fonde´e sur le calcul d’un spectrogramme avec une taille de
feneˆtres de 512 points (32 ms) et un recouvrement de moitie´.
2. Masque binaire. Pour se´parer la parole et le bruit,
nous utilisons un Masque Binaire (MB) [8]. Le principe est
d’identifier pour tous les couples (temps, fre´quences) du spec-
trogramme, si l’amplitude provient de la parole ou du bruit.
Pour de´terminer notre MB, nous calculons pour chaque
bande fre´quentielle Bark [9] :
MB(f, t) =
{
1, si E(f, t) ≥ ωfbin ∗ E(fbin)
0, sinon
avec f la fre´quence, t la trame d’analyse, E(f) la moyenne
des amplitudes sur la bande Bark cible´e, et ωfbin une
ponde´ration calcule´e pour chaque bande Bark. Pour de´terminer
ωfbin , nous utilisons l’algorithme 1. La constante Cnst a e´te´
fixe´e a` 15 de manie`re empirique.
algorithm 1 De´termination de ωfbin (voir figure 3)
1: Calcul de HC, l’histogramme cumule´ divise´ par E(fbin)
2: dHC ← |∆(1−HC)|
3: Cnst← 15




Figure 3 – E´volution de HC et dHC en fonction de ω (bande
fre´quentielle 1080-1270). A` gauche sur un extrait propre. A`
droite sur le meˆme extrait avec un bruit blanc a` 0 dB.
Un filtrage est effectue´ sur MB pour e´liminer les artefacts
re´siduels. Nous appliquons pour toutes les valeurs du MB un
masque local carre´ de taille 9 qui modifie a` 1 la valeur centrale
si le masque local est > 4 sinon la valeur est de 0. Sur la
figure 4, nous pouvons observer le spectrogramme d’un extrait
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Figure 4 – Se´paration de la parole et du bruit. A` droite le fichier
propre et a` gauche le meˆme fichier bruite´. De haut en bas :
spectrogramme, MB, parole isole´e, bruit isole´.
3. Parame`tres statistiques. Pour chaque bande Bark al-
lant de 0 a` 4400 Hz, nous calculons, diffe´rents parame`tres
statistiques : la somme des amplitudes et diffe´rents mo-
ments (moyenne, variance, kurtosis, etc.). Ces parame`tres
sont extraits pour les spectrogrammes de parole et de bruit
pre´ce´demment se´pare´s graˆce au MB, ainsi que pour le spec-
trogramme initial. L’inte´reˆt de cette partie est d’avoir plusieurs
descripteurs discriminants.
4. Mode`le de re´gression. Un mode`le de re´gression est cal-
cule´ entre les parame`tres extraits et le WER obtenu par un
syste`me de RAP. Le corpus d’apprentissage utilise´ ici (pour
la re´gression) est diffe´rent de celui ayant servi a` apprendre le
syste`me de RAP. La re´gression utilise´e est un simple Multi-
Layer Perceptron (MLP) avec 1 couche cache´e de 6 neurones.
Un MLP a e´te´ choisi car la re´gression est non-line´aire.
3 Expe´riences
Donne´es. Le corpus de parole utilise´ est le Wall-Street
Journal (WSJ0 [10] et WSJ1 [11]), et plus pre´cise´ment les
sous-ensembles train si284, dev93 and eval92. Le corpus
NOISEX-92 [7] permet de bruiter artificiellement la parole. La
parole a e´te´ mixe´e avec 15 types de bruit pour 9 niveaux de
SNR (allant de -15dB a` 25dB tous les 5dB). Nous obtenons
ainsi 136 conditions de bruits diffe´rentes (15 types de bruit
* 9 niveaux de SNR + 1 condition non-bruite´). Les donne´es
train si284 sont utilise´es pour entraıˆner le syste`mes de RAP.
Les donne´es dev93 et eval92 sont utilise´es pour entraıˆner et
tester le mode`le de re´gression, respectivement.
1. Des exemples de fichier audio filtre´s par le MB ainsi calcule´s sont dis-
ponibles ici https://frama.link/bSykWP6q
Pour construire le syste`me de RAP, nous avons utilise´ une
recette du WSJ de Kaldi : la version de Karel Vesely’s [12]. Le
syste`me est un Deep Neural Network - Hidden Markov Model
(DNN-HMM). Le syste`me obtient 5,84% de WER sur dev93 et
3,42% sur eval92 sur des donne´es propres (non bruite´es). Pour
construire le DAP, la recette est similaire. Le dictionnaire et
le mode`le de langage ont e´te´ retire´s du mode`le afin de ne pas
influencer la reconnaissance de phone`mes.
SNR par bande (S-SNR) Afin de comparer et d’e´valuer
l’efficacite´ de notre me´thode, nous utilisons l’outil du NIST,
le Speech Quality Assurance Package (SPQA) 2 pour extraire
le SNR global et le SNR par bande (18 bandes Bark). Les pa-
rame`tres ainsi extraits sont utilise´s pour calculer un mode`le de
re´gression sur les meˆmes donne´es que notre me´thode. Nous
avons choisi d’extraire le SNR par bande afin de mieux quanti-
fier la forme spectrale des diffe´rents types de bruit.
4 Re´sultats
Pour e´valuer la performance de pre´diction, nous calculons la
moyenne des Erreurs de Pre´diction (PE) et l’e´cart-type de ces
erreurs (SD). Les re´sultats sont affiche´s dans le tableau 1 pour
les deux me´thodes d’extraction de parame`tres: le S-SF de´crit
dans ce papier et la me´thode S-SNR.









Le S-SF obtient de meilleures performances que le S-SNR
pour la pre´diction du WER. L’avantage du S-SNR est le faible
nombre de parame`tres et le temps de calcul re´duit. Cependant,
pour un tour de parole, la pre´diction du S-SF n’est pas assez
pre´cise avec un score de PE de 8,75.
Concernant la pre´diction du PER, le S-SF obtient la`-aussi
de meilleures performances que le S-SNR. La pre´diction du
PER est plus pre´cise que la pre´diction du WER, avec une
ame´lioration relative de 33,4%. L’e´cart de performance pro-
vient de l’influence du mode`le de langage qui peut rattraper des
erreurs sur les enchaıˆnements de mots. La dure´e des tours de
parole varie de 3s a` 16s avec une moyenne de 7s. En ge´ne´ral
les enregistrements soumis par les utilisateurs de services de
transcription de´passent les 3 min, donc nous avons regarde´
l’influence du nombre de tours de parole pour voir a partir de
quel moment la pre´diction est la plus qualitative. Les regrou-
pements ne me´langent pas les locuteurs.
Dans la figure 5 nous pouvons voir la performance de
pre´diction du WER et du PER de la me´thode d’extraction S-
SF en fonction du nombre de tours de parole utilise´s (20 tours
2. https://www.nist.gov/itl/iad/mig/tools
de parole correspond a` une dure´e d’environ 140 secondes). La
pre´diction est plus pre´cise lorsque la feneˆtre temporelle est plus
large et l’e´cart de performance entre la pre´diction du WER et
du PER reste constant quelque soit le nombre de tours de parole
utilise´. Lorsque 20 tours de parole sont utilise´s, la performance
de pre´diction du WER atteint 5,82 de PE et la performance de
pre´diction du PER atteint 2,98 de PE.
Nous avons e´galement observe´ la pre´cision de la pre´diction
pour des bruits inconnus. Nous avons utilise´ le sous-ensemble
eval93 comme corpus de parole et DEMAND [13] comme cor-
pus de bruit. Trois types de bruit (restaurant, station et car) ont
e´te´ mixe´s a` la parole pour les meˆme niveaux de SNR (de -15dB
a` 25dB). Pour le S-SNR, nous obtenons un score PE de 13,03 et
un SD de 13,02 pour pre´dire le WER. Pour le S-SF, les scores
de PE et de SD sont respectivement de 9,24 et 10,89. Lorsque
les bruits sont inconnus, le S-SF reste plus performant que le
S-SNR.
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Figure 5 – Moyenne des erreurs de pre´diction en fonction du
nombre de tours de parole utilise´.
5 Conclusion
Notre e´tude cherche a` e´valuer pre´cise´ment l’impact du bruit
sur les syste`me de RAP pour estimer a priori la qualite´ de la
transcription. Cette estimation est calcule´e avant le de´codage
et sans connaıˆtre les extraits sonores utilise´s pour entraıˆner le
syste`me de RAP. Nos travaux se sont concentre´s uniquement
sur les distorsions induites par le bruit afin d’analyser son im-
pact sur la qualite´ de la transcription. Nous avons propose´
une me´thode d’extraction de parame`tre, le S-SF, qui permet
d’extraire des parame`tres de la parole et du bruit se´pare´ graˆce a
un masque binaire qui sont fortement corre´le´ a` la qualite´ de la
transcription. Lorsque la feneˆtre temporelle est suffisamment
large, l’erreur moyenne de pre´diction du WER est de 5,82. Les
meilleures performances que nous obtenons avec le PER (er-
reur moyenne de pre´diction de 2,98) montrent bien que notre
mesure est bien corre´le´ avec la re´alite´ acoustique du signal
traite´. Notre syste`me permet d’informer au plus toˆt un utilisa-
teur de la qualite´ de la transcription qu’il pourra possiblement
obtenir. De plus nous avons observe´ que la pre´diction du WER
n’est que le´ge`rement impacte´ (de 8,75 a` 9,24) par des types
de bruit inconnus, en testant notre pre´diction avec 3 nouveaux
types de bruits. Ces expe´riences sont a` poursuivre en analy-
sant d’autres de´gradations acoustiques classiques telles que la
re´verbe´ration et la superposition de parole.
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