Abstract
INTRODUCTION
Group learning and in general, group work is an activity that is increasingly being perceived as beneficial and necessary for a more active and better learning process. The period of intensive learning that occurs at the school and the university is a great opportunity to acquire team work skills. These skills will be key to success in the professional activity.
In addition, the learning process is increasingly influenced and mediated by computers, and a fast growing number of universities are beginning to offer virtual campuses to support distance learning, because many students and sometimes professors are in remote locations, they have temporal restrictions due to overlapping activities, or self pace learning is preferred.
The challenge of supporting cooperative learning or in general, group work, in this distributed context is the motivation of this work. This is the experience of the authors at the "Open University of Catalonia" (UOC) (http://www.uoc.es), a virtual university providing university education to the Catalan and Spanish speaking world, also at UPC (http:Nwww.upc.es), an established university giving in person and half-distance university engineering education.
Since the beginning of the Computer Sciences studies in the UOC (1997) the learning through working in group has been a main issue. Several experiences [4] [5] have enlightened the design of our infrastructure. In one hand, we realized that to most people computer mediated group learning is a brand new way of learning and they need first to get used to it. On the other hand, learning in group needs some extra awareness information to know what the other members of the group are doing, information not needed in individual learning. That awareness information is not well provided by present applications because the infrastructure they use was designed to support isolated work. Our proposal is focused to provide that awareness information as the key design aspect.
The extension of learning activities from a campus scale to Internet scale presents several problems of scalability and inter-operability between systems based on different architectures. This suggests the need for a cooperative learning infrastructure to support a large number of groups spread over the Internet.
The management of the learning process and the representation of meta-information about objects or components used in that process are being supported by initiatives such as ARIADNE [l] WWG has been designed for situations where participants interact and work asynchronously, but receive synchronously information about the actions done in the group. This event distribution mechanism provides consistency, sense of immediacy, sense of complete information about what's going on. This infrastructure has to work on Internet scale, be accessible from any site, from mobile users, and support the high degree of interaction and information exchange that occurs on any collaborative setting with many groups, and specially on learning environments.
Major issues are presented in the next section. These issues are translated into system requirements in section 3. The central mechanism of event distribution is discussed in section 4. Event distribution prescribes the interaction with users, and with repositories where documents, history of events, configuration and status of groups are stored. This separation between user interaction -event distributionstorage determines in section 5 the overall architecture of WWG. Section 6 describes how it works in more detail. Previous work that has influenced our design is described in section 7. The paper ends with a description of work in progress and conclusions.
ISSUES
The scenario as presented before is large, diverse and it has been studied before. The 
REQUIREMENTS
In the design of WWG we have addressed each of the previous issues. These issues have been translated into requirements that are briefly described in the following basic requirements for an infrastructure to handle easily and efficiently many learning/work groups at Internet scale:
Information must be accessible at any time, and be managed transparently. The user does not have to worry about the accessibility and replication of information. The user needs the appropriate amount of information produced by the group in form of documents, messages and events (awareness information). The system must be scalable: large number of participants, large number of events, participants distributed across large distance, decentralized: no central control/view. Group members must have information accurate, updated and consistent about actions being carried out by the rest of the group. Objects may be accessible from any location with an appropriate (interactive) response time. Access must be transparent and independent to where objects are stored. Adaptable to the needs of users: info should be where is more convenient to users. The user also requires availability, reliability and a good access time.
Adaptive to the needs of the system: load balancing, balancing of storage, minimizing the exchange of information. Multiple access points: when a user moves to a new location, the system must adapt dynamically and provide a closer service access point. Existing systems do not support the above requirements and issues. The goal of WWG is to provide an infrastructure for information management and propagation, without prescribing how information is represented or how applications operate.
EVENT DISTRIBUTION
Given that WWG is aimed at supporting learning and working in groups, the key factor is that group individuals should be informed immediately of whatever occurs within their groups. This is provided by the event distribution mechanism.
WWG is intended for situations where users get virtually synchronous information (equivalent to real-time information but relaxed to scale better and save resources) about the actions that occur on the system. In terms of system design, synchronous event distribution allows us to do the following assumptions:
0 Consistency through events: virtual synchrony and consistent distribution of events can lead to a consistent distributed and replicated system. Consistency is possible because the system always knows where the latest version of every object is located. Protocols to preserve the "natural ordering" of events (causal and total order where needed) have to be included. Events provide "maximum information": when a learning or working activity is done in groups is of great importance to have the maximum amount of information about what are doing all participants. For us, "maximum information" means both the number of events received by a member and the amount of information that every event conveys. Events may be used to select the best location for an object. The origin and destination of events helps to decide the best place in the system to store objects.
Once we have decided that our system is based on event distribution, the next step is to design an architecture to guarantee a distribution of events that facilitates the achievement of these assumptions.
THE ARCHITECTURE OF THE WWG MIDDLEWARE
A collaborative learning or working environment should be integrated with and based upon current Internet technologies. Apart from the advantage of an easy distribution, the interoperability with other applications can be achieved more easily. In addition to that, the design of WWG were guided by the following features: Members of a group can be anywhere Supports an arbitrary large number of groups Membership depends on the kind of task and the degree of involvement of the members. Synchronous distribution of events: Synchronous awareness Members of the group share objects asynchronously. Small objects can be embedded into events providing a virtual synchronism. E.g. a chat interaction. Interaction organized in groups: events and objects are restricted to the group. The group may be presented to the users as a group workspace. Some events are provided. Applications may extend existing events or define new application events.
Architecture
The user agent represents users in the system. It is in charge of being notified of all actions done by the user. Once notified, the user agent has to interact with the rest of the system to get the action processed or to get the information about the action distributed to other members of the group, in form of an event. It is also in charge of receiving events about actions done by other members of the group and to provide this information to the user.
Repository agents are dedicated to the storage of the information generated by the group (documents, discussions, events, users, groups, folders, etc). To facilitate the availability and the accessibility the information on a potentially large scale, information may be replicated in different storage components depending on the needs of every group.
User agents (representatives of people participating on one or several groups, responsible for the exchange of events between a individual and the group) and repository agents (responsible for the efficient storage of group history, state and objects) are separated and interrelated by an intermediate layer in charge of the distribution of events between these agents (repository or user agents).
In our proposal the event distribution layer sits between user agents and repository agents, and is composed by meta-information agents, in charge of efficient distribution of information (events) generated by the users and the system. Meta-information agents have passive fitncrionality (efficiently routing and distributing event information to interested agents, but also filtering, aggregating and transforming events), and active functionality (suggesting the best meta-information agent for each user agent, helping repository agents to decide the best location and the number of replicas needed for each object).
A unicast+multicast architecture
The WWG network is composed by a set of coordinated computers running one, two or three of the following functions: user agent, meta-information agent, or repository agent. User agents represent the end user on WWG, and interact directly with the user (in the same machine or remotely), with a close meta-information agent and with one or several repository agents.
Event distribution by meta-information agents
The event distribution layer is responsible for efficiently offering, collecting and distributing event information among agents:
Events have to be delivered as soon as possible to all interested parties (interactive delivery, virtually synchronously). The volume of generated messages is kept to a minimum (optimize the use of the network by aggregation). Events have to arrive to every destination interested (to all, in the right order). Multicast dissemination combined with a higher level infrastructure for event distribution such as Siena [ 3 ] ) is an appropriate model for the distribution of events among meta-information agents.
The exchange of information between a user agent and a meta-information agent or between a repository agent and a meta-information agent is done using a unicast reliable transport protocol such as TCP. In both cases unicast is appropriate for an exchange of particular information between a pair of mutually known agents.
The combined use of unicast and multicast protocols allows an efficient use of the network: a) when an event is generated, it goes by unicast between the user agent and a meta-information agent; then it is efficiently multicasted to the interested meta-information agents; and then it is sent by unicast to a user agent interested on that event.
A model based on the distribution of events and network level multicast without a central authority has been shown in [3] as a reasonably scalable model.
Network storage by Repositoly Agents
Repository agents cooperate to provide distributed and/or replicated network storage for objects. Group members should have transparent access to their objects with a reasonable quality.
Event information is very dynamic and abundant in any collaborative setting, and that is clearly useful for user agents to be aware of the progress of groups, but that is also useful for repository agents to decide where objects have to be located.
Event distribution (meta-information agents) should be separated from network storage (repository agents).
Human-WWG Interaction
As WWG is an application independent infrastructure, there are two ways of articulating the interaction between the user agent and the human using WWG:
Applications interact with the WWG user agent providing events generated by the user and collecting events produced by the other members of the group (e.g. a group editor, a shared calendar) The WWG user agent provides a group browser (a shell application for basic presentation and manipulation of objects, events, group awareness). In the first case, the WWG user agent should provide different interfaces to:
Collect and propagate events generated while people is using a WWG enabled application Notify the user about actions done by other members of the group Some WWG enabled applications may externalize the presentation of awareness information. This may be useful when a person is not currently using an application. The shell or group browser would use externalized code to present awareness about changes on those application specific objects.
HOW IT WORKS
The WWG infrastructure provides a framework that support the event distribution assumptions described in sections 4 and 5. Applications that require asynchronous collaboration in group are built in top of that framework. Those applications have to implement an interface to the user agent and another interface to the repository agent respectively through an API.
When an event is generated and passed to the user agent, WWG guarantees the application that the event will arrive to a repository agent and to other members of the group by means of meta-information agents.
WWG is responsible for deciding the best location and the number of replicas of every object or event. Those decisions are taken transparently to the application and are done by the different agents that collaborate within the system. Applications benefit from features of the WWG system without having to deal with their implementation.
WWG supports three modes of operation: Connected: the user agent has a permanent connection to a meta-information agent. Every operation is immediately propagated, and every event in WWG is notified synchronously to the user agent. Disconnected: the user agent saves locally the required group information, and then disconnects from its metainformation agent. While disconnected work, operations are applied locally. When the user reconnects a resynchronize process is started. That resynchronize process must take into account any eventual update conflict. Offline: This mode is a combination of the above. The user keeps connection with its meta-information agent. It operates over a local copy, and any incoming or outgoing event is delivered asynchronously.
Th.e propagation of events
To achieve the assumptions of consistency through events, "sense of immediateness" and maximum of information a thoroughly study of events is required. Sending all the events generated is not enough to fulfil those assumptions. This option could flood the system and overload end users with too many events: messages should be prioritized.
Events related to conflicts must be sent immediately. Events that modify the global state of the system (i.e. create, delete or modify a document or an user) must be sent as soon as possible. Different policies can be applied to the events that are informative, which will be the majority2 of the events generated. It is not the aim of that paper to study those policies, nevertheless we present three possibilities: aggregation (when 10 actions occur in an object, send an unique event indicating that 10 actions have occurred), grouping (when several events goes to the same destination, send all of them in the same message) and delaying (when a lot of events are generated, wait a little while lo send them).
Experience at UOC confirms that informative events are the most. UOC is a virtual university that articulates all the interactions through its virtual campus. During three semeslers, students of two subjects have used BSCW [2] to articulate their interactions: Information Structures, where the students has to do activities in groups; and Software Development Techniques, where students have to develop a software project collaboratively; and a virtual group constituted by 9 tutors, where they discuss about the contents and evaluation of a subject. During the experience This \vas confirmed by the analysis of events generated by an 18 months experiment with a large group of students and tutors using BSCW.
23.566 events were generated. From those, 80% were informative events and 20% were modify-state events, and only 2.2% were events that may cause conflicts if not propagated immediately. This supports our intuition that most of the events generated in a system were informative events. That conclusion is even reinforced because, in the version of BSCW we used, a read event is only generated the first time a user reads a document. Successive are not recorded as events. In WWG we want to distribute all the events generated on the system to give the "maximum information" to the users. Then, all the read actions would need to be distributed.
Regarding to users, a similar problem occurs. The experiences we have done at UOC proved that users have a finite capacity of processing events [ 5 ] . A user, depending on the number of groups to which he belongs, on the activity of those groups and in his degree of involvement, needs to receive events with a different level of abstraction. For instance, in a group formed by three people writing a document, all the members may want to get all the events; but a tutor responsible for six groups, with three members in each group generating events, can be easily overloaded. In this case, the tutor needs fewer but more abstract events. These new events are the combination of several related events. Examples of those new events could be: this group is working very hard; a member of this group is not working; or in this group every member is in charge of at least one document.
When different people use an object some conflicts may appear. In asynchronous activities, the conflicts will be rare. In an environment such as WWG most of the conflicts can be avoided by choosing carefully some design alternatives. Even that, conflicts are still possible and the system must be able to solve them. WWG provides an special kind of event, the conflict events, used when a conflict is detected. That kind of event has high priority and it is sent to the different parties involved. If the conflict can't be solved automatically, the members of the group will be informed and someone will be responsible for the explicit resolution (as in [KIS92]). Conflicts and conflict resolution has been studied in a separate research report.
The diversity of kinds of events can be classified under different points of view. A possible classification is about the kind of information that carries the event:
User-actions events: events generated by the application (task-oriented awareness [lo]) or the user agent (social awareness) for each user action. Examples of that kind of events are: read, create, delete, modify, copy, paste, undelete, etc. documents or messages. Inferred events: the virtual groups members need information of how the group evolves. The inferred events are particular interpretations about the group evolving. The user agent (or a client application) has information about the group and the actions done by the local user. With all that information, like an external observer, the user agent infers events about the group evolving. Those inferred events are perceptions. They are neither true nor false. Events can also be classified thinking on the immediateness required by members of the group for the events:
Kind of event
--- 
RELATED WORK
The design of the following systems [S] has inspired some of the WWG features. BSCW [ 2 ] provides a collaboration environment but the server is not distributed and does not consider local events. The IMAP mailbox access protocol provides the idea of several modes of operation for different connectivity situations. Directory services based on the ACAP and LDAP specifications provide the idea of network accessible user and group configuration information. The WebDAV protocol provides the idea of ways to extend http to support publication of documents. Distributed storage in WWG has been inspired by distributed filc systems (CODA, Ficus, Freenet) and by distributed message/event systems (Usenet News). Siena, an event distribution system for wide-area networks, has been used as the event distribution mechanism for our prototype.
WORK IN PROGRESS
A prototype implementation in Java is in development. It will be useful to refine the specification of the protocols, as an extension of HTTP and WebDAV, for the exchange of events expressed in XML format [9] . Siena [3] is being used as the event propagation infrastructure. In addition, we plan to use the prototype to get feedback from real use.
CONCLUSIONS
We have designed an architecture that incorporates many features from existing systems. The resulting infrastructure will provide a large number of services or components where collaborative applications may be easily built and integrated with each other.
The WWG infrastructure may be useful to extend existing centralized systems such as BSCW that give support for small to medium scale groups, but it may also be an important improvement for large scale groups now using primitive tools not adapted to collaborative learning such as mailing lists or Usenet News.
Initial work shows the viability of WWG, but work is under way to demonstrate and optimize their scalability, evaluate how awareness is supported, describe the operations, and build the system to be able to get feedback from real use.
