Resonances for periodic Jacobi operators with finitely supported perturbations  by Iantchenko, Alexei & Korotyaev, Evgeny
J. Math. Anal. Appl. 388 (2012) 1239–1253Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Resonances for periodic Jacobi operators with ﬁnitely supported
perturbations
Alexei Iantchenko a,∗, Evgeny Korotyaev b
a School of Technology, Malmö University, SE-205 06 Malmö, Sweden
b Sankt Petersburg, Russian Federation
a r t i c l e i n f o a b s t r a c t
Article history:
Received 16 August 2011
Available online 7 November 2011
Submitted by S. Fulling
Keywords:
Periodic Jacobi operator
Resonances
Small perturbations
We describe the resonances and the eigenvalues of a periodic Jacobi operator with ﬁnitely
supported perturbations. In the case of small diagonal perturbations we determine their
asymptotics.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider a Jacobi operator H = H0 + V on the lattice Z = {. . . ,−2,−1,0,1,2, . . .}. Here the unperturbed operator
H0 is a periodic Jacobi operator given by(
H0 y
)
n = a0n−1 yn−1 + a0n yn+1 + b0n yn, (1.1)
where y = (yn)∞−∞ ∈ 2 = 2(Z) and the q-periodic coeﬃcients a0n , b0n ∈ R satisfy
a0n = a0n+q > 0, b0n = b0n+q, n ∈ Z,
q∏
j=1
a0j = 1, q 2. (1.2)
We ﬁx a positive integer p  1. The perturbation operator V is the ﬁnitely supported Jacobi operator given by
(V y)n =
⎧⎪⎨⎪⎩
un−1 yn−1 + un yn+1 + vn yn, if 1 n p,
up yp, if n = p + 1,
u0 y1 + v0 y0, if n = 0,
0, if n−1 or n p + 2.
(1.3)
We parameterize V by the vector (u, v) ∈ R2p+2 and let (u, v) belong to the class Vν given by
V2p =
{
(u, v) ∈ V: up = 0
}
, (1.4)
V2p−1 =
{
(u, v) ∈ V: up = 0, vp = 0
}
, (1.5)
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V = {(u, v) ∈ R2p+2: a0n + un > 0,n = 0, . . . , p, v0 = 0}.
Note that formulas (1.3), (1.4 and (1.4) describes the most general classes of ﬁnitely supported perturbations as the other
types can be reduced to Vν , ν ∈ {2p − 1,2p}, by combination of translation and reﬂection of the coordinates.
We rewrite H in the form
(Hy)n = an−1 yn−1 + an yn+1 + bn yn (1.6)
with the coeﬃcients an , bn given by
an =
{
a0n + un > 0 if 0 n p,
a0n if n−1 or n p + 1,
bn =
{
b0n + vn if 0 n p,
b0n if n−1 or n p + 1.
(1.7)
The corresponding Jacobi matrices have the forms
H0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . . . . . . . . . . . . . . . . . . . .
. . . a00 b
0
1 a
0
1 0 0 . . .
. . . 0 a01 b
0
2 a
0
2 0 . . .
. . . 0 0 a02 b
0
3 b
0
3 . . .
. . . 0 0 0 a03 b
0
4 . . .
. . . 0 0 0 0 a04 . . .
. . . . . . . . . . . . . . . . . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, H =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . . . . . . . . . . . . . . . . . . . .
. . . a0 b1 a1 0 0 . . .
. . . 0 a1 b2 a2 0 . . .
. . . 0 0 a2 b3 b3 . . .
. . . 0 0 0 a3 b4 . . .
. . . 0 0 0 0 a4 . . .
. . . . . . . . . . . . . . . . . . . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (1.8)
For an = 1, b0n = 0, n ∈ Z, the operator H is the ﬁnite difference Schrödinger operator with ﬁnitely supported potential.
A lot of papers is devoted to the direct and inverse resonance problems for the Schrödinger operator − d2
dx2
+ q(x) on
the line R with compactly supported perturbation (see [6,14,20,23] and references given there). Zworski [23] obtained the
ﬁrst results about the distribution of resonances for the Schrödinger operator with compactly supported potentials on the
real line. One of the present authors obtained the uniqueness, the recovery and the characterization of the S-matrix for the
Schrödinger operator with a compactly supported potential on the real line [14].
The problem of resonances for the Schrödinger operator − d2
dx2
+ p(x) + q(x) with periodic p plus compactly supported
potential q on the real line is much less studied: [5,11,12]. The following results were obtained in [12]: 1) the distribution of
resonances in the disk with large radius is determined, 2) some inverse resonance problem, 3) the existence of a logarithmic
resonance-free region near the real axis. Some inverse resonance problem was solved.
Finite-difference Schrödinger and Jacobi operators express many similar features. Spectral and scattering properties of
inﬁnite Jacobi matrices are much studied (see, [2,3] and references given there). The inverse problems for periodic Jacobi
operators were solved in [15,16,18,19].
The inverse resonances problem was recently solved in the case of constant background [13]. Note that some results
about the stability of resonances were obtained in [17].
The inverse scattering problem for asymptotically periodic coeﬃcients was solved in [10] (see also [4] in the case of
quasi-periodic background).
In [9] we consider a periodic Jacobi operator with ﬁnitely supported perturbations on the half-lattice. We describe all
eigenvalues and resonances, and give their properties. We solve the inverse resonance problem: we prove that the mapping
from ﬁnitely supported perturbations to the Jost functions is one-to-one and onto, we show how the Jost functions can be
reconstructed from all eigenvalues, resonances and from the set of zeros of S(λ) − 1, where S(λ) is the scattering matrix.
In [8] we study the zigzag half-nanotubes (tight-binding approximation) in a uniform magnetic ﬁeld which is described
by the magnetic Schrödinger operator with a periodic potential plus a ﬁnitely supported perturbation on the half-lattice.
We describe all eigenvalues and resonances of this operator, and their dependence on the magnetic ﬁeld.
The present paper is related to [7], where we solve the inverse resonance problem for operator H : we prove that the
mapping from ﬁnitely supported perturbations to the scattering data, the inverse of the transmission coeﬃcient and the
Jost function on the right half-axis, is one-to-one and onto. Moreover, we consider the problem of reconstruction of the
scattering data from all eigenvalues, resonances and the set of zeros of R−(λ) + 1, where R− is the reﬂection coeﬃcient.
These results [7] are based on Theorem 1.1, Lemma 3.1 and the asymptotics in Lemma 4.2 of the present paper.
The spectrum of H0 on 2(Z) is absolutely continuous and consists of q zones σ j separated by the gaps γ j given by
σ j =
[
λ+j−1, λ
−
j
]
, j = 1, . . . ,q, γ j =
(
λ−j , λ
+
j
)
, j = 1, . . . ,q − 1,
λ+0 < λ
−
1  λ
+
1 < · · · < λ−q−1  λ+q−1 < λ−q . (1.9)
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Let ϕ = (ϕn(λ))∞1 and ϑ = (ϑn(λ))∞1 be fundamental solutions for the equation
a0n−1 yn−1 + a0n yn+1 + b0n yn = λyn, λ ∈ C, (1.10)
satisfying the conditions ϑ0 = ϕ1 = 1 and ϑ1 = ϕ0 = 0. Here and below a00 = a0q . Introduce the Lyapunov function 	 by
	 = ϕq+1 + ϑq
2
. (1.11)
It is known that 	(λ) is a polynomial of degree q and λ±j , j = 1, . . . ,q, are the zeros of the polynomial 	2(λ)− 1 of degree
2q. Note that 	(λ±j ) = (−1)q− j . In each “gap” [λ−j , λ+j ] there is one simple zero of polynomials ϕq , 	˙, ϑq+1. Here and below
f˙ denotes the derivative of f = f (λ) with respect to λ: f˙ ≡ ∂λ f ≡ f ′(λ).
Let Γ denote the complex plane cut along the segments σ j (1.9): Γ = C\σ(H0). Deﬁne the function Ω(λ) =
√
1− 	2(λ),
λ ∈ Γ by
Ω(λ) < 0 for λ ∈ (λ+q−1, λ−q )⊂ Γ. (1.12)
Now we introduce the two-sheeted Riemann surface Λ of
√
1− 	2(λ) by joining the upper and lower rims of two copies
of the cut plane Γ in the usual (crosswise) way. We identify the ﬁrst (physical) sheet Λ1 with Γ and the second sheet we
denote by Λ2.
Let˜denote the natural projection from Λ into the complex plane:
λ ∈ Λ, λ → λ˜ ∈ C. (1.13)
By identiﬁcation of Γ = C \ σac(H0) with Λ1, map ˜ can be also considered to be projection from Λ into the physical
sheet Λ1.
The j-th gap on the ﬁrst physical sheet Λ1 we will denote by γ
+
j and the same gap but on the second non-physical
sheet Λ2 we will denote by γ
−
j and let γ
c
j be the union of γ
+
j and γ
−
j :
γ cj = γ +j ∪ γ −j . (1.14)
Introduce the Bloch functions ψ±n and the Titchmarch–Weyl functions m± on Λ by
ψ±n (λ) = ϑn(λ) +m±(λ)ϕn(λ), (1.15)
m±(λ) = φ(λ) ± iΩ(λ)
ϕq
, φ = ϕq+1 − ϑq
2
, λ ∈ Λ1. (1.16)
The projection of all singularities of m± to the complex plane coincides with the set of zeros {μ j}q−1j=1 of polynomial ϕq .
Recall that ϑn , ϕn , φ are polynomials. Recall that any polynomial P (λ) gives rise to a function P (λ) = P (˜λ) on the Riemann
surface Λ of Ω .
The perturbation V satisfying (1.3) does not change the absolutely continuous spectrum:
σac(H) = σac
(
H0
)= q⋃
n=1
[
λ+n−1, λ
−
n
]
. (1.17)
The spectrum of H consists of an absolutely continuous part σac(H) = σac(H0) plus a ﬁnite number of simple eigenvalues
in each non-empty gap γn , n = 0, . . . ,q.
Introduce the function
α(λ) = C det(I + V (H0 − λ)−1), C = p∏
j=0
a0j
a j
,
which is meromorphic on Λ. Recall that T = 1/α is the transmission coeﬃcient in the S-matrix for the pair H , H0 (see
Section 3). If α has some poles, then they coincide with some λ±k . It is well known that if α(λ) = 0 for some zero λ ∈ Λ1,
then λ is an eigenvalue of H and λ ∈ ⋃γ +k . Note that there are no eigenvalues on the spectrum σac(H0) ⊂ Λ1 since
|α(λ)| 1 on σac(H0).
We deﬁne the functions A, J by
J (λ) = 2Ω(λ + i0) Imα(λ + i0), A(λ) = Reα(λ + i0) − 1, for λ ∈ σ (H0)⊂ Λ1. (1.18)
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the second author in [12]. We show that A, J are polynomials on C and they are real on the real line. Instead of the
function α we consider the modiﬁed function wˆ = 2iΩα on Λ. We show that wˆ satisﬁes
wˆ = 2iΩα = 2iΩ(1+ A) − J on Λ. (1.19)
Recall that Ω is analytic on Λ and Ω = 0 for some λ ∈ Λ iff λ = λ−k or λ = λ+k for some k  0. Then the function wˆ is
analytic on Λ and has branch points λ±n if γn = ∅. The zeros of wˆ are the eigenvalues and the resonances. Deﬁne the set
Λ0 =
{
λ ∈ Λ: λ = λ+k ∈ Λ1 and λ = λ+k ∈ Λ2, γk = ∅
}⊂ Λ.
In fact with each γk = ∅ we associate two points λ+k ∈ Λ1 and λ+k ∈ Λ2 from the set Λ0. If each gap of H0 is not empty,
then Λ0 = ∅.
Deﬁnition 1. Each zero of wˆ on Λ \ Λ0 is a state of H .
1) A state λ ∈ Λ1 is a bound state.
2) A state λ ∈ Λ2 is a resonance.
3) A state λ = λ±k , k = 1, . . . ,q is a virtual state.
A resonance λ ∈⋃γ −k ⊂ Λ2 is an antibound state.
This deﬁnition is motivated by the representation (4.46) of the resolvent. It is known that the gaps γk = ∅ do not give
contribution to the states. Recall that S-matrix for H, H0 is meromorphic on Λ, but it is analytic at the points from Λ0 (see
[5]). Roughly speaking there is no difference between the points from Λ0 and other points inside the spectrum of H0.
Following the methods and ideas from [12] for the periodic Schrödinger operator with compactly supported potentials
on the line, we introduce the important function (a polynomial, see below)
F(λ) = wˆ(λ)wˆ∗(λ), λ ∈ Λ1, (1.20)
where we put f ∗(λ) := f (λ). Using this function F we remove the complicated analysis of α on the two sheeted Riemann
surface Λ to analysis of the polynomial F . This approach was used in [12]. For the perturbation V with (u, v) ∈ Vν we
deﬁne the constants
c3 = c1c2, c1 = 1∏p
0 a j
, c2 =
{
c1up(a0p + ap) if ν = 2p,
c1(a0p)
2vp if ν = 2p − 1. (1.21)
In the following theorem we summarize the properties of the states of H .
Theorem 1.1. Let the Jacobi operator H = H0 + V satisfy (1.1)–(1.3). Suppose (u, v) ∈ Vν , where ν ∈ {2p,2p − 1}. Then wˆ satisﬁes
(1.19) and the following facts hold true.
i) The function F(λ) = wˆ(λ)wˆ∗(λ), λ ∈ Λ1 , is a real polynomial. The set of zeros of F coincides with the projection of states of H
on the ﬁrst sheet. The multiplicity of a bound state and a resonance is the multiplicity of its projection as a zero of F . The virtual
state at λ±j , γ j = ∅, j = 1, . . . ,q − 1, is a simple zero of F . Moreover, F satisﬁes
F(λ) = −λκ(c3v0 + O(λ−1)), κ = ν + 2q − 1, λ → ∞, (1.22)
here κ is the total number of states (counted with multiplicities).
ii) There exists an even number of states (counted with multiplicities) on each set γ cj = ∅, j = 1, . . . ,q − 1, where γ cj is a union of
the physical gap γ +j and non-physical gap γ
−
j (see (1.14)).
iii) Let λ1 ∈ γ +j be a bound state for some j = 0, . . . ,q, i.e. wˆ(λ1) = 0. Let λ2 ∈ γ −j ⊂ Λ2 be the same number but on the second
sheet Λ2 . Then λ2 ∈ γ −j is not an antibound state, i.e. wˆ(λ2) = 0.
Remark. Note that formula (1.22) is a discrete analogue of the result of Zworski [23] about the distribution of resonances
for the Schrödinger operator with compactly supported potentials on the real line.
Recall that {μ j}q−1j=1 denote the set of zeros of polynomial ϕq(λ). Note that {μ j}q−1j=1 is the spectrum for the equation
H0 y = λy on the interval [0,q] with the boundary condition y0 = yq = 0 (Dirichlet spectrum). It is well known that each
μ j ∈ [λ−, λ+], j = 1, . . . ,q − 1> 1.j j
A. Iantchenko, E. Korotyaev / J. Math. Anal. Appl. 388 (2012) 1239–1253 1243Now we will consider the asymptotics of the states of H in the limit of small perturbation. In order to make the result
more transparent and avoid technical complications, we will consider only the case of diagonal perturbation matrix V : in
(1.3) we put u j ≡ 0 for all j. Note that in the case of constant background: a0n = 1, b0n = 0, n ∈ Z, the operator H = H0 + V
with diagonal V is the ﬁnite difference Schrödinger operator with ﬁnitely supported potential.
Theorem 1.2 (Small perturbations). Consider the Jacobi operator Ht = H0 + tV , where t → 0 and V is diagonal Jacobi operator
satisfying (1.3) with un = 0 for all n ∈ Z.
Let γ j = (λ−j , λ+j ) = ∅ for some j ∈ {1, . . . ,q − 1} and let α j be a zero of 	′(λ) in the gap γ j = [λ−j , λ+j ], where 	(λ) is the
Lyapunov function (1.11), and γ cj be the gap on the two-sheeted Riemann surface Λ as deﬁned in (1.14).
Then there exists t0 > 0 small enough such that for all t ∈ (0, t0) there are exactly two simple states λ±j (t) ∈ γ cj such that λ−j 
λ˜−j (t) < α j < λ˜
+
j (t) λ
+
j . Moreover, the following statements hold true.
i) If λ0 is one of λ
±
j (t) ∈ γ cj and satisﬁes (−1)q− j+1 J (λ0) > 0 (or (−1)q− j+1 J (λ0) < 0 or J (λ0) = 0), then λ0 is a bound state (or
an antibound state or a virtual state).
ii) The following asymptotics hold true
λ±j (t) = λ±j + t2
J21(λ
±
j )
4(	2)′(λ±j )
+ O(t3),
where J (λ±j ) = t J1(λ±j ) + O(t2) and ±(	2)′(λ±j ) < 0 and
J1
(
λ±j
)= −ϕq(λ±j )
a00
p∑
n=0
vn
∣∣ψ+n (λ±j )∣∣2; if λ˜±j = μ j,
J1(μ j) = ϑq+1(μ j)
a00
p∑
n=1
vn
(
ϕn(μ j)
)2
, if μ j ∈
{˜
λ−j , λ˜
+
j
}
. (1.23)
Remark. Suppose vn > 0, n = 0, . . . , p and λ˜±j = μ j . Then (−1)q− j+1 J1(λ−j ) > 0, λ−j (t) is the bound state and λ+j (t) is
the antibound state. If λ˜−j = μ j and vn > 0, n = 1, . . . , p (sign of v0 is of no importance), then we get that λ−j (t) is the
antibound state and λ+k (t) is the bound state. Similar in other cases. As a result we get that if all vn , n = 0, . . . , p, have
constant sign then for t small enough there is exactly one bound state in each open gap γ +j = ∅, j = 1, . . . ,q − 1.
If in the contrary the sign of un is not constant then there can be open gaps γ j with exactly two bound states or exactly
two antibound states, namely if
sign
p∑
n=0
vn
∣∣ψ+n (λ−j )∣∣2 = sign p∑
n=0
vn
∣∣ψ+n (λ+j )∣∣2, if λ˜±j = μ j,
and similar in the other cases.
Plan of the paper. In Section 2 we recall some well-known facts about periodic Jacobi operators and the construction of
the quasi-momentum map and the associated Riemann surface. In Section 3 we consider the scattering problem by ﬁnitely
supported perturbations and in Section 4 we prove Theorem 1.1. In Section 5 we consider small diagonal perturbations and
prove Theorem 1.2. In Section 6 we consider a simple example.
2. Periodic Jacobi matrices
We need some known properties of the q-periodic Jacobi operator H0 (see [19,21,10]). Recall that the fundamental
solutions ϕ = (ϕn)∞0 and ϑ = (ϑn)∞0 and the Lyapunov function 	 were deﬁned in the Introduction. The spectrum of H0 is
absolutely continuous and consists of q bands σac(H0) =⋃q1 σ j separated by gaps.
In each ﬁnite “gap” [λ−j , λ+j ], j = 1, . . . ,q − 1, there is one simple zero of polynomials ϕq(λ), 	˙(λ), ϑq+1(λ). Here
λ±1 , . . . , λ
±
q−1 are all endpoints of the bands, see (1.9). Note that 	(λ
±
j ) = (−1)q− j . The sequence of zeros of the polyno-
mial 	2 − 1 of degree 2q can be enumerated by (λ±j )q−11 , λ+0 = λ−0 and λ+q = λ−q . We have
ϕq = a00
q−1∏
(λ − μ j), ϑq+1 = −a00
q−1∏
(λ − ν j),
j=1 j=1
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4
(
λ − λ+0
)(
λ − λ−q
) q−1∏
j=1
(
λ − λ−j
)(
λ − λ+j
)
,
where μ j ∈ [λ−j , λ+j ] are the zeros of ϕq and ν j ∈ [λ−j , λ+j ] are the zeros of ϑq+1 (Dirichlet or Neumann eigenvalues). We
put
A = Aq =
q∏
j=1
a0j = 1, B =
q∑
j=1
b0j .
Note the following asymptotics:
ϕq = a00λq−1 + O
(
λq−2
)
, 	(λ) = z
q + z−q
2
= λ
q
2
+ O(λq−1) as λ → ∞. (2.24)
Here the function z = z(λ) = ei(λ) is explained later in this section and (λ) is the quasi-momentum satisfying (2.29).
Recall that Γ is the complex λ-plane with cuts along the segments σ j , j = 1,2, . . . ,q. Γ will be identiﬁed with the
ﬁrst sheet Λ1. We use the standard deﬁnition of the root:
√
1 = 1 and ﬁx the branch of the function √	2(λ) − 1 on Λ by
demanding
√
	2(λ) − 1< 0 for λ > λ−q , λ ∈ Γ (in accordance with (1.12)). We deﬁne the ﬁrst ξ+ and the second ξ− Floquet
multipliers on the plane Λ1 or Γ by
ξ±(λ) = 	(λ) ±
√
	2(λ) − 1, λ ∈ Λ1.
By our choice of the branch we have |ξ+(λ)| < 1, |ξ−(λ)| > 1 and
√
	2(λ) − 1 = −1
2
√
λ − λ+0
√
λ − λ−q
q−1∏
j=1
√
λ − λ−j
√
λ − λ+j (2.25)
for all λ ∈ Λ1. The functions ξ±(λ) are continuous up to the boundary ∂Λ1 and |ξ±(λ)| = 1 for λ ∈ ∂Λ1. Moreover for
λ ∈ Λ1,
ξ±(λ) = (2	(λ))∓1(1+ O(λ−2q))= λ∓q(1± B
λ
+ O
(
1
λ2
))
.
For two sequences x = (xn)∞1 , y = (yn)∞1 we introduce the unperturbed Wronskian by
{x, y}0n = a0n(xn yn+1 − xn+1 yn). (2.26)
Using that {x, y}0n is independent of n for two solutions of (1.10) and putting x = ϑ , y = ϕ , we apply the conditions
ϑ0 = ϕ1 = 1, ϑ1 = ϕ0 = 0 and obtain
1− 	2 + φ2 = 1− ϕq+1ϑq = −ϕqϑq+1. (2.27)
Thus, we get
m+m− = −ϑq+1
ϕq
. (2.28)
This identity considered at zeros of polynomial ϕq(λ) of degree q − 1 shows: if one of the solutions ψ±n (λ) is regular, then
the other has simple poles, one in each ﬁnite gap γn , j = 1, . . . ,q − 1.
Eq. (1.1) has two Bloch solutions ψ±n = ψ±n (λ) which satisfy ψ±kq = ξk± , k ∈ Z, and at the end points of the gaps we have
|ψ±kq(λ±n )| = 1. As for any λ ∈ Λ1 we have ψ+ ∈ 2(N), then functions ψ±(λ) are the Floquet solutions for (1.1).
2.1. Quasi-momentum map and Riemann surface Z
We recall the conformal mapping of the Riemann surface onto the plan with “radial cuts” Z , constructed in [9]. Our
deﬁnition corrects the similar construction in [1] and [4], where there was a mistake.
We suppose that all gaps are open: γ j = ∅, i.e., λ−j < λ+j for all j = 1, . . . ,q − 1.
Introduce a domain C \⋃q0 γ j and a quasi-momentum domain K by
K = { ∈ C: −π  Re  0} \
q−1⋃
Γ j, Γ j =
(
−π j + ih j
q
,−π j − ih j
q
)
.1
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periodic Jacobi operator there exists a unique conformal mapping  : C \⋃q0 γ j → K such that the following identities and
asymptotics hold true:
cosq(λ) = 	(λ), λ ∈ C \
q⋃
0
γ j, and (it) → ±i∞ as t → ±∞. (2.29)
The quasi-momentum  maps the half plane C± = {λ ∈ C; ± Imλ > 0} onto the half-strip K± = K ∩ C± and σac(H0) =
{λ ∈ R; Im(λ) = 0}.
Deﬁne the two strips KS and K by
KS = −K and K = KS ∪ K ⊂
{
 ∈ C: Re ∈ [−π,π ]}.
The function  has an analytic continuation from Λ1 ∩ C+ into Λ1 ∩ C− through the inﬁnite gaps γq = (λ−q ,∞) by the
symmetry and satisﬁes:
1)  is a conformal mapping  :Λ1 → K+ = K ∩ C+ , where we identify the boundaries { = π + it, t > 0} and { =
−π + it, t > 0}.
2)  :Λ2 → K− = K ∩ C− is a conformal mapping, where we identify the boundaries { = π − it, t > 0} and { = −π −
it, t > 0}.
3) Thus  :Λ → K is a conformal mapping.
Consider the function z = ei(λ) , λ ∈ Λ. The function z(λ), λ ∈ Λ, is a conformal mapping z :Λ → Z = C \⋃ g j , where
the radial cut g j is given by
g j =
(
e−
h j
q +i π jq , e
h j
q +i π jq ), j = ±1, . . . ,±(q − 1).
The function z(λ), λ ∈ Λ, maps the ﬁrst sheet Λ1 into the “disk” Z1 = Z ∩ D1, D1 = {z ∈ C: |z| < 1}, and z(·) maps the
second sheet Λ2 into the domain Z2 = Z \ D1. In fact, we obtain the parametrization of the two-sheeted Riemann surface
Λ by the “plane” Z . Thus below we call Z1 also the “physical sheet” and Z2 also the “non-physical sheet”.
Note that if all a0n = 1, b0n = 0, then we have λ = 12 (z + 1z ). This function λ(z) is a conformal mapping from the disk D1
onto the cut domain C \ [−2,2].
Now, the functions ψ±(λ) can be considered as functions of z ∈ Z . The functions ψ±n (z) ≡ ψ±n (λ(z)) are meromorphic in
Z with the only possible singularities at the images of the Dirichlet eigenvalues z(μ j) ∈ Z and at 0. More precisely,
1) ψ±n are analytic in Z \ ({z(μ j)}q−1j=1 ∪ {0}) and continuous up to ∂Z \ {z(μ j)}q−1j=1 .
2) ψ±n (z) has a simple pole at z(μ j) ∈ Z if μ j is a pole of m± , no pole if μ j is not a singularity of m± (not a square root
singularity if μ j coincides with the band edge) and if μ j coincides with the band edge: μ j = λσj , σ = + or σ = −,
j = 1, . . . ,q − 1, then
ψ±n (z) = ±σ(−1)q− j
iC(n)
z − z(λσj )
+ O(1), λ ∈ [λ+j−1, λ−j ], (2.30)
for some constant C(n) ∈ R. Note that the sign comes from the analytic continuation of the square root Ω(λ) using the
deﬁnition (1.12).
3) The following identities hold true:
ψ±n (z) = ψ±n
(
z−1
)= ψ∓n (z) = ψ±n (z) as |z| = 1. (2.31)
4) The following asymptotics hold true:
ψ±n (z) = (−1)n
(
n−1∏
j=0
∗a j
)±1
z±n
(
1+ O(z)) as z → 0.
We collect below some properties of the quasi-momentum  on the gaps.
On each γ +j , j = 0,1, . . . ,q, the quasi-momentum (λ) has constant real part and positive Im:
Re|γ +j = −
q − j
q
π, 
(
λ−j
)= (λ+j )= −q − jq π, Im|γ +j > 0.
Moreover, as λ increases from λ−j to α j the imaginary part Im ≡ h(λ) is monotonically increasing from 0 to h j and as λ
increases from α j to λ
− the imaginary part Im ≡ h(λ + i0) is monotonically decreasing from h j to 0. Thenj
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ϕq(λ)
(
m+(λ) −m−(λ)
)=√	2(λ) − 1 = i sinq(λ) = −(−1)q− j sinhqh(λ + i0), (2.32)
where sinhqh = −2−1(zq − z−q) > 0.
3. Scattering theory
For ﬁnitely-supported perturbation (u, v) ∈ Vν we deﬁne the Jost solutions f ± = ( f ±n )n∈Z for the equation
an−1 yn−1 + an yn+1 + bn yn = λyn, (λ,n) ∈ C × Z (3.33)
(here an = a0n + un , bn = b0n + vn and un = 0, vn = 0 for all n /∈ [0, p]) by the conditions:
f −n = ψ−n , for n 0 and f +n = ψ+n , for n p + 1. (3.34)
Let ϑ±,ϕ± be solutions to Eq. (3.33) satisfying the conditions:
ϑ−n = ϑn, ϕ−n = ϕn for n 0 and ϑ+n = ϑn, ϕ+n = ϕn for n p + 1. (3.35)
Then f ± = ϑ± +m±ϕ± . Note that each of ϑ±n , ϕ±n , n ∈ Z, is a polynomial in λ. The Jost solutions f ± inherit the properties
of ψ± (see Lemma 2.1 in [7]).
Deﬁne the unperturbed Wronskian {·, ·}0 and the perturbed Wronskian {·, ·} for sequences f = ( fn)n∈Z,h = (hn)n∈Z by
{ f ,h}0n = a0n( fnhn+1 − fn+1hn), { f ,h}n = an( fnhn+1 − fn+1hn).
Note that if f ,h are solutions of (3.33), then the Wronskian { f ,h}n is independent of n.
The Jost solutions f ±n (λ) and f ±n (λ), λ ∈ intσac(H0), are solutions of the same equation H f = λ f and using ψ±n (λ) =
ψ∓n (λ), λ ∈ σac(H0), we have{
f ±, f ±
}= {ψ±,ψ∓}0 = a00(m∓ −m±) = ∓a00 2iΩ(λ)ϕq . (3.36)
We denote
s = { f +, f −}, w = { f −, f +}. (3.37)
Using that f ± , f ± are two linearly independent solutions of (3.33) we get
f ±n = α f ∓n + β∓ f ∓n , λ ∈ intσac
(
H0
)
, (3.38)
where
α = { f
∓, f ±}
{ f ∓, f ∓} =
ϕq{ f −, f +}
a002iΩ(λ)
= ϕqw
a002iΩ(λ)
, (3.39)
β− = { f
+, f −}
{ f −, f −} =
ϕqs
a002iΩ(λ)
, β+ = { f
−, f +}
{ f +, f +} =
ϕqs
a002iΩ(λ)
(3.40)
since s = −{ f −, f +}. Using (2.31), we get β± = −β∓ for λ ∈ intσac(H0) and∣∣α(λ)∣∣2 = 1+ ∣∣β±(λ)∣∣2, λ ∈ intσac(H0). (3.41)
The functions
F = ϕ
2
q (λ)
(a00)
2
ww∗, S = ϕ
2
q (λ)
(a00)
2
ss∗ (3.42)
satisfy F = 4Ω2 + S , where Ω2(λ) = 1− 	2(λ).
Let M± ∈ C denote (the projection of) the set of poles of m± . Let Me denote the set of square root singularities of m± if
μk = λ±j , j = 1, . . . ,q − 1. Note that M+ ∩ M− = ∅. We put
ϕq = a00D+D−, D+ =
∏
μk∈M+
⋃
Me
(˜λ − μk), D− =
∏
μk∈M−
(˜λ − μk),
where˜:Λ → C is the natural projection introduced in (1.13). Note that this deﬁnition of D± differs from that used in [7].
We mark with ˆ the modiﬁed (regularized) quantities: ψˆ± = D±ψ± , fˆ ± = D± f ± , wˆ = ϕq
a00
w , which are analytic in Λ1. We
denote also sˆ = ϕq0 s, the meromorphic function on Λ1. Note that the function (D+)2s is analytic on Λ1.a0
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Lemma 3.1. Let w, s be deﬁned in (3.37) and wˆ = ϕq
a00
w, sˆ = ϕq
a00
s.
Suppose λ ∈ σac(H0). The following identities hold true.
1) w = a0 f +1 + (v0 − a00m−) f +0 , s = (a00m+ − v0) f +0 − a0 f +1 , w + s = 2iΩϕq f +0 .
2) wˆ = 2iΩ(1 + A) − J , sˆ = −2iΩ(1 + A˜) + J˜ , wˆ + sˆ = 2iΩ
a00
f +0 , where A, J are polynomials and A˜, J˜ are rational functions,
satisfying
A − A˜ = ϑ+0 +
φ
ϕq
ϕ+0 , J − J˜ =
2Ω2
ϕq
ϕ+0 .
3) Moreover, we have the following explicit formulas:
A = 1
2
(
a0
a00
ϕ+1 +
v0
a00
ϕ+0 + ϑ+0
)
− 1 = 1
2
[(
a0
a00
ϕ+1 − ϕ1
)
+ v0
a00
ϕ+0 +
(
ϑ+0 − ϑ0
)]
,
A˜ = 1
2
(
a0
a00
ϕ+1 +
v0
a00
ϕ+0 − ϑ+0 −
2φ
ϕq
ϕ+0
)
− 1,
J = −
[
a0
a00
ϕqϑ
+
1 + φ
(
a0
a00
ϕ+1 − ϑ+0
)
+ v0
a00
(
ϕqϑ
+
0 + φϕ+0
)+ ϑq+1ϕ+0 ], −ϑq+1ϕ+0 = φ2 + Ω2ϕq ϕ+0 ,
J˜ = −
[
a0
a00
ϕqϑ
+
1 + φ
(
a0
a00
ϕ+1 − ϑ+0
)
+ v0
a00
(
ϕqϑ
+
0 + φϕ+0
)− φ2 − Ω2
ϕq
ϕ+0
]
.
4) Polynomials A, J and rational functions A˜, J˜ satisfy
4Ω2(1+ A)2 + J2 = 4Ω2 + 4Ω2(1+ A˜)2 + J˜2.
Remark. 1) Note that the functions A˜, J˜ have simple poles at μk = λ±j , k = 1, . . . ,q − 1, j = 1, . . . ,q, where μk is a zero of
ϕq and λ
±
j is an endpoint of a ﬁnite gap.
Note also that a0(ϑ
+
0 ϕ
+
1 − ϑ+1 ϕ+0 ) = a00(ϑ0ϕ1 − ϑ1ϕ0) = a00.
2) Using (2.32) we get
wˆ(λ) = 2(−1)q−k+1 sinhqh(λ)(1+ A(λ))− J (λ), λ ∈ γ ±k = ∅, (3.43)
where h = Im and ±h(λ) > 0 for λ ∈ γ ±k , k = 0, . . . ,q.
Proof of Lemma 3.1. We have ψ−0 = 1, ψ−1 =m− . Then using
yn−1 = (λ − b
0
n)yn − a0n yn+1
a0n−1
we get
ψ−−1 =
(λ − b00) · ψ−0 − a00ψ−1
a0−1
= (λ − b
0
0) − a00m−
a0−1
.
Now applying
yn+1 = (λ − bn)yn − an−1 yn−1
an
and condition (3.34): f −0 = ψ−0 = 1, f −−1 = ψ−−1, we get
f −1 =
(λ − b0) · f −0 − a0−1 f −−1
a0
= (λ − b0) − (λ − b
0
0) · ψ−0 + a00ψ−1
a0
= a
0
0m− − v0
a0
.
Then we get 1) as
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s = { f +n , f −n }= const = { f +0 , f −0 }= a0( f +0 f −1 − f +1 f −0 )= (a00m− − v0) f +0 − a0 f +1 ,
where m± =m∓ , for λ ∈ σac(H0).
Now we prove 2), 3). Using (3.39), (3.40) we get
wˆ(λ) = 2i sinq · Reα − 2 sinq · Imα, λ ∈ σac
(
H0
)
.
Then we have F = wˆ wˆ∗ = 4(1 − 	2)(Reα)2 + (2sinq · Imα)2. Denote A = Reα − 1 and J = 2sinq · Imα. Then wˆ(λ) =
2i sinq(1+ A) − J .
Now we obtain
J = −
[
a0
a00
ϕqϑ
+
1 +
a0
a00
φϕ+1 +
v0
a00
ϕqϑ
+
0 +
v0
a00
φϕ+0 − φϑ+0 + ϑq+1ϕ+0
]
= −
[
a0
a00
ϕqϑ
+
1 + φ
(
a0
a00
ϕ+1 − ϑ+0
)
+ v0
a00
(
ϕqϑ
+
0 + φϕ+0
)+ ϑq+1ϕ+0 ].
As for λ ∈ σac(H0), Imm+ = ϕ−1q sinqκ , we get
Reα = 1
2
[
a0
a00
ϕ+1 +
v0
a00
ϕ+0 + ϑ+0
]
, A = 1
2
[(
a0
a00
ϕ+1 − ϕ1
)
+ v0
a00
ϕ+0 +
(
ϑ+0 − ϑ0
)]
. (3.44)
The formulas for sˆ, A˜, J˜ follows similarly.
Now 4) can be checked either by direct substitutions of the formulas in 3), or, equivalently, by substitution in (3.41) of
the formulas (3.39), (3.40) and 2). 
We deﬁne the scattering matrix
S(λ) =
(
T (λ) R−(λ)
R+(λ) T (λ)
)
, λ ∈ σ (H0), (3.45)
for the pair (H, H0), where
T (λ) = 1
α(λ)
, R±(λ) = β±(λ)
α(λ)
= ∓{ f
∓(λ), f ±(λ)}
{ f −(λ), f +(λ)} .
We have also
R+ = s
w
, R− = s
w
.
The matrix S(λ) is unitary: |T (λ)|2 + |R±(λ)|2 = 1, T (λ)R+(λ) = −T (λ)R−(λ), extends to Λ as a meromorphic function.
The quantities T and R± are the transmission and the reﬂection coeﬃcients respectively:
T (λ) f ±n (λ) =
{
T (λ)ψ±n (λ), n → ±∞,
ψ±n (λ) + R∓(λ)ψ∓n (λ), n → ∓∞, λ ∈ σ
(
H0
)
.
The determinant of the scattering matrix is given by
det S(λ) = T 2 − R+R− = 1
α2
+ |β|
2
α2
= |α|
2
α2
= α(λ)
α(λ)
.
4. Proof of Theorem 1.1
In this section we explain Deﬁnition 1 and prove Theorem 1.1.
The kernel of the resolvent of H is
R(n,m) = 〈en, ( J − λ)−1em〉= − f −n f +m{ f −, f +} = − Fn,ma00 wˆ , n <m, (4.46)
where en = (δn, j) j∈Z , Fn,m = ϕq f −n f +m .
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We have
Fn,m = ϕqϑ−n ϑ+m + (φ + i sinq)ϑ−n ϕ+m + (φ − i sinq)ϕ−n ϑ+m − ϑq+1ϕ−n ϕ+m .
The zeros of wˆ deﬁne the bound states and resonances as Fn,m is locally bounded. This motivates Deﬁnition 1.
Now we consider the properties of the function F introduced in (3.42). We have the following lemma, similar to
Lemma 4.2 in [12].
Lemma 4.1. 1) We have F = 4(1− 	2)(1+ A)2 + J2 = 4(1− 	2) + S(λ), where F and S are deﬁned in (3.42). The functions F ,
S are polynomials and F(λ) > 0 and S(λ) 0 on each interval (λ+k−1, λ−k ), k = 1, . . . ,q. The function F has even number of zeros
on each interval [λ−k , λ+k ], k = 1, . . . ,q − 1, and F has only simple zeros at λ±k , γk = ∅.
2) If γk = (λ−k , λ+k ) = ∅ for some k = 0, then each f ±n (·), n ∈ Z, is analytic in some disk B(λ+k , ),  > 0. Moreover, μk = λ±k is a
double zero of F and λ±k is not a state of J .
Proof. 1) The formula F = 4(1−	2)(1+ A)2+ J2 follows from (3.42) and 2) in Lemma 3.1. Recall that J , A are polynomials,
and A, J ≡ 0 if un, vn ≡ 0 for all n ∈ Z. Then it is clear that F(λ) > 0 and S(λ) 0 on each interval (λ+k−1, λ−k ), k = 1, . . . ,q.
Using that F(λ±k ) 0 we get that F has even number of zeros in each interval [λ−k , λ+k ], k = 1, . . . ,q−1. Put F = F0+S ,
F0 = 4(1 − 	2). We consider the case λ = λ+k , the proof for λ = λ−k is similar. If F(λ) = 0, then we get S(λ) = 0, since
	2(λ+k ) = 1. Moreover, F ′0(λ+k ) = −2	(λ+k )	′(λ+k ) > 0 and S ′(λ+k ) 0, which implies that λ = λ+k is a simple zero of F .
2) Suppose μk = λ−k = λ+k . The function m± is analytic on Γ = C \
⋃
γ k and hence each f ±n (·), n ∈ Z, is analytic in Γ .
Moreover (2.27) yields φ(μk) = ϕq(μk) = ϑq+1(μk) = 0 and then J (μk) = 0 Thus the function F has at least double zero
at μk . 
As in the proof of Lemma 4.2 in [12] it follows that a point λ0 ∈ Λ is a zero of wˆ iff the projection λ˜0 is a zero of the
polynomial F (with the same multiplicity). It implies also the statement iii) in Theorem 1.1.
Now let {ρk}N1 = σbs(H) denote the set of bound states of H . As in [7], Lemma 3.2, we introduce
c±k =
fˆ ±(ρk)
fˆ ∓(ρk)
, γ±,k =
(∑
n∈Z
∣∣ fˆ ±n (ρk)∣∣2)−1, ρk ∈ σbs(H).
Then in [4] it was proven that
c±k = β∓
D±
D∓
(ρk), γ±,k = −
(
c±k wˆ
′(ρk)
)−1
> 0, γ+,kγ−,k =
(
wˆ ′(ρk)
)−2
,
which implies that the bound states are simple.
Asymptotics (1.22) follows from the deﬁnition F = wˆ wˆ∗ and the following lemma.
Lemma 4.2. Let (u, v) ∈ Vν , ν ∈ {2p − 1,2p}. Then
f +0 =
{
c1Ap + O(λ−1) if λ ∈ Λ1,
− c2Ap λν + O(λν−1) if λ ∈ Λ2,
as λ → ∞, (4.47)
f +1 =
{
c1a0Apλ−1 + O(λ−1) if λ ∈ Λ1,
− c2Ap a0λν−1 + O(λν−1) if λ ∈ Λ2,
as λ → ∞, (4.48)
wˆ = 2iΩ(1+ A) − J =
{
Ap
c1
λq(1+ O(λ−1)) if λ ∈ Λ1,
− v0Ap c2λν+q−1(1+ O(λ−1)) if λ ∈ Λ2,
as λ → ∞, (4.49)
sˆ = −2iΩ(1+ A˜) + J˜ =
{
−v0 Apc1 λq−1(1+ O(λ−1)) if λ ∈ Λ1,
c2
Ap
λν+q(1+ O(λ−1)) if λ ∈ Λ2, as λ → ∞, (4.50)
with the constants c1, c2 given in (1.21) and Ap =∏pn=0 a0n.
The polynomials 1+ A, J have asymptotics
1+ A = − c2
2Ap
v0λ
ν−1(1+ O(λ−1)), J = c2
2Ap
v0λ
ν+q−1(1+ O(λ−1)). (4.51)
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m± =
(
a00
λ
)±1(
1± b
0
(1
0
)
λ
+ O
(
1
λ2
))
,
see [21], (2.24), (4.47) and (4.48) into wˆ = ϕq
a00
(a0 f
+
1 + (v0 − a00m−) f +0 ) we get (4.49) and (4.51). Analogously we get the
asymptotics (4.49) for sˆ = ϕq
a00
((a00m+ − v0) f +0 − a0 f +1 ). 
5. Small perturbations, proof of Theorem 1.2
Now we consider the Jacobi operator Ht = H0 + tV , where V is diagonal Jacobi operator satisfying (1.3) with un = 0 for
all n ∈ Z.
We keep the same notations for the quantities wˆ , A, J , F etc., now associated to the perturbation tV with un = 0 for
all n ∈ Z.
Proof of i). For λ ∈ γn = (λ−k , λ+k ) we have 1− 	2(λ) < 0 and
F(λ) = 4(1− 	2)(1+ A)2 + J2 < 4(1− 	2)+ J2.
As J = J (t) = O(t), then for t small enough we have F(λ) < 0. As on each zone (λ+k−1, λ−k ) we have F > 0, then there are
at least two states λ±k (t) ∈ γ ck such that λ−k  λ˜−k (t) < αk < λ˜+k (t) λ+k .
Now for t small we have (3.43):
wˆ(λ) = 2(−1)q−k+1 sinhqh(λ)(1+ O(t))− J (λ), J (λ) = O(t), λ ∈ γ ±k = ∅,
where h = Im and ±h(λ) > 0 for λ ∈ γ ±k . Let λ0 = λ−k (t) or λ0 = λ+k (t), t > 0. Then λ0 is the bound (antibound) state iff
−(−1)q−k J (λ0) > 0 (−(−1)q−k J (λ0) < 0 respectively) and i) in Theorem 1.2 follows.
Proof of ii). We denote yk = ϕ( j)k a sin-type polynomial for the j-shifted problem
a0k+ j−1 yk−1 + a0k+ j yk+1 + b0k+ j yk = λyk, k ∈ Z, y( j)0 = 0, y( j)1 = 1. (5.52)
We have (see Toda [22])
ϕqψ
+
n ψ
−
n =
a00
a0n
ϕ
(n)
q
and put ϕ(λ,n + k,k) = ϕ(k)n . Then ϕ(λ,k,k) = 0, ϕ(λ,k + 1,k) = 1.
From [10] or [4] it follows that we have representation
f +n = ψ+n + t
p+1∑
k=n+1
(J (λ,n, .))k f +k = ψ+n + t p+1∑
k=n+1
(J (λ,n, .))kψ+k + O(t2),
where(J (λ,n, .))k = ϕ(λ,n,k − 1)a0k−1 uk−1 +
ϕ(λ,n,k)
a0k
vk + ϕ(λ,n,k + 1)
a0k+1
uk.
By our assumption uk ≡ 0 for all k so we have
ϕ+0 = ϕ0 + t
p+1∑
k=1
(J (λ,0, .))kϕk + O(t2), ϕ+1 = ϕ1 + t p+1∑
k=2
(J (λ,1, .))kϕk + O(t2),
ϑ+0 = ϑ0 + t
p+1∑
k=1
(J (λ,0, .))kϑk + O(t2), ϑ+1 = ϑ1 + t p+1∑
k=2
(J (λ,1, .))kϑk + O(t2).
Denote
∑p+1
k=n+1(J (λ,n, .))kϕk = Pn and
∑p+1
k=n+1(J (λ,n, .))kϑk = Tn . Then substituting the above asymptotics in expressions
for A, J in 3), Lemma 3.1, we get
J = t J1 + O
(
t2
)
, A = t A1 + O
(
t2
)
, (5.53)
where
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(
ϕqT1 + φ(P1 − T0) + v0
a00
ϕqϑ0 + ϑq+1P0
)
, A1 = 1
2
(P1 + T0).
Using that ϕ(λ,0,k) = − a0k
a00
ϕk , ϕ(λ,1,k) = a
0
k
a00
ϑk we get
J1 = −
[
ϕq
p∑
k=2
vk
a0k
ϕ(λ,1,k)ϑk + v0
a00
ϕq + φ
( p∑
k=2
vk
a0k
ϕ(λ,1,k)ϕk −
p∑
k=2
vk
a0k
ϕ(λ,0,k)ϑk
)
+ ϑq+1
p∑
k=1
vk
a0k
ϕ(λ,0,k)ϕk
]
= −
p∑
k=2
vk
a0k
[
ϕqϕ(λ,1,k)ϑk + φ
(
ϕ(λ,1,k)ϕk − ϕ(λ,0,k)ϑk
)+ ϑq+1ϕ(λ,0,k)ϕk]
− ϑq+1 v1
a01
ϕ(λ,0,1)ϕ1 − v0
a00
ϕq = − 1
a00
p∑
k=2
vk
[
ϕqϑ
2
k + 2φϑkϕk − ϑq+1ϕ2k
]+ v1
a00
ϑq+1 − v0
a00
ϕq
= − 1
a00
( p∑
k=2
vk F
0
k
)
+ v1
a00
ϑq+1 − v0
a00
ϕq,
where F 0k = ϕqϑ2k + 2φϑkϕk − ϑq+1ϕ2k = ϕqψ+k ψ−k . Similarly we get A1 = 0 as
A1 = 1
2
p∑
k=2
vk
a0k
(
ϕ(λ,1,k)ϕk + ϕ(λ,0,k)ϑk
)= 1
2
p∑
k=2
vk
a00
(ϑkϕk − ϕkϑk) = 0.
Let λ0(t) = λ−k (t) and λ0(0) be the left endpoint λ−k or let λ0(t) = λ+k (t) and λ0(0) be the right endpoint λ+k .
We look for solution of the equation F(λ) = 4(1 − 	2)(1 + A)2 + J2 = 0 in the form λ = λ(t) = λ(0) + tλ(1) + t2λ(2) +
O(t3). Using (5.53) we get λ(1) = 0 and
λ0(t) = λ0(0) + t2 J
2
1(λ0(0))
4(	2)′(λ0(0))
+ O(t3),
which can be obtained as in the example in Section 6. The sign of the denominator follows from the properties of the
polynomial F0 = 4(1− 	2). We have −F ′0(λ−k ) = 4(	2)′(λ−k ) > 0 and −F ′0(λ+k ) = 4(	2)′(λ+k ) < 0, k = 1, . . . ,q − 1.
Now we use F 0k = ϕqϑ2k + 2φϑkϕk − ϑq+1ϕ2k = ϕq(ϑk + φϕq ϕk)2 + 1−	
2
ϕq
ϕ2k and get
J1
(
λ±n
)= −ϕq(λ±n )
a00
p∑
k=0
vk
∣∣ψ+k (λ±n )∣∣2 = −ϕq(λ±n )a00
p∑
k=0
vk
(
ϑk
(
λ±n
)+ φ(λ±n )
ϕq(λ
±
n )
ϕk
(
λ±n
))2
,
J1(λ) = −ϕq
a00
p∑
n=0
vnψ
+
n ψ
−
n = −
1
a00
p∑
n=0
vn F
0
n = −
p∑
n=0
vn
a0n
ϕ
(n)
q ,
where (φ(λ±n ))2 = −ϑq+1(λ±n )ϕq(λ±n ), which achieves the proof of ii) in Theorem 1.2. 
The Remark after Theorem 1.2 follows from the following inequalities.
If λ˜±n = μn , n = 1, . . . ,q − 1, then we have ψ+(λ±n ) = ψ−(λ±n ) and
(−1)q−nϕq
(
λ−n
)= (−1)q−n a00
A
q−1∏
j=1
(
λ−n − μ j
)
> 0,
(−1)q−1−nϕq
(
λ+n
)= (−1)q−1−n a00
A
q−1∏
j=1
(
λ+n − μ j
)
> 0,
(−1)q−1ϕq
(
λ−0
)
> 0, (−1)q−1ϕq
(
λ+q
)
> 0.
If vk > 0, k = 1, . . . , p, then for n = 1, . . . ,q − 1, we have (−1)q−n+1 J1(λ−n ) > 0 and λ−n (t) is the bound state and λ+n (t) is
the antibound state.
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J1
(
λ−n
)= ϑq+1(μn)
a00
p∑
k=1
vk
(
ϕk(μn)
)2 = − 1
A
q−1∏
j=1
(
λ−n − ν j
) p∑
k=1
vkϕk(μn)
2
and
(−1)q−n+1ϑq+1(μn) = (−1)q−n+1 1
A
q−1∏
j=1
(
λ−n − ν j
)
> 0.
Thus in this case the bound and the antibound states are just interchanged with respect to the case λ±n = μn . The proof of
the remark is ﬁnished.
6. Example: p = 1, a j = a0j
Let p = 1, a j = a0j . Then f +1 = ψ+1 =m+ . Using that
ψ+2 =
(λ − b01)ψ+1 − a00ψ+0
a01
= (λ − b
0
1)m+ − a00
a01
we get
f +0 =
(λ − b1)ψ+1 − a01ψ+2
a00
= (λ − b1)m+ − (λ − b
0
1)m+ + a00
a00
= 1− v1
a00
m+.
Thus we have ϑ+0 = 1, ϕ+0 = − v1a00 , ϑ
+
1 = 0, ϕ+1 = 1. Then
wˆ(λ) = v0
a00
ϕq(λ) − v1
a00
ϑq+1 +
(
1− v0v1
(a00)
2
)
m+ϕq(λ) −m−ϕq(λ).
Now
J = − v0
a00
ϕq + v1
a00
ϑq+1 + v0v1
(a00)
2
φ, A = − v0v1
2(a00)
2
.
If we write tv j instead of v , then in the ﬁrst order in t we get
F = 4(1− 	2)(1+ A)2 + J2 = 4(1− 	2)+ t2(− v0
a00
ϕq + v1
a00
ϑq+1
)2
+ O(t3).
Denote (− v0
a00
ϕq + v1a00 ϑq+1)
2 = F2(λ). Let λ0(0) = λ+k or λ0(0) = λ−k for some k = 1, . . . ,q − 1. We look for solutions of the
equation F(λ) = 0 in the form λ(t) = λ0(0) + λ(1)t + λ(2)t2 + · · · . As 4(1 − 	2(λ0(0))) = 0 we get the Taylor expansion at
λ = λ0(0):
F(λ) = −4(	2)′(λ0(0))(λ(1)t + λ(2)t2 + · · ·)− 2(	2)′′(λ0(0))(λ(1)t + λ(2)t2 + · · ·)2 + · · ·
+ t2F2
(
λ0(0)
)+ t2F2(λ0(0))′(λ(1)t + λ(2)t2 + · · ·)+ O(t3).
As (	2)′(λ0(0)) = 0, (	2)′′(λ0(0)) = 0, we get λ(1) = 0,
λ(2) = F2(λ0(0))
4(	2)′(λ0(0))
= 1
4(	2)′(λ0(0))
(
− v0
a00
ϕq
(
λ0(0)
)+ v1
a00
ϑq+1
(
λ0(0)
))2
and λ(t) = λ0(0) + λ(2)t2 + O(t3).
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