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Zusammenfassung
Auf politischer Ebene hat man begonnen über Climate Engineering (CE) als mögliche
Option gegen den mensch gemachten Klimawandel zu sprechen. Um gut informierte
Entscheidungen zum Thema zukünftiger Forschung oder potentiellen Umsetzung von CE
Massnahmen zu treffen, benötigt man eine umfassende und vergleichende Einschätzung
der verschiedenen Methoden. In diesem Kontext bestehen grosse Herausforderungen
darin, geeignete Indikatoren auszuwählen, die Modellunsicherheiten zu quantifizieren,
sowie relevante Metriken für die politische Entscheidungsfindung zu konstruieren.
Diese Arbeit beinhaltet erste, notwendige Schritte, um zu einer umfassenden und vergle-
ichenden Einschätzung verschiedener CE Methoden zu gelangen. Mehr inter- und trans-
diziplinäre Forschung in diesem Bereich sollte gefördert werden, um eine uninformierte
Entscheidungsfindung zu vermeiden.
Im ersten Teil der Arbeit werden Effekte und Nebenwirkungen der CE Methode Ozeanober-
flächenaufhellung in der Arktis (AOAM) untersucht. Für alle betrachteten Klimavariablen
hat der Einsatz von AOAM den einmaligen Effekt eines zeitlichen Versatzes kurz nach
der Umsetzung. Allerdings ermöglicht die Methode keine Umkehrung der Klimatrends
solange der atmosphärische CO2 Gehalt weiter ansteigt. Eine Erweiterung der bisheri-
gen Forschung um eine ozeanographische Perspektive ermöglicht die Untersuchung eines
Warmwasser Signals entlang der Arktischen Kontinentalabhänge. Dieses trägt möglicher-
weise dazu bei, die dort lagernden Methanhydrate zu destabilisieren. Diese Studie verdeut-
licht den Mehrwert von multidisziplinärer Arbeit bezüglich der Untersuchung von Poten-
tial und Nebenwirkungen von CE Methoden für ein umfassendes Verständins.
Im zweiten Teil der Arbeit wird eine Parameter Studie zur CO2 Sensitivität von Vegeta-
tionstranspiration vorgestellt. Die Studie betont die Bedeutung eines Verbesserten Ver-
ständnisses von Umwelteinflüssen auf die Vegetation, um eine bessere Vorhersage von
Änderungen im terrestrischen Wasser- und Kohlenstoffkreislaufs zu ermöglichen. Diese
Sensitivitätsstudie ist Teil eines Simulationenensembles mit variierten Model-Parametern,
welches dazu verwendet wird, die Unsicherheiten verschiedener CE Szenarien im Rah-
men eines Methodenvergleichs zu quantifizieren, welches in den nachfolgenden Teilen
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der Arbeit verwendet wird.
Ist es ausreichend die Indikatoren für die historische Zeitspanne zu benutzen, um zukün-
ftigen Klimawandel umfassend zu beschreiben? Im dritten Teil der Arbeit wird eine
Methodik eingeführt, um systematisch Korrelationsmatrizen auszuwerten. Das ermöglicht
die Identifizierung eines Indikatorensets für eine umfassende, naturwissenschaftliche Beu-
rteilung der gegebenen Fragestellung. Wir zeigen, dass es unzureichend wäre, die his-
torischen Indikatoren für eine umfassende Beschreibung sowohl des mittelstarken (RCP4.5)
als auch des starken (RCP8.5) Klimawandel-Szenarios zu benutzen, da sich in beiden
Szenarien vorherrschenden Korrelationen zwischen Erdsystem-Variablen veränderen.
Im vierten Teil der Arbeit wird diese Methode auf drei CE Szenarien angewendet, wodurch
Änderungen in den jeweiligen Korrelationsmustern gegenüber der zwei Klimawandel
Szenarien identifiziert werden können. Um einen umfassenden Vergleich der Metho-
den zu ermöglichen, wird eine zusammengefasste Korrelationsmatrize gebildet und diese,
basierend auf Korrelationen, die in allen drei Szenarien signifikant sind, evaluiert. Eine
erste Beurteilung der drei exemplarischen CE Methoden, basierend auf den ausgewählten
Indikatoren, bleibt zunächst ergebnislos, da es sowohl von den betrachteten Indikatoren
als auch von den Sensitivitätsimulationen abhängt, welche der CE Methoden am ’besten’
abschneidet. Erst wenn die Indikatoren noch weiter zu einer Metrik zusammen gefasst
werden, gelangen wir zu einem klareren Ranking der Szenarien. Unter den gegebenen
Annahmen, stellen wir fest, dass das RCP4.5 Szenario am nächsten an dem gewählten
Referenzklimazustand bleibt. Das Strahlungsmanagement Szenario ist das ’beste’ CE
Szenario, gefolgt von der Ozeankalkung und der gross-skaligen Aufforstung. Das letzte
Szenario ist in seinem Ranking ähnlich dem RCP8.5. Diese Ergebnisse stimmen mit un-
seren Erwartungen, basierend auf der Modellimplementierung, überein.
Diese Analysen bringen das naturwissenschaftliche Verständnis von verschiedenen CE
Methoden voran, welches massgeblich für eine spätere Entscheidungsfindung ist. Nichts-
destotrotz ist es unvermeidbar, Informationen über das zugrunde liegende Wertesystem
der betroffenen Akteure mit einzubeziehen, um relevante Metriken für die politische
Entscheidungsfindung zu identifizieren.
Summary
Climate Engineering (CE) as an option to prevent dangerous climate change has reached
the political debate. For a well informed decision on CE research and deployment in the
future, work towards a comprehensive, comparative assessment is needed. The selection
of well suited indicators, the quantification of model uncertainties, as well as the identifi-
cation of policy-relevant metrics are major challenges for reaching such a CE assessment.
In my thesis I present work towards a comprehensive, comparative assessment of CE
schemes, although these are inevitable first steps introducing a more systematic approach,
more inter- and transdisciplinary research on this topic needs to be encouraged to avoid
decision making under ignorance.
In the first part of this thesis, climate impacts and side effects of an artificial Arctic ocean
albedo modification (AOAM) scheme are studied. AOAM yields an initial offset during
the first years after implementation but no potential for reversing trends, in all assessed
Arctic climate indicators under increasing atmospheric CO2 concentrations. Expanding
the previously atmosphere-focused analysis by an oceanic perspective, allowed the inves-
tigation of a sub-surface warming signal in the AOAM simulations with the potential to
destabilise Arctic marine gas hydrates. This study illustrates the importance of a multi-
disciplinary investigation of CE impacts and side effects, to obtain a comprehensive as-
sessment.
The second part of this thesis presents a parameter sensitivity study on the uncertainty
in the response of transpiration to CO2 and implications for climate change. This study
emphasises the importance of an improved assessment of the dynamics of environmental
impact on vegetation to better predict future changes of the terrestrial hydrological and
carbon cycles. This parameter sensitivity study is part of a parameter perturbation ensem-
ble used to quantify uncertainties in projections of future CE methods in the context of a
comparative CE assessment, which is used in the next parts of this thesis.
Is the application of indicators used for the historical time period valid for an compre-
hensive assessment of future climate change? In the third part of the thesis we introduce
a methodological approach to systematically evaluate correlation matrices, identifying
robust indicators from Earth system variables, to be used in a natural-science based as-
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sessment. We show that it is not sufficient to apply the indicator set found for the histori-
cal period to neither an intermediate-high (RCP4.5) nor a high (RCP8.5) future emission
scenario, since prevailing correlations between Earth system variables are changed in a
climate change scenario.
In the fourth part of this thesis this method is applied to three exemplary CE scenarios:
Large-scale afforestation, ocean alkalinity enhancement and solar radiation management.
Changes in correlation patterns induced by the single CE scenarios relative to climate
change are identified, providing important information on which variables might become
more relevant under CE scenarios. To enable a comprehensive comparison of the thee
scenarios, the common correlation matrix of the three methods is systematically evalu-
ated to identify an indicator set. A preliminary evaluation of the three scenarios based on
these indicators remains inconclusive, since it depends on the regarded indicator as well
as the sensitivity simulation, which scenario performs ’best’. If the indicators are further
aggregated into a metric in order to reduce the complexity, a ranking of the different sce-
narios becomes evident. Given all assumptions, we find that overall the RCP4.5 scenario
performs ’best’ in staying close to todays climate state. Solar Radiation Management
is identified as the ’best’ CE scenario, followed by Ocean Alkalinity Enhancement and
Large-scale Afforestation. The latter performs comparable to the RCP8.5 scenario. These
results agree with our expectations, based on the way the CE methods are implemented
in the model.
These analyses advance the natural-science based assessment of CE, which is essential
prior to a decision making process. However, for the identification of policy-relevant in-
dicators and the construction of a decision-informing metric, it is unavoidable to include
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The world has reached a state in which humans manipulate and exploit the environment in
an unprecedented global scale to make it more inhabitable, productive and comfortable.
Starting with rather small scale agriculture, the exploitation of our planet has speeded
up since the industrial revolution, leading to initially unintentional, but nowadays well
known pollution of the atmosphere with greenhouse gases [Stocker et al., 2013]. The con-
sequences of this pollution is what we refer to as anthropogenic climate change. During
the last decades, the knowledge about possible future consequences from climate change
was gained, and society became more aware of the threats we are facing due to changes
in Earth’s climate system. On a political level, two solutions are discussed: The most in-
tuitive reaction to prevent climate change is to reduce the amount of emitted greenhouse
gases (Mitigation), in addition society needs to adjust to expected changes in the climate
system (Adaptation).
In the Paris agreement, adopted on December 12th 2015, 195 parties agreed on ’holding
the increase in the global average temperature to well below 2  C above pre-industrial
levels and pursuing efforts to limit the temperature increase to 1.5  C above pre-industrial
levels, recognising that this would significantly reduce the risks and impacts of climate
change’ [UNFCCC, 2015]. This increases the pressure on single countries to reduce their
emissions or to find another solution for preventing dangerous climate change. Based on
prognoses of future economic growth and the consequent future carbon emissions [e.g.
Held et al., 2009; Fyke and Matthews, 2015], reaching the set climate targets very likely
depends on the future deployment of negative emissions technologies [Fuss et al., 2014].
This is also represented in the IPCC’s scenarios, where 95% of the scenarios with a likely
chance (66%) of staying below 2  C, assume a successful and large-scale implementation
of negative emission technologies [Anderson, 2015].
In 2006, Paul Crutzen proposed to manipulate the planetary albedo by injecting sulphur
into the stratosphere ’to resolve a policy dilemma’ [Crutzen, 2006], and thereby brought
the attention of a larger scientific community to another possible solution to the threat
of climate change: Climate Engineering. Climate Engineering, Geoengineering, Climate
Intervention, Climate Modification are all terms for large-scale deliberate manipulation of
the Earth’s climate to counteract anthropogenic climate change (hereafter denoted as Cli-
mate Engineering (CE)). Principally, Climate Engineering can be separated into carbon
dioxide removal (CDR) and radiation management (RM) methods. CDR methods aim at
removing CO2 from the atmosphere to reduce the greenhouse effect, targeting the main
cause of anthropogenic climate change. This is often referred to as negative emissions
technologies. RM methods aim at manipulating the Earth’s radiation budget to reduce
1
2 INTRODUCTION
temperatures, targeting the ’symptoms’ of climate change (see Section 1.3 for more de-
tails).
Due to the perceived political and social inertia in pursuing mitigation and adaption ef-
forts, and in an attempt to expand the portfolio of options for reducing the risk of danger-
ous climate change, research on this topic started to evolve quickly within the last decade.
Open research questions on Climate Engineering emerged in natural science, engineering,
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Evaluation?
Risks & side effects?
Who decides? Responsibility?
Who is the winner,
who is the loser?
Who is liable?
Climate Engineering – an Option to Prevent Climate Change?
Fig. 1.1.: Illustration of three proposed solutions to climate change: Mitigation, Adaptation and
Climate Engineering. For the latter some research questions from different scientific fields are
explicitly shown.
The aim of this thesis is to advance the progress towards a comprehensive, comparative
assessment of different CE methods from a natural science perspective. Note, that here
comprehensive is defined in the sense, that all Earth system components should be consid-
ered. The selection of well suited indicators, the quantification of model uncertainties, as
well as the identification of policy-relevant metrics are major challenges for reaching such
a CE assessment. For now the assessment of CE is completely based on models, since
field experiments large enough to be detectable given the large natural variability would
be too close to an actual deployment (see Section 1.2). The importance of a comprehen-
sive CE assessment, which well suited indicators is illustrated by a case study on an ocean
albedo modification scheme, for which a detailed assessment of the oceanic component
was missing in the literature [Cvijanovic et al., 2015]. The inclusion of this component
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reveals potentially severe side effects (chapter 2 or Mengis et al. [2016]). The parameter
sensitivity study on the uncertainty in the response of transpiration to CO2 (chapter 3) is
part of a perturber parameter ensemble, quantifying the uncertainty in future projection of
CE. This ensemble of sensitivity simulations is the basis of the investigations on indica-
tor selection in the following parts of the thesis. For both, anthropogenic climate change
and Climate Engineering (chapter 4 and 5, respectively) we learn, that the selection of
indicators for an comprehensive assessment of future changes needs to be reevaluated,
since prevailing correlations between Earth system variables are changed depending on
the forcing scenario. With respect to anthropogenic climate change, research on indicator
selection has taken place [e.g. Böhringer and Jochem, 2007; Radermacher, 2005; Pintér
et al., 2005], but for the CE debate this knowledge is missing. Advancing the Climate
Engineering assessment we investigate which indicators have to be considered addition-
ally in an CE assessment, and how they differ from climate change assessment indicators
(chapter 5). After relevant indicators are identified for three exemplary CE methods, an
evaluation of these methods against two climate change scenarios is carried out and dis-
cussed.
1.2. The Role of Models in Climate Engineering Research
Earth system models are an essential tool for understanding the potential, feasibility and
possible side effects of different CE methods within the natural system. Since CE is con-
cerned with large-scale future interventions affecting the climate system, the knowledge
we obtain by studying small scale (temporal and spacial) natural analogues is limited.
However a field test large enough to be detectable, or being able to show the limitations
of a CE method would already be close to a deployment, and could have severe natu-
ral, but also legal, societal and political consequences [National Academy of Sciences,
2015b]. Therefore, the assessment of the climatic responses from large-scale CE for now
is completely based on models.
Since every model is wrong, per definition, as it represents a simplified version of the
complex reality, a quantification of structural, process and parameter uncertainties, are of
special importance for CE research. The fact that there are no (large-scale) CE obser-
vations to evaluate the model performances against, increases the challenge to quantify
uncertainties in a CE context.
Furthermore, in a Climate Engineering scenario, relationships between Earth system vari-
ables are unnaturally altered, e.g. an implementation of a radiation management scheme
would decouple the relationship between temperature and CO2 [Irvine et al., 2012]. Mod-
ellers therefore need to carefully evaluate which processes might become more relevant
in a Climate Engineering scenario compared to climate change, and if these processes are
(well) represented in the Climate model. Without such careful considerations, CE model
results might be interpreted with an unjustified confidence. On the other hand, simulat-
ing large perturbation in Climate models, as imposed during CE simulations, creates the
chance to learn about the climate system and possible model deficits.
4 INTRODUCTION
1.3. Overview of currently discussed Climate Engineering methods
This section should provide an overview of the research state of different CE methods. I
hereby limit myself to CE methods considered in recent CE model assessment projects,
namely the Geoengineering Model Intercomparison Project (GeoMIP) and the Carbon
Dioxide Removal Model Intercomparison Project (CDR-MIP). Both these model inter-
comparison projects aim at quantifying structural uncertainties within different model
ensembles, whereby GeoMIP considers radiation management methods and CDR-MIP
focuses on terrestrial CDR and marine CDR methods. Future cooperation, to combine the
knowledge and assess combinations of CE methods is planned (pers. comm. D.P. Keller).
1.3.1. Radiation management methods and model assessment
Radiation Management describes methods that deliberately manipulate the planetary ra-
diation budget in order to either reduce the incoming solar radiation at the Earth surface
(SRM) or to enhance the amount of outgoing long wave radiation into space (LRM).
Such methods therefore aim at counteracting global warming, i.e. the symptoms of an-
thropogenic climate change, rather than treating its causes. Note, that any climate change
impacts directly linked to enhanced atmospheric CO2 concentrations, such as ocean acidi-
fication or CO2 fertilisation, would remain unmitigated. RM methods nevertheless gained
much attention, since they promise a faster response time in the climate system compared
to any mitigation or CDR scheme.
GeoMIP is the first model intercomparison project (MIP) concerning radiation manage-
ment research questions[Kravitz et al., 2011]. Starting in 2011, it initially focused on
idealized scenarios, in which a reduction of incoming shortwave radiation was simulated,
as well as stratospheric aerosol injection (SAI) scenarios, simulating an injection of SO2
into the stratosphere. In the second phase of GeoMIP, two scenarios on ocean albedo
modification and marine cloud brightening were added [Kravitz et al., 2013b]. In the
following phase (GeoMIP6, following the CMIP nomenclature) a cirrus cloud thinning
scenario was added to the RM methods portfolio, as well as a scenario in which SAI and
solar dimming are used to change radiative forcing in a high emission scenario to reach
a medium high emission scenario [Kravitz et al., 2015]. These methods were chosen for
GeoMIP due to their likely feasibility to have a substantial climate impact [Kravitz et al.,
2011]. Hence they gained increasing attention over the last years and will be shortly dis-
cussed in the following section.
Stratospheric Aerosol Injection
The CE method of stratospheric aerosol injection (SAI) gained the most attention over
the last decade. Following the natural analogue of a plinian volcanic eruption, which was
observed to have a cooling effect during the first two years after eruption [Jones, 1994;
Robock, 2008], SAI describes a deliberate and continuous injection of sulphate aerosols
into the stratosphere, in order to reflect more incoming shortwave radiation and thereby
cool the planet [Crutzen, 2006].
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Model studies show that this theory proves effective in achieving a global mean cool-
ing effect [e.g. Robock, 2008; Kravitz et al., 2013a], however, there is a natural limit to
SAI deployment [Niemeier and Timmreck, 2015]. It was found that in order to achieve
a specified global mean temperature target, the tropics would have to be overcooled and
high latitude areas would still experience a warming signal [Kravitz et al., 2013a]. Due
to local and global temperature changes, precipitation patterns are found to shift during
SAI implementation [Tilmes et al., 2013; Robock et al., 2008b; Kravitz et al., 2013a],
which would result in a global redistribution of water resources with a high political con-
flict potential. For both temperature and precipitation patterns, the location as well as the
hemispheric balance of the deployment are found to be of importance [Haywood et al.,
2016].
Due to atmospheric dynamics in the stratosphere, SAI would be most effective if deployed
in low latitudes, since aerosols would quickly spread all around the planet. The same dy-
namics also define that this method would most likely be deployed on a global scale since
even a regional deployment would have global impacts [Robock et al., 2008b]. This fact
makes SAI deployment not only a technical challenge [Kuo et al., 2012], but more im-
portantly a deployment under peaceful circumstances would have to be agreed on by all
affected countries in the world, which makes SAI deployment foremost a political chal-
lenge [Dalby, 2015].
Apart from that, several studies show that the implementation of SAI under increasing
atmospheric CO2 concentrations should not be abruptly discontinued, since model re-
sults suggest, that in this case the climate state would rapidly change to match the un-
manipulated climate state given the background atmospheric CO2 concentrations [Matthews
and Caldeira, 2007; Jones et al., 2013; Keller et al., 2014]. Thereby the rate of change
would be even higher than the rate of change from anthropogenic climate change, and
could have dangerous climatic consequences [Keller et al., 2014]. Note that this danger
would increase with every emitted ton of CO2 during an implementation of SAI. This
problem, is referred to as ’termination shock’ and widely discussed not only in the nat-
ural science community [Jones et al., 2013; Keller et al., 2014], but also in the social
and ethical science communities [Heutel et al., 2015; Burns and Nicholson, 2016]. The
increasing risk in case of SAI deployment under increasing carbon emissions, causes a
lock-in situation for future generations to come, i.e. under such circumstances, the choice
of discontinuing SAI deployment is taken from these generations, which makes SAI im-
plementation an intergenerational challenge [e.g. Betz and Cacean, 2012].
Marine Cloud Brightening
The concept for Marine cloud brightening (MCB) was introduced by Latham [1990], who
combined the theory from Twomey [1974] to propose a brightening of marine clouds by
increasing the cloud droplet number in order to cool the planet. This would increase the
reflectivity of clouds, as well as their life time by reducing precipitation rates. The theory
suggests that seeding stratocumulus clouds in the planetary boundary layer (typically oc-
curring in the lower 1500m of the atmosphere) holds the highest potential. These clouds
occur over oceanic upwelling areas, as well as in mid to high latitudes of the respective
summer hemisphere [Grosvenor and Wood, 2014]. This implies that MCB would show
6 INTRODUCTION
high local impacts on albedo and radiative forcing, which vary considerately in space and
time [Kravitz et al., 2013b]. An unbalanced implementation and a resulting imbalance
of the hemispheric albedo might possibly have severe global impacts [Haywood et al.,
2016].
There have been several attempts to assess the potential and side effects of MCB in mod-
els, however there are several challenges associated with this method. A good represen-
tation of cloud dynamics is still a major challenge in the climate modelling field [Stocker
et al., 2013], therefore modelling a well represented implementation of marine cloud
brightening in global climate models in order to assess global impacts for longer time
scales is still difficult and there is considerable disagreement between the models [Al-
terskjaer et al., 2013]. Nevertheless, in the context of GeoMIP several studies assessed
the potential of a partly idealised implementation of MCB. It was found that MCB has
a global cooling potential, with a high local heterogeneity [Kravitz et al., 2013b]. The
highest potential was found for clear atmospheric conditions [Latham et al., 2012], and
Aswathy et al. [2015] found a small potential in mitigating climate extremes concerning
temperature and precipitation. In order to assess the potential of MCB it is important to
know the vertical structure of the lower atmosphere. If for example more than one tem-
perature inversion, and therefore two or more cloud layers are present, it is likely, that the
lower most layer is affected by the seeding, however the reflectivity of the cloud is most
influenced by the top layer clouds [Russell et al., 2013]. In addition, there is considerate
uncertainty in the feasibility of MCB deployment. The cost as well as the effectiveness of
the technology for a large-scale (spacial and temporal) implementation are highly uncer-
tain [Russell et al., 2013; Leisner and Müller-Kliesner, 2010].
Ocean Albedo Modification
Global or local ocean albedo modification (OAM) theoretically holds a large potential in
increasing the planetary albedo, due to the large available areas, and the initial dark colour
of the ocean surface. Model studies found some potential of global and local OAM [e.g.
Kravitz, 2014; Cvijanovic et al., 2015; Crook et al., 2016], but also found severe side
effects, such as circulation changes from changes in land-ocean temperature contrasts
[Kravitz, 2014], a southward shift of the inter tropical convergence zone [Kravitz, 2014],
as well as compensatory heat fluxes in the Earth system from a local scale implementation
[Mengis et al., 2016].
Apart from that, the technological feasibility would still have to be determined. There
have been suggestions on how to enhance the ocean surface albedo by for example re-
leasing floating glass spheres [Gordon and Walter, 2011], or injecting microbubbles into
the ocean surface layer and making them more stable by adding surfactants [Seitz, 2011;
Crook et al., 2016], those methods are however subject to critical debate [e.g. Robock,
2011].
Cirrus Cloud Thinning
Cirrus clouds in the cold, upper half of the troposphere have a net warming effect on the
atmosphere, since they absorb and reemit longwave radiation at a higher rate, than they
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reflect shortwave radiation. Cirrus cloud thinning (CCT) proposes a seeding of these ice
clouds to increase the size of the ice crystals, thereby depleting the atmosphere from wa-
ter vapour suppressing homogeneous nucleation [Mitchell and Finnegan, 2009]. Thereby,
this method would increase the amount of outgoing longwave radiation, and would in con-
trast to the albedo modification methods also work at night and all year round. Decreasing
the amount of ’trapped’ longwave radiation more directly counteracts the greenhouse ef-
fect of CO2.
Modelling studies found that CCT has the potential to offset the radiative forcing of a
doubling of atmospheric CO2 [Storelvmo and Herger, 2014]. But changes in the hemi-
spheric balance by CCT implementations would have severe impacts on the atmospheric
circulation [Muri et al., 2014]. Kristjánsson et al. [2015] found that CCT counteracts
the impacts from climate change concerning the hydrological cycle in an Earth System
Model. Similar to the other methods, the technological feasibility as well as the limits of
this method is still unclear.
1.3.2. Carbon dioxide removal methods and model assessment
Carbon Dioxide Removal describes methods that aim at removing atmospheric CO2 by
redistributing the carbon into either the marine (mCDR) or the terrestrial (tCDR) car-
bon reservoir. Such methods correspondingly aim at reducing the atmospheric forcing
of CO2 in the atmosphere, and hence target the main cause of anthropogenic climate
change. Compared to RM methods, the time scales on which CDR methods would work
are slower.
CDR-MIP started in the beginning of 2016 and first simulations will be performed within
the current year [Keller et al., 2016]. The first round of CDR-MIP proposes four ex-
periments: an idealised carbon cycle reversibility experiment, a carbon cycle feedback
experiment, an large-scale afforestation (LAF) experiment and an ocean alkalinity en-
hancement (OAE) experiment. These methods were chosen for CDR-MIP, in order to
establish a basic understanding of the reversibility of climate change by CDR methods as
simulated in Earths system models, and in order to represent one terrestrial based as well
as an ocean based CDR method, both methods will be shortly discussed in the following
section.
Large-scale Afforestation
About 32% of cumulated CO2 emissions since 1750, amounting to 180±79 Pg carbon,
arise from deforestation or other land use changes [Stocker et al., 2013]. This amount
suggests a upper limit of the potential of unmanaged large-scale afforestation (LAF).
However, nowadays afforesting these areas would cause competition with agricultural
production areas, which will be of need for society in the near and far future [National
Academy of Sciences, 2015a]. The real potential is therefore much lower. Projections
of increased agricultural productivity allow scenarios in which these utilised areas can
be significantly reduced, freeing areas for afforestation [Taylor et al., 2012]. Due to lim-
its of carbon uptake by naturally growing forests and based on estimates for available
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areas, the potential of afforestation was calculated to be about 104 Pg carbon [Nilsson
and Schopfhauser, 1995]. Assessing this potential within different Earth system mod-
els, as planned for CDR-MIP, will enable a quantification of uncertainties in such esti-
mates, which are expected to be considerably high for terrestrial biosphere models [e.g.
Ahlström et al., 2012; Migliavacca et al., 2012; Mengis et al., 2015]. It is noteworthy, that
the near term benefits of deforestation reduction are higher compared to reforestation and
afforestation [National Academy of Sciences, 2015a].
Ocean Alkalinity Enhancement
About 25% of the anthropogenic carbon emissions are currently taken up by the ocean
[Heinze et al., 2015], via either chemical or biological processes. The solution of CO2
as dissolved inorganic carbon in the surface waters of the ocean, causes ocean acidifi-
cation. By adding alkalinity this process can be reversed, and the carbon uptake and
storage potential is increased. The idea to increase ocean carbon uptake by ocean alkalin-
ity enhancement (OAE) does not directly target the surface ocean pH, but rather a specific
amount of carbon [e.g. Ilyina et al., 2013; Lackner, 2002]. Therefor, appropriate minerals
would need to be ground up, prepared, transported and released into the ocean [National
Academy of Sciences, 2015a]. The release of e.g. calcium carbonate minerals would
enhance the capacity of the ocean to take up atmospheric CO2 [Archer et al., 2009]. Es-
timates of the carbon sequestration potential of different methods reveal high production
and transportation costs, which often strongly reduce the carbon sequestration potential
although the material costs for minerals would be small [Kirchofer et al., 2012]. It is
noteworthy, that in order for the deployment to be at scale, substantial masses of mineral
(in the order of 100 Pg/yr) would be needed to offset current CO2 emissions [National
Academy of Sciences, 2015a] (for comparison the world production of coal amounts to
8 Pg/yr [National Academy of Sciences, 2015a]). The precise amount of any particular
alkalising agent that could be mined, processed, transported, and delivered to the ocean in
a form that would easily dissolve and enhance alkalinity is still poorly constrained [Ilyina
et al., 2013; Köhler et al., 2013].
1.4. Comparative assessment of Climate Engineering
A conclusive environmental, political and ethical assessment, characterised by the ap-
propriate disciplinary breadth and depth, of Climate Engineering (CE) is lacking so far.
Assessing potential efficacy as well as possible side effects of individual CE methods is
essential prior to any decisions about possible large-scale field experiments or eventual
deployment of any CE scheme. This implies that the assessment has to be performed in
the absence of directly relevant observations. For some CE schemes natural analogs have
been referred to, such as explosive volcanic eruptions for solar radiation management or
natural iron fertilization by sediments around Southern Ocean islands for artificial iron
fertilization. However, it is uncertain to what extent such analogies are valid [e.g. Tren-
berth and Dai, 2007; Pollard et al., 2009]. Hence, a CE assessment during the next decade
will probably be based on model simulations (see Section 1.2 for more details).
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A number of model-based CE assessments have been included in recent national and in-
ternational scoping studies reporting on the current state of the CE debate [Rickels et al.,
2010; Schäfer et al., 2015; National Academy of Sciences, 2015b,a]. However, all reports
so far had to rely on studies on individual CE techniques, making a direct comparison of
different techniques difficult. The National Academy of Science report for example was
split into two volumes, one focusing on Carbon Dioxide Removal (CDR) and the other
one on Solar Radiation Management (SRM). This was motivated by the ’very different
posture concerning the currently known risks’ [National Academy of Sciences, 2015a,b]
of the two categories. Results from a first comparison of various idealized CE deploy-
ments within a single intermediate complexity Earth System model, however, showed
that risks associated with SRM and CDR, when employed intensively at large-scale, may
not be so different [Keller et al., 2014]. Hence a careful and unbiased comparison of very
different CE techniques in a unified model framework is necessary.
The choice of comprehensive indicators is central in the context of comparing and evaluat-
ing different CE methods within a single, or between different models. A first attempt was
to use indicators typical for climate change studies. The formulation of these indicators
was guided by their suitability to describe the state of the Earth system in a way assumed
relevant for society (e.g., global mean temperature, terrestrial precipitation) [Stocker et al.,
2013]. However, in an engineered climate the prevailing relationships between Earth sys-
tem properties may no longer persist [Klepper and Rickels, 2014], and the understanding
of these effects from a natural science perspective is essential for the consideration of
these processes later on. The most prominent example is the impact on the transient cli-
mate response to cumulative CO2 emissions [e.g. Irvine et al., 2012]: In a natural climate
system temperature tends to rise when CO2 increases, whereas under SRM deployment
temperatures may decrease while atmospheric CO2 increases. Furthermore, by affecting
the climate state and in addition the uncertainties, any CE application is expected to af-
fect probability distributions on uncertain outcomes. This implies that previously applied
aggregations of metrics for assessment might no longer be valid [Klepper and Rickels,
2014]. Accordingly, the selection of relevant and possibly new indicators and metrics is
essential for obtaining a comprehensive assessment framework of CE. Inter- and trans-
disciplinary exchange between researchers in this field is an important step in achieving
such an assessment framework, which will eventually require the consideration of further
(non-academic) actors to deal with the diverging goals of statistical measurability, sci-
entific consistency, and political relevance [Radermacher, 2005]. Deriving and agreeing
on appropriate indicators and metrics for CE assessment is probably one of the major
challenges in the CE debate.
1.5. Chapter synopsis and author contribution
The aim of this thesis is to advance the knowledge of CE, to enable a comprehensive,
comparative assessment of different CE methods on a natural science basis. In this sec-
tion the contribution of the different chapters in reaching this goal is summarised.
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Chapter 2 is a contribution to the research on Arctic Ocean albedo modification (AOAM),
a local shortwave radiation management scheme introduced by Cvijanovic et al. [2015].
Our analyses reveal that this method has no potential for reversing trends in any of the
assessed Arctic climate indicators under increasing atmospheric CO2 concentrations. It
rather has a one-time offsetting effect. Considering longer time scales, emission reduction
is more effective in staying close to today’s climate state compared to a high emissions
AOAM scenario. Adding an oceanic perspective to the analyses to advance the under-
standing of AOAM, we investigated consequences for ocean circulation, water masses
and heat transport and found a sub-surface warming signal in the Arctic Ocean, which
could potentially act to destabilise marine gas hydrates.
Our study stresses the necessity for a multidisciplinary assessment in the Climate Engi-
neering research. The study by Cvijanovic et al. [2015], as most of the Arctic radiation
management studies, focused on atmospheric Earth system indicators, and mainly dis-
cusses the potential of the CE methods concerning these (targeted) indicators. If other
components of the Earth System are neglected in the assessment, we risk a biased evalu-
ation of CE methods.
This chapter is based on the paper: Mengis, N., T. Martin, D. P. Keller and A. Oschlies,
(2016), Assessing climate impacts and risks of ocean albedo modification in the Arctic,
accepted for publication in Journal of Geophysical Research: Oceans. N.M., A.O. and
D.P.K. conceived and designed the experiments. N.M. implemented and performed the
experiments and analysed the data. N.M. wrote the manuscript with contributions from
D.P.K., T.M. and A.O..
Chapter 3 is a parameter sensitivity study on the uncertainty in the response of tran-
spiration to atmospheric CO2 concentrations and implications for climate change. While
terrestrial precipitation is a societally highly relevant climate variable, there is little con-
sensus among climate models about its projected 21st century changes. An important
source of precipitable water over land is plant transpiration. Plants control transpiration
by opening and closing their stomata. The sensitivity of this process to increasing CO2
concentrations and its impact are assessed by varying the strength of CO2-sensitivity in
the model. Changing the sensitivity of transpiration to CO2 causes simulated terrestrial
precipitation to change by -10 % to +27 % by the year 2100 under a high emission sce-
nario. This study emphasises the importance of an improved assessment of the dynamics
of environmental impact on vegetation to better predict future changes of terrestrial hy-
drological and carbon cycles.
This parameter sensitivity study is also part of a parameter perturbation ensemble used
to assess uncertainties in projections of the future Climate Engineering methods that are
used in chapter 4 and 5.
This chapter is based on the paper: Mengis N., D. P. Keller, M. Eby and A. Oschlies,
(2015), Uncertainty in the response of transpiration to CO2 and implications for climate
change, Environ. Res. Lett., doi:10.1088/1748-9326/10/9/094001. A.O., M.E. and D.P.K.
conceived and designed the experiments. N.M. implemented and performed the experi-
ments and analysed the data. N.M. wrote the manuscript with contributions from D.P.K.,
M.E. and A.O..
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Chapter 4 introduces a methodological approach for a systematic correlation matrix eval-
uation for indicator selection from Earth system model output variables. This method can
be applied to different scientific questions in order to increase the objectivity in evaluating
model output. In this study we focus on the question: Is the application of the indicators
identified for the historical time period valid for an assessment of future time periods?
Our analyses concerning three different time periods and forcing scenarios, highlight the
necessity of a re-evaluation of the selected indicator sets with time. We show that it is not
appropriate to apply the indicator set found for the historical period to an intermediate-
high or a high future emission scenario. By combining the three time periods, we found
a common indicator set, which has a higher number of indicators compared to each of
the single indicator sets. This enables us to identify robust correlations between Earth
system variables across the three periods, and points out the Earth system variables that
are uncorrelated, if all three periods are considered.
This chapter is a manuscript in preparation by Mengis N., D. P. Keller, and A. Oschlies
(2016), to be submitted to Earth System Dynamics Discussions. N.M., A.O., and D.P.K.
conceived the experiment. N.M. and D.K. implemented and performed the simulations.
N.M. analysed the data, designed the methodology, and wrote the manuscript with con-
tributions from D.P.K., and A.O..
In chapter 5, the methodology introduced in chapter 4 is applied to find indicators for
three idealised Climate Engineering (CE) methods: Large-scale Afforestation, Ocean Al-
kalinity Enhancement and Solar Radiation Management. First we investigate how the
chosen CE methods alter prevailing correlations between Earths system variables com-
pared to one intermediate-high (RCP4.5) and one high (RCP8.5) future emission sce-
nario. To enable a comprehensive comparison of the thee scenarios, the common corre-
lation matrix of the three methods is systematically evaluated to identify an indicator set.
A preliminary evaluation of the three scenarios based on these indicators remains incon-
clusive, since it depends on the regarded indicator as well as the sensitivity simulation,
which scenario performs ’best’ in staying close to the 2005–2010 reference climate state.
If the indicators are further aggregated into a metric in order to reduce the complexity, a
ranking of the different scenarios becomes evident. Given all assumptions, we find that
overall the RCP4.5 scenario performs ’best’ in staying close to the reference climate state.
Solar Radiation Management is identified as the ’best’ CE scenario, followed by Ocean
Alkalinity Enhancement and Large-scale Afforestation. The latter performs comparable
to the RCP8.5 scenario.
This chapter is a manuscript in preparation by Mengis N., W. Rickels, D. P. Keller, M.
Quaas and A. Oschlies (2016). N.M., A.O. and D.P.K. conceived the experiment. N.M.
and D.K. implemented and performed the simulations. N.M. and W.R. analysed the data,
and wrote the manuscript with contributions from D.P.K., M.Q. and A.O..

2. Assessing Climate Impacts and Risks of Ocean Albedo
Modification in the Arctic
This chapter is based on the paper ’Assessing climate impacts and risks of ocean albedo
modification in the Arctic’ accepted in the Journal of Geophysical Research: Oceans.
Citation: Mengis, N., Martin, T., Keller, D.P. and Oschlies, A. (2016), Assessing climate
impacts and risks of ocean albedo modification in the Arctic. J. Geophys. Res. Oceans.
Accepted Author Manuscript. doi:10.1002/2015JC011433
Abstract The ice albedo feedback is one of the key factors of accelerated temperature
increase in the high northern latitudes under global warming. This study assesses climate
impacts and risks of idealized Arctic Ocean albedo modification (AOAM), a proposed
climate engineering method, during transient climate change simulations with varying
representative concentration pathway (RCP) scenarios. We find no potential for reversing
trends in all assessed Arctic climate metrics under increasing atmospheric CO2 concen-
trations. AOAM only yields an initial offset during the first years after implementation.
Nevertheless, sea ice loss can be delayed by 25(60) years in the RCP8.5(RCP4.5) sce-
nario and the delayed thawing of permafrost soils in the AOAM simulations prevents up
to 40(32) Pg of carbon from being released by 2100. AOAM initially dampens the de-
cline of the Atlantic Meridional Overturning and delays the onset of open ocean deep
convection in the Nordic Seas under the RCP scenarios. Both these processes cause a
sub-surface warming signal in the AOAM simulations relative to the default RCP simula-
tions with the potential to destabilize Arctic marine gas hydrates. Furthermore, in 2100,
the RCP8.5 AOAM simulation diverts more from the 2005-2015 reference state in many
climate metrics than the RCP4.5 run without AOAM. Considering the demonstrated risks,
we conclude that concerning longer time scales, reductions in emissions remain the safest
and most effective way to prevent severe changes in the Arctic.
2.1. Introduction
Over the last decades air temperatures have been rising much faster in the Arctic than in
other regions of the planet [Screen and Simmonds, 2010]. This Arctic amplification of
global warming is strongly connected to positive feedback mechanisms [Stocker et al.,
2013; Serreze and Francis, 2006], with the ice albedo feedback being of special impor-
tance [Holland and Bitz, 2003]. Positive feedbacks can amplify the consequences and
spatial impact of an initially local perturbation. While our scientific understanding of
feedback processes of the Earth system is still far from complete, currently the Arctic is
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perceived as a system that holds tipping points of relevance for the global climate [Lenton
et al., 2008; Lenton, 2012]. However, the existence of such tipping points especially con-
cerning Arctic sea ice has been challenged and is under debate [e.g. Tietsche et al., 2011;
Wadhams, 2012]. Six of 15 policy-relevant potential future tipping elements discussed by
Lenton et al. [2008] are located in the high northern latitudes: (i) the risk of Arctic sum-
mer sea ice loss, (ii) the break down of Atlantic deep water formation and an associated
slowing down of the meridional overturning circulation (MOC), (iii) permafrost thawing
and consequently a release of carbon and methane from the soils, (iv) a destabilisation of
marine methane hydrates, (v) the melt and collapse of the Greenland ice sheet, and (vi)
the development of an Arctic ozone hole.
With global CO2 emissions still increasing and climate change progressing [Stocker et al.,
2013], there is more and more interest in technological approaches that would counteract
climate change. A number of so-called Climate Engineering (CE) methods have been
suggested [Crutzen, 2006]. They can be partitioned into carbon dioxide removal meth-
ods, aimed at reducing atmospheric CO2 concentrations, and solar radiation management
(SRM) methods, aimed at manipulating the Earth’s radiation budget without addressing
atmospheric CO2 concentrations. For both CE methods implementation and governance
concepts are discussed widely, e.g. Robock et al. [2008a]; Blackstock et al. [2009]; Fe-
ichter and Leisner [2009]; Keith [2000]; Hulme [2014].
Because of the already progressing large anthropogenic warming signal in the Arctic, the
expected future warming threats, and the regionally relatively confined atmospheric and
oceanographic circulation features, the Arctic is of particular interest when it comes to
debating regional-scale interventions in the climate system. Most of the previous studies
on the impact of Arctic CE investigate atmospheric SRM by either dimming the incom-
ing short wave radiation [Caldeira and Wood, 2008; MacCracken et al., 2013; Tilmes
et al., 2014] or by explicitly modelling the implementation of sulphate aerosols in the
high northern latitudes [Robock et al., 2008b]. The focus of these studies was set pre-
dominately on CE impacts on atmospheric metrics, such as surface temperature and pre-
cipitation [Caldeira and Wood, 2008; Robock et al., 2008b]. Tilmes et al. [2014] addi-
tionally investigated changes in atmospheric as well as oceanic heat transports. Recently
Cvijanovic et al. [2015] investigated the potential of ocean albedo modification on Arctic
sea ice restoration and climate in a model set up of an abrupt quadrupling of CO2. They
found that a constant albedo of 0.9 applied to the area north of 70  N or 75  N was most
effective in restoring Arctic sea ice, with September sea ice area stabilizing at about 40%
of preindustrial sea ice coverage in both idealized scenarios. They did not investigate
possible impacts on ocean heat content or ocean circulation however. In the current study,
we investigate modifications of the ocean surface albedo at high northern latitudes dur-
ing transient climate change under 21st century Coupled Model Intercomparison Project
5 (CMIP5) [Taylor et al., 2012] emission scenarios, with special emphasis of changes in
ocean heat content and meridional overturning circulation.
Holland and Bitz [2003] state that the ice albedo feedback is one of the key factors of
the positive feedback mechanisms, which amplify climate change in the high northern
latitudes. Open water has an albedo of 0.03-0.4 [Jin, 2004], whereas the albedo of sea
ice ranges between 0.6-0.7 for bare ice and 0.8-0.9 for snow-covered ice [Perovich et al.,
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2002]. The CE approach studied here aims to exploit this feedback by implementing an
albedo modification on ice-free ocean areas in summer. Arctic amplification of global
warming is strongest in autumn and winter [Serreze and Barry, 2011], which is the sea-
son when the ocean releases the heat absorbed over summer to the atmosphere. Larger
ice-free areas in summer enable more oceanic heat storage and a larger heat release to
the atmosphere in autumn and winter. Therefore, the objective of this CE approach is to
increase ocean surface albedo, reducing energy absorption by the ocean, and thus lim-
iting the heat exchange with the atmosphere during summer and fall. This approach is
expected to limit the sea ice loss in summer and foster the formation and maintenance of
a multi-year ice cover in the long term.
Suggestion on possible implementation schemes for an artificial surface albedo modifi-
cation include the use of oceanic foams [Evans et al., 2010], microbubbles [Seitz, 2011]
in combination with surfactants [Crook et al., 2016], or floating glass spheres [Gordon
and Walter, 2011]. However, a detailed discussion of the technical aspects of deployment
is beyond the scope of this paper. We focus on modelling potential consequences of an
assumed successful implementation, using an ocean-sea ice model coupled to a simple
atmospheric model and a global carbon cycle model, in order to investigate an idealized
albedo modification over the Arctic Ocean surface.
This study is organized as follows: Section 2 describes the model implementation of the
CE approach. In section 3 we present the results of our study, whereby the above men-
tioned potential tipping elements in the Earth system of Lenton et al. [2008] are used as a
guideline for the analysis. Section 4 includes a general discussion and the conclusion is
presented in section 5.
2.2. Methods
2.2.1. Model description
The model employed is the University of Victoria Earth System Climate Model (UVic
ESCM) version 2.9, an Earth system model of intermediate complexity [Weaver et al.,
2001; Eby et al., 2013]. It includes schemes for ocean physics based on the Modular
Ocean Model Version 2 (MOM2) [Pacanowski, 1995], ocean biogeochemistry [Keller
et al., 2012], and a terrestrial component including soil and vegetation dynamics [Meiss-
ner et al., 2003]. It is coupled to a dynamic-thermodynamic sea ice model with several
ice thickness categories [Bitz et al., 2001] and elastic visco-plastic rheology [Hunke and
Dukowicz, 1997]. The atmosphere is represented by a two dimensional atmospheric en-
ergy moisture balance model [Fanning and Weaver, 1996]. Note, that Skvortsov et al.
[2009] positively evaluated the UVic ESCM for surface air temperature as well as snow
cover in the Arctic. All model components have a common horizontal resolution of 3.6 
longitude and 1.8  latitude and the oceanic component has a vertical resolution of 19 lev-
els, with vertical thickness varying between 50 m near the surface to 500 m in the deep
ocean.
Wind velocities used to calculate advection of atmospheric heat and moisture as well as
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the air-sea ice exchange of surface momentum, is prescribed as monthly climatological
wind fields from NCAR/NCEP reanalysis data [Keller et al., 2014]. The planetary albedo
varies as a function of latitude and time of year to account for changes in solar zenith an-
gle. Atmospheric albedo, representing clouds and aerosols, are prescribed monthly fields
held constant throughout the simulations. The surface albedo in the model depends on the
vegetation and snow coverage over land areas and on the sea ice coverage over the ocean,
where the default sea ice albedo has a value of 0.8 (see Figure A.1 for the reference model
surface albedo distribution in 2005).
2.2.2. Experimental Set Up and Forcing
The UVic ESCM was spun up with pre-industrial (year 1800) seasonally varying forcing
for over ten thousand years. All simulations were integrated from 1765 until 2005 us-
ing historical fossil-fuel and land-use carbon emissions, as well as radiative forcing from
solar variability and volcanic activity. Historical land use changes were implemented
following the protocols of the CMIP5. Following Keller et al. [2014], continental ice
sheets were held constant to facilitate the experimental setting and analyses. Branching
off from the control simulation in 2005, three default experiments running until 2100 were
conducted. Two follow the CO2 emission scenarios of the Representative Concentration
Pathways (RCPs) 8.5 and 4.5 from Meinshausen et al. [2011] and one features no CO2
emission from 2005 onward (noEmit). The latter represents an idealized maximum miti-
gation scenario (disregarding the possibility of negative emissions). Note, that there is a
concomitant warming and associated further reduction in sea ice even in this simulation
due to the CO2 that is already emitted until 2005, a large portion of which remains in the
atmosphere until the end of the simulation.
For each of these three scenarios we ran an additional simulation with Arctic Ocean
Albedo Modification (AOAM) starting in 2020. AOAM is implemented by prescribing
a surface albedo of 0.8, i.e. the model’s default value for sea ice, whenever the sea ice
concentration drops below 50 % in grid cells north of 70  N (Figure 2.1). This is done for
every model time step from 2020 to 2100. Note, that AOAM only affects the incoming
shortwave fluxes directly. Atmosphere-ocean heat fluxes, longwave fluxes and evapora-
tive fluxes may change due to interactive physical processes. If a specific implementation
method were to be tested, the model implementation would need to be adjusted. For ex-
ample, if we considered the implementation of microbubbles, this would in addition to
surface albedo also affect evaporative fluxes. For diagnostic purposes, a virtual tracer that
is analogous to adding an inert dye to water was implemented in the whole Arctic basin
north of 70  N over all depth levels, where it was set to the value 1, at the beginning of
the experiment in 2020. The tracer allowed us to track the pathways of the water masses
entering and leaving the Arctic Ocean (for more details on the tracer evaluation, see sec-
tion A in the Supplemental Material).
For all emission scenarios, the annual maximum area over which AOAM is applied in
2020 is about 5.1 million km2 (Figure 2.1). By the end of the century, for simulations
with increasing CO2 emissions, the maximum AOAM area increased to 7.8 (5.8) million
km2 for the RCP8.5 (RCP4.5) simulation during summer times. These areas account for
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77 (58) % of the oceanic Arctic area north of 70 N. For the noEmit simulation, the max-
imum AOAM area in the summers of 2090–2100 has slightly decreased to 4.3 million
km2, which amounts to 42% of the Arctic Ocean area. The fact that the area of imple-
mentation is increasing with time for the two scenarios with increasing atmospheric CO2
concentrations already indicates a loss in summer Arctic sea ice, regardless of the imple-
mented albedo modification, and hints at the enormous technical challenge of maintaining
AOAM over time in reality.
Fig. 2.1.: Annual mean changes in surface albedo in the Arctic due to the AOAM implementation
in 2020 exemplarily in the RCP8.5 scenarios, i.e. RCP8.5 AOAM minus RCP8.5. As a reference
the mean september sea ice edge defined as the 15% sea ice concentration contour line from
observations (black line) and the UVic ESCM (red line) for the period of 2005 to 2014 is shown,
where observations are taken from Meier et al. [2013].
The objective of AOAM is to alter the radiation budget at the Arctic Ocean surface by
mimicking an initiation of the ice-albedo effect, one of the key factors for Arctic am-
plification of climate change [Holland and Bitz, 2003]. Other feedbacks, such as the
cloud-albedo feedback [Serreze and Barry, 2011] are not included in the simulations,
since the UVic ESCM simulates no change of cloud albedo with time. This neglected
cloud response might lead to a bias in the effect from the AOAM.
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2.3. Results
For both, the RCP8.5 and RCP4.5, emission scenarios, the global impact of simulated
AOAM is small compared to the reference global annual mean surface air temperature
changes of 2.9  C and 1.4  C in 2090–2100, respectively. Global mean surface air tem-
peratures are reduced by only 0.2  C in 2090–2100 in both scenarios when AOAM is
implemented. Accordingly there is little potential for this method as a global CE mea-
sure, consistent with the previous results by Cvijanovic et al. [2015]. Therefore in the
following, we focus on the Arctic defined as the region north of 70  N and all numbers
given are averages over this region if not mentioned otherwise. The implementation of
AOAM will be analysed with respect to its potential to reduce Arctic warming and its
impact on potential tipping elements discussed by Lenton et al. [2008] relative to the
reference state in 2005–2015.
2.3.1. Arctic Radiation Balance and Temperature Changes
The albedo increase associated with the AOAM reduces the amount of shortwave radi-
ation absorbed by the Arctic Ocean areas in summer. In the RCP8.5 (RCP4.5) AOAM
simulations surface net downward shortwave radiation is reduced by maximum values of
82 (65) W m 2 in boreal summer by the end of the century relative to the default simu-
lations without AOAM. This causes a cooling of the surface and consequently a decrease
in the surface outgoing longwave radiation in the subsequent autumn of up to 16 (15) W
m 2 compared to the default simulations. These changes in surface radiation fluxes cause
a strong increase in upward net radiation at the top of the atmosphere (TOA). The two de-
fault RCP simulations show a negative 21st century trend in the upward TOA net radiation
in the Arctic (Table 2.1), which is reversed if AOAM is implemented. The strongest effect
is found for RCP8.5 simulations with an increase of net upward radiation at TOA by 62 W
m 2 in the summers 2090–2100 upon the simulated deployment of AOAM. In the noEmit
simulation no significant trend in TOA net radiation is evident. If AOAM is implemented
in noEmit, radiative losses to space increase and temperatures decline. In 2005–2015 the
simulated annual mean Arctic surface air temperature is -13.3  C (Table 2.1), followed by
a positive annual mean temperature change until 2090–2100, which ranges between 4.4
 C in the RCP8.5 simulation and 0.0  C in the noEmit simulation. With the exception of
the noEmit simulations, for which the Arctic surface air temperature is reduced by 0.6  C
in 2090–2100 relative to 2005–2015 under the deployment of AOAM, the warming trend
in the Arctic can only partly be offset by AOAM. Within the first five years of AOAM
deployment there is an initial decrease of Arctic surface air temperatures of 0.5  C, but
thereafter Arctic temperatures start to increase again and follow the same trends as in the
corresponding default simulations. The difference between the RCP8.5 and the RCP8.5
AOAM simulation at the end of the century is largest in autumn with lower temperatures
of up to 4  C (and 3  C for RCP4.5) in the AOAM simulation.
Higher surface air temperatures cause an earlier spring melt of snow on land and a pro-
longed summer season, with a consequently higher rate of exposure to dark snow-free
2.3 RESULTS 19
Tab. 2.1.: Arctic climate system changes for the different forcing scenarios and experiments. The
given differences are calculated from annual mean values between 2090–2100 and 2005–2015.
The considered area is 70–90 N for all properties but for permafrost area and land albedo, where
we consider the area of 50-90 N.
Property total value RCP8.5 RCP8.5 RCP4.5 RCP4.5 noEmit noEmit
in 2005 AOAM AOAM AOAM
TOA net upward 121 -3.3 4.5 -1.2 3.9 0.4 3.8
radiation [W m 2]
Surface temperature -13.3 4.4 3.2 2.2 1.2 -0.0 -0.6
[ C]
Ocean ice volume 14.2 -7.7 -5.2 -4.2 -1.2 -0.5 1.6
[103km3]
Permafrost area 17.3 -8.1 -6.6 -4.0 -2.8 -0.1 0.7
[106km2]
Ocean albedo 0.548 -0.104 0.065 -0.054 0.063 -0.005 0.070
[1]
Land albedo 0.46 -0.048 -0.043 -0.029 -0.024 -0.004 -0.001
[1]
areas in summer [Serreze and Barry, 2011]. The annual mean land surface albedo in
the 2005–2015 reference state north of 50  N is 0.46 (Table 2.1). In all six experiments
this value decreases, meaning that more of the incoming shortwave radiation is absorbed.
Hence the soils warm and emit more longwave radiation, further warming the atmosphere
above. The AOAM simulations show lower land albedo decreases relative to their respec-
tive default simulations without AOAM (Table 1), because the lower temperatures in the
AOAM simulations partly prevent the reduction of snow cover and changes in vegetation
cover. Over the ocean, albedo changes are strongly related to sea ice. In the AOAM sim-
ulations, the annual mean albedo over the Arctic Ocean is forced to increase with respect
to year 2005, in contrast to an oceanic albedo reduction in the default simulations (Table
2.1).
2.3.2. Arctic Sea Ice
The reduction of the Arctic surface temperatures achieved by AOAM is evaluated for its
potential to reduce Arctic summer sea ice loss and to allow for the formation of thicker
and therefore more robust winter sea ice. The simulated Northern Hemisphere annual
minimum sea ice extent in the UVic ESCM amounts to 4.3 million km2 in the summers
of 2005–2015 (Figure 2.2a). This value is within the range of the summer sea ice extent
simulated in the same time period by the CMIP5 models’ of about 3 to 10 million km2
[Stroeve et al., 2012], but lower than the observed minimum sea ice extent of about 5.5
million km2 in 2005–2012 [Stocker et al., 2013]. The modelled mean September sea ice
extent averaged over 2005–2014 is close to the observed sea ice extent in the same period
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(Figure 2.1, contour lines), although the simulated ice edge position differs slightly.
















































Fig. 2.2.: a) Northern Hemisphere annual minimum sea ice extent for the different forcing
scenarios, see legend, calculated as the yearly minimum of Arctic sea ice extent with a temporal
resolution of 15 days; b) Areal sea ice thickness distribution in the Arctic Ocean from 15 day
mean value occurrences relative to total non-zero value occurrences in the year 2005 (black bars)
and in the years 2090–2100 for the different forcing scenarios, color coding is the same as for a).
In all three simulations without AOAM, the warming causes a decrease in the minimum
sea ice extent until 2100. In the high emission RCP8.5 simulation only 1 million km2
of the Arctic Ocean are still ice covered in summer, which is comparable to the CMIP5
mean of 0.5 million km2 [Stocker et al., 2013]. The AOAM deployment causes a sea ice
extent increase by about 0.75 million km2 within the first 5 years after implementation,
regardless of the emission scenario (Figure 2.2a). Thereafter the development of the min-
imum sea ice extent in the AOAM simulations follows very similar negative trends as the
respective simulation without AOAM, i.e. a negative trend of 0.40 (0.12) million km2 per
decade for the RCP8.5 (RCP4.5) scenario and almost no trend in the noEmit simulations.
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This indicates that, after some positive effects in the first few years of implementation,
AOAM is not able to prevent sea ice from decreasing in the longer term, as long as CO2
continues to accumulate in the atmosphere. Nevertheless, the decline in Arctic sea ice
cover is delayed in the simulations with AOAM: In the RCP8.5 (RCP4.5) case the imple-
mentation of AOAM causes the sea ice extent of 2100 to resemble the state of the default
simulation of 2075 (2040). That is, AOAM may help to delay the effects of global warm-
ing by 25 (60) years with respect to Arctic sea ice decline under the RCP8.5 (RCP4.5)
scenario.
In addition to sea ice extent, which is important for the radiation budget, sea ice thickness
provides information about the robustness of the ice cover concerning short term temper-
ature changes or weather fluctuations. The simulated annual modal ice thickness in the
reference state of 2005 is 1.7 m, which agrees well with observed basin mean ice thick-
nesses of about 1.1 to 1.8 m for the same decade [Lindsay and Schweiger, 2015]. To get
a better understanding of the development of the sea ice thickness distribution, we regard
the initial sea ice thickness distribution of the Arctic Ocean in 2005 and its mean distribu-
tion for 2090–2100 for the six different experiments (Figure 2.2b). In 2005 the modal ice
thickness is 1.7 m, with local maximum ice thicknesses reaching 5.1 m. As expected there
is a shift towards thinner ice in the RCP8.5 simulation without AOAM, strongly reducing
the amount of ice thicknesses larger than 1.5 m. The thickest ice toward the end of the
21st century is only 3 m thick. In the RCP4.5 simulation without AOAM, the shift in sea
ice thickness toward lower values is also evident. The area with sea ice thicker than 1.7 m
is strongly reduced and the maximum thickness is 3.9 m. Sea ice in the noEmit simulation
without AOAM follows the distribution of the reference state in 2005 very closely.
AOAM causes the distribution to shift towards higher values. There is a more frequent
occurrence of sea ice thicknesses larger than 1.5m in the RCP8.5 AOAM simulation. For
the RCP4.5 AOAM simulation the sea ice thickness distribution is very close to the 2005
distribution. An implementation of AOAM in the noEmit case accordingly causes the sea
ice thickness distribution to shift to slightly higher values compared to the reference state.
In addition, in the high emission simulations without AOAM, the total Northern Hemi-
sphere ice volume is strongly reduced by the end of the century. In the RCP8.5 (RCP4.5)
simulation over 54 (30) % of the ice volume is lost (Table 2.1). This negative trend is only
weakened and not reversed by the implementation of AOAM despite its positive effect on
the ice thickness distribution. If we compare the ice volume in 2090–2100 to the reference
state in 2005–2015, we see a larger decrease in the RCP8.5 AOAM simulation of 37 %,
compared to the default RCP4.5 simulation.
2.3.3. Meridional Overturning Circulation and Ocean Bottom Temperatures
The effects of AOAM on the radiation budget and sea ice coverage are generally consis-
tent with findings of earlier studies [Cvijanovic et al., 2015]. In the following, we thus
focus on remote consequences of AOAM for the three-dimensional ocean circulation, wa-
ter masses and heat transport. Generally, the Earth System regulates the meridional im-
balance of the net radiation via meridional heat transports in the atmosphere and ocean.
Climate model experiments suggest a weakening of the Atlantic Meridional Overturn-
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ing Circulation (AMOC) under global warming conditions in response to a reduction in
meridional temperature gradients resulting from Arctic amplification of global warming
[Stocker et al., 2013].





































































Fig. 2.3.: a) Annual mean maximum North Atlantic meridional overturning and b) annual mean
northward oceanic heat transport in the Atlantic at 26 N for the different forcing scenarios and
experiments, see legend.
This negative trend is evident in the evolution of the AMOC in all three simulations with-
out AOAM until 2050 (Figure 2.3a). A recovery of the AMOC is seen for the noEmit
default simulation after 2070 and the decline has stopped in the RCP4.5 default simula-
tion by 2100. In contrast, the AMOC strength keeps declining in the RCP8.5 simulation
until 2100 because in this scenario atmospheric CO2 concentrations still increase at the
end of the century.
The reduction in high-latitude surface temperatures in the AOAM simulations causes the
sea ice extent in the high northern latitudes to increase during the first 5 years of AOAM
implementation (Figure 2.2a). The associated sea ice formation results in a salt flux into
the ocean increasing the density of water exported from the Arctic ocean. This causes
more intense deep convection in the subpolar North Atlantic between 50  N and 70  N,
which is not temperature but salinity driven (Figure A.2). As a consequence, a slower
reduction of the AMOC is found in the experiments with AOAM between 2020 and
about 2060 (Fig. 2.3a). In the RCP8.5 and RCP4.5 AOAM simulations, the AMOC
shows a stronger decrease after 2050, even stronger than in the default simulations with-
out AOAM, which can again be attributed to changes in the freshwater budget in the North
Atlantic deep convection areas. There is continued sea ice melt while regional precipi-
tation does not change during this time period (Figure A.2d). As a result, sea surface
salinity in the North Atlantic area between 50-70  N is reduced between 2040 and 2080
(Figure A.2c). As a result, the AMOC in the AOAM emission simulations show weaker
overturning strengths compared to the respective default simulations in year 2100.
The initial delay in the AMOC reduction in the AOAM simulations causes a higher rate of
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northward heat transport from 2020 until 2060 compared to the default simulations (Fig-
ure 2.3b). For the period from 2005 to 2100 the accumulated northward heat transport
in the AOAM simulation is higher by 0.021 PW for the RCP8.5 scenarios, whereas the
































































!0.5 !0.4 !0.3 !0.2 !0.1 0 0.1 0.2 0.3 0.4 0.5
Fig. 2.4.: Hovmöller diagrams of mean Arctic vertical temperature profile changes relative to
2005 between 70 and 90  N for the six different forcing scenarios (left) and AOAM experiments
(right). Black contours mark 0.1  C temperature intervals.
The increased oceanic northward heat transport causes an unexpected sub-surface warm-
ing in the AOAM simulations (Figure 2.4). In both RCP default simulations a surface
warming, due to local heat exchange with the warming atmosphere in summer, and sub-
surface cooling are evident. The latter is associated with oceanic heat loss to the atmo-
sphere during deep convection events in the Nordic Seas in winter and spring (Figure
2.5a). Note, in our model these convection sites extend to north of 70  N (Figure A.3),
and occur in addition to the main North Atlantic deep convection south of Iceland. Retreat
of the winter sea ice edge due to progressing warming in the default emission scenarios
enables open ocean deep convection in this buoyantly unstable ocean area, which other-
wise is prevented by a solid sea ice cover inhibiting direct exchange with the atmosphere.
These events are much more unlikely to occur in the noEmit simulation, in which the ice
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cover does not retreat but nonetheless experiences natural variability.















Ocean to atmosphere surface heat flux in the Nordic Seas
 
 























Fig. 2.5.: a) Mean ocean to atmosphere surface heat flux in the Nordic Seas (defined as the area
65 to 80  N and 30  W to 30  E); b) Temperature differences in traced water masses entering the
Arctic for the different forcing scenarios and experiments, exemplarily for the period 2060-2070
relative to 2020–2025, i.e. the beginning of the tracer experiment.
In contrast, a sub-surface warming signal is emerging at depths of 400 to 1200 m in the
AOAM simulations, which is caused by two accompanying features. First, the lack of
deep convection events in the AOAM simulations (Figure 2.5a), due to a winter sea ice
cover which is forced to extent to 70  N, i.e. the location of the newly formed convec-
tion sites, prevents the deeper ocean from cooling. The RCP8.5 AOAM simulation is an
exception, where deep convection occurs from 2080 onward, resulting in a cooling signal
at the end of the century similar to the default runs. And second, water mass transport
into the Arctic increases, which is evident from enhanced dilution of the implemented
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Fig. 2.6.: a) Annual mean Arctic Ocean bottom temperatures simulated for 2005–2010; Annual
mean changes in Arctic Ocean bottom temperatures in 2090–2100 due to the implementation of
the AOAM in the RCP8.5 simulation b), in the RCP4.5 simulation c), and in the noEmit
simulation d). Contour lines are model topography of 750m, 1500m and 2500m depth.
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Arctic dye tracer (Figure A.4 and A.7). The dilution coincides with an increase in wa-
ter temperatures, most notably at depths of 400 to 1200 m (Figure 2.5b and Figure A.5).
Note, that the entering water masses are again influenced by the heat exchange with the
atmosphere (Figure A.3), which explains the deep reaching negative temperature changes
in the RCP8.5, RCP4.5 and NoEmit simulations. However, in the RCP8.5 AOAM and the
RCP4.5 AOAM simulations, a warming signal in the entering water masses is evident,
indicating a warming from entering water masses, uninfluenced by the deep convection.
Increasing inflow to the Arctic always means warming as the entering water mass is al-
ways warmer, especially when there is no deep convection in the Nordic Seas. In addition
the inflow water warms in the emission scenarios due to global warming.
Both the prevented deep convection and the increasing inflow lead to the sub-surface
warming signal located along the continental slope in the Arctic Ocean (Figure 2.6),
where the effect of both features can be regarded separately. In the two RCP8.5 runs
with and without AOAM, deep convection occurs continuously after 2080. Therefore,
the warming signal along the continental shelf slope (Figure 2.6b) can be related to the
temperature increase of the inflow from global warming. In contrast, the two RCP4.5 runs
have opposing deep convection states and we see en enhanced warming signal from accu-
mulated heat due to the lack of deep convection in RCP4.5 with AOAM (Figure 2.6c). It
is noteworthy that most of the Arctic marine methane hydrates are located along the slope
of the continental margin [Kvenvolden et al., 1993; Biastoch et al., 2011]. A cooling trend
as found in the default simulations would act to stabilize the hydrates. Our simulations
indicate that introducing AOAM yields warming instead. We thus conclude that AOAM
could increase the risk of melting methane hydrates, which could lead to a further increase
in atmospheric greenhouse gas concentrations.
2.3.4. Permafrost thawing
Increasing terrestrial temperatures in the Arctic can impact permafrost. The active layer in
the upper meters of the soil is controlled by the annual mean air temperature and the am-
plitude of the seasonal cycle, while the actual temperature of the permafrost layer below
is very close to the annual mean temperature [Koven et al., 2013]. In an attempt to assess
the future development of permafrost, we take annual mean soil temperatures at 1m depth
below zero degrees Celsius as a simple indicator for the presence of permafrost. This
estimate yields a simulated permafrost area of 17.6 million km2 in 2005–2015 (Table 2.1
and Figure 2.7a). This is similar, though slightly lower, than the observational estimate
by Tarnocai et al. [2009] with a permafrost area of 18.8 million km2. In the UVic ESCM,
the simulated soil temperature in the permafrost area of 2005–2015 increases by 1.2  C
in the period from 1985-2015, which is in line with the observed trends of Romanovsky
et al. [2011], who report that the permafrost temperature in Northern Russia has increased
by 1-2  C over the last 30-35 years.
Permafrost soil temperatures increase at 0.5 (0.2)  C per decade from 2020 to 2100 in
the RCP8.5 (RCP4.5) scenario (Figure 2.7a). In the noEmit simulation temperatures in
the permafrost soils start to stabilize at mean temperatures of about  5.6  C. As a conse-
quence of increasing temperatures the permafrost area decreases in the two reference RCP
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Fig. 2.7.: a) Temporal development of the annual mean soil temperature in the uppermost meter
in the area defined as permafrost in 2005-2015, see black border in b) for the different forcing
scenarios; b) Map of annual mean permafrost boundaries in the years 2005–2015 (black) and in
2090–2100 for the different forcing scenarios and experiments, color coding is the same as for a)
simulations and the annual mean permafrost boundaries migrate northward (Figure 2.7b).
In the default simulations under RCP8.5 (RCP4.5) the annual mean surface permafrost
area is reduced by 8.9 (4.3) million km2 by the end of the century. This is a reduction of
50.6 (24.4) % compared to the permafrost area in 2005–2015. For the noEmit simulation
without AOAM the decrease by 2090–2100 is 1.1 % of the 2005–2015 permafrost area.
AOAM delays the shrinking of the permafrost area. Since the positive temperature trends
can not be reversed but only offset in the first few years of AOAM implementation, there is
still an increasing soil temperature trend in the permafrost soils in the RCP8.5 (RCP4.5)
AOAM simulations of 0.5 (0.1)  C per decade. This initial offset in soil temperature
trends relative to the default simulations, is reflected in larger surface area of annual mean
permafrost in the AOAM simulations. For the noEmit AOAM simulation, the soil temper-
ature trend is slightly negative, leading to a simulated expansion of permafrost area under
AOAM.
Similar to surface air temperature and sea ice extent, soil temperatures highlight that
AOAM only yields an initial onetime offset. Would this delay in surface warming still
make a difference in terms of carbon release to the atmosphere? Tarnocai et al. [2009]
provide estimates of soil carbon pools in the circumpolar permafrost area. Using their
estimate of carbon content in the first meter of the soil of 26.4 kg m 2, a prevented per-
mafrost soil loss of about 1.7 (1.2) million km2 until 2100 would amount to a prevented
carbon release of 44.9 (31.7) Pg of carbon by 2100. These amounts correspond to about 3
to 4 years of todays annual carbon emissions and are small compared to the amount that
would be released due to the permafrost area reduction in the reference RCP8.5 (RCP4.5)
simulation of 235 (114) Pg C by 2100. Note, that these estimates are very simplistic and
do not include feedbacks from the released carbon of the permafrost soils.
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2.4. Discussion
2.4.1. Limitations of this study
Some climatically important limitations of this study arise from the chosen model set up.
With respect to the tipping elements of Lenton et al. [2008] and the Arctic radiation bud-
get the most important ones are the treatment of the Greenland ice sheet, atmospheric
chemistry and cloud processes. For the simulations in this study continental ice sheets
were held constant to facilitate the interpretation of the results. While variations in ice
sheet dynamics only play a marginal role during the 100-year period studied, the lack of
simulated melting from the Greenland ice sheet will cause a bias in the simulated fresh-
water input to the North Atlantic Ocean. The melt water would likely cause a reduction
in deep water formation due to increased vertical stratification and thus could potentially
interfere with a recovery of the AMOC as initially seen upon implementation of AOAM
in the model. On the other hand, AOAM causes a reduction in surface air temperatures
as well as ocean surface temperatures around Greenland, and could therefore possibly
reduce Greenland ice melt. It is beyond the scope of this study to investigate, which of
these processes is dominant on different time scales.
The UVic ESCM does not include atmospheric chemistry. Thus we cannot investigate
whether or not a cooling of the ocean surface would favour, for example, ozone depletion
in the stratosphere and potentially impact the Arctic ozone hole. We can only specu-
late, that the changes in meridional temperature gradients due to the implementation of
AOAM might influence atmospheric circulation patterns and thereby might affect ozone
depletion. However, AOAM is implemented mostly during summer, and chemical ozone
depletion takes place in winter/spring. We therefore expect no strong interference be-
tween these two processes.
Further limitations of our study include the coarse resolution of our model, the simplistic
representation of the atmosphere and the lack of a more sophisticated permafrost model.
Due to the coarse resolution grid, our model simulates North Atlantic deep convection
not at the observed location in the Labrador Sea, but further east, south of Iceland. This
bias does not have a strong impact on the results of this study concerning the changes
in the deep convection, since these are forced by changes in sea surface salinity, which
occur everywhere in the Atlantic between 50 and 70  N. However, it is noteworthy that
salinity in the western part of the North Atlantic in our model are in general lower, and
might therefore be more sensitive to changes in sea surface salinity. The UVic ESCM
lacks a vertical representation of atmospheric dynamics and does not simulate a dynamic
cloud response. Therefore, the model misses part of the changes in meridional heat and
moisture transports [Graversen et al., 2008] and lacks the cloud-albedo feedback as de-
scribed by Serreze and Barry [2011]. Other atmospheric feedbacks such as the response
of sensible and latent heat fluxes as well as the longwave radiation response are however
implemented. Furthermore, our estimate of soil permafrost is a simple calculation lack-
ing the dynamical representation of vertical soil temperature profiles as used by e.g. Avis
et al. [2011]; MacDougall et al. [2012].
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2.4.2. Assessment of AOAM
We assess the potential of AOAM in light of the Arctic tipping elements described by
Lenton et al. [2008] under varying CO2 emission scenarios: In line with Cvijanovic et al.
[2015] we find a limited potential in global temperature reduction. However, Arctic sur-
face air temperatures in 2090–2100 can be reduced by 1.2  C in the RCP8.5 AOAM sim-
ulation relative to the default emission simulation, which is comparable to the regional
1.6  C temperature reduction found by Cvijanovic et al. [2015] in an experiment with an
albedo modification of 0.8 over the area north of 70  N, i.e. the same AOAM implemen-
tation, but with different CO2 forcing.
In all AOAM simulations, Arctic summer sea ice area can initially be increased by 0.75
million km2, but then continues to follow the negative trend of the respective default simu-
lation. In 2090–2100, 53 % of the 2005–2015 summer sea ice area remains in the RCP8.5
AOAM simulation, compared to 27 % of the ice area remaining in the RCP8.5 simulation.
Our values are higher compared to the 29 % remaining summer sea ice cover from the
study of Cvijanovic et al. [2015, their experiment: albedo of 0.8 north of 70  N], since we
use different reference states, namely 2005–2015 in our study, compared to a preindustrial
1xCO2 atmosphere reference in the study by Cvijanovic et al. [2015], as well as different
averaging areas.
In contrast to the study by Cvijanovic et al. [2015] focusing on atmospheric variables, we
here focus on oceanic and terrestrial processes. All AOAM simulations reveal a potential
to initially increase the strength of the AMOC relative to the default simulations. A side
effect of the associated initial higher northward oceanic heat transport in the AOAM sim-
ulations compared to the default simulations is a sub-surface warming located along the
continental slope. This is the region where most of the Arctic marine methane hydrates
are located [Kvenvolden et al., 1993; Biastoch et al., 2011]. Our results indicate that the
partial recovery of the AMOC, which is one of the potential tipping elements from Lenton
et al. [2008], as well as the inhibited deep convection is favouring a destabilisation of the
marine methane hydrates in the Arctic, another listed potential tipping element discussed
by Lenton et al. [2008]. This trade off illustrates that it might not be possible to simulta-
neously address all Arctic tipping elements with such a local CE measure. Nevertheless,
an initial offset of the positive temperature trends yields some potential in reducing the
risk of releasing additional greenhouse gases to the atmosphere. Until 2100 this offset
leads to a prevented carbon release from melting permafrost soils of 19 (28) % in the
RCP8.5 (RCP4.5) AOAM simulation relative to the default simulations without AOAM.
Cvijanovic et al. [2015] show that about 40 % of the preindustrial permafrost area remains
in their model simulations. In our RCP8.5 AOAM simulation 59 % of the 2005–2015 per-
mafrost area remains frozen. Furthermore, we find that with progressing climate change,
deep convection events start to occur in the Nordic Seas in the default emission simula-
tions, and act to cool the deep ocean. These convection events are initially prohibited by
the implementation of AOAM. Since the newly formed deep convection areas are located
right at the edge of the 70  N border, i.e. the AOAM implementation border in the Nordic
seas, where with progressing climate change the sea ice starts to retreat if AOAM is not
implemented. This hints to the fact that the Arctic climate system reacts sensitive to the
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location of the AOAM implementation.
In contrast to the study by Cvijanovic et al. [2015], our transient climate change setting
enables us to look at changes in simulated trends of the various metrics. It is found that,
AOAM has no potential to reverse trends in Arctic surface air temperature, sea ice and
soil temperatures, but rather holds some potential to temporarily offset these trends. This
holds true for all simulations, including a high emission scenario as well as a very ideal-
ized maximum mitigation scenario (excluding negative emissions). In line with the fact
that a local cooling at high northern latitudes causes compensatory heat fluxes in the at-
mosphere and the ocean [Tilmes et al., 2014], the regulation of internal heat budgets in the
climate system limits the potential of AOAM to counteract Arctic amplification of global
warming. Moreover, we find that no matter when the deployment of AOAM is terminated
even under the intermediate emission scenario RCP4.5, the sea ice extent quickly reverses
to match the sea ice extent of the default simulation (Figure A.6). This demonstrates how
AOAM must be maintained over decades to keep up its initial effect of delaying global
warming consequences in the Arctic.
2.5. Conclusion
The self-regulating nature of the climate system prevents regional, high latitude CE meth-
ods from having global and sustainable effects. In line with Tilmes et al. [2014] we find
that the Arctic cooling introduced by AOAM causes compensatory meridional heat trans-
ports, limiting the effect of AOAM to a single, non-repeatable delay of the warming, sea
ice loss and permafrost retreat if greenhouse gas emissions continue to rise. Moreover,
undesirable side effects arise from the potential of enhanced warm water inflow into the
Arctic Ocean to destabilize methane hydrates. In this respect AOAM could even increase
the risk of releasing additional, natural greenhouse gases to the atmosphere.
At the end of the 21st century the state of the intermediate emission simulation (RCP4.5)
without AOAM is closer to the 2005–2015 reference state than the state of the high emis-
sion scenario (RCP8.5) with AOAM applied, for all metrics considered. This demon-
strates that AOAM only delays impacts of ongoing CO2 emissions. Thus on longer time
scales a reduction in emissions still appears to be the safest way to prevent severe climate
change in the Arctic.
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3. Uncertainty in the response of transpiration to CO2 and
implications for climate change - A sensitivity study
This chapter is based on the paper ’Uncertainty in the response of transpiration to CO2
and implications for climate change’ published in the journal Environmental Research
Letters. Citation: Mengis N., D. P. Keller, M. Eby and A. Oschlies, (2015), Uncertainty in
the response of transpiration to CO2 and implications for climate change, Environ. Res.
Lett., 10 094001, doi:10.1088/1748-9326/10/9/094001.
Abstract While terrestrial precipitation is a societally highly relevant climate variable,
there is little consensus among climate models about its projected 21st century changes.
An important source of precipitable water over land is plant transpiration. Plants con-
trol transpiration by opening and closing their stomata. The sensitivity of this process to
increasing CO2 concentrations is uncertain. To assess the impact of this uncertainty on
future climate, we perform experiments with an intermediate complexity Earth System
Climate Model (UVic ESCM) for a range of model-imposed transpiration-sensitivities to
CO2. Changing the sensitivity of transpiration to CO2 causes simulated terrestrial precip-
itation to change by -10 % to +27 % by 2100 under a high emission scenario. This study
emphasises the importance of an improved assessment of the dynamics of environmental
impact on vegetation to better predict future changes of the terrestrial hydrological and
carbon cycles.
3.1. Introduction
Terrestrial evapotranspiration is the transfer of water from the land surface to the atmo-
sphere. It is the sum of evaporation from soils and vegetation, and plant transpiration
[Wang and Dickinson, 2012]. The partitioning of evapotranspiration into its three compo-
nents is not accurately know [Lawrence et al., 2007]. In the Second Global Soil Wetness
Project [Dirmeyer et al., 2006] 13 land models were forced by reanalyses data and direct
measurements and it was found that the multi-model mean estimate of plant transpiration
amounts to 48 % of global evapotranspiration [Lawrence et al., 2007]. Transpiration de-
scribes the evaporation of water from the vascular system of plants through leaf pores, or
stomata. It couples the biochemical process of leaf carbon uptake through photosynthesis
with the biophysical process of moisture exchange [Niyogi et al., 2009]. Both processes
depend on the opening of stomata, defining the strength of stomatal conductance [Keenan
et al., 2013].
Stomatal conductance is sensitive to atmospheric CO2 concentrations, since the rate of
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photosynthesis that can be performed by the plant, depends on how much carbon and
moisture is available. Opening the stomata allows plants to take up more CO2 through
diffusive fluxes from the ambient air, simultaneously they will lose more water through
the opened stomata. Thus, there is a trade off between CO2 uptake and the associated
water loss, which defines the water-use efficiency (WUE) of the plant.
With increasing atmospheric CO2 concentrations, the diffusive flux of CO2 will increase
and the stomata can take up the same amount of carbon, while opening their stomata
less often [Ball et al., 1987]. However, it is currently under debate if plants will take up
more carbon and grow more biomass by optimising their WUE or if they will reduce their
water loss and grow the same biomass. A recent study in which WUE was derived from
satellite-based remote sensing data suggest that land-cover and land-use changes in recent
years caused an small decline in the global WUE [Tang et al., 2014], with a lot of inter-
nal variability. In contrast to this, in various CO2 enrichment experiments a decrease in
stomatal conductance was evident. However, even under experimental conditions, there
is a large uncertainty in the CO2 induced change in stomatal conductance [Kruijt et al.,
2008]. In open-top chamber experiments, the relative decrease in stomatal conductance
varied between 8.3 to 59 %, with CO2 concentrations increased to between 550 and 900
ppm. Likewise an overall decrease in evapotranspiration and an increase in the plants’
WUE with higher levels of CO2, were observed during open field and forest, free-air con-
centration enrichment (FACE) experiments [Keenan et al., 2013]. The observed changes
in these terrestrial ecosystems are larger in magnitude than predicted by 13 terrestrial bio-
sphere models and suggest a partial closure of stomata [Keenan et al., 2013]. Closing
stomata will reduce the water exchange between vegetation and atmosphere [Wang and
Dickinson, 2012], which is likely to feed back on the amount of water vapour in the at-
mosphere available for precipitation.
Although a positive trend in precipitation under CO2 induced global warming is expected
from the Clausius-Clapeyron equation [Allan et al., 2013; Wentz et al., 2007], it is not
yet evident over land. For the recent historical period, between 1951 and 2005, in which
atmospheric CO2 concentrations have increased by about 70ppm, observed terrestrial pre-
cipitation shows changes between -7 to +2 mm per decade, with error bars ranging from
3-5 mm per decade [Solomon et al., 2007]. In comparison, the models of the Coupled
Model Intercomparison Project 5 (CMIP5) simulate terrestrial precipitation changes for
the period of 1930-2004 with values ranging between -4.2 and +1.2 mm per decade [Ku-
mar et al., 2013]. Due to the large uncertainty in the observations and the large inter-model
range, it is difficult to make out a clear trend in terrestrial precipitation.
For projections under the Representative Concentration Pathway 8.5 (RCP8.5) emission
scenario, the CMIP5 models simulate global precipitation increases of 5-11 %, relative to
present day, by 2100 [Allan et al., 2013]. The sign of this response is consistent with the
predicted physically driven increase in atmospheric water vapour [Wentz et al., 2007]. In
contrast to the positive precipitation trends of all CMIP5 models, the University of Victo-
ria Earth System Climate Model (UVic ESCM) in its standard configuration used by the
Kiel group [Keller et al., 2012], simulates a negative global trend in future precipitation
of -0.3 % during this period if forced with the same CO2 emission scenario, but no other
forcing [Keller et al., 2014] (see Experimental Set Up and Forcing). The negative trend
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can be traced back to the high CO2-sensitivity of plants in the UVic ESCM. In a 4xCO2,
biogeochemically uncoupled, experiment (in which CO2 changes only affect the radiative
forcing) the UVic ESCM shows a positive precipitation trend of roughly 2 % K 1. How-
ever, the model reacts differently if the physiological response to CO2 is included. Under
the RCP8.5 emissions scenario the model simulates a reduction of precipitation over land
by 3.4 % per K of global warming, which is only partly compensated by the physically
driven increase of precipitation of 1.3 % K 1 over the ocean [Keller et al., 2014].
The objective of the following analysis is to investigate how uncertainties in the CO2-
sensitivity of transpiration affect simulations of a future climate. Transpiration contributes
to three fundamental equations of state in the Earth system. The water mass transfer con-
tributes to the hydrological cycle and the mass balance, the latent heat flux from tran-
spiration is part of the energy budget, and due to the relationship to the carbon uptake
of the terrestrial biosphere, transpiration indirectly influences the carbon cycle as well.
In this study we want to assess how the uncertainty in the dynamical response of tran-
spiration to increasing CO2 concentrations impacts these three components. Since ter-
restrial precipitation is an important climate variable and commonly used in other model
intercomparisons, the emphasis of our sensitivity study lies in the evolution of simulated
precipitation over land under simulated global warming. We will, in addition, investigate
the consequences for simulated terrestrial transpirational cooling, water availability, and
carbon exchange and storage.
3.2. Methods
3.2.1. General Model Set Up
The model used in the following analysis is version 2.9 of the University of Victoria Earth
System Climate Model (UVic ESCM), a climate model of intermediate complexity, with
a horizontal resolution of 3.6o longitude x 1.8o latitude. It includes schemes for ocean
physics based on the Modular Ocean Model Version 2 (MOM2) [Pacanowski, 1995],
ocean biogeochemistry [Keller et al., 2012], and a two dimensional atmospheric energy
moisture balance model including a thermodynamic sea ice model [Bitz et al., 2001; Fan-
ning and Weaver, 1996]. The terrestrial component consists of simplified versions of the
Met Office Surface Exchange Scheme (MOSES) and the Top-down Representation of In-
teractive Foliage and Flora Including Dynamics (TRIFFID) vegetation model [Cox, 2001;
Cox et al., 1999]. The land surface scheme calculates surface albedo, runoff and evapo-
transpiration, which is a function of canopy resistance and based on the Penman-Monteith
equation [Monteith, 1981]. The vegetation scheme calculates the state of the terrestrial
biosphere in terms of soil carbon, and the structure and coverage of bare soil or five plant
functional types [Cox et al., 1999; Meissner et al., 2003]. Changes in vegetation biomass
and distribution are driven by net carbon fluxes, which are derived for each vegetation
type using the coupled photosynthesis stomatal conductance model [Cox et al., 1998].
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Fig. 3.1.: Illustration of the effect of different applied scaling factors for the cases of fsens = 0.0
(top) and fsens = 1.0 (bottom).
3.2.2. Scaling Methodology
In the UVic ESCM the leaf conductance of H2O (gw) is directly proportional to the leaf
conductance of CO2 (gc) via their molecular diffusivities:
gw = b ⇤gc (3.1)
b accounts for different molecular diffusivities of water vapour and CO2. As in numerous
other models [Damour et al., 2010], gc is directly proportional to the amount of carbon
uptake by photosynthesis (P) and the gradient between the internal (CI) and ambient (CA)
CO2 concentration.
gc = (P⇤a)/(CA  CI) (3.2)
a is a unit conversion factor.
Since transpiration is an important parameter connecting the energy balance, water mass
balance and the carbon cycle, the objective of the applied scaling was to investigate the
relevance of changes in the CO2-sensitivity of transpiration to future climate projections.
The scaling could have been applied to both, the stomatal conductance of carbon and wa-
ter vapour, which would have kept the molecular diffusivities consistent.
In models, the effect of CO2 on photosynthesis and transpiration are highly parameter-
ized and not well constrained by observations. The UVic ESCM underestimates the fer-
tilization effect on photosynthesis over the historical period [Eby et al., 2013] and the
transpiration response to CO2 appears to be larger compared to other models. Therefore,
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we decided to scale only the strength of gw relative to its preindustrial value, undoing the
direct proportionality of CO2 and H2O stomatal conductance. Since we do not change
the effect of CO2 on photosynthesis we keep the model’s photosynthesis response closer
to observations. Simultaneously, we manipulate the CO2-sensitivity of transpiration, in
order to cover the wide range simulated by other models. While modifying only the tran-
spiration response to CO2 may seem to make the model inconsistent in terms of stomatal
conductance, it is a simple and clean way to separate the two different effects and allows
us to manipulate plant water use efficiency.
In order to vary the sensitivity of transpiration to increasing atmospheric CO2 concen-
trations, a scaling is applied to the ambient CO2 concentration, CA, used in calculating
the stomatal conductance of water vapour. CA,scaled can be scaled up or down, relative to
preindustrial concentrations of 280 ppm (CO2,preind), using a sensitivity factor, fsens:
CA,scaled =CO2,preind +(CA  CO2,preind)⇤ fsens (3.3)
This scaling is only applied to ambient CO2 used in calculating the leaf’s conductivity to
water vapour. The other equations used in the model, including those for photosynthesis
continue to use the unaltered ambient CO2 concentration for all calculations.
For consistency, in the calculations for gw, a scaled version of the internal CO2 concentra-
tion (CI,scaled) is calculated by replacing the CA with CA,scaled .) Note that the calculation
itself was not altered.
CI,scaled = (CA,scaled  C⇤)⇤F0(m)⇤ (1 Q/Qcrit(m))+C⇤ (3.4)
Here C⇤ is the canopy-level photorespiration compensatory point and F0 is the ratio of the
internal to the ambient CO2 concentration for plants that are not water stressed. Plants
are not water stressed if the canopy-level specific humidity deficit, Q, equals zero. The
critical humidity deficit Qcrit and F0 are constant values depending on the plant functional
type, m, their values are given in Table 3.1. Both scaled CO2 concentrations, CA,scaled and
CI,scaled , are used to calculate the leaf’s conductivity with respect to water vapour:
gw = b ⇤ (P⇤a)/(CA,scaled  CI,scaled). (3.5)
In case CA is scaled down, plants will only feel a reduced increase in ambient CO2 and the
difference between CA and CI would be reduced, causing the leaf conductivity for water
vapour, and consequently transpiration, to increase. Note, that the scaling only affects the
leaf conductance of H2O and not the leaf conductance of CO2 (Figure 3.1). Consequently,
the scaling alters the amount of transpirational water lost by the plant per unit of carbon
uptake, so effectively the WUE.
3.2.3. Experimental Set Up and Forcing
The UVic ESCM was spun up with seasonal, year 1800 forcing for over ten thousand
years. Since the scaling is only applied to CO2 concentrations deviating from preindus-
trial, all sensitivity simulations started from the same initial preindustrial spin-up. All
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Tab. 3.1.: List of parameters used in the calculations for the internal CO2 concentration, the leaf
conductance of CO2 and water vapour. Given are descriptions or values of the parameter and
their units.
Parameter Description/Value Units
CA Ambient canopy CO2 pressure [Pa]
CI Leafs internal CO2 pressure [Pa]
fsens {0.0; 0.2; 0.4; 0.6; 0.8; 1.0} [1]
C⇤ Canopy-level photo-respiratory [mol/m3]
compensatory point
m Plant Functional Types:
Broad Leaf Tree (BT); Needle Leaf
Tree (NT); C3 grass (C3); C4 grass
(C4); Shrub (S)
F0(BT,NT,C3,C4,S) (0.875, 0.875, 0.900, 0.800, 0.900) [1]
Q Canopy level specific humidity deficit [kg H2O/kg air]
Qcrit(BT,NT,C3,C4,S) (0.090, 0.060, 0.100, 0.075, 0.100) [kg H2O/kg air]
gc Leaf conductance for CO2 [m/s]
gw Leaf conductance for H2O [m/s]
P Net leaf photosynthesis [mol CO2/m2/s]
a Factor for converting mol/m3 into Pa [J/mol]
b 1.6 [1]
simulations were integrated for 500 years until 2300, using historical emissions followed
by RCP8.5 and the Extended Concentration Pathway 8.5 emissions scenario until 2250
[Meinshausen et al., 2011]. Thereafter the atmospheric CO2 concentrations were held
constant until 2300. For the following analyses yearly output was used. Continental ice
sheets, volcanic forcing and astronomical boundary conditions were held constant to fa-
cilitate the experimental setting and analyses [Keller et al., 2012]. There was no land use
forcing or burning applied, in order to investigate the systems’ sensitivity in an unper-
turbed state.
Realising that the UVic ESCM’s sensitivity of transpiration to ambient CO2 is at the high
end of current models [Keller et al., 2014] we decided to scale down its sensitivity. Hence,
we implemented the scaling factor with values of fsens = {0.0;0.2;0.4;0.6;0.8;1.0}, al-
lowing us to scale down the sensitivity of transpiration to increasing CO2 concentrations.
This is expected to cause a relative increase in terrestrial evapotranspiration and precipita-
tion compared to the default setting ( fsens = 1.0). In addition, for the comparison with the
CMIP5 models three simulations following the CMIP5 forcing protocols were performed
with values for fsens = {0.0;0.5;1.0}. In the default simulations following the CMIP5
forcing protocols, terrestrial precipitation trends between 1961-1990 and 2071-2100 are
higher by 20 mm yr 1 compared to the runs forced by CO2 only. This increase results
in an overall positive global precipitation trend, and can be explained by the reduction in
vegetation cover due to the implementation of land use changes.
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3.3. Results
3.3.1. Simulated Future Precipitation Patterns
The applied scaling has a strong impact on the spatial patterns of simulated future pre-
cipitation changes (Figure 3.2). The default model ( fsens = 1.0) simulates an increase in
precipitation at higher latitudes between 50-80  S and 50-80  N, of about 50-200 mm yr 1
by the end of the century (Figure 3.2a). At high latitudes, spatial patterns are relatively
independent of the land-ocean distribution and hence zonally coherent. For the mid and
low latitudes a distinction can be drawn between areas over land and ocean. Regions of
strongly reduFced future precipitation in the default simulation lie mainly over continen-
tal areas. The strongest simulated decrease occurs over Australia with end-of-the-century
precipitation decreasing by up to 270 mm yr 1. In contrast, simulated precipitation in-
creases by approximately 220 mm yr 1 over adjacent oceanic regions. Reducing the
sensitivity of transpiration of plants towards higher CO2 concentration by applying lower
scaling factors, fsens, this pattern shifts to an increasing trend for precipitation values over
tropical land areas, while oceanic and desert areas remain largely unchanged.
At high latitudes simulated future precipitation is independent of the applied scaling fac-
tor fsens, indicating that these areas are less sensitive to variability in transpiration. In mid
to low latitudes, the fsens = 0.0 model simulates increased future precipitation over all
vegetated land areas relative to the default simulation. The largest increase in terrestrial
precipitation of up to 500 mm yr 1 (increase by 60 % relative to the fsens = 1.0 simulation)
is seen over the northern part of South America, Central Africa and Southeastern Asia.
These areas are mainly covered by broad leaf trees in the UVic ESCM, corresponding to
tropical rain forest or savannah.
3.3.2. Latitudinal and Absolute Trends of Terrestrial Future Precipitation
When the scaled model simulations of the UVic ESCM are compared to the range of the
CMIP5 simulations (Figure 3.3a, model details in supplementary table B.1), the general
shape of the latitudinal changes in simulated precipitation is similar among the three sen-
sitivity simulations in the extra-tropical regions. There is an increase of precipitation in
the high latitudes and a decrease in the mid latitudes of both hemispheres. The latitude of
transition between these two trends, however, depends on the applied scaling and varies
between 45  N for a scaling of fsens = 0.0 and 60  N for the default simulation. The trop-
ical latitudes reveal large differences between the differently scaled model simulations.
Precipitation between 10  N and 10  S either increases by 400 mm yr 1 for the scenario,
where transpiration is calculated with preindustrial CO2 levels, or it decreases by 90 mm
yr 1 for the default sensitivity of transpiration to CO2 implemented in the UVic ESCM.
Similar to the UVic ESCM, the CMIP5 models show consistent terrestrial precipitation
trends in the extra-tropical latitudes, with a slightly more positive trend compared to the
default UVic ESCM simulation. In the tropics, however, the different CMIP5 model re-
sults show an even wider range from  290 mm yr 1 to 450 mm yr 1. This range of
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Fig. 3.2.: Maps of mean future precipitation changes.
Changes in mm yr 1 are shown for the six scaling factors applied and were calculated between
1961-1990 and 2071-2100.
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Fig. 3.3.: Comparison of precipitation trends to CMIP5.
a) Latitudinal dependency of mean annual accumulated terrestrial precipitation changes in mm
yr 1 between 1961-1990 and 2071-2100 for three scaling factors implemented in the UVic
ESCM (see legend). As a reference the grey lines show the results of the analyses from 18
CMIP5 models [Ahlström et al., 2012], the thick grey line gives the multi model mean (the same
figure, but for the only CO2 forced simulations can be found in Figure B.2);
b) Change in mean annual precipitation sums over land in mm yr 1 between 1961-1990 and
2071-2100 for the UVic ESCM depending on the different scaling factors applied (thick black
line) and the 18 CMIP5 simulations (vertical lines, see legend and for details Table 3.1) in
[Ahlström et al., 2012].
terrestrial tropical precipitation changes in the CMIP5 global warming simulations indi-
cates the large uncertainty associated with this climate variable. It is remarkable that the
range within the three scaled UVic ESCM model simulations covers almost the complete
range of future tropical precipitation changes simulated by the CMIP5 models.
For the global mean terrestrial precipitation changes (Figure 3.3b) the UVic ESCM cov-
ers the complete range of the CMIP5 models by implementing different CO2-sensitivities
of transpiration. Simulated changes in terrestrial precipitation range from  55 mm yr 1
for the default simulation to +128 mm yr 1 when the plants’ transpiration is insensi-
tive to increasing CO2 concentrations. In comparison all CMIP5 models show a positive
trend in simulated terrestrial precipitation with a mean annual increase from 15 to 105
mm yr 1. The UVic ESCM’s terrestrial precipitation trends seem to be more consistent
with the CMIP5 models for the model configuration with applied low CO2-sensitivities
of transpiration.
3.3.3. Transpirational Cooling, Terrestrial Water Availability, and Carbon Exchange
Latent heat flux is the flux of heat from the Earth’s surface to the atmosphere, that is
associated with evapotranspiration of water at the surface. An increase in transpiration,
therefore would cool the land surface. Globally the land surface temperature is reduced
by 0.3 K in 2100 in case of a higher transpiration in the fsens = 0.0 simulation relative to
the fsens = 1.0 simulation. This amounts to local cooling of the soil temperature in the
tropical regions of up to 1.3 K (Figure B.1).
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Fig. 3.4.: Temporal development of parameters relevant to the vegetation system.
Time series of water-use efficiency a), terrestrial precipitation minus evapotranspiration b),
vegetation net primary production c), and carbon flux from atmosphere to land d), for the default
simulation and the scaling factors applied.
The scaling of the CO2-sensitivity of transpiration also influences the simulated vegetation
and the corresponding carbon fluxes. The carbon response is driven by the photosynthetic
response and the transpiration response. As plants become more water stressed, due to
a higher rate of transpiration, they open their stomata less often. This affects how much
carbon can be taken up. More carbon is taken up in simulations with less transpiration,
because stomata can stay open longer, allowing for more photosynthesis for the same
amount of water loss. This reduces the plants WUE (Figure 3.4a, calculation of the WUE
in supplementary material B.1). In our analysis there is an increase of the WUE for all
simulations, with the strongest increase evident for the default simulation, in which tran-
spiration is strongly reduced and the NPP has the largest increase. However, as expected,
the increase in the WUE for the fsens = 0.0 simulation is much lower compared to the
default model and is mainly driven by increased carbon uptake, rather than by reduced
transpiration.
A lower WUE, as for the fsens = 0.0 simulation, makes it more likely for the plant to
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become water stressed. The reduced evapotranspiration also influences the terrestrial wa-
ter availability, the residual of precipitation and evapotranspiration on land, P-E, (Figure
3.4b). Under a high emission scenario, the default UVic ESCM simulates a decrease in
terrestrial evapotranspiration of 8.7 % K 1, which is higher than the rate of decrease in
precipitation over land, resulting in an overall increase in the terrestrial water availabil-
ity. For all scaling factors the global average terrestrial water availability still increases
with time. However for the simulation, in which transpiration is insensitive to CO2, P-E
is reduced by 20 % relative to the default simulation in 2100. This reduction in terres-
trial water availability relative to the default simulation leads to a relatively higher plants’
water stress level for the fsens = 0.0 simulation. Correspondingly, the expected future
increase in terrestrial net primary productivity, and hence total vegetation carbon, is re-
duced if transpiration is less sensitive to CO2 (Figure 3.4c). The total terrestrial carbon
pool consists of vegetation and soil carbon. An increase in net biological primary produc-
tion causes an increase in the terrestrial pool, while an increase in soil respiration causes
a decrease in terrestrial carbon storage. On longer time scales, soil respiration mainly
depends on the soil carbon pool, which is decreased by the scaling relative to the default
simulation.
The resulting carbon fluxes between atmosphere and land show that the terrestrial system
remains a sink for atmospheric carbon until 2100 for all applied scaling factors (Figure
3.4d). The simulated transition from a land carbon sink to a source, happens earlier for
lower CO2 sensitivities than for higher ones. Simulated future carbon uptake by the terres-
trial system varies from 1.68 to 3.44 Pg C yr 1 over this century, depending on the applied
CO2-sensitivities, with a reduced uptake for lower CO2-sensitivities of transpiration.
3.4. Discussion and Conclusion
In a series of sensitivity experiments, we scaled the CO2-sensitivity of transpiration un-
der the RCP8.5 emission scenario in an Earth System Model, in order to investigate the
relevance of dynamical changes in this process for climate change predictions. We found
that, varying the strength of the CO2-sensitivity of transpiration caused simulated terres-
trial precipitation to range from a decrease of 10 % to an increase of 27 % by the end of
the century, compared to today’s simulated precipitation. The scaling enables the UVic
ESCM to cover the full range of CMIP5 models’ precipitation changes over land. The
range of global precipitation changes of the UVic ESCM with different scaling factors
applied and following the CMIP5 RCP8.5 forcing varies from 0.6 to 7.4 % increase in
precipitation relative to 1988-2005, which is at the lower end of the CMIP5 models range
of 5 to 11.5 % [Allan et al., 2013].
Locally, precipitation in the UVic ESCM in the tropics is more sensitive to differences
in CO2-driven transpiration compared to higher latitudes. Observations of tropical tree
growth rings suggest no growth stimulation from an increasing atmospheric CO2 concen-
tration, but an increase in the ecosystem WUE by 30-35% in the last 150 years [Sleen
et al., 2014], indicating a reduction in transpiration and an associated reduced recycling
of precipitation. In the UVic ESCM the local differences amount to decreased global ter-
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restrial precipitation by up to 60 % in the fsens = 1.0 relative to the fsens = 0.0 simulation
in 2100. This is in line with a study investigating the strength of the CO2-physiological
effect, i.e. the effect of stomata closing, with the National Centre for Atmospheric Re-
search Community Model [Cao et al., 2010]. Under high atmospheric CO2 concentra-
tions, they found that the CO2-physiological effect reduced the precipitable water by 40
% compared to the amount that would be available without this effect. The CMIP5 mod-
els display a larger inter-model variance in simulated future precipitation changes in the
tropics [Ahlström et al., 2012]. Assessing the uncertainty in the transpiration fluxes might
improve the models agreement and the overall performance in this region.
A reduction in transpiration due to an increase in WUE would act to warm the land surface
due to a reduced evaporative cooling. In our simulations local temperature differences be-
tween the fsens = 0.0 and the default simulation, are as high as 1.3 K in the year 2100,
where the default simulation has higher temperatures, due to reduced transpiration. A
similar result was found in the study investigating the strength of the CO2-physiological
effect with the National Centre for Atmospheric Research Community Model [Cao et al.,
2010], where 11% of the simulated land surface warming was caused by closing stomata.
Transpiration couples the hydrological cycle with the carbon cycle. An increase in tran-
spiration relative to the default simulation is likely to cause a higher water stress level,
reducing terrestrial net primary production and hence terrestrial carbon uptake. Changes
in the terrestrial carbon pool of the UVic ESCM with different scalings applied and fol-
lowing the CMIP5 forcing protocols, range between -86 and +43 Pg C until 2100, with
the largest uptake found in the default simulation. The total change in the terrestrial car-
bon pool for 9 CMIP5 Earth system models until 2100 varies between -120 and +500
Pg C [Ahlström et al., 2012]. These uncertainties in terrestrial carbon uptake influences
predictions about atmospheric carbon content and hence climate forecasts.
Transpiration is not only sensitive to atmospheric CO2, but is also influenced by other en-
vironmental factors that were not specifically addressed in this study. To correctly model
transpiration any vegetation model needs to be forced with either real data or realisti-
cally simulated factors such as the amount of incoming solar radiation at the leaf level,
soil and air temperatures, relative humidity, water vapour deficit, soil moisture, nutrients,
root extent, leaf area index, and other environmental factors such as weather fluctuations
and extremes [Wang and Dickinson, 2012]. Factors such as the plants life history and
health may also be important. Which of these factors is most important in determining
the amount of transpiration, strongly depends on the environmental conditions. For exam-
ple, a good representation of roots and soil moisture is important in tropical rain forests as
well as in arid and semiarid regions, where the amount of transpiration at a forested site
during a drought year has been found to be higher than the water available from precip-
itation because trees were able to access ground water reservoirs [Leuning et al., 2005].
Also of importance in these regions are the frequency and strength of rain events, because
they determine the water availability in the soils. In contrast to this, a good representation
of roots and soil moisture becomes less important in wetlands or peatlands, where evap-
otranspiration is closely related to the potential evaporation estimate from the Penman
equation [Wang and Dickinson, 2012]. Here factors such as the water vapour pressure
deficit, incoming solar radiation, and temperature become more important in determining
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the transpiration rates.
The UVic ESCM has simplified representations of both the atmosphere and land surface.
These simplifications affect transpiration rate estimates, due to the lack of weather fluctu-
ations and corresponding dry or wet spells. The idealised prescribed seasonal cloud cov-
erage in the UVic ESCM also prevents cloud feedbacks, which would affect the amount
of incoming solar radiation, to occur during wet or dry events. The lack of weather fluc-
tuations likely has a strong influence on terrestrial productivity. In addition, the UVic
ESCM land surface scheme is a one-layer soil model, which integrates the energy and
moisture balance at the surface. The lack of a vertical soil moisture profile, could lead
to an over- or under-estimation of the surface water availability and thus also effect tran-
spiration. Despite these simplifications the model does a reasonable job of simulating
annual present-day vegetation distributions, surface temperatures, and precipitation and
evapotranspiration [Meissner et al., 2003].
Our results illustrate the substantial sensitivity of one intermediate-complexity Earth Sys-
tem Model, the UVic ESCM, towards the CO2-sensitivity of the plants’ leaf conductance
of water vapour. While there is disagreement on the future development of the terrestrial
system among different CMIP5 models [Ahlström et al., 2012; Arora et al., 2013], it is
currently unknown how much of this disagreement arises from the uncertainty in stomatal
behaviour.
As a previous model study pointed out [Cao et al., 2010], the strength of the stomata
closing with increasing atmospheric CO2 will strongly influence the water available for
precipitation in simulated future climates. An observation-based study [Keenan et al.,
2013] identified the need for a better understanding of the role of stomata in regulating
land atmosphere interactions. These findings are in line with our model results show-
ing that the future development of the simulated atmosphere-to-land carbon fluxes and
the terrestrial part of the hydrological cycle are uncertain, even within the context of a
single model, as long as the stomatal conductivity’s CO2-sensitivity cannot be better con-
strained by observations. An assessment of the dynamical response of transpiration is
needed, since it is an relevant process and needs to be considered in projections of future
climate.
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4. Systematic Correlation Matrix Evaluation (SCoMaE) - A
methodological approach to find Indicators from Earth
System variables
This chapter is a manuscript in preparation by Mengis N., D. P. Keller, and A. Oschlies
(2016).
Abstract We present a methodological approach to select indicators from Earth system
models with the aim of making climate system evaluation and reporting less subjective.
Therefore we use an Earth system model of intermediate complexity to test i) if it is a
valid approach to apply the same indicators as found for the historical scenario also for an
assessment of future scenarios, ii) how this depends on the future forcing scenario, and iii)
if we have to reevaluate the chosen indicators over time. We find that there is a necessity
of reevaluating the historical indicators for an accurate assessment of future scenarios,
since some of the prevailing relationships in the Earth system as represented by our model
change due to the different forcing in future scenarios. We show that it is not sufficient to
apply the indicator set found for the historical scenario to either an intermediate-high or
a high future emission scenario. Furthermore we show that including expert judgement
in the indicator selection, simplifies the interpretation of the clusters, however the total
number of indicators needed for a thorough assessment increases. By combining the
three scenarios, we found a common indicator set, which enables us to identified robust
correlations between Earth system variables across the three considered scenarios, and
points out the Earth system variables which are uncorrelated, if all three scenarios are
to be considered. Although it is beyond the scope of this study to provide a normative
framework for indicator selection, we here provide scientific-based information on the
robustness of the indicator selection.
4.1. Introduction
An indicator is a quantitative value, measured or calculated, that allows one to obtain in-
sight into the state of a defined system. Indicators have gone through a selection and or
aggregation process [Ebert and Welsch, 2004]. In this study we focus on indicators de-
scribing the Earth’s climate state and changes, which are also referred to as environmental
indicators. Environmental indicators are developed based on quantitative measurements
or statistics of environmental conditions in order to allow a comparison of states of the
environment across time or space [Ebert and Welsch, 2004].
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How to select indicators for climate change? A useful indicator should fulfil certain char-
acteristics, which depend on the purpose of the indicator [Gallopín, 1996]. Radermacher
[2005] defined statistical measurability, scientific consistency, and political relevance as
three main characteristics for (environmental) indicator selection, whereby the consider-
ation of all three of these characteristics is important for an indicator selection process.
Due to the historical development of climate science and Earth system models, global
mean temperature evolved as the most important indicator for assessing climate change.
This example allows us to discuss the above mentioned characteristics: Firstly, several
long term temperature records as well as proxies for assessing air temperature exist, which
makes this indicator well measured (Statistical measurability). Furthermore its environ-
mental relevance is emphasised by many other climate variables that are closely linked
to temperature, e.g. evaporation, sea level rise, or biological productivity. So although
global mean surface air temperature might not be the most important variable for society,
using this indicator as a proxy for the climate impacts is scientifically consistent. Its po-
litical, economical and ethical relevance is seen in the discussions which are concerned
with e.g. global warming [Ott et al., 2004] or the 2-degree temperature increase target
[Held et al., 2009].
Assessments reports, which aim to inform policy and public, as published by the Inter-
governmental Panel on Climate Change (IPCC) have to deal with the question of indicator
selection before they are able to assess changes in the climate system, represented by the
chosen indicators. Depending on the objective, nowadays global mean precipitation, or
precipitation extremes, as well as the Arctic summer sea ice or the rate of ocean acidifi-
cation are considered as climate metrics, to name only some examples of indicators dis-
cussed in e.g. the summary for policy makers of the recent assessment report of climate
change [Stocker et al., 2013]. These indicators are meant to provide simple information
to policy-makers and society about the state of the climate system. However, such selec-
tions are usually influenced by expert judgement of the scientist and to a lesser extent by
objective indicator selection criteria.
Earth system models are essential for assessing climate change because the inertia of
the climate system to carbon perturbations requires projections of future climate states.
While early climate models applied simple zero to two dimensional calculations to assess
the effect of CO2 in the atmosphere on the climate and assessed global mean temperature
as an indicator [e.g., Arrhenius, 1896; Callendar, 1938; Sellers, 1969], the continuously
increasing complexity of Earth system models through time required selection of climate
variables as indicators for the state of the climate system. Starting with a broad set of
model output variables and consecutively selecting more appropriate ones, is a common
approach for measuring complex systems (e.g. Pintér et al. [2005]; Kopfmüller et al.
[2012]). However, already the initial selection of a possible (socially relevant) indicator is
a normative choice and there exist no unambiguous rules for the selection process (Krel-
lenberg et al. [2010] and Böhringer and Jochem [2007], respectively). Any selection of
indicators from climate variables implies a value and implicit weighting decision, requir-
ing therefore a well-informed and broad participation in the selection process. While the
latter usually requires ideally the inclusion stakeholders, the former requires the contribu-
tion from science [Radermacher, 2005]. This study adds to this requirement by providing
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scientific-based information on the robustness of the indicator selection.
Here, we present a methodological approach to systematically select indicators from Earth
system variables for an comprehensive description of the climate system, with the aim to
make climate system evaluation and reporting less subjective. As an example, we use
an Earth system model of intermediate complexity to test i) if it is a valid approach to
apply the same indicators as found for the historical scenario also for an assessment of
future scenarios, ii) how this depends on the future forcing scenario, and iii) if we have to
reevaluate the chosen indicators over time. In order to account for uncertainties in model
parameterizations, we perform several parameter perturbations concerning physical and
biogeochemical model parameters, and assess the models sensitivity towards them. By
correlating temporal changes of different model output variables from the parameter per-
turbation simulations, we learn which climate variables show the same behaviour to the
imposed parameter perturbation, making them robust indicators for climate change as-
sessment.
4.2. Methods
4.2.1. Systematic Correlation Matrix Evaluation (SCoMaE)
4.2.1.1. Step 1: Building the Correlation matrices
To obtain a set of indicators in form of Earth system variables, to describe changes in the
climate system, we first need to construct a correlation matrix, i.e. a matrix including the
correlation information on all the Earth system variables towards each other (see Figure
4.3a as an example). The construction of the correlation matrix strongly depends on the
regarded question and needs to be adjusted accordingly. If enough data were available,
correlations between time series of observations could be regarded systematically evalu-
ated. To evaluate the correlation matrix, a significance test of the correlations based on
the test statistic t = |r|⇤ (1  r2) 1 ⇤ (N  2)1/2 following the t-distribution is performed.
We performed a two sided test on a 5% significance level, with N = 16 and accordingly
tcrit = 2.145. The information on the significance of the correlation for all Earth system
variables is then transferred into a matrix.
In our example we correlate temporal changes of the single model output variables from
parameter perturbation simulations, with each other, in order to understand if the output
variables show the same behaviour to the respective parameter perturbation. As an exam-
ple of these analysis, we show the correlations of three different model output variables
towards global mean surface air temperature (A_sat) under the RCP8.5 emission scenario
(Figure 4.1) (see Table C.1 for a list with explanations on the variable abbreviations).
There is a significant positive/negative correlation evident between temporal changes in
surface air temperature (A_sat) and global mean ocean temperature (O_temp)/northern
hemisphere sea ice area (O_iceareaN). This illustrates that these model output variables
show similar reactions towards a parameter perturbation. For example, surface air temper-
ature (A_sat) shows a higher increase in case of the simulation with no CO2 fertilisation
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Fig. 4.1.: Illustration of the Correlation Matrix Construction on the examples of mean ocean
temperature (O_temp), northern hemisphere sea ice area (O_iceareaN) and precipitation over
land (F_precipL) to be correlated against surface air temperature (A_sat).
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(CO2 fert zero) compared to the simulation with a high CO2 fertilisation (CO2 fert high),
and the same is true for the mean ocean temperature (O_temp). Note, that the sign of
correlation shows the relative temporal changes of the output variables, e.g. if surface air
temperature (A_sat) increases over time, also global mean ocean temperature (O_temp)
increases, therefore the correlation is positive. The correlation between changes in pre-
cipitation over land (F_precipL) and surface air temperature (A_sat) is not significant.
During our example, to simplify the visual analysis we sort the variables in the matrices
according to their strength in correlation towards surface air temperature (A_sat) in the
historical scenario.
4.2.1.2. Step 2: Systematic Correlation Matrix Evaluation (SCoMaE)
We need to systematically evaluate the correlation matrix, to obtain a set of indicators
for the assessment of changes in the regarded system. The first indicator is chosen to be
the model output variable with the highest number of significant correlations towards all
the other variables. All output variables that are significantly correlated to this one are
excluded from the further selection process, since they are now clustered under this indi-
cator. Then again the output variable with the highest number of significant correlations
from all the remaining output variables is chosen. This procedure is performed until all
output variables are clustered under an indicator. If an output variable is not significantly
correlated to any other variables, this output variable is considered to be a single indicator,
since it is needed for a fully comprehensive assessment (see Figure 4.2 for an illustration
of this procedure).
4.2.2. Model description
The model employed is version 2.9 of the University of Victoria Earth System Climate
Model (UVic ESCM), an Earth system model of intermediate complexity [Eby et al.,
2013]. It includes schemes for ocean physics based on the Modular Ocean Model Ver-
sion 2 (MOM2) [Pacanowski, 1995], ocean biogeochemistry [Keller et al., 2012], and
a terrestrial component including soil and vegetation dynamics [Meissner et al., 2003].
It is coupled to a thermodynamic sea-ice model [Bitz et al., 2001] with elastic visco-
plastic rheology [Hunke and Dukowicz, 1997]. The atmosphere is represented by a two
dimensional atmospheric energy moisture balance model [Fanning and Weaver, 1996].
All model components have a common horizontal resolution of 3.6   longitude and 1.8
  latitude and the oceanic component has a vertical resolution of 19 levels, with vertical
thickness varying between 50 m near the surface to 500 m in the deep ocean. Wind veloci-
ties used to calculate advection of atmospheric heat and moisture as well as the air-sea-ice
fluxes of surface momentum, heat and water fluxes, are prescribed as monthly climatolog-
ical wind fields from NCAR/NCEP reanalysis data [Keller et al., 2014]. Wind anomalies,
which are determined from surface pressure anomalies with respect to pre-industrial sur-
face air temperature, are added to the prescribed wind fields.
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Fig. 4.2.: Illustration of the indicator selection process on the example of the correlation matrix
for the historical scenario.
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4.2.3. Spin-up and Forcing
For the default model simulation, the UVic ESCM was spun up with pre-industrial (year
1800) seasonal forcing for over ten thousand years. All simulations were integrated from
1765 until 2005 using historical fossil-fuel and land-use carbon emissions, as well as
radiative forcing from solar variability and volcanic activity. Historical land use changes
were implemented following the protocols of the Coupled Model Intercomparison Project
5 (CMIP5) [Taylor et al., 2012]. Following Keller et al. [2014], continental ice sheets were
held constant to facilitate the experimental setting and analyses. Warming from black
carbon, indirect ozone effects, and cooling from indirect sulphate aerosol effects were
not included. From 2005 onward until 2100 the Representative Concentration Pathway
(RCP) 4.5 and 8.5 from Meinshausen et al. [2011] were implemented as a intermediate
and high CO2 emission scenario.
For the sensitivity analysis performed with the UVic ESCM different parameters of the
model were perturbed, and for some of them it was necessary to do a new model spin-
up, apart from that the forcing was the same for all simulations. For our analysis we
will consider two scenarios namely the historical scenario, i.e. 1850 to 2005, and two
RCP scenarios, i.e. 2005 to 2100, for both the RCP4.5 and the RCP8.5 future forcing
scenario. We consider 10-years averaged values of the variables, from which we construct
correlation matrixes for all three scenarios.
4.2.4. Parameter Perturbations
In the following the single parameter perturbation experiments are explained in detail. We
chose these parameters to explore the sensitivity of the UVic-ESCM to uncertainties in
terrestrial and marine biological productivity with respect to temperature and CO2, since
these processes will influence the future carbon cycle. In addition, we added vertical dif-
fusivity, since this is a physical process influencing marine carbon uptake. All parameters
were perturbed within physically meaningful ranges, which was evaluated based on their
agreement with the time series of historical global mean air temperature (manuscript in
preparation by D. P. Keller).
Vertical Ocean Diffusivity
Small-scale physical mixing (vertical diffusivity or diapycnal mixing) in the ocean is pa-
rameterized in all global models because of their resolution. Thus, this important process,
which plays a key role in determining ocean circulation and biogeochemical cycles as
well as ocean to atmosphere heat and carbon fluxes, is set by necessity as a single global,
or several regional, values that falls within the range of observational estimates of vertical
diffusivity. To test how this affects all model results we are varying this parameterization
by increasing and decreasing it by 50% (Kv low and Kv high), which is within the range
of observational estimates Duteil and Oschlies [2011]. For these sensitivity analysis the
model was spun-up with the corresponding setting for 10000 years, until a new equilib-
rium climate state was reached.
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Biological Temperature Sensitivity
Although biological processes are known to be sensitive to temperature, there is a signif-
icant amount of uncertainty in how biology will respond to warming caused by climate
change [Friedlingstein et al., 2006; Taucher and Oschlies, 2011]. Furthermore, there are
many different ways to model the effects of temperature on biology and it is unknown
which is best for Earth system model applications. To investigate the sensitivity of bio-
logical processes to direct temperature effects we conduct simulations where direct tem-
perature effects on biology are not included. In order to ensure that global biogeochemi-
cal fluxes are as close to present-day ones as possible, flux-weighted global averages for
temperature-dependent rates are set for all temperature-dependent functions (see Taucher
and Oschlies [2011] for details).
a) No marine biological sensitivity to temperature: The results of this analysis can be used
to estimate a lower boundary for how marine plankton and their effect on biogeochemical
cycles will respond directly to global warming (no marine T sens). For this sensitivity
analysis the model was spun-up with the corresponding setting for 10000 years, until a
new equilibrium climate state was reached.
b) No terrestrial vegetation sensitivity to temperature: The results of this analysis can be
used to estimate a lower boundary for how terrestrial vegetation and its effect on the car-
bon cycle will respond directly to global warming (no terr. T sens). For this sensitivity
analysis the model was spun-up with the corresponding setting for 10000 years, until a
new equilibrium climate state was reached.
Vegetation and Soil Sensitivity to Temperature
To further investigate the sensitivity of terrestrial biology to temperature we vary the veg-
etation and soil Q10 values, which are observationally-derived coefficients that are used to
model the biological system rate of change in response to a 10  C temperature increase.
Low and high Q10 values of 1.5 and 3.0 (model default is 2.0), which are within the
range of observational estimates [Lloyd and Taylor, 1994], were set to investigate how
different terrestrial biological sensitivities to temperature affects the model results (veg
q10 low/high and soil q10 low/high). For this sensitivity analysis the model was spun-up
with the corresponding setting for 10000 years, until a new equilibrium climate state was
reached.
CO2 Fertilization of Vegetation
Increasing atmospheric CO2 is thought to stimulate terrestrial carbon uptake, through
the process of CO2 fertilization [Matthews, 2007]. This negative carbon cycle feedback
results in reduced atmospheric CO2 concentrations, and has likely accounted for a sub-
stantial portion of the historical terrestrial carbon sink [Friedlingstein et al., 2006]. How-
ever, the future strength of CO2 fertilization in response to continued carbon emissions is
highly uncertain. In order to test the impact of this uncertainty for future climate change
simulations, we followed the approach of Matthews [2007]. We scaled the CO2 sensi-
tivity of the terrestrial photosynthesis model, where we performed a simulation with no
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CO2 fertilisation effect (CO2 fert zero), as well as two simulations where we varied the
strength of the CO2 fertilisation effect by increasing and decreasing it by 50% (CO2 fert
high/low) relative to the default model. No additional model spin-up was needed, since
the CO2 fertilization effect only happens when the atmospheric CO2 concentration begins
to increase, e.g., from the preindustrial period onward.
CO2 Sensitivity of Transpiration
Transpiration by plants is highly sensitive to increases in atmospheric CO2, since plants
tend to open their stomata less often in a higher CO2 environment, in order to reduce
the water loss to the atmosphere. Several studies, both observation and model based, at-
tempted to assess the importance of this process [Keenan et al., 2013; Sleen et al., 2014].
To test how strongly this affects simulations of future climate, the amount of transpiration
for all plant functional types was scaled after Mengis et al. [2015]. This way the CO2 fer-
tilization effect is not changed. Three simulations are performed: For the first simulation,
transpiration did not change compared to preindustrial levels (transp. CO2 sens zero).
For the other two simulations, the scaled transpiration was increased and decreased by
50% of the amount that the model would simulate in the default setting (transp. CO2 sens
high/low). No additional model spin-up was needed, since the effect of changing CO2
on transpiration only becomes evident when the atmospheric CO2 concentration begins
to increase, e.g., from the preindustrial period onward.
Stoichiometric Changes in Response to Changing Ocean Carbonate Chemistry
Mesocosm studies that artificially increase the amount of CO2 in seawater (e.g., climate
change experiments) have suggested that the C:N content of marine plankton is sensitive
to the amount of carbon in seawater (sort of a fertilisation effect). The mesocosm study of
[Riebesell et al., 2007] indicated that as CO2 increases the C:N content of phytoplankton
increases, which is a change that would affect the amount of carbon exported to the deep
ocean by biological processes and have an effect on other marine biogeochemical cycles.
To test how this affects all model results we are implementing the mesocosm-derived
relationship between the atmospheric CO2 concentration and the C:N content of plankton
as in [Oschlies et al., 2008] (CN CO2 sens). No additional model spin-up was needed,
since the effect of changing CO2 on plankton stoichiometry only becomes evident when
the atmospheric CO2 concentration begins to increase, e.g., from the preindustrial period
onward.
4.3. Results
4.3.1. Indicators for the historical scenario
From the evaluation of the correlation matrix for the historical scenario as described in
section 4.2.1.2, we find that the first indicator is precipitation over ocean areas (F_precipO)
(Figure 4.3). In the correlation matrix it is evident that this model output variable is
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Fig. 4.3.: a) Correlation matrix for the historical scenario. The correlations are calculated after
the example from Figure 4.1 for each of the 46 model output variables, respectively. The ’x’s
mark the significant correlations on a 5% significance level. The order of the variable was
determined based on their correlation strength to surface air temperature (A_sat) in the historical
scenario. For details on the regarded model output variables see Table C.1.
b) indicators as found from our analysis based on the correlation matrix above as illustrated in
Figure 4.2, against the number of significant correlations.
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significantly correlated to all variables that are significantly correlated to the surface air
temperature (A_sat), with the exception of mean ocean temperature (O_temp), but in ad-
dition also links global and terrestrial precipitation and evapotranspiration (F_precip/L
and F_evap/L) as well as the surface net upward longwave radiation (F_uplwr), which are
not significantly correlated to surface air temperature (A_sat). Correspondingly it has the
highest number of significant correlations.
Surface albedo on land (A_albsurL) was identified as the second indicator. It is, after ex-
cluding all variables correlated to precipitation over ocean (F_precipO), significantly cor-
related to net surface downward shortwave radiation (F_dnswr), ocean oxygen (O_o2) and
sea surface salinity (O_salsur). The third indicator is ocean surface alkalinity (O_alksur),
which shows the same response for the parameter perturbations as ocean surface phos-
phate concentrations (O_po4sur). When excluding all variables that are correlated to
either one of the three above mentioned indicators (precipitation over ocean (F_precipO),
surface albedo on land (A_albsurL) or ocean surface alkalinity (O_alksur)) three variables
remain unclustered: Mean ocean temperature (O_temp), maximum meridional overturn-
ing (O_motmax), and ocean phytoplankton (O_phyt). Those themselves are hence single
indicators, which are needed for a fully comprehensive assessment of the regarded system.
4.3.2. Indicators for the RCP4.5 and RCP8.5 scenarios
Are these indicators found for the historical scenario sufficient for a comprehensive
assessment of future climate change?
If we would prescribe the indicators from the historical scenario, for the assessment of the
two RCP scenarios, we would not be able to comprehensively assess the entire system as
represented by our model (Figure 4.4). For the RCP4.5 scenario, we would miss informa-
tion about the variables net top of atmosphere radiation (F_netrad), ocean surface heat flux
(F_heat), net upward longwave radiation (F_uplwr) and ocean surface salinity (O_salsur).
Since net top of atmosphere radiation (F_netrad) and ocean surface heat flux (F_heat) are
significantly correlated these two are clustered under the indicator net top of atmosphere
radiation (F_netrad), and the same thing is true for the last two remaining variables, which
are clustered under the indicator net upward longwave radiation (F_uplwr), in order to
obtain a comprehensive assessment. Note, that also the variables clustered under the
single indicators differ (Figure C.1). For the historical scenario the indicator precipita-
tion over ocean (F_precipO) includes the output variables net top of atmosphere radiation
(F_netrad), ocean surface heat flux (F_heat), ocean surface nitrate (O_no3sur), top of at-
mosphere outgoing longwave radiation (F_outlwr), and net upward longwave radiation
(F_uplwr), all of which are not included in the precipitation over ocean (F_precipO) in-
dicator for the RCP4.5 scenario. The other way around, the indicators precipitation over
ocean (F_precipO) for the RCP4.5 scenario includes mean ocean temperature (O_temp),
which is not included for the historical scenario.
For the RCP8.5 scenario, the differences between the correlation matrices compared to
historical scenario are even higher (compare Figure 4.3 and 4.6). The previous analysis
already indicated that it is insufficient to use only the indicators from the historical sce-
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Fig. 4.4.: Indicators identified from the analysis of the RCP4.5 (blue) and RCP8.5 (red)
correlation matrices with the precondition to use the historical indicators first.
nario, this becomes even more obvious under the high emission scenario. Eight out of
46 considered variables would not be eincluded by the indicators of the historical sce-
nario. We need three additional indicators for a comprehensive assessment of the entire
system under consideration, namely net top of atmosphere radiation (F_netrad), ocean
surface dissolved inorganic carbon (O_dicsur), and net surface downward shortwave ra-
diation (F_dnswr) (Figure 4.4). Note that six of the eight remaining variables were ini-
tially included by the first indicator in the historical scenario (precipitation over ocean
(F_precipO)), but are no longer significantly correlated to it in the RCP8.5 scenario. This
suggests that correlations valid for the historical scenario are no longer significant in un-
der future climate change.
Which indicators would be selected if we performed the same analysis for the RCP4.5
and RCP8.5 scenarios?
For the two future scenarios, RCP4.5 and RCP8.5 we impose higher CO2 and green house
base forcing, as well as different land use forcing compared to the historical scenario. In
the RCP4.5 scenario, carbon emissions continue to rise in an intermediate high emission
scenario. In addition, the area of historical land use changes is reduced and forrest is
grown on the newly freed areas. Some of imposed parameter perturbations are designed
to scale the sensitivity of vegetation and soil to temperature and carbon, we therefore
expect these to react sensitive to this scenario. For the RCP8.5 scenario we impose a
high CO2 emission scenario (RCP8.5) and further increasing land use changes. Some of
the perturbed parameters react directly sensitive to CO2 or are temperature sensitive, and
therefore will show a strong reaction to the additional forcing. These additional forcings
are expected to change the selection of indicators.
The evaluation of the correlation matrix for the RCP4.5 scenario (Figure 4.5), resulted




















































































































































































































































































Number of significant correlations for the RCP4.5 scenario
Fig. 4.5.: Same as Figure 4.3, for the RCP4.5 scenario.
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with 34 other variables. The second indicator for the RCP4.5 scenario is precipitation over
land (F_precipL), which is in addition to all variables correlated to evaporation over ocean
(F_evapO) significantly correlated to vegetation net primary productivity (L_vegnpp), ter-
restrial evapotranspiration (F_evapL), surface albedo on land (A_albsurL) and net upward
longwave radiation (F_uplwr) (Figure C.2). The next indicators are ocean phytoplankton
(O_phyt), which is clustered with ocean surface nitrate (O_no3sur) and ocean surface
phosphate (O_po4sur), and ocean oxygen (O_o2), which is clustered with ocean surface
alkalinity (O_alksur). The last two indicators, top of atmosphere outgoing longwave radi-
ation (F_outlwr) and maximum meridional overturning (O_motmax), are needed to assess
the entire system, but are not significantly correlated to any remaining variables.
These changes in the selected indicators, can be explained when visually comparing the
correlation matrices of the historical and the RCP4.5 scenarios (Figures 4.3 and 4.5). It
is most obvious for two variables, namely air to sea carbon flux (F_carba2o) and the air
to land carbon flux (F_carba2l), which stand out in particular, because they change the
sign of correlation towards their indicator, and correspondingly to other related variables.
These changes are driven by the land forcing of the different scenarios as well as the car-
bon storage capacities of the reservoirs. In the historical scenario the land use changes,
which are prescribed from the CMIP5 forcing and based on historical data, prohibits the
land to store carbon regardless of the e.g. increasing atmospheric CO2 concentrations,
which naturally would act to fertilise the plants and increase the carbon uptake on land.
For this scenario the ocean is a carbon sink, taking up the carbon emissions from fossil
fuel combustion as well as from anthropogenic land use changes. Now in the RCP4.5 sce-
nario, anthropogenic land use is prescribed to be strongly reduced, due to an increase in
the efficiency of crop production. Hence the area of naturally occurring forest and grass
lands increase, and a higher amount of carbon is taken up by the land due to the CO2
fertilisation effect. Later in the simulations between 2050 and 2100, the land as well as
the upper ocean carbon uptake potential are saturated, the land reservoir turns into a car-
bon source for the atmosphere and the ocean carbon uptake starts to decrease from about
2050 onward. This changes in behaviour, from forced to more natural behaviour in the
terrestrial carbon reservoir, and the transition from sink to source in the oceanic reservoir,
cause the correlations to change their signs.
The first indicator for the RCP8.5 scenario is the atmospheric CO2 concentration (A_co2)
(Figure 4.6), which is significantly correlated to most other model output variables. In
addition to the variables that are also significantly correlated to surface air temperature
(A_sat) [with the exception of maximum meridional overturning (O_motmax), and air
to land carbon flux (F_carba2l), which are both significantly correlated to surface air
temperature (A_sat) but not to atmospheric CO2 (A_co2)], changes in atmospheric CO2
(A_co2) are correlated to the changes in air to sea carbon flux (F_carba2o), total ocean
carbon (O_totcarb), precipitation over ocean (F_precipO), vegetation net primary produc-
tivity (L_vegnpp), leaf area index (L_veglai), vegetation carbon (L_vegcarb), the surface
upward sensible heat flux (F_upsens), global precipitation (F_precip) and global evap-
oration (F_evap). Soil respiration (L_soilresp) is found to be the second indicator for
the RCP8.5 scenario, and is in addition to all variables correlated to atmospheric CO2




















































































































































































































































































Number of significant correlations for the RCP8.5 scenario
Fig. 4.6.: Same as Figure 4.3, for the RCP8.5 scenario.
60
SYSTEMATIC CORRELATION MATRIX EVALUATION (SCOMAE) - A METHODOLOGICAL
APPROACH TO FIND INDICATORS FROM EARTH SYSTEM VARIABLES
transpiration (F_evapL), precipitation over land (F_precipL), net surface downward short-
wave radiation (F_dnswr), ocean surface heat flux (F_heat), and net top of atmosphere
radiation (F_netrad) (Figuer S3). Ocean phytoplankton (O_phyt) was identified as the
third indicator for this scenario, it is significantly correlated with ocean ocean surface ni-
trate (O_no3sur) and ocean surface phosphate (O_po4sur), this is the same cluster as for
the RCP4.5 scenario. The fourth indicator is ocean oxygen (O_o2), which explains the
variability in ocean surface alkalinity (O_alksur), again the same cluster is found in the
RCP4.5 scenario. As before, there are variable left, which are needed fro a comprehensive
assessment, but are uncorrelated to any other leftover variable for the RCP8.5 scenario,
which then in turn become single indicators: air to land carbon flux (F_carba2l), top
of atmosphere outgoing longwave radiation (F_outlwr), net upward longwave radiation
(F_uplwr), and maximum meridional overturning (O_motmax).
4.3.3. Indicators from common correlation matrix of the historical, RCP4.5 and RCP8.5
scenarios
Is it possible to find a general indicator set, valid for all three scenarios?
Considering only correlations, that are significant in all three scenarios, makes it possi-
ble to find an indicator set, that comprehensively assesses all three scenarios and clusters
the same variables under one indicator. The resulting indicator set looks very different
from the sets found for the single scenarios. Most obvious is the fact, that it has a larger
number of indicators needed (Figure 4.7), due to the lower number of significant corre-
lations. The first indicator is atmospheric CO2 (A_co2), the same first indicator as for
the RCP8.5 scenario. It is significantly correlated to 27 other output variables for all the
regarded scenarios, i.e. independent of strength of the CO2 forcing. Note that only two
variables which were correlated to atmospheric CO2 (A_co2) in the RCP8.5 scenario are
now uncorrelated: air to sea carbon flux (F_carba2o) and sea surface salinity (O_salsur).
The fact that atmospheric CO2 (A_co2) is the first indicator hints to the importance of
the atmospheric CO2 content for determining the reaction of other variables that describe
e.g. changes in temperatures, carbon fluxes and moisture fluxes over the ocean. The
next indicator is precipitation over land (F_precipL), which is clustered with terrestrial
evapotranspiration (F_evapL) and net upward longwave radiation (F_uplwr) (Figure C.4).
This cluster would accordingly represent changes in terrestrial moisture fluxes and the re-
sulting surface upward longwave radiation. The surface net upward longwave radiation
relates to the surface air temperature, which is strongly influenced by the amount of evap-
otranspiration, and the resulting evaporative cooling. Note, that the fact that terrestrial
moisture fluxes are clustered under a different indicator, hints to a different sensitivity
of this variable to climate change and the perturbed parameters. Since these three vari-
ables show significant correlations to each other in all three scenarios, one could use all
of them as the indicator for this cluster interchangeably. The same is true for the next
indicators and their clusters, which are air to sea carbon flux (F_carba2o) and soil respira-
tion (L_soilresp), net top of atmosphere radiation (F_netrad) and ocean surface heat flux
(F_heat), and net surface downward shortwave radiation (F_dnswr) and surface albedo









































































































































































































































































































A_ sat F_ precipO F_ netrad F_ dnswr O_ totcarb O_ no3sur F_ outlwr F_ uplwr O_ o2 O_ alksur O_ phyt O_ salsur O_ po4sur O_ motmax
all three periods
all three periods, but A_sat is prescribed
Fig. 4.7.: a) Correlation matrix for all three scenarios, the colors indicate in which scenarios the
corresponding variables show a significant correlation, see colorbar for explanation. The ’x’s
mark variable combinations, where the correlation is significant on a 5% significance level in all
three scenarios. For details on the regarded model output variables see Table C.1.
b) indicators as found from the analysis based on the correlation matrix above against the number
of significant correlations (blue) and with the condition, that surface air temperature (A_sat) is
prescribed as the first indicator (red).
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sessment are air to land carbon flux (F_carba2l), ocean surface nitrate (O_no3sur), top
of atmosphere outgoing longwave radiation (F_outlwr), ocean oxygen (O_o2), ocean sur-
face alkalinity (O_alksur), ocean phytoplankton (O_phyt), sea surface salinity (O_salsur),
ocean surface phosphate (O_po4sur) and maximum meridional overturning (O_motmax).
The comparison of the correlations in the different scenarios shows, that there are more
similar correlation patterns for the historical and RCP4.5 scenarios, than for the historical
and RCP8.5 scenarios (Figure 4.7), i.e. more reddish shading than bluish. Indicating that
for a lower future emission scenario, the indicators from the historical scenario are more
suitable than for a higher future emission scenario, with the exception of the terrestrial
and oceanic carbon fluxes as discussed before. Furthermore, greenish shading indicated
that the correlations are valid in both RCP scenarios, indicating that those correlations
depend on a higher atmospheric carbon content in order to become valid.
What happens if we decide to prescribe that surface air temperature (A_sat) should
be the first indicator?
Prescribing the variables surface air temperature (A_sat) as the first indicator, due to its
political societal, ethical and economical, importance, leads to a different indicator set
(Figure 4.7, Bottom). Of course the indicators, that are not significantly correlated to any
other variable remain, i.e. the last eight indicators as mentioned above. However, three of
the first 5 indicators also changed, namely surface air temperature (A_sat), precipitation
over ocean (F_precipO) and total ocean carbon (O_totcarb) replaced atmospheric CO2
(A_co2), precipitation over land (F_precipL) and air to sea carbon flux (F_carba2o) (Fig-
ure C.5). Net top of atmosphere radiation (F_netrad) and net surface downward shortwave
radiation (F_dnswr) remain as indicators with the same underlying clusters. Almost all
of the variables which are initially clustered under atmospheric CO2 (A_co2), but are not
significantly correlated to surface air temperature (A_sat), are now clustered under pre-
cipitation over ocean (F_precipO), with the exception of total ocean carbon (O_totcarb),
which becomes a single indicator in that case. These are variables (precipitation over
ocean (F_precipO), global evaporation (F_evap), global precipitation (F_precip), vege-
tation net primary productivity (L_vegnpp), leaf area index (L_veglai), vegetation car-
bon (L_vegcarb) and surface upward sensible heat flux (F_upsens)) are mainly describing
global and oceanic moisture fluxes, as well as carbon fluxes or reservoirs on land. In addi-
tion to those variables, precipitation over ocean (F_precipO) incorporates air to sea carbon
flux (F_carba2o) and soil respiration (L_soilresp), both of which are clustered under the
air to sea carbon flux (F_carba2o) indicator in the initial analysis, and precipitation over
land (F_precipL) and terrestrial evapotranspiration (F_evapL), which where both clus-
tered under precipitation over land (F_precipL) indicator before. net upward longwave
radiation (F_uplwr), which was also clustered under precipitation over land (F_precipL)
becomes a single indicator, remaining unclustered in the case that surface air temperature
(A_sat) as first indicator is prescribed. Air to land carbon flux (F_carba2l), which was






































































Fig. 4.8.: Clusters of the common indicator that are scientifically meaningful to identify
indicators from them.
What if we prescribe the clusters by scientific meaningful categories?
To test if we can use knowledge of the Earth system to find meaningful clusters and
reduce the amount of needed indicators, we clustered the model output variables into
five categories describing temperatures, moisture fluxes, carbon fluxes, carbon reservoirs,
and heat fluxes. The eight unclustered variables as found in the previous analysis will of
course remain.
After clustering the variables following these categories (Figure 4.8), we can see very dif-
ferent behaviours in the single clusters. For the temperatures cluster we find that almost all
the variables are significantly correlated in all the three scenarios. A similar result is found
for the carbon reservoirs cluster. Both of these clusters can be represented by choosing one
indicator for the clusters, e.g. for the temperatures we surface air temperature (A_sat), sur-
face air temperature over ocean (A_satO) or sea surface temperature (O_tempsur) could
be used. For the the clusters describing fluxes in the Earth system model, the selection of
one indicator is more difficult, since often the forcing in one of the scenarios changes the
correlation between the variables. For the moisture fluxes, we would need to chose two
indicators, namely precipitation over ocean (F_precipO) or global evaporation (F_evap)
and surface specific humidity (A_shum). The carbon fluxes cluster also needs two in-
dicators to represent the whole cluster, soil respiration (L_soilresp) and sea surface pH
(O_phsur). For both these clusters it is mainly the RCP8.5 scenario that changes the sig-
nificance of the correlations, with only two exceptions (the correlation of air to sea carbon
flux (F_carba2o) to leaf area index (L_veglai) and vegetation net primary productivity
(L_vegnpp), which is changes if the land use forcing is reduced). This again indicates
that with increasing atmospheric carbon concentrations some prevailing relationships in
the Earth system might be changed.
The heat fluxes cluster has the most complicated outcome. All combinations of signifi-
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cant correlations between the three scenarios are represented, hinting to the fact that heat
fluxes might be very sensitive to changes in the imposed forcing. This results in two indi-
cator that can be found due to clusters of robust correlations across all scenarios, namely
net top of atmosphere radiation (F_netrad) and net surface downward shortwave radiation
(F_dnswr). But the three remaining heat fluxes are unclustered and would be needed as
single indicators. Adding up all the newly found indicators we would end up with 19 indi-
cators, which would be needed for a comprehensive assessment of the system as clustered
by the inclusion of expert judgement. Although this is a higher number of indicators than
what was found, under the systematic correlation matrix evaluation, but it is noteworthy,
that these indicators now would already include some kind of meaningful information
about the system.
It could be argued that the expert judgement was made imperfectly, and with better un-
derstanding of the Earth system fewer indicators could be selected. This is undoubtably
true, however this clusters were defined without regarding the correlation matrix in the
first place, so to be uninfluenced by the results. This would reflect an expert judgement
excluding the learning process from looking at the outcome, i.e. testing if the hypothe-
sis is true without adjusting it to the outcome. It is noteworthy, that by defining clusters
we lose the opportunity to find previously unknown relationships or correlations between
variables.
4.4. Discussion
4.4.1. Limitations of this study
One limitation of the presented case study, is that the results are strongly dependent on
the model used, as well as on the chosen perturbed model parameters. The selected pa-
rameters in this study mainly represent temperature and CO2 sensitivities of the model.
This biases the correlation analysis of the model output variables towards their sensitivity
to the selected perturbations (for a detailed discussion see section C.1 and Figure C.6 in
the supplemental information). For out case study, we wanted to assess the uncertainty of
the biological system towards increasing temperatures and CO2 levels as well as some pa-
rameters that might influence these factor due to uncertainty in physical parameterisations.
Therefore we chose to implement these parameter perturbations, since these sensitivities
will become important under future high CO2 and temperature forcing. For other ex-
periments, one might be more interested in different uncertainties in the simulated Earth
system, such as clouds or climate sensitivity, then these parameter perturbations ought to
be considered, which will change the patterns of the correlation matrix.
It is important to stress the fact, that the regarded Earth system variables are global ag-
gregates and miss information on regional changes. Again for our case study it might
be sufficient to initially regard global aggregates, but it is important to mention, that the
global aggregate is not always positively correlated to the regional changes (for more
details see section C.2 and Figure C.7 of the supplemental information), and therefore
misrepresents these regions. It is therefore insufficient to only regard the global aggre-
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gates for a thorough assessment of the climate change impacts.
Furthermore, we restrict our case study to regard temporal changes between two time
scenarios, and thereby miss information about the temporal development of the model
variables. This approach was chosen, since the UVic ESCM is a model with low internal
variability, which would hence not show interesting information in case of temporal corre-
lations. Investigating the model’s sensitivity to the parameter perturbations was therefore
the more interesting choice of experiment.
These discussion points from our case study already illustrate the sensitivity of the corre-
lation matrix towards the way it is constructed. Starting with the question to use global
vs. regional aggregates, which model to use, parameter sensitivity analysis vs. temporal
correlations, choice of significance level, and so on. These questions have to be answered
depending on the research hypothesis, as is the case before every scientific experiment.
Thereafter, the correlation matrix and SCoMaE can be used as a tool for a thorough as-
sessment of the experiment. All these choices on the construction of the correlation matrix
make the assessment partly subjective again.
It needs to be mentioned, that this assessment, if based on an Earth system model, repre-
sents the natural science perspective on the indicator selection. Important characteristics
as discussed by [Radermacher, 2005], are not necessarily included in this evaluation. The
selection process of the indicators misses political, ethical and economical considerations
and therefore is not suited to identify, policy-relevant indicators on its own. Nevertheless,
if political, ethical and economical considerations were to be included in this analysis,
and e.g. it was decided to use surface air temperature (A_sat) as the first indicator this
can be implemented and the remaining indicators needed to assess the entire system can
be identified using this approach. In addition, we are regarding the Earth system as rep-
resented in a model, hence we do not include information about measurability in this
analysis. The selected indicators are reasonable in our model domain, but hold problems
in their application, since the measurability may not be given. This would be the case
for e.g. precipitation over ocean (F_precipO), the indicator for the historical scenario.
Although this variable might be correlated to a lot of other relevant variables, there is a
lack of long term historical precipitation measurements over the ocean [New et al., 2001].
Accordingly it would be difficult to obtain longterm time series for this variable and is
therefore limited in the assessment of trends and variability.
4.4.2. Discussion of results from the case study
Our analyses showed, that an assessment of the Earth system depends on the considered
time scenario, or maybe more accurately the imposed forcing scenario. For future sce-
narios with different forcings (e.g. higher CO2 forcing during the RCP8.5 scenario, or
reduced anthropogenic land use forcing during RCP4.5 scenario compared to the histor-
ical scenario) it is insufficient to apply the historical indicator set. We find that different
indicators sets are needed in order to account for climatic changes in the future forcing
scenarios.
Nevertheless, there is some overlap between the clusters of the different scenarios. Two
clusters are repeated for both future emission scenarios, namely ocean phytoplankton
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(O_phyt), clustered with ocean surface phosphate (O_po4sur) and ocean surface nitrate
(O_no3sur); and ocean oxygen (O_o2) clustered with ocean surface alkalinity (O_alksur).
These two clusters seem to be consistent, if the atmospheric CO2 concentration is in-
creased, but do not hold for the historical scenario. As a result, all these variables are
unclustered in case of a common indicator selection, causing the number of selected indi-
cators for a common indicator set to increase.
For the common indicator selection (as well as the assessment of the RCP8.5 scenario)
atmospheric CO2 (A_co2) is the first indicator, being significantly correlated to most of
the other model output variables parameter sensitivities. In addition, we find four smaller
clusters with interchangeable indicators, which show robust correlations between vari-
ables for all three scenarios. Lastly there are eight unclustered variables.
For the clusters of the common indicator set, the correlations remain significant even un-
der different atmospheric carbon contents or land use forcings. Are these correlations
scientifically sound? Atmospheric CO2 (A_co2) as the first indicator clusters changes
in carbon fluxes, temperatures, and moisture fluxes over the ocean. The second indicator
represents the variability of moisture fluxes on land and the associated cooling effect. This
is different from the global and oceanic moisture fluxes, due to the sensitivity of transpi-
ration to CO2 [Mengis et al., 2015], which is represented in the parameter perturbations.
Two other clusters are net top of atmosphere radiation (F_netrad) and ocean surface heat
flux (F_heat), which are intuitively connected, and net surface downward shortwave ra-
diation (F_dnswr) and surface albedo on land (A_albsurL), which are connected, since
changes in vegetation on land due to the parameter perturbations influence both the sur-
face albedo on land and the incoming shortwave radiation at the surface.
Air to sea carbon flux (F_carba2o) and soil respiration (L_soilresp) are also clustered for
all the scenarios, but shows a negative correlation in the historical scenario and positive
correlations in the two RCP scenarios, indicating that they are dependent on the carbon
concentrations in the atmosphere. The predominant parameter perturbation for those cor-
relations is the CO2 fertilisation sensitivity. For the historical scenario, with higher CO2
fertilisation the soil respiration increases due to an increase in the soil carbon pool, while
the carbon fluxes from atmosphere to ocean slightly decrease with increasing fertilisation
effect, due to the reduced atmospheric carbon concentration. Now in the future scenarios,
both carbon fluxes are increased with higher CO2 fertilisation strength, for soil respira-
tion (L_soilresp) the underlying process is still the same. For the air to sea carbon flux
(F_carba2o) flux the correlation to atmospheric CO2 (A_co2) however turns negative for
the future scenarios and the high CO2 fertilisation scenario. With higher CO2 fertilisa-
tion, the atmospheric carbon content still decreases, however the atmosphere to ocean
carbon fluxes are increasing with higher CO2 fertilisation strength, since the terrestrial
and oceanic carbon reservoir reach saturation during this scenario. Now with higher CO2
fertilisation, the rate of carbon uptake on land is higher causing the land to reach its satu-
ration state earlier, but the ocean to reach its later. This results in a higher flux of carbon
to the ocean for higher CO2 fertilisation simulations. Although the clusters of significant
correlations all are reasonable (scientific sound), some connections are more straightfor-
ward, than others.
This is different than when we prescribe the clusters by scientific meaningful categories.
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In this case the interpretation of the results is straight forward, however we rid ourselves
of the possibility finding correlations that are meaningful, but were not considered before,
i.e. the possibility to learn something from this method.
4.5. Conclusions
In this study we introduce a method to systematically identify indicators from Earth sys-
tem variables, and we show an example of how the method could be applied by using
an intermediate-complex Earth system model. Our analyses concerning three different
scenarios, highlighted the necessity of a re-evaluation of the selected indicator sets with
time. We show that it is not sufficient to apply the indicator set found for the historical
scenario to neither an intermediate-high nor a high future emission scenario. Different
indicator sets are needed for the assessment of these three scenarios.
Furthermore, we show that including expert judgement in the indicator selection, simpli-
fies the interpretation of the clusters. However, the total number of indicators needed for a
thorough assessment increases. Since some correlations between Earth system variables
might not be considered, due to the lack of knowledge/expertise, they cannot be taken
into account for process of finding clusters.
By combining the three scenarios, we found a common indicator set, which had a higher
number of indicators compared to each of the single indicator sets. It enables us to iden-
tified robust correlations between Earth system variables across the three scenarios, and
points out the Earth system variables which are uncorrelated, if all three scenarios are to
be considered.
Although it is beyond the scope of this study to provide a normative framework for in-
dicator selection, which would require the inclusion of stakeholders, we here provide
scientific-based information on the robustness of the indicator selection. If however the
decision was made to use surface air temperature (A_sat) as the first indicator this can
simply be implemented in this methodology and the remaining indicators needed to as-
sess the entire system can be identified using this approach.
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5. Selecting Indicators from Earth system variables to assess
Climate Engineering
This chapter is a manuscript in preparation by Mengis N., W. Rickels, D. P. Keller, M.
Quaas and A. Oschlies (2016).
Abstract This is the first study to systematically identify changes in correlation patterns
introduced by three idealised Climate Engineering (CE) scenarios: Large-scale Afforesta-
tion, Ocean Alkalinity Enhancement and Solar Radiation Management. First we investi-
gate how the chosen CE methods alter prevailing correlations between Earths system vari-
ables compared to one intermediate-high (RCP4.5) and one high (RCP8.5) future emis-
sion scenario. To enable a comprehensive comparison of the thee scenarios, the common
correlation matrix of the three methods is systematically evaluated to identify an indicator
set. A preliminary evaluation of the three scenarios based on these indicators remains in-
conclusive, since it depends on the regarded indicator as well as the sensitivity simulation,
which scenario performs ’best’ in staying close to the 2005–2010 reference climate state.
If the indicators are further aggregated into a metric in order to reduce the complexity, a
ranking of the different scenarios becomes evident. Given all assumptions, we find that
overall the RCP4.5 scenario performs ’best’ in staying close to the reference climate state.
Solar Radiation Management is identified as the ’best’ CE scenario, followed by Ocean
Alkalinity Enhancement and Large-scale Afforestation. The latter performs comparable
to the RCP8.5 scenario. This study is an important first step towards a more systematic
assessment of CE methods, however side-effects of the different CE methods will require
a more detailed assessment, particularly, an extensive risk analysis on regional scales is
necessary for a thorough evaluation.
5.1. Introduction
Measured, calculated, and forecasted quantitative variables are used to assess the complex
reality by indicating the state of a specific matter. For the specific matter of current climate
change, most attention is usually devoted to global mean temperature, making it the most
commonly used indicator among the various Earth system variables for climate change
assessment. This indicator on the state of the climate system can then be combined with
other indicators (for example reflecting information about socio-economic states) for the
assessment of mitigation and adaptation policies. Besides practical and social aspects for
selecting global mean temperature over other possible indicators, its selection can be (sci-
entifically) justified by the aspect that other Earth system variables are often correlated
with global mean temperature. However, in an engineered climate resulting from the ap-
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plication of radiation management (RM), terrestrial or marine carbon dioxide removal (t-
and mCDR, respectively), prevailing relationships between Earth system variables may
no longer remain valid. Consequently, a comparative assessment of climate engineering
requires a comprehensive discussion of the indicator selection process from Earth system
variables. Deriving and agreeing on appropriate indicators for Climate Engineering (CE)
assessment is probably one of the major challenges in the CE debate.
In the following we shortly discuss typical indicators used in the assessment of the two
major CE categories. RM methods are supposed to change the Earth’s radiation budget
by, e.g. increasing the reflectivity of the Earths surface and thereby reducing the amount
of incoming solar radiation, or by making the atmosphere more transparent for outgoing
long-wave radiation emitted from the Earth’s surface. In studies on the topic, authors
have stressed that applications of SRM cannot exactly compensate for the greenhouse gas
(GHG)-induced temperature increase and therefore will have different impacts on climate
than application of emission control [Kravitz et al., 2013a]. Since the early studies, pre-
cipitation in addition to temperature and atmospheric circulation changes has been in the
focus of the debate, both on a global and regional scale [Tilmes et al., 2013]. Generally,
the assessment of RM methods is focused on atmospheric variables. Less attention has
been devoted to variables like sea ice coverage, vegetation net primary production or sea
level rise [e.g., Berdahl et al., 2014; Pongratz et al., 2012; Keller et al., 2014] (See Table
D for an overview on assessed indicators of the different CE methods).
CDR methods generally aim at reducing the anthropogenic carbon content in the atmo-
sphere, by sequestering carbon in reservoirs with long term storage capacities, this is apart
from the possibility of reducing the emissions in the first place. For tCDR methods large
areas of forest or grassland are managed in order to remove carbon from the atmospheric
and sequester it in the terrestrial carbon reservoir, or to use the products as a substitute
for fossil fuels and sequester the emitted carbon [Stavi and Lal, 2012; Azar et al., 2013].
The literature on the assessment of LAF concentrates on terrestrial impacts, such as veg-
etation carbon content, terrestrial respiration or soil moisture, as well as on atmospheric
consequences, like the atmospheric carbon content, precipitation or land surface albedo
[e.g. Pongratz et al., 2011; Ridgwell et al., 2009]. For mCDR the carbon storage capacity
of the marine system ought to be enhanced, by either enhancing the biological produc-
tivity and the carbon sequestration via the biological pump, or by enhancing the physical
storage capacity of seawater by adding alkaline substances to the ocean’s surface waters.
Comparable little literature on mCDR exists and it mainly focuses of oceanic Earth sys-
tem indicators for circulation changes and ocean biogeochemistry, as well as atmospheric
temperature (see Table D).
The (implicit) selection of additional indicators for the assessment of CE is not based on
any set of agreed guidelines or a comprehensive discussion and is therefore, even though
in a kind of scientific consensus, a normative choice in the assessment of CE. However,
there exist no unambiguous rules for selecting indicators [Böhringer and Jochem, 2007].
Thus, we propose that indicators should be selected in a more systematic and transparent
manner. There is a wide agreement that a broad set of variables and therefore possible
indicators should be considered at the initial level from which one selects then appro-
priate ones according to some transparently explained method [e.g., Pintér et al., 2005;
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Kopfmüller et al., 2012]. In general, the selection and construction of indicators has to
deal with the conflicting goals of statistical measurability, scientific consistency, and po-
litical relevance [Radermacher, 2005].
In this study, we provide a comprehensible method to determine robust indicators for a
systematic CE assessment. In section 5.4, we investigate how the simulation of three
idealised CE methods changes prevailing relationships as represented in the model. By
constructing a common correlation matrix, in section 5.5, indicators needed for a compre-
hensive, comparative assessment of these CE methods are identified. Finally, in section
5.6 we attempt to evaluate the three CE methods based on the identified indicators as well
as based on an aggregated metric.
5.2. Earth system indicators and reference points in the CE literature
5.2.1. Earth system indicators
Available published climate engineering research articles were examined to see which
indicators are evaluated in figures, tables, and main sections of the text. The utilised
indicators were then classified according to the assessed spatial and temporal scales (Table
D).
The overview of indicators from the literature review added information to the list of Earth
system variables, which was initially constructed based on expert judgement. Finally, we
obtained a list of 46 Earth system variables, which was uses as a basis for the assessment
of CE. Note that for this study as a first attempt globally aggregated Earth system variables
will be considered.
5.2.2. Choice of Reference Points
For an evaluation of different climate engineering methods, we need to define a refer-
ence point in time at which we want to compare the climate states of the different sce-
narios. Most model assessment approaches chose the climate state in 2100. Now for a
climate change assessment naturally one would consider changes from present day or pre-
industrial to 2100. Already this choice implicitly includes some kind of judgement: If the
future climate change is to be compared to pre-industrial conditions, this will look more
drastic, than a comparison against present day climate. On the other hand, this choice
might be reasonable, because changes are put into more perspective and show deviations
from the natural unperturbed climate system. Does this already imply, that such a climate
state might be the desirable goal for the future climate state? One might argue that the
comparison to present day conditions will illustrated more practically what changes we
are to expect compared to our todays climate, accepting the changes of the system that
have occurred so far.
In the CE literature as well as in the results of the Geoengineering Model Intercompari-
son Project (GeoMIP), there is not a common reference point against which CE methods
are evaluated. Some use preindustrial, some the Representative Concentration Pathway
72
SELECTING INDICATORS FROM EARTH SYSTEM VARIABLES TO ASSESS CLIMATE
ENGINEERING
(RCP) 4.5, or the RCP8.5 climate state in 2100 as the reference, this also depends on
the chosen reference emissions scenario. Note, that within the progress of GeoMIP even
the reference climate change scenario changed. While in the first two phases of GeoMIP,
the RCP4.5 emission scenario was used as the underlying climate change scenario and
Climate Engineering experiments were imposed on this reference scenario, realising that
with our current emissions we are more likely to follow a high emissions scenario, in the
next round of GeoMIP the high forcing (likely similar to RCP8.5) will be used as the un-
derlying emission scenario. The medium high forcing scenario (likely similar to RCP4.5)
is then used as a target to be reached by Climate Engineering in the two new GeoMIP
experiments.
It makes sense to compare the 2100 climate states of the reference scenario and the ex-
periment in order to assess which impact the methods would have. However, this does
not give information of the changes that we would have to expect compared to nowadays
climate. If for example future precipitation is decreased by a CE method relative to the
RCP8.5 scenario, in which precipitation might increase, the important question is how
much does it change relative to today’s precipitation. Again the choice of reference sce-
nario for the evaluation of CE methods holds a value judgment. If results are shown with
respect to RCP8.5 in 2100, we will most likely see e.g. a cooling of surface temperatures,
however compared to nowadays the climate system might still be warming, indicating that
the choice of reference point defines the sign of the presented changes.
5.3. Methods
5.3.1. Model Description
The model employed is version 2.9 of the University of Victoria Earth System Climate
Model (UVic ESCM), an Earth system model of intermediate complexity [Eby et al.,
2013]. It includes schemes for ocean physics based on the Modular Ocean Model Version
2 (MOM2) [Pacanowski, 1995], ocean biogeochemistry [Keller et al., 2012], and a terres-
trial component including soil and vegetation dynamics [Meissner et al., 2003]. The ocean
biogeochemistry is based on a simple NPZD model [Keller et al., 2012]. The terrestrial
component consists of simplified versions of the Met Office Surface Exchange Scheme
(MOSES) and the Top- down Representation of Interactive Foliage and Flora Including
Dynamics (TRIFFID) vegetation model [Cox et al., 1998; Cox, 2001]. The vegetation
scheme calculates the state of the terrestrial biosphere in terms of soil carbon, and the
structure and coverage of bare soil or five plant functional types [Meissner et al., 2003].
The ocean models is coupled to a thermodynamic sea-ice model [Bitz and Lipscomb,
1999] with elastic visco-plastic rheology [Hunke and Dukowicz, 1997]. The atmosphere
is represented by a two dimensional atmospheric energy moisture balance model [Fan-
ning and Weaver, 1996].
All model components have a common horizontal resolution of 3.6   longitude and 1.8
  latitude and the oceanic component has a vertical resolution of 19 levels, with vertical
thickness varying between 50 m near the surface to 500 m in the deep ocean. Wind veloci-
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ties used to calculate advection of atmospheric heat and moisture as well as the air-sea-ice
fluxes of surface momentum, heat and water fluxes, are prescribed as monthly climatolog-
ical wind fields from NCAR/NCEP reanalysis data [Keller et al., 2014]. Wind anomalies,
which are determined from surface pressure anomalies with respect to pre-industrial sur-
face air temperature, are added to the prescribed wind fields.
5.3.2. Implemented Climate Engineering Methods
For our experiments we implemented three exemplary Climate Engineering methods,
each of which concerns one of the three main components of the Earth system: Solar
radiation management (SRM) directly affects the radiation balance of the atmosphere,
large-scale afforestation (LAF) influences primary production on land, and ocean alkalin-
ity enhancement (OAE) directly affects biogeochemistry in the ocean. All CE schemes
are implemented under a high emission scenario (RCP8.5) and aim at reaching an inter-
mediate high emission scenario (RCP4.5) concerning varying components of the Earth
system.
For the implemented SRM scheme, a dimming of the sun by e.g. successful deployed
sunshades, is implemented in the model, reducing the amount of top of the atmosphere
incoming shortwave radiation. This climate engineering method was designed to reach
the top of the atmosphere radiative forcing of the RCP4.5.
The LAF scenario reduces the area of land used for agriculture, following the RCP4.5 land
use changes. For the UVic ESCM this means that areas prescribed as grasslands, repre-
senting agricultural areas, are reduced and allowed to develop naturally. This unmanaged
afforestation scheme assumes that the naturally occurring vegetation has a higher carbon
storage capacity compared to the vegetation that is planted if the land is used for agricul-
ture. In our model the main transition occurs in the tropical areas, where the C3 grass
lands, representing agriculture lands, are reduced in favour of broadleaf trees, which in-
deed have a higher carbon content per square meter.
For the OAE scenario, the ocean surface alkalinity is enhances so that the ocean takes up
enough carbon for the atmospheric CO2 content to matches RCP4.5 CO2 concentrations.
Note, that for this approach, the surface alkalinity of each grid cell is multiplied by a fac-
tor larger one, if the simulated atmospheric CO2 concentration deviates by more than 1%
from the target RCP4.5 CO2 concentration, so that the surface ocean can take up more
CO2. This leads to local high surface alkalinity values.
All three CE methods start in 2005 so that they smoothly follow the RCP4.5 forcing. It
is however noteworthy, that since the RCP4.5 and RCP8.5 scenarios start to deviate (con-
cerning CO2 and radiative forcing) only from about 2020 onward, the SRM and OAE
methods start gradually to show effects only then. However the LAF scenario continually
changes the land surface forcing starting from 2005 onward, which reflects the reality.
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5.3.3. Indicator Selection and Metric Construction
Systematic Correlation Matrix Evaluation (SCoMAE)
For the evaluation of the model results we applied the method described in Chapter 4
using the same sensitivity simulations as described in Section 4.2.4, with the exception
of the zero CO2 fertilisation simulation. This simulation forces a unrealistically strong
ocean alkalinity enhancement, due to its rather large atmospheric CO2 content, resulting
from the lack of carbon uptake by land. This make a total of 15 parameter perturbation
simulations. The correlation matrices were constructed to find a common indicator for
the single CE methods and the two underlying forcing scenarios (RCP8.5 and RCP4.5),
as well as to find a common indicator for the assessment of the three CE methods.
The indicator identified for the three CE methods, are the used for a preliminary evalua-
tion of the CE methods. Two reference points are chosen. First all five scenarios, Climate
Engineering and climate change, are evaluated against their closeness to the 2005–2010
reference state. The closer the scenarios are to this reference state is defined the ’better’.
This implies the normative statement, that it is desirable to stay close to todays climate
conditions. The second reference point is the state of the RCP4.5 simulation in 2090–
2100. Here we evaluate the three CE scenarios based on their ability to reach the defined
target.
Metric Construction from Earth system variables
In order to construct a metric from the selected Earth system indicators, we need to trans-
form the Earth system variables so that the averaging process is not influenced by the
measurement units in which the indicators are expressed [e.g. Ebert and Welsch, 2004].
We therefore apply a min-max scaling to the absolute differences of all simulations of all
scenarios in 2090–2100 relative to the chosen reference point of 2005–2010, and subtract
them from 1.
Inorm = 1  [(I   Imin)/(Imax   Imin)] (5.1)
Where Inorm is the normalised Earth system variable with 0  Inorm  1 and a value of 1
indicates a good performance. I is the absolute difference of the specific simulation of the
scenario in 2090–2100 relative to 2005–2010, whereby deviations in both direction lead
to a bad performance, and Imin and Imax are the respective minimum and maximum values
of all the simulations and scenarios.
Thereafter, generalised means of (i) the selected indicators from the SCoMaE and (ii) all
46 Earth system variables are calculated, following:




ai ⇤ I(s 1)/si ]
s/(s 1) (5.2)
Where ai > 0 are the weights of the indicators, and 0  s  •, it the elasticity of substi-
tution between the different indicators [Solow, 1956; Arrow et al., 1961].
For the metric constructed from the identified Earth system indicators from the SCo-
MaE analysis we apply weights ai based on the number of correlated relative to the total
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number of variables. Here we explicitly weight all non-selected variables with a weight
of zero. For the metric constructed from all 46 Earth system variables we apply equal
weights. Following Sterner and Persson [2008], we take s = 0.5.
The metric is lastly averaged over the sensitivity simulations to obtain one number for
each scenario, based on which we can identify the scenario with the ’best’ outcome.
5.4. Earth system indicators for CE schemes compared to the default
RCP scenarios
Based on the approach described in Chapter 4, the correlation matrices for the different
climate engineering as well as for the climate change and mitigation scenario are com-
pared. The aim is to find common features between the scenarios to understand the forcing
effect from the imposed climate engineering methods.
5.4.1. Solar Radiation Management
In the SRM scenario, the radiative forcing targets the RCP4.5 scenario, and atmospheric
CO2 is close (but not equal, due to carbon cycle feedbacks) to the RCP8.5 scenario. Com-
paring patterns of significant correlations for the different scenarios (Figure 5.1, Top),
illustrates how the implementation of SRM changes prevailing relationships in the Earth
system, as represented by the UVic ESCM. The SRM implementation allows the distinc-
tion of temperature/radiative forcing dependent correlations and atmospheric CO2 depen-
dent correlations. From the evaluation of the common correlation matrix, we identify
six clusters in the SRM scenarios (Figure 5.2). The first indicator is evaporation over
ocean (F_evapO) and represents mainly changes in temperatures and therefore associ-
ated in sea ice, but also sea surface partial CO2 pressure (O_pco2sur), total land carbon
(L_totcarb), and soil carbon (L_soilcarb), i.e., three carbon based Earth system variables
are clustered under this indicator. The second indicator is leaf area index (L_veglai), rep-
resenting land based Earth system variables concerning carbon, moisture and heat fluxes.
The third indicator is total ocean carbon (O_totcarb), representing changes in ocean tem-
peratures, carbon and partly also in biogeochemistry. Some of these changes are however
also clustered in the fifth indicator ocean phytoplankton (O_phyt), which in addition also
represents changes in ocean surface nitrate and phosphate (O_no3sur and O_po4sur, re-
spectively). The fourth indicators is atmospheric CO2 concentration (A_co2) and repre-
sents variables, which are directly linked to atmospheric CO2, namely total atmospheric
carbon (A_totcarb), sea surface dissolved inorganic carbon (O_dicsur), and sea surface
pH (O_phsur). The last cluster represents radiative heat fluxes, i.e., net top of atmosphere
radiation (F_netrad) and ocean heat flux (F_heat). Five of the Earth system variables re-
main unclustered: ocean maximum meridional overturning (O_motmax), ocean surface
salinity (O_salsur), top of atmosphere outgoing longwave radiation (F_outlwr) and the
atmosphere to land and ocean carbon fluxes (F_carba2l and F_carba2o, respectively).
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Number of significant correlations for rcp45, rcp85 and SRM
Fig. 5.1.: Top: Common correlation matrix for the SRM, RCP4.5 and RCP8.5 scenarios. The
shading indicates in which scenarios correlations between Earth system variables are significant,
crosses indicate where they are significant in all three scenarios. Bottom: Headline indicators
resulting from the systematic evaluation of the correlation matrix.
Light blue shading in Figure 5.1 illustrates significant correlations in both default RCP
scenarios, but no significant correlation in the SRM scenario, indicating that the SRM
implementation changed the relationships between these variables to be insignificant, and
often to even change the sign of correlation to e.g. surface air temperature (A_sat). Many
of these correlations are associated with the carbon reservoirs in the model, namely the
atmospheric carbon concentration (A_co2), total atmospheric carbon (A_totcarb), total
oceanic carbon (O_totcarb), sea surface partial CO2 pressure (O_pco2sur), sea surface
dissolved inorganic carbon (O_dicsur), total land carbon (L_totcarb), and soil carbon
(L_soilcarb). This arises from the decoupling of the relationship between temperature
and CO2 in case of SRM implementation, and implies that these variables would need to
be specially considered if SRM were to be implemented. Note that all these variables are
represented in clusters other than the first cluster, which represents temperature changes.
Red shading illustrate correlations, which are significant only if SRM is implemented,
i.e., under low temperature high CO2 concentrations.










































































Fig. 5.2.: Clusters identified in the common correlation matrix for the SRM, RCP4.5 and RCP8.5
scenarios. Color coding is the same as for figure 5.1
These correlations would not occur in a natural/un-engineered climate state. This is the
case for many correlations between temperature related Earth system variables and land
associated carbon, moisture and heat fluxes, which are clustered under the second in-
dicator. Yellow shading illustrates the correlations that are significant under both the
RCP4.5 and the SRM scenario, i.e., under low radiative forcing and regardless of the
background atmospheric carbon content. These correlations are mainly found for radia-
tion and heat fluxes (net surface downward shortwave radiation (F_dnswr), net top of at-
mosphere radiation (F_netrad) and ocean heat flux (F_heat)) with respect to temperature
related (sea surface temperature (O_tempsur) and surface specific humidity (A_shum))
and atmospheric carbon related (atmospheric carbon concentration (A_co2), total atmo-
spheric carbon (A_totcarb), total oceanic carbon (O_totcarb), and sea surface partial CO2
pressure (O_pco2sur)) variables.
In contrast to this purple shading illustrates correlations between Earth system variables
that are valid for the RCP8.5 and the SRM scenarios, i.e., under high atmospheric CO2
concentrations, and regardless of the radiative forcing. This is the case for correlations
between the land surface albedo (A_albsurL) and heat fluxes, as well as terrestrial and
correspondingly also global moisture fluxes. In addition net surface downward shortwave
radiation (F_netrad) shows significant correlations towards the leaf area index (L_veglai)
and the soil respiration (L_soilresp).
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5.4.2. Large-scale Afforestation
For the LAF scenario the land use changes follow the RCP4.5 scenario, and the remain-
ing atmospheric forcing follows the RCP8.5 scenario. This means that we can distinguish
which correlations depend on the imposed land use forcing, or which are robust under
varying CO2 scenarios. Note that although LAF is a CDR method, the impact on atmo-
spheric carbon is comparably low. Following the RCP4.5 land use changes yields the














































































































































































































































































Number of significant correlations for rcp45, rcp85 and LAF
Fig. 5.3.: Top: Common correlation Matrix for the LAF and the RCP4.5 and RCP8.5 scenarios.
The shading indicates in which scenarios correlations between Earth system variables are
significant, crosses indicate where they are significant in all three scenarios. Bottom: Headline
indicators resulting from the systematic evaluation of the correlation matrix.
From the evaluation of the common correlation matrix (Figure 5.3, Top), we identify four
clusters in the LAF scenarios (Figure 5.3, Bottom and 5.4). The first indicator is ocean
surface pH (O_phsur) and represents changes in temperature related and atmospheric car-
bon related variables as well as some radiative fluxes.


































































Fig. 5.4.: Clusters identified in the common correlation matrix for the LAF, RCP4.5 and RCP8.5
scenarios. Color coding is the same as for figure 5.3
Interestingly, the second cluster for the common LAF and climate change matrix is the
same as for the common SRM and climate change matrix. The indicator is leaf area in-
dex (L_veglai) and it represents the land based Earth system variables concerning carbon,
moisture and heat fluxes. The third indicator is net surface downward shortwave radiation
(F_dnswr) and represents the correlation between two radiative fluxes. The last clus-
ter represents the correlation between ocean oxygen (O_o2) and ocean surface alkalinity
(O_alksur), i.e., biochemical processes. Seven variables remain unclustered: ocean maxi-
mum meridional overturning (O_motmax), ocean surface salinity (O_salsur), ocean phy-
toplankton (O_phyt), ocean surface phosphate and nitrate (O_ph4sur and O_no3sur, re-
spectively) and the atmosphere to land and ocean carbon fluxes (F_carba2l and F_carba2o,
respectively).
Dark blue shading in Figure 5.3 indicates correlations valid under the RCP4.5 scenario,
but not under the two scenarios with high atmospheric carbon concentrations. However,
the more interesting shading is purple, which indicates that these correlations are signif-
icant under the default RCP scenarios, but are changed by the implementation of LAF.
These are correlations between sea surface omega aragonite and calcite (O_oaragsur and
O_ocalcsur, respectively) and the northern hemisphere sea ice area (O_iceareaN) and
correspondingly sea surface albedo (A_albsurO), and between sea surface dissolved inor-
ganic carbon (O_dicsur) and net top of atmosphere radiation (F_netrad) as well as ocean
heat flux (F_heat). All of these variables are clustered under the first indicator ocean sur-
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face pH (O_phsur). Other purple shaded correlations occur between ocean phytoplankton
(O_phyt) and sea surface nitrate and phosphate (O_no3sur and O_po4sur, respectively).
These three Earth system variables are clustered under one indicator in the correlation
matrix evaluation of the common SRM matrix, but are all unclustered variables for the
LAF scenario.
Green shading indicates correlations which are valid for the case of the LAF implemen-
tation and not in the case of the two reference climate change scenarios, i.e., under con-
ditions with high atmospheric CO2 concentrations and reduced anthropogenic land use
changes. These correlations would need to be specially considered if LAF were imple-
mented. Interestingly, these correlations are mainly associated with oceanic variables,
e.g. ocean surface phosphate (O_po4sur) correlation to maximum meridional overturning
(O_motmax), ocean oxygen (O_o2) and ocean surface alkalinity (O_alksur). In addition
correlations between the latter two and sea surface dissolved inorganic carbon (O_dicsur)
and maximum meridional overturning (O_motmax) is also significant under LAF imple-
mentation. In addition correlations between other biochemical variables towards some
heat flux related variables become significant.
Yellow shading in Figure 5.3 indicates correlations valid for the RCP8.5 and the LAF
scenarios, but not for the RCP4.5 scenario, i.e., under situations with high atmospheric
carbon content and regardless of the implemented land use change scenario. This is the
case for air to land carbon flux (F_carba2l) towards all temperature and carbon related
variables, and also for maximum meridional overturning (O_motmax) towards many tem-
perature related variables. Both Earth system variables are unclustered, when evaluat-
ing the correlation matrix. Furthermore, the correlations between land surface albedo
(A_albsurL) and the terrestrial and correspondingly global moisture fluxes are only valid
under high atmospheric CO2 concentrations. Further more, several heat/radiation fluxes
and their correlation towards other radiation fluxes or vegetation related variables are valid
under high atmospheric carbon contents, regardless of the implemented land use changes.
Light blue shading indicates correlations valid if the same land use changes are imple-
mented, regardless of the atmospheric carbon contents. This is true mainly for correla-
tions between temperature related variables towards mean ocean temperature (O_temp),
change in sea level (O_dsealev) and sea surface salinity (O_salsur).
5.4.3. Ocean Alkalinity Enhancement
For the OAE scenario the atmospheric CO2 concentration is forced to follow the RCP4.5
scenario. Note that due to the reduced carbon content in the atmosphere also the net ra-
diative forcing is close to the RCP4.5 scenarios, however this is at the expense of large
biogeochemical changes in the ocean.
From the evaluation of the common correlation matrix (Figure 5.5, Top), we find seven
clusters (Figure 5.5, Bottom and 5.6). The first indicator is atmospheric CO2 and repre-
sents temperature and carbon related Earth system variables.














































































































































































































































































Number of significant correlations for rcp45, rcp85 and OAE
Fig. 5.5.: Top: Common correlation Matrix for the OAE, RCP4.5 and RCP8.5 scenarios. The
shading indicates in which scenarios correlations between Earth system variables are significant,
crosses indicate where they are significant in all three scenarios. Bottom: Headline indicators
resulting from the systematic evaluation of the correlation matrix.
The second cluster is represented by the indicator leaf area index (L_veglai) and is almost
the same cluster as found for the common climate change and SRM and LAF scenar-
ios, with the only exemption of the Earth system variable vegetation carbon (L_vegcarb),
that is unclustered in the OAE case.The indicator for the third cluster is evaporation over
ocean (F_evapO), and it represents net surface downward shortwave radiation (F_dnswr),
air to land carbon fluxes (F_carba2l), northern hemisphere sea ice area (O_iceareaN) and
correspondingly sea surface albedo (A_albsurO). The fourth cluster represents changes in
carbon reservoirs, with the indicator total ocean carbon (O_totcarb), and the fifth cluster
has the indicator ocean phytoplankton and represents changes in the ocean biogeochem-
istry. The next cluster represents the ocean temperature and sea level changes, with the
indicator mean ocean temperature (O_temp). It is noteworthy, that the in the OAE sce-
nario an additional cluster is needed to represent all both physical and biogeochemical
processes, adding to the total amount of indicators.
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Fig. 5.6.: Clusters identified in the common correlation matrix for the OAE, RCP4.5 and RCP8.5
scenarios. Color coding is the same as for figure 5.5
Lastly, the seventh indicator is net top of atmosphere radiation (F_netrad), representing
ocean heat fluxes (F_heat), the same indicator was found in the SRM case. There are
six Earth system variables that remain unclustered, namely ocean maximum meridional
overturning (O_motmax), ocean surface salinity (O_salsur), top of atmosphere outgoing
longwave radiation (F_outlwr), ocean oxygen (O_o2), air to sea carbon flux (F_carba2o),
and as mention before vegetation carbon (L_vegcarb).
Similar to the SRM correlation matrix, many correlations in the OAE correlation matrix
are shaded yellow (Figure 5.5), indicating significant correlations for the two default RCP
scenarios, but insignificant in the OAE scenario, indicating that the implementation of
OAE changed the strength and also partly the sign of the correlations. This is especially
the case for many ocean carbon variables, but also partly for land based ones (total land
carbon (L_totcarb) and soil carbon (L_soilcarb)) towards temperature and atmospheric
carbon related variables. In addition there is a lot of green shading, indicating that the
correlations are only valid under the low emission scenario RCP4.5.
The dark blue shading indicates correlations which are valid for the case of the OAE im-
plementation and not in the case of the two default RCP scenarios. Most of these correla-
tions are directly linked with ocean surface alkalinity (O_alksur) and concern the relation-
ships towards carbon fluxes and reservoirs or radiation fluxes, which are changed due to
the implementation of OAE. The same is true for air to ocean carbon fluxes (F_carba2o)
and the top of atmosphere outgoing longwave radiation (F_outlwr). In addition to that
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there are correlations between temperature related Earth system variables and land net
primary production (L_vegnpp), land surface albedo (A_albsurL) and ocean surface ni-
trate (O_no3sur), that are only significant in case of OAE implementation.
Light blue shading in Figure 5.5, indicates correlations valid in both the RCP4.5 and
the OAE scenarios, i.e., under low atmospheric carbon concentrations and regardless
of changes in ocean biogeochemistry. These correlations occur mostly between heat
and radiation fluxes and atmospheric carbon related variables, namely between ocean
heat flux (F_heat) and net top of atmosphere radiation (F_netrad) towards atmospheric
CO2 (A_co2), total atmospheric carbon (A_totcarb), sea surface partial CO2 pressure
(O_pco2sur) and in addition surface specific humidity (A_shum) and evaporation over
ocean (F_evapO), two variables which are closely linked to temperature. Furthermore, net
surface downward shortwave radiation (F_dnswr) shows significant correlations towards
ocean surface temperature (O_tempsur), surface specific humidity (A_shum) and south-
ern hemisphere sea ice area (O_iceareaS), as well as the air to land carbon flux (F_carba2l)
to the air to ocean carbon flux (F_carba2o), and the total ocean carbon (O_totcarb) to the
sea surface dissolved inorganic carbon (O_dicsur).
Purple shading on the other hand indicates, that the correlations are valid under the OAE
and the RCP8.5 scenarios, but not for the RCP4.5 scenario, i.e., under condition in which
the ocean takes up a lot of carbon. This is the case for correlations between the air to
land carbon flux (F_carba2l) towards many carbon and some temperature related vari-
ables, such as mean ocean temperature (O_temp), ocean heat flux (F_heat) and net top of
atmosphere radiation (F_netrad). The latter two variables in addition show purple shaded
correlations towards air to ocean carbon fluxes (F_carba2o), and top of atmosphere outgo-
ing longwave radiation (F_outlwr). Apart from that there are some sporadic correlations
between e.g. radiation fluxes and land bases variables, carbon fluxes or ocean based vari-
ables.
5.5. Common indicators for the three CE schemes
Combining all three CE schemes into one correlation matrix allows us to separate effects
within the three Earth system components, atmosphere, land and ocean. From the eval-
uation of the common correlation matrix of the SRM, LAF, and OAE scenarios (Figure
5.7, Top) we can identify eight clusters (Figure 5.7, Bottom and 5.8). The first clus-
ter is very similar to the land sensitivity clusters from the previous analysis (except for
the fact that net surface downward shortwave radiation is added) again with the indi-
cator vegetation leaf area index (L_veglai). The fact that this cluster reappears in the
common CE indicators is not surprising, since this cluster was found for all three com-
mon correlation matrices for the single CE methods. Remember, that this cluster rep-
resents land based Earth system variables concerning carbon, moisture and heat fluxes.
The second indicator, ocean surface albedo (A_albsurO), represents atmospheric tem-
perature related variables. Note that the Earth system variable mean ocean temperature
(O_temp) is represented in a separate cluster together with sea level change (O_dsealev).
The third indicator, ocean surface pH (O_phsur), represents all atmospheric carbon re-
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Number of significant correlations for LAF, OAE and SRM
Fig. 5.7.: Top: Common correlation Matrix for the LAF, OAE and SRM scenarios. The shading
indicates in which scenarios correlations between Earth system variables are significant, crosses
indicate where they are significant in all three scenarios. Bottom: Headline indicators resulting
from the systematic evaluation of the correlation matrix.
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lated variables. In addition there is a land carbon cluster, with the indicator total land
carbon (L_totcarb), and an ocean carbon cluster with the indicator total ocean carbon
(O_totcarb). The fourth cluster represents the radiation fluxes, with the indicator net top
of atmosphere radiation (F_netrad), and the last cluster represents ocean biogeochemistry
with ocean surface phosphate (O_po4sur), which can be used as indicator interchangeably
with ocean oxygen (O_o2). Six Earth system variables remain unclustered in the common
CE correlation matrix: ocean maximum meridional overturning (O_motmax), ocean sur-
face salinity (O_salsur), ocean phytoplankton (O_phyt), vegetation carbon (L_vegcarb),

















































































Fig. 5.8.: Clusters identified in the common correlation matrix for the LAF, OAE and SRM
scenarios. Color coding is the same as for figure 5.7
5.6. Preliminary Evaluation of the CE methods
5.6.1. Based on selected indicators from the SCoMaE for two reference points
From each of the 14 indicators identified by the SCoMaE analysis of the common CE cor-
relation matrix, we calculate deviations from a defined reference state. Initially we chose
2005–2010, which is meant to represent nowadays climate conditions and we define any
deviation from this reference point as bad. Note that, this selection of reference point is a
normative statement, which includes the value judgment, that we want to stay close to to-
days climate state. This most likely represents the position of people or countries, which
are well adapted to todays climate and will not profit from climate change. However it is
also possible to argue for other reference points, in case of different values and objectives.
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Fig. 5.9.: Shown are deviations from the 2005–2010 reference state for the single parameter
perturbation simulations for each of the three CE methods (LAF, OAE, SRM) and the two
reference scenarios (RCP4.5, RCP8.5). Each panel shows the results for one of the selected
indicators. Colour coding represents the single sensitivity simulations, see legend.
Although the number of indicators is already reduced by the selection process it is still
difficult to directly identify which scenario is ’better’ compared to the others (Figure 5.9).
In case of the control simulations and the first indicator leaf area index (L_veglai), which
represents the land sensitivities in the model, we find that the RCP8.5 scenario is the ’best’
future scenario, since it is closest to the references state. If it was however true, that under
climate change there is no CO2 sensitivity of transpiration (co2t0) as represented by many
models, the RCP8.5 suddenly has the ’worst’ outcome of the five scenarios. Due to a high
variability in the different parameter simulations it is not possible to define the ’best’ sce-
nario for the indicator leaf area index (L_veglai). The same conclusion has to be drawn
for the cluster represented by total land carbon (L_totcarb), and ocean surface phosphate
(O_po4sur), as well as for the single indicators air to land carbon flux (F_carba2l), veg-
etation carbon (L_vegcarb), and ocean phytoplankton (O_phyt). For all these indicators,
there is no robust pattern throughout the parameter perturbations, indicating that there is
no robust answer to which scenario is the ’best’.
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Fig. 5.10.: Same as Figure 5.9, but with the reference climate state of the RCP4.5 scenario in
2100.
This is true but for two exceptions, ocean surface phosphate (O_po4sur) and vegetation
carbon (L_vegcarb), for which we can at least conclude, that the RCP4.5 scenario is clos-
est to the reference state for all parameter perturbation simulations.
For the remaining indicators, the relative differences between the scenarios are more ro-
bust throughout the sensitivity simulations. For the second indicator, surface albedo over
ocean (A_albsurO), representing atmospheric temperature related variables, the fourth in-
dicator, net top of atmosphere radiation (F_netrad), representing radiation fluxes, the sixth
indicator mean ocean temperature (O_temp) and the single indicator sea surface salinity
(O_salsur), we find that the SRM, the OAE and the RCP4.5 scenario are all performing
’better’ than the RCP8.5 and LAF scenario. However it is still difficult to say, which of
the three performs better.
For the third indicator, ocean surface pH (O_phsur), representing all atmospheric carbon
related variables, the OAE scenario performs ’best’, compared to the other scenarios. For
all the remaining indicators, namely ocean total carbon (O_totcarb), ocean overturning
(O_motmax) and air to ocean carbon flux (F_carba2o), we find that the RCP4.5 scenario
is closer to the 2005 reference state than any of the implemented CE schemes or the high
emission scenario.
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It is noteworthy, that for many land and ocean carbon based indicators the OAE scenario
lies outside the range of changes as imposed by the RCP4.5 and RCP8.5 scenarios (Figure
5.9), i.e., the OAE scenario is not within the range of the two reference scenarios. The
same is true for the LAF scenario concerning land carbon related indicators, and the SRM
scenario concerning air to land carbon fluxes and the resulting land carbon. These indica-
tors hint towards the Earth system components, which are altered to behave unnaturally
due to the implementation of CE.
When we change the reference point to be the climate state of the RCP4.5 scenario (the
target of all the CE methods) in 2100 as a reference state, this allows us to evaluate the
different CE methods against each other, concerning their skill to reach the given target.
For the first indicator, leaf area index (L_veglai), OAE shows an opposite reaction com-
pared to LAF and SRM, namely an decrease in leaf area index, compared to an increase
in the other two scenarios. This can be explained by the CO2 fertilisation effect that is still
present in the SRM scenario, and the explicit afforestation scheme in addition to high CO2
concentration for the LAF scenario. Nevertheless, across all parameter sensitivity stud-
ies the SRM scenario stays closest to the reference state, and is therefore the ’best’ CE
method. The same conclusion is also true for net top of atmosphere radiation (F_netrad).
For the indicator ocean surface pH (O_phsur) the OAE scenario is the ’best’, but also
shows the opposite sign of reaction compared to the other scenarios. For the indicator
surface albedo over ocean (A_albsurO), mean ocean temperature (O_temp), ocean sur-
face phosphate (O_po4sur), sea surface salinity (O_salsur) and for the indicator maximum
meridional overturning (O_motmax), it depends on the parameter perturbation, if either
the OAE or SRM scenario is ’better’, in any case the LAF scenario shows the largest
deviations from the reference state. For the indicators total ocean carbon (O_totcarb),
vegetation carbon (L_vegcarb), and air to sea carbon flux (F_carba2o), the LAF and SRM
scenarios are closest to the reference state, here the OAE scenario shows the highest de-
viations.
For the indicator ocean phytoplankton (O_phyt) all three CE scenarios show a strong re-
action in the simulation with high vertical diffusivity (Kv+), and in addition for the OAE
and SRM scenarios there is a large deviation in the simulations with changes in soil or
vegetation q10 (sq10, and vq10, respectively). Similarly the variability in the sensitivity
simulations is too high for the indicator air to land carbon flux (F_carba2l) and total land
carbon (L_totcarb). For these indicators it is not possible to say which CE method is the
’best’, since the parameter uncertainty is too high.
5.6.2. Based on two different metrics for the 2005–2010 reference point
Combining all the indicators found for the common correlation matrix of the LAF, OAE,
and SRM scenarios into one aggregated metric, using the information on the number of
correlated variables as weights, should simplify the assessment of which CE method per-
forms ’best’. Note, that since the weights from the number of significant correlations
are applied the indicators leaf area index (L_veglai), surface albedo over ocean areas
(O_albsurO) and ocean surface pH (O_phsur), have the strongest influence on this metric,
with weights of 0.37, 0.21, and 0.15, respectively.
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Fig. 5.11.: Evaluation of the CE methods based on two metrics, values close to one indicates a
good performance in staying close to the 2005–2010 reference climate state.
Top: Metric constructed as generalised means of the identified Earth system indicators from
section 5.5 and their weights depending on the number of correlated variables.
Bottom: Metric constructed from all 46 Earth system variables using equal weights.
It is obvious, that the RCP4.5 scenario overall performs ’best’ in staying close to the
2005–2010 reference state, since for all simulations the metric is closest to one (Figure
5.11, Top). In contrast for four of the sensitivity simulations in the RCP8.5 scenario, as
well as the OAE scenario, the metric drops to zero, indicating that the deviation from the
’desired’ climate state is large. This is also the case for the high vertical diffusivity sim-
ulation (Kv high) and the simulation without terrestrial temperature sensitivity (no terr.
T sens) in the LAF scenario, which generally shows no good performance based on this
metric. In that sense the SRM scenario is ’better’ than the other two, since no simulation
actually drops to zero. Based on this metric, for many sensitivity simulations the SRM
scenario performs ’better’ than the LAF or the OAE scenario. This is true but for the
exceptions of the simulations with no marine temperature sensitivity (no marine T sens),
a high CO2 fertilisation effect (CO2 fert high) and a high sensitivity of transpiration to
CO2, in which OAE performs ’better’. Considering the metric, in which we include all
46 Earth system variables with equal weights, i.e., a metric considering more Earth sys-
tem variables and hence including more information (Figure 5.11, Bottom), we arrive at
the same overall conclusion, namely the RCP4.5 scenario shows the ’best’ overall perfor-
mance, and considering the three CE methods SRM shows the ’best’ score for most of
the simulations. Nevertheless, a more detailed analysis shows that the metric in all high
emissions driven scenarios drops to zero at least for three sensitivity simulations. Note,
that for all scenarios different simulations drop to zero. Again we find simulations (no
terrestrial temperature sensitivity (no terr T sens), high CO2 fertilisation effect (CO2 fert
high), and no or high transpiration sensitivity to CO2 (transp. CO2 sens zero and high,
respectively)) for which the OAE scenario performs ’better’ than the SRM scenario.
The comparison of the two differently derived metics for the single scenarios, reveals that
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single simulations seem to be sensitive to the inclusion of further information in the case
of the second metric. For example, in the LAF scenario the simulations with a high vege-
tation q10 value (veg q10 high) and a high CO2 fertilisation effect (CO2 fert high) drop to
zero for the second metric. For the OAE scenario the simulation with low vertical diffu-
sivity (Kv low) drops to zero for the second metric, the response of the other simulations
seems to be rather robust for the two metrics. In case of the SRM scenario the simulations
with high vegetation q10 (veg q10 high), a high CO2 fertilisation effect (CO2 fert high)
and zero sensitivity of transpiration to CO2 (transp. CO2 sens zero) drop to zero in case of
the second metric. In addition, the simulation with no terrestrial temperature sensitivity
(no terr T sens) shows a considerable drop for the second metric in the SRM scenario. All
these simulations have a high vegetation productivity in common.
5.7. Discussion
From the comparison of correlation matrices of single CE scenarios to the two reference
RCP scenarios, we find two types of correlations which would have to be considered
additionally in an comprehensive assessment, if the respective CE method were to be im-
plemented. First, correlations valid for the two climate change scenarios, but not for the
implemented CE scenario, indicating that this prevailing correlation is no longer valid in
an manipulated climate state. And second, correlations valid only in the climate engi-
neering scenario, indication that in an manipulated climate state, this correlation becomes
significant.
As expected, for the SRM scenario correlations between carbon reservoirs and temper-
ature related model variables, become insignificant compared to the two reference RCP
scenarios. This arises from the decoupling of the relationship between temperature and
CO2 in case of SRM implementation [Irvine et al., 2012].
Many correlations between temperature related variables and land associated carbon,
moisture and heat fluxes become only significant under the manipulated climate state,
if SRM is implemented. This indicates that in case of SRM implementation the rela-
tionship between temperature and land processes become predominant, compared to the
un-manipulated climate state, in which land processes might be predominantly influenced
by atmospheric carbon content and land use changes.
For the LAF scenario, we find that correlations between ocean surface biogeochemistry
and sea ice and correspondingly ocean albedo become insignificant compared to the two
RCP scenarios. This can be explained by the manipulation of the vegetation and the re-
sulting higher rate of soil runoff, which alters mainly the dilution rate of the surface ocean,
and therefore the biogeochemistry. In an un-engineered climate the surface water dilution
is often correlated with the fresh water input from melting ice, this is no longer the case
if the soil runoff becomes predominant. The same argument explains, why mean ocean
phytoplankton is no longer correlated to surface properties of nitrate and phosphate. The
higher rate of fresh water input disconnects the relationship to the global phytoplankton
growth.
Apart from this, we found that mainly correlations associated with oceanic variables are
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only significant if the climate state is manipulated in the LAF scenario. This is again con-
nected to the increase in surface runoff and the associated freshening of the surface ocean.
Ocean surface phosphate and alkalinity are now correlated with ocean oxygen and maxi-
mum meridional overturning, which are all influenced by the enhanced stratification of the
surface ocean. Under un-manipulated climate change these processes are predominantly
influenced by biological processes in the ocean, or in case of the maximum meridional
overturning, more by changes in sea ice.
For the OAE scenario, correlations become invalid, for many ocean and land based car-
bon reservoir variables towards temperature and atmospheric carbon related variables.
The implementation of OAE disrupts the relation between these carbon reservoirs. Un-
der un-manipulated conditions atmosphere, ocean and land carbon are connected to each
other, but if we force the ocean to take up an disproportional amount of the atmospheric
carbon, this changes the relationship between oceanic to land carbon reservoirs.
Correlations valid in the manipulated climate state of the OAE scenario, are mainly con-
nected directly to the ocean surface alkalinity or air to sea carbon flux, and mostly con-
cern relationships towards other carbon fluxes and the atmospheric reservoirs or radiation
fluxes. This hints to the predominance of the oceanic carbon uptake though the OAE sce-
nario, relating these variables, which would otherwise be influence by different factors,
such as ocean biology.
The systematic evaluation of the common correlation matrix from the three climate engi-
neering scenarios, identified eight scientifically meaningful clusters of Earth system vari-
ables, representing atmospheric and oceanic temperature depended variables, land process
variables, ocean biogeochemical variables, radiation variables, as well as the single car-
bon reservoirs, each category separated in a different cluster. The identified clusters are
all represented by one indicator. It is remarkable that the evaluation of these three CE
methods, each targeting a different Earth system component, reveals such a meaningful
separation between the different Earth system variables.
For a comprehensive evaluation of the three CE methods against the two RCP scenar-
ios, the previously identified indicators are applied. We chose two reference points in
time, namely 2005–2010 representing nowadays conditions and the 2100 climate state of
the RCP4.5 scenario, which was defined as the climate state target of the CE scenarios,
against which the CE scenarios are evaluated. If the nowadays climate state is chosen as
a desirable target, the evaluation reveals that for most indicators the RCP4.5 scenario is
found to be the ’best’ scenario. This is partly explained by the way the three CE methods
were implemented. Since the RCP4.5 scenario was used as a target for the CE implemen-
tation, it is unlikely that the CE scenarios will perform ’better’ than the target. This is at
least true for the Earth system component that was used as a target. Some variables, how-
ever, lie outside the range of both reference climate change scenarios, or show opposite
signs, indicating that these Earth system variables were manipulated on the expenses of
meeting a specific target, e.g. in case of the OAE scenario, total ocean carbon lies outside
the range of the two reference scenarios, since the target was atmospheric carbon. Note,
that for most of the indicators the (parameter) uncertainty was too high to make a robust
statement about the ’best’ CE scenario.
For evaluating which CE method was most effective in reaching the RCP4.5 scenario,
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which was defined as the target for the different CE methods, we chose the 2100 state of
the RCP4.5 scenario as a second reference point. Identifying which CE method performs
best across all identified indicators is impossible. The SRM scenario is often closest to
the RCP4.5 reference state, however for five (three) out of 10 indicators it depends on
the sensitivity simulation whether SRM or OAE (LAF) performs ’best’ in reaching the
target. For temperature related indicators, the SRM and OAE scenarios are closer to the
reference level, than the LAF, indicating a higher skill in reducing temperatures, which
agrees with the specific targets of the single CE methods, and the effectiveness of the
scenarios. Remember the limited potential of the implemented LAF scenario in reducing
atmospheric CO2 concentrations. For the ocean carbon reservoir, land and ocean carbon
fluxes, the SRM and LAF scenario show the ’best’ performance in staying close to the
RCP4.5 scenario. For these variables the OAE scenario shows very strong deviations
from the reference state, due to the manipulation of the air to sea carbon fluxes. In agree-
ment with the target of the CE method, the OAE scenario shows the best performance for
the indicator ocean surface pH. The parameter uncertainty concerning the indicators total
land carbon, ocean surface phosphate and mean ocean phytoplankton is too large to find
robust results on the ’best’ CE scenario.
If we construct metrics to further simplify the comparison between the three CE and the
two climate change scenarios, we find that the RCP4.5 scenario performs ’best’ in stay-
ing close to the 2005–2010 reference climate state. For the three CE scenarios we can
find a clear ranking, namely the SRM scenario performs ’best’ considered most of the
sensitivity simulations, for few however the OAE scenario performs ’best’ and the LAF
scenario, which is only slightly ’better’ than the RCP8.5 scenario, shows the least skill in
staying close to todays climate state. This result is robust for both constructed metrics,
encouraging the results from the SCoMaE analysis.
The ranking agrees with the expectations based on the way the CE methods are imple-
mented in the model. The fact that the LAF scenario performs ’badly’ and stays so close
to the RCP8.5 scenario can be explained by the comparably small effect of the RCP4.5
afforestation scheme on atmospheric CO2 concentrations (reduction by 30ppm). This is
in agreement with findings of previous analysis [e.g. House et al., 2002; Arora and Mon-
tenegro, 2011] indicating that a naturally regrown, unmanaged forest only has a limited
CDR potential.
The OAE scenario is forced to match RCP4.5 atmospheric CO2 levels, therefore many
atmospheric CO2 related climate variables, i.e., terrestrial productivity, temperatures and
sea ice, should be close to the RCP4.5 climate state. However, this is at the expense of
air to ocean carbon fluxes and ocean biogeochemical Earth system variables, which are
forced to cope with unnaturally high alkalinity concentrations.
The SRM scenario matches the TOA radiative forcing of the RCP4.5 scenario, an thereby
targets all temperature related Earth system variables. In addition, Keller et al. [2014]
found that a similar SRM scenario implemented in the same model, showed a consider-
able potential in mitigating atmospheric CO2 concentrations. This was mainly caused by
the cooling of the surface ocean and the soil temperatures, causing an increase in the car-
bon uptake potential of both the terrestrial and oceanic reservoirs. In case of our default
model simulation the implemented SRM scenario reduces the atmospheric CO2 concen-
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tration by about 70 ppm relative to the RCP8.5 scenario. Note, that this about three times
higher than the reduction in atmospheric carbon content in the LAF scenario, which is an
explicit CDR scheme.
The analyses presented in this study are based on simplified implementations of Climate
Engineering schemes in an intermediate complex Earth system model. A refined imple-
mentation of plausible CE scenarios would enable a more detailed analysis of the changes
in correlation patterns. This could be done in the context of a more complex Earth system
model, with a better representation of e.g. atmospheric processes. Such an analysis would
certainly add value to the CE assessment. In addition the results of this study are biased
by the selection of the parameter perturbations. We concentrated on temperature and CO2
sensitivities of terrestrial and marine primary production. Adding further parameter per-
turbations of processes that are relevant in Climate Engineering scenarios, would improve
the robustness of the analysis.
By evaluating the CE methods based on changes at one point in time (2005 and 2100),
we assume that this is a relevant time frame and discount any changes in-between as well
as for future time periods. For an evaluation of climate engineering it is important to
separately discuss the time frame we are interested in, since we might be delaying pos-
sible risks to future periods and generations. Furthermore, the chosen reference points
include a value judgement, which is fair if made transparent, but it needs to be kept in
mind that other societies/countries might have different targets of desirable climate states,
this includes the view, that a little bit of more climate change would not be too bad, i.e.,
nowadays is not the optimum, as well as the view, that we need to get back to conditions
well before we started the manipulation of the Earth climate all together, which would
imply a target closer to a preindustrial climate state.
The evaluation presented here is based on indicators selected for a natural-science based
assessment. Considering the three goals from Radermacher [2005], statistical measura-
bility, scientific consistency and political relevance, the indicator selection is unbalanced
towards the scientific consistency. Nevertheless, it presents the first systematic evaluation
of changes in correlation patters between Earth system variables as introduced by climate
engineering and enables scientists to inform the necessary future debate. Note that the
SCoMaE analysis allows to prescribe pre-selected indicators, which might be chosen due
to their political relevance.
5.8. Summary and Conclusion
The aim of this study was to advance the assessment of CE, by reducing the amount of
complexity by indicator selection and metric construction, in order to enable a natural
science based, comprehensive comparison of three exemplary CE scenarios. This is the
first study to systematically identify changes in correlation patterns introduced by three
exemplary CE scenarios in comparison to two climate change scenarios. In line with the
findings from Klepper and Rickels [e.g. 2014]; Irvine et al. [e.g. 2012], our analyse show,
that the implementation of SRM would change prevailing relationships in the Earth sys-
tem, concerning temperature and CO2. Based on our analysis, we can conclude that this
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effect is not limited to radiation management schemes. We find that adding large amounts
of alkalinity would change prevailing correlations between biogeochemical and physical
ocean properties. In the same way an increase in soil runoff from afforestation would
change correlations between ocean surface nutrient concentrations and evaporation and
sea ice. This information is important to be considered in the selection of appropriate
indicators for a comprehensive assessment of stand alone climate engineering schemes.
To enable a comprehensive, comparative assessment of all three CE scenarios, we sys-
tematically evaluated the common correlation matrix of the three scenarios. We thereby
could identify eight scientifically meaningful clusters, in addition to six single indicators,
which are needed for a fully comprehensive assessment.
An evaluation of the CE scenarios based on these 14 indicators was inconclusive. It de-
pends on the selected indicator as well as the sensitivity simulation, which CE scenario
performs ’best’. This is true for both chosen reference points.
If the indicators are further aggregated into a metric in order to reduce the complexity, we
find that the RCP4.5 scenario is the ’best’ scenario for the target of staying close to to-
days climate state. With this simplification also the three exemplary CE scenarios can be
ranked according to their ability to force the Earth system as close as possible to today’s
climate, despite continued high CO2 emissions. We find that the SRM scenario performs
’best’, followed by the OAE scenario and lastly the LAF scenario, which is close to the
RCP8.5 ranking.
It is important to keep in mind that after this first assessment step, side-effects of the
different CE methods require a more detailed assessment, particularly, an extensive risk
analysis on regional scales. Also, it is important to note, that at present state of knowledge
the model outputs contain a considerable degree of uncertainty and our results are influ-
enced by many assumptions, e.g., the chosen model, the chosen parameter perturbations,
the specific CE implementation, and the choice of reference point.
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6. Conclusion and Outlook
6.1. Summary and Conclusion
Climate Engineering as an option to prevent dangerous climate change has reached the
political debate [UNFCCC, 2015]. For a well informed decision on CE research and
potential future deployment, work towards a comprehensive, comparative assessment is
needed. The selection of well suited indicators, the quantification of model uncertainties,
as well as the identification of policy-relevant metrics are some of the major challenges
for reaching such a Climate Engineering assessment.
In this thesis, we advanced the understanding of Arctic Ocean albedo modification (AOAM),
a proposed local scale CE method, by adding an oceanic perspective to the previous as-
sessment (chapter 2). We investigated consequences for ocean circulation, water masses
and heat transport and found a sub-surface warming signal in the Arctic Ocean, which
could potentially act to destabilise marine gas hydrates. Considering longer time scales,
emission reduction is more effective in staying close to today’s climate state when com-
pared to a high emissions AOAM scenario. Our study stresses the necessity for a mul-
tidisciplinary assessment in the Climate Engineering research, since a disregard of Earth
System components in an comprehensive assessment yields the risk of an biased evalua-
tion of CE methods.
Studies on single methods, as presented in chapter 2, are important to advance the un-
derstanding of proposed methods and need to be carried out for a comprehensive CE
assessment of single methods. However, the study also points to the fact that often CE re-
search is too limited to the corresponding discipline, e.g., radiation management research
is mostly carried out by atmospheric scientists, terrestrial CDR and marine CDR mostly
by terrestrial and oceanic scientists, respectively.
The parameter sensitivity analysis in chapter 3, assessed the implications for climate
change from uncertainty in the response of transpiration to atmospheric CO2 concentra-
tions. While terrestrial precipitation is a societally highly relevant climate variable, there
is little consensus among climate models about its projected 21st century changes. We
found that varying the strength of the CO2-sensitivity of transpiration caused simulated
terrestrial precipitation to range from a decrease of 10 % to an increase of 27 % by the
end of the century, compared to today’s simulated precipitation. The applied parameter
variations enable the UVic ESCM to cover the full range of CMIP5 models’ precipita-
tion changes over land. The considerable climate impacts from the CO2-sensitivity of the
plants’ leaf conductance of water vapour in our model indicates, that the future devel-
opment of the simulated atmosphere-to-land carbon fluxes and the terrestrial part of the
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hydrological cycle are uncertain, even within the context of a single model, as long as the
CO2-sensitivity of stomatal conductance cannot be better constrained by observations.
The perturbed parameter ensemble applied in the context of a comparative CE assessment
(based on chapter 3 and used in chapter 4 and 5), was an important first step to quantify
uncertainties in an intermediate complex Earth system model.
The method, systematic correlation matrix evaluation (SCoMaE) (chapter 4), enables nat-
ural scientists to identify correlations in the simulated Earth system, which are altered
due to a given forcing. By applying this method to a intermediate-high (RCP4.5) and
high (RCP8.5) climate change scenario (chapter 4) we learn that these scenarios alter cor-
relations relative to the historical time period. The selection of a comprehensive indicator
set for future climate change hence needs to be a dynamic process.
The methodology introduced in chapter 4 allows us to systematically investigate changes
in correlation patterns between Earth system variables. This information can be used to
identify sets of indicators, which are independent and do not provide redundant informa-
tion, for use in a natural science based assessment.
The application of this method to three climate engineering and two climate change sce-
narios (chapter 5), enables us to identify which correlations are changed under Climate
Engineering (as implemented in the model) with respect to climate change, and which
sets of indicators are needed for a comprehensive, comparative assessment. A prelimi-
nary evaluation of the three scenarios based on these indicators remains inconclusive du
to the too high (parameter) uncertainties. It depends on the regarded indicator as well as
the sensitivity simulation, for evaluating which scenario performs ’best’ in staying close
to the 2005–2010 reference climate state. If the indicators are further aggregated into a
metric in order to reduce the complexity, a ranking of the different scenarios becomes
evident. Given all assumptions, we find that overall the RCP4.5 scenario performs ’best’
in staying close to the reference climate state. Solar Radiation Management is identified
as the ’best’ CE scenario, followed by Ocean Alkalinity Enhancement and Large-scale
Afforestation. The latter performs comparable to the RCP8.5 scenario.
This study is an important first step towards a more systematic assessment of CE methods,
however side-effects of the different CE methods will require a more detailed assessment,
particularly, an extensive risk analysis on regional scales is necessary for a thorough eval-
uation.
6.2. Outlook
The field of research on climate engineering is young compared to that of climate change
research. In order to enable a well informed decision under uncertainty about a possible
future deployment of Climate Engineering many unresolved questions still need to be ad-
dressed.
More inter- (and also trans-) disciplinary cooperations would help to identify processes
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that might become more relevant in a Climate Engineering scenario, and thereby inform
the research community about further relevant indicators. Only the inclusion of more nat-
ural science disciplines will enable the research community to deal with the challenge of
a comprehensive comparison of different CE methods, as well as the challenge of inves-
tigating combinations of CE methods.
Furthermore, an improved, more systematic uncertainty quantification is needed to in-
form the decision making process. For an improved uncertainty quantification further
parameter sensitivity simulations should be included. The application of latin hypercube
sampling would allow for analysis of parametric uncertainty within a multi-dimensional
parameter space [e.g. Fyke et al., 2014]. Bayesian calibration of simple climate models
with observations to estimate parametric and predictive uncertainties [e.g. Ricciuto et al.,
2008], would enable discussion about changes in probability density functions introduced
by CE methods and thereby inform about impacts on climate extremes. These techniques
are all well developed for climate change assessment, and should now be applied for cli-
mate engineering assessment.
For the identification of policy-relevant indicators and the construction of a decision-
informing metrics, including information on the value system of stakeholders is unavoid-
able. Therefore, a decision-making loop [Argyris, 1976; Ylhäisi et al., 2015] could be
entered, which would promote an iterative learning process through the exchange be-
tween scientific experts and stakeholders. This could start with a refinement of possible
future CE implementation scenarios, allowing for a more focused discussion on the spe-
cific CE scenario. Thereafter, an exchange between scientific advisors and stakeholders
would point to the societally relevant indicators, e.g., amount of precipitation, or clean-
ness of the local lake, what ever is important to the stakeholder. For these indicators a
quantification of uncertainties is desirable to inform the stakeholders about the robustness
of the presented results. Finally, based on the underlying value system of the considered
stakeholders, decision-informative metrics could be constructed and used for an compre-
hensive, comparative assessment of different CE proposals.

A. Supporting Information for ’Assessing Climate Impacts
and Risks of Ocean Albedo Modification in the Arctic’
A.1. Tracer Analysis
A virtual dye tracer was implemented in the whole Arctic basin north of 70 N over all
depth levels, where it was set to the value 1, at the beginning of the experiment in 2020. To
calculate the mean temperature of the water masses that enter the Arctic Ocean, defined
as the ocean area north of 70 N, we started by tracking the dilution of the dye tracer. In
order to being able to use this information we subtracted 1 from the tracer field and take
the absolute value. This enables us to investigate where water masses entered the Arctic
Ocean. The mean temperature of the water masses entering the Arctic Ocean, was then
calculated as a weighted mean of all temperatures in the Arctic Ocean marked by the
tracer with respect to the grid box volume and the dye tracer concentration.
Tmean,entering(x,y,z, t) = meanx,y,z[T (x,y,z, t)⇤ tinv(x,y,z, t)⇤V (x,y,z)]/ (A.1)
meanx,y,z[t(x,y,z, t)⇤V (x,y,z)] (A.2)
T is the ocean temperature, tinv is the inverted tracer concentration with values in [0,1],
and V is the volume of the grid box. Figure A.5, shows the mean temperature of entering
water masses in the Arctic Ocean over time. Note, that the deep convection events in the
default RCP4.5 and RCP8.5 simulations are also detectable in this time series, since these
events act to cool the entering water masses.
For the calculation of the vertical temperature profiles as shown in Figure 2.5b, we did
not integrate over z.
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Fig. A.1.: Regional distribution of the surface albedo in UVic ESCM in 2005. top: For a global
perspective with colour axis from 0 to 0.8; bottom: For an oceanic perspective with colour axis
from 0.11 to 0.14.
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Fig. A.2.: Annual average properties of the Atlantic ocean surface between 50 to 70 N. a)
Potential energy lost to convection; b) sea surface temperature; c) sea surface salinity; and d)
precipitation.
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Fig. A.3.: left: Location of deep convection areas in 2055, when deep conception is starting to
emerge north of 65 N in the RCP8.5 experiment, as an exemplary temporal snap shots. Shown
are annual mean sea ice edges for 2010 (green), 2055 (red) and 2090 (black), to show the ice
edge location before and with fully developed deep convection.
right: The location of the newly formed continuous deep convection sites in the Nordic seas in
the RCP8.5 simulation averaged over 2090-2100. Shading indicates the average number of
convected levels and the black contour is the mean ice edge.
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Fig. A.4.: left: Hovmöller diagrams of the Arctic tracer for the three default scenarios;
right: Hovmöller diagrams of the impact of the AOAM implementation on the mean Arctic
vertical tracer concentration.
104
SUPPORTING INFORMATION FOR ’ASSESSING CLIMATE IMPACTS AND RISKS OF OCEAN
ALBEDO MODIFICATION IN THE ARCTIC’















Fig. A.5.: Time series of mean temperature of traced water masses entering the Arctic Ocean,
calculated as described in Appendix A. Note, that this display includes both, changes in the dye
tracer volume as well as changes in the temperature of the traced water masses.
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Fig. A.6.: Northern Hemisphere annual minimum sea ice extent for the different forcing
scenarios, see legend. Same as Figure 2.2a of the main article, with the addition of three
termination experiments in the RCP4.5 AOAM simulation starting in 2040 (RCP4p5 AOAM
t2040), 2060 (RCP4p5 AOAM t2060) and 2080 (RCP4p5 AOAM t2080).
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Fig. A.7.: Arctic ocean temperatures in 2070 at about 850m depth for four experiments. The grey
contours show the tracer concentration after 50 years of integration.
B. Supporting Information for ’Uncertainty in the response
of transpiration to CO2 and implications for climate
change’
B.1. Calculation of Water-Use Efficiency for Figure 3.4a
The UVic ESCM’s (University of Victoria Earth System Climate Model) spatial resolution
does not allow to calculate the water-use efficiency of a single plant or ecosystem. Hence
the ’inherent’ water-use efficiency (WUEi) is calculated, which is used to compare water-
use efficiencies between species and meteorological conditions [Beer et al., 2009]. For
WUEi the following equation is taken as a reference [Keenan et al., 2012]:
WUEi = (GEP⇤D)/Ee. (B.1)
Here GEP is the gross ecosystem photosynthesis, representing the carboxylation rate mi-
nus photorespiration. D is the evaporative demand, and Ee is the ecosystem evapotran-
spiration. In order to derive the given equation, several assumptions were made [Keenan
et al., 2012]: ’(1) vapour pressure difference between the leaf and the atmosphere can be
approximated by measured atmospheric evaporative demand (D), assuming equal temper-
atures of leaves and atmosphere, (2) aerodynamic resistance between the canopy and the
reference-height for the flux can be neglected, (3) under dry conditions, with no recent
precipitation events, measured water vapour fluxes are equivalent to transpiration,[...] that
is, evaporation contributes minimally’.
To transfer the measured variables [Keenan et al., 2012] into corresponding model vari-
ables, further assumptions had to be made and calculations had to be performed. For the
observational-based derived variable GEP, the UVic ESCM variable describing the gross
primary productivity of carbon was taken, GPPUVic(m).
In order to derive the model’s evaporative demand, DUVic, the saturated vapor pressure,
SV P, was calculated with the following equation [Murray, 1967]:
SV P = 6.107⇤107.5⇤TUVic/(TUVic+237.3). (B.2)
Here TUVic is the models’ atmospheric surface temperature in  C. DUVic then is defined as
the difference between the saturation vapor pressure and the specific humidity, hs, which
is given as a model output variable.
DUVic = (1 hs)⇤SV P. (B.3)
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In order to full fill assumption (3), in the observational dataset rain events were excluded
[Keenan et al., 2012] i.e. the day of rain and the day thereafter, assuming that in these
dry days cases soil and leaf evaporation contributes minimally [Keenan et al., 2012]. The
UVic ESCM however does not simulate weather fluctuations, hence this distinction can
not be achieved. To fulfil this assumption the terrestrial evapotranspiration from the UVic
ESCM would have to be partitioned into its components. The applied scaling however
would alter the partitioning of Evapotranspiration, since we increase the amount of vege-
tational transpiration. Therefore assuming the same partitioning for all runs would intro-
duce an error in the calculations. To avoid these errors, we calculate the UVic ESCM’s
WUE using simply the model output variable of evapotranspiration EUVic. We thereby do
not fulfil the condition to exclude evaporation from soil and leafs, and possibly underes-
timate the WUE.
WUEi,UVic = (GPPUVic ⇤DUVic)/EUVic. (B.4)
This calculation was performed on a local scale and thereafter globally averaged, in order
to produce Figure 3.4a.
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Tab. B.1.: CMIP5 models and modelling groups [Ahlström et al., 2012].
Modelling centre (or group) Institute ID Model name
Canadian Centre for Climate Modelling and Analysis CCCMA CanESM2
National Center for Atmospheric Research NCAR CCSM4
Centre National de Recherches Meteorologiques/ CNRM-CERFACS CNRM-CM5
Centre Europeen de Recherche et Formation
Avancees en Calcul Scientifique
LASG, Institute of Atmospheric Physics, Chinese LASG-IAP FGOALS-s2
Academy of Sciences
NOAA Geophysical Fluid Dynamics Laboratory NOAA GFDL GFDL-CM3
GFDL-ESM2M
NASA Goddard Institute for Space Studies NASA GISS GISS-E2-R
Met Office Hadley Centre MOHC HadGEM2-CC
HadGEM2-ES
Institute for Numerical Mathematics INM INM-CM4
Institut Pierre-Simon Laplace IPSL IPSL-CM5A-LR
IPSL-CM5A-MR
Japan Agency for Marine-Earth Science and MIROC MIROC-ESM
Technology, Atmosphere and Ocean Research MIROC-ESM-CHEM
Institute (The University of Tokyo), and National
Institute for Environmental Studies
Atmosphere and Ocean Research Institute MIROC MIROC5
(The University of Tokyo), National Institute
for Environmental Studies, and Japan Agency for
Marine-Earth Science and Technology
Max Planck Institute for Meteorology MPI-M MPI-ESM-LR
Meteorological Research Institute MRI MRI-CGCM3
Norwegian Climate Centre NCC NorESM1-M
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Fig. B.1.: Map of soil temperature differences in the year 2100 between the sensitivity
simulations fsens = 0.0 and the default simulation ( fsens = 1.0) for the CO2 forced simulations.













































































Fig. B.2.: Same as Figure 3.3 but for the six simulations with an unperturbed terrestrial biosphere.
C. Supporting Information for ’Systematic Correlation
Matrix Evaluation (SCoMaE) - A methodological
approach to find Indicators from Earth System variables’
C.1. How sensitive are the correlation matrices to the single parameter
perturbations?
For a thorough discussion of this method, we assessed the sensitivities of the correlation
matrices towards single parameter perturbations, i.e. how strongly a single sensitivity
simulation influences the correlation pattern. Therefore we calculated the respective cor-
relation when leaving out one of the parameter perturbations one at the time. If the stan-
dard deviation of the correlations is large, we know that the correlation calculation is very
sensitive towards single parameter perturbations. In addition we tested the significance
of the correlations, marking the cases where more than two thirds of the correlations are
significant, even if we leave out one of them at a time.
From this exercise we learn, that some model output variables are very sensitive to the
chosen parameter perturbations. The carbon fluxes in the RCP4.5 scenario, for example
show a higher sensitivity to to the terrestrial perturbed parameters (CO2 fertilisation, q10
variations, transpiration sensitivity to CO2) than in the other scenarios, since in this forc-
ing scenario natural vegetation is more abundant than in the others. This also explains
the high sensitivity of the other land related model output variables, such as L_vegnpp,
L_veglai, L_soilresp and L_vegcarb, in the RCP4.5 scenario.
Naturally, this sensitivity analysis would look different if we had chosen different model
parameter for our experiment. The high standard deviations in the historical scenarios
for O_po4sur and O_motmax for example are mainly due to the variations in the vertical
diffusivity and the temperature sensitivity in marine productivity.
C.2. Are global aggregates enough?
To understand how representative the global aggregate of a model output variables is in
respect to regional variations, we consider maps of correlations, exemplarily for the head-
line indicators found for the correlation matrix of the historical scenario. The correlation
maps indicate where the regionally resolved model output can be explained by the global
aggregate and in which regions the global aggregate is insufficient to explain the regional
variability or even show a different trend.
To calculate the correlations we again regarded the differences during the two scenarios
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and correlated each grid point of the regionally resolve output variable with the corre-
sponding globally aggregated model output variable. As before a two sided significance
test on a 5% significance level, with N = 16 based on a student t distribution was per-
formed. Note that the variable O_motmax is not regionally resolved in the model output
and hence misses for this analysis.
For the first headline indicator of the historical scenario, F_precipO, a strong positive
correlation between global mean precipitation over ocean and the precipitation over land
areas is evident (Figure C.7). This indicates that precipitation over land areas reacts simi-
lar to the parameter perturbations as the global mean precipitation over ocean. Over some
ocean areas there are negative correlations evident, which indicates that the global mean
precipitation over the ocean has an opposite reaction to the parameter perturbations com-
pared to what is happening in these regions. In general the headline indicator F_precipO
explains a large fraction of the regionally resolved variability from parameter perturba-
tions.
For the second headline indicator, A_albsurL, the majority of the northern hemisphere
land areas show a significant positive correlation to the global mean albedo over land.
Nevertheless there are areas especially in the high northern and southern latitudes and
the tropics that are either not significantly correlated or show negative correlations. This
indicates that the global mean land albedo explains mostly variability due to parameter
perturbations of the northern hemisphere land areas, which also take up a large fraction
of the global land area.
Both for O_alksur and O_temp almost all correlation is significant and positive, which
indicated a large fraction of the surface signal is explained by the global surface mean
variable. This looks different for O_phyt where we correlate the global mean ocean phy-
toplankton with its regionally resolved surface signal. There are still large areas with
significant positive correlations, however especially in the upwelling regions and in the
high northern latitudes the correlation decreases and changes sign. This indicated that
signals other than the parameter perturbations are influencing the surface phytoplankton
concentration in these areas. Nevertheless, the positive correlation for phytoplankton is
highest at the surface and decreases or even changes sign in deeper levels (not shown).
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Tab. C.1.: List of globally aggregated model output variables considered in this study.
model output name description unit
A_albsurL land surface albedo [1]
A_albsurO sea surface albedo [1]
A_co2 atmospheric CO2 [ppm]
A_sat air surface temperature [ C]
A_satL land air surface temperature [ C]
A_satO ocean air surface temperature [ C]
A_shum surface specific humidity [1]
A_totcarb total atmospheric carbon [Pg C]
F_carba2l air to land carbon flux [Pg C yr 1]
F_carba2o air to sea carbon flux [Pg C yr 1]
F_dnswr net surface downward shortwave radiation [W m 2]
F_evap global evaporation [kg H2O m 2 s 1]
F_evapL evaporation over land [kg H2O m 2 s 1]
F_evapO evaporation over ocean [kg H2O m 2 s 1]
F_heat ocean heat flux [W m 2]
F_netrad net top of atmosphere radiation [W m 2]
F_outlwr top of atmosphere outgoing longwave radiation [W m 2]
F_precip global precipitation [kg H2O m 2 s 1]
F_precipL precipitation over land [kg H2O m 2 s 1]
F_precipO precipitation over ocean [kg H2O m 2 s 1]
F_uplwr surface net upward longwave radiation [W m 2]
F_upsens surface upward sensible heat flux [W m 2]
L_soilcarb soil carbon [Pg C]
L_soilresp soil respiration [Pg C yr 1]
L_totcarb total land carbon [Pg C]
L_vegcarb vegetation carbon [Pg C]
L_veglai leaf area index [1]
L_vegnpp vegetation net primary productivity [Pg C yr 1]
O_alksur sea surface alkalinity [mol m 3]
O_dicsur sea surface dissolved inorganic carbon [mol m 3]
O_dsealev change in sea level [m]
O_iceareaN northern hemisphere sea ice area [m2]
O_iceareaS southern hemisphere sea ice area [m2]
O_motmax maximum meridional overturning stream function [m3 s 1]
O_no3sur ocean surface nitrate [mol m 3]
O_o2 ocean oxygen [mol m 3]
O_oaragsur sea surface omega aragonite [1]
O_ocalcsur sea surface omega calcite [1]
O_pco2sur sea surface partial CO2 pressure [ppmv]
O_phsur sea surface pH [1]
O_phyt ocean phytoplankton [mol N m 3]
O_po4sur sea surface phosphate [mol m 3]
O_salsur sea surface salinity [1]
O_temp mean ocean temperature [ C]
O_tempsur sea surface temperature [ C]
O_totcarb total ocean carbon [Pg C]
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Fig. C.1.: Correlations of the model output variables as clustered under the different headline
indicators found for the historical scenario.































































































































































































































Fig. C.2.: Correlations of the model output variables as clustered under the different headline
indicators found for the RCP4.5 scenario.
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Fig. C.3.: Correlations of the model output variables as clustered under the different headline
indicators found for the RCP8.5 scenario.




























































































































































































Fig. C.4.: Correlations of the model output variables as clustered under the different headline
indicators found for the common indicator.
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Fig. C.5.: Correlations of the model output variables as clustered under the different headline
indicators found for the common indicator, if A_sat is prescribed to be the first headline indicator.





























































































































































































































































































































































































































































































































































































































































Standard deviation i  correlations for the historical period
Standard deviation in correlations for the RCP4.5 period
Standard deviation in correlations for the RCP8.5 period
Fig. C.6.: Standard deviations of the correlations in the respective matrix, if one perturbed
parameter at a time is left out and the correlation is calculated from the remaining simulations, a)
for the historical scenario, b) for the RCP4.5 scenario and c) for the RCP8.5 scenario.
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Fig. C.7.: Maps of correlations from regionally resolved model output variables, with respect to
their corresponding globally averaged model output variable. Exemplarily the five regionally
resolved indicators found for the historical scenario are shown.The crosses indicate significant
correlation.
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