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Abstract
In this paper, we consider a counting process approach for characterizing a system having dependent
component failure rates. We study the transient state probabilities and related reliability properties based
on a series of Poisson shocks. We also show that the proposed inﬁnitesimal generator representation can
be used to characterize the bivariate exponential distributions of Freund, Marshall–Olkin, Block–Basu and
Friday–Patil.
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1. Introduction
In system reliability analysis, dependence concepts of multivariate models for nonrepairable
system have been studied by many authors, e.g., Barlow and Proschan [3] and Joe [9]. One
technique for characterizing a system having dependent component failure rates is to apply the
multi-version of exponential distributions, e.g., Freund [7], Marshall and Olkin [11], and Block
and Basu [5]. Lin et al. [10] extend the Freund distribution to characterize nonrepairable systems
with the condition that the surviving components have to carry an increased load. As regard to
multivariate exponential distributions, characterizations analog to the univariate exponential dis-
tribution have been extended by many authors, see Azlarov and Volodin [1] and Balakrishnan and
Basu [2] for details. Recently, Basu and Sun [4] have generalized several multivariate exponential
distributions based on Cox’s conditional failure rates. From the counting process point of view, the
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birth process which counts the number of failed components provides a simple representation for
the failure process of a system. This approach, however, does not help us to analyze the condition
when component lifetimes are dependent.
The purpose of this paper is two-fold. We formulate reliability properties by introducing a
counting process to characterize systems in which component lifetimes are dependent in two
ways: common-cause failures and increased failure rates for surviving components. We then use
the proposed representation to characterize bivariate exponential distributions. In Section 2, we
characterize the failure process by an inﬁnitesimal generator based on a series of Poisson shocks.
The transient state probabilities and related reliability properties are derived in Section 3. In
Section 4, the proposed inﬁnitesimal generator representation is used to characterize the bivariate
exponential distributions of Freund, Marshall–Olkin, Block–Basu and Friday–Patil.
2. The model
Consider a system consisting of n components whose lifetimes have the occurrence of common-
cause failures and the increase of failure rates for the surviving components. Such phenomena
happen especially in redundant systems. A series of Poisson shocks can be used to describe such
failures, where each shock may destroy components separately or simultaneously. Accordingly,
failures of the system can be considered to be n possible transitions of a Markov chain. One
(or more) components fails ﬁrst, then one (or more) of the surviving components fails, and so
on. Initially there is 2n − 1 independent Poisson processes that govern the occurrence of the
shocks. After the system receives a shock, which destroys one (or more) of the n components, the
surviving components are subject to shocks governed by another cluster of independent Poisson
processes which may have different parameters (failure rates) from the previous ones due to an
increased load. At this stage the number of processes will depend on the number of surviving
components. The systemmay continue to function, depending on the structure of the system (e.g.,
a k-out-of-n:F system), and is waiting for receiving another shock.
Let X = (Xt )t0 be the failure process of the system where Xt denotes the number of failed
components up to time t. The state spaceE consists of 2n states andwe partition it into n+1 classes
as E = {E0, E1, . . . , En}, where the subscript of Ei denotes number i of failed components and
the elements of Ei indicate
(
n
i
)
combinations of failed components. We denote these classes by
the notations: E0 = {0}, E1 = {11, . . . , 1n}, . . . , En = {n}, where the permutation of subscript
in each class is in lexicographical order and the cardinality of Ei is |Ei | =
(
n
i
)
. Class En is the
absorbing class containing only one state, and other classes constitute a partition of the set of
transient states. One of the simplest example is a birth process which passes through all n + 1
classes by E0 → E1 → · · · → En. In our discussions, after visiting class Ei , the next visited
class may be any class Ej with i < jn. We begin our discussion from the description of an
inﬁnitesimal generator.
Deﬁnition 2.1. Let Q be an inﬁnitesimal generator of the failure process X, and the submatrix
from class Ei to class Ej be denoted by Qi,j which is deﬁned by
Qi,j = lim
h↓0+
1
h
P {Xt+h ∈ Ej |Xt ∈ Ei} if i < j,
Qi,j = lim
h↓0+
1
h
(P {Xt+h ∈ Ej |Xt ∈ Ei} − I ) if i = j,
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where I is an identity matrix. The submatrix Qi,j is a
(
n
i
) × (n
j
)
constant matrix which is a
zero matrix if i > j . The entries of Qi,j are denoted by kli,j , where k = 1, . . . ,
(
n
i
)
and
l = 1, . . . ,
(
n
j
)
, and
kki,i = −
∑
i<j
∑
l =k
kli,j < 0. (2.1)
The permutation of subscripts of the Qi,j ’s are again arranged in lexicographical order. Such
arrangement guarantees that Q is a upper triangular matrix. For each state s, we let Ps(t) =
P {Xt = s|X0 = 0} as usual. We assemble the functions Ps(t) for s ∈ Ej into a row vector with(
n
j
)
entries in lexicographical order and denote it by PEj (t).
3. Properties of the model
In this section, the transient state probabilities of the failure process is shown to be a convolution
form and related reliability properties are given.
Theorem 3.1. The transient state probabilities PEj (t) are given by
PE0(t) = exp(Q0,0t),
PEj (t) =
j−1∑
k=0
∑
0=i0<i1<···<ik<j
W0,i1 ◦ Wi1,i2 ◦ · · · ◦ Wik,j (t) exp(Qj,j t) (3.1)
for j = 1, . . . , n − 1, where
Wi,j (t) =
∫ t
0
exp[Qi,i()]Qi,j exp[−Qj,j ()] d
and the function A ◦ B(t) is a convolution deﬁned by
A ◦ B(t) :=
∫ t
0
A() dB().
Proof. To ﬁnd the transient state probabilities PEj , we have to solve the following differential
equations:
P ′Ej (t) =
j∑
i=0
PEi (t)Qi,j (j = 0, 1, . . . , n − 1)
with initial condition PE0(0) = 1. It is clear that PE0(t) = exp(Q0,0t) and
PEj (t) =
j−1∑
i=0
{∫ t
0
PEi (s)Qi,j exp(−Qj,j s) ds
}
exp(Qj,j t). (3.2)
Let
Wi,j (t) =
∫ t
0
Si,j () d, (3.3)
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where
Si,j () = exp[Qi,i()]Qi,j exp[−Qj,j ()] (3.4)
for 0 i < jn − 1. We deﬁne a convolution g ◦ Wi,j for a function g with Wi,j by
g ◦ Wi,j (t) :=
∫ t
0
g() dWi,j ().
Hence, for 0 i < j < k < ln − 1,
Wi,j ◦ Wj,k(t) =
∫ t
0
Wi,j () dWj,k(),
Wi,j ◦ Wj,k ◦ Wk,l(t) =
∫ t
0
Wi,j ◦ Wj,k() dWk,l().
It is not difﬁcult to see that Wi,j ◦ Wj,k ◦ Wk,l is associative, that is,
Wi,j ◦ (Wj,k ◦ Wk,l(t)) = (Wi,j ◦ Wj,k) ◦ Wk,l(t).
It follows from (3.3) and (3.4) that (3.2) can be written as
PEj (t) =
j−1∑
k=0
∑
0=i0<i1<···<ik<j
W0,i1 ◦ Wi1,i2 ◦ · · · ◦ Wik,j (t) exp(Qj,j t),
where W0,0(t) = 1. 
The following results are immediate after Theorem 3.1.
Corollary 3.2. (i) The probability of PEn(t), given by X0 = 0, is given by
PEn(t) = 1 −
n−1∑
j=0
∑
k∈Ej
Pk(t).
(ii) The reliability functions Rk:n(t) of a k-out-of-n:F system (the system fails if at least kn
components fail) are given by
Rk:n(t) =
k−1∑
j=0
∑
i∈Ej
Pi(t).
(iii) The marginal survival function of component i is, for i = 1, . . . , n,
F¯i(t) = PE0(t) +
n−1∑
k=1
PEk−i (t),
where PEk−i (t) are deﬁned by, for k = 1, . . . , n − 1,
PEk−i (t) =
∑
∈Ek, i ⊆
P(t).
In the following, we further assume that entries in each diagonal submatrix Qj,j have the same
value −j < 0, but i = j if i = j . We have the following result.
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Corollary 3.3. If kkj,j = −j for k = 1, . . . , |Ej |, the transient state probabilities (3.1) is
PEj (t) =
j∑
m=1
∑
jm(0)<jm(1)<···<jm(m)
Qjm(0),jm(1) · · ·Qjm(m−1),jm(m)
×
[
m∑
k=0
exp
(−jm(k)t)jm(k),jm
]
, (3.5)
where for j = 1, . . . , n − 1;m = 1, . . . , j ; k = 0, . . . , m,
jm(0) = 0
jm(1) = i1
...
jm(k) = ik
...
jm(m − 1) = im−1
jm(m) = j (3.6)
and
−1jm(k),jm = (jm(0) − jm(k)) . . . (jm(k−1) − jm(k))
×(jm(k+1) − jm(k)) . . . (jm(m) − jm(k)). (3.7)
Proof. InEq. (3.4), the functional equationSi,j (t) is a transformofQi,j bymultiplying exp(kki,i t)
to the kth row of Qi,j and multiplying exp(−llj,j t) to the lth column of Qi,j . From the given
condition kkj,j = −j , we have
Si,j (t) = exp[−(i − j )t]Qi,j (0 i < jn − 1).
Hence
W0,i1(t) =
∫ t
0
S0,i1() d =
Q0,i1
0 − i1
[
1 − exp(−(0 − i1)t)
]
and
W0,j (t) exp(Qj,j t)
= Q0,j
[
1
j − 0
exp(−0t) +
1
0 − j
exp(−j t)
]
= Q0,j
[ 1∑
k=0
exp(−j1(k)t)j1(k),j1
]
,
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where j1(·) andj1(·),j1 are deﬁned in (3.6) and (3.7), respectively. Again, for 0 i1 < jn−1,
W0,i1 ◦ Wi1,j (t) exp(Qj,j t)
=
(∫ t
0
W0,i1() dWi1,j ()
)
exp(Qj,j t)
= Q0,i1Qi1,j
[
exp(−0t)
(i1 − 0)(j − 0)
+ exp(−i1 t)
(0 − i1)(j − i1)
+ exp(−j t)
(0 − j )(i1 − j )
]
= Q0,i1Qi1,j
[ 2∑
k=0
exp(−j2(k)t)j2(k),j2
]
,
where j2(·) and j2(·),j2 are deﬁned in (3.6) and (3.7), respectively. More generally, for m =
1, . . . , j and 0 = i0 i1 < i2 < · · · < im−1 < jn − 1,
W0,i1 ◦ Wi1,i2 ◦ · · · ◦ Wim−1,j (t) exp(Qj,j t)
=
∑
0<i1<···<im−1<j
Q0,i1 . . .Qim−1,j
[
m∑
k=0
exp(−jm(k)t)jm(k),jm
]
,
where jm(·) and jm(·),jm are deﬁned in (3.6) and (3.7), respectively. Hence PEj (t) is
j∑
m=1
∑
jm(0)<jm(1)<···<jm(m)
Qjm(0),jm(1) . . .Qjm(m−1),jm(m)
×
[
m∑
k=0
exp
(−jm(k)t)jm(k),jm
]
.
This completes the proof. 
The following results are immediate.
Corollary 3.4. Under the conditions of Corollary 3.3, if there is no occurrence of common-cause
failure, the transient state probabilities (3.5) are given by, for j = 1, . . . , n − 1,
PEj (t) = Q0,1Q1,2 . . .Qj−1,j
⎡
⎣ j∑
k=0
exp
(−kt)k,j
⎤
⎦ ,
where
−1k,j = (0 − k) . . . (k−1 − k)(k+1 − k) . . . (j − k).
Corollary 3.5. Under the conditions of Corollary 3.4, if Qj,j+1 has only one element, say j ,
then for j = 1, . . . , n − 1,
PEj (t) = 0 . . . j−1
j∑
k=0
[
exp
(−kt)k,j ] ,
where
−1k,j = (0 − k) . . . (k−1 − k)(k+1 − k) . . . (j − k).
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4. Bivariate exponential distributions
For a 2-component system, state 0 denotes no failure, and state 11, 12, 2 denote the failure
of components 1, 2, and both components, respectively. The inﬁnitesimal generator of the given
model is
Q =
⎛
⎜⎜⎝
0 11 12 2
0 −(1 + 2 + 12) 1 2 12
11 0 −(′2 + 12) 0 ′2 + 12
12 0 0 −(′1 + 12) ′1 + 12
2 0 0 0 0
⎞
⎟⎟⎠. (4.1)
Using the inﬁnitesimal generator (4.1), the transient state probabilities PEj (t) are given by
P0(t) = e−t ,
P11(t) =
⎧⎨
⎩
1
1 + 2 − ′2
[
e−(′2+12)t − e−t
]
, 1 + 2 = ′2,
1te−t , 1 + 2 = ′2,
P12(t) =
⎧⎨
⎩
2
1 + 2 − ′1
[
e−(′1+12)t − e−t
]
, 1 + 2 = ′1,
2te−t , 1 + 2 = ′1,
where  = 1 + 2 + 12. It is not difﬁcult to obtain the joint density as follows:
f (t1, t2) =
{
1(
′
2 + 12) exp
[−(1 + 2 − ′2)t1 − (′2 + 12)t2] , 0 < t1 < t2,
2(
′
1 + 12) exp
[−(′1 + 12)t1 − (1 + 2 − ′1)t2] , 0 < t2 < t1
for the absolutely continuous part, and
g(t) = 12 exp[−t]
for the singular part.
We now decompose the inﬁnitesimal generator (4.1) into an ‘absolutely continuous’ part and a
‘singular’ part, corresponding to the absolutely continuous and singular parts of the joint density
of T1 and T2. The following result is trivial and therefore the proof is omitted.
Theorem 4.1. Let  = 1 + 2 + 12 and
Q = 1 + 2

Qa + 12

Qs, (4.2)
the joint density function corresponding to the Qa matrix is
f (t1, t2)=
⎧⎪⎪⎨
⎪⎪⎩
1(
′
2 + 12)
1 + 2 exp
[−(1 + 2 − ′2)t1 − (′2 + 12)t2] , 0<t1<t2,
2(
′
1 + 12)
1 + 2 exp
[−(′1 + 12)t1 − (1 + 2 − ′1)t2] , 0<t2<t1
and the density corresponding to the Qs matrix is
g(t) =  exp [−t] .
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The transient state probabilities PEj (t) for the inﬁnitesimal generator Qa in (4.2) are given by
P0(t) = e−t ,
P11(t) =

1 + 2 1
[
e−(
′
2+12)t − e−t
]
,
P12(t) =

1 + 2 2
[
e−(
′
1+12)t − e−t
]
,
where 1 = 11+2−′2 and 2 =
2
1+2−′1 .
If ′1 = 1 and ′2 = 2, it is clear that Qa is the corresponding inﬁnitesimal generator of the
Block–Basu distribution [5] and Q is the corresponding inﬁnitesimal generator of the Marshall–
Olkin distribution [11]. If 12 = 0, Qa is the corresponding inﬁnitesimal generator of the Freund
distribution [7]. In addition, the Friday–Patil distribution [8] can be obtained from a convex
combination of Qa and Qs as follows:
Theorem 4.2. Let 01 and set 12 = 0 in Qa and Qs , then the convex combination Qa +
(1 − )Qs is the corresponding inﬁnitesimal generator of the Friday–Patil distribution.
Proof. Setting 12 = 0, the convex combination Qa + (1 − )Qs is
Qa + (1 − )Qs =
⎛
⎜⎝
−(1 + 2) 1 2 (1 − )(1 + 2)
0 −′2 0 ′2
0 0 −′1 ′1
0 0 0 0
⎞
⎟⎠ . (4.3)
It can be derived that the joint density of T1 and T2 is
f (t1, t2) =
{
1
′
2 exp
[−(1 + 2 − ′2)t1 − ′2t2] for 0 < t1 < t2,
2
′
1 exp
[−′1t1 − (1 + 2 − ′1)t2] for 0 < t2 < t1
for the absolutely continuous part, and
g(t) = (1 − )(1 + 2) exp
[−(1 + 2)t]
for the singular part. This is precisely the joint density of the Friday–Patil distribution. 
Using the inﬁnitesimal generator (4.3), the transient state probabilities PEj (t) are given by
P0(t) = e−(1+2)t ,
P11(t) = 1
[
e−
′
2t − e−(1+2)t
]
,
P12(t) = 2
[
e−
′
1t − e−(1+2)t
]
,
where 1 = 11+2−′2 and 2 =
2
1+2−′1 .
5. Remarks
We ﬁnd the joint density of the failure times of the n components in the specially sim-
ple event that the components fail singly. If n = 5, for instance, the class E2 is ordered as
12, 13, 14, 15, 23, 24, 25, 34, 35, 45 and so the lexical position of the string 24 in E2 is 6.
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Theorem 5.1. Let the n components fail at times T1T2 · · · Tn. On the event that 0 = t0 <
t1 < · · · < tn and that the ﬁrst component to fail is component i1, the second is component i2, . . . ,
and the nth to fail is component in, the joint density of T1, . . . , Tn is
f (t1, t2, . . . , tn) =
n∏
k=1
k−1kk−1,k exp
[
−
(
kkk,k − k−1
k−1
k−1,k−1
)
tik
]
, (5.1)
where k is the lexical position of the string i1 . . . ik in the class Ek .
Proof. Let hk be small enough so that tik + hk < tik+1 , k = 1, . . . , n. Now we consider the
following probability
P(Xti1
∈ E0, Xti1+h1 ∈ E1, . . . , Xtin ∈ En−1, Xtin+hn ∈ En|X0 ∈ E0).
Remembering that each class Ek indicates number k of failed components with
(
n
k
)
entries of
length k, we denote k the lexical position of the string i1 . . . ik in Ek . It follows from the Markov
property that the above probability is equivalent to
n∏
k=1
Pk−1,k (hk)Pk−1,k−1(tik − tik−1 − hk−1),
where i0 = 0, 0 = 0 and h0 = 0.
Since Pk−1,k (hk) = k−1kk−1,khk + o(hk), after dividing by hk and then letting hk → 0+,
the joint density f (t1, t2, . . . , tn) is
n∏
k=1
k−1kk−1,k exp
[
k−1k−1k−1,k−1(tik − tik−1)
]
or
n∏
k=1
k−1kk−1,k exp
[
−
(
kkk,k − k−1
k−1
k−1,k−1
)
tik
]
,
where nnn,n = 0 and i
j·,· ∈ Qi,j . 
Above joint density corresponds to the generalized Freund–Block distribution discussed in
Basu–Sun [4]. In their notations
k−1kk−1,k = 	
(k)
ik,{i1,...,ik−1},
k−1k−1k−1,k−1 = −
n∑
j=k
	(k)ij ,{i1,...,ik−1}.
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Noting that the inﬁnitesimal generator for this special case is given by
Q =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
E0 E1 E2 · · · En−2 En−1 En
E0 Q0,0 Q0,1 0 0 . . . 0 0
E1 0 Q1,1 Q1,2 0 . . . 0 0
E2 0 0
. . .
. . . . . . 0 0
...
...
...
...
En−1 0 0 0 0 . . . Qn−1,n−1 Qn−1,n
En 0 0 0 0 . . . 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (5.2)
In particular, Q0,0 = 001,1 and for j = 1, . . . , n − 1,
Qj,j =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
11j,j 0 . . . 0 0
0 22j,j . . . 0 0
...
...
. . .
...
...
0 0 . . . |Ej |−1|Ej |−1j,j 0
0 0 . . . 0 |Ej ||Ej |j,j
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
is a |Ej | × |Ej | diagonal matrix where |Ej | =
(
n
j
)
the cardinality of the Ej class. The transient
probabilities PEj (t) for the inﬁnitesimal generator (5.2) are expressed as (3.1).
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