In this paper, we focus our study on the implementation of a synchronous load balancing algorithm with an asynchronous PDE solver on heterogeneous and dynamic networks. The PDE (Partial Differential Equation) chosen formulates and solves the behavior of the concentration of two chemical species on a water plan. The load balancing algorithm implemented is the first order diffusion algorithm. Two main problems are studied in this paper. The first is the interaction between synchronism and asynchronism (synchronism with load balancing and asynchronism with computation). The second is the definition of the load balancing parameters for this solver in the dynamic context. For these two problems, we give various solutions and study their impacts on real experimentations.
INTRODUCTION
In literature, many papers study load balancing algorithms for distributed systems. Various points of view are studied, centralized or decentralized, direct or iterative... [1, 2, 3, 4, 5, 6, 7] . In many applications such as dense linear algebra, it is possible to statically compute the load and distribute it evenly among the processors. However, it is often not possible to know a priori the load of the problem and therefore a dynamic load balancing scheme is required.
In this paper we focus on the implementation of iterative load balancing algorithms, introduced in [1] , into a real application. These algorithms assume that a node manages its load only with its nearest neighbors. They are generic algorithms, useful when the system is decentralized or when some nodes cannot directly communicate with all the other nodes.
In order to study a real application, we chose to focus on a PDE (Partial Differential Equation) solver. The PDE chosen formulates and solves the behavior of the concentration of two chemical species on a water plan. It corresponds to a chemical problem modelled by an advection-diffusion equation. This work can be generalized to any physical problem that can be formulated with a PDE and discretized with a finite difference scheme and an implicit Euler scheme.
In this paper, we propose a practical implementation of a synchronous load balancing algorithm into an asynchronous PDE solver. To the best of our knowledge, no study in literature has ever mixed synchronous load balancing algorithm with asynchronous computation on dynamic networks. Classically synchronous and iterative load balancing algorithms are used into synchronous computation such as in [8] .
Two main problems are studied in this paper. The first is the coupling of synchronism and asynchronism. Synchronization can be very penalizing in an asynchronous computation. Therefore it would be interesting to minimize the time lost due to load balancing synchronization. The second problem concerns the definition of the load balancing parameters for this application. The behavior of an asynchronous computation is not the same as the behavior of a synchronous one. This difference is increased by the dynamic nature of the network. Thus the studies of load balancing on static networks cannot be directly applied in this context. This paper is organized as follows: Section 2 presents the diffusion load balancing algorithm for heterogeneous computer on static and dynamic networks. In Section 3, the application is presented and the multisplitting method used to solve this problem is given. Section 4 introduces the different problems encountered, the solutions proposed and the experimentations realized. We conclude this work in Section 6.
DIFFUSION LOAD BALANCING
In this section we recall the principle of diffusion load balancing on static and dynamic networks. Results concerning the dynamic networks, introduced in [9] , are extended to the heterogeneous context.
edges,
Each computing processor is a vertex of the graph and each communication link between two processors i, j is the edge between the two vertices i and j (i, j ∈ V). By definition, each vertex is labeled from 1 to n where n is the number of processors, thus |V| = n. Let m be the number of communication links (|E| = m). Let C n be the vector of node-weights such that the average of C n i is normalized
In [1] Cybenko introduced a distributed load balancing algorithm for static networks. This algorithm, called diffusion, assumes that a process i balances its load simultaneously with all its neighbors. To balance the load, a ratio α ij of the difference of load between the process i and j is swapped between i and j. For a process i, the load balancing step with all its neighbors is given by Equation 1 when the network is homogeneous (1) where w i (t) is the work load done by process i at time t. If the network is heterogeneous, the work load of a process is weighted by the weight of this process and Equation 1 becomes Equation 2. Thus, with Equation 2, the system converges toward a load repartition relative to the node-weights.
(2) Equation (2) is linear and thus it can be rewritten in matrix form:
Here W (t) is the vector (w i (t) ) and M is the diffusion matrix defined by
This matrix form is useful to have a global view of the behavior of the algorithm and necessary to prove the convergence.
This algorithm has often been studied and derived. In [1, 2, 10] the authors introduced the Dimension Exchange (DE) and the Generalized Dimension Exchange (GDE). In these algorithms a processor balances its load with only one of its neighbors at each step. In [11, 4] the Second Order Scheme (SOS) and the Chebyshev method are introduced. These algorithms remember the last load exchange to speed up the current exchange. More recently, the adaptation of all these algorithms on dynamic networks have been studied in [9, 12, 13] .
In this paper, we focus our study on the implementation of this kind of synchronous load balancing algorithms with an asynchronous PDE solver in a dynamic context.
Load Balancing on Dynamic Network
In [9, 13] the authors introduce an adaptation of diffusion load balancing algorithms on dynamic networks. In these papers the dynamism is limited to the edges -indeed only the edges of the network can be added or removed. In this section, results of [9] are extended to heterogeneous networks.
A classical undirected connected graph G = (V, E ) is used for the global network and the set is defined as the set of broken edges at time t. Thus is a graph model for dynamic networks. As in a classical graph, V is the set of processors, E is the set of edges, E is a subset of V × V, each edge is a communication link between processors i and j, (i, j, ∈ V ), is a subset of E. With this kind of network, Equation 2 can be expressed as follows: for all living edges (i, j)
where a living edge at time t is an edge that is not in the set As Equation 2, Equation 4 can be rewritten in the following matrix form:
Where W (t) is the vector of and M (t) is defined by
.
is the diffusion matrix at time t, it represents the incidence matrix of the communication graph at this time step.
The diffusion load balancing algorithm on dynamic networks converges toward the uniform load distribution under conditions close to a real context. Let us recall the results given in [9] . It should be noted that Theorem 1 does not mean that all edges have to be alive during the load balancing process. Moreover, the network can always be disconnected, only the superposed communication graph must be connected to ensure the convergence. The hypothesis of the theorem means that, at any time t, we ensure to get a connected graph at a later time t + l by the virtual superposition of the communication graphs between t and t + l. Note that the integer l is not necessarily a constant (see Figure 2 ). Thus, whatever the configuration of the network, we have to be certain to construct a path between any two processors by the artificial superposition of communication graphs. 
Proof By hypothesis, there always exists a time step t ∈ N, such that the superposed connection graph of the network is connected, thus for any time step t > t 0 there always exist irreducible matrices T (p
i ) such that where
L and L i are finite integers (so when t tends to infinity α also tends to infinity and lim
Synchronous load balancing on asynchronous iterative computation The detailed Proof of Theorem 1 on homogeneous networks can be found in [9] . It can be easily applied on heterogeneous networks by taking into account the node-weights.
After having presented the load balancing algorithms, we explain in the next section the application we chose to implement the load balancing algorithm with.
CASE STUDY: ADVECTION DIFFUSION PROBLEM
This section introduces the considered problem and explains the method to solve it. The problem is modelled by a PDE and the multisplitting method is used to find the solution.
Two Dimension Advection Diffusion Problem
In this problem, we compute the evolutions of the concentrations of two chemical species in a two dimension domain. This problem corresponds to an advectiondiffusion system with two species. It is solved by using a discretization of the space on a two-dimensional grid (x, z).
The evolutions are given in each point (x, z) of the grid by (6) where i = 1, 2 denotes the number of chemical species and (7) with (8) and j = 3, 4, ω = π/43200, a 3 = 22.62 and a 4 = 7.601. ( , , )
The time interval is [0, 7200s] and the initial conditions are the following (9) with (10) Finally, the discretization along x and z allows us to rewrite the system of PDEs in Equation 6 in a system of ODEs (Ordinary Differential Equations) of the form (11) 
Multisplitting-Newton Method
This section describes the method used to discretize the PDE system. First the sequential Newton algorithm is recalled. Then, the parallel multisplitting Newton is presented.
For simplicity sake, consider that the Partial Differential Equation (PDE) problem is discretized by the method of lines with finite difference approximation scheme and yields the following Ordinary Differential Equation (ODE) (12) Using the implicit Euler method with a discretization step h, the previous equation gives (13) This equation can be rewritten in (14) The Newton method allows us to find when F (y(t + h), y(t), t) = 0 which gives the solution to the problem. The Newton method is an iterative one which 
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can be initialized by y(t + h) 0 = y(t) for example. Choosing k to represent the Newton iterations, the Newton method is (15) The matrix DF (y(t + h) k , y(t), t) is the Jacobian matrix of the function F. It must be invertible. Defining δy(t + h) k+1 
can be rewritten in (16) The quasi-Newton method allows the simplification of the computation part. It aims to compute DF only once at each time step by taking DF (y(t+h) 0 , y(t), t) in place of DF (y(t + h) k , y(t), t). Hence, by renaming
Solving Equation 17 entails to solve a linear system in which DF is a matrix, -F(y k ) is the right-hand side and δ k+1 is the unknown vector.
Solving such an ODE equation with the Newton method and parallel processors is possible in at least two different ways.
The first one, and probably the best known and most commonly used one, consists in using a parallel linear solver. Synchronous linear solvers often require several synchronizations whereas asynchronous linear ones do not require any synchronization at all. Nevertheless, each Newton iteration requires a synchronization. So, whatever the parallel solver used, synchronizations are unavoidable.
The second solution consists in using the multisplitting method which can be used in an asynchronous mode. Practically speaking, it leads to an algorithm which does not require any synchronization (in the asynchronous mode), even at each Newton iteration. The principle is the following: the function F of Equation 14 is not considered in its totality. It is decomposed into several subfunctions (there are as many subfunctions as there are processors) by giving different components to different processors. Thus, each processor is responsible for computing a part of the function F (y(t + h), y(t), t). Processors use the sequential Newton Algorithm, described previously, to solve their parts of the function. Obviously, several iterations are required in so that the algorithm converges to the initial problem solution. At each iteration, a processor exchanges some of its components with
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y y t h y t t k ( ) , ( ), ) + the processors on which it depends. In the asynchronous model, the computation of the next iteration is achieved without waiting for component from neighbor processors. If components are available, the computation converges quickly towards the solution. If some date are missing, for example if only two of the four neighbors have sent their local components, then the process converges but more slowly. For more details on the multisplitting Newton method (implementation details and convergence results), interested readers are invited to read [14, 15, 16] and the references therein. The benefit of using the asynchronous multiplitting Newton method is that only one synchronization is required at each time step to compute the next time step, whereas all the other methods require much more synchronizations that may be penalizing in a grid computing context with distant clusters.
LOAD BALANCING ON THE APPLICATION
The application is presented in the previous section. Let us study now the problems of the implementation load balancing algorithm. This section introduces the two main problems of this implementation.
Implementation of Load Balancing on the Application
The first problem is the implementation of the synchronous load balancing algorithm with the asynchronous computation. The main advantage of an asynchronous computation is that this method suppresses all waiting time due to synchronization. Thus an implementation of a synchronous load balancing algorithm with this kind of computation can be very penalizing.
A study of asynchronous computation shows that it is not convenient to link the iterations of the computation with the iteration of the load balancing algorithm. This link will synchronize the iteration of the computation and will remove the advantages of the asynchronous computation. One solution consists in executing the load balancing step at a given time and not at a given computation iteration. In other words, the load balancing steps are executed every t seconds. In this case the load balancing algorithm synchronizes the computation every t seconds and keeps the asynchronous characteristic of the computation (see Figure 3) . Thus the time lost due to load balancing synchronization is minimized. As it is shown in Figure 3 , if t appears during an execution of an iteration, this iteration finishes normally before starting the load balancing step.
Concerning the advection-diffusion problem, the application computes the behavior of two chemical species for a given interval time. For these computation, a synchronization is required at each time step. Nevertheless, for the computation of each time step the computation itself can be desynchronized (see Figure 4) . That is why it is possible to balance parts of the load at the end of each time step using the multisplitting method. With this implementation the synchronization due to load balancing steps are not penalizing because they already exist in the application.
In the next section, we study three definitions of load and node power for the advection-diffusion application from the simplest definition to a specific definition for the application.
Load Balancing Parameters Definition
The second problem concerns the definition of the parameters of the load balancing algorithm. The diffusion load balancing algorithms are generic, thus they can be applied in many contexts or applications. The main problem induced by this advantage is the definition of the application load and the computation power available on each node. They depend on the context and/or on the application. The first load definition used is the number of components computed by the application. This definition is simple and when the load balancing moves n units of load from i to j it moves the computation of n components from i to j. In this first definition (Def. 1), the power of each node has been redefined as the time to compute one component in the Newton iteration (see Figure 5 Def. 1).
Power at time t =
Computation time of last step of Newton Number of components computed These definitions of load and power give good results with synchronous computation problems, but Table 1 shows that this definition for asynchronous computation does not give any benefit.
A study of the behavior of the application shows that with a synchronous implementation, all nodes converge at the same iteration number whereas with an asynchronous implementation, some nodes can go under the convergence threshold faster than the others. Thus, the definitions must depend on the error on each node. The error is the maximum of the absolute value of difference of concentration between two steps of Newton.
The second load definition is the same as the first. The advantages given by the direct relation between load and components are important to simplify the implementation. Only the power of each node is redefined (Def. 2). It is redefined depending on the time for a node to go and stay under the convergence threshold (see Figure 5 Def. 2), as follows:
Power at time t = Time to go and stay under the convergence threshold Number of components computed Indeed, if a node goes and stays under the convergence threshold, we consider that its work is finished. Nevertheless it does not stop its computation until all nodes go and stay under the convergence threshold. With this definition, the objective is to distribute the load so that all computation nodes can go and stay under the convergence threshold at the same time step. If all computation nodes go and stay under the convergence threshold at the same time step, no node does needless computation steps to wait for the other nodes.
The third and last definition used (Def. 3) is derived from the second. The definition of the load is the same and only the definition of power is modified. In asynchronous computation a node can go under and go back over the convergence threshold. Usually, if a node goes back over the convergence threshold it is due to a component update received from one of its neighbors. Indeed, if a node goes back over the convergence threshold it is not due to its computation power but it is due to component updates received from its neighbors. Thus, this definition considers that a node has done its work when it goes under the convergence threshold for the first time (see Figure 5 Def. 3).
Power at time t = Time to go under the convergence threshold Number of components computed
The objectives of this definition are close to the objective of the second. We want to distribute the load such that all computation nodes go and stay under the convergence threshold at the same time step. The difference is that we want the computation step to go only once under the convergence threshold and not to go back over it.
EXPERIMENTATIONS
In the following experiments, the behavior of different approaches of load balancing are studied on static and dynamic networks. In order to simplify the implementation of load balancing, the problem is split into one dimension. Consequently each processor exchanges components with at most two neighbors.
Experimentations on Static Network
In this section various experimentations are realized with the different power definitions. The definition of the load is the same for all the experimentations, one unit of load is one component. The application has been deployed over a local network of workstation with various powers (2.6GHz, 2.4GHz and 1.7GHz), with a bandwidth of 100Mbps and a latency of 0.15ms. The first simulations are realized on a few computers -4 workstations of various power -to illustrate the impact of the load balancing. In this paper, our objective is not to study the scalability of the algorithms. Moreover, few workstations allow us to study exactly the behavior of the application and the load balancing algorithm. The experimentations are realized with different sizes of problem, from 100×100 to 700×700. For the three definitions the results are given in seconds with and without load balancing. The gains generated by the load balancing algorithm are also given.
The first results obtained with the first definition are presented in Table 1 . This table shows a negative gain, in other words the load balancing algorithm, with the load and power definition used, can be more costly than beneficial. A detailed study of the behavior of the application shows that the time to compute a time step became uniform with the load balancing. We can deduce 
that the load balancing does its job correctly but that the definition of load and power given does not fulfill the good objectives. This study also shows that each node does not go and stay under the convergence threshold at the same time step. Thus, during the last Newton iterations of a time step some nodes compute to reach the convergence threshold while other nodes compute to wait for the first ones. These other nodes compute for nothing. That is why if components are better distributed, all processors may converge almost simultaneously. In this case, all computations are useful in opposition to the previous case. The second definition of load and power is based on these observations.
The second experiments with the second definition of load and power is presented in Table 2 . The first remark is that this definition is better than the first. The gain is between 10% and more than 25%. However, we can observe a decreasing gain for the sizes greater than 400×400. This phenomenon can be explained by the nature of the problem.
Let us recall that the topology induced by the splitting of the problem gives a line. The nature of the problem gives more works -according to our definition of load and power -to the last nodes of the line. With this configuration, it can be observed that node three quickly gives its load to node two and finally has few components to compute. Indeed it quickly goes under the convergence threshold. The problem is that its neighbor, node four, always has many components and does not go quickly under the convergence threshold, it is the slowest according to the definition used. Thus, when node four sends updates to node three it makes node three go back over the convergence threshold. In other words node four manages the convergence of node three. Consequently, node three and node four go and stay under the convergence threshold at the same time. They are balanced by the definitions used. Some observations of the convergence show that node one and two are balanced together but not with nodes three and four. Node three has not enough components to send load to two. This problem is solved in the next section.
Experimentations on Dynamic Network
Our first objective is to apply a load balancing algorithm in a real application on a dynamic network. The first experiment realized on dynamic network is the same as on static network (i.e. four nodes) with a definition of power depending on error. The same nodes and network are used and the dynamism is simulated, strong disturbances are periodically introduced on all edges of the network. A disturbed link is considered unusable by the load balancing algorithm and the updates send by the application are strongly slowed down. To disturb a link between two nodes, the communication library applies a delay before sending messages on this link. To be reproducible the disturbances are periodically introduced each other time step. The first results on dynamic network are presented in Table 3 . These results and the observation of the behavior of this experiment confirm the results obtained on static network for sizes of problem greater than 200×200. The gains are close to the previous results and the same problem of convergence appears. For the size 100×100 and 200×200 the computation time is too fast and the load balancing is too disturbed to reach the relative balance, that is why the gain is small. The last experiments are deployed on 10 heterogeneous computers (800, 1700 and 2400MHz) to confirm the previous results. The network is the same as the previous experiments. The dynamism is only simulated on 5 nodes. It can be viewed as 5 nodes in a local network connected to 5 distant nodes. The sizes of problem studied are from 200×200 to 600×600. 100×100 is too small to be deployed on 10 nodes and 700×700 is too long on the dynamic network. A first experiment on this context with the second definition of load and power shows us that the problem presented previously is dramatically increased on 10 nodes and the advantages of load balancing can became null. Thus we have redefined the power as in the third definition to deploy the application on this context. The results obtained with the third definition are presented in Table 4 . First, the results obtained on static network show that this definition of load and power is good and confirm the benefits of load balancing. The greater the size is, the more important is the gain. The results obtained on dynamic networks are more diffcult to explain. Two phenomena interfere, the first is the interaction between dynamic network and asynchronism and the second is the interaction between load balancing and the first phenomenon. With these interactions on a size 400×400, the benefit given by a better load repartition is canceled by the cost of the load balancing algorithm. The sizes smaller than 400×400 are not long enough to reach the uniform load distribution and the first load balancing steps are the most profitable, thus the load balancing algorithm is beneficial. The sizes greater than 400×400 are long enough to reach the uniform load distribution and long enough for the uniform load distribution to be profitable.
CONCLUSION
In this paper we have studied the implementation of a synchronous and iterative load balancing algorithm on an asynchronous PDE solver. The PDE chosen formulates and solves the behavior of two chemical species on a water plan. This work can be generalized to any physical problem that can be formulated with a PDE and discretized with a finite difference scheme and an implicit Euler scheme.
In this work, we show that the problem is complex and the solution can only be given with knowledge of the application. We give various approaches and study their impact and their behavior. We also show that a well defined load balancing algorithm is very beneficial and gives a significant gain in execution time. The gain can be greater than 30% under some conditions.
The main results of this paper is that a real application and the load balancing algorithm can be executed despite communication failures, and give good results. In addition to the main results concerning load balancing on dynamic networks introduced in [9] , these algorithms are extended to the heterogeneous case.
In future work, we plan to study asynchronous load balancing algorithms. Those algorithms should be more effcient and adapted to asynchronous computation algorithms in which there is no synchronization. Moreover, it should be interesting to study load balancing algorithms on more than one dimension. In practical cases, this allows to fit the load balancing algorithm with the computational algorithm.
