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ONE-STEP ESTIMATION WITH SCALED PROXIMAL METHODS∗
ROBERT BASSETT† AND JULIO DERIDE‡
Abstract. We study statistical estimators computed using iterative optimization methods that
are not run until completion. Classical results on maximum likelihood estimators (MLEs) assert
that a one-step estimator (OSE), in which a single Newton-Raphson iteration is performed from a
starting point with certain properties, is asymptotically equivalent to the MLE. We further develop
these early-stopping results by deriving properties of one-step estimators defined by a single iteration
of scaled proximal methods. Our main results show the asymptotic equivalence of the likelihood-
based estimator and various one-step estimators defined by scaled proximal methods. By interpreting
OSEs as the last of a sequence of iterates, our results provide insight on scaling numerical tolerance
with sample size. Our setting contains scaled proximal gradient descent applied to certain composite
models as a special case, making our results applicable to many problems of practical interest.
Additionally, we provide support for the utility of the scaled Moreau envelope as a statistical smoother
by interpreting scaled proximal descent as a quasi-Newton method applied to the scaled Moreau
envelope.
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1. Introduction. In likelihood-based statistical inference, estimators are de-
fined as solutions to optimization problems, with the objective function constructed
from a random sample. When computing the estimator, however, it is often the case
that the statistical context for the optimization problem is disregarded and a purely
numerical perspective adopted. Numerical tolerance is taken to be as small as can be
computed in a reasonable amount of time, and the resulting approximate minimizer
is taken as the realization of the estimator for the given data sample.
In this paper we view statistical and numerical error holistically. We retain the
statistical origin of the mathematical program defining the estimator in order to pro-
vide insight on the numerical tolerance required to achieve statistical optimality. By
“statistical optimality” we mean asymptotic equivalence to the defined estimator, a
minimizer which depends on a random sample. For reasons that will become clear
in Section 5, we focus our attention on scaled gradient methods. We consider scaled
proximal gradient descent and scaled proximal descent, generalizations of proximal
gradient descent and proximal descent, respectively, which adjust for curvature of
the objective function. We show that one-step estimators constructed from these
algorithms achieve statistical optimality in an asymptotic sense for a broad class of
parametric families and likelihood-based estimators.
The rest of this paper is organized as follows. In Section 1, we review one-step
estimation for statistical inference in parametric models and summarize previous work
on scaled proximal algorithms. In Section 2, we give one-step estimation results for
scaled proximal gradient descent applied to a composite model, such as is commonly
encountered in penalized and constrained M-estimation. Section 3 contains similar
results for scaled proximal descent. The scaled and unscaled proximal operator can
be interpreted as scaled and unscaled gradient descent, respectively, applied to an
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2 ROBERT BASSETT AND JULIO DERIDE
inf-convolution of the objective function, so in Section 4 we provide an alternative
interpretation of our results using variational analysis to describe the scaled Moreau
envelope as statistical smoother. We conclude with Section 5, which provides a coun-
terexample demonstrating that one-step estimation results of the type we consider do
not hold for first order methods. In this section, we also provide numerical validation
of our results and some examples demonstrating their utility.
1.1. One Step Estimation. It is well-known that for a general class of statis-
tical models the MLE is asymptotically unbiased and efficient, meaning that as the
number of samples goes to infinity, the expectation of the MLE matches the parame-
ter to be estimated and its variance attains the Cramer-Rao lower bound. We begin
by reviewing aspects of this theory relevant to our contributions.
Let Θ ⊆ Rd be open and {Pθ : θ ∈ Θ} a parametric family of probability mea-
sures on a measurable space (X ,A, µ), where µ is σ-finite. Assume that for all θ the
measure Pθ is absolutely continuous with respect to µ, hence has Radon-Nikodym
derivative pθ := dPθ/dµ, and its support does not depend on θ. Fix θ
∗ ∈ Θ and
assume X1, ..., Xn ∼iid pθ∗ . We will exclusively focus on estimators θˆ which converge
at the
√
n parametric rate, so that
√
n
(
θˆ − θ∗
)
converges in law to some limit distri-
bution. Therefore in the remainder two estimators θˆ1 and θˆ2 are called asymptotically
equivalent when
√
n(θˆ1 − θˆ2)→P 0.
The statistical model {Pθ : θ ∈ Θ} is said to be differentiable in quadratic mean at
θ0 ∈ Θ if there exists a measurable vector-valued function ∇`θ0 such that, as θ → θ0,∫ [√
pθ −√pθ0 −
1
2
(θ − θ0)>∇`θ0
√
pθ0
]2
dµ = o
(‖θ − θ0‖2) .
Differentiability in quadratic mean is a relaxed smoothness assumption which
still permits many of the classical results related to maximum likelihood. For exam-
ple, it can be shown that a location model with univariate Laplace density, where
pθ =
1
2e
−|x−θ| for θ ∈ R, is differentiable in quadratic mean with ∇`θ(x) = sign(x−θ)
even though it is nonsmooth. For a statistical model that is differentiable in quadratic
mean, the Fisher Information at θ0 is defined at Iθ0 = E
[∇`θ0∇`>θ0]. The following
theorem, due to Le Cam [22], gives the asymptotic properties of the maximum likeli-
hood estimator; details can be found in [34].
Theorem 1.1. Suppose that the model {Pθ : θ ∈ Θ} is differentiable in quadratic
mean at θ∗. Suppose also that there exists a measurable function L with E[L2(X1)]
finite and such that, for every neighborhood of θ∗ and every θ1 and θ2 in that neigh-
borhood,
| log pθ1(x)− log pθ2(x)| ≤ L(x)‖θ1 − θ2‖.
If the Fisher information matrix Iθ∗ is nonsingular and the MLE θˆmle is consistent
then
√
n(θˆmle − θ∗) is asymptotically normal with mean zero and covariance matrix
I−1θ∗ .
Theorem 1.1 gives that the MLE is statistically optimal in a specific sense. Ac-
cording to the Cramer-Rao bound, an unbiased estimator θˆ of θ0 must satisfy the
matrix inequality Var(θˆ)  I−1θ0 . Because θˆmle attains this variance bound as n→∞,
the MLE is optimal in terms of its asymptotic bias and variance. Moreover, this
optimality of MLE is the primary property which motivates its use. According to
van der Vaart [34], “The justification through asymptotics appears to be the only
general justification of the method of maximum likelihood.” (See [20] for a similar
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opinion). Though there are finite-sample results for maximum likelihood estimation,
[6, 32], they apply only with subgaussian or subexponential tail behavior. Because
our contributions are intended to apply to likelihood-based inference generally, we
will also use asymptotic justifications for our results.
Asymptotic efficiency can be considered in the more general setting ofM -estimation
as well. For each θ ∈ Θ, let mθ : X → R be a measurable function. The M estimator
for this criterion is defined as
θˆM = argmin
θ∈Θ
1
n
n∑
i=1
mθ(Xi).
If mθ = − log pθ, the corresponding M-estimator coincides with the maximum like-
lihood estimator. M-estimation has an asymptotic result similar to Theorem 1.1
when E [mθ(X)] has a second order expansion [34, Theorem 5.23]. Interestingly,
when applying this theorem in the context of maximum likelihood, differentiability in
quadratic mean provides the existence of this second-order Taylor expansion. It is re-
markable that a first-order assumption can be used to provide second-order properties;
we refer the reader to [28] for further discussion on this point.
Computing MLEs and M-estimators is generally done with iterative methods, so
it is important to quantify the performance of estimators derived as iterates of an
optimization method. One approach for doing so is one-step estimation, which was
first introduced by Le Cam [21]. In its original form, one-step estimation consisted
of applying one Newton-Raphson iteration, on a maximum log-likelihood objective,
to an initial estimator within some range of the parameter to be estimated. One-step
estimation has since been extended to M-estimation [5], sparse estimation [36, 33],
quasi-likelihood estimation [11], and distributed computation [18].
Recall that an estimator θˆn of θ0 is said to be τn-consistent, for a given sequence
τn, if τn(θˆn − θ0) = OP (1). The one-step estimation result most relevant to our work
is the following.
Theorem 1.2 ([34], Theorem 5.21 and Theorem 5.45). Let θˆM be an M -estimator
with criterion mθ where E[mθ∗(X1)] = 0, E[mθ(X1)] is twice differentiable at θ
∗ with
nonsingular Hessian Vθ∗ , and
1
n
∑n
i=1∇mθˆM (Xi) = oP (n−1/2). Assume that θˆM is
consistent for θ∗ and that there is a measurable function L with E[L2(X1)] <∞ such
that for every θ1 and θ2 in a neighborhood of θ
∗
‖mθ1(x)−mθ2(x)‖ ≤ L(x) ‖θ1 − θ2‖ .
Let θˆinit be a
√
n-consistent estimator of θ∗. If Cn is a sequence of random matrices
such that Cn →P Vθ∗ , then θˆM and θˆinit−C−1n
(
1
n
∑n
i=1∇mθˆinit(Xi)
)
are asymptot-
ically equivalent.
This result on one-step estimation gives that, subject to some mild conditions,
one Newton step performed on an initial estimator within n−1/2 of θˆM gives the same
large sample performance as the M-estimator itself.
Though one-step estimation is defined as a single step of an iterative method, it
can be interpreted as the last step of an iterative method. As long as the penulti-
mate iterate satisfies the properties required of θˆinit, the last iteration generates an
estimator with one-step properties. Moreover, further iterations do not increase the
performance of the estimator from the asymptotic perspective. Theorem 1.2 demon-
strates that the one-step estimator is asymptotically equivalent to θˆM ; hence it is
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√
n-consistent. The one-step estimator then can be used as θˆinit in another iteration,
because it satisfies the required properties for the starting point, but the resulting
asymptotic distribution remains the same. We conclude that numerical tolerance for
Newton’s method should be O(n−1/2), where n is the sample size of the problem, in
order to respect the statistical origin of the problem and guarantee the asymptotic
properties in Theorem 1.2.
1.2. Proximal Methods. In this section we review proximal descent and prox-
imal gradient descent, in addition to their second-order extensions scaled proximal
descent and proximal Newton descent. Each of these algorithms are iterative meth-
ods for finding local minima, and in each step these methods use a proximal operator,
a numerical primitive which involves solving a related optimization problem.
For a function f : Rd → R and positive parameter λ > 0, the proximal operator
proxλf (x) is defined as
λ
prox
f
(x) = argmin
w∈Rd
{
f(w) +
1
2λ
‖w − x‖2
}
.
The proximal operator is a generalization of a projection algorithm. Indeed, if S ⊂ Rd
and IS is an indicator function on the set S
IS(x) =
{
0 if x ∈ S
∞ otherwise
then the proximal operator of IS for any λ > 0 is argminw∈S ‖w − x‖2, projection
onto the set S. Alternatively, one can view the proximal operator as a kind of implicit
gradient descent. If f is smooth and convex then the optimality conditions give
x− λ∇f
(
λ
prox
f
(x)
)
=
λ
prox
f
(x).
Thus applying the proximal operator is equivalent to taking a gradient step, where
the gradient is evaluated at the output of the proximal operator instead of the initial
point x, and the step length is λ.
If the objective function f is convex, proxλf (x
∗) = x∗ if and only if x∗ minimizes
f . Since the proximal operator is also firmly nonexpansive when f is convex, so that
‖ proxλf (x)−proxλf (y)‖ ≤ ‖x−y‖, a natural approach to minimizing f is to iterate the
proximal operator. This algorithm is called proximal descent, and it converges for any
sequence λk of the λ parameters such that λ > 0 and
∑
k λk →∞. Proximal descent
is notable for its simplicity, but it finds limited application in practice because its
convergence rate matches gradient descent [2]. Evaluation of the proximal operator
is rarely as simple as gradient evaluation, so besides a few notable exceptions [26, 15]
proximal descent is primarily of theoretical interest.
Other methods based on proximal descent are extremely useful in practice. Con-
sider the composite model
min
x∈Rd
g(x) + h(x)
where g : Rd → R is smooth and strongly convex, and h : Rd → R ∪ {∞} is convex
and potentially nonsmooth. A point x∗ minimizes g(x) + h(x) if and only if
0 ∈ ∇g(x∗) + ∂h(x∗)
ONE-STEP ESTIMATION WITH SCALED PROXIMAL METHODS 5
where ∂ denotes the subdifferential of h. A few algebraic manipulations give that
x∗ − λ∇g(x∗) ∈ x∗ + λ∂h(x∗).
Hence we conclude that x∗ ∈ proxλh (x∗ − λ∇g(x∗)). The operator proxλh (x− λ∇g(x))
is again firmly nonexpansive, so we iterate proxλh (x− λ∇g(x)) in order to find a
minimizer of g(x) + h(x). Because each step of this algorithm composes a proximal
step in h with a gradient descent step in g, this method is called proximal gradient
descent. Proximal gradient descent finds widespread application in many problems in
statistics and machine learning, where the strongly convex function g is most often a
data fidelity term and h is a penalty or constraint which encourages certain solution
structure [29]. In the Bayesian setting the function h can be used to incorporate a
prior using Maximum-a-Posteriori (MAP) estimation [1].
As alternatives to proximal descent and proximal gradient descent, we consider
their scaled analogs. For a function f and positive definite matrix C we define the
scaled proximal operator as
C
prox
f
(x) := argmin
w∈Rd
{
f(w) +
1
2
‖w − x‖2C
}
.
By replacing the proximal operator with the scaled proximal operator in proximal
descent, we have scaled proximal descent. Similarly, replacing the step length λ in
proximal gradient descent with a scaling matrix C−1 yields the scaled proximal gradi-
ent descent. The only notable difference is that the firm nonexpansivity in both cases
is now with respect to the ‖ · ‖C norm. Various conventions to generate C have been
previously investigated, including scalar multiples of the identity, [3], quasi-Newton
approximations of ∇2f [4, 31], and taking C = ∇2f [23]. Better approximations of
the curvature of f generally make the scaled proximal operator harder to evaluate,
but also result in scaled proximal descent requiring fewer iterations to reach a fixed
solution accuracy [13].
2. The Composite Model. The composite model refers to an optimization
problem min f , where f = g + h. It is common practice to assume that g is convex
with Lipschitz continuous derivatives, whereas the function h is convex and potentially
nonsmooth. We will relax these assumptions by allowing g to be nonconvex. We
assume that g : Rd → R is continuously differentiable, and that h : Rd → R ∪ {∞} is
convex and proper.
We assume in this section that we have an estimator
θˆ = argmin
θ
gn + hn.
We also define a one-step estimator (OSE), θˆose, as one iteration of scaled proximal
gradient descent
θˆose =
Cn
prox
hn
(θˆinit − C−1n ∇gn(θˆinit)).
The initial estimator θˆinit is assumed to be a
√
n-consistent estimator of θˆ, so that√
n(θˆinit − θˆ) = OP (1).
Theorem 2.1. Assume the following.
(i) For each M > 0, there is a positive definite matrix H such that
sup√
n||θ−θˆ||<M
√
n
(
∇gn(θ)−∇gn(θˆ)
)
−√nH(θ − θˆ)→P 0.
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(ii) C−1n H →P I.
Then for any
√
n-consistent estimator θˆinit of θˆ, θˆ and θˆose are asymptotically equiv-
alent.
Proof. We first show that with high probability the scaled proximal operator
proxCnhn is Lipschitz continuous for some constant K. Indeed, for any θ the proximal
operator satisfies
Cn
(
θ − Cnprox
hn
(θ)
)
∈ ∂h
(
Cn
prox
hn
(θ)
)
.
So by monotonicity of the subdifferential of hn, for any θ1, θ2 we have(
Cn
prox
hn
(θ1)− Cnprox
hn
(θ2)
)T
Cn
(
θ1 − Cnprox
hn
(θ1)−
(
θ2 − Cnprox
hn
(θ2)
))
≥ 0.
Applying Cauchy-Schwarz inequality gives
‖θ1 − θ2‖Cn ≥
∥∥∥∥ Cnprox
hn
(θ1)− Cnprox
hn
(θ2)
∥∥∥∥
Cn
Therefore proxCnhn is firmly nonexpansive in the Cn norm. Denote by λmax(Cn) and
λmin(Cn) the maximum and minimum eigenvalues of Cn. We have√
λmax(Cn)
λmin(Cn)
‖θ1 − θ2‖ ≥
∥∥∥∥ Cnprox
hn
(θ1)− Cnprox
hn
(θ2)
∥∥∥∥ .
Because CnH →P I and H  0,
√
λmax(Cn)/λmin(Cn) can be bounded above with
high probability. Therefore with high probability proxCnhn is Lipschitz continuous.
We next want to show
√
n
∣∣∣∣∣∣θˆose − θˆ∣∣∣∣∣∣ = op(1). From the definition of θˆose we
have
√
n
∥∥∥θˆose − θˆ∥∥∥ ≤√n ∥∥∥∥ Cnprox
hn
(
θˆinit − C−1n ∇gn(θˆinit)
)
− Cnprox
hn
(
θˆ − C−1n ∇gn(θˆ)
)∥∥∥∥
+
√
n
∥∥∥∥ Cnprox
hn
(
θˆ − C−1n ∇gn(θˆ)
)
− θˆ
∥∥∥∥
Recall that θˆ is a fixed point of scaled proximal gradient descent. Therefore the final
term in the sum is oP (1), and we can simplify as follows.
=
√
n
∥∥∥∥ Cnprox
hn
(
θˆinit − C−1n ∇gn(θˆinit)
)
− Cnprox
hn
(
θˆ − C−1n ∇gn(θˆ)
)∥∥∥∥+ op(1).
From the
√
n-consistency of θˆinit and Lipschitz continuity result above we can restrict
our considerations to the event where
√
n‖θˆinit − θˆ‖ < M for some M and proxCnhn
is Lipschitz continuous with constant K, since its complement can be made to have
arbitrarily small probability. On this event, assumption (i) holds and the above
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display becomes the following.
≤K√n
∥∥∥θˆinit − C−1n ∇gn(θˆinit)− (θˆ − C−1n ∇gn(θˆ))∥∥∥+ op(1)
=K
√
n
∥∥∥(I − C−1n H) (θˆinit − θˆ)+ C−1n H(θˆinit − θˆ)− C−1n (∇gn(θˆinit)−∇gn(θˆ))∥∥∥+ op(1)
≤K√n
∥∥∥(I − C−1n H) (θˆinit − θˆ)∥∥∥+K√n∥∥∥C−1n (∇gn(θˆinit)−∇gn(θˆ)−H(θˆinit − θˆ))∥∥∥+ op(1)
≤K√n∥∥I − C−1n H∥∥∥∥∥θˆinit − θˆ∥∥∥+K√n ∥∥C−1n ∥∥ ∥∥∥∇gn(θˆinit)−∇gn(θˆ)−H(θˆinit − θˆ)∥∥∥+ op(1)
≤K ∥∥I − C−1n H∥∥ · √n∥∥∥θˆinit − θˆ∥∥∥+K ∥∥C−1n ∥∥ · √n∥∥∥∇gn(θˆinit)−∇gn(θˆ)−H(θˆinit − θˆ)∥∥∥+ op(1)(2.1)
From assumption (ii),
∥∥I − C−1n H∥∥ →P 0. Because θˆinit is √n-consistent for θˆ,√
n
∥∥∥θˆinit − θˆ∥∥∥ = OP (1). Further, K‖C−1n ‖ = OP (1) because of assumption (ii).
Lastly, assumption (i) gives that
√
n
∥∥∥∇gn(θˆinit)−∇gn(θˆ)−H(θˆinit − θˆ)∥∥∥ = op(1).
Therefore the expression in (2.1) is op(1) by Slutsky’s Theorem. This concludes the
proof.
We comment briefly on the assumptions in Theorem 3.1. The convexity of h
was only used to establish the Lipschitz continuity of the scaled proximal operator.
By restricting to the event {√n‖θˆinit − θˆ‖}, it suffices to allow h to belong to a
wider class of functions, such as lower-semicontinuous and prox-regular, where it can
be established that the scaled proximal operator is locally Lipschitz continuous [16,
Theorem 1].
Assumption (i) is analogous to a similar condition in [34], where it is used to
demonstrate asymptotic optimality of maximum likelihood estimators and one-step
estimators. Despite its resemblance to a condition guaranteeing ∇gn is differentiable
with Jacobian H, the probabilistic nature of the limit allows it to be satisfied even
when ∇gn is not differentiable. When the estimator θˆinit is suitably discretized and
θˆMLE converges in probability to some nonrandom θ0, differentiability in quadratic
mean implies assumption (i) [34].
Assumption (ii) is slightly stronger than necessary; we only require that
√
n
(
I − C−1n H
) (
θˆinit − θˆ
)
→P 0.
This assumption has an interesting relationship with the Dennis-More´ criterion, a
condition for the approximation of Hessians in deterministic variable metric methods
[9]. The Dennis-More´ criterion states that the approximation Cn of a Hessian H
satisfies ∥∥∥(Cn −H)(θˆk+1 − θˆk)∥∥∥∥∥∥θˆk+1 − θˆk∥∥∥ → 0,
where θˆk+1 and θˆk are iterates of a variable metric method. Assumption (ii) is implied
by a probabilistic version of the Dennis-More´ criterion, where iterates are replaced by
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the θˆinit and θˆ. Indeed, if ∥∥∥(Cn −H)(θˆinit − θˆ)∥∥∥∥∥∥θˆinit − θˆ∥∥∥ = op(1)
then using the
√
n-consistency of θˆinit
n1/2
∥∥∥(Cn −H)(θˆinit − θˆ)∥∥∥ = O

∥∥∥(Cn −H)(θˆinit − θˆ)∥∥∥∥∥∥θˆinit − θˆ∥∥∥
 = op(1),
yielding assumption (ii) whenever ‖Cn‖ is bounded in probability.
We also note that θˆ need not be a minimizer of gn + hn for the conclusion of
Theorem 2.1 to hold. Indeed, the only property we used of θˆ is that it is a fixed point
of scaled proximal gradient descent. As the above proof shows, we only require that
θˆ is approximately a fixed point of proximal gradient descent for the result to hold,
that is
(2.2)
√
n
∥∥∥∥ Cnprox
hn
(
θˆ − C−1n ∇gn(θˆ)
)
− θˆ
∥∥∥∥ = oP (1).
This flexibility allows Theorem 2.1 to generalize to stationary points, because g need
not be convex. We formalize this result in the following corollary.
Corollary 2.2. If θˆ is not necessarily a minimizer of gn + hn, but is instead
an approximate fixed point of proximal gradient descent satisfying (2.2) then Theorem
2.1, still holds.
We conclude this subsection with a result which permits the application of The-
orem 2.1 using a common set of statistical assumptions.
Proposition 2.3. Assume that there is some θ0 ∈ Θ such that the estimator
θˆ is
√
n-consistent for θ0. Assume also that Xi ∼iid pθ∗ for some θ∗ ∈ Θ. Let
gn(θ) = − 1n
∑n
i=1 log pθ(Xi). Assume that
(i) log pθ is three-times differentiable for every x.
(ii) The matrix E[∇2 log pθ0 ] exists and is negative definite.
(iii) The third order partial derivatives of log pθ are dominated by a fixed integrable
function for every θ in a neighborhood of θ0.
Then Theorem 2.1 holds with only assumption (ii).
Proof. We need to show that for each M > 0 there is positive definite H such
that
sup√
n||θ−θˆ||<M
√
n
(
∇gn(θ)−∇gn(θˆ)
)
−√nH(θ − θˆ)→P 0.
We take H = −E[∇2 log pθ0 ]. Fix M > 0. By
√
n-consistency of θˆ we can assume that√
n
∣∣∣∣∣∣θˆ − θ0∣∣∣∣∣∣ < K for some K, since its complement can be made to have arbitrarily
small probability. We thus have
√
n ||θ − θ0|| < M + K when
√
n
∥∥∥θ − θˆ∥∥∥ < M . We
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can expand with the triangle inequality to give∥∥∥∥∥∥ sup√n||θ−θˆ||<M
√
n
(
∇gn(θ)−∇gn(θˆ)
)
−√nH(θ − θˆ)
∥∥∥∥∥∥
≤ sup√
n||θ−θˆ||<M
{∣∣∣∣√n (∇gn(θ)−∇gn(θ0))−√n∇2gn(θ0)(θ − θ0)∣∣∣∣
+
∣∣∣∣∣∣√n(∇gn(θ0)−∇gn(θˆ))−√n∇2gn(θ0)(θ0 − θˆ)∣∣∣∣∣∣
+
∣∣∣∣√n (∇2gn(θ0)−H) (θ − θ0)∣∣∣∣+ ∣∣∣∣∣∣√n (∇2gn(θ0)−H) (θ0 − θˆ)∣∣∣∣∣∣}
≤ sup√
n||θ−θ0||<M+K
∣∣∣∣√n (∇gn(θ)−∇gn(θ0))−√n∇2gn(θ0)(θ − θ0)∣∣∣∣
+
∣∣∣∣∣∣√n(∇gn(θ0)−∇gn(θˆ))−√n∇2gn(θ0)(θ0 − θˆ)∣∣∣∣∣∣
+ sup√
n||θ−θ0||<M+K
∣∣∣∣√n (∇2gn(θ0)−H) (θ − θ0)∣∣∣∣
+
∣∣∣∣∣∣√n (∇2gn(θ0)−H) (θ0 − θˆ)∣∣∣∣∣∣
We have ∇2gn(θ0) = − 1n
∑n
i=1∇2 log pθ0(Xi), which converges almost surely to H
by the law of large numbers. Since both
√
n(θ − θ0) and
√
n(θˆ − θ0) are bounded in
probability, the third and fourth expressions in the sum above are oP (1). We next
focus on the first term in the sum. We have
√
n (∇gn(θ)−∇gn(θ0))−
√
n∇2gn(θ0)(θ − θ0)
= − 1√
n
n∑
i=1
∇ log pθ(Xi)−∇ log pθ0(Xi)−∇2 log pθ0(Xi)(θ − θ0)
By Taylor’s Theorem and assumption (iii),∥∥∇ log pθ(Xi)−∇ log pθ0(Xi)−∇2 log pθ0(Xi)(θ − θ0)∥∥ ≤ C(Xi) ‖θ − θ0‖2
for some integrable function C. Therefore∥∥√n (∇gn(θ)−∇gn(θ0))−√n∇2gn(θ0)(θ − θ0)∥∥
≤ n−1/2 ‖θ − θ0‖2
n∑
i=1
C(Xi)
= n ‖θ − θ0‖2 n−3/2
n∑
i=1
C(Xi)
Since n ‖θ − θ0‖2 is bounded in the supremum and 1n
∑n
i=1 C(Xi) is bounded in prob-
ability by the law of large numbers, we conclude that
sup√
n||θ−θ0||<M+K
∣∣∣∣√n (∇gn(θ)−∇gn(θ0))−√n∇2gn(θ0)(θ − θ0)∣∣∣∣→P 0.
The term ∣∣∣∣∣∣√n(∇gn(θ0)−∇gn(θˆ))−√n∇2gn(θ0)(θ0 − θˆ)∣∣∣∣∣∣
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is oP (1) by similar reasoning, where we use the
√
n-consistency of θˆ instead of the√
n ||θ − θ0|| < M +K condition in the supremum. We conclude that∥∥∥∥∥∥ sup√n||θ−θˆ||<M
√
n
(
∇gn(θ)−∇gn(θˆ)
)
−√nH(θ − θˆ)
∥∥∥∥∥∥ = oP (1)
which completes the proof.
In Proposition 2.3, we can take θˆ to be a maximum likelihood estimator or other
√
n-
consistent estimator, such as a moment estimator. We emphasize that proposition
2.3 permits θ0 6= θ∗, which is of interest in structured inference problems where
having estimates with certain properties (i.e. sparsity) may be more important than
converging to the truth.
2.1. Stopping Condition. The following result provides a recipe for finding
a
√
n-consistent estimator θˆinit. Given mild assumptions on the composite function
fn = gn +hn, θˆinit can be generated from a number of scaled proximal gradient steps
and an easily verifiable stopping condition. Its proof is in the appendix.
Proposition 2.4. Let fn = gn+hn be a composite function and θˆ a minimizer of
fn. Assume h is convex. Assume further that, with high probability, the function gn
is strongly convex with parameter m and ∇gn is Lipschitz continuous with Lipschitz
constant M . Let Cn be the matrix used in the scaled proximal gradient step. Assume
that there is a constant L such that Cn  LI with high probability. Then ‖θˆose −
θˆinit‖ = OP (rn) implies ‖θˆinit − θˆ‖ = OP (rn).
Proposition 2.4 allows us to generate
√
n-consistent estimators from iterations of
scaled proximal gradient descent. As a practical application, one can take θˆinit to be
any point for which the step length of scaled proximal gradient descent is less than
c/
√
n for some constant c. We also note that Proposition 2.4 applies when with high
probability θˆ, θˆinit, θˆose all lie in some set Sn where the Lipschitz and strong convexity
conditions hold.
3. Proximal Descent. In this section we consider one-step estimators formed
by minimizing an objective with scaled proximal descent. In contrast to the previous
section, the objective function is written as a single function instead of the sum in
the composite model. Consider the estimator
θˆ = argmin
θ
fn(θ).
For this model, we define the one-step estimator for a given initial estimator θˆinit as
θˆose =
Cn
prox
fn
(θˆinit),
for a sequence of positive definite matrices Cn. Compared to the scaled proximal
gradient descent method in the previous section, this one-step estimator is a scaled
proximal descent method (i.e. it omits the gradient step). With certain assumptions,
this one-step estimator can be shown to be asymptotically equivalent to θˆ, in a result
that mirrors Theorem 2.1 for scaled proximal gradient descent.
Theorem 3.1. Assume the following.
(i) λmax(Cn) = oP (1)
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(ii) For each constant M , with high probability the function proxCnfn is Lipschitz
continuous on
{
θ : ‖θ − θˆ‖ ≤M/√n
}
.
(iii) For each constant M , with high probability the function fn is strongly convex
on
{
θ : ‖θ − θˆ‖ ≤M/√n
}
.
Then for any
√
n-consistent estimator θˆinit of θˆ, θˆ and θˆose are asymptotically equiv-
alent.
Proof. As a global minimizer of fn, θˆ is a fixed point of prox
Cn
fn
. Assume that
√
n
∥∥∥θˆ − θˆinit∥∥∥ < M for some constant M , since its complement has arbitrarily small
probability by the
√
n-consistency of θˆinit.
We need to show that
√
n
∥∥∥θˆose − θˆ∥∥∥ = oP (1). From the definition of θˆose we have
the following.
√
n
∥∥∥θˆose − θˆ∥∥∥ ≤√n
∥∥∥∥∥θˆose − Cnproxfn (θˆ)
∥∥∥∥∥+√n
∥∥∥∥∥ Cnproxfn (θˆ)− θˆ
∥∥∥∥∥
=
√
n
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥+√n
∥∥∥∥∥ Cnproxfn (θˆ)− θˆ
∥∥∥∥∥
=
√
n
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥+ oP (1).(3.1)
We will focus our remaining efforts on the first term in (3.1). Assume that
√
n‖θˆinit−
θˆ‖ < M for some M , since its complement can be made to have negligible probability.
By assumption (ii) we can further assume that proxCnfn is single-valued. Finally,
Lipschitz continuity of the scaled prox and assumption (iii) allow us to assume that
fn is strongly convex on some set containing both prox
Cn
fn
(θˆinit) and prox
Cn
fn
(θˆ). From
the definition of the proximal operator we then have
θˆinit ∈ Cnprox
fn
(θˆinit)+C
−1
n ∂fn
(
Cn
prox
fn
(θˆinit)
)
and θˆ ∈ Cnprox
fn
(θˆ)+C−1n ∂fn
(
Cn
prox
fn
(θˆ)
)
.
Therefore
λmax(Cn)
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥∥∥∥θˆinit − θˆ∥∥∥
≥
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥
Cn
∥∥∥θˆinit − θˆ∥∥∥
Cn
So for some u ∈ ∂fn
(
proxCnfn (θˆinit)
)
and v ∈ ∂fn
(
proxCnfn (θˆ)
)
the previous display is
≥
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥
Cn
∥∥∥∥∥ Cnproxfn (θˆinit)− C−1n u−
(
Cn
prox
fn
(θˆinit)− C−1n v
)∥∥∥∥∥
Cn
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Applying the Cauchy-Schwarz inequality
≥
(
Cn
prox
fn
(θˆinit)− Cnprox
fn
(θˆ)
)T
Cn
(
Cn
prox
fn
(θˆinit)− Cnprox
fn
(θˆ) + C−1n (u− v)
)
=
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥
2
Cn
+
(
Cn
prox
fn
(θˆinit)− Cnprox
fn
(θˆ)
)T
(u− v)
Invoking strong convexity of fn, we have that ∂fn is strongly monotone for some
constant m, so we continue as follows.
≥
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥
2
Cn
+m
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥
2
≥ (λmin(Cn) +m)
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥
2
From this chain of inequalities we conclude
λmax(Cn)
λmin(Cn) +m
∥∥∥θˆinit − θˆ∥∥∥ ≥
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥ .
Therefore if λmax(Cn)→P 0, since
√
n
∥∥∥θˆinit − θˆ∥∥∥ is bounded in probability, we have
√
n
∥∥∥∥∥ Cnproxfn (θˆinit)− Cnproxfn (θˆ)
∥∥∥∥∥ = oP (1).
We conclude that √
n
∥∥∥θˆose − θˆ∥∥∥ = oP (1),
which completes the proof.
Similar to Theorem 2.1, we note that θˆ need not be a global minimizer of fn to apply
Theorem 3.1, but instead satisfy the approximate fixed-point condition
(
proxCnfn (θˆ)− θˆ
)
=
oP (n
−1/2).
We also include a proposition which permits the application of Theorem 3.1 using
a set of common statistical assumptions.
Proposition 3.2. Let X1, ..., Xn ∼iid pθ∗ and set `θ = − log pθ Assume the fol-
lowing.
(i) `θ ∈ C2 a.e. in X. Further, partial derivatives may be passed under the
integral in
∫
pθ(x) dx.
(ii) There exists a function K(x) such that E [K(X1)] <∞ and each component
of ∇2`θ0 is bounded in absolute value by K uniformly in some neighborhood
of θ0.
(iii) Iθ0  0, and Iθ is continuous at θ0.
Then Theorem 3.1 holds with only assumptions (i) and (ii).
Proof. Set fn(θ) =
1
n
∑n
i=1 `θ(Xi). We first show that for all ‖h‖ ≤ B there exists
positive constants L and m such that with high probability −∑ni=1 `θ0+h/√n(Xi) is
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strongly convex as a function of h with parameter m and has Lipschitz continuous
gradient with constant L.
Assumption (i) gives the well-known result that Iθ = −E[∇2`θ(X1)]. By Taylor’s
theorem,
n∑
i=1
`θ0+h/
√
n(Xi) =
n∑
i=1
`θ0(Xi)+h
T
(
1√
n
n∑
i=1
∇`θ0(Xi)
)
+
1
2
hT
(
1
n
n∑
i=1
∇2`θ0+tih/√n(Xi)
)T
h
for some ti ∈ (0, 1). We note that the ti are random because they depend on Xi.
Our analysis will focus on the quadratic term. We apply the uniform law of large
numbers [12, Theorem 16a] and the continuity of Iθ to see that
sup
‖h‖≤B
∥∥∥∥∥ 1n
n∑
i=1
∇2`θ0+tih/√n(Xi)− Eθ∗
[∇2`θ0(X1)]
∥∥∥∥∥
≤ sup
‖h‖≤B
∥∥∥∥∥ 1n
n∑
i=1
∇2`θ0+h/√n(Xi)− Eθ∗
[∇2`θ0(X1)]
∥∥∥∥∥
≤ sup
‖h‖≤B
∥∥∥∥∥ 1n
n∑
i=1
∇2`θ0+h/√n(Xi)− Eθ∗
[∇2`θ0+h/√n(X1)]
∥∥∥∥∥
+ sup
‖h‖≤B
∥∥Eθ∗ [∇2`θ0+h/√n(X1)]− Eθ∗ [∇2`θ0(X1)]∥∥
= sup
‖h‖≤B
∥∥∥∥∥ 1n
n∑
i=1
∇2`θ0+h/√n(Xi) +−Eθ∗
[∇2`θ0+h/√n(X1)]
∥∥∥∥∥
+ sup
‖h‖≤B
∥∥Iθ0+h/√n − Iθ0∥∥ .
The first inequality in the above display follows from ti ∈ (0, 1). Since both of the
terms in the last equation converge to zero in probability, the Hessian term in the
Taylor expansion of `θ0+h/
√
n converges in probability to −Iθ0 . Thus for each  > 0,
we can choose N such that n ≥ N implies
−Iθ0 − I 
1
n
n∑
i=1
∇2`θ0+tih/√n(Xi)  −Iθ0 + I
with arbitrarily high probability. Since Iθ  0, we can choose  such that Iθ0− I  0.
These bounds give that fn is strongly convex with modulus m equal to minimum
eigenvalue of Iθ0 − I. Similarly, the Lipschitz constant of the gradient can be taken
as the maximum eigenvalue of Iθ0 + I.
We have shown that, for each constant M , the function fn is strongly convex with
high probability on {θ :
∣∣∣∣∣∣θ − θˆ∣∣∣∣∣∣ ≤M/√n}. This is assumption (iii) in Theorem 3.1,
so the result is proven.
4. The Moreau Envelope as a Statistical Smoother. In this section we
interpret our contributions in the context of smoothing irregularities in a statistical
objective. Theorems 2.1 and 3.1 both provide equivalences between OSE and MLE
estimators, but additionally allow an important connection to infimal convolution and
the scaled Moreau envelope as a statistical smoother.
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For two extended real-valued functions f1 : Rd → R∪{∞} and f2 : Rd → R∪{∞},
the infimal convolution f1#f2 : Rd → R ∪ {∞} is
(f1#f2)(x) = inf
x1+x2=x
{f1(x1) + f2(x2)}
As long as the infimum in the definition of (f1#f2) is attained, the inf-convolution
is the Minkowski sum of the epigraphs of f1 and f2 [30]. This interpretation allows
the infimal convolution to be used as a smoothing operation, where f1#f2 gives a
smoothed version of f1 for f2 chosen with an epigraph satisfying certain regular-
ity properties. See any of [7, 35, 8] for recent development of inf-convolution as a
smoother, or [30] for a more general overview of the properties of inf-convolution.
The Moreau envelope is a special case of inf-convolution, where a function is inf-
convolved against a squared `2 norm. For f : Rd → R ∪ {∞} and positive definite
matrix C ∈ Rd×d, the scaled Moreau envelope eCf : Rd → R is
eCf(x) = inf
w∈Rd
{
f(w) +
1
2
‖x− w‖2C
}
.
The (unscaled) Moreau envelope is the scaled Moreau envelope with C = (1/λ)I for
some positive scalar λ. The scaled Moreau envelope is closely linked to the scaled
prox, because for any w∗ ∈ proxCf (x),
eCf(x) = f(w
∗) +
1
2
‖x− w∗‖2C .
Despite the tendency of minimization to destroy smoothness, the Moreau envelope
is smooth for convex functions f [30]. In the nonconvex case, smoothness of the
Moreau envelope at a point x∗ requires inner continuity1 of the scaled prox at a point
in {x∗} × proxCf (x∗). We formalize this result in the following proposition.
Proposition 4.1. (differentiability of eCf) Let f : Rd → R be a real-valued func-
tion. For a positive definite matrix C  0, the Moreau envelope eCf is differentiable
at x∗ if there exists w∗ ∈ proxCf (x∗) such that for all sequences uν → 0 there exists
wν ∈ proxCf (x∗ + uν) with wν → w∗. In this case ∇eCf(x∗) = C(x∗ − w∗).
Proof. See appendix.
It is clear from Proposition 4.1 that the objective function eCf is a smoothed
version of the function f . Moreover, eCf is is finite over Rd when f is proper, even
though f itself might take the value ∞. We also note that eCf preserves global
minimizers of f ; if x∗ is a minimizer of f then the following chains of inequalities hold
for all x and w.
f(x∗) ≤ f(w) + 1
2
‖x− w‖2C
eCf(x
∗) ≤ f(x∗) + 1
2
‖x∗ − x∗‖2 = f(x∗).
Taking the infimum over w and x implies that the sets of minimizers of f and eCf
coincide. The smoothing properties of the Moreau envelope are depicted in Figure
4.1, which also illustrates the coincidence of minimizers.
1In the set-convergence sense of variational analysis. See [30]. If proxCf is single-valued in a
neighborhood of x∗ then inner-continuity reduces to continuity.
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x
Moreau envelope eC f
f
C = 100
C = 5
C = 1
Fig. 4.1: A collection of (unscaled) Moreau envelopes for a non-convex function
When the Moreau envelope is differentiable at a point x, Proposition 4.1 gives
∇eCf(x) = C
(
x− Cprox
f
(x)
)
⇒ Cprox
f
(x) = x− C−1∇eCf(x)
We conclude that the proximal operator is scaled gradient descent applied to the
Moreau envelope. This perspective allows us to interpret Theorem 3.1 in the context
of smoothing the likelihood function with the Moreau envelope.
Corollary 4.2. Under the assumptions of Theorem 3.1, the one-step estimator
θˆose = θˆinit − C−1n ∇eCnfn(θˆinit),
which is a single iteration of scaled gradient descent applied to the Moreau envelope
eCn , is asymptotically equivalent to the estimator θˆ which minimizes fn
Interpreted in the context of the Moreau envelope, Corollary 4.2 provides a recipe
for smoothing a negative log-likelihood, while retaining the attractive theoretical prop-
erties of the maximum likelihood estimator. Thus the Moreau envelope can be used
to smooth a statistical objective, with the goal of removing irrelevant local artefacts
while preserving important global structure. Other efforts in this area include the
continuation method, also called graduated optimization, in which an objective is
convolved against a smooth (usually Gaussian) kernel in order to impart additional
smoothness in the objective function [17], [27]. The continuation method also appears
independently in the statistics literature as Maximum Smoothed Likelihood Estima-
tion [19, 10]. The main limitation to the practical application of the continuation
method is the difficulty associated with computing gradient and curvature informa-
tion for the smoothed function. Smoothing objectives with the Moreau envelope,
on the other hand, has the attractive property that descent steps are evaluations of
the scaled proximal operator. Many techniques exist to compute the scaled proximal
operator; for examples see [13, 14, 23].
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5. Experiments & Examples.
5.1. Estimation with the Cauchy Distribution. In this section we discuss
our results in the context of estimating the location parameter of a Cauchy distrib-
uted random variable. We begin by formulating a penalized objective using a MAP
(Maximum-a-Posteriori) estimator, to which we apply scaled proximal gradient de-
scent. We then alter the problem to remove the prior information, and apply scaled
proximal descent and Theorem 3.1 to the MLE problem.
l
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7.8
−20 −10 0 10 20
θ
f(θ
)
(a)
l
l
7.4
7.6
7.8
8.0
−20 −10 0 10 20
θ
f(θ
)
(b)
l
l l
7.4
7.6
7.8
8.0
−20 −10 0 10 20
θ
f(θ
)
(c)
l
l
l
l
7.4
7.6
7.8
−20 −10 0 10 20
θ
f(θ
)
(d)
Fig. 5.1: A sequence of iterates of proximal gradient descent for increasing n and
Cn → 1/σ0 = 80. The solid line gives the objective function, which changes as n
increases. The dashed line gives the function that is minimized to determine the next
iterate. Choosing Cn small in early iterates has a smoothing effect on the sequence.
Let X1, ..., Xn ∼iid Cauchy(θ0, σ0), where θ0 is the location parameter and σ0
the scale parameter. Assume that σ0 is known and we wish to estimate θ0. Moreover,
assume that we incorporate a regularizer through a Laplacian prior on θ0, where
σ0 ∼ Laplace(0, γ). The sample and prior information can be combined using a
Maximum-a-Posteriori formulation, where the objective takes the form
min
θ
− 1
n
n∑
i=1
{
log
(
1 +
(
Xi − θ
σ0
)2)}
+
1
nγ
|θ| .
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This problem is nonconvex and has multiple local maxima, making its computation
through iterative methods difficult. Moreover, the sample mean is not consistent for
the location parameter. Despite these challenges, the Cauchy distribution yields a
negative log-likelihood gn which satisfies the conditions of Proposition 3.2. Hence
θ0 can be estimated using a one-step scaled proximal gradient estimator, where the
scaling Cn → 12σ0 , the Fisher information of the Cauchy distribution at θ = 0. We will
use this example to illustrate the implications of Theorem 2.1 for nonconvex problems
generally. In the remainder we fix σ0 = 20 and γ = 1000.
Recall that iterations of scaled proximal gradient descent can also be written
θk+1 = argmin
θ
{
gn(θk) +∇gn(θk)T (θ − θk) + hn(θ) + ‖θ − θk‖2Cn
}
.
Hence iterates can be viewed as solving a penalized version of the original problem,
where gn is linearized around the current iterate. Because this example is univariate,
scaled proximal gradient descent is equivalent to the unscaled version. Figure 5.1 gives
a sequence of iterates of scaled proximal gradient descent, as the scaling increases from
1/400 to 1/2σ0 and the sample size n increases from 100 to 1000.
If we omit the Laplacian prior, then we have a maximum likelihood objective
without regularization. In this case, the smoothing discussion in the previous section
applies, so that scaled proximal descent applied to this objective is scaled gradient
descent applied to the Moreau envelope of the negative log-likelihood. Interpreted in
this context, Theorem 3.1 provides theoretical justification for smoothing the Cauchy
distribution’s negative log-likelihood with the Moreau envelope. Figure 5.2 illustrates
this smoothing for a certain sample.
5.2. First Order Methods Are Not Enough. The asymptotic equivalence of
the scaled proximal gradient one-step estimator and the MLE prompts the following
question: can a one-step estimator without the scaling, such as gradient descent, also
be shown to be asymptotically equivalent to the MLE? In this section we will provide a
counterexample demonstrating that without curvature information the gradient one-
step estimator cannot overcome bias introduced in the distribution of θˆinit.
Assume we want to estimate the mean of a bivariate normal distribution with
known variance. Fix µ ∈ R2 and let X1, .., Xn ∼iid N(µ,Σ), where
Σ = diag
((
σ21 , σ
2
2
)>)
.
Assume without loss of generality that σ21 > σ
2
2 . We denote by θˆinit the initial estimate
and θˆ the maximum likelihood estimator of the model. The negative log-likelihood
function is quadratic with Hessian Σ−1. Let α be the step length of gradient descent–
to be specified momentarily. Choose θˆinit ∼ U
(
(µ1 − 1√n , µ1)× (µ2 − 1√n , µ2)
)
inde-
pendently of X1, ..., Xn. We have, up to a constant factor
fn(θ) =
1
n
n∑
i=1
1
2
(θ −Xi)>Σ−1(θ −Xi).
Hence
θˆ = θˆinit − α∇fn(θˆinit) = θˆinit − ασ−21 (θˆinit − X¯).
Consider P (θˆ1 > µ1), the probability that θˆ exceeds µ in its first coordinate
(where we denote the first coordinate with a subscript) is
P (θˆ1 > µ1) = P (θˆinit,1 − ασ−21 (θˆinit,1 − X¯1) > µ1)
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Smoothed fn(θ)
Fig. 5.2: Negative log-likelhood and Moreau envelopes for the location parameter in a
Cauchy distributed random variable. In this example, θ0 = 0, σ0 = 20, and n = 100.
= P ((1− ασ−21 )(θˆinit,1 − µ1) + ασ−21 (X¯1 − µ1) > 0)
= P
(
X¯1 − µ1 > (1− ασ
−2
1 )(µ1 − θˆinit,1)
ασ−21
)
We have
√
n(X¯1 − µ1) = σ1Z, where Z is a standard normal. Further,
√
n(µ1 −
θˆinit,1) = U , where U is uniform on [0, 1]. We multiply both sides of the inequality
above by
√
n and rewrite as follows.
= P
(
Z >
(1− ασ−21 )U
ασ−11
)
= P
(
Z >
(σ1
α
− σ−11
)
U
)
.
Note that if we can make σ1/α−σ−11 = M for some fixed large M , then a simple
integration of the above expression shows that
P (θˆ1 > µ1) = 1− Φ(M) + (1− exp(−M2/2)/
√
2pi)/M.
We remark that this probability in independent of n, and can be made arbitrarily
small for M chosen large.
We will consider two common choices of step length α, fixed step length and
exact line search. The objective function f has Lipschitz constant σ−22 . According to
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[25], the optimal fixed step length in gradient descent is the reciprocal the objective’s
Lipschitz constant; σ22 in our example. Therefore
σ1
α
− σ−11 =
σ1
σ22
− σ−11 .
By fixing σ1 and choosing σ2 small, this expression can be made large, so that the
probability P (θˆ1 > µ1) is arbitrarily large independent of n. Since the maximum
likelihood estimator X¯ has P (X¯1 > µ1), θˆ1 is not asymptotically equivalent to the
MLE.
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Fig. 5.3: Kernel density estimates of the
√
n-normalized asymptotic distributions for
(a) the starting point, (b) maximum likelihood estimator, (c) the one-step gradient
descent estimator with optimal fixed step length, and (d) the one-step step gradient
descent estimator with optimal step length In each plot, the population mean of X
is given in red. Ten thousand samples used to construct each density estimate. The
estimators in (b)-(d) were each constructed from samples of X of size ten thousand.
In this example, σ1 = 10 and σ2 = 1.
Moreover, we can extend this result beyond the fixed step length to the setting
of exact step lengths. With a quadratic objective, the exact step length for steepest
descent is (see [25]),
α :=
∇fn(θ)>∇fn(θ)
∇fn(θ)>Σ−1∇fn(θ) .
In the example above this is
α =
(X¯ − θ)>Σ−2(X¯ − θ)
(X¯ − θ)>Σ−3(X¯ − θ)
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=
σ−21 (X¯ − θ1)2
σ−31 (X¯1 − θ1)2 + σ−32 (X¯2 − θ2)2
+
σ−22 (X¯ − θ2)2
σ−31 (X¯1 − θ1)2 + σ−32 (X¯2 − θ2)2
≤ σ1 + σ2.
Therefore
σ1
α
− σ−11 ≥
σ1
σ1 + σ2
− σ−11
so when σ1/(σ1 + σ2)− σ−11 > 0,
P (θˆ1 > µ1) = P
(
Z >
(σ1
α
− σ−11
)
U
)
≤ P
(
Z >
(
σ1
σ1 + σ2
− σ−11
)
U
)
.
For M arbitrarily large, we can choose σ1 = 1 and σ2 arbitrarily small so that
σ1
σ1+σ2
−
σ−11 = M . Therefore we can again make P (θˆ1 > µ1) arbitrarily small independently of
n, which shows that again the one-step estimator θˆn is not asymptotically equivalent to
the MLE. Figure 5.3 gives the empirical distribution of the one-step gradient descent
estimator for a number of samples X and starting points θˆinit, and for both the
optimal fixed and optimal step lengths.
5.3. Low-Rank Logistic Regression. We next apply our result on a real-data
low rank logistic regression problem. The email-Eu-core data set is a collection of the
time indices for emails sent within an academic department [24]. We discretize the
time into 49 segments, and we assume that the probability of an email being sent
from individual i to individual j is constant throughout time and equal to Pi,j . Our
goal is to estimate P , the N × N matrix of communication probabilities, where N
is the number of individuals in the department. We further assume that the logit
of the communication probabilities, log
(
P
1−P
)
, where log operates elementwise, is
low-rank, reflecting that individuals may have similar communication pattern across
all members of the department. We propose to estimate P through penalized logistic
regression.
min
θ∈RN×N
∑
i,j∈[n]×[n]
{
log(exp(θi,j) + 1)− X¯i,jθi,j
}
+ λ‖θ‖∗
Above, ‖ · ‖∗ denotes the nuclear norm, and its inclusion as a penalty encourages low
rank structure in θ. The matrix P can then be estimated by exp(θ)1+exp(θ) , where exp gives
the elementwise exponential. We note that in general rank(θ) 6= rank(P ), where
P = exp(θ)/(1 + exp(θ)), so the nuclear norm penalty on θ encourages underlying
low-rank structure, though this low-rank structure is in θ, the logit of P , instead of
P .
We implement a proximal Newton algorithm, with a stopping criteria as in propo-
sition 2.4 to generate θˆinit. We apply Proposition 2.4 and take θˆinit to be a point
at which the step length of scaled proximal gradient iterations is less than n−1/2.
We take Cn to be the Hessian at θˆinit. The logistic regression model that we have
formulated satisfies the assumptions of Proposition 2.3, which permits application of
Theorem 2.1. Theorem 2.1 gives that the one-step estimator is asymptotically equiv-
alent to the true minimizer of the nuclear-norm penalized logistic regression problem.
Figure 5.4 displays our results.
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Fig. 5.4: (a) The empirical distribution for communication frequency. (b) One step
of proximal Newton descent applied to the nuclear-norm penalized logistic regression
problem in section 5.3.
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Appendix A. Proofs.
Proof of Proposition 2.4.
Let ∆θˆinit = θˆose − θˆinit. It is a property of scaled proximal gradient descent
that2
Cn∆θˆinit ∈ −∇gn(θˆinit)− ∂hn(θˆinit + ∆θˆinit).
So for some u ∈ ∂hn(θˆinit +∇θˆinit) and v ∈ ∂hn(θˆ)(
−∆θˆinit
)T
Cn
(
θˆinit + ∆θˆinit − θˆ
)
=
(
∇gn(θˆinit) + u
)T (
θˆinit + ∆θˆinit − θˆ
)
2See for example [23].
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=
(
∇gn(θˆinit)−∇gn(θˆ) + u− v
)T (
θˆinit + ∆θˆinit − θˆ
)
By montonicity of the subdifferential of a convex function,
≥
(
∇gn(θˆinit)−∇gn(θˆ)
)T (
θˆinit + ∆θˆinit − θˆ
)
.
By the strong convexity of fn, with high probability and for some constant m we can
bound the previous display with
≥ m
2
∥∥∥θˆinit − θˆ∥∥∥2 + (∇gn(θˆinit)−∇gn(θˆ))T ∆θˆinit.
We have established
(−∆θˆinit)T
(
Cn(θˆinit + ∆θˆinit − θˆ)−
(
∇gn(θˆinit)−∇gn(θˆ)
))
≥ m
2
∥∥∥θˆinit − θˆ∥∥∥2 .
Thus
−(∆θˆinit)TCn(∆θˆinit)− (∆θˆinit)TCn(θˆinit − θˆ) + (∆θˆinit)T
(
∇gn(θˆinit)−∇gn(θˆ)
)
≥ m
2
∥∥∥θˆinit − θˆ∥∥∥2 .
Simplifying,
−(∆θˆinit)TCn(∆θˆinit)+(∆θˆinit)T
(
∇gn(θˆinit)−∇gn(θˆ)− Cn(θˆinit − θˆ)
)
≥ m
2
∥∥∥θˆinit − θˆ∥∥∥2
so that Cauchy-Schwarz gives
‖∆θˆinit‖2Cn + ‖∆θˆinit‖
∥∥∥∇gn(θˆinit)−∇gn(θˆ)− Cn(θˆinit − θˆ)∥∥∥ ≥ m
2
∥∥∥θˆinit − θˆ∥∥∥2 .
If λmax(Cn) < L,
L‖∆θˆinit‖2 + ‖∆θˆinit‖
∥∥∥∇gn(θˆinit)−∇gn(θˆ)− Cn(θˆinit − θˆ)∥∥∥ ≥ m
2
∥∥∥θˆinit − θˆ∥∥∥2 .
We have ‖∇gn(θˆinit) −∇gn(θˆ)‖ ≤ M‖θˆinit − θˆ‖ by Lipschitz continuity of ∇gn.
Thus
L‖∆θˆinit‖2 +M‖∆θˆinit‖ · ‖θˆinit − θˆ‖+ L‖∆θˆinit‖ · ‖θˆinit − θˆ‖
≥ L‖∆θˆinit‖2 + ‖∆θˆinit‖
(
M‖θˆinit − θˆ‖+ ‖Cn(θˆinit − θˆ)‖
)
≥ L‖∆θˆinit‖2 + ‖∆θˆinit‖
(
‖∇gn(θˆinit)−∇gn(θˆ)‖+ ‖Cn(θˆinit − θˆ)‖
)
≥ L‖∆θˆinit‖2 + ‖∆θˆinit‖ · ‖∇gn(θˆinit)−∇gn(θˆ)− Cn(θˆinit − θˆ)‖
≥ m
2
‖θˆinit − θˆ‖2
Therefore
L‖∆θˆinit‖2 +M‖∆θˆinit‖ · ‖θˆinit − θˆ‖+ L‖∆θˆinit‖ · ‖θˆinit − θˆ‖ ≥ m
2
‖θˆinit − θˆ‖
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If ‖∆θˆinit‖ ≥ ‖θˆinit − θˆ‖ then
(2L+M)‖∆θˆinit‖2 ≥ m
2
‖θˆinit − θˆ‖2
⇒ ‖∆θˆinit‖ ≥
√
m
2(2L+M
)‖θˆinit − θˆ‖.
Otherwise, if ‖∆θˆinit‖ < ‖θˆinit − θˆ‖ then
(2L+M)‖∆θˆinit‖ · ‖θˆinit − θˆ‖ ≥ m
2
‖θˆinit − θˆ‖2
⇒ ‖∆θˆinit‖ ≥ m
2(2L+M)
‖θˆinit − θˆ‖
Therefore ‖∆θˆinit‖ ≥ max
{√
m
2(2L+M) ,
m
2(2L+M)
}
‖θˆinit − θˆ‖ is small.
Recalling that ∆θˆinit = θˆose − θˆinit, the result is proven.
Proof of Proposition 4.1.
Let x∗ ∈ Rd, and let w∗ ∈ proxf,C(x∗) be defined as in the statement for uν → 0,
and wν ∈ proxf,C(x∗ + uν), with wν → w∗. We need to show that
lim
u→0
eCf(x
∗ + u)− eCf(x∗)− u>C(x∗ − w∗)
‖u‖ = 0
By definition of the Moreau envelope,
eCf(x
∗ + uν) = f(wν) +
1
2
(wν − (x∗ + uν))>C(wν − (x∗ + uν))
≤ f(w∗) + 1
2
(w∗ − (x∗ + uν))>C(w∗ − (x∗ + uν))
Hence
eCf(x
∗ + uν)− eCf(x∗)− (uν)>C(x∗ − w∗)
‖uν‖
≤ f(w
∗) + 12 (w
∗ − (x∗ + uν))>C(w∗ − (x∗ + uν))− eCf(x∗)− (uν)>C(x∗ − w∗)
‖uν‖
≤
1
2 (u
ν)>C(w∗ − x∗)− (uν)>C(x∗ − w∗)
‖uν‖
=
(uν)>Cuν
‖uν‖
where the second inequality follows from the definition of eCf(x
∗) = f(w∗) + 12 (w
∗−
x∗)>C(w∗ − x∗).
On the other hand, a lower bound on the quotient follows from
eCf(x
∗) = f(w∗) +
1
2
(w∗ − x∗)>C(w∗ − x∗) ≤ f(wν) + 1
2
(wν − x∗)>C(wν − x∗)
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Hence,
eCf(x
∗ + uν)− eCf(x∗)− (uν)>C(x∗ − w∗)
‖uν‖
≥ eCf(x
∗ + uν)− (f(wν) + 12 (wν − x∗)>C(wν − x∗))− (uν)>C(x∗ − w∗)
‖uν‖
=
1
2 (u
ν)>Cuν − (uν)>C(wν − x∗)− (uν)>C(x∗ − w∗)
‖uν‖
=
1
2 (u
ν)>Cuν + (uν)>C(w∗ − wν)
‖uν‖
Combining both bounds, we get the following inequality chain.
1
2 (u
ν)>Cuν + (uν)>C(w∗ − wν)
‖uν‖
≤ eCf(x
∗ + uν)− eCf(x∗)− (uν)>C(x∗ − w∗)
‖uν‖
≤ (u
ν)>Cuν
‖uν‖ .
Taking the limit when uν → 0, the lower bound goes to zero as wν → w∗, whereas the
upper bound also goes to zero as ν →∞. Since this inequality holds for any selection
of uν → 0, this establishes that eCf is differentiable, with gradient ∇eCf(x∗) =
C(x∗ − w∗).
