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Abstract
When designing the indoor environment based on computational fluid dynamics (CFD), the artificial neural network (ANN)
playing a role of surrogate model of CFD is involved to reduce the computational cost. To improve the performance of ANN, the
training and normalization method of ANN are studied. An MD-82 aircraft cabin is used to test the proposed method, and
different environmental parameters are used to evaluate the cabin environment. The results of different training methods are
compared, and the parallel combination of genetic algorithm and particle swarm optimization shows better prediction accuracy
than other training methods. A local logarithm normalization method is proposed to improve the success rate of ANN prediction.
The success rate is increased by 2.5~11.0% when the proposed local logarithm normalization method is adopted instead of local
linear normalization one.
© 2015 The Authors. Published by Elsevier Ltd.
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1. Introduction
The indoor environment is important for human healthy because people spend most of their times indoors [1].
Many research activities have focused on the simulation-based design or optimization of indoor environment. When
evolutionary algorithms and computational fluid dynamics (CFD) are combined to design the indoor environment,
large computational cost is always needed. The Artificial neural network (ANN) can be involved in the design
process to reduce the computational cost. ANN plays a role of surrogate model, which can mimic the behavior of
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CFD model [2, 3]. It has been extensively used in building-related studies and can represent the response of the
system over the entire design space [4]. Ayata et al [5] used ANN to predict indoor average and maximum air
velocity, and the results indicated that ANN can be utilized as an ecient tool for predicting indoor air velocity
distribution. Zhang and You [6] used ANN to identify the relationship between the indoor thermal comfort and inlet
boundary conditions, and high prediction accuracy is realized when Bayesian regularization training algorithm is
used. When the ANN results are used instead of CFD ones, the uncertainty and risk of accumulative errors will
threaten the accuracy of design results. To solve this problem, both ANN and CFD can be simultaneously used in
the design process [7]. In these researches, the prediction accuracy and success rate are used to evaluate the
performance of ANN. The prediction accuracy is applied when different positions of design space are equally
important, and the success rate is applied when certain positions of design space are more important than others. To
improve the prediction accuracy, different training methods are studied. To improve the success rate, a local
logarithm normalization method is proposed.
The traditional training methods are gradient-based, which might be trapped in local optimum. The globle
optimization algorithms, such as genetic algorithm (GA), particle swarm optimization (PSO) can be used to train
ANN. Boithias et al [8] used GA to optimize the architecture, training parameters and inputs of an ANN, which was
used to predict energy consumption and indoor discomfort. Validation of the optimized ANN showed good
prediction accuracy. Das et al [9] used PSO to find the weights, number of layers, input and hidden neurons, transfer
functions of ANN, which was used to solve the problem of channel equalization. Their result showed that the
proposed equalizer performed better than other ANN based equalizers as well as neuro-fuzzy equalizers in all noise
conditions. Chamkalani et al [10] introduced the hybrid of PSO and GA to optimize the weights and biases of ANN,
and to prevent trapping in local minima. Their results showed that ANN remarkably overcame the inadequacies of
the empirical models. In this paper, the training results of traditional training methods, GA, PSO and hybrid of GA
and PSO are compared to find the best training method for ANN when predicting indoor environment.
The linear normalization method is usually used to treat the parameters of input and output when training ANN.
It is appropriate when the prediction accuracy of different positions of design space is equally important. However,
some threshold values might exist in the design space, and the prediction accuracy near these threshold values is
more important than other positions. The success rate can be used to evaluate the local prediction accuracy of ANN.
A local logarithm normalization method is proposed to enhance the prediction success rate, and the results obtained
by different normalization methods are compared in this paper.
2. Methods
2.1. Training methods
ANN borrows features from human and animal brains to enable recognition of patterns within data. It realizes the
mapping relationship from the input parameters to the output parameters. The basic unit of ANN is neuron. The
output of the neuron t is generated by the following equation:
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where xi represents the ith input, wi represents the ith weight, b represents the bias and a represents the transfer
function.
The multilayered ANN consists of input layer, hidden layer and output layer. It is found that multiple single-
output ANNs show better prediction accuracy than one multiple-output ANN does [7]. And the variables of single-
output ANN are significant less than multiple-output ANN. So the single-output ANNs are adopted. The structure of
ANN is shown in Fig. 1. FANN is the predicted value of fitness or ANN result, and FCFD is the real value of fitness or
CFD result, and E is the error function for training.
The quantity of variables n (total) can be obtained as follows:
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where n (input) is the quantity of nodes in the input layer, n (hidden) is quantity of nodes in the hidde layer, n
(output) is quantity of nodes in the output layer, n (w) is the quantity of weights and n (b) is the quantity of biases.
Fig. 1. Structure of three-layer ANN.
The traditional training methods, including Levenberg–Marquardt, Bayesian regularization, Quasi-Newton, and
Conjugate gradient can be used to obtain the weights and bias of ANN. However, these training methods are
gradient-based, which might be trapped in local optimum. The evaluation algorithms are global optimization
algorithms and involved to train ANN in this paper. The Genetic Algorithm (GA) and Particle Swarm Optimization
(PSO) are two typical evaluation algorithms. GA is first introduced by John Holland [11]. It is essentially a
searching method based on the Darwinian principles of biological evolution. PSO is another global optimization
algorithm proposed by Kennedy and Eberhart [12]. It is inspired by the sociological behavior of birds flocking or
fish schooling. PSO has almost the same effectiveness in finding the global optimal solution as GA, and has the
advantages of algorithmic simplicity and fast convergence [13, 14].
The training methods adopted in this paper are shown in Table 1. The Bayesian regularization (BR) algorithm is
adopted to represent the traditional training algorithms for its perfect generation ability. D is the serial combine of
GA and PSO. E, F and G are the parallel combine of GA and PSO with different proportion. The schematic
diagrams of serial and parallel combine of GA and PSO are shown in Fig. 2.
Table 1. Training methods.
A B C D E F G
BR GA PSO GA+PSO GA:PSO=5:5 GA:PSO=6:4 GA:PSO=7:3
Fig. 2. (a) The serial combine of GA and PSO; (b) The parallel combine of GA and PSO.
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2.2. Normalization methods
The normalization method is usually used when training ANN to obtain dimensionless input and output
parameters. The usual normalization method can be seen as follow:
min
max min
y
x x
x x
 
 
\* MERGEFORMAT (5)
where y is the normalization value, x is the original value, xmax is the maximum original value and xmin is the
minimum original value. This method can be called as local linear normalization method.
A local logarithm normalization method is proposed to improve the local prediction accuracy of ANN. It can be
seen as follow:
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A specific threshold value (X) is considered in the normalization equation, and the discriminability near the
threshold value is increased. The threshold value is normalized to 0.5. The compare of local linear and logarithm
normalization method can be seen in Fig. 3, when the range of original value is 0~10, and the threshold value is 5.
Fig. 3. (a) Linear normalization method; (b) Logarithm normalization method.
3. Results
A simplified first-class model of an MD-82 aircraft cabin with single row is established (Fig. 4). The detailed
model has been studied by Liu et al [15]. As the cabin is symmetrical, half cabin is concerned. There are 40 possible
locations for both inlet and outlet, which are numbered by No.01~No.40 from above to below.
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Fig. 4. Simplified first-class cabin model of MD-82.
Five input parameters are considered and their ranges are shown in Table 2. Vin is the inlet velocity, Tin is the inlet
temperature, Ain is the inlet angle, Lin is the location of inlet, Lout is the location of outlet. So there are five nodes in
the input layer.
According to ASHRAE Standard 161-2007 (Air Quality within Commercial Aircraft) [16], the local air speed and
vertical air temperature difference are selceted as the output parameters. Vhead is the air speed at the head, Vbody is the
air speed at the sensitive position of body, and ΔT is the vertical air temperature difference. Air speed and
temperature are measured at the 100, 610, and 1090mm height levels for sedentary occupants
Table 2. Ranges of input parameters.
Variable Low bound Upper bound Unit
Vin 0.73 0.91 m/s
Tin 17 25 oC
Ain -60 60 o
Lin No.01 No.40 -
Lout No.01 No.40 -
The Latin Hypercube (LH) sampling method [17] is used to generate the samples. This sampling method can be
used to generate collections of parameter values from an allowable multi-dimensional distribution. It can generate a
small yet representative sample of cases [18]. The CFD are used to obtain the value of output parameters. 200
training samples and 100 testing samples are generated. The input and output parameters are normalized by the local
linear normalization method. The optimal weights and bias of ANN are obtained by different training method shown
in Table 1. The average relative error (ARE) is used to evaluate the prediction accuracy, and its equation is shown as
follows:
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where iCFDF is the CFD result of ith testing samples,
i
ANNF is the ANN result of ith testing samples, and n is the
number of testing samples. The structure of ANN is 5-5-1, and the quantity of variables is 36, which can be
Possible locations
for inlet and outletWindow
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calculate by equation 2 to 4. When the training methods of B, C and D are used, the population size in each
generation is 100. When the training methods of E, F and G are used, the total population size in each genaration is
100, and they are divided to two parts as the proportion shown in Table 1. The maximum generation size is 1000.
Each training methods are used for 5 times, and the mean value of the testing results are shown in Table 3. The
minimum AREs for Vhead,Vbody and ΔT are obtained by G, E and G, respectively. The training methods of E, F, G
show better mean value than others, so the parallel combine of GA and PSO (E, F, G) are better than other training
methods.
Table 3. The testing result of different training methods.
A B C D E F G
ARE (%)
Vhead 12.3 10.2 11.2 11.0 10.2 10.1 9.2
Vbody 13.8 9.5 11.6 11.6 9.2 9.8 10.1
ΔT 10.1 11.3 10.9 12.1 10.0 9.5 8.9
Mean value (%) 12.1 10.3 11.2 11.6 9.8 9.8 9.4
According to ASHRAE Standard 161-2007, the requirements for cabin environment are: 0.1m/s<Vhead<0.2m/s,
Vbody<0.2m/s, ΔT<2.8oC. So the threshold values for Vhead are 0.1m/s and 0.2m/s, for Vbody is 0.2m/s, for ΔT is 2.8oC.
The local logarithm normalization method is used to normalize the output parameters, and the results are shown in
Fig 5. The two threshold values for Vhead are normalized to 0.35 and 0.65, respectively.
Fig. 5. Local logarithm normalization result of (a) Vhead, (b) Vbody and (c) ΔT.
The performance of ANN is evaluated by the success rate (SR), which is defined as:
100% real
predict
n
SR
n
 ! \* MERGEFORMAT (8)
where nreal is the quantity of samples that their CFD and ANN results both satisfy the requirements, and npredicted is
the quantity of samples that their ANN results satisfy the requirements. The SR results obtained with local linear and
logarithm normalization methods are shown in Table 4.
Table 4. The compare of SR of linear and logarithm normalization methods.
A B C D E F G
SR (%)
Local linear normalization 46.6 51.3 47.1 47.4 48.2 49.3 50.7
Local logarithm normalization 51.3 56.2 58.1 52.3 57.6 60.2 53.2
Increment (%) 4.7 4.9 11.0 4.9 9.4 10.9 2.5
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All the SRs of different training methods are increased, so the proposed logarithm normalization method is
universal on improving the local prediction accuracy. The SR incresed 2.5% (G)~11.0% (C) when the local
logarithm normalization method is used instead of linear normalization method.
4. Conclusion
The artificial neural network (ANN) is used to predict the indoor environment based on CFD, and the training
method and normalization method are studied to improve the performance of ANN. An MD-82 aircraft cabin is used
to test the proposed methods. The Bayesian regularization algorithm, Genetic Algorithm (GA), Particle Swarm
Optimization (PSO) and the hybrid of GA and PSO are used to train the ANN. The average relative errors obtained
by different training methods are compared, and the parallel combine of GA and PSO shows better prediction
accuracy than others. A local logarithm normalization method is proposed to improve the local prediction accuracy
of ANN. The success rate of ANN is increased by 2.5~11.0% when the local logarithm normalization is adopted
instead of local linear normalization.
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