Accurate numerical simula on of solute transport or mul phase fl ow through heterogeneous porous media is s ll a challenge. One reason is that in con nuum models, sharp material interfaces are diffi cult to represent. The fi nite-element method allows representaon of such discon nui es as element-to-element varia ons of materials; however, result variables are discre zed on the fi nite-element nodes and when a complementary nodecentered fi nite-volume mesh is used to model transport, this discre za on smears out poten al discon nui es in nodal concentra on or satura on. To overcome this dilemma there are two op ons: either the nodes can be enriched at the interfaces by addi onal degrees of freedom or the model can be "exploded" along the interfaces. In the la er technique, interface nodes are mul plied so that they match in number the material domains that they join. We develop this la er approach, implemen ng a transport model that can evolve dependent variable discon nui es at material interfaces. For transport, we developed a new scheme that is higher order accurate in space, even across these discon nui es, and verify that it is consistent with the con nuous method. This analysis shows that the new scheme removes a fi rst-order dependence on mesh refi nement observed for the connuous method so that coarser meshes can be used for material interfaces.
Natural porous forma ons are highly heterogeneous and it is essential for petroleum and groundwater engineers to understand and predict how this characteristic infl uences fl ow and transport within them. Otherwise, they cannot design successful oil recovery or pollution remediation schemes. During oil recovery, heterogeneity infl uences sweep and microdisplacement effi ciency as well as capillary holdup. In the vadose zone and below, heterogeneity makes contaminant motion a complex process (Abriola and Pinder, 1985) . Successful removal of pollutants from aquifers with preferential fl uid pathways requires an understanding of their fl ow and transport behavior. Because it is diffi cult and expensive to conduct physical mesoscale experiments to constrain these processes, their accurate numerical simulation is essential.
Mathematical relationships that describe fl ow through porous media are oft en derived for a representative elementary volume beyond which the properties of the medium are assumed to be scale invariant (Bear, 1988) . Th is simplifi cation is a necessary step in developing conceptual models but implies that geocellular models and equations that are now commonly used on the mesoscale only partially capture the underlying heterogeneities and the ensuing fl ow behavior (Gray and Miller, 2005) . Oft en, sharp-gradational material property transitions are idealized as discontinuities. Apart from the uncertainties in the mathematical representation of the physics, errors and inaccuracies result from discretizing such discontinua with continuum mechanics equations for the purpose of numerical simulation.
A number of mathematical modeling studies have considered fl ow and transport in heterogeneous media (Gray and Miller, 2005) . Bear (1988) originally derived average equations for the continuum scale. Solving these for heterogeneous porous media was discussed in, among others, Chen and Ewing (2001) , Helmig (1997) , and Matthäi et al. (2007b) , who all followed this continuum approach. Hassanizadeh and Gray (1989) derived additional domain-boundary conditions obtained from the conservation laws applied at the interfaces of continuous domains. Under these conditions, diff erences in A numerical solu on scheme capable of expressing dependent-variable jump discontinuities at material interfaces is presented. This scheme is consistent, stable, and convergent for advec ve-diff usive transport in heterogeneous porous media. Less refinement is needed to produce accurate results compared with conven onal solu on schemes.
the material properties can induce discontinuities in the dependent variables during advective or diff usive transfer. Th e physical experiments of Dawe et al. (1992) , for example, illustrated the barrier eff ect of a transition from coarse to fi ne sand for twophase fl ow. Even in single-phase passive tracer advection, they documented a jump discontinuity in concentration at this material interface. Assuming fl ux continuity across such an interface, Leij and van Genuchten (1994) derived an analytical solution for single-phase fl ow in a porous double layer and concluded that the observed breakthrough curves were dependent on the ordering of the layers. Berkowitz et al. (2009) also suggested, based on a laboratory study, that tracer transport can become directionally dependent in the presence of material interfaces.
Th e Monte Carlo simulation of particle transport across a material interface conducted by Marseguerra and Zoia (2006) showed that a concentration jump can result simply from a change in particle velocity, i.e., porosity. Th us, discontinuities are a fi rst-order issue when we attempt to represent fl uid fl ow and transport in layered or fractured porous media. In nature, there are rarely true discontinuities, but the need to represent concentration changes that occur across very small distances would lead us to very fi ne meshes to resolve this problem with continuum models (Carrera et al., 1998) . Several numerical studies have addressed alternative ways to deal with discontinuities, focusing on those arising in two-phase fl ow. A vertex-centered fi nite-volume method was presented by Reichenberger et al. (2006) for two-phase fl ow in fractured porous media. Epshteyn and Riviere (2007) and Hoteit and Firoozabadi (2008) advocated an implicit discontinuous Galerkin (DG) fi nite-element method that combined the mixed element formulation with DG. It was aimed at capturing saturation discontinuities arising from capillary eff ects. Discontinuities at material interfaces appear to have received more attention in multiphase than in single-phase fl ow. For single-phase fl ow, Chen et al. (2008) also used a DG method, capturing gradients better than the standard Galerkin method. Th e DG method, however, has the disadvantage that it requires many more computational degrees of freedom than a treatment of discontinuities that is just deployed at material interfaces.
In this study, we therefore developed a new discretization/hybrid numerical method that introduces discontinuities only at domain boundaries so that it does not average dependent-variable values at material interfaces while retaining the continuum approach elsewhere. We achieved this by extending a hybrid, fi nite-element, node-centered, fi nite-volume method as described in Geiger et al. (2004) and Paluszny et al. (2007) , hereaft er called the FEFVM. Th e hybrid element mesh is "exploded" along material interfaces, adding new nodes to support discontinuities in the result variables. We call this discretization, which multiplies fi nite-element nodes and splits fi nite volumes at material interfaces, the discontinuity FEFVM (DFEFVM). Restricting ourselves to single-phase fl ow and passive solute transport, we show that this method is conservative and concentration fronts remain sharp and free from oscillations. We addressed both advective and diff usive transfer.
Materials and Methods
Th e coupled model of transport used to illustrate the embedded discontinuity method is simple. Darcy's law,
relates u, the specifi c discharge [ 
and the mass balance for a nonreactive and nonadsorbing solute in the rigid porous medium is given by
where c is the concentration [M L −3 ], φ is the porosity, and t is time. Th e vector J is the dispersive mass fl ux [M L −2 T −1 ] and q stands for external fl uid sinks and sources [T −1 ], while q is a mass source/sink term [M L −3 T −1 ]. In a homogeneous medium, J is captured by Fick's law (J = −D∇c) and the hydrodynamic dispersion tensor, D, is given by the velocity-dependent formula of Scheidegger (1961) . For the sake of simplicity, we used D, the dispersion coeffi cient [L −2 T −1 ], instead of the velocity-dependent D.
Because analytical solutions of these equations do not exist for geometrically complex problems, they are solved with numerical methods. In this study, the discretization of the pressure and transport equations was addressed and the new DFEFVM formulation was developed. Th e entire formulation was implemented in and tested with the Complex System Modeling Platform (CSMP++ version 5; Matthäi et al., 2004) , an object-oriented application programmer interface designed for the simulation of complex geologic processes and their interactions (Matthäi et al., 2007a ). An algebraic multigrid solver for system of equations, SAMG (Stuben, 1999) , was used for both the pressure and transport equations.
Extended Finite-Element Finite-Volume Stencils Paluszny et al. (2007) shape and model domains, and their boundaries can also be discretized with a constrained conforming Delaunay triangulation (e.g., Shewchuk 1996) as was already demonstrated by Geiger et al. (2004) . In the FEFVM, each fi nite-element node also is the center of a fi nite volume created by connecting element barycenters with midpoints of associated edges. Th is partitions an element into as many fi nite-volume sectors as it has nodes, and their combined contribution to the set of linear algebraic equations describing the global transport problem is referred to as a fi nite-element fi nitevolume stencil (see Paluszny et al., 2007) .
In a porous medium with diff erent domains Ω i , material properties such as permeability and porosity change abruptly at the interfaces between diff erent materials, Γ 1 ∈ Ω 1 ∩ Ω 3 . A sand-shale succession would be an example where the FEFVM permits calculation of only average concentration values at Γ i rather than capturing discontinuous variations. Th ese averages may be representative of the concentration in neither the sand nor the shale.
To overcome this dilemma, we introduce as many extra interface nodes as there are materials joined at this point. In the resulting fi nite-element fi nite-volume stencils, every new node is a member of only one model subdomain and a correspondingly truncated fi nite volume (Fig. 1 ). With this extended discretization, we can represent concentration discontinuities at Γ i . Th e main diff erence between this DFEFVM and the one explained in Paluszny et al. (2007) lies in the treatment of fi nite volumes located at material interfaces, which are now truncated (Fig. 2) , requiring additional provisions.
Solving the Pressure Equa on on the Disjoined Finite-Element Mesh
Assuming a steady state and neglecting the eff ects of gravity, Eq.
[1] and [2] yield
Th e resulting pressure fi eld is resolved in the weak integral form of Eq.
[4] with the standard linear fi nite-element Bubnov-Galerkin method (e.g., Segerlind, 1984) . Spatial integration over the
where N i are the fi nite-element interpolation functions.
For both the FEFVM and DFEFVM, the equations are fi rst transformed into algebraic systems of the form Ax = b. For the DFEFVM, however, an extra step is necessary to retain the pressure continuity at the material interfaces: pressure continuity across the interfaces is reestablished by adding off -diagonal terms to couple the new nodes in Matrix A to the corresponding nodes from each interface. Th e diagonal terms are modifi ed accordingly. Th is procedure forces the nodal pressure values on either side of the interface to become the same, as is demonstrated below. Clearly, without this modifi cation our new scheme could also be used to model pressure discontinuities, should these arise due to physical processes.
Solving for Transport across Domain Boundaries
To obtain our results, we solve the pressure and transport equations sequentially (e.g., Geiger et al., 2004; Gerritsen and Durlovsky, 2005) . To solve the transport equation, we use a fractional step method (LeVeque, 2002) in which the advection term of Eq.
[3] is discretized using an explicit fi nite-volume method and the diff usion term was discretized using an implicit fi nite-element method. By analogy with the pressure equation, fi nite element integration of the diff usion term in Eq.
[3] was performed, leading to the domain integrals for the domain Ω:
where c t and c t+Δt denote the distributed dependent variable c at times t and t + Δt, respectively. To couple model subdomains, fl ux Fig. 1 . Five fi nite elements representing three diff erent material domains Ω. Splitting nodes is achieved by adding new nodes to the nodes shared by diff erent materials. Th e number of nodes at the shared node is equal to the number of diff erent domains or materials sharing the same node. Five nodes (8, 9, 10, 11, and 12) were added to the mesh for discretization of the discontinuity fi nite-element fi nitevolume method (DFEFVM). www.VadoseZoneJournal.org | 302 continuity is enforced. First, we calculated the diff usive fl ux J D i between adjacent elements e + and e − , across shared faces, Γ i ∈ e + ∪ e − , by using their corresponding fi nite-volume stencils (see Fig.   3 ). Th en we add these interface fl uxes to the right-hand side of Eq.
[6] as Neumann boundary conditions,
Th e value of J D i at interface Γ i is calculated as
where a i is the area of interface Γ i (fi nite element face i), and
Similar to Manzini and Russo (2008) , we use an eff ective distance, h + + h − , equal to the sum of the distances of the barycenters of e + / e − from the interface Γ i in the computation of the diff usive fl ux. Th e harmonic average dispersivity, D i , across the interface Γ i was computed using h + and h − as weighting factors. In Eq.
[8], c + and c − denote the solute concentration at the barycenters of e + and e − is found by fi nite-element method interpolation (Fig. 3) . Th e Neumann fl ux attributed to interface node j is
In the two-dimensional example ( Fig. 1 ), the number of nodes at the interface Γ 1 ∩ e 1 is 2, while k, the number of element (inter) faces touched by node 5, is 2.
For the advection term in Eq.
[3], using piecewise constant fi nitevolume interpolation functions, M j , and a first-order upwind scheme, gives
where ˆt c = c c if nu > 0, otherwise ˆt c = c u , and c u and c c are the concentrations at the upstream and current fi nite volumes, respectively. Th e velocities, u, calculated by element-wise diff erentiation of the pressure fi eld, are used to solve this equation. In the FEFVM (see Matthäi et al., 2009, Fig. 1 ), element-wise constant velocities are still suffi cient for continuity across fi nite volume boundaries (cf. Cordes and Kinzelbach, 1992) . Consequently, this discretization system is conservative. Truncated fi nite volumes at model boundaries require a special treatment to close the governing equations, however. Th is requires an approximation of the fi nite-element face-normal velocity. Velocity is piecewise constant from element to element, however, and therefore not continuous. Th ere are different approaches to resolve this problem, as outlined by Bassi and Rebay (1996) and Cockburn (2003) .
1. If the velocity components normal to the interface are similar on either side of the interface Γ i , one can simply use their arithmetic average:
where n + denotes the unit normal to e + , oriented from e + to e − (Fig. 3 ).
2. Inside the fl ow domain, the balance of infl ow and outfl ow can be calculated from the pieces of each truncated fi nite volume, distributing it on the element faces in proportion to the average velocities calculated from Eq. [11] above. Th is gives a divergencefree velocity fi eld for each truncated fi nite volume, although the adjusted fl uxes at the interfaces are not continuous.
Solving these equations explicitly requires a suffi ciently small time step so that the total fl ux in or out of the truncated fi nite volume does not exceed its volume (e.g., Matthäi et al., 2009 ). An implicit scheme permits a larger Δt while retaining stability, but this will introduce numerical dispersion. Both implicit and explicit schemes can be constructed with higher order accuracy to preserve gradients of the solution variable. To eliminate potential spurious oscillations ensuing from a higher order fl ux approximation (Harten, 1983) , a total variation diminishing fl ux limiter is used (Sweby, 1984; see also Matthäi et al., 2009) . Because splitting fi nite volumes at material interfaces somewhat improves the solution quality by reducing the fi nite volume size and we cannot readily average the constitutive relations needed to construct a higher order interface fl ux approximation, we used fi rst-order upwinding to compute the fl uxes into fi nite volumes that are split.
Line and Cut Plane Averaging of Nodal Variables
To obtain the one-dimensional concentration profi les used in comparisons of the results obtained with and without embedded discontinuities, we used concentration averages measured along intersection lines in two-dimensional models or cut planes through the mesh in three-dimensional models. Th is averaging was not trivial because it required the construction and integration of nodal variable profi les through unstructured meshes with variable element sizes and shapes. It was performed on the fi nite-volume discretization of the target node variable in the following manner:
• The plane (line) sample positions were defined in the flow direction. Each plane (line) was perpendicular to the far-fi eld pressure gradient.
• Th e cut plane (line) was dissected into new three-(two-) dimensional fi nite-volume fi nite-element stencils as the new surface (line) was created. A set of newly generated points delimited the intersection between the plane (line) and the fi nite volume cells. Th e area (length) of the new surface (line) was stored and paired with the associated node identifi er (see Fig. 4 ).
• Piecewise constant FV interpolation, M j , was used to integrate the node variable along the plane (line). Th e result was the sum of the concentration-intersection surface area (line length), A j , products:
Th is procedure can give an imprecise result where diff erent materials occupy the same fi nite volume (Fig. 4a) . Th is never occurs in the DFEFVM (Fig. 4b) , however, because such fi nite volumes are split.
Demonstra on Models and Results
We applied the new DFEFVM on a range of two-dimensional demonstration models (see Table 1 ). First, we studied the convergence of the method for transport only. Th en we verifi ed that interface diff usion was handled correctly by the DFEFVM, comparing its results with an analytical solution. Subsequently, two models of inhomogeneous porous media were analyzed for advection only. Finally, a somewhat more geologically realistic cross-sectional fault model was solved for simultaneous advection and diff usion. For all these models, the benefi ts of the DFEFVM are elucidated by comparisons with the FEFVM.
Advec on-Only Mesh Convergence Study
For the purely hyperbolic problem, mesh convergence of the FEFVM and DFEFVM with diff erent-order schemes (fi rst and second order) was analyzed using four diff erent square-shaped models (Models 1-4; Table 1 ). Models 1, 2, and 4 consisted of triangular fi nite elements and Model 3 of quadrilaterals. Every two adjacent triangles in Models 1 and 2 and every quadrilateral in Model 3 formed a rectangular material subdomain. Th ese shared boundary nodes in the FEFVM but became separated by discontinuities in the DFEFVM. Figure 5 shows these four models used in the convergence study. Th e permeability of Models 1, 2, and 3 was set to 10 −11 m 2 while Model 4 contained two diff erent subdomains with permeabilities of 10 −11 and 10 −17 m 2 , respectively. Node identifi er, n j , and the FE-FV area, A j , associated with it, for example, for (a) using the fi nite-element fi nite-volume method are [(n 2 ,A 0 ),(n 5 ,A 1 ),(n 6 ,A 2 )] and for (b) using the fi nite-element fi nitevolume method with embedded discontinuities are [(n 2 ,A 0 ),(n 5 ,A 1 ),( n 9 ,A 2 ),(n 10 ,A 3 ),(n 6 ,A 4 )]. Table 1 . Material properties and initial conditions for the numerical models LAYERED, BLOCKS, LENSES, and FAULTS. New nodes were added to the original mesh using the fi nite-element fi nite-volume method with embedded discontinuities. www.VadoseZoneJournal.org | 304
A pressure diff erential of 1 kPa was applied between the left and right boundaries of Models 1 to 4.
For the uniform isotropic Models 1 to 3, the exact breakthrough time could be calculated analytically as 750 s. Th e L 1 error norms for the breakthrough curves are shown in Fig. 6 . Th e DFEFVM using a fi rst-order transport scheme yielded a smaller error and had a convergence rate similar to the fi rst-order FEFVM. A reduced convergence rate was obtained with the higher order DFEFVM, however, because it used a fi rst-order transport scheme at the material interfaces. Th e interface-related error was less pronounced for Model 4 with the two subdomains. For this model, the DFEFVM gave smaller errors for both fi rst-order and higher order solutions compared with the FEFVM.
Diff usion across Embedded Discon nui es
Th e rectangular LAYERED model (Table 1 ) was used to evaluate the performance of the DFEFVM for diff usive transfer. It contained three vertical layers with the same diff usion coeffi cient of 5 × 10 −11 m 2 (Fig. 7) and was meshed by triangular elements. All its boundaries were closed (∂c/∂n = 0). Th e simulation began with an initial solute concentration of 1 kg m −3 in the middle layer and zero elsewhere. Th e exact solution in direction x, perpendicular to the layers, was given by Carslaw and Jaeger (1963) :
Figure 8 compares the concentration profi les computed for this model at successive time increments using this analytical solution (Eq.
[13]). Th e results agree well. Because the concentration was piecewise constant in each fi nite volume and these were truncated at the material interfaces in the DFEFVM, the initial mass was diff erent from that in the FEFVM discretization.
Transport through Inhomogeneous Media

BLOCKS Model
Th e rectangular inhomogeneous BLOCKS model (Table 1 ; Fig. 9 ) had the same size as the LAYERED model but contains 10 subdomains with diff erent permeabilities ranging between 10 −10 and 10 −15 m 2 while its porosity was constant (φ = 0.25). A tracer with a concentration of 1 kg m −3 was injected from the left boundary driven by a horizontal pressure gradient of 1.1 kPa m −1 .
The BLOCKS model contains many nodes at the boundaries of multiple material subdomains and is therefore well suited to Fig. 7 . Th e LAYERED model with three vertical layers in which the solute concentration c diff ers but the diff usion coeffi cient D wa the same. Fig. 6 . Spatial L 1 errors vs. element size (h) for four models with mesh refi nements using the fi nite-element fi nite-volume method (FEFVM), finite-volume finiteelement method with embedded discontinuity (DFEFVM), and both models with total variation diminishing (TVD). Th e convergence of the fi rst-order and higher order solutions using total variation diminishing (TVD) were compared.
illustrate the special abilities of the DFEFVM. Simulations were conducted using a second-order accurate transport scheme combined with the slope limiter. Tracer fronts are visualized in Fig. 10 for diff erent time steps.
In accordance with the experimental findings of Dawe and Grattoni (2008) , the DFEFVM results evolved concentration Fig. 10 . Concentration fronts in the BLOCKS model with diff erent regional permeabilities k as computed with the second-order explicit transport scheme: results obtained with (a) the fi nite-element fi nitevolume method and (b) the fi nite-element fi nite-volume method with embedded discontinuities. Fig. 8 . Comparison of the discontinuity fi nite-volume fi nite-element method with embedded discontinuity (DFEFVM) and the fi nite-element fi nite-volume method (FEFVM) against the analytical solution as concentration profi les at diff erent time steps t for the model LAYERED. Th e relative L 1 norm errors of the computed concentration profi les calculated by the DFEFVM were 0.0006, 0.0006, and 0.0019 for t = 1000, 12,000, and 50,000 s, respectively. Fig. 9 . Th e BLOCKS model with 10 rectangular subregions and a triangular fi niteelement mesh. Gray shading displays permeability k. discontinuities at the block interfaces. Taking the solution of the DFEFVM as a reference solution, the high L 2 error norm and the maximum absolute error (Fig. 11) illustrate the substantial benefi ts of the new method compared with the FEFVM, which also gave higher concentrations at the outlet. Th is was mainly due to unwanted solute transport out of the low-permeability blocks in the model. Th is incorrect model behavior was even more pronounced when a coarser mesh was used, as is illustrated with the next demonstration model.
LENSES Model
The LENSES model (Table 1 ; Fig. 12 ) consists of rectangular low-permeability (10 −15 m 2 ) lenses embedded in a homogeneous high-permeability matrix (10 −10 m 2 ) and was meshed in this fi rst realization with coarse triangular elements. Porosity values of 0.15 were assigned to the lenses and 0.25 to the matrix. Th e applied horizontal pressure gradient was 1 kPa m −1 and the medium was fi lled initially with tracer (c = 1 kg m −3 ). Th en fresh water (c = 0) was injected continuously through the left boundary.
The LENSES model serves to illustrate the capability of the DFEFVM to produce accurate results even with a coarse mesh.
Th e simulations for this example were conducted with both fi rstand second-order schemes accurate in space. Comparison of the breakthrough curves (Fig. 13) shows that the coarse DFEFVM model yielded a better solution than the FEFVM due to the visibly reduced numerical dispersion. Th e slope of the breakthrough curve at c = 0.5 is an indicator of the apparent dispersivity of −4.3 × 10 −5 , compared with −1.1 × 10 −4 m for the DFEFVM. Line averages in the fl ow direction (Fig. 14) underline these diff erences between the two schemes. For the FEFVM, noticeable tracer transport occurred at the margins of the lenses, leading to a smeared tracer profi le and a gradual advance of the freshwater front that was distinctly slower than in the DFEFVM model. For a coarse mesh (Fig. 15) , it can be seen that in the continuous FEFVM discretization, solute transport occurred in both domains, which resulted in slower concentration transport at the interfaces and an arcuate shape of the concentration front.
Five additional triangular element meshes (1-5) with increasing levels of uniform refi nement and two meshes (6 and 7) with adaptive refi nement of the interfaces (Fig. 16 ) were used to further quantify the mesh dependence of the results and mesh convergence. Our analysis shows that uniform or selective interface refi nement increased the quality of the FEFVM solution. Th e coarsest analyzed Mesh 1 consisted of 7313 linear triangular elements and 3089 nodes, and the fi nest Mesh 7 consisted of 133,741 linear triangular elements and 61,648 nodes. Apparent dispersivities were measured by using the analytical solution to fi t dispersion coeffi cients (Landman, 2005) . In this approach, the apparent dispersivity is calculated from the fi tted dispersion coeffi cient divided by the average velocity, neglecting molecular diff usion. Th is dis- Fig. 11 . Breakthrough curves in the BLOCKS model computed with the fi nite-volume fi nite-element method with embedded discontinuity (FEFVM) and the discontinuity fi nite-element fi nite-volume method (DFEFVM). Th e higher concentration value at the outlet for the FEFVM was due to the incorrect solute transport value at the material interfaces. Fig. 12 . Velocity vectors and permeability fi eld for the LENSES model (Mesh 1). Th e model has two permeabilities (10 −10 and 10 −15 m 2 ); the darker color indicates the low-permeability regions. Fig. 13 . Comparison between the results of the fi nite-volume fi niteelement method with embedded discontinuity (DFEFVM) and the fi nite-element fi nite-volume method (FEFVM) runs for the LENSES model (Mesh 1, second-order scheme). Less dispersive solute transport was observed using the DFEFVM: breakthrough curves (left ) and time derivative of the breakthrough curves (right). persivity contains the combined eff ects of velocity variation and discretization error . Table 2 lists the computed apparent dispersivities and average velocities. Note that the latter were inferred from the buildup of c to 0.5 kg m −3 at the outlet. Th ese results quantify that the FEFVM is not as accurate at material interfaces as the new method but that mesh refi nement diminishes this discretization error. Th e fl ux-weighted breakthrough curves in Fig. 17 show that, for the continuous FEFVM, maximum refi nement produced a solution that was as accurate as that of the coarsest DFEFVM model. Due to the error at the interfaces, however, all results from the continuum models yielded longer tails in the breakthrough curves than the DFEFVM. Th e result obtained with Mesh 5 and the DFEFVM was the best solution in terms of eliminating numerical dispersion.
Th e DFEFVM simulations with Meshes 3 and 4 also are largely free from numerical diff usion, however. Taking the DFEFVM Mesh 5 result as a reference solution, c r , the L 2 norm of ||c − c r || indicates that the error of the FEFVM model is fi ve times greater for the same refinement. The DFEFVM also converges faster than the FEFVM (Fig. 17) . Th e average Darcy velocity obtained for the FEFVM and Mesh 7 are almost the same as that for the DFEFVM and Mesh 5. Th e total number of nodes for this model is 50% greater, however, and the FEFVM still yielded a significantly more dispersive result. Run times obtained on a 2.2 GHz X86 CPU (Table 2 ) illustrate a speed penalty of 5 s due to this greater refi nement in spite of the fact that an algebraic multigrid solver was used. It is also evident that the DFEFVM produced Fig. 14. Average concentration profi les at diff erent times calculated by the fi nite-element fi nite-volume method (FEFVM) and the fi nite-volume fi nite-element method with embedded discontinuity (DFEFVM) using the second-order scheme on Mesh 1. Solute moved faster for the model using the DFEFVM. Fig. 15 . Concentration fronts at times t in the LENSES model on Mesh 1 (see Fig. 12 ) as computed with the second-order explicit scheme: (a) continuous fi nite-element fi nite-volume method (FEFVM) and (b) fi nite-volume fi nite-element method with embedded discontinuity (DFEFVM) discretization. Fig. 16 . Four triangular element meshes (2-5) with increasing levels of uniform refi nement and two meshes (6-7) with adaptive refi nement of the interfaces that were used to quantify the mesh dependency of the LENSES model. Mesh 1 is shown in Fig. 12. the same change in total mass with time for the diff erent levels of refi nement. Th is indicates mesh convergence, in contrast with the FEFVM, which retained mesh dependency in the development of total mass in the system up to the highest level of refi nement (Fig.  18) . For the same mesh refi nement (Mesh 5), the run time required by the DFEFVM was ?3% longer than for the FEFVM. Th is result is model dependent because run time varies with the extra degrees of freedom introduced via the multiplied interface nodes. When considering the time required to achieve a similar accuracy, the solution on Mesh 3 for the DFEFVM and the result on Mesh 7 for the FEFVM diff er by a factor of 30 (67 vs. 1991 s). Figure 19 further quantifi es mesh convergence rates for the two methods: for Meshes 1 to 4, it graphs L 2 error norms of the breakthrough Table 2 . Apparent dispersivities, average Darcy velocities, relative errors, and elapsed times as a function of mesh refi nement. Th e fi rst fi ve meshes were uniformly refi ned everywhere, whereas Mesh 6 and Mesh 7 were refi ned only at the interfaces. Th e new nodes were added to apply the fi nite-volume fi nite-element method with embedded discontinuity (DFEFVM). Taking the result from Mesh 5 using the DFEFVM as a reference solution concentration, c r , we calculated the L 2 norm from the results of the second-order scheme. Fig. 17. Flux-weighted breakthrough curves obtained for variously refi ned versions of the LENSES model using the fi rst-order scheme by the fi nite-element fi nite-volume method (FEFVM) and the fi nite-volume fi nite-element method with embedded discontinuity (DFEFVM). Fig. 18 . Total normalized mass for diff erent refi ned versions of the LENSES model using the fi rst-order scheme by the fi nite-element fi nite-volume method (FEFVM) and the fi nite-volume fi nite-element method with embedded discontinuity (DFEFVM). Unlike the results of the DFEFVM, for which the change in total mass was unique for the fi ve mesh refi nements, the total mass variation with time calculated by the FEFVM has a strong dependency on the mesh size. curves of the DFEFVM relative to the aforementioned reference solution. Similar norms are given for the FEFVM using the results from Mesh 7 as a reference solution for this scheme. Th ese results highlight three important facts:
• Th e DFEFVM L 2 errors are about one order of magnitude smaller than the FEFVM ones.
• Th e convergence order is higher for the DFEFVM.
• For a model with large permeability contrasts, application of the DFEFVM scheme is more benefi cial than a very refi ned mesh.
Solute Transport through Large-Scale Geologic Structures
To explore the effect of geologically more realistic large-scale inhomogeneities on dispersive mass fl ux, we performed a simulation with the layered 500-by 500-m rectangular FAULT model meshed by triangular elements (Table 1 ). Th is model consists of three variably permeable folded layers off set by a highly permeable fault. Elsewhere the permeability is low (Fig. 20) . Initially, this fl ow system is fi lled with fresh water; then a tracer is injected under a horizontal pressure gradient of 10 kPa m −1 , entering through the left boundary during a time interval of 2 × 10 6 s. Subsequently, this infl ux is replaced by fresh water.
As seen already in the LENSES model, the FEFVM mobilizes tracer from the margins of the impermeable layers, causing considerable unphysical transversal dispersion. Th is unwanted lateral tracer transport alters the resulting breakthrough curves significantly (Fig. 21) . Th e DFEFVM removes this problem, yielding the most accurate solution.
Th e line-averaged concentration profi les in Fig. 22 reveal marked diff erences between the two methods: the tracer plume moved faster in the DFEFVM simulation, yielding earlier breakthrough (Fig. 23) . Th e long tail of the breakthrough curve obtained with the FEFVM was due to excessive dispersion. Th e eff ect of velocity contrasts in the diff erent layers yielded two concentration peaks with the DFEFVM, but it was also masked by the numerical dispersion in the FEFVM run (Fig. 21) . Th is comparison made with a more geologically relevant model highlights that there are also important qualitative diff erences between the continuum and embedded discontinuity numerical methods.
Discussion
Th e node-centered, fi nite-element fi nite-volume hybrid method has been demonstrated to carry much potential for the realistic simulation of fl ow and transport in heterogeneous porous media (Huber and Helmig, 2000; Geiger et al., 2004; Reichenberger et. al., 2006; Matthäi et al., 2009) . Th is study, however, indicated that it is more appropriate for models with smooth variations in material properties because abrupt property changes cause significant errors and numerical dispersion. Th e extended DFEFVM elegantly circumvents this without a complete loss of the benefi ts of continuum modeling such as simplicity and relatively low computational cost compared with methods where the solution variable has more degrees of freedom. Th e accuracy and mesh convergence behavior demonstrated in this study indicate that the DFEFVM is well suited for the solution of transport problems. It also is an interesting alternative to the DG approach because it does not need enriching of all nodes with extra degrees of freedom.
Th e presented method caused a remarkable diff erence in the tracer profi les obtained from transport simulations. Th e results from the LENSES model demonstrate that using the continuum approach to the discretization of material interfaces is prone to yield overly dispersive breakthrough curves. A very fi ne mesh of the material interfaces is needed to eliminate this unphysical (numerical) dispersion. Th e result from the FAULT model, however, indicates that the FEFVM can give smooth breakthrough curves, hiding important signals that are revealed by DFEFVM simulations. Inaccurate breakthrough times and a long tail of the FEFVM breakthrough curves may be misinterpreted as anomalous dispersion. Gerke (2006) provided an excellent review on preferential fl ow in soils in which the importance of mass transfer between macropores and soil matrix was indicated. Our results highlight the relevance of the DFEFVM for vadose zone processes because material interfaces play such an important role in preferential fl ow and transport in this system. To model unsaturated fl ow, an extension of our method to the Richards equation and three dimensions is needed.
Although the algorithm that explodes the mesh at the material interfaces was developed for three dimensions, the extension of the transport algorithm is still ahead of us.
A further limitation of the method in its presented form is that transport time stepping is explicit and therefore suff ers from the Courant-Friedrichs-Lewy (CFL) constraint; small fi nite volumes with large fl ow velocities cause the whole simulation to slow down dramatically. Th is can be resolved by using implicit time stepping as shown in Matthäi et al. (2009) .
Th e most widely used method to evaluate uncertainty in the fl ow and transport in heterogeneous porous media is the Monte Carlo method (Dagan, 1989) . Stochastically generated media are commonly used in such studies. If material properties vary gradually among their cells, the FEFVM appears more suitable. A more intelligent discretization scheme could be envisaged that judges on an interface-by-interface basis whether discontinuities need to be introduced.
We also believe that in the upscaling of transport properties, we need to include the eff ects of macro-heterogeneities on the displacement process (Matthäi and Nick, 2009 ). Especially for large-scale models with multiple layers and faults, the DFEFVM appears to be an important step towards more physically realistic simulation. Fig. 22 . Flux-weighted average concentration profi les at diff erent times calculated by the fi nite-element fi nite-volume method (FEFVM) and the fi nitevolume fi nite-element method with embedded discontinuity (DFEFVM) for the FAULT model. Fig. 23 . Concentration fronts at diff erent times t calculated by the (a) fi nite-element fi nite-volume method (FEFVM) and (b) fi nitevolume fi nite-element method with embedded discontinuity (DFEFVM) for the FAULT model. Th e plume moved with a speed consistent with the permeability of the layers using the DFEFVM, while the FEFVM resulted in a slower migration of the plume in the system.
Conclusions
We have developed a new hybrid element discretization with embedded discontinuities for the simulation of single-phase fl ow and transport through two-dimensional models of inhomogeneous porous media, taking into account the eff ect of material interfaces. We verifi ed that this scheme is consistent, stable, and convergent with regard to advective-diff usive transfer in the presence of sharp interfaces.
Th e remaining discretization error is insignifi cant in comparison with the large numerical dispersion associated with the continuum method. Less refi nement is needed to produce accurate results with the DFEFVM than with the FEFVM. Th is is very important because large elements are inevitable due to the computational limitations imposed by geologically realistic large-scale models.
Our results further show that transport schemes that average the material interfaces can cause incorrect arrival times, compromise the shape of concentration fronts, and distort ensemble dispersion coeffi cients for solute transport.
Finally, our results show that the run time required to obtain a similar solution accuracy with the DFEFVM can be an order of magnitude less than for the FEFVM. Th e run time necessary for the DFEFVM is slightly higher, however, than that for the FEFVM on the same mesh.
