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Abstract—Diffuse interface methods have recently been intro-
duced for the task of semi-supervised learning. The underlying
model is well-known in materials science but was extended
to graphs using a Ginzburg–Landau functional and the graph
Laplacian. We here generalize the previously proposed model
by a non-smooth potential function. Additionally, we show that
the diffuse interface method can be used for the segmentation
of data coming from hypergraphs. For this we show that the
graph Laplacian in almost all cases is derived from hypergraph
information. Additionally, we show that the formerly introduced
hypergraph Laplacian coming from a relaxed optimization prob-
lem is well suited to be used within the diffuse interface method.
We present computational experiments for graph and hypergraph
Laplacians.
Index Terms—Diffuse interface methods,Newton method, Iter-
ative algorithms, Semisupervised learning, Equations
I. INTRODUCTION
The classification of high-dimensional data on graphs is
a challenging problem in many application areas [1], [2]
and several techniques have been developed to efficiently
tackle this problem. Recently, Bertozzi and Flenner [3] have
established a method on the interface of graph based methods
and partial differential equations (PDEs). Their method, which
has already been extended to other cases (see [4], [5]), utilizes
the information of the underlying graph via its graph Laplacian
and then uses diffuse interface techniques for the separation of
the given data into two classes. Diffuse interface techniques
are a classical tool within the materials science community
[6], [7]. The new technique of Bertozzi and Flenner uses an
approach taken from image inpainting based on phase-field
methods [8] for a semi-supervised learning problem. The use
of phase-field models in image processing has seen many
contributions (cf. [9], [10]).
To further use the inpainting analogy in the semi-supervised
learning problem, the known or sampled data, which are used
to train the method, can be considered the intact part of the
image and we aim to restore the damaged or unknown part
of the image. This works for both segmentation into two
classes for binary images or into multiple classes for gray-
valued or color images. PDE-based inpainting has been very
successful [11] and the technique introduced in [3] showed
very promising results when compared to other methods such
as the 1-Laplacian inverse power method (IPM) of Hein and
Bühler [12].
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Our goal in this paper is the extension of the diffuse
interface technique from using smooth potentials to the case
of non-smooth potentials as well as the introduction of the
diffuse interface approach when applied to hypergraph based
segmentation. Non-smooth potentials are now widely used
in many materials science applications [13], [14] and our
previous work [15], [16] in image processing illustrated their
importance also for image inpainting. The incorporation of
these potentials into the graph based approach requires the
use of an additional non-linear solver for which we propose
a semi-smooth Newton method [17]. Furthermore, we show
that the segmentation is not limited to two classes but extend
this to the multiclass segmentation problem as considered in
[4]. Additionally, we aim at showing that the approach from
[3] is so general that the underlying structural information do
not necessarily have to come from the graph Laplacian but
that the often very natural hypergraph formulation is well-
suited for the combination with phase-field approaches both
with smooth and non-smooth potentials.
We start our discussion by introducing the graph Laplacian
and the computation of some of its smallest eigenvalues. We
then introduce the diffuse interface technique introduced in [3]
and extend it to the case when a non-smooth potential is used.
This is done both for the two-classes segmentation problem
as well as the multiclass segmentation. We further extend the
existing approaches by illustrating the applicability of diffuse
interface methods on hypergraphs. Numerical results illustrate
that the proposed methods work well on many test problems.
II. THE GRAPH LAPLACIAN AND FUNDAMENTALS
We here consider an undirected graph G = (V,E) consist-
ing of a vertex set V = {xi}ni=1 and the edge set E [18].
Each edge e ∈ E is a pair of nodes (xi, xj) with xi 6= xj and
xi, xj ∈ V . For a weighted graph we also have a weight func-
tion w : V × V → R with w(xi, xj) = w(xj , xi) for all i, j
for an undirected graph. We assume further that the function
is positive for existing edges and zero otherwise. The degree
of the vertex xi ∈ V is defined as
d(xi) =
∑
xj∈V
w(xi, xj).
The diagonal degree matrix D ∈ Rn,n is defined as Di,i =
d(xi). Now the crucial tool for further investigations is the
graph Laplacian L which is defined via
L(xi, xj) =
{
d(xi) if xi = xj
−w(xi, xj) otherwise.
It is clear that we can write L = D − W with the entries
of the weight matrix Wij given by w(xi, xj). The Laplacian
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2in this form is rarely used as typically its normalized form
[19] is employed for segmentation purposes. The normalized
Laplacian is defined by
Ls = D
−1/2LD−1/2 = I −D−1/2WD−1/2,
which is a symmetric matrix. In contrast another normalized
Laplacian of nonsymmetric form is given by
Lw = D
−1L = I −D−1W.
We will use the eigenvalues of the symmetric and normalized
graph Laplacian for numerical purposes later. We now discuss
possibilities to compute the eigenvalues and eigenvectors of
the matrix Ls.
A. Computing eigenvalues of the Laplacian
In practice the computation of several small eigenvalues
of a matrix is a very challenging task. For small to mod-
erate sizes the QR algorithm [20] is the method of choice
for the computation of all eigenvalues of a matrix. For the
computation of a subset of the eigenvalues the Lanczos al-
gorithm for symmetric matrices and the Arnoldi algorithm
for nonsymmetric matrices are typically chosen if the matrix
is large and sparse [21]. For large and sparse graphs the
Laplacian will also be large and sparse and the authors in
[3], [4] suggest a Rayleigh-Chebyshev procedure [22]. Since
the matrix is semi-definite a straightforward inverse iteration
cannot be employed. One could consider projection techniques
[23] and employing suitable preconditioners is possible [24].
Our goal (cf. [25]) is to compute the k smallest eigenvalues
of Ls = D−1/2LD−1/2 = I − D−1/2WD−1/2. For this it
is clear that one could also focus on the largest eigenvalues
λj of the matrix D−1/2WD−1/2 as the eigenvalues of Ls are
given via 1− λj . One could use the Lanczos method for the
computation of the largest eigenvalues as this method only
requires the multiplication by the matrices D−1/2 and W .
Here the dominating cost is given by the application of W,
which potentially could be a dense matrix depending on the
structure of the graph. To avoid such an expensive step a more
advanced method was proposed by Bertozzi and Flenner in
[3]. They introduce the well-known Nyström extension [26],
[27], which can work with submatrices of Ls that are of much
smaller dimension. The method operates by approximating
the eigenpairs of D−1/2WD−1/2 using a quadrature rule
with randomly chosen interpolation points. For simplicity,
we will rely on the Lanczos process for D−1/2WD−1/2
via MATLAB’s eigs function but recommend the use of
randomized methods, such as the Nyström extension, for large-
scale graph segmentation.
B. Weight function
The choice of weight functions w(xi, xj) is a crucial ingre-
dient in the construction of the graph Laplacian. This choice
will influence the performance of the segmentation process
and the speed of the algorithm. This means that different
choices of w result in different segmentation results. The graph
Laplacian will be crucially influenced by the weight matrix
W . For example a sparse matrix W will allow a much easier
computation of the eigenvalues of Ls. This means for complete
graphs that the weight matrix needs to neglect certain relations
between nodes whereas sparse graphs automatically result in
sparse weight matrices.
Typical choices for w(xi, xj) are the Gaussian function
w(xi, xj) = exp
(
−dist(xi, xj)
2
σ
)
(1)
for some scaling parameter σ and different choices for the
metric dist(xi, xj) result in different methods. Another pop-
ular choice was introduced by Zelnik-Manor and Perona [28]
as
w(xi, xj) = exp
(
− dist(xi, xj)
2√
τ(xi)τ(xj)
)
(2)
where τ(xi) = dist(xi, xk) and τ(xj) = dist(xj , xk) are local
scalings of the weight to the R-th nearest neighbour1. It is
clear that for the application in image processing the distance
dist(x, y) is the difference between intensities of the pixels y
and x. For color images this will be the sum of distances
within the different channels. For other applications, e.g.
machine learning, dist(xi, xj) could measure the Euclidean
distance between the corresponding feature vectors (cf. [3])
of xi and xj . We have now the ingredients to compute the
graph Laplacian as well as approximating k of its smallest
eigenvalues and introduce the diffuse interface techniques next.
III. DIFFUSE INTERFACE METHODS ON GRAPHS WITH
NON-SMOOTH POTENTIALS
A. Diffuse interface methods
Diffuse interface methods are a classical and versatile
tool in the simulation of materials science problems such as
solidification processes [7], [29]. They are an indispensable
tool for the simulation of phase separation processes but have
over time spread to various other application areas ranging
from biomembrane simulation [30] to image inpainting [8],
[15].
As these methods describe the separation of a mixed
medium into two or more phases this methodology was re-
cently extended by Bertozzi and Flenner [3]. These techniques,
which are typically formulated in an infinite-dimensional set-
ting, are now used within a graph-based formulation. The
derivation of classical models such as the Allen–Cahn [7]
or Cahn–Hilliard equations [29] is typically obtained from a
gradient flow of the Ginzburg–Landau energy
E(u) =
∫
ε
2
|∇u|2 dx+
∫
1
ε
ψ(u)dx (3)
where u is the phase-field and ε the interface parameter, which
is typically assumed to be small. The function ψ(u) is a
potential that forces the phase-field u to take values at either
u ≈ −1 or u ≈ 1. We come back to the discussion of the
choice of potential as this is one of the contributions of this
paper. The minimization of the energy E(u) follows a gradient
flow, i.e.,
∂tu = −grad(E(u)).
1For the MATLAB c© codes computing the graph Laplacian we refer to
http://www.vision.caltech.edu/lihi/Demos/SelfTuningClustering.html.
3Different choices for the gradient lead to different evolution
equations for the phase u. We here point to the well-known
Allen–Cahn equation written as
∂tu = ε∆u− ε−1ψ′(u) (4)
with given initial condition u0 and zero Neumann boundary
conditions. Here, ψ′(u) is the derivative of a smooth potential
ψ(u). In the case of a non-smooth potential we obtain a
variational inequality. The Allen–Cahn equation has also been
used very successfully in image inpainting [31], [32]. For this
purpose Equation (4) is modified
∂tu = ε∆u− ε−1ψ′(u) + ω(x)(f − u) (5)
where ω(x) is a parameter that is zero in the damaged image
domain D and typically a large constant ω0 in the intact parts
Ω\D. Here f is the given image that we do not want to change
in the undamaged part.
B. Diffuse interface methods on graphs
In a very similar way, Bertozzi and Flenner formulated
the semi-supervised learning problem. Here f represents the
learned data that have to be maintained throughout the evo-
lution process. We want to derive a model that separates the
domain Ω into two parts, i.e., two phases. The formulation for
arbitrary information is inherently different as the Ω describes
a set of points that we want to segment into two categories.
For this the infinite-dimensional problem (4) is now defined
using the description of the underlying graph Laplacian Ls to
given
Es(u) =
ε
2
u · Lsu+
∑
x∈V
1
ε
ψ(u(x)) + F (f, u) (6)
with the energy contribution F (f, u) describing the fidelity
term that would lead to ω(x)(f −u) in the continuous Allen–
Cahn equation. Here, u · Lsu is defined via
ε
2
u · Lsu = ε
2
∑
xi,xj
w(xi, xj)(u(xi)− u(xj))2
d(xi, xj)
and if u = 1 in the set A and u = −1 in A¯ one obtains
ε
2
u · Lsu = ε
2
∑
xi∈A,xj∈A¯
or xi∈A¯,xj∈A
w(xi, xj)(u(xi)− u(xj))2
d(xi, xj)
=
4ε
2
∑
xi∈A,xj∈A¯
or xi∈A¯,xj∈A
w(xi, xj)
d(xi, xj)
.
This clearly indicates that u · Lsu is minimal if the weights
across the interface, i.e. in between values from A and A¯, are
minimized. For a more detailed discussion of the comparison
of diffuse interface methods to other segmentation methods
such as graph cuts and nonlocal means we refer to [3].
We are now ready to write down the corresponding Allen–
Cahn equation for the graph Laplacian as
ut = −εLsu− ε−1ψ′(u) + ω(x)(f − u) (7)
(see [33], [34] for details). Before discussing the details of the
discretization we introduce a convexity splitting scheme that
has been used very effectively for Cahn–Hilliard and Allen–
Cahn equations with fidelity terms (see [8], [35], [36], [15]).
For this the energy is split as
E(u) = E1(u)− E2(u)
with
E1(u) =
∫
ε
2
|∇u|2 dx+
∫
c
2
|u|2 dx
and
E2(u) = −
∫
1
ε
ψ(u)dx+
∫
c
2
|u|2 dx−
∫
ω(x)
2
(f −u)2dx.
Using an implicit Euler for E1 and explicit treatment for E2
for the temporal evolution results in
u(x)− u¯(x)
τ
− ε∆u(x) + cu(x)
= −1
ε
ψ′(u¯(x)) + cu¯(x) + ω(x)(f − u¯(x)).
Note we did not introduce an index for the temporal discretiza-
tion but rather assume that all values u(x) are evaluated at the
new time-point whereas u¯ indicates the previous time-point.
These equations are a model based on the infinite-dimensional
formulation but our goal is to use the graph Laplacian based
formulation as introduced in [3]. We obtain the same equations
when our formulation is based on the graph Ginzburg–Landau
energy, i.e.,
u(x)− u¯(x)
τ
+ εLsu(x) + cu(x)
= −1
ε
ψ′(u¯(x)) + cu¯(x) + ω(x)(f − u¯(x)),
where the dimensionality of u is adjusted to the size of the
graph Laplacian. Assuming that (λj , φj) are the eigenpairs of
Ls we can write u(x) =
∑m
k=1 ukφk and from this we get
uk − u¯k
τ
+ ελkuk + cuk = −1
ε
b¯k + cu¯k + d¯k (8)
where b¯ = ψ′ (
∑m
k=1 u¯kφk) and d¯ = ω (f −
∑m
k=1 u¯kφk) .
We further rewrite this to obtain
(1 + ετλk + cτ) uk =
τ
ε
b¯k + (1 + cτ)u¯k + τ d¯k. (9)
With the choice of ψ(u) = 14 (u
2 − 1)2 we obtain the scheme
introduced in [3].
C. Non-smooth potentials
In classical phase-field simulations the choice of potential
function typically plays a crucial role and non-smooth poten-
tials have proven to allow for the most realistic reproductions
of processes in materials science. For this the well-known
obstacle potential can be used. In more detail, we consider
ψns(u) :=
{
1
2 (1− u2), −1 ≤ u ≤ 1
∞, otherwise, (10)
4and obtain the following modified Allen–Cahn equation
∂tu = ε∆u− 1
ε
(ψ′0(u) + µ) + ω(x)(f − u), (11)
µ ∈ ∂β[−1,1](u), (12)
−1 ≤ u ≤ 1, (13)
∂u
∂n
=
∂∆u
∂n
= 0 on ∂Ω. (14)
Here we have written ψns in (10) via the indicator function
as
ψns(u) = ψ0(u) + I[−1,1](u)
and ψ0(u) := 12 (1 − u2). We now follow a well-known
approach by regularizing the energy with the Moreau-Yosida
penalty term [16], [37] and obtain
E(uν) =
∫
Ω
ε
2
|∇uν |2 + 1
ε
ψ0(uν)
+
1
2ν
|max(0, uν − 1)|2 + 1
2ν
|min(0, uν + 1)|2dx,
with ν the penalty parameter. Again, we consider the convexity
splitting for this energy and obtain
E1(uν) =
∫
ε
2
|∇uν |2 dx+
∫
c
2
|uν |2 dx
+
∫
1
2ν
|max(0, uν − 1)|2 + 1
2ν
|min(0, uν)|2dx
and
E2(uν) = −
∫
1
ε
ψ0(uν)dx
+
∫
c
2
|uν |2 dx−
∫
ω(x)
2
(f − uν)2dx.
This leads to the following evolution equation
uν − u¯ν
τ
− ε∆uν + cuν + θν(uν)
= −1
ε
ψ′0(u¯) + cu¯+ ω(f − u¯), (15)
where
θν(uν) :=
1
ν
max(0, uν − 1) + 1
ν
min(0, uν + 1).
In the previous setup the nonlinearity coming from the po-
tential term was shifted towards the right-hand side as it
was treated explicitly. In the non-smooth setting we obtain
a nonlinear relation due to the non-smooth relation given by
θν(uν), which we treat with the well-known semi-smooth
Newton method [17]. For (15) written as
F (uν) = (c+
1
τ
)uν − ε∆uν + θν(uν) + 1
ε
ψ′0(u¯)
− (c+ 1
τ
)u¯− ω(f − u¯)
= 0
the Newton system is given via
u(l+1)ν = u
(l)
ν −G(u(l)ν )−1F (u(l)ν ).
We define the sets
A(uν) := {x ∈ Ω : uν > 1 or uν < −1} ,
A+(uν) := {x ∈ Ω : uν > 1} ,
A−(uν) := {x ∈ Ω : uν < −1} ,
and write down the Newton system as
G(u(l)ν )u
(l+1)
ν
= G(u(l)ν )u
(l)
ν − F (u(l)ν )
= −ν−1
(
χA−(u(l)ν ) − χA+(u(l)ν )
)
1 + (
1
ε
+ c+
1
τ
)u¯
+ ω(f − u¯)
where G(u(l)ν ) := (c+ 1τ )I−ε∆+ 1νχA(u(l)ν ) with I the identity
operator. Again, we have first introduced the classical problem.
The equivalent formulation using the graph Laplacian is given
via
uν − u¯ν
τ
+ εLsuν + cuν + θν(uν)
= −1
ε
ψ′0(u¯) + cu¯+ ω(f − u¯), (16)
and we obtain the Newton system
G(u(l)ν )u
(l+1)
ν = −ν−1
(
χA−(u(l)ν ) − χA+(u(l)ν )
)
1
+ (
1
ε
+ c+
1
τ
)u¯+ ω(f − u¯)
where G(u(l)ν ) := (c + 1τ )I + εLs +
1
νχA(u(l)ν ) with I the
identity matrix. In the following we drop the index ν. This
Newton system is the equivalent to the infinite dimensional
Newton system and in a Galerkin fashion we assume u(l) =∑m
k=1 uk,lφk = Φu(l) with a small number m of terms chosen
as the projection basis. This results in the projected system
ΦTG(u(l))Φu(l+1) = −1
ν
ΦT
(
χA−(u(l)) − χA+(u(l))
)
1
+ (
1
ε
+ c+
1
τ
)ΦTΦu¯ + ΦTω(f − Φu¯). (17)
Here the crucial operator becomes
ΦTG(u(l))Φ = (c+
1
τ
)I + εΛ +
1
ν
ΦTχA(u(l))Φ
where Λ is the diagonal matrix containing the m eigenvalues
used in the approximation. It is clear that (17) requires the
solution of a small m×m linear system for which we use the
CG method [38] or use a direct solver based on a factorisation
of the matrix.
IV. DIFFUSE INTERFACE METHODS ON GRAPHS – THE
VECTOR-VALUED CASE
A. Vector-valued smooth diffuse interface methods
Section III was devoted to scalar diffuse interface models
on graphs. In this section, we present their generalization
to the vector-valued case. This can then be used for the
multiclass segmentation problem.
5In practice, often more than two components occur; see,
e.g., the biomembrane simulation [30], image inpainting of
gray value images [16], as for this the diffuse interface models
have been extended to deal with multi-component systems.
The Ginzburg–Landau energy for two components in (3)
generalizes to
E(u) =
∫
ε
2
K∑
i=1
|∇ui|2dx+
∫
1
ε
ψ(u)dx (18)
for K > 2 components. Here, u = (u1, . . . , uK)T is now
the vector-valued phase-field, and the potential function
ψ(u) has K distinct minima instead of two. This section
deals with smooth potentials, and the smooth potential
in the scalar case generalizes to the vector-valued case as
ψ(u) = 14
∑K
i=1 u
2
i (1− ui)2. We come back to the discussion
of non-smooth potentials in Section IV-B.
Recently, Garcia-Cardona et al. [4] as well as Merkurjev et
al. [5] have extended these continuous models to the graph
domain. In the following, we summarize their approach. As
before, n is the number of data points. We introduce the matrix
U = (u1, . . . ,un)
T ∈ Rn,K . Here, the kth component of
ui ∈ RK is the strength for data point i to belong to class
k. For each node i, the vector ui has to be an element of the
Gibbs simplex ΣK
ΣK :=
{
(x1, . . . , xK)
T ∈ [0, 1]K
∣∣∣∣∣
K∑
k=1
xk = 1
}
.
The Ginzburg–Landau energy functional on graphs in (6)
generalizes to the multiclass case as
E(U) =
ε
2
〈U,LsU〉+ 1

ψ(U) + F (Uˆ , U). (19)
Here,
〈U,LsU〉 = trace(UTLsU)
measures variations in the vector field, the potential term
ψ(U) =
1
2
∑
i∈V
(
K∏
k=1
1
4
||ui − ek||2L1
)
drives the system closer to the pure phases, and the fidelity
term
F (Uˆ , U) =
∑
i∈V
ω
2
||uˆi − ui||2L2
enables the encoding of a priori information with
Uˆ = (uˆ1, . . . , uˆn)
T representing the learned data. In
the potential term, ek ∈ RK is the vector whose kth
component equals one and all other components vanish.
The vectors e1, . . . , eK correspond to the pure phases. Note
that the authors use an L1-norm for the potential term as
it prevents an undesirable minimum from occurring at the
center of the simplex, as would be the case with an L2-norm
for large K.
As in Section III, the authors use a convexity splitting
scheme to minimize the Ginzburg–Landau functional in the
phase-field approach. For this, the energy (19) is split as
E(U) = E1(U)− E2(U)
with
E1(U) =
ε
2
〈U,LsU〉+ c
2
〈U,U〉
and
E2(U) = −1

ψ(U)− F (Uˆ , U) + c
2
〈U,U〉.
In order to guarantee the convexity of the energy terms, we
require c ≥ ω + 1 . The convexity splitting scheme results in
U − U¯
τ
+ εLsU + cU = − 1
2ε
T (U¯) + cU¯ + ω(Uˆ − U¯), (20)
where the elements Tik of the matrix T (U¯) are given as
Tik =
K∑
l=1
1
2
(1− 2δkl) ||u¯i − el||L1
K∏
m=1,m 6=l
1
4
||u¯i − em||2L1 .
Again, we assume that all values U are evaluated at the
new time-point whereas U¯ indicates the previous time-point.
Multiplying (20) by ΦT from the left and using the eigende-
composition Ls = ΦΛΦT , we obtain
U = B−1
[
(1 + cτ)U¯ − τ
2
ΦTT (U¯) + τω(Uˆ − U¯)
]
, (21)
where all calligraphic fonts have the meaning U = ΦTU .
Since B = (1 + cτ)I+ τΛ is a diagonal matrix with positive
entries, its inverse is easy to apply.
After the update, we have to project the solution back
to the Gibbs simplex ΣK . In order to do this, we use of
the projection procedure in [39]. For the initialization of the
segmentation problem, we first assign random values from the
standard uniform distribution on (0, 1) to the nodes. Then, we
project the result to the Gibbs simplex ΣK and set the values
in the fidelity points to the pure phases. Here, we finish the
presentation of the model proposed in [4], [5]. Next, we extend
this approach to the use of non-smooth potentials.
B. Vector-valued non-smooth diffuse interface methods
In this section, we extend the approach above to the use of
non-smooth potentials. We start with the continuous setting.
The potential function in (18) is now given as
ψ(u) =
{
ψ0(u) u ∈ ΣK ,
∞ otherwise, (22)
where the smooth part is given as ψ0(u) = − 12u · Tu. Here,
T ∈ RK,K is a symmetric matrix, which contains constant
interaction parameters Tij . From physical considerations, T
must have at least one positive eigenvalue. A typical choice
is T = I − 11T with 1 = (1, . . . , 1)T ∈ RK and the identity
matrix I ∈ RK,K , which means that the interaction between
all different components is equal and no self-interaction
occurs. In the numerical examples, we work with this choice
6of T .
As before in the scalar case, we propose to regularize the
energy with a Moreau–Yosida penalty term and obtain
E(uν) =
∫
ε
2
K∑
i=1
|∇uν,i|2 + 1
ε
ψ0(uν)
+
1
2ν
K∑
i=1
|min(0, uν,i)|2dx. (23)
Here, ν is again the penalty parameter. Applying the convexity
splitting scheme to (23) in the same way as in the non-smooth
scalar case, we obtain the following time-discrete scheme
uν,i − u¯ν,i
τ
− ε∆uν,i + cuν,i + θν(uν,i)
=
1
ε
(T u¯)i + cu¯i + ω(uˆi − u¯i) (24)
for i = 1, . . . ,K, where
θν(uν,i) :=
1
ν
min(0, uν,i).
In order to guarantee the convexity of the energy terms, we
require c ≥ ω.
Next, if we write (24) in the form Fi(uν,i) = 0 for i =
1, . . . ,K, the semi-smooth Newton system
u
(l+1)
ν,i = u
(l)
ν,i −Gi(u(l)ν,i)−1Fi(u(l)ν,i)
is given as
Gi(u
(l)
ν,i)u
(l+1)
ν,i = (c+
1
τ
)u¯i +
1
ε
(T u¯)i + ω(uˆi − u¯i),
where Gi(u
(l)
ν,i) := (c+
1
τ )I − ε∆ + 1νχA(u(l)ν,i) with
A(u(l)ν,i) := {x ∈ Ω: u(l)ν,i(x) < 0}.
This is the classical problem formulation. In the graph domain,
(24) reads
uν,i − u¯ν,i
τ
+ εLsuν,i + cuν,i + θν(uν,i)
=
1
ε
(T U¯T )i + cu¯i + ω(uˆi − u¯i) (25)
for i = 1, . . . ,K, where U¯ = (u¯1, . . . , u¯K) ∈ Rn,K similar
to the previous section and
(T U¯T )i = −
K∑
j=1,j 6=i
u¯j .
The resulting Newton system is given as
Gi(u
(l)
ν,i)u
(l+1)
ν,i = (c+
1
τ
)u¯i +
1
ε
(TU¯T )i +ω(uˆi− u¯i), (26)
where Gi(u
(l)
ν,i) := (c +
1
τ )I + εLs +
1
νχA(u(l)ν,i)
. Multiplying
(26) by ΦT from the left and using the eigendecomposition
Ls = ΦΛΦ
T , we obtain
Gi(u
(l)
ν,i)U (l+1)ν,i = (c+
1
τ
)U¯i + 1
ε
ΦT (T U¯T )i + ω(Uˆi − U¯i),
where Gi(u
(l)
ν,i) := (c +
1
τ )I + εΛ +
1
νΦ
TχA(u(l)ν,i)
Φ and all
calligraphic fonts have the meaning U = ΦTu. Since this
requires the solution of a small m × m linear system, we
make use of MATLAB’s backslash command.
Finally, after each time step, we project the solution back
to the Gibbs simplex ΣK using the procedure in [39].
Here, we finish the discussion about diffuse interface meth-
ods on graphs. Next, we introduce the diffuse interface ap-
proach when applied to hypergraph based segmentation.
V. HYPERGRAPHS AND LAPLACIANS
In this section we want to show at how to generalize the
before mentioned methodology to the case of hypergraphs.
A hypergraph is considered as G = (V,E) with V = ∪{xi}
a family of objects and E a family of subsets e of V such
that ∪e∈E = V. We call V the vertices and E the hyperedge
set of G. If a weight w(e) is associated with each hyperedge
then the hypergraph is called weighted. We can also define the
degree d(xj) as d(xj) =
∑
{e∈E:xj∈e} w(e). Also the edge in
a hypergraph has a degree which is simply δ(e) = |e| . The
matrix H ∈ R|V |,|E| is the incidence matrix of the hypergraph
where the rows correspond to the vertices and the columns to
the hyperedges. In most applications, the entry Hi,j is equal
to one if the vertex xi is contained in the set that defines
the hyperedge j, otherwise the entries are set to zero. In all
our applications the set of hyperedges refers to the different
attributes that describe the problem. The matrices DV and DE
are diagonal matrices containing the degrees of the vertices
and hyperedges, respectively. And the diagonal matrix WH is
the weight matrix containing the weights of the hyperedges.
One can then define the adjacency matrix HWHHT −DV .
One might now wonder why the introduction of a hy-
pergraph is a useful concept in the segmentation of data.
Previous work explicitly using hypergraphs is given in [40],
[41]. We here want to point out that in fact most real-world
examples are initially represented via hypergraphs be it the
image segmentation mentioned earlier where each vertex, i.e.,
pixel, has an associated vector of RGB values or the congress
voting records used in [3] where for each congressman the
voting record is stored in a feature vector. Since the incidence
matrix of the hypergraph is naturally not square, in order to
use the graph Laplacian the structure has to be transformed to
a graph to represent pairwise relationships. To obtain pairwise
relationships in both of these examples the computation of the
square weight matrix W from (1) and hence the computation
of the distance between two feature vectors for example allows
a one-to-one relation between the different vertices and hence
the segmentation via the graph Laplacian.
This means that in principal the methodology introduced
earlier already takes hypergraph information that are then
projected onto a simple graph where the information from the
hyperedges is projected into the weight matrix W .
We here present an alternative approach to project the
hypergraph information onto a graph, i.e., to create pairwise
relationships of hypergraph data. This approach is based on
7a relaxed problem that one considers instead of the NP hard
cut problem. In more detail, one typically considers a relaxed
optimization problem (cf. [40])
argminu∈R|V |
1
2
∑
e∈E
∑
{xi,xj}⊆e
w(e)
δ(e)
(
u(xi)√
d(xi)
− u(xj)√
d(xj)
)2
(27)
subject to ∑
xj∈V
f(xj)
2 = 1,
∑
xj∈V
u(xj)
√
d(xj) = 0. (28)
Defining the matrices Θ = D−1/2V HWHD
−1
E H
TD
−1/2
V and
Ls = I −Θ it was shown in [40] that∑
e∈E
∑
{xi,xj}⊆e
w(e)
δ(e)
(
u(xi)√
d(xi)
− u(xj)√
d(xj)
)2
= uTLsu.
(29)
It is clear that due to W and DE being diagonal matrices that
the matrix Ls is symmetric and the definiteness follows from
(29). If u = 1 in the set A and u = −1 in A¯ one obtains
uTLsu =
∑
e∈E

∑
xi∈A,xj∈A¯
or
xi∈A¯,xj∈A
w(e)
δ(e)
(
1√
d(xi)
+
1√
d(xj)
)2
(30)
+
∑
xi∈A,
xj∈A
w(e)
δ(e)
(
1√
d(xi)
− 1√
d(xj)
)2
(31)
+
∑
xi∈A¯,
xj∈A¯
w(e)
δ(e)
(
−1√
d(xi)
+
1√
d(xj)
)2 . (32)
The last equation motivates the use of the diffuse interface
approach as assuming that the degrees of the vertices are
similar then (30) is the dominating term and hence mini-
mization using the hypergraph Laplacian uTLsu is achieved
if the weights across the interface are minimal. We hence
use the hypergraph Laplacian in the same way as the graph
Laplacian for the segmentation of the vertices and run all
diffuse interface models with the eigenvectors and eigenvalues
of the hypergraph Laplacian instead of the graph Laplacian
that could also be derived from hypergraph information. In the
numerical experiments presented next we still use the original
naming of the hypergraph and graph Laplacian even though
both have been derived from hypergraph data.
VI. NUMERICAL EXPERIMENTS
The aim is to show that the methods introduced in this
paper are effective and we chose to compare the smooth and
non-smooth potential version of the diffuse interface method
for graph-based and hypergraph-based problems. Bertozzi and
Flenner compare the diffuse interface approach in [3] to
many other techniques such as the p-Laplacian [42] with
favourable outcome for their approach. The computation of
the eigenvalues is based on eigs from MATLAB, which uses
the Lanczos process for D−1/2WD−1/2 in the graph case and
for Θ in the hypergraph Laplacian. The results presented here
are snapshots of a high-dimensional space of parameters that
can be chosen and we want to illustrate the performance with
respect to varying these parameters. Such parameters include
the interface parameter , the number k of eigenvalues for the
Laplacian, the convexity splitting parameter c, the (pseudo)
time-step of the Allen–Cahn equation τ, as well as the correct
stopping tolerance. One of the crucial questions is also the
performance of the algorithms with respect to changes in the
number of known or learned data.
A. Graphs
Graph-based segmentation has been used for both UCI
datasets [43] and image based segmentation. We start with
the scalar case for both a point set and an imaging problem.
We later extend this to the multiclass segmentation.
Scalar segmentation: The first test we perform is based on
the 65×65 image given in Figure 1(a). This image consists of
two colors - here given by dark blue and yellow. The learned
information of the image used as initial state for the smooth
and non-smooth model is shown in Figure 1(b). The known
image information is given by one pixel in the dark blue part
and three pixels in the yellow part. Hence, the known image
information constitutes only of 0.0947 % of the whole image.
The solution u of the smooth model is presented in Figure 1(c),
while Figure 1(d) illustrates the final segmentation sign(u).
The two corresponding results using the non-smooth model
are given in Figure 1(e) and 1(f). The chosen parameters are
given as ω0 = 1, ε = 0.5, τ = 0.01, ν = 10−7, c = 2−1+ω0,
R = 21, and k = 5. Here, R is the local scale for the graph
Laplacian computation as used in (2). The computation of the
eigenvalues is based on svds from MATLAB. As stopping
criterion for the smooth and non-smooth model, we use
‖u− u¯‖
‖u¯‖ ≤ tol, (33)
where we set tol = 10−6, and we fix the maximum number of
time steps to tmax = 500. Note that for the non-smooth model,
we fix a sequence of penalty parameters {νq}q∈N with νq → 0,
and in each time step, we solve the problem F (uνq ) = 0 for
q = 1, . . . , qmax via a semi-smooth Newton method. In all
examples, we use ν1 = 10−1 ≥ ν2 = 10−2 ≥ . . . ≥ νqmax =
10−7. Each semi-smooth Newton method is initialized by the
approximate solution of the previous one. As stopping criterion
for the semi-smooth Newton method, we use
‖F (u(l+1))‖ ≤ rel‖F (u(0))‖+ abs, l = 1, . . . , lmax, (34)
where we set lmax = 20, rel = 10−12, and abs = 10−6.
Finally, we solve the k×k systems of linear equations arising
in each semi-smooth Newton step with MATLAB’s backslash
command.
The smooth model stops after tmax = 500 time steps
with ‖u−u¯‖‖u¯‖ = 9.5 · 10−4. The CPU time is 2.6s and the
minimum and maximum value of the solution are −1.165010
8(a) Original image. (b) Initial learned image.
(c) Solution of the smooth
model.
(d) Final segmentation using
the smooth model.
(e) Solution of the non-smooth
model.
(f) Final segmentation using
the non-smooth model.
Fig. 1: Scalar image segmentation.
and 1.296961. The non-smooth model stops after tmax = 500
time steps with ‖u−u¯‖‖u¯‖ = 8.6 · 10−3. The CPU time is 173.2s
and the minimum and maximum value of the solution are
−1.000347 and 1.000116. We observe that the concentrations
stay closer within the interval [−1, 1] when the non-smooth
potential is used. Moreover, we clearly see from Figures 1(c)–
1(f) that the segmentation using the smooth model is either
unsuccessful or has not finished after 500 time steps. Before
we will investigate this issue, we introduce the Figure of
Certainty (FOC)
FOC(uorig, p, q) =
1
n
n∑
j=1
1
1 + p · |uorig(j)− uorig(si)|q ,
a quality measurement proposed by Strasters and Gerbrand
[44] in order to evaluate the quality of segmentation. Here,
uorig is the original image, p, q > 0 are scaling parameters,
uorig(j) represents the intensity of pixel j, and uorig(si) is the
intensity representing the segment that comprises pixel j. It
holds FOC ∈ (0, 1], and the larger the FOC value is, the better
is the segmentation. In the following, we use p = q = 0.5 if
not mentioned otherwise. In the smooth case (Figure 1(d)),
we obtain FOC = 0.8186 and in the non-smooth case (Figure
1(f)) FOC = 1. Now, we come back to the above mentioned
issue that the smooth model is either unsuccessful or has not
finished after 500 time steps. We repeat the same simulation
for the smooth model with tmax = 5000 and tol = 10−14:
The simulation stops after 1776 time steps and a CPU time of
14.7s with ‖u−u¯‖‖u¯‖ = 9.9 · 10−15 and FOC = 0.8156. Hence,
the segmentation using the smooth model is unsuccessful
with the used parameter set.
Next, we show the effect of varying different parameters.
Each plot in Figure 2 shows the mean of the FOC values which
were calculated for 10 runs with randomly chosen samples.
In Figure 2(a) and 2(b), we vary the number of given sample
points nsample and the number of eigenvalues k for the smooth
and non-smooth model. For both models, the segmentation
performance increases as nsample increases. We observe in
the smooth case that if we reduce nsample, then k should be
reduced as well. This effect occurs in the non-smooth case
only for the lower range of nsample. The difference of both
results is illustrated in Figure 3(a). Negative values indicate
that the non-smooth potential performed better. Except for the
case of small values of k and large values of nsample, the non-
smooth model outperforms the smooth one. In Figure 2(c) and
2(d), we vary the number of eigenvalues k and the distance R
which was a local scale for the graph Laplacian computation,
for the smooth and non-smooth model. For both models, the
segmentation performance increases as R increases. Small
values of k give better results with the non-smooth model.
The difference of both results is illustrated in Figure 3(b).
In almost every case, the non-smooth model outperforms the
smooth one. In Figure 2(e) and 2(f), we vary the interface
parameter ε and the fidelity parameter ω0 for the smooth
and non-smooth model. For both models, the segmentation
performance increases as ε decreases. The difference of both
results is illustrated in Figure 3(c). In most cases, the non-
smooth model outperforms the smooth one.
Next, we consider a problem with a point set. If not
mentioned otherwise, we use the same parameters and
stopping criterion as in the previous example. The test is
based on the point set given in Figure 4(a), which consists
of 3000 data points in total. We have two kinds of points,
the red ones and the blue ones, whereby each class contains
1500 points. The damaged data set used as initial state for
the smooth and non-smooth model is shown in Figure 4(b).
The known information is given by 10 data points for each
class. Hence, the known data information constitutes only of
0.6667 % of the whole data set. The final segmentation using
the smooth and non-smooth model are presented in Figure
4(c) and 4(d), respectively. The chosen parameters are given
as ω0 = 1, ε = 0.5, τ = 0.01, ν = 10−7, c = 3−1 + ω0,
R = 9, k = 15, and tmax = 400. The smooth model was not
able to correctly classify the area around (−0.75,−0.6). This
is exactly the area of a large gap in the initial data, as seen
in Figure 4(b).
Next, we show the effect of varying different parameters.
Each plot in Figure 5 shows the mean of the number of
misclassified points which were calculated for 10 runs with
randomly chosen samples. In Figure 5(a) and 5(b), we vary
the number of given sample points nsample and the number
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Fig. 2: Comparison of the smooth and non-smooth model:
The mean of the FOC values for the smooth (left column)
and non-smooth (right column) model for varying parameters.
For each (x, y) pair, we have taken 10 runs with randomly
chosen samples.
of eigenvalues k for the smooth and non-smooth model.
For both models, the segmentation performance increases as
nsample increases. For small values of nsample, the non-
smooth model performs better, whereas the smooth model
gives better results for larger values of the pair (nsample, k).
This can be seen in Figure 6(a), which shows the difference
of both results. Negative values indicate that the non-smooth
potential performed better. In Figure 5(c) and 5(d), we vary the
number of eigenvalues k and the distance R for the smooth
and non-smooth model. For both models, the segmentation
performance is the best for k = 10. The difference of both
results is illustrated in Figure 6(b). In almost every case, the
non-smooth model outperforms the smooth one. In Figure 5(e)
and 5(f), we vary the interface parameter ε and the fidelity
parameter ω0 for the smooth and non-smooth model. For both
models, the segmentation performance increases as ε and ω0
increase. The difference of both results is illustrated in Figure
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Fig. 3: The differences between the mean for the smooth
and non-smooth model with respect to the results in Figure
2. Negative values indicate that the non-smooth potential
performed better.
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
(a) Original point set.
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
(b) Initial damaged point set.
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
(c) Final segmentation using the
smooth model.
−1 −0.5 0 0.5 1−1
−0.5
0
0.5
1
(d) Final segmentation using the non-
smooth model.
Fig. 4: Segmentation of a point set into two classes.
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Fig. 5: Comparison of the smooth and non-smooth model: The
mean of the misclassification for the smooth (left column) and
non-smooth (right column) model for varying parameters. For
each (x, y) pair, we have taken 10 runs with randomly chosen
samples.
6(c). Both models behave similar.
Multiclass segmentation: We show in Figure 7 the results
for a segmentation problem into four classes into the four
corners.2 We here vary the number of used eigenvalues of
the graph Laplacian as well as the number of samples.
We uniformly take the values nsample = 5, 10, . . . , 50 and
k = 5, 10, . . . , 50. It can be seen that with an increase in
the number of both nsample and k the misclassification is
dramatically reduced. Here the one axis shows the variation in
nsample and the other the variation in k. For the mean we have
taken 10 runs with randomly chosen samples. Figure 7 also
shows the difference in the means between the non-smooth
and the smooth potential. It can be seen that for sufficient
information with larger sample and eigenvalues size the dif-
2The data are generated using the MATLAB
code http://de.mathworks.com/matlabcentral/fileexchange/
41459-6-functions-for-generating-artificial-datasets.
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Fig. 6: The differences between the mean for the smooth
and non-smooth model with respect to the results in Figure
5. Negative values indicate that the non-smooth potential
performed better.
ference is neglectable but for smaller values of nsample the
non-smooth potential performs better for increasing values of k
than the smooth potential. The chosen values are ω0 = 10000,
ν = 10−7,  = 101, τ = 0.1, and c = (2/) + ω0.
B. Hypergraph Laplacian
We now want to present results for our approach regarding
hypergraphs where both the case of a smooth and non-smooth
potentials are tested.
Scalar segmentation: We here focus our attention on two
datasets. The first dataset is the so-called mushroom dataset3
as introduced by Schlimmer [45], [43]. The dataset includes
descriptions of hypothetical samples species of mushrooms.
The goal is to identify each species as edible or non-edible.
The latter includes definitely poisonous, unknown edibility,
and not recommended. There is no simple or at least safe
rule to determine which class a mushroom belongs to. The
dataset we used contains 4062 mushroom species with 21
attributes, e.g. one attribute is the cap shape with the attribute
values bell, conical, flat, knobbed and sunken. Similar to [40]
we create a hyperedge whenever one or more species share
the same value of a particular attribute. We simply set the
entries in the corresponding column in H to 1. Based on this
adjacency matrix and a weight vector with constant weight one
we obtain the hypergraph Laplacian Ls. For the computation
3We obtain a MATLAB version of the data from http://people.whitman.
edu/~hundledr/courses/M350F14/M350/mushrooms.mat.
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Fig. 7: Comparison of the smooth (a) and non-smooth (b)
potential. In total 2000 points are segmented into 4 clusters
with 15 given sample points for each cluster. With R = 9
and the number of used eigenvalues at 55 we obtained 109
misclassified points in the non-smooth case and 137 in the
smooth case. The difference between the mean for non-smooth
(d) and smooth (c) potential is shown in (e). Negative values
indicate that the non-smooth potential performed better.
of the hypergraph Laplacian4 we use the Matlab functions
based on [41]. The results shown in Figure 8 illustrate that
our approach utilizing the hypergraph Laplacian allows for a
solution to the segmentation problem. The performance both
for the smooth and the non-smooth potential gets better with an
increasing number of samples. The difference between both is
almost neglectable even though the non-smooth potential gives
slightly better results for small sample sizes but at a higher cost
due to the nonlinear iteration at its core. The parameters for
both methods are chosen as ω0 = 105, τ = 0.1 c = (3/)+ω0,
and ν = 1e − 3. The second example is also taken from
the UCI machine learning repository [43] and is the so-called
student performance data set as introduced in [46]. The
data is given for 395 students with attributes ranging from
4The MATLAB code is given under http://www.ml.uni-saarland.de/code/
hypergraph/hypergraphcut.zip.
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Fig. 8: Comparison of the misclassification of the smooth (a)
and non-smooth (b) potential for the mushroom hypergraph
example. We vary the number of sample points and see
that for both schemes the results behave similar and the
misclassification reduces.
family size to the job of the parents. All in all 30 attributes are
given with three additional columns noting the grades for the
first period, the second period, and the final grade. We follow
the approach given in [46] by adding these information to
the basis on which the hypergraph is formed. Again for all 30
attributes one or more pupils share a hyperedge whenever they
share an attribute value. Additionally, we include hyperedges
for the pupils with the same grades based on the first and/or
second period. We always run 5 tests for each scenario and
show the mean in Figure 9. The parameters for this example
are given via ω0 = 108,  = 10−2, τ = 0.1, c = (3/) + ω0
and ν = 10−6. We also show the difference in the eigenvalues
of the hypergraph Laplacian and the graph Laplacian using
a weight matrix W . In order to generate the matrix W we
take the feature vector for each of the 395 pupils and use
(1). In Figure 10 we show the difference in the smallest
non-zero eigenvalues of the two Laplacians as well as the
separation for the school example when the graph Laplacian
is used. The parameters are set to ω0 = 108,  = 10−2,
τ = 0.1, c = (3/) + ω0 and ν = 10−6. It can be seen
that the segmentation improves with an increasing number
of eigenvectors and we note that we have chosen the same
parameters as for the hypergraph Laplacian. It is not clear
whether this parameter constellation is the best possible as
in this setup the hypergraph Laplacian outperforms the graph
Laplacian.
Multiclass segmentation: We again use an example from the
UCI ML repository. In particular, we focus on the zoo dataset
introduced in [47]. This dataset contains 101 individuals with
18 attributes such number of legs or whether they have hair.
The segmentation is performed into 7 classes that are already
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Fig. 9: Comparison of the misclassification of the smooth
(a) and non-smooth (b) potential for the student
performance hypergraph example. We vary the number of
sample points and see that for both schemes the results behave
similar and the misclassification reduces.
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Fig. 10: Comparison of the eigenvalues of the hypergraph
Laplacian and the graph Laplacian applied to the school
example. The right picture shows the misclassification for
the graph Laplacian based segmentation using an increased
number of eigenvalues and a sample size nsample = 40.
pre-specified. We want our algorithm to segment the data into
these 7 classes given only a small number of samples from
each class. Figure 11 shows the results for a small number
of samples for each class as well as a varying number of
eigenvectors of the hypergraph Laplacian. We also test two
different values of the interface parameter . The results for
the non-smooth potential tend to be slightly better than for the
smooth potential, especially when the number of eigenvectors
grows. We have set the parameters to ω0 = 100  = 10−1,
τ = 0.01, c = (3/) + ω0, and ν = 10−4 in this example.
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Fig. 11: Comparison of the misclassification of the mean
of 10 runs of the smooth vs. non-smooth potential. Blue
lines represent the non-smooth and the red ones the smooth
potentials. Dashed lines correspond to one given sample point,
solid lines with markers to two given sample points, and solid
lines alone to three given sample points per class. Shown is the
total misclassification against the number of eigenvectors used.
The left plot is for ε = 100 and the right one for ε = 10−1.
CONCLUSIONS AND OUTLOOK
We have shown that diffuse interface methods while already
being very powerful can be further generalized. We illustrated
that non-smooth potentials are a viable option for the separa-
tion of data. While the computations become more expensive
due to the nonlinearity that is treated with the semi-smooth
Newton scheme, the results in many cases show that the results
are even better than for the smooth potential. Additionally, we
showed that the methods are not limited to the graph Laplacian
setup but can successfully be employed for the hypergraph
Laplacian. Future work should incorporate more sophisticated
eigenvalue methods and our goal is to further investigate
different techniques for the segmentation of hypergraphs.
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