In a setting, where only "exit measures" are given, as they are associated with an arbitrary right continuous strong Markov process on a separable metric space, we provide simple criteria for the validity of Harnack inequalities for positive harmonic functions. These inequalities are scaling invariant with respect to a metric on the state space which, having an associated Green function, may be adapted to the special situation. In many cases, this also implies continuity of harmonic functions and Hölder continuity of bounded harmonic functions. The results apply to large classes of Lévy (and similar) processes.
Overview
The study of Harnack inequalities for positive functions which are harmonic with respect to rather general partial differential operators of second order, diffusions respectively, has a long history (see [17] and the references therein). Fairly recently, during the last 15 years, Harnack inequalities have been investigated for harmonic functions with respect to various classes of discontinuous Markov processes, integrodifferential operators respectively (see [1, 2, 7, 9, 14, 18, 19, 20, 21, 22, 23, 24, 26, 27, 28, 29] ).
The aim of this paper is to offer a very general analytic approach to scaling invariant Harnack inequalities for positive universally measurable functions on a separable metric space X which are harmonic with respect to given "harmonic measures" µ U x
(not charging U), x ∈ U, U open in X (see (2.6) ). For V ⊂ U the corresponding measures are supposed to be compatible in a way which is obvious for exit distributions of right continuous strong Markov processes and harmonic measures on balayage spaces (see Examples 2.1). An additional ingredient we shall need is a "quasi-capacity" on X having suitable scaling properties such that an estimate of Krylov-Safonov type holds (see (3.3) ).
Then a certain property (HJ) of the measures µ U x , which in Examples 2.1 trivially holds for diffusions and harmonic spaces, is necessary and sufficient for the validity of scaling invariant Harnack inequalities (Theorem 3.3). For Lévy processes it is easy to specify simple properties of the Lévy measure which imply (HJ) for the exit distributions (see, for example, Lemma 5.1).
In Section 4, we discuss properties of an associated "Green function" which allow us to prove a Krylov-Safonov estimate for the corresponding capacity. This leads to Theorem 4.10 and, using recent results on Hölder continuity from [12] , to Theorem 4.12 on (Hölder) continuity of harmonic functions.
After a first application to Lévy processes (Theorem 5.2) we discuss consequences of an estimate of Ikeda-Watanabe type (Theorems 6.2 and 6.3).
In a final Section 7, we indicate how a Green function satisfying (only) a weak 3G-property leads to Harnack inequalities which are scaling invariant with respect to an intrinsically defined metric.
Harmonic measures and harmonic functions
Let (X, ρ) be a separable metric space. In fact, the separability will only be used to ensure that finite measures µ on its σ-algebra B(X) of Borel subsets satisfy (2.1) µ(A) = sup{µ(F ) : F closed, F ⊂ A}, A ∈ B(X) (recall that every finite measure on the completion of X is tight).
For every open set Y in X, let U(Y ) denote the set of all open sets U such that the closure U of U is contained in Y . Given a set F of numerical functions on X, let F b , F + be the set of all functions in F which are bounded, positive respectively. Let M(X) denote the set of all finite measures on (X, B(X)) (which we also consider as measures on the σ-algebra B * (X) of all universally measurable sets). For every µ ∈ M(X), let µ denote the total mass µ(X).
For sufficient flexibility in applications, we consider harmonic measures only for open sets which are contained in a given open set X 0 of X. More precisely, we suppose that we have measures µ U x ∈ M(X), x ∈ X, U ∈ U(X 0 ), such that the following hold for all x ∈ X and U, V ∈ U(X 0 ) (where ε x is the Dirac measure at x):
Of course, stochastic processes and potential theory abundantly provide examples (with X 0 = X). EXAMPLES 2.1. 1. Right process X with strong Markov property on a Radon space X and µ
where τ U := inf{t ≥ 0 : X t ∈ U c } ([4, Propositions 1.6.5 and 1.7.11, Theorem 1.8.5]). If U, V ∈ U(X 0 ) with V ⊂ U, then τ U = τ V + τ U • θ τ V , and hence, by the strong Markov property, for all x ∈ X and E ∈ B(X),
2. Balayage space (X, W) (see [5, 10] 
The properties (M 0 ) and (M 1 ) follow from [5, VI.2.1, 2.4, 2.10, 9.1].
Going back to the general setting, let us consider x ∈ X and U, V ∈ U(X 0 ) such that V ⊂ U, and note first that, having (M 0 ), equality (2.2) amounts to the equality
In particular, for any A ∈ B(X) containing U,
. For every U ∈ U(X 0 ), let H(U) denote the set of all universally measurable real functions h on X which are harmonic on U, that is, such that, for all V ∈ U(U) and x ∈ V , the function h is µ V x -integrable and
It is easily seen that, for all bounded universally measurable functions f on X and U ∈ U(X 0 ), the function
is harmonic on U. Indeed, it suffices to consider the case f = 1 E 0 , E 0 ∈ B * (X). Let us fix U ∈ U(X 0 ), V ∈ U(U) and x ∈ X. Then there are E 1 , E 2 ∈ B(X) such that
Hence µ
This implies that the equality (2.8) holds as well for j = 0.
Scaling invariant Harnack inequalities
Let us define U(x, r) := {y ∈ X : ρ(x, y) < r}, x ∈ X, r > 0.
Moreover, let R 0 (x) := sup{r > 0 : U(x, r) ⊂ X 0 }, x ∈ X 0 , and
We are interested in the following Harnack inequalities:
(HI) There exist α ∈ (0, 1) and
Let us immediately note consequences for arbitrary positive harmonic functions.
PROPOSITION 3.1. Suppose that (HI) holds with α ∈ (0, 1) and K ≥ 1.
1.
Then, for all U(x 0 , R) ∈ U 0 and h ∈ H + (U(x 0 , R)),
Proof. Let U(x 0 , R) ∈ U 0 and V r := U(x 0 , r), 0 < r ≤ R. Further, let h ∈ H + (V R ) and 0 < R ′ < R. 1. By (2.7), we may define functions h n ∈ H Clearly, every µ ∈ M(X) (restricted to X 0 ) is a quasi-capacity on X 0 , and we note already now that the capacitary set function cap which will be defined in Section 4 is a quasi-capacity (both with constant 1).
To obtain suitable criteria for the validity of (HI), we suppose that we have a quasi-capacity m on X 0 , an increasing continuous function m 0 : (0, ∞) → (0, ∞) and α, a, η ∈ (0, 1/3), c 0 ≥ 1 such that the following translation property (T), scaling property (SC) and estimate (KS) of Krylov-Safonov type hold:
(SC) For every r > 0, am 0 (r) ≤ m 0 (αr), and lim r→0 m 0 (r) = 0.
(KS) For all U(x, r) ∈ U 0 , y ∈ U(x, αr) and closed sets F ⊂ U(x, αr), , r) ) .
REMARK 3.2. Let us observe that (KS) is much weaker than the property of Krylov-Safonov type we may prove under rather general assumptions on an associated Green function, which yield that (3.3) holds with m(U(x, αr)) in place of m(U(x, r)) (see Proposition 4.9).
Finally, let us consider the following property which, of course, trivially holds if the measures µ U (x,αr) x are supported by the boundary of U(x, αr).
(HJ) There exist α ∈ (0, 1), c J ≥ 1 such that, for all x ∈ X 0 and 0 < r < αR 0 (x),
Clearly, (HI) implies (HJ), since, for every E ∈ B(X) with E ⊂ U(x, r) c , the function z → µ U (x,r) z (E) is harmonic on U(x, r) (see (2.7)) and µ by (2.3) . Moreover, again by (2.3), if (3.4) holds for some α ∈ (0, 1), then it holds for every smaller α. By the same argument, (HJ) is equivalent to the following property (at the expense of replacing α by α/2).
(HJ * ) There exist α ∈ (0, 1), c J ≥ 1 such that, for all x ∈ X 0 and 0 < r < αR 0 (x),
Indeed, suppose that (HJ * ) is satisfied. Let x ∈ X 0 , 0 < r < (α/2)R 0 (x) and y ∈ U(x, (α/2) 2 r). Then U(y, r/2) ⊂ U(x, r), and hence
So (HJ) holds. Similarly for the reverse implication. Our main result on scaling invariant Harnack inequalities (assuming the properties (T), (SC) and (KS)) is as follows.
THEOREM 3.3. (HI) holds if and only if (HJ) holds. In particular, (HI) holds if the measures
, U(x, r) ∈ U 0 , are supported by the boundary of U(x, r).
To prove this result let us assume for the remainder of this section that (HJ) holds. We shall modify our results from [14] (which were inspired by [1] ). Suppose that (SC) and (KS) hold with a 1 , α 1 and (HJ) holds with α 2 .
We choose first
next l ∈ AE with α l 1 ≤ α, and define a := a andβ := β c J .
and fix
Let us now fix x ∈ X 0 and 0 < R < R 0 (x), take r 0 := α k 0 R and choose r n ∈ (0, r 0 ) with
We claim that (3.10) n∈AE r n < αR.
Indeed, if n = i + kj 0 , where 1 ≤ i ≤ j 0 and k ≥ 0, then, by (3.9), (3.7) and (SC),
and hence r n < α k r 0 . So, by (3.7),
In connection with (3.10) the following result will immediately yield Theorem 3.3.
) and suppose that n ∈ AE and there exists x ∈ U(x 0 , 2αR) with
Then there exists a point
Proof. By (3.11), there is a point
For every 0 < s < R, let U s := U(x 0 , s). Moreover, let r := r n , R ′ := (3/4)R and
and hence m(A) < (ηβ(1 + β)
. By (T), (SC) and (3.9),
By (3.8), we therefore conclude that
by (T) and (SC). So there is a closed set
The measure ν is supported by F ∪ (X \ B ′ ). By (KS), we see that
Moreover, (3.14)
h(x) = h dν and
In particular, ν is not supported by F . Next we claim that the function H := 1 B c h satisfies µ
contradicting the fact that A = B ′′ , by (3.12). Therefore, by (2.3),
Defining b := sup h(B) we have
(where we used that ν ≤ 1). Hence, by (3.14),
Since ν(F ) > 2β, by (3.13), we thus conclude that
does not hold, then there exists a point x 1 ∈ U(x 0 , αR) such that h(x 1 ) > Kγ. Proposition 3.4 and (3.10) then recursively lead to points
This contradicts the boundedness of h.
Green function and Harnack inequalities
In this section, we assume that for all open sets U in the separable metric space (X, ρ), we have measures µ U x ∈ M(X), x ∈ X, such that (M 0 ) and (M 1 ) hold (see Section 2). Let G : X × X → (0, ∞] be a Borel measurable function and, for µ ∈ M(X), let
For every A ∈ B * (X), let
Clearly, cap A = sup{cap F : F closed set, F ⊂ A}, and the mapping A → cap A is increasing and subadditive. So, in our terminology, m := cap is a quasi-capacity (with constant 1) on X.
As in Section 2, we suppose that X 0 is an open set in X and U(X 0 ) denotes the set of all open sets U with U ⊂ X 0 . For every closed set A in X, let
where D A := inf{t ≥ 0 : X t ∈ A} denotes the time of the first entry into A. For a balayage space (X, W) with 1 ∈ W (see Example 2.1,2), the measure ε A x is the reduced measure for x and A (see [5, VI, p. 67 
]).
Let us consider the following properties.
(G 1 ) There exists c 1 ≥ 1 such that, for all U ∈ U(X 0 ), x ∈ U, δ > 0, the following holds: For every closed set A ⊂ U, there exists a closed neighborhood B ⊂ U of A and a measure ν on B such that
(G 3 ) There exists c 2 ≥ 1 such that, for x ∈ X 0 and 0 < r < R 0 (x),
Let us first note that, having (G 2 ), for every M ≥ 1, there exists 0 < α M < 1/4 such that 
are potentials on X with superharmonic support {y} and, for every continuous real potential p on X, there exists a measure ν on X such that p = Gν (cf. [13] ). Indeed, let A be a closed set, A ⊂ U ∈ U(X 0 ) and δ > 0. Then, by [5, VI.1.2], there exists a closed neighborhood B ⊂ U of A such that ε
Then p is a continuous real potential which is harmonic on X \ B. Hence there exists a measure ν, which is supported by B, such that p = Gν, and we have ε • For every x ∈ X, G(x, x) = lim y→x G(y, x) = ∞.
• The function G has the triangle property: There exists C ≥ 1, such that
• For all x ∈ X and neighborhoods V of x, G(·, x) is bounded on V c .
Proof. By (4.3), lim r→0 g(r) = ∞. Hence the inequality c y) . Finally, the last property is satisfied, since G(y, x) ≤ cg(r) if ρ(y, x) ≥ r. REMARK 4.4. In Section 7, we shall see that, conversely, the properties of G stated in Proposition 4.3 enable the construction of a metricρ satisfying (G 2 ) with g(r) = r −γ for some γ ≥ 1.
Let us introduce the following property.
The next proposition is of independent interest, since assuming that we have a Pharmonic space where 1 is superharmonic (that is, a balayage space (X, W) with 1 ∈ W, where the harmonic measures µ U x are supported by the boundary of U), and G(·, x) is a potential which is harmonic on the complement of {x}, we trivially have
Its second part will be used in Section 7.
PROPOSITION 4.6. Suppose that (G 1 ) and (G 2 ) hold.
Then ν ≤ c 1 cap U(x, r) and, by Lemma 4.5,2, cap A ≤ c 2 ν . Let s := ρ(x, z). Obviously, s/2 ≤ ρ(z, ·) ≤ 2s on B, and hence
−1 , and therefore, using also (2.4),
Assuming (G 3 ), we have ε
and hence cap U(x, r) ≥ (c 2 c
REMARK 4.7. The proof of (2) shows that (G 3 ) already holds if, given x ∈ X 0 and 0 < r < R 0 (x)/4, (4.5) is satisfied for just one point y ∈ U(x, 4r) c .
From now on let us assume in this section that ( Proof. Since ε A∪U c x is supported by A ∪ U c , we know, by (2.2), that
The proof is completed observing that ε A z = ε z , z ∈ A, and ε
The next proposition establishes (KS) even with m(U(x, αr)) in place of m(U(x, r)) in (3.3) (where we may remember that, in Example 2.1,1, we have ε
Proof. Let δ > 0 and z ∈ U(x 0 , r) c . By (G 1 ), there are a closed neighborhood B of A, B ⊂ U(x 0 , αr), and a measure ν on B such that
for every y ∈ X.
Since ρ(x, ·) ≤ 2αr on B, we obtain that
Further, ρ(z, ·) ≥ r/2 on B and cg(r/2) ≤ c D cg(r) ≤ (2c D cc
, by (4.6). So
Combining these two estimates we see that
Therefore, by Lemma 4.8, Lemma 4.5,2 and (4.2),
Since the measure ε
is supported by A ∪ U(x 0 , r) c , the proof is finished.
By Theorem 3.3, we now obtain the following result.
THEOREM 4.10. Suppose that we have (HJ) and α ∈ (0, 1) which satisfies (3.6) and (4.6). Then there exists K ≥ 1 such that, for all U(x, R) ∈ U 0 ,
We recall that, by Proposition 3.1, (HI) and the continuity of all functions in H + b (U), U ∈ U(X 0 ), imply the continuity of all functions in H + (U), U ∈ U(X 0 ). In fact, assuming that the constant function 1 is harmonic on X, [12, Corollary 3.2] implies even the Hölder continuity of all functions in H + b (U), U ∈ U(X 0 ). To see this we only have to verify property (J 0 ) in [12] , that is, the following. PROPOSITION 4.11. There exists δ 0 > 0 such that, for every U(x, r) ∈ U 0 ,
Proof. Let U(x, r) ∈ U 0 and S := U(x, αr) \ U(x, α 2 r). Then, by (4.2), Lemma 4.5,1 and (4.6),
So cap F > (2c 2 ) −1 g(αr) −1 for some closed set F ⊂ S. By Proposition 4.9,
To finish the proof we note that µ
(U(x, r)), by (2.5).
As already indicated, [12, Corollary 3.2] now yields the following result.
THEOREM 4.12. Suppose that (HJ) holds and 1 ∈ H(X).
Then there exist β ∈ (0, 1) and
In particular, every universally measurable function, which is harmonic on an open
set U in X 0 , is continuous on U.
A first application to Lévy processes
In this section, let us assume that X = Ê d , d ≥ 1, ρ(x) = |x − y|, and the measures µ 
Then for all x ∈ Ê d , r > 0 and y ∈ U(x, αr),
In particular, (HJ) holds.
Proof. By translation invariance, it suffices to consider the case x = 0. Let r > 0 and y ∈ U(0, αr), τ := τ U (0,αr) , and let A be a Borel set in U(0, r) c . By (5.1) and translation invariance,
If z ∈ A andz ∈ U(0, αr), then |y| < αr < 2α(1 − α)r < 2α|z −z|, and hence n(z −z) ≤ c J n(z −z + y), by (5.2). Considering also the case y = 0, we conclude that µ 
Then there exist α ∈ (0, 1) and K ≥ 1 such that, for all x ∈ Ê d and R > 0,
There are β ∈ (0, 1) and C ≥ 1 such that, for x ∈ Ê d and R > 0,
and every universally measurable function on Ê d , which is harmonic on an open set U in X 0 , is continuous on U.
REMARK 5.3. For a sufficient property which is weaker than (5.2) see (6.5).
Application based on an Ikeda-Watanabe estimate
To cover more general processes let us return to the setting of Section 4, where we have the following: A separable metric space (X, ρ) and harmonic measures µ U x on X, x ∈ X, U open sets in X, which satisfy (M 0 ) and (M 1 ) (see Section 2), and a Borel measurable function G :
we have an open set X 0 in X, balls U(x, r) := {y ∈ X : ρ(x, y) < r}, and
and G V := 0 outside V ×V . We suppose that we have the following relation between the functions G U (x,r) (x, ·) and the harmonic measures µ
(IW) There exist λ ∈ M(X), a kernel N on X, M IW ≥ 1 and C IW ≥ 1 such that, for all x ∈ X 0 , 0 < r < R 0 (x) and Borel sets E in X \ U(x, M IW r), We are indebted to a referee of the manuscript [14] (which merged into the present paper) for the hint that, in the Examples 2.1,2, the Ikeda-Watanabe formula always holds under mild duality assumptions (where λ is the Revuz measure of a positive continuous additive functional H given by a Lévy system (N, H) for a suitable Hunt process (X t ) and an excessive reference measure m associated with (X, W); see [3, 6, 8, 25] ):
We shall get the following results, where it only remains to prove that property (HJ) is satisfied (see (3.4) and Theorems 4.10 and 4.12). THEOREM 6.2. Suppose that there exist C ≥ 1 and α ∈ (0, 1) such that, for all x ∈ X 0 , 0 < r < αR 0 (x), y, y ′ ∈ U(x, αr), (U(x, R) ), x ∈ X 0 and 0 < R < R 0 (x), and every universally measurable function on X, which is harmonic on an open set U in X 0 , is continuous on U. 
Then scaling invariant Harnack inequalities hold for functions in
H + (U(x, R)), x ∈ X 0 and 0 < R < R 0 (x).
Moreover, if 1 ∈ H(X), then scaling invariant Hölder continuity holds for functions in H b
Moreover, assume that there are a measureλ on Ê d , a Borel measurable function
, and, for all y, y ′ ∈ X 0 andz ∈ X, 0 n 0 (|x − y|) ≤ n(x, y) ≤ C 0 n 0 (|x − y|) and (6.6) n 0 (t) ≤ C 0 n 0 (s), whenever 0 < s < t < (1 + α)s.
Then (6.5) is satisfied.
Thus rather general Lévy processes abundantly provide examples for our approach (see [9, 20, 22, 23, 24, 26] ).
For the proofs of Theorem 6.2 and 6.3 we need the following simple statement, where M := 2c D c 2 and 0 < α M < 1/4 such that Mg(r) ≤ g(α M r), r > 0 (see (4.3)).
LEMMA 6.5. Let y ∈ X, r > 0 and 0 < α < α M . Then
Proof. Let x ∈ U(y, 2αr). Since G(·, y) ≤ cg(r) on U(y, r) c , we obtain that
,
. So (6.7) holds.
Proof of Theorem 6.2.
To prove (HJ) we fix 0
IW )/2. Now let x ∈ X 0 , 0 < r < αR 0 (x), y ∈ U(x, α 2 r), and let E be a Borel set in U(x, r) c . Then E is contained in both U(x, M IW αr) c and U(y, M IW αr) c . Hence, by (6.1) -(6.3), Lemma 6.5 and (2.3),
Thus (HJ) holds (with α 2 in place of α).
Proof of Theorem 6.3 (cf. the proof of [9, Proposition 6] ). First, we choose 0
IW )/2 such that (6.5) holds. Next, we fix x ∈ X 0 , 0 < r < R 0 (x) and a Borel set E in U(x, r) c . Then E ⊂ X \ U(y, M IW αr) for every y ∈ U(x, α 2 r). By (6.1), (2.3) and Lemma 6.5,
Definingr := α 2 r, we hence have to show that, with some constant C ′ > 0, (6.8)
for everyz ∈ U(x, r) c . To that end let us fixz ∈ U(x, r) c . Let B := U(x,r/2). Since g(|x − y|) ≤ g(r/2) ≤ c D g(r) for every y ∈ B c ,
U (x,r) n(y,z) dλ(y).
Moreover, let
If y ∈ B and y ′ ∈ B ′ , then |y −z| ≥ |y ′ −z| and |y − y ′ | < 3r/2 < α(r −r) < α|y ′ −z|, and therefore, by (6.5),
where, by (6.4),
Thus (6.8) holds with
Intrinsic scaling invariant Harnack inequalities
In this section we shall weaken the assumptions and prove intrinsic scaling invariant Harnack inequalities, where the metric is derived from the Green function. We start with the same setting as in Section 4 (assuming that X 0 is a proper subset of X) and suppose that we have a Borel measurable function G : X × X → (0, ∞] which satisfies (G 1 ). Let us define
Instead of (G 2 ) and (G 3 ) we assume the following properties (where also the case w = 1 is of interest).
(G ′ 2 ) For every x ∈ X, G(x, x) = lim y→x G(y, x) = ∞, and there exists a Borel measurable function w on X, 0 < w ≤ 1, such that
for all open sets U in X and x ∈ X, and G has the (w, w)-triangle property, that is, for somec > 1, the functioñ
Moreover, λ := inf w(X 0 ) > 0 and, for every x ∈ X and neighborhood V of x, the function G(·, x)/w is bounded on V c .
There exists c 3 ≥ 1 such that, for all x ∈ X 0 and 0 < s < S 0 (x),
Moreover, we introduce the following property.
(HJ ′ ) There exist α ∈ (0, 1) and c J ≥ 1 such that, for all x ∈ X 0 and 0 < s < S 0 (x), 2. There exist a metricρ for the topology of X, γ ≥ 1 and C ≥ 1 such that, for all (x, y) ∈ X × X,
In particular, (G 2 ) holds forG withg(r) := r −γ . Moreover, let U (x, r) := {y ∈ X :ρ(x, y) < r}, x ∈ X, r > 0,
and β := (λ/C) 2/γ . Then, for all x ∈ X 0 and r > 0,
Proof. SinceG = ∞ on the diagonal, (7.2) implies thatG(y, x) ≤cG(x, y) and
defines a quasi-metric on X which is equivalent toG −1 . So, by [15, Proposition 14.5 ] (see also [11, Proposition 6 .1]), there exist a metricρ on X, γ ≥ 1 and C ≥ 1 such that (7.5) holds.
Now let x ∈ X, r > 0 and s := C −1 r γ . If y ∈Ũ (x, βr), then
and henceρ(x, y) < r. So V (x, s) ⊂Ũ (x, r), where V (x, s) is a neighborhood of x, since lim z→x G(z, x) = ∞. HenceŨ(x, r) ⊂ V . Thusρ is a metric for the topology of X.
We intend to prove the following theorem, where (HJ ′ ) trivially holds, if the measures µ U x are supported by the boundary of U. THEOREM 7.3. Suppose that (HJ ′ ) holds. Then there exist α ∈ (0, 1) and K ≥ 1 such that, for all x ∈ X 0 , 0 < R <R 0 (x) and h ∈ H + (Ũ(x, R)), (7.7) sup h(Ũ (x, αR)) ≤ K inf h(Ũ (x, αR)).
To that end we introduce normalized measures and normalized harmonic functions. For all x ∈ X, open sets U and closed sets A in X, let For every U ∈ U(X 0 ), letH(U) be the set of all universally measurable real functionsh on X such that, for all open sets V with V ⊂ U and x ∈ V , the functionh isμ Obviously, (7.9)H(U) = 1 w H(U).
We shall prove that Theorem 4.10 holds forH + (Ũ (x, r)). Then Theorem 7.3 follows easily using (7.9), since w ≤ 1 and w ≥ λ on X 0 . Proof. Letα := αβ, x ∈ X 0 , 0 < r <R 0 (x), s := C −1 r γ . Then Indeed,α k ≤ βα k , where α kγ ≤ α k , since γ ≥ 1. So (7.10) follows from the first inclusion in (7.6). Let y ∈Ũ (x,α 2 r). Then, by (2.3), (HJ ′ ) and (7.6), As already indicated, Theorem 7.3 now follows by an application of Theorem 4.10 toH + (Ũ (x 0 , R)) andρ (recall the identity (7.9) and the inequalities λ ≤ w ≤ 1 on X 0 ).
