A linear full elliptic second order Partial Differential Equation (PDE), defined on a d-dimensional domain Ω, is approximated by the isogeometric Galerkin method based on uniform tensor-product Bsplines of degrees (p 1 , . . . , p d ). The considered approximation process leads to a d-level stiffness matrix, banded in a multilevel sense. This matrix is close to a d-level Toeplitz structure when the PDE coefficients are constant and the physical domain Ω is just the hypercube (0, 1) d without using any geometry map.
Introduction
Isogeometric Analysis (IgA) is a paradigm for the analysis of problems governed by Partial Differential Equations (PDEs); see [5] . Its goal is to improve the connection between numerical simulation and Computer Aided Design (CAD) systems. In its original formulation, the main idea in IgA is to use directly the geometry provided by CAD systems and to approximate the unknown solutions of differential equations by the same type of functions. Tensor-product B-splines and their rational extension, the so-called NURBS, are the dominant technology in CAD systems used in engineering, and thus also in IgA.
We would like to emphasize that, besides the identification of the symbol f for the Galerkin B-spline IgA stiffness matrices, the other important aspect of this paper is the mathematical technique used in our derivation. As explained in Section 4, this technique is quite general and can be also applied in other contexts than Galerkin B-spline IgA. It consists of the following mathematical tools. We use the theory of separable (multilevel) Locally Toeplitz (sLT) sequences and the theory of Generalized Locally Toeplitz (GLT) sequences, which go back to the pioneering work by Tilli [23] and are developed in [20, 21] . Implicitly, we also use the concept of approximating class of sequences (a.c.s.), which was introduced in [18] and allows one to derive the singular value and eigenvalue distribution of a complicated sequence of matrices (matrix-sequence) starting from those of simpler matrix-sequences; see [14, 18] . Finally, we exploit general results, contained in [15] and generalized in [12] , which allow one to determine the spectral distribution of arbitrary (non-Hermitian) perturbed versions of sequences formed by Hermitian matrices, under certain conditions on the perturbation matrices.
Another way to obtain the main results of this paper could have been a comparison technique between the Galerkin B-spline IgA stiffness matrices considered herein and the B-spline IgA collocation matrices analyzed in [8] and [10, Chapter 5] . However, we preferred the approach discussed in the previous paragraph, due to its intrinsic generality.
The paper is organized as follows. In Section 2 we introduce the notation and definitions used throughout the paper; we also report some basic results. In Section 3 we describe the isogeometric Galerkin approximation based on uniform tensor-product B-splines of degrees p of the full elliptic problem (1.1).
Sections 4 and 5 contain our main results: the computation of the spectral and singular value distribution of the Galerkin B-spline IgA stiffness matrices, the identification of the corresponding symbol f , and the study of its properties. We end in Section 6 with some concluding remarks.
Preliminaries

Multi-index notation
Throughout this paper, we will use the multi-index notation, expounded by Tyrtyshnikov in [24, Section 6] .
When discretizing a linear PDE over a d-dimensional domain by means of some numerical method, the resulting discretization matrices show a d-level structure; see [24, Section 6] for the corresponding definition.
The multi-index notation is a powerful tool that allows one to give a compact expression of these matrices, treating the dimensionality parameter d as any other parameter involved in the discretization process. In this way, the dependency of the matrix structure on d is highlighted and a compact presentation is made possible. Inequalities between multi-indices must be interpreted in the componentwise sense. For example, j ≤ k means that j i ≤ k i for every i. If j, k are d-indices such that j ≤ k, the multi-index range j, . . . , k is the set {i ∈ Z d : j ≤ i ≤ k}. We assume for this set the standard lexicographic ordering:
For instance, in the case d = 2, this ordering is
When a d-index i varies in a multi-index range j, . . . , k (this is sometimes written as i = j, . . . , k), it is always assumed that i varies from j to k following the specific ordering (2.1). In particular, if m ∈ N d and
, then x is a vector of length N(m) whose components x i , i = 1, . . . , m, are ordered in accordance with (2.1): the first component is x 1 = x (1,...,1,1) , the second component is x (1,..., 1, 2) , and so on until the last component, which is
, then X is a N(m) × N(m) matrix whose entries are indexed by two d-indices i, j, both varying over the multi-index range 1, . . . , m according to (2.1). Operations involving multi-indices that do not have a meaning when considering multi-indices as normal vectors must always be interpreted in the componentwise sense. For example, jk := (
Preliminaries on matrix analysis
For all X ∈ C m×m , the singular values of X are denoted by σ j (X), j = 1, . . . , m, and the eigenvalues of X by λ j (X), j = 1, . . . , m. If X, Y ∈ C m×m , the notation X ≥ Y (resp. X > Y) means that X, Y are Hermitian and X − Y is positive semi-definite (resp. positive definite). The ∞-norm and the spectral norm (2-norm) of both vectors and matrices are denoted by · ∞ and · , respectively. We recall that, for all X ∈ C m×m ,
For X ∈ C m×m , we denote by X 1 the trace norm of X, i.e., the sum of all the singular values of X. The trace norm, also called Schatten 1-norm, and the other Schatten p-norms are studied in [2] . Since rank(X) is the number of non-zero singular values of X and X equals the largest singular value of X, we have
If X, Y are matrices of any dimension, say X ∈ C ×m and Y ∈ C q×r , the tensor (Kronecker) product X ⊗ Y is defined as
Tensor products possess a lot of nice algebraic properties. One of them is the associativity, which allows one to omit parentheses in expressions like
Another property is the following [10, Section 1.
where m := (m 1 , . . . , m d ).
Spectral distribution and spectral symbol
We denote by µ d the Lebesgue measure in R d and by C c (C) the space of continuous functions F : C → C with bounded support.
Definition 2.1. Let {X n } n be a sequence of matrices, with X n of size d n tending to infinity, and let f : D → C be a measurable function defined on the measurable set D ⊂ R d , with 0 < µ d (D) < ∞. We say that {X n } n is distributed like f in the sense of the singular values and we write {X n } n ∼ σ f , if
In this case, f is referred to as the singular value symbol of {X n } n . Similarly, we say that {X n } n is distributed like f in the sense of the eigenvalues and we write
In this case, f is referred to as the eigenvalue (or spectral) symbol of {X n } n .
We refer to [6, Remark 3.1] for the informal meaning behind Definition 2.1.
Toeplitz and diagonal sampling matrices
Given m ∈ N d and a function f :
with f is defined as follows [4, 24] :
are the Fourier coefficients of f and k·θ :=
The function f is referred to as the generating function of the Toeplitz family
In the case where
The next result relates tensor products and Toeplitz matrices; see, e.g., [10, Lemma 1.8].
where j varies from 1 to m following the lexicographic ordering (2.1), as explained in Section 2.1.
3 Isogeometric Galerkin B-spline approximation
Isogeometric Galerkin methods
The weak form of (1.1) consists in finding u ∈ H 1 0 (Ω) such that
where a(u, v) := Ω (∇u) T K∇v + (∇u) T α v + γuv and F(v) := Ω fv. In the standard Galerkin method, we look for an approximation u W of u by choosing a finite dimensional approximation space W ⊂ H 1 0 (Ω) and by solving the following (Galerkin) problem: find u W ∈ W such that
If {ϕ 1 , . . . , ϕ N } is a basis of W , then we can write u W = N j=1 u j ϕ j for a unique vector u := (u 1 , . . . , u N ) T , and the computation of u W is equivalent to solving the linear system Au = f,
is the stiffness matrix and
Now, suppose that the physical domain Ω can be described by a global geometry function G :
which is invertible and satisfies
be a set of basis functions defined on the reference (parametric) domain [0, 1]
d and vanishing on the
In the Galerkin IgA approach, we find an approximation u W of u by using the standard Galerkin method, in which the approximation space is chosen as W := ϕ i : i = 1, . . . , N , with
3)
The resulting stiffness matrix A is given by (3.1), with the basis functions ϕ i defined in (3.3). Assuming that G andφ i , i = 1, . . . , N, are sufficiently regular, we can apply standard differential calculus to obtain the following expression for A in terms of G andφ i , i = 1, . . . , N:
where
and J G is the Jacobian matrix of G, i.e.,
.
In the context of IgA, the geometry map G is expressed in terms of the functionsφ i , as in [8, Eq. (2.6)]. Moreover, the functionsφ i themselves are usually tensor-product B-splines or NURBS. In this paper, the role of theφ i will be played by tensor-product B-splines over uniform knot sequences. Furthermore, we do not confine ourselves to the isoparametric approach, but we also allow the geometry map G to be any sufficiently regular function from [0, 1] d to Ω, not necessarily expressed in terms of B-splines.
B-spline basis functions and IgA Galerkin matrices.
Let us now provide the explicit construction of our basis functionsφ i . For p, n ≥ 1, consider the uniform knot sequence
The B-splines of degree p on this knot sequence are denoted by
and are defined recursively as follows [3] :
where we assume that a fraction with zero denominator is zero. We know from [3] that the functions
form a basis for the spline space
, where P p is the space of polynomials of degree less than or equal to p. Moreover, the functions
and
, and define the tensor-product
In the framework of IgA based on (uniform) B-splines, the functionsφ i , i = 1, . . . , N, in (3.2) are chosen as the tensor-product B-splines in (3.6). In this setting, N = N(n + p − 2). Moreover, we adopt for the tensor-product B-splines (3.6) the standard lexicographic ordering (2.1). 1 This ordering is followed when assembling the stiffness matrix (3.4), which from now on will be denoted by A
, in order to emphasize its dependence on p, n and the geometry map G. In multi-index notation, the matrix A
is expressed by
Note that A [p]
G,n can be decomposed as follows:
1 Although the lexicographic ordering is very common in the literature, an alternative ordering has been used in [6, 7, 8, 11] .
is the matrix resulting from the discretization of the diffusive term in (1.1), and
is the matrix resulting from the discretization of the terms in (1.1) with lower order derivatives. The matrix
G,n can be regarded as a 'residual term'. Indeed, the norm of R 
until the end of the paper, we assume that n j = ν j n for every j = 1, . . . , d, i.e., n = νn. It is understood that n varies in the set of indices such that νn ∈ N d .
In our main result (Theorem 4.1), we consider the sequence of normalized matrices
G,n } n , and we compute its singular value and eigenvalue distribution in the sense of Definition 2.1. The proof of Theorem 4.1 heavily relies on the theory of sLT and GLT sequences developed in [20, 21] . Actually, we show
G,n } n can be expressed as a finite sum of sLT sequences and is therefore a GLT sequence. Despite the importance of sLT and GLT sequences, we do not present the corresponding general definitions, since they are rather difficult, and we refer the reader to [20, Definition 2.1] for the definition of sLT sequences and to [20, Definition 2.3] for the definition of GLT sequences. As we shall see in the following, we can somehow limit the use of the formal definitions to some basic cases and prove Theorem 4.1 by exploiting directly the properties of sLT and GLT sequences provided in [20, 21] .
Let us start with defining the following d × d symmetric matrix H p , whose components are continuous functions in the Fourier variables θ : and φ [p] ,φ [p] ,φ [p] are, respectively, the cardinal B-spline of degree p (defined, e.g., in [11, Eqs. (7)- (8)]), its first derivative and its second derivative. The (i, j)-th entry of the matrix H p is related to the second order partial derivative − Assume that the geometry map G is regular, i. 
and suppose that the components of K are continuous over Ω. Then, the sequence of normalized matrices
in the sense of both the singular values and the eigenvalues, like the function f
where • is the componentwise (Hadamard) product of matrices and H p is defined in (4.1). In formulas,
Before going into the details of the proof of Theorem 4.1, we first outline the main idea in Section 4.2. This idea is quite general and provides an abstract framework for the computation of the singular value and eigenvalue distribution of matrix-sequences coming from a PDE discretization. It can be also applied to other approximation techniques besides Galerkin B-spline IgA. For example, we can refer to FDs [20, Section 6] , FEs [1, 13] , and isogeometric collocation methods [8] . 
The idea for proving Theorem 4.1
The idea consists of the following steps, which will be detailed afterwards. Here, we just outline the key ingredients, so as to make more clear the generality of the argument we are going to see.
We first recall that, for any two sequences of real numbers {a n } n and {b n } n , the notation a n = O(b n ) means that there exists a constant C, independent of n, such that |a n | ≤ C|b n | for all n. On the other hand, a n = o(b n ) means lim n→∞ a n /b n = 0. A sequence of real numbers {a n } n is said to be bounded away from 0 (resp. ∞) if there exists a positive constant c such that |a n | ≥ c (resp. |a n | ≤ c) for all n. Note that the terminology 'bounded away from ∞' is equivalent to 'uniformly bounded with respect to n'.
Step 1. By definition, see (3.9), R , any sequence of matrices {X n } n with increasing dimension such that X n → 0 is an sLT sequence with the so-called weight function and generating function both equal to 0; this is denoted by {X n } n ∼ sLT (0, 0). Hence, we have {n
Finally, the GLT sequences form an algebra and, in particular, any linear combination of GLT sequences is still a GLT sequence, whose symbol is given by the same linear combination of the involved symbols; 
G, p if and
G, p . In this way, we have reduced the analysis of the sequence {n d−2 A
[p]
G,n } n to the analysis of its strictly diffusive part {n
Step 2.
(4.6) By (3.8), we have
During the next steps, we shall use the linearity of L n (·) as well as the algebra structure of GLT sequences (i.e., its closure under linear combinations and products) to prove that {n
Step 3. Take L = E st in (4.6), where E st is the d × d matrix having 1 in position (s, t) and 0 elsewhere. Note that if G is the identity map and we take K = E st in (1.1), then we are 'selecting' the second order partial derivative −
, which is a separable differential operator. 2 With a direct computation, . In our specific case, this matrix is given by (4.1). Therefore, using the definition of sLT sequences one can show that
and so
2 We say that a differential operator is separable if it is obtained by multiplying a given function with a product of partial derivatives. The general separable differential operator can be written as
An example of a non-separable differential operator is the Laplacian, which however can be written, like any other differential operator, as a sum of separable differential operators:
What we are going to see is that a separable differential operator gives rise to an sLT sequence. As a consequence, an arbitrary differential operator (a sum of separable differential operators) gives rise to a sum of sLT sequences, i.e., a GLT sequence.
Step 4. Let us pass to the variable coefficient case and, inspired by Step 3, let us take L = a(x)E st in (4.6), where a is a continuous function defined on 
n (E st ) + Q n+ p−2 .
(4.8)
The matrix Q n+ p−2 is a (sparse) matrix whose components are O(ω a (n −1 )) as well as its spectral norm. Here, ω a (·) stands for the modulus of continuity of the function a. Using the decomposition (4.8), we get
Step 5. To obtain the relation {n
n (·) and the closure of the GLT sequences under linear combinations. Since
This shows that {n
} n is a finite sum of sLT sequences. Moreover, using the closure of GLT sequences under linear combinations, we get
which is nothing else than {n
Step 6. The singular value distribution 
G, p and from either [20, Theorem 4.8] or [20, Theorem 4.4] . When applying all these theorems, take also are not symmetric, the eigenvalue distribution
G, p and the matrices K [ p]
G, p follows.
Proof of Step 1
We show that n d−2 R
G,n is uniformly bounded with respect to n: this is asserted in Step 1 and is used in Step 6, item (b). In the following, C denotes a generic constant independent of n.
By hypothesis, G is regular, so the components of (J G ) −1 are continuous and bounded over
Moreover, the coefficients γ and α i , i = 1, . . . , d, in (1.1) are bounded. Hence, by (3.9), for all i, j = 2, . . . , n + p − 1 we have
From the positivity of the B-splines N i, [p] , the results in [11, proof of Lemma 8] and the relation n = νn, we
In view of the local support property of the B-splines, supp(
G,n is a sparse matrix, consisting of at most (2 p ∞ + 1) d (independent of n) non-zero components in each row and column with a value O(n −d+1 ). Thus, by (2.2), we have R
G,n is uniformly bounded with respect to n, we can follow the same pattern as for
where in the last inequality we used again the positivity of the B-splines N i, [p] and the results in [11, proof of Lemma 8] . By means of the local support of the basis functions N i, [p] and by following the same argument used for R
G,n
, it can be shown that K
G,n is a sparse matrix, with at most (2 p ∞ + 1)
d non-zero components in each row and column. Thus,
is uniformly bounded with respect to n.
Finally, we note that in Step 2 there is nothing to prove.
Proof of Step 3
Let 1 ≤ s, t ≤ d. We first show that the rank of the difference
is O(n d−1 ) as n → ∞, with H p defined in (4.1). Then, we prove that 
where the matrices M
n are defined for all p, n ≥ 1 as follows:
From the analysis in [11] 84), (4.86) ]. Now we observe that, in the case s = t,
and, recalling the relation n = νn, we have
Hence, by invoking Lemma 2.2 and the property (2.4), we see that the rank of the difference (4.10) in the case s = t is bounded from above by
The same argument shows that the rank of the difference (4.10) is O(n d−1 ) even in the case s t.
Let us now prove (4.11) . This is actually a direct consequence of the result that we have just proved and of the definition of sLT sequences. Nevertheless, since the latter definition is rather difficult, we include the details of the proof in order to make the reader more familiar with manipulations of sLT (and GLT) sequences. Because (H p ) st is a separable trigonometric polynomial (see Section 2.4), the Toeplitz sequence {(ν s ν t )/N(ν) T n+ p−2 ((H p ) st )} n is an sLT sequence. More precisely,
see [20, Theorem 5.1] . Therefore, by the definition of sLT sequences, for all sufficiently large m ∈ N d there exists n m such that, for every n ≥ n m , 12) where the first matrix in the right-hand side is defined in [20, Definition 2.1],
In the above inequalities, the quantities c(m), ω(m) depend on m but not on n, and lim m→∞ ω(m) = 0. The rank of the difference (4.10) is O(n d−1 ), so it can be bounded by a constant C (independent of n) times
n (E st ) admits the same decomposition as (4.12), with the only difference that R n+ p−2,m is replaced by another small-rank term R n+ p−2,m and c(m) is replaced by c(m)
n (E st )} n is an sLT sequence and that (4.11) holds; see [20, Definition 2.1] .
This concludes the proof of Step 3.
Proof of Step 4
Let 1 ≤ s, t ≤ d. We show that, whenever a :
(4.14)
In the following, C denotes a generic constant independent of n.
Using the relations supp(
we see that
Therefore, taking into account the definition of the modulus of continuity
Moreover, we know from the proof of Step 1 that
Hence, from (4.15) we obtain
for every i, j = 2, . . . , n + p − 1. In addition, the matrix
n (E st ), like the matrices R G,n already considered in the proof of Step 1, has the entry 0 in each position (i, j) whenever i− j ∞ ≥ p ∞ +1, due to the local support of the B-splines. It follows that the number of non-zero
n (E st ) in each row and column is at most (2 p ∞ + 1)
d , and so
This proves (4.13).
For the proof of (4.14), let us denote by O the zero matrix, whose size will be clear from the context. By examining the proof of [20, Theorem 5 .1], we see that the splitting (4.12) holds with S n+ p−2,m = O. When proving Step 3, we showed that
n (E st ) admits the same decomposition as (4.12) with R n+ p−2,m replaced by R n+ p−2,m and with c(m) replaced by c(m) + C, so the small-norm term
n (E st ). Concerning the diagonal sampling matrix D n+ p−2 (a), it follows from the definition of sLT sequences that {D n+ p−2 (a)} n ∼ sLT (a, 1). More precisely, for all sufficiently large m ∈ N d there exists n m such that, for every n ≥ n m ,
where the first matrix in the right-hand side is defined in [20, Definition 2.1] and
We also refer the reader to [20, Example 5.4] . 3 Then, by [20, Theorem 5 .3], we have
Using this relation together with (4.13), and applying again the definition of sLT sequences, we get (4.14). Finally, we note that in Steps 5-6 there is nothing to prove.
Final remarks
and u are sufficiently regular, say κ i j ∈ C 1 (Ω) ∩ C(Ω) for all i, j = 1, . . . , d, and
In this case, our problem (1.1) can be reformulated as follows: 16) where Hu is the Hessian of u,
and β collects the coefficients of the first-order derivatives in (1.1):
For any u : Ω → R, consider the corresponding function defined on the parametric domain
In other words,û := u(G). Then, u satisfies (4.16) if and only ifû satisfies the corresponding transformed problem 17) where Hû is the Hessian ofû,
K G is given in (3.5), and β G is the transformed advection coefficient of the PDE, whose expression in terms of K, β, G is complicated and hence not reported here. Now assume that Ω = (0, 1)
d and take G equal to the identity map. In this case, problems (4.16)- (4.17) are the same, x =x, u =û, K G = K, and the symbol (4.5) reduces to
In particular, if we give to every direction the same attention by choosing ν = 1, then the symbol is
It is quite remarkable that the main operator in the Hrmander sense [16] , namely
T which looks formally the same. The similarity becomes even more evident if we recall (from Step 3 in Section 4.2) that H p (θ) is a matrix of trigonometric polynomials in the Fourier variables, whose components are related to the discretization of the components of
, i.e., the opposite of the Hessian operator in the parametric variablesx. 4 In the case of an arbitrary domain Ω described by a non-trivial geometry map G, the symbol is
and when ν = 1 it reduces to 1(| det(J G (x))| K G (x) • H p (θ))1 T .
Even in this case, the symbol preserves the formal structure of the main differential operator −1(K G • Hû)1 T associated with the problem (4.17). We see, however, the appearance of the determinant factor | det(J G )|.
This factor is not present when our PDE is approximated by isogeometric collocation methods [8] , in which case the resulting symbol is given by
and is formally identical to the main operator −1(K G • Hû)1 T , especially when ν = 1. The determinant factor | det(J G )| appearing in the context of isogeometric Galerkin methods is interpreted by saying that the symbol of the (normalized) isogeometric Galerkin matrices is less ill-conditioned than the symbol of the (normalized) isogeometric collocation matrices. Indeed, since | det(J G )| appears in the numerator of the symbol, it helps in keeping the conditioning of the IgA Galerkin matrices moderate when the geometry map G is (nearly) singular. A geometry map G is (nearly) singular when det(J G ) is (nearly) zero at one or more points. We refer the reader to [22, Section 5.2] for the analysis of the map effect on the conditioning in the collocation setting.
We end this section with the following observation. Assume that Ω = (0, 1)
The zero of the symbol f (ν) p at θ = 0 is expected, because it is a canonical feature of the symbol associated with the discretization matrices of differential problems like (1.1). Indeed, it was already observed in the FD and FE settings. Such a zero is interpreted as a source of ill-conditioning for the corresponding IgA n in the high frequencies corresponding to such points. This second (non-canonical) source of ill-conditioning is responsible for the convergence deterioration of standard multigrid methods when the p i increase. A way to overcome this problem consists in adopting a multi-iterative strategy, as suggested in [6] (see also [7] ).
The next result concerns the matrix H p . We use the abbreviation SPSD for Symmetric Positive SemiDefinite. 
For every p ≥ 1, let e p := f p h p − (g p ). Then,
2 ) ⊗ (e p 2 + (g p 2 )
2 ) ⊗ (e p 3 + (g p 3 )
2 )
Hence, we deduce that det(H p
