Reliability-based design optimization (RBDO), which includes design optimization in design space and inverse reliability analysis in standard normal space, has been recently developed under the assumption that all input variables are independent because it is difficult to construct a joint probability distribution function (PDF) of input variables with limited data such as the marginal PDF and covariance matrix. However, since in real applications, it is common that some of the input variables are correlated, the RBDO results might contain a significant error if the correlation between input variables for RBDO is not considered. In this paper, Rosenblatt and Nataf transformations, which are the most representative transformation methods and have been widely used in the reliability analysis, have been studied and compared in terms of applicability to RBDO with correlated input variables. It is identified that Nataf transformation is one of copulas and more applicable than Rosenblatt transformation. Using numerical examples, it is also shown that the correlation of input variables significantly affects the RBDO results.
INTRODUCTION
The RBDO process requires two level optimizations: the design optimization in the design space and the inverse reliability analysis in the standard normal space. Thus, the transformation between the input random variables and the standard normal random variables is necessary for the inverse reliability analysis in RBDO. Rosenblatt and Nataf transformations are the most representative transformation methods and widely used for the reliability analysis. Even though Rosenblatt transformation is very well used for applications in RBDO, Nataf transformation has not been used as much.
Rosenblatt transformation [1] is a mathematically exact method and requires complete information of the input variables such as joint CDF or conditional CDF [4, 5] . On the other hand, Nataf transformation [2, 3] is an approximate method that only requires the covariance matrix and marginal CDF [4, 5] . If the input variables of the RBDO problem are independent, either method can be used because two methods have the same transformation formulation. However, if not, they may yield different RBDO results depending on the input information. Additionally, since the ordering of the input variables should not affect the RBDO result, it is important to select a method that is not affected by the ordering of the input variables during transformation.
In many RBDO problems, the input random variables such as the material properties are correlated. To solve the RBDO problems with the correlated input variables, a joint PDF or cumulative distribution function (CDF) of input variables should be available. However, often in industrial applications, only limited information such as the marginal distributions and covariance are practically obtained, whereas the input joint probability distribution functions (PDF) are very difficult to obtain [4, 5] . Thus, in the literature, most RBDO studies have assumed all input random variables are independent and mostly Rosenblatt transformation method has been considered in RBDO.
In this paper, it is found that the RBDO results can be significantly affected by the correlation of input variables. Thus, different transformation methods are investigated for possible application to the RBDO of problems with correlated input variables. In addition, it is found that Rosenblatt transformation is impractical for problems with correlated input variables due to difficulty of constructing a joint PDF from the marginal distributions and covariance. Moreover, the reliability analysis results depend on the ordering of input variables during the transformation.
Nataf transformation, which belongs to the copula family, can construct the joint PDF from the limited information such as marginal distributions and covariance and it is independent of ordering of the input variables. Thus, it is applicable to practical industrial problems with correlated input variables, where only the marginal PDFs and covariance are available. Further, when input variables are mixed with different types of distributions, a joint PDF or CDF is rarely known in a mathematical formulation, but it can be approximated using Nataf transformation.
Since Nataf transformation is originated from Gaussian copula, it has a disadvantage that it may not be applicable to non-Gaussian distributions except the normal and lognormal distribution. However, because the normal and lognormal distributions cover majority of practical industrial applications, Nataf transformation is applicable to a broad class of RBDO problems. Therefore, in this study, Nataf transformation is used to develop an RBDO method for design problems with correlated random input variables. Numerical examples are used to demonstrate the proposed method and it is shown that the correlated random input variables do significantly affect the RBDO result.
RELIBILITY BASED DESIGN OPTIMIZATION (RBDO)
This is an example of a Main Heading section. This section will include sub-sections. The RBDO problem is formulated to
,
where 
where the failure of the probabilistic constraint is estimated by a multiple integral of the joint PDF of input variables over the failure region as
where is the random variable and
For the inverse reliability analysis, the probabilistic constraint in equation (2) can be rewritten, through the inverse transformation, as
x is the realization of the random variable . However, since it is difficult to compute these multiple integral exactly, approximation methods such as the First Order Reliability Method (FORM) or Second Order Reliability Method (SORM) are used. Since FORM often provides adequate accuracy and is much easier to use than SORM, it is commonly used in RBDO. Since FORM requires transformation of the original random variables into the standard normal variables, Rosenblatt transformation or Nataf transformation is often used.
To obtain the probabilistic performance measure G , an inverse reliability analysis can be carried out by maximizing the performance function G in standard normal space subject to the L 2 norm of the standard variables equal to the target reliability index as
Using the enhanced hybrid mean value (HMV+) method, the value of the probabilistic constraint on the most probable point (MPP) can be estimated [6] .
TRANSFORMATION METHODS
Two transformation methods are studied in this paper for application to RBDO for problems with correlated input variables: Rosenblatt and Nataf transformations. Nataf transformation is identified as one of Gaussian copula.
ROSENBLATT TRANSFORMATION
Rosenblatt transformation is a well-known transformation method that maps the original variables onto the standard normal variables. It is defined by the following successive conditioning:
where n is number of input variables,
is the inverse CDF of the standard normal variables. Based on equation (6) , when the joint PDF or conditional CDF's are known, the probability of failure can be exactly estimated using Rosenblatt transformation. In the case of independent variables, the probability of failure can be obtained from the joint PDF, which is the multiplication of marginal PDF's of each variable. In addition, analytically, the result of Rosenblatt transformation is not affected by the ordering as can be seen in the following equation; 
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However, even though Rosenblatt transformation has several advantages, it may not be widely applicable to practical engineering problems due to following reasons. First, the joint PDF or conditional CDF's should be available for all variables to estimate the probability of failure, which is often too expensive or difficult to obtain in real applications. Rather, the marginal CDF and covariance are commonly available. Also, when the distribution types of input variables are mixed, i.e., some of the variables are lognormal and others are exponential or Gumbel, it is not possible to express the joint PDF in a mathematical formulation. Thus, Rosenblatt transformation can be used only for limited cases where all input variables have normal distribution and a joint PDF or conditional CDF's are provided. Finally, the result of Rosenblatt transformation is supposed to be theoretically independent of the ordering, but the estimation of probability of failure might be different when FORM is used, due to the approximation error of FORM. This behavior is discussed later using a numerical example.
COPULA
The copula is originated from a Latin word for "link" or "tie" that connects two different things. In statistics, the copula is a transformation that uses the marginal distributions and covariance to construct a joint PDF. According to Sklar's theorem [7] , if the random variables have marginal distributions, then there exists an ndimensional copula C such that (8) If marginal distributions are all continuous, then C is unique. Conversely, if C is an n-dimensional copula and are the marginal distribution functions, then the joint distribution is an n-dimensional function with marginal distributions [7] .
Gaussian Copula (Nataf Transformation)
Using Sklar's theorem, Gaussian copula, which is also called Nataf transformation, can be obtained as
where is the marginal CDF of x . Consider the
Then, since the joint PDF is defined by 
, Gaussian copula can be obtained by differentiating equation (9) as ρ are the reduced covariance matrix to be estimated. Thus, Y is an n-dimensional standard normal variable with a joint probability density function ( )
. Therefore, the joint PDF can be calculated using the marginal PDF's of the input variables and the reduced covariance matrix.
The reduced correlation coefficient between two variables can be estimated by an iterative process using the double integral as (13) ( )
However, since the iterative process is very tedious and unknowns are within the double integral, equation (13) is approximated by
to obtain the reduced coefficient. In equation (14), R is approximated by a polynomial as
where and (14) is normally much below 1%, and even if the exponential distribution or negative correlation is involved, the maximum error in the correlation coefficient is at most up to 2% [4, 5] . Therefore, the approximation provides adequate accuracy with less computational effort.
As stated in Section 2, the inverse reliability analysis is carried out using the transformed standard uncorrelated normal variables U . Since the relationship between the original correlated variables X and the correlated standard normal variables Y is given in equation (10), the next step is to transform the correlated standard normal variables Y to the uncorrelated standard normal variables using a linear transformation. (18) Since the covariance matrix of Y is positive definite, can be decomposed into the lower and upper triangular matrix using Cholesky factorization. Therefore, the matrix B can be considered as a lower triangular matrix. Equation (18) then can be rewritten as
Using equations (10) and (16), the relationship between original variables X and correlated standard variables can be obtained as (20) where the entries a in the lower triangular matrix are expressed as the reduced correlation coefficients.
Since the original variables can be expressed by independent standard normal variables, the reliability analysis can be carried out by substituting equation (20) into the performance function G in equation (1) . As previously stated, since Nataf transformation uses just marginal CDF's of the input variables, it is not affected by the ordering of variables unlike Rosenblatt transformation. Further, if only the covariance matrix and marginal distribution are available, Nataf transformation is the only way to construct the joint PDF of the input variables.
Applicability of Nataf Transformation
One of the advantages of Nataf transformation is to be able to construct an approximate joint PDF for various types of the correlated input variables. As a result, many industrial problems with various types of the correlated input variables can be solved using RBDO. It is noted that Nataf transformation can approximate a joint PDF of normal and lognormal variables more accurately than the joint PDF of other non-normal variables because Nataf transformation is originated from Gaussian copula.
Consider the mixed normal μ σ
input random variables. Suppose the joint PDF of normal and lognormal variables is given as Using Nataf transformation, the corresponding joint PDF can be approximated as 
where
. In equation (23) 2 x , which are given as Using Nataf transformation, the joint PDF of two lognormal variables can be approximated as 
Since equations (25) and (26) have the same formulation except the correlation coefficients, Nataf transformation can accurately approximate a joint CDF of lognormal variables if the difference between the reduced correlation coefficient and the original correlation coefficient is small. Figure 1 shows the relative error between the original correlation coefficient and the reduced correlation coefficient. If two lognormal input variables are positively correlated, the difference between the reduced correlation coefficient and the original correlation coefficient is small. When two input variables are independent, since the original correlation coefficient is zero, the reduced correlation coefficient is also zero.
That is, the relative error is not defined at ρ = 0 in Figure 1 . However, for negative correlation coefficients, the relative error between the original correlation coefficient and the reduced correlation coefficient is significant. Thus, if two variables are positively correlated or independent, the joint CDF can be accurately estimated using Nataf transformation, but for the negatively correlated input variables the joint CDF may not be accurate. To investigate how the relative error between the reduced correlation coefficient and the original correlation coefficient affects accuracy of the estimated joint CDF, Figure 2 shows the relative error between the exact joint CDF and approximate joint CDF's obtained from Nataf transformation for different correlation coefficients. The relative error is calculated by
where and are the approximate and exact joint CDFs of the lognormal variables, respectively. As can be seen in Figure 2 , the more negative correlation in lognormal variables is, the more significant the relative errors in CDF's are.
For positive correlation coefficients, even if lognormal input variables are highly correlated, the relative error in CDF's is less than 15% as shown in Figure 2 Therefore, Nataf transformation is very effective for the problem with positive correlated and independent lognormal input variables, but not applicable to the ones with negative correlated lognormal input variables. In addition, if the target reliability index β t in RBDO is required to be less than three, Nataf transformation is still applicable to some negative correlation coefficient. This issue is discussed in Section 4.
NUMERICAL COMPARISON OF TWO TRANSFORMATIONS
In this section, a mathematical example with correlated two input variables with exponential PDF is used to demonstrate how Rosenblatt and Nataf transformations affect the reliability analysis results. This example is introduced by Hohenbichler and Rackwitz [8] and it was discussed by Madsen [9] .
The joint PDF of the exponential input variables is defined as ( )
The marginal CDF's of and obtained as 
The limit-state function is given as 
Similarly, using Nataf transformation, the independent standard normal variables can be obtained in terms of the original variables in two different ways as
As can be seen in equation (33), (34), (35) and (36) As seen in Table 1 , when Rosenblatt transformation is used, the probability of failure from the ordering 1 is the most accurate, but the result from the ordering 2 is the most inaccurate. On the other hand, when Nataf transformation is applied, the results are very similar for different orderings even though they have FORM errors. In fact, to solve the inaccuracy of the FORM, more precise approach such as SORM based approach can be used. However, it is not developed yet and being ( ) ( ) ( ) ( ) investigated for our next research. In addition, the Rosenblatt transformation result is obtained using the given conditional CDF's that are not usually available in real application whereas Nataf transformation result is obtained using the marginal CDF's and covariance matrix that are normally available. Thus, Nataf transformation is more practical to use than Rosenblatt transformation. Table 1 also compares the case that two input variables are independent with the one that two input variables are correlated. As shown in the table, the assumption that two correlated variables are independent could lead to wrong results such that the MPP points, reliability index, and probability of failure have significant errors when compared with the Monte Carlo simulation result. On the other hand, if the correlation in input variables is considered in the reliability analysis, the errors in the reliability analysis results are rapidly reduced. Thus, it is very important to consider the correlation in carrying out reliability analysis and RBDO.
The above results show that Nataf transformation is better than Rosenblatt transformation, but it still has some approximation errors in estimating the joint PDF for the exponential variables. This is discussed in next section.
LIMITATION OF NATAF TRANSFORMATION
Nataf transformation is applicable to normal and lognormal variables, but it is informative to study whether it is also applicable to other distributions, since design variables in real industrial problems could include other types of distributions.
For instance, for two exponential variables, which could be used to analyze the reliability of an electronic system, the original joint PDF is given as [10] ( )
The corresponding exponential joint CDF is x in Figure 4 .
As can be seen in Figure 4 , the overall CDF's seem to be almost identical but the relative error is significant in the interval from 2.0 to 6.0 as shown in Figure 5 . As β = the reliability index increases, the relative error of the approximate joint CDF increases rapidly as shown in Figure 5 . Further, at a certain target reliability index, e.g., β = 3.0 , the relative error is significant for all values of the correlation coefficient ( Figure 6 ). Thus, the Nataf transformation may not be appropriate for the exponential variables due to the large relative error in the CDF. To carry out a similar study for the joint CDF of correlated lognormal input variables, consider equation (25) in Section 3.2.2. Figure 7 shows comparison of the exact joint CDF and the approximate joint CDF of lognormal variables obtained from Nataf transformation at different reliability index levels. For the purpose of comparison with the previous case of the joint exponential CDF, the correlation coefficient is selected to be −0.40366 as in Figure 4 . As can be seen in Figure  7 , the difference between the approximate joint CDF and exact joint CDF seems smaller than the result shown in Figure 4 . The trend can be also observed in the relative error as seen in Figure 8 . As mentioned before, if the target reliability index in RBDO is less than three, the relative error seems to be acceptable. Like Figure 6 , the relative error of the approximate joint CDF of lognormal variables also can be calculated for a range of the correlation coefficient at certain target reliability index, e.g., β = 3.0 . Figure 9 shows that the relative error is significant for the low values of negative correlation coefficient, but it is small for the correlation coefficient between −0.3 and 1. Thus, Nataf transformation is applicable for the problem with positively correlated lognormal variables and for some values of negative correlation coefficients. Instead of using Nataf transformation, it might be possible to obtain an exponential copula for exponential variables, like Nataf transformation being a Gaussian copula. In fact, many researches on the exponential copula have been performed, but the currently developed exponential copula does not seem to be applicable to RBDO because it is not continuous and does not have a wide range of correlation coefficients [11] [12] [13] [14] [15] [16] . Thus, it is necessary to develop a new copula that is applicable for correlated nonnormal variables. It will be our next research topic and will be investigated. However, the normal and lognormal distributions cover broader application areas such as material properties (strength), lifetime, chemical process, fatigue, crack propagation, and loads [17] [18] . Thus, in terms of applicability to real industrial applications, Nataf transformation is valuable.
NUMERICAL EXAMPLES

MATHEMATICAL EXAMPLE
Consider a mathematical problem with input random variables, . The RBDO formulation is defined to
Using the inverse reliability analysis (PMA+) in RBDO, the reliability-based optimal design can be obtained for the different correlation coefficient that ranges from -1.0 to 1.0 at 0.2 intervals. In Figure 10 , the circle indicates the norm of the standard random variables U , where the radius is the target reliability index when the input variables are independent. However, when input variables are correlated, the circle becomes an ellipse, which has either positive or negative angle according to the sign of the correlation coefficient. For selected correlation coefficients that range from −1 to 1, reliabilitybased optimum designs are obtained as shown by the "×" sign in Figure 10 . Figure 10 . Optimal Design Points and Cost for Independent and Correlated Cases. Table 2 shows the optimum design, optimum cost and active constraints for the different correlation coefficients. For the correlation coefficient range from -0.6 to 0.4, the optimal design points are on a line as shown in Figure  10 and have two active constraints as shown in Table 2 . As seen in the table, the optimum designs and the corresponding optimum costs significantly depend on the correlation coefficients. The design objective of the coil spring is to minimize the mass to carry a given axial load such that design satisfies the minimum deflection and allowable shear stress requirement, and surge wave frequency is above the lower limit [19] . , .
, minimum spring deflection, , and lower limit of surge wave frequency. The design and random variables such as number of active coils ( ), Coil inner diameter ( ), wire diameter ( ), mass density of material ( ), and Shear modulus ( ) have normal distributions and have properties shown in Table 3 . As stated before, to carry out a given axial load without material failure in the coil spring, three constrains must be satisfied. The first constrain is that the deflection δ under the load P should be at least
The second constraint is that the shear stress in the wire should not be larger than τ a , which is formulated as
where k is Wahl stress concentration factor. The third constraint requires that the surge wave frequency of the spring should be higher than ω 0 as
Using the data and normalized constraints for the coil spring problem, the RBDO formulation is defined to ( ) 3  2  3  1  1  4  3 5   2  3  2  3  3  2  3  2  2  3  3   3  5  3  2  4  1  2 In the manufacturing process, it is assumed that the coil inner diameter and the wire diameter are correlated, and thus the correlation coefficient between those two variables is considered for RBDO. Table 4 shows the optimal design points, constraints, and cost for the different correlation coefficient. As seen in the table, the optimum designs and costs significantly depend on the correlation coefficients. To minimize the mass of the spring, the mass density goes to lower bound and the shear modulus does not change because the third constraint is always inactive and the shear modulus does not affect the cost. From these two examples, it is clear that the correlation should be considered in RBDO of real applications.
CONCLUSION
In this paper, a RBDO method that deals with the correlation of input variables is proposed. For this, two representative transformation methods, Rosenblatt transformation and Nataf transformation, are investigated for applicability to RBDO problems with correlated input variables. Rosenblatt transformation is a mathematically exact transformation method, but it has limited applications since the transformation of original random variables to standard normal variables can be carried out only when a joint CDF or conditional CDF's are available. Thus, it is not applicable to real application when the covariance matrix and marginal distribution are only available. An alternative Nataf transformation, which is a Gaussian copula, is found to be practically applicable. Nataf transformation can construct an exact joint PDF when input variables are normal or when the normal and lognormal variables are combined. Further, Nataf transformation can accurately construct a joint CDF when lognormal variables have positive or even some negative correlations. Additionally, RBDO results are independent of orderings of the input variables when Nataf transformation is used, whereas it is not the case for Rosenblatt transformation. In this paper, using Nataf transformation, RBDO is carried out to solve numerical examples with correlated input variables to demonstrate that the correlation in the input variables significantly influence the optimum results of RBDO.
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