The large number of experiments carried out within evaluation initiatives for information retrieval has led to an invaluable source for further research and meta-analysis. In this study, an analysis of the results of the Cross Language Evaluation Forum (CLEF) campaigns for the years 2000 to 2003 is presented. This study considers the performance of the systems for each individual topic. It is dedicated to the influence of named entities on retrieval performance. Named entities in topics lead to significant improvement of the retrieval quality in general and for most systems and tasks. The performance of systems varies for topics without, with one or two and with three or more named entities. This knowledge gained by data mining on the evaluation results can be exploited for the improvement of retrieval systems as well as for the design of topics for future CLEF campaigns.
INTRODUCTION
Topics are considered as an essential component of experiments for information retrieval evaluation [12] . In most evaluation initiatives, the variation in the results between the topics is larger than the variation between the systems. The topic creation process for a multilingual test environment requires special care in order to avoid cultural or linguistic bias influencing the semantics of the topic formulations. It must be assured that each topic provides equal conditions as a starting point for the systems which may choose any topic language. The question remains whether linguistic aspects randomly appearing within the topics have any influence on the retrieval performance. This is especially important because leaving out one topic from the CLEF campaign changes the ranking of the retrieval systems in many cases as we have observed.
Most analysis of the data generated in CLEF considers the average performance of the systems. Our study looks at the retrieval quality of systems for individual topics. By doing that, we identify one feature of the topics which has potential for future system improvement. Named entities are a feature which can be easily identified within queries. We consider the systems at CLEF as black boxes and have so far not undertaken any effort to analyze how these systems treat named entities and why that treatment may result in the effects we have observed. This data is not provided by CLEF.
The systems use very different approaches, tools and linguistic resources. Each system may treat the same named entity quite differently and successful retrieval may be due to a large number of factors like appropriate treatment as n-gram, proper translation by a translation service or due to an entry in a linguistic resource. An analysis of the treatment of the named entities would lead merely to case studies. As a consequence, we think a statistical analysis of the overall effect is an appropriate research approach.
In this study we focused on the impact of named entities in topics and found a significant correlation with the average precision. The goal of this study is twofold: (a) to measure the effect of named entities on retrieval performance in CLEF (b) to optimize retrieval systems based on these results. This work is based on a previous, preliminary analysis [9] .
The remainder of this paper is organized as follows. The next section provides a brief overview of the research on evaluation results and their validity. Section three describes the data for CLEF used in our study. In section four, the influence of named entities on the overall retrieval results are analyzed. Section five explores the relation between named entities and the performance of individual systems. In section six, we show how the performance variation of systems due to named entities could be exploited for system optimization. Finally, we discuss directions for future research.
ANALYSIS OF INFORMATION RETRIEVAL EVALUATION RESULTS
The validity of large-scale information retrieval experiments has been the subject of a considerable amount of research. Zobel concluded that the TREC (Text REtrieval Conference) experiments are reliable as far as the ranking of the systems is concerned [15] . Buckley & Voorhees have analyzed the reliability of experiments for different sizes of the topic set [3] . They concluded that the typical size of the topic set of some 50 topics in TREC is sufficient for a satisfactory level of reliability.
An important aspect in evaluation studies is pooling. Not all submitted runs can be judged manually by jurors and relevant documents may remain undiscovered. Therefore, a pool of documents is built to which the systems are contributing differently. In order to measure the potential effect of pooling, a study was conducted which calculated the final rankings of the systems by leaving out one run at a time [2] . It shows that the effect is negligible and that the rankings remain stable.
However, our analysis shows that leaving out one topic during the result calculation changes the system ranking in most cases. It has also been noted that the differences between topics are larger than the differences between systems. This effect has been observed in TREC [7] and also in CLEF [8] . For example, when looking at run EIT01M3N in the CLEF 2001 campaign, we see that it has a fairly good average precision of 0.341. However, for topic 44, which had an average difficulty, this run performs far below (0.07) the average for that topic (0.27). An intellectual analysis of the topics revealed that two of the most difficult topics contained no proper names and that both topics were about the domain sports (Topic 51 and 54).
The assumption that named entities have an effect on retrieval effectiveness is backed by experimental results. The influence of named entities on the retrieval performance is considerable. In an experiment, the removal of named entities from the query formulations led to a large decrease of the quality whereas the use of named entities only as query led to a much smaller decrease [4] . In this experiment, the full query achieved a mean average precision of 0.3, named entities only still achieved a mean average precision of 0.15 and eliminating named entities caused a drop to 0.06 [4] .
A topic analysis by the retrieval group at the University of Amsterdam revealed that for their participation, the five best scoring topics contained proper names whereas the five worst or most difficult topics contained no proper names but general terms with a high frequency in the collection [8] . However, Hollink et al. point out the effects of the multilingual setting. The positive effect of proper names can be lost through spelling variants and transliteration problems in some languages. For the systems tested [8] , the overall effect of proper names in multilingual settings was somewhat smaller than the effect which can be observed in monolingual retrieval [e.g. 7] .
Especially the transliteration of named entities in languages with different alphabets have led to intensive research [13] . The idea to perform deeper linguistic analysis beyond stemming on the query formulation has been pursued and can be used e.g. for ambiguity resolution [1] .
NAMED ENTITIES IN THE MULTILINGUAL TOPIC SET
The data for this study was extracted from the Cross Language Evaluation Forum (CLEF) [10, 11] . CLEF is a large evaluation initiative which is dedicated to cross-language retrieval for European languages. The setup is similar to the Text Retrieval Conference (TREC) [7, 14] . The main tasks for multilingual retrieval are the following:
•
The core and most important track is the multilingual task. The participants choose one topic language and need to retrieve documents in all main languages. The final result set needs to integrate documents from all languages ordered according to relevance regardless of their language.
• The bilingual task requires the retrieval of documents different from the chosen topic language. 
. Example of a topic
The topic language is the language which the system designers choose to construct their queries. The retrieval performance of the runs for the topics was extracted from the appendix of the annual CLEF proceedings [e.g. 10, 11] . From this source, the average precision of each run for each system can be extracted. An intellectual analysis of the results and the properties of the topics had identified named entities as a potential indicator for good retrieval performance. They are also often mentioned as an important factor in information retrieval [6] .
Because of that, named entities in the CLEF topic set were analyzed in more detail. The analysis included all topics from the campaigns in the years 2001 through 2003. The number of named entities in the topics were assessed intellectually. We focused on the number of types of named entities in the topics. Table 1 shows the overall number of named entities found in the topic sets.
The large number of named entities in the topic set already shows their importance. We focused on English and German as topic languages and looked at the bilingual and multilingual tasks. For the analysis in section five, we divided the topics into three classes: (a) without named entities (b) with one or two named entities (c) with three and more named entities. The distribution of topics over these three classes is also shown in 
NAMED ENTITIES AND GENERAL RETRIEVAL PERFORMANCE
Our first goal was to measure whether named entities had any influence on the overall quality of the retrieval results. In order to measure this effect we first calculated the correlation between the overall retrieval quality achieved for a topic and the number of named entities encountered in this topic. In the second section, this analysis is refined to single tasks and specific topic languages.
Correlation between average precision and number of proper names
First, we show the overall performance in relation to the number of named entities in a topic. For each number of named entities, we determine the overall performance by two methods: (a) take the best run for each topic (b) take the average of all runs for a topic. For both methods, we obtain a set of values for n named entities. Within each set we can determine the maximum, the average and the minimum.
For example, we determine for method (a) the following values: best run for n named entities, average of all best runs for n named entities and worst run among all best runs for n named entities. The last value gives the performance for the most difficult topic within the set of topics containing n named entities. The maximum of the best runs is in most cases 1.0 and is therefore omitted. Tables 3 and 4 and figure 2 show these values.
The CLEF campaign contains relatively few topics with four or more named entities. It can be observed that topics with more named entities are generally solved better by the systems. This impression can be confirmed by a statistical analysis. The average performance correlates to the number of named entities with a value of 0.43 and the best performance with a value of 0.26. Disregarding the topics from the campaign in 2003 leads to a correlation coefficient of 0.35. These relations are statistically significant at a level of 95%. 
Correlation for Individual Tasks and Topic Languages
The correlation analysis was also carried out for the individual retrieval tasks or tracks. This can be done by (a) calculating the 
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Average Maximum average precision for each topic achieved within a task, by (b) taking the maximum performance for each topic (taking the maximum average precision that one run achieved for that topic) and by (c) calculating the correlation between named entities and average precision for each run individually and taking the average for all runs within a task. All three measures are presented in table 5. Except for one task (multilingual with topic language English in 2001), all correlations are positive. Thus, the effect which was before observed overall, occurs within most tasks and even within most single runs. There is no difference in the average strength of the correlation for German (0.27) and English (0.28) as topic language. The average for each language in the last column shows a more significant difference. The correlation is stronger for German (0.19) than for English (0.15) as topic language. Furthermore, there is a considerable difference between the average correlation for the bi-lingual (0.35) and multi-lingual run types (0.22). This could be a hint, that the observed positive effect of named entities on retrieval quality is smaller for multi-lingual retrieval.
PERFORMANCE VARIATION OF SYSTEMS FOR NAMED ENTITIES
In this chapter, we show that the systems tested at CLEF perform different for topics with different numbers of named entities. Although proper names make topics easier in general and for almost all runs, the performance of systems varies within the three classes of topics based on the number of named entities. As already mentioned, we distinguished three classes of topics, (a) the first class with no proper names called none, (b) the second class with one and two named entities called few and (c) one class with three or more named entities called lots.
This categorization is similar to the one proposed in other experiments where topics were grouped according to their difficulty [5] . However, our approach is suited for an implementation and allows the categorization before the experiments and the relevance assessment. It requires no intellectual intervention but solely a named entity recognition system.
Variation of System Performance
As we can see in table 3, the three categories are well balanced for the CLEF campaign in 2002. For 2003, there are only few topics in the first and second category. Therefore, the average ranking is extremely similar to the ranking for the second class few. Figure 3 shows that the correlation between average precision and the number of named entities is quite different for all runs of one task. The runs in figure 3 are ordered according to the original ranking in the task. We observe a slightly decreasing sensitivity for named entities with higher system performance. However, the correlation is still substantial and sometimes still high for top runs.
A look a the individual runs shows large differences between the three categories. As an example, we show the values for one task in figure 4 . The curve for many named entities lies mostly above the average curve whereas the average precision for the class none with no named entities in most cases remains below the overall average. Sometimes even the best runs perform quite differently for the three categories. Other runs perform similarly for all three categories.
Correlation of System Rankings
The performance variation within the classes leads to different system rankings for the classes. An evaluation campaign including, for example, only topics without named entities may lead to different rankings. To analyze this effect, we determined the rankings for all runs within each named entity class, none, few and lots. The resulting system rankings can be quite different for the three classes. The difference has been measured with the Pearson correlation coefficient for the system rankings.
For most tracks, the original average system ranking is most similar to the ranking based only on the topics with one or two named entities. For the first and second category, the rankings are more dissimilar. The ranking for the top ten systems in the classes usually differs more from the original ranking. This is due to the small performance differences between top runs.
These findings are not statistically significant in all cases because each category contains only few topics. As stated by Buckley and Voorhees, some 50 topics are necessary to create a statistically reliable ranking among systems in an evaluation study [3] . However, this result hints that special treatment of named entities in information retrieval systems may improve the quality of the results.
OPTIMIZATION BY FUSION BASED ON NAMED ENTITIES
The patterns of the systems are strikingly different for the three classes. As a consequence, there seems to be potential for the combination or fusion of systems. We propose the following simple fusion rule. For each topic, the number of named entities is determined. Subsequently, this topic is channeled to the system with the best performance for this named entity class.
The best system is a combination of at three or less runs. Each category of topics is answered by the optimal system for that number of named entities. By simply choosing the best performing system for each topic, we can also determine a practical upper level for the performance of the retrieval systems. This upper level can give a hint on how much of the potential for improvement is exploited by an approach. Table 6 shows the optimal performance and the improvement by the fusion based on the optimal selection of a system for each category of topics.
Because named entity recognition systems are available, this method could easily be implemented within an information retrieval system. 
RESUME
In our study, we analyzed named entities in all CLEF topics and their effect on retrieval performance for all individual systems on all topics. The occurence of named entities in topics makes them "easier" for retrieval systems. This results shows the potential for further research on the retrieval results of evaluation campaigns. During the design of the retrieval environment, it is necessary to carefully monitor the number of named entities in topics. In addition, the analysis of named entities has been identified as a promising approach to improve retrieval results.
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