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Ʉɚɮɟɞɪɚɤɨɦɩ¶ɸɬɟɪɢɡɨɜɚɧɢɯɫɢɫɬɟɦɭɩɪɚɜɥɿɧɧɹɇɚɰɿɨɧɚɥɶɧɢɣɚɜɿɚɰɿɣɧɢɣɭɧɿɜɟɪɫɢɬɟɬɄɢʀɜɍɄɊȺȲɇȺ 




ɬɟɤɫɬ ɦɨɠɧɚ ɩɪɟɞɫɬɚɜɢɬɢ ɭ ɜɢɝɥɹɞɿ ɦɚɫɢɜɭ ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɢɯ ɦɨɞɟɥɟɣ ɪɟɱɟɧɶ ɩɪɢɪɨɞɧɨʀ ɦɨɜɢ ɥɨɝɿɱɧɿ ɨɩɟɪɚɰɿʀ ɬɚ
ɫɬɪɭɤɬɭɪɧɿ ɤɨɦɩɨɧɟɧɬɢ ɹɤɢɯ ɜɤɚɡɭɸɬɶ ɧɚ ɬɢɩɢ ɥɨɝɿɱɧɢɯ ɡɜ¶ɹɡɤɿɜ ɉɪɨɩɨɧɭɽɬɶɫɹ ɞɥɹ ɜɿɞɨɛɪɚɠɟɧɧɹ ɫɬɪɭɤɬɭɪɢ ɬɟɤɫɬɭ
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ABSTRACT The objection of work is creation a formal specification of methods of identifying logical connections between parts of 
texts. One of the means of text information linguistic analysis and knowledge extraction is logic and linguistic model. Any text can be 
presented as array of logic and linguistic models of natural language sentences, where logic operations and structural components 
indicate the types of logical relationships. There are two levels while constructing the text. The first level reflects the grammar links 
between the natural language sentences, and the second one is in content relationships between fragments of text. Exactly the 
construction of the second level is proposed to be used for formal description of five abstract models. For that purpose, every natural 
language sentence transforms into logic and linguistic model, which is an atomic predicate for the simple sentence and, 
correspondingly, set of atomic predicates for the complex sentence. The first abstract model is based on the consistent deployment of 
information when the object of the preceding sentence becomes subject for the next sentence. For the second abstract model the key 
point is usage of the same subject in a few natural language sentences, and within these sentences subject is represented in different 
interpretations. The third model is based on the fact that the subjects of logic and linguistic models of the next natural language 
sentences are hyperons or conversives in relation to the subject of the first sentence of text fragment. For the fourth abstract model 
the subject of the first sentence is partly the subject for all the next sentences. In the fifth model the subjects of the next sentences can 
be both objects and matters of the first sentence and its subject. The result of the construction of such abstract models are 
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Ɂɛɿɥɶɲɟɧɧɹ ɿɧɮɨɪɦɚɰɿɣɧɢɯ ɩɨɬɨɤɿɜ ɬɚ 
ɞɢɧɚɦɿɱɧɢɣ ɯɚɪɚɤɬɟɪ ɿɧɮɨɪɦɚɰɿɣɧɨɝɨ ɩɨɩɢɬɭ 
ɫɩɪɢɱɢɧɹɽ ɩɨɬɪɟɛɭ ɭ ɩɨɫɬɿɣɧɨɦɭ ɨɬɪɢɦɚɧɧɿ
ɨɩɟɪɚɬɢɜɧɨʀ ɿɧɮɨɪɦɚɰɿʀ ɞɥɹ ɫɜɨɽɱɚɫɧɨɝɨ ɩɪɢɣɧɹɬɬɹ
ɩɪɚɜɢɥɶɧɢɯɪɿɲɟɧɶ>1@Ɍɨɦɭɩɟɪɲɨɱɟɪɝɨɜɨɸɡɚɞɚɱɟɸ
ɩɪɢ ɨɛɪɨɛɰɿ ɜɟɥɢɤɢɯ ɨɛɫɹɝɿɜ ɿɧɮɨɪɦɚɰɿʀ ɽ ɚɧɚɥɿɡ
ɞɚɧɢɯ ɚ ɫɢɫɬɟɦɢ ɭɩɪɚɜɥɿɧɧɹ ɛɚɡɚɦɢ ɞɚɧɢɯ ɩɨɜɢɧɧɿ
ɩɿɞɬɪɢɦɭɜɚɬɢ ɦɟɬɨɞɢ ɩɨɜɧɨɬɟɤɫɬɨɜɨɝɨ ɩɨɲɭɤɭ ɹɤɿ ɛ
ɞɨɡɜɨɥɢɥɢ ɲɜɢɞɤɨ ɡɧɚɯɨɞɢɬɢ ɩɨɬɪɿɛɧɭ ɿɧɮɨɪɦɚɰɿɸ
ɫɟɪɟɞ ɜɟɥɢɤɢɯ ɨɛ¶ɽɦɿɜ ɬɟɤɫɬɿɜ >2]. Ⱥɧɚɥɿɡ ɞɚɧɢɯ
ɩɟɪɟɞɛɚɱɚɽ ɫɬɜɨɪɟɧɧɹ ɦɚɬɟɦɚɬɢɱɧɢɯ ɦɟɬɨɞɿɜ ɬɚ
ɚɥɝɨɪɢɬɦɿɜ ɟɤɫɬɪɚɤɰɿʀ ɡɧɚɧɶ ɡ ɟɤɫɩɟɪɢɦɟɧɬɚɥɶɧɢɯ
ɞɚɧɢɯ ɮɿɥɶɬɪɚɰɿɸ ɩɟɪɟɬɜɨɪɟɧɧɹ ɬɚ ɦɨɞɟɥɸɜɚɧɧɹ
ɞɚɧɢɯ ɡ ɦɟɬɨɸ ɨɬɪɢɦɚɧɧɹ ɤɨɪɢɫɧɨʀ ɿɧɮɨɪɦɚɰɿʀ ɬɚ
ɩɪɢɣɧɹɬɬɹɪɿɲɟɧɶ [3].  
Ⱦɨɫɥɿɞɠɟɧɧɹ ɬɟɤɫɬɨɜɢɯ ɞɨɤɭɦɟɧɬɿɜ ɧɚ
ɡɦɿɫɬɨɜɧɨɦɭ ɪɿɜɧɿ ɩɟɪɟɞɛɚɱɚɽ ɡɚɫɬɨɫɭɜɚɧɧɹ ɦɟɬɨɞɿɜ
ɥɿɧɝɜɿɫɬɢɱɧɨɝɨ ɚɧɚɥɿɡɭ ɬɚ ɨɫɧɨɜɧɢɯ ɩɨɥɨɠɟɧɶ ɬɟɨɪɿʀ
ɬɟɤɫɬɭ >@ ȱɫɧɭɸɱɿ ɫɢɫɬɟɦɢ ɥɿɧɝɜɿɫɬɢɱɧɨɝɨ ɚɧɚɥɿɡɭ
(Oracle Text,  Advego, IBM  Intelligent Miner for Textɬɟɯɧɨɥɨɝɿɹ
ABBY Y Compreno, Cognitive Dwarf ɬɚ ɿɧ) ɨɩɟɪɭɸɬɶ
ɪɿɡɧɨɦɚɧɿɬɧɢɦɢ ɩɚɪɫɟɪɚɦɢ  ɦɟɯɚɧɿɡɦɚɦɢ ɩɟɪɟɤɥɚɞɭ
ɚɜɬɨɦɚɬɢɱɧɨɝɨ ɪɟɮɟɪɭɜɚɧɧɹ ɬɚ ɚɧɨɬɭɜɚɧɧɹ
ɬɟɡɚɭɪɭɫɚɦɢ [5] ɉɪɨɬɟ ɠɨɞɟɧ ɿɡ ɩɟɪɟɪɚɯɨɜɚɧɢɯ
ɩɪɨɝɪɚɦɧɢɯ ɩɪɨɞɭɤɬɿɜ ɧɟ ɡɞɿɣɫɧɸɽ ɡɦɿɫɬɨɜɧɨɝɨ
ɚɧɚɥɿɡɭ ɬɚ ɚɜɬɨɦɚɬɢɱɧɨɝɨ ɩɨɲɭɤɭ ɥɨɝɿɱɧɢɯ ɡɜ¶ɹɡɤɿɜ
ɦɿɠ ɫɤɥɚɞɧɢɦɢ ɫɢɧɬɚɤɫɢɱɧɢɦɢ ɤɨɧɫɬɪɭɤɰɿɹɦɢ
ɬɟɤɫɬɿɜ ɍ ɫɜɨɸ ɱɟɪɝɭ, ɮɚɯɿɜɰɿ ɭ ɫɮɟɪɿ ɫɬɪɭɤɬɭɪɧɨʀ
ɥɿɧɝɜɿɫɬɢɤɢ ȼȺ ɒɢɪɨɤɨɜ [6] Ⱦɠ Ʌɚɣɨɧɡ [7] ȱɊ
Ƚɚɥɶɩɟɪɿɧ [8] ɄȺ Ɏɿɥɥɿɩɩɨɜ [9]) ɜɢɞɿɥɹɸɬɶ ɬɚ
ɨɩɢɫɭɸɬɶ ɮɨɪɦɢ ɡɦɿɫɬɨɜɧɨɝɨ ɡɜ¶ɹɡɤɭ ɭ ɬɟɤɫɬɚɯ ɧɟ
ɩɿɞɤɪɿɩɥɹɸɱɢ ʀɯ ɚɥɝɨɪɢɬɦɚɦɢ ɚɜɬɨɦɚɬɢɱɧɨɝɨ
ɩɪɨɫɬɟɠɟɧɧɹ Ɍɨɦɭ ɚɤɬɭɚɥɶɧɨ ɽ ɡɚɞɚɱɚ ɫɬɜɨɪɟɧɧɹ
ɮɨɪɦɚɥɶɧɨɝɨ ɨɩɢɫɭ ɫɩɨɫɨɛɿɜ ɨɪɝɚɧɿɡɚɰɿʀ ɥɨɝɿɱɧɢɯ
ɡɜ¶ɹɡɤɿɜ ɭ ɬɟɤɫɬɚɯ ɞɥɹ ɩɨɞɚɥɶɲɨɝɨ ɚɜɬɨɦɚɬɢɱɧɨɝɨ















Ɉɞɧɢɦ ɿɡ ɡɚɫɨɛɿɜ ɥɿɧɝɜɿɫɬɢɱɧɨɝɨ ɚɧɚɥɿɡɭ
ɬɟɤɫɬɨɜɨʀ ɿɧɮɨɪɦɚɰɿʀ ɬɚ ɟɤɫɬɪɚɤɰɿʀ ɡɧɚɧɶ ɽ ɥɨɝɿɤɨ-
ɥɿɧɝɜɿɫɬɢɱɧɿɦɨɞɟɥɿ Ɂɨɤɪɟɦɚɩɪɟɞɫɬɚɜɥɟɧɧɹɬɟɤɫɬɭɭ
ɜɢɝɥɹɞɿ ɦɚɫɢɜɭ ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɢɯ ɦɨɞɟɥɟɣ ɪɟɱɟɧɶ
ɩɪɢɪɨɞɧɨʀɦɨɜɢ ɬɚɜɫɬɚɧɨɜɥɟɧɧɹɡɚɤɨɧɨɦɿɪɧɨɫɬɟɣ ɦɿɠ







ɫɩɨɫɨɛɿɜ ɜɢɹɜɥɟɧɧɹ ɥɨɝɿɱɧɢɯ ɡɜ¶ɹɡɤɿɜ ɦɿɠ ɱɚɫɬɢɧɚɦɢ
ɬɟɤɫɿɜ.   
Ⱦɥɹ ɞɨɫɹɝɧɟɧɧɹ ɩɨɫɬɚɜɥɟɧɨʀ ɦɟɬɢ ɧɟɨɛɯɿɞɧɨ
ɜɢɪɿɲɢɬɢ ɧɚɫɬɭɩɧɿɡɚɜɞɚɧɧɹ  
1) Ⱦɨɫɥɿɞɢɬɢ ɦɨɠɥɢɜɿ ɫɩɨɫɨɛɢ ɩɨɛɭɞɨɜɢ
ɬɟɤɫɬɿɜɞɨɜɿɥɶɧɨʀɬɟɦɚɬɢɤɢ 
2) ɉɪɟɞɫɬɚɜɢɬɢ ɪɟɱɟɧɧɹ ɩɪɢɪɨɞɧɨʀ ɦɨɜɢ ɡɚ
ɞɨɩɨɦɨɝɨɸɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɢɯɦɨɞɟɥɟɣ 





Ɋɨɡɪɿɡɧɹɸɬɶ ɞɜɚ ɪɿɜɧɿ ɩɨɛɭɞɨɜɢ ɬɟɤɫɬɭ ɇɚ
ɩɟɪɲɨɦɭ ɪɿɜɧɿ ɪɟɱɟɧɧɹ ɬɟɤɫɬɭ ɡɜ¶ɹɡɭɸɬɶɫɹ ɡɚ
ɞɨɩɨɦɨɝɨɸ ɝɪɚɦɚɬɢɱɧɢɯ ɡɚɥɟɠɧɨɫɬɟɣ Ⱦɪɭɝɢɣ ɪɿɜɟɧɶ
ɧɟɨɛɯɿɞɧɢɣ ɞɥɹ ɮɨɪɦɭɜɚɧɧɹ ɡɦɿɫɬɨɜɧɨʀ ɽɞɧɨɫɬɿ
ɬɟɤɫɬɭ ɳɨ ɜɛɚɱɚɽɬɶɫɹ ɭ ɡɦɿɫɬɨɜɧɢɯ ɡɜ¶ɹɡɤɚɯ ɦɿɠ
ɮɪɚɝɦɟɧɬɚɦɢ ɬɟɤɫɬɭ ɨɛɭɦɨɜɥɸɸɱɢ ɣɨɝɨ ɬɢɩ Ɍɚɤɢɦ
ɱɢɧɨɦ ɤɨɠɟɧ ɬɟɤɫɬ ɫɤɥɚɞɚɽɬɶɫɹ ɡɿ ɡɦɿɫɬɨɜɧɢɯ
ɨɞɢɧɢɰɶɹɤɿɜɢɤɨɧɭɸɬɶɭɬɟɤɫɬɿɩɟɜɧɿɮɭɧɤɰɿʀ 









Ʉɨɠɟɧ ɪɿɜɟɧɶ ɩɨɡɧɚɱɚɽɬɶɫɹ ɛɿɥɶɲ ɜɢɫɨɤɢɦ
ɿɧɞɟɤɫɨɦ ɨɯɨɩɥɸɽ ɪɹɞ ɩɪɨɩɨɡɢɰɿɣ ɞɨ ɧɚɣɜɢɳɨɝɨ
ɪɿɜɧɹ ɜɿɞ (1)M ɞɨ ( )nM ) Ɉɫɧɨɜɧɨɸ ɩɪɨɛɥɟɦɨɸ
ɩɨɛɭɞɨɜɢ ɫɬɪɭɤɬɭɪɢ ɬɟɤɫɬɭ ɡ ɜɢɤɨɪɢɫɬɚɧɧɹɦ ɬɚɤɨʀ
ɦɨɞɟɥɿɽɲɥɹɯɢɜɢɹɜɥɟɧɧɹɦɚɤɪɨɫɬɪɭɤɬɭɪɭɬɟɤɫɬɿɐɟ
ɫɬɚɽ ɦɨɠɥɢɜɢɦ ɡɚɜɞɹɤɢ ɡɚɫɬɨɫɭɜɚɧɧɸ ɩɪɚɜɢɥ
ɫɟɦɚɧɬɢɱɧɨʀɬɪɚɧɫɮɨɪɦɚɰɿʀ 
ȼ ɨɫɧɨɜɿ ɡɦɿɫɬɨɜɧɨʀ ɽɞɧɨɫɬɿ ɬɟɤɫɬɿɜ ɞɨɜɿɥɶɧɨʀ
ɬɟɦɚɬɢɤɢ ɬɚ ɫɬɪɭɤɬɭɪɢ ɬɨɛɬɨ ɩɪɢ ɮɨɪɦɭɜɚɧɧɹ
ɞɪɭɝɨɝɨ ɪɿɜɧɹ ɥɟɠɢɬɶ ɩ¶ɹɬɶ ɚɛɫɬɪɚɤɬɧɢɯ ɦɨɞɟɥɟɣ
ɤɨɠɧɚ ɡ ɹɤɢɯ ɩɪɟɞɫɬɚɜɥɹɽ ɫɨɛɨɸ ɫɭɤɭɩɧɿɫɬɶ
ɩɪɟɫɭɩɨɡɢɰɿɣ ɤɨɦɩɨɧɟɧɬ ɡɦɿɫɬɭ ɪɟɱɟɧɶ ɹɤɿ ɩɨɜɢɧɧɿ
ɛɭɬɢ ɿɫɬɢɧɧɢɦɢ ɞɥɹ ɬɨɝɨ ɳɨɛ ɪɟɱɟɧɧɹ ɧɟ
ɫɩɪɢɣɦɚɥɨɫɹ ɹɤ ɚɧɨɦɚɥɶɧɟ ɚɛɨ ɧɟɞɨɪɟɱɧɟ ɭ ɞɚɧɨɦɭ
ɤɨɧɬɟɤɫɬɿ [9]. Ⱦɥɹ ɤɨɠɧɨʀ ɡ ɚɛɫɬɪɚɤɬɧɢɯ ɦɨɞɟɥɟɣ
ɩɪɨɩɨɧɭɽɬɶɫɹ ɮɨɪɦɚɥɿɡɨɜɚɧɢɣ ɨɩɢɫ ɫɩɨɫɨɛɿɜ
ɨɪɝɚɧɿɡɚɰɿʀɡɜ¶ɹɡɤɿɜɦɿɠɦɚɤɪɨɫɬɪɭɤɬɭɪɚɦɢɬɟɤɫɬɭ 
Ⱦɨɜɿɥɶɧɟ ɩɪɨɫɬɟ ɪɟɱɟɧɧɹ ɩɪɢɪɨɞɧɨʀ ɦɨɜɢ
ɦɨɠɧɚ ɩɪɟɞɫɬɚɜɢɬɢ ɭ ɜɢɝɥɹɞɿ ɚɬɨɦɚɪɧɨɝɨ ɩɪɟɞɢɤɚɬɭ
ɜɢɞɭ 
( ) ( , , , , , , )L S p x g y q z r h ,                (1) 
ɞɟ x  ± ɫɭɛ¶ɽɤɬ ɿɧɜɚɪɿɚɧɬɧɨʀ ɞɨ ( )L S ɥɨɝɿɤɨ-
ɥɿɧɝɜɿɫɬɢɱɧɨʀɦɨɞɟɥɿ 
g  ± ɯɚɪɚɤɬɟɪɢɫɬɢɤɚɫɭɛ¶ɽɤɬɚ x ; 
y  ± ɨɛ¶ɽɤɬ ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɨʀɦɨɞɟɥɿ 
q  ± ɯɚɪɚɤɬɟɪɢɫɬɢɤɚɨɛ¶ɽɤɬɚ y ; 
p  ± ɜɿɞɧɨɲɟɧɧɹɳɨ ɩɨɜ¶ɹɡɭɽ ɫɭɛ¶ɽɤɬ x  ɡ ɨɛ¶ɽɤɬɨɦ
y  ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɨʀ ɦɨɞɟɥɿ 
z  ± ɩɪɟɞɦɟɬ p -ɝɨ ɜɿɞɧɨɲɟɧɧɹ ɦɿɠ ɫɭɛ¶ɽɤɬɨɦ x  ɬɚ
ɨɛ¶ɽɤɬɨɦ y  ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɨʀ ɦɨɞɟɥɿ 
r  ± ɯɚɪɚɤɬɟɪɢɫɬɢɤɚɩɪɟɞɦɟɬɭɜɿɞɧɨɲɟɧɧɹ 
h  ± ɯɚɪɚɤɬɟɪɢɫɬɢɤɜɿɞɧɨɲɟɧɧɹ p . 
ȱɫɬɢɧɧɿɫɬɶ ɥɨɝɿɱɧɨɝɨ ɜɢɫɥɨɜɥɸɜɚɧɧɹ 
ɧɟɪɨɡɪɢɜɧɨ ɩɨɜ¶ɹɡɚɧɚ ɡ ɩɪɚɜɢɥɶɧɿɫɬɸ ɩɨɛɭɞɨɜɢ
ɪɟɱɟɧɧɹ ɩɪɢɪɨɞɧɨʀ ɦɨɜɢ Ɂɦɿɫɬ ɪɿɡɧɢɯ ɱɚɫɬɢɧ
ɫɤɥɚɞɧɨɝɨ ɬɜɟɪɞɠɟɧɧɹ ɫɭɤɭɩɧɨɫɬɿ ɚɬɨɦɚɪɧɢɯ
ɩɪɟɞɢɤɚɬɿɜ ɜɢɞɭ  ɩɨɜ¶ɹɡɚɧɢɯ ɥɨɝɿɱɧɢɦɢ
ɨɩɟɪɚɰɿɹɦɢ ɡɚɞɚɽɬɶɫɹ ɜɫɿɦɚ ɦɨɠɥɢɜɢɦɢ ɫɩɨɫɨɛɚɦɢ
ɪɟɤɭɪɫɢɜɧɨɝɨ ɡɚɞɚɧɧɹ ɝɪɭɩɢ ɮɭɧɤɰɿɣ ɿɧɬɟɪɩɪɟɬɚɰɿʀ
ɳɨ ɩɪɨɟɤɬɭɸɬɶ ɪɟɱɟɧɧɹ ɩɪɢɪɨɞɧɨʀ ɦɨɜɢ ɧɚ ɞɟɹɤɿ
ɡɚɜɱɚɫɧɨ ɡɚɞɚɧɿ ɦɚɬɟɦɚɬɢɱɧɿ ɦɧɨɠɢɧɢ Ɍɚɤ
ɿɧɬɟɪɩɪɟɬɚɰɿɹ ɥɨɝɿɤɢ ɩɪɟɞɢɤɚɬɿɜ ɩɟɪɲɨɝɨ ɩɨɪɹɞɤɭ
ɡɚɞɚɽɬɶɫɹ ɩɪɨɟɤɬɭɜɚɧɧɹɦ ɜ ɬɟɪɦɢ ɚ ɩɪɨɟɤɬɭɜɚɧɧɹ
ɩɪɟɞɢɤɚɬɿɜ± ɭɡɧɚɱɟɧɧɹ©ɿɫɬɢɧɚªɚɛɨ©ɯɢɛɧɿɫɬɶª  
Ⱥɛɫɬɪɚɤɬɧɚ ɦɨɞɟɥɶ ʋ Ȼɚɡɭɽɬɶɫɹ ɧɚ
ɩɨɫɥɿɞɨɜɧɨɦɭɪɨɡɝɨɪɬɚɧɧɿɿɧɮɨɪɦɚɰɿʀɤɨɥɢɨɛ¶ɽɤɬɚɛɨ
ɩɪɟɞɦɟɬ ɩɨɩɟɪɟɞɧɶɨɝɨ ɪɟɱɟɧɧɹ ɫɬɚɽ ɫɭɛ¶ɽɤɬɨɦ ɞɥɹ
ɧɚɫɬɭɩɧɨɝɨ. ɍ ɬɚɤɨɦɭ ɬɟɤɫɬɿ ɪɨɡɝɨɪɬɚɧɧɹ ɡɦɿɫɬɭ
ɜɿɞɛɭɜɚɽɬɶɫɹ ɜɿɞ ɡɚɞɚɧɨɝɨ ɞɨ ɧɨɜɨɝɨ Ʌɨɝɿɤɨ-
ɥɿɧɝɜɿɫɬɢɱɧɿ ɦɨɞɟɥɿ ɪɟɱɟɧɶ ɩɪɢɪɨɞɧɨʀ ɦɨɜɢ ɡ¶ɽɞɧɚɧɿ
ɡɚ ɬɚɤɢɦ ɩɪɢɧɰɢɩɨɦ, ɛɭɞɭɬɶ ɩɨɜ¶ɹɡɚɧɿ ɨɩɟɪɚɰɿɽɸ
ɤɨɧ¶ɸɧɤɰɿʀɿ ɦɚɬɢɦɭɬɶ ɜɢɝɥɹɞ 
(1) (1) (1) (1) (1) (1) (1) (1) (1)( ) ( , , , , , , ) &L S p x g y q z r h  














( ) ( ) (1) ( ) ( ) ( ) ( ) ( ) ( )( ) ( , , , , , , ) &i i i i i i i iL S p z g y q z r h  
««««««««««««««««««« 
( ) ( ) (1) ( ) ( ) ( ) ( ) ( ) ( )( ) ( , , , , , , ).n n n n n n n nL S p x g y q z r h  
Ɉɬɠɟ ɩɨɫɥɿɞɨɜɧɿɫɬɶ ɪɨɡɝɨɪɬɚɧɧɹ ɡɦɿɫɬɭ







ɇɟɯɚɣ ɪɨɡɝɥɹɞɚɽɬɶɫɹ ɮɪɚɝɦɟɧɬ ɬɟɤɫɬɭ 
"«ȼɿɞɡɧɚɱɟɧɚ ɡɚɤɨɧɨɦɿɪɧɿɫɬɶ ɩɨɛɭɞɨɜɢ ɥɚɧɰɸɠɤɿɜ ɽ
ɪɟɝɭɥɹɪɧɨɸɳɨɞɨɡɜɨɥɹɽɫɮɨɪɦɭɜɚɬɢʀʀɚɤɫɿɨɦɚɬɢɱɧɨ
ɭ ɜɢɝɥɹɞɿ ɬɪɶɨɯ ɩɨɫɬɭɥɚɬɿɜ ɉɟɪɲɢɣ ɩɨɫɬɭɥɚɬ ɽ
ɰɿɥɤɨɦ ɨɱɟɜɢɞɧɢɦ ɤɨɠɧɟ ɭɤɪɚʀɧɫɶɤɟ ɞɿɽɫɥɨɜɨ
ɪɟɚɥɿɡɭɽɬɶɫɹ ɜ ɦɨɜɿ ɥɟɤɫɟɦɨɸ Ⱦɪɭɝɢɣ ɩɨɫɬɭɥɚɬ
ɤɨɠɧɚɞɿɽɫɥɿɜɧɚɥɟɤɫɟɦɚɡɜɢɡɧɚɱɟɧɨɸɿɡɚɮɿɤɫɨɜɚɧɨɸ
ɥɟɤɫɢɱɧɨɸ ɫɟɦɚɧɬɢɤɨɸ ɬɚ ɤɨɧɤɪɟɬɧɢɦ ɡɧɚɱɟɧɧɹɦ
ɜɢɞɭ ɦɨɠɟ ɪɟɚɥɿɡɨɜɭɜɚɬɢɫɹ ɞɿɽɫɥɨɜɚɦɢ Ɍɪɟɬɿɣ
ɩɨɫɬɭɥɚɬ ɤɨɠɧɚ ɞɿɽɫɥɿɜɧɚ ɥɟɤɫɟɦɚ ɡ ɤɨɧɤɪɟɬɧɢɦ
ɡɧɚɱɟɧɧɹɦ ɜɢɞɭ ɿ ɡɚɮɿɤɫɨɜɚɧɨɸ ɥɟɤɫɢɱɧɨɸ
ɫɟɦɚɧɬɢɤɨɸ ɦɨɠɟ ɪɟɚɥɿɡɨɜɭɜɚɬɢɫɹ ɞɿɽɫɥɨɜɚɦɢ ɹɤɿ
ɦɚɸɬɶɧɟɛɿɥɶɲɟɱɨɬɢɪɶɨɯɮɨɧɟɬɢɱɧɢɯɜɚɪɿɚɧɬɿɜ«" 
[10]. ɇɟɨɛɯɿɞɧɨ ɜɢɡɧɚɱɢɬɢ ɣɨɝɨ ɬɟɦɚɬɢɱɧɭ
ɧɚɩɪɚɜɥɟɧɿɫɬɶ 
Ⱦɥɹ ɤɨɠɧɨɝɨ ɪɟɱɟɧɧɹ ɡɚɞɚɧɨɝɨ ɬɟɤɫɬɨɜɨɝɨ
ɮɪɚɝɦɟɧɬɭ ɛɭɞɭɽɬɶɫɹ ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɚ ɦɨɞɟɥɶ ɜ
ɪɟɡɭɥɶɬɚɬɿ ɱɨɝɨ ɨɬɪɢɦɭɽɬɶɫɹ ɦɧɨɠɢɧɚ ɥɨɝɿɱɧɢɯ
ɮɨɪɦɭɥ ɹɤɿ ɮɨɪɦɚɥɶɧɨ ɨɩɢɫɭɸɬɶ ɪɟɱɟɧɧɹ ɩɪɢɪɨɞɧɨʀ
ɦɨɜɢ 












































 ɉɪɟɞɦɟɬɜɿɞɧɨɲɟɧɶ  ɬɚ ɣɨɝɨɯɚɪɚɤɬɟɪɢɫɬɢɤɚ ɡ
ɩɟɪɲɨɝɨɪɟɱɟɧɧɹɮɪɚɝɦɟɧɬɭɬɟɤɫɬɭɬɪɢɩɨɫɬɭɥɚɬɢ 
ɜɢɫɬɭɩɚɸɬɶ ɫɭɛ¶ɽɤɬɨɦ ɜɿɞɧɨɲɟɧɶ ɬɚ ɜɿɞɧɨɲɟɧɧɹɦ
ɛɟɡɩɨɫɟɪɟɞɧɶɨɝɨ ɞɥɹ ɧɚɫɬɭɩɧɢɯ ɪɟɱɟɧɶ ɮɪɚɝɦɟɧɬɭ 
ɩɟɪɲɢɣ ɩɨɫɬɭɥɚɬ ɞɪɭɝɢɣ ɩɨɫɬɭɥɚɬ ɬɪɟɬɿɣ
ɩɨɫɬɭɥɚɬ Ɍɨɦɭ ɞɥɹ ɞɚɧɨɝɨ ɮɪɚɝɦɟɧɬɭ ɯɚɪɚɤɬɟɪɧɚ
ɱɟɬɜɟɪɬɚɚɛɫɬɪɚɤɬɧɚɦɨɞɟɥɶɳɨɜɿɞɩɨɜɿɞɚɽɬɟɦɚɬɢɱɧɿɣ
ɩɪɨɝɪɟɫɿʀ ɡɪɨɡɳɟɩɥɟɧɨɸɪɟɦɨɸɧɨɜɨɸ ɿɧɮɨɪɦɚɰɿɽɸ
ɩɨ ɬɟɤɫɬɭ ȼɿɞɧɨɜɥɟɧɧɹ ɤɨɦɩɨɧɟɧɬɿɜ ɥɨɝɿɤɨ-
ɥɿɧɝɜɿɫɬɢɱɧɢɯ ɦɨɞɟɥɟɣ ɬɨɛɬɨ ɜɿɞɬɜɨɪɟɧɧɹ ɜɿɞɫɭɬɧɿɯ







ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɢɯ ɦɨɞɟɥɟɣ ɩɪɟɞɫɬɚɜɥɟɧɧɹ ɡɧɚɧɶ
ɪɟɱɟɧɶɩɪɢɪɨɞɧɨʀɦɨɜɢɳɨɹɜɥɹɽɬɶɫɹɩɿɞʉɪɭɧɬɹɦɞɥɹ
ɜɢɹɜɥɟɧɧɹ ɥɨɝɿɱɧɢɯ ɡɜ¶ɹɡɤɿɜ ɦɿɠ ɱɚɫɬɢɧɚɦɢ ɬɟɤɫɬɿɜ 
[12] Ɍɟɤɫɬ ɩɪɟɞɫɬɚɜɥɹɽɬɶɫɹ ɭ ɜɢɝɥɹɞɿ ɦɧɨɠɢɧɢ
ɥɨɝɿɤɨ-ɥɿɧɝɜɿɫɬɢɱɧɢɯ ɦɨɞɟɥɟɣ ɥɨɝɿɱɧɿ ɨɩɟɪɚɰɿʀ ɬɚ
ɫɬɪɭɤɬɭɪɧɿ ɤɨɦɩɨɧɟɧɬɢ ɹɤɢɯ ɜɤɚɡɭɸɬɶ ɧɚ ɬɢɩɢ
ɥɨɝɿɱɧɢɯɡɜ¶ɹɡɤɿɜ  
Ⱦɨɫɥɿɞɠɟɧɧɹ ɦɨɠɥɢɜɢɯ ɫɩɨɫɨɛɿɜ ɩɨɛɭɞɨɜɢ
ɬɟɤɫɬɿɜ ɞɨɜɿɥɶɧɨʀ ɬɟɦɚɬɢɤɢ ɞɚɥɨ ɡɦɨɝɭ ɫɮɨɪɦɭɜɚɬɢ
ɚɛɫɬɪɚɤɬɧɿ ɦɨɞɟɥɿ ɩɨɛɭɞɨɜɢ ɥɨɝɿɱɧɢɯ ɡɜ¶ɹɡɤɿɜ ɭ
ɬɟɤɫɬɨɜɢɯ ɮɪɚɝɦɟɧɬɚɯ. Ɋɟɡɭɥɶɬɚɬɨɦ ɩɨɛɭɞɨɜɢ ɬɚɤɢɯ
ɚɛɫɬɪɚɤɬɧɢɯ ɦɨɞɟɥɟɣ ɽ ɛɚɝɚɬɨɝɪɚɧɧɢɤɢ ɳɨ ɜ
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