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Abstract
Deep neural networks have reached very high accuracy on object detection but
their success hinges on large amounts of labeled data. To reduce the dependency
on labels, various active-learning strategies have been proposed, typically based
on the confidence of the detector. However, these methods are biased towards
best-performing classes and can lead to acquired datasets that are not good represen-
tatives of the data in the testing set. In this work, we propose a unified framework
for active learning, that considers both the uncertainty and the robustness of the
detector, ensuring that the network performs accurately in all classes. Furthermore,
our method is able to pseudo-label the very confident predictions, suppressing a
potential distribution drift while further boosting the performance of the model.
Experiments on PASCAL VOC07+12 and MS-COCO show that our method con-
sistently outperforms a wide range of active-learning methods, yielding up to a
7.7% relative improvement in mAP, or up to a 82% reduction in labeling cost.
1 Introduction
The performance of deep object detection networks [16, 19] depends heavily on the size of the
labeled dataset. Adding more labeled data helps, yet adding more data costs. Motivated by this,
researchers have been exploring smart strategies to select the most informative samples in the dataset
for labeling, known in the literature as active learning (AL). Sample selection is based on the definition
of the acquisition function, which is typically computed by using the network’s uncertainty, thereby
selecting to label the samples for which the network is least confident with regard to its predictions.
AL approaches typically come with two problems. The acquisition function is only meaningful if
the network is already well-trained for the task, which is not always the case as we might still be in
the early cycles of AL. Besides, even if the network performs well in most classes, it might have a
low accuracy on a particular class because the class is underrepresented in the dataset or because of
intra-class variance. In those cases, using the network predictions to compute the acquisition function
for AL often reaches worse performance than using random sampling. Furthermore, by focusing
only on the most uncertain samples, the acquired dataset does not contain easy (non-informative)
samples, i.e., samples for which the network is certain, thus its distribution might be very different
compared to the testing set. In order to create a balanced dataset, we need to include easy samples.
Nonetheless, naively including them in the standard AL cycle would be a waste of resources as we
would be labeling samples for which the network is certain.
In this work, we propose an active learning framework to address the aforementioned problems.
There are two key components in our framework: a robustness-based acquisition function for hard
samples and a pseudo-labeling scheme for easy samples. The acquisition function is based on the
robustness of the network, using a consistency loss and therefore is class-agnostic, consequently
is reliable also for objects of classes where the network is not accurate. Concretely, we feed to
the network images and their augmented versions, e.g., by doing horizontal flipping, and train the























Figure 1: Overview of our method. We first train the network in a semi-supervised manner. During
active learning, for each image, we use the network to compute the acquisition function and based
on it decide if we actively label the image, if we pseudo-label it, or if we only use it as part of the
unlabeled data for the next training cycle.
network to output consistent predictions [9]. We then compute the difference between the predictions
of the original images and their augmented version, ignoring their correctness. We use the same
consistency loss as the acquisition function during AL. Empirically, we show that this method does
not suffer from the drawbacks of traditional AL approaches.
This acquisition function is biased towards the most informative (hard) samples, consequently, the
resulting dataset will no longer represent the real distribution at test time. In order to incorporate easy
samples to compensate for potential dataset distribution drifts without additional labeling costs, we
propose a pseudo-labeling scheme. Hence, for every active learning cycle, we use the previously
trained network to mine easy samples, i.e., samples where the network is confident about its prediction,
and use the network’s own prediction as pseudo-labels. These labels will be used to train the network
in the next AL cycle. As this is an auto-labeling process, it incurs no extra labeling cost, allowing us
to spend all the labeling budget on the hard samples.
In summary, our contributions are the following:
• We propose a novel class-agnostic active learning score based on the robustness of the
network, using a novel consistency score.
• We add a pseudo-labeling module in order to leverage the less informative samples, expand-
ing the labeled dataset, without incurring in extra human annotation costs.
• We demonstrate the benefits of our method in two publicly available datasets: PASCAL
VOC07+12 and MS-COCO. Compared to state-of-the-art active learning methods [21, 26],
our approach yields up to a 7.7% and 7% relative mAP improvement for PASCAL-VOC
and MS-COCO, respectively. Importantly, we can achieve the same performance as the
baseline but reduce up to 82% of the labeling costs.
2 Related Work
Deep Active Learning for Object Detection. Deep Active Learning (AL) has sparked the interest
of researchers in the last few years. The work of [2] trains an ensemble of neural networks and then
selects the samples with the highest score defined by some acquisition function, i.e., entropy [22], or
BALD [8]. Concurrent works [6, 12] explore a similar direction by approximating the uncertainty via
Monte-Carlo dropout [5]. The work of [2] compares the approaches, decisively concluding that the
ensemble approach reaches higher results at the cost of more computational power. Another Bayesian
approach [25] trains a variational autoencoder (VAE) [11] on both real and augmented samples, and
then chooses to label the samples with the highest reconstruction error. A different approach is the
core-set [21] that chooses to label a set of points such that a model trained over the selected subset is
competitive for the remaining data points. In general, all these methods were initially designed for
classification-based active learning and then applied to the object detection task.
More recently, several methods have been tailored specifically for the task of object detection.
The work of [1] proposes a solution by training a network that computes dense object prediction
probabilities for each unlabeled image, followed by computing pixel-scores and aggregating them
into a frame-level score. A different solution was given by [10], where the authors define two different
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scores: localization tightness, which is the overlapping ratio between the region proposal and the
final prediction, and localization stability, based on the variation of predicted object locations when
input images are corrupted by noise. In all cases, the images with the highest scores are chosen
to be labeled. The work of [20] proposes a "query by committee" paradigm to choose the set of
images to be queried. Another approach is that of [3] where instead of directly querying bounding
box annotations (strong labels) for the most informative samples, they first query weak labels and
optimize the model. Then, using a switching condition, the required supervision level is increased.
Yet another approach has been proposed in [7], where an ensemble of object detectors provides
potential bounding boxes and probabilities for each class of interest. Then, a scoring function is
used to obtain a single value representing the informativeness of each unlabeled image. The work
of [26] gives a heuristic but elegant solution while reaching state-of-the-art results compared with
other single-model methods. The authors train a network in the task of detection while learning to
predict the final loss. In the sample acquisition stage, samples with the highest prediction loss are
considered the most interesting ones and are chosen to be labeled.
Semi-Supervised Learning for Object Detection. Deep Semi-Supervised Learning (SSL) is a deep
learning approach that combines a small amount of labeled data with a large amount of unlabeled
data during neural network training. Unlike in AL, where the unlabeled data is used only during the
acquiring stage, in SSL, the unlabeled data is an important part of the training stage. Several methods
have shown excellent results [13, 14, 17, 24] by casting the problem of semi-supervised learning as
a regularization problem, in effect adding a new loss for the unlabeled samples. With the methods
using different datasets, dataset splits, network backbones, and hyperparameters, it was not clear
which strategies really performed best. The comprehensive survey of [18] addresses this issue with
an intensive evaluation of several methods under the same settings.
For object detection, a simple but efficient semi-supervised method was introduced in [9]. The
authors developed a consistency-based model, where each image is horizontally flipped, with the
loss function being defined as the prediction inconsistency between the original image and its flipped
version. The method significantly improved the mAP score in Pascal VOC dataset [4].
In this work, instead of developing an acquisition function that is only based on the uncertainty of
the detector, we devise an acquisition function that combines the uncertainty of the detector with its
robustness, considering all the classes in the dataset. We then add a pseudo-labeling module that
labels the easy images for free. Together with our AL method, this ensures that our acquired dataset
is a good representative of the original dataset.
3 Method
In this section, we present our active learning framework for object detection. Let D be a dataset
divided into a labeled set L and a pool of unlabeled data U . We start with a deep object detection
network trained on the losses specified in Sec. 3.1, and then proceed with the active learning cycles.
These include mining a subset of samples from the pool of unlabeled data U and transferring them
to the labeled set L, incurring a labeling cost. The proposed acquisition function used to select the
samples to label is defined in Sec. 3.2. Intuitively, we are interested in mining hard samples for
which we can rely on supervised learning during training. Nonetheless, arbitrarily augmenting the
set L with only hard samples creates a distribution drift in our training data. Hence, we propose to
include in training the easy samples, i.e., objects for which the network’s confidence is high, by using
pseudo-labeling. We train our network with our new set of labeled images, and repeat the whole
procedure for T active learning cycles. To train the object detection network we combine the standard
supervised Multibox loss [16] for labeled samples with a semi-supervised consistency loss [9] for
unlabeled samples. Fig. 1 and Algorithm 1 show a high-level description of the pipeline and the
algorithmic steps, respectively. Below, we give the details of every step.
3.1 Deep Object Detection Training
Notation. Let ∆ be the object predictions for an image, and let ∆i be its i-th object prediction.
∆i consists of the bounding box bi and and the class prediction ci that represents the probability
distribution after the softmax layer of the neural network. The bounding box bi consists of the
displacement of the center and scale coefficients, represented by the tuple [x0,y0,w,h]. Given an
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augmented version of the original image, e.g., by doing a horizontal flip, we define ∆̂ to be the set of
its object predictions, and ∆̂i consisting of the bounding box b̂i and class ĉi, its i-th prediction.
Multibox loss for labeled samples. For the labeled images, the network is trained with the standard
MultiBox loss for class predictions, and a smooth L1 loss for bounding box predictions. Given
the network’s class predictions c and an indicator ypij = {0, 1} for matching the i-th box to its
corresponding j-th ground truth box of category p, the MultiBox loss is defined as:











where Pos define positive bounding boxes (containing objects), Neg defines bounding boxes of class
background and p defines the p-th category.
Consistency loss for unlabeled samples. This loss aims at leveraging the entire dataset including
the unlabeled images. During training, we feed an image and its augmented version to an object
detector. In our case, we use horizontal flip as augmentation. Given the sets of predictions for
the original and augmented image, we first need to match the predictions ∆ with ∆̂. Considering
that augmented images are flipped horizontally, we apply a negation to the x̂0i coordinate of these
predictions. We then compute intersection over union (IoU) to match the predictions coming from
the two images:
∆′i = argmaxbi∈{b}IoU(bi, b̂i). (2)
For each matched pair, ∆′i and ∆̂i, we define their class consistency loss as:
LconC (c′i, ĉi) =
1
2
[KL(c′i, ĉi) +KL(ĉi, c′i)], (3)
where KL represents the Kullback-Leibler divergence.




(||x0′i − (−x̂0i)||2 + ||y0′i − ŷ0i||2 + ||w′i − ŵi||2 + ||h′i − ĥi||2). (4)
We compute the total consistency loss by averaging the losses from all matched pairs of predictions:
Lcon = E[LconC (c′, ĉ)] + E[LconL(b′, b̂)]. (5)
Overall Training loss. Finally, to train the deep detection network, we aggregate the multibox, L1
and consistency losses as:
Ltotal = Lcon + L1 + Lconf , (6)
where Lconf is used in all samples, while Lconf and L1 are used in the labeled samples.
3.2 Mining data
Acquisition function for active learning. Most AL methods use some measure of uncertainty, e.g.,
the entropy, to compute the acquisition function. A prediction that has a high entropy suggests that
the object is highly dissimilar to the already labeled images, thus, if labeled, will provide different
information to the ones we have. However, we empirically find that using only an uncertainty-based
acquisition function is not an ideal solution, especially for images coming from classes where the
network has poor performance. If the network’s predictions for a class are incorrect, as we show in
the experiments, they are also unreliable to compute the acquisition function.
In this paper, we re-purpose the classification consistency loss LconC as an acquisition function.
Intuitively, if an object which was part of the consistency loss-based training still yields a low
consistency value, continuing training the network with this object in the same loss will likely not
benefit the network. In contrast, labeling that object will enable it to be used in the supervised part.
Importantly, this consistency-based score is a general and class-agnostic value that represents the
robustness of the network. Therefore, it is complementary to the uncertainty-based scores.
We now describe our process to select data for labeling. First, we feed to the network every image
in the acquisition pool U and apply non-maximum suppression. An image has typically several
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Algorithm 1: Towards reducing labeling costs in deep object detection
Input: Set of labeled images L, acquisition pool of unlabeled images U , neural network φ0,
active learning budget N , number of active learning cycles T , pseudo-label threshold τ2.
1 Use the initial labeled data to train network φ0 using MultiBox loss and consistency loss as given
on Equation 6.
2 for it = 1, . . . , T do
3 1) Sort all the images based on their acquisition function that considers the robustness,
uncertainty and the confidence, as described on Equation 7.
4 2) Select the N/T images with the highest score and transfer them from U to L.
5 3) Use φit−1 to pseudo-label the images coming from U that contain predictions with higher
confidence than τ2 and use those labels in the next cycles.
6 4) Train the network φit using the modified MultiBox loss, as given on Equation 8, as well as
the consistency loss.
predicted bounding boxes representing the objects contained in the image. Intuitively, labeling an
image that has at least one difficult object, independently of the number of easy objects is beneficial
because of the difficult object. However, choosing to label only images that contain difficult objects
could lead to a distribution drift as those objects might not be good representatives of the dataset. For
the object ∆i, we formulate our acquisition score as:
A(∆i) = H(∆i)× I(∆i) conditioned on C(∆i) ≥ τ1, (7)
where C(∆i), H(∆i), and I(∆i) represent the confidence, entropy and inconsistency of ∆i, and
τ1 is a fixed threshold to condition the scoring on predictions whose confidence is equal or larger
than the threshold. That is, we are scoring only moderately-difficult objects. We then define the
acquisition function for ∆ as the maximum score of all its objects ∆i. We then sort all the images
based on their acquisition score and select to label the N/T images with the highest score, where
N corresponds to the acquisition budget, and T corresponds to the number of active learning steps.
We repeat this procedure for T steps. Note that we annotate every bounding box that belongs to a
selected image regardless if the box has a high score or not.
Pseudo-labeling to prevent distribution drift. The active learning pipeline described above targets
the hard samples, ignoring the easier samples. While not targeting the very hard samples helps, we
argue that the network should see some representative data in order to ensure that no distribution drift
happens. At the same time, we want to avoid labeling easy samples to not spend labeling resources.
Hence, we propose to add a pseudo-labeling module where the network trained in the previous
active learning cycle provides pseudo-labels for the network that is being trained on this cycle. We
pseudo-label only the bounding boxes where the network is confident, i.e., the confidence is above
some threshold τ2. Finally, we discretize these predictions, setting them to hard labels, to use them as
ground truth during the training of the current network.
We now add the loss for the pseudo-labeling part. We note that in an image, the network might
be confident for some predicted bounding box, and not confident for the others. In this case, we
pseudo-label only the confident box. Considering that the network might still make predictions for the
parts of the image where there is no pseudo-label, we must change the loss function to not penalize
these predictions. Thus, we can rewrite the MultiBox Loss function as:


















where ŷ and ˆPos represent the indicator and the positive bounding boxes for the pseudo-labels.
4 Experiments
In this section, we demonstrate the effectiveness of our approach to improve the performance of
object detection. For all experiments, we report mean average precision (mAP) as main metric,
and use two public datasets: PASCAL VOC07+12 (VOC07+12) [4] and MS-COCO train2014 [15].
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VOC07+12 consists of 16, 551 images for training, and 4, 952 testing images taken from VOC07
testset. MS-COCO consists of 83K images for training, and MS-COCO valset2017 contains 5, 000
images for testing.
Following [26], on VOC07+12 we start by randomly sampling 2, 000 images. On the larger MS-
COCO, we start by randomly sampling 5, 000 images. In each case, we perform 5 active learning
cycles, and in each cycle, we choose 1, 000 images for labeling. To ensure that the network does not
diverge, we define each mini-batch to have half the images labeled. We set the confidence threshold
for AL to τ1 = 0.5, and the pseudo-label threshold to τ2 = 0.99 based on the results of the zeroth
active learning step in VOC07+12.
For a fair comparison with [26], we use the Single-Shot Detector 300 (SSD300) [16] based on a VGG
[23] backbone for all our experiments. We train the model for 120, 000 iterations using SGD with
momentum. We set the initial learning rate to 0.001 and divide it by 10 after 80, 000 and 100, 000
iterations, respectively. We use batches of size 32 and a constant L2 regularization parameter set to
0.0005. For fair comparison with [26], we use the same model, hyperparameters and the same public
implementation2. We train all networks using four NVIDIA V100 GPUs. In all experiments, we train
three independent networks using the same initial split of randomly sampled images and report the
mean. We give the exact numbers of the mean and standard deviation in the supplementary material.
4.1 Comparison with other methods
We first compare our results with other active learning methods. Specifically, we use two baselines,
random and entropy sampling, and two state-of-the-art methods using a single model, namely,
Coreset [21] and Learning Loss [26]. We also include results of two-multimodel approaches, namely,
MC-dropout [6] and ensemble-based [2] active learning (consisting of three neural networks). Finally,
we compare to the semi-supervised learning method proposed in [9] and a pseudo-labeling method
[14]. We use the publicly available code for all existing methods except for Learning Loss [26]. In
this case, as there is no public implementation, we only provide numbers for VOC07+12 as reported
in the original publication.
In Fig. 2, we show the results of this comparison for both datasets. For VOC07+12, in Fig. 2a, we
observe that starting from the first two active learning cycle, our method has a relative improvement
over the random baseline by 10.5%, over the best overall active learning method [21] by 7.7%, and it
outperforms the semi-supervised method of [9] by 5.6%. We see that the performance improvement
of our method is maintained in the other active learning cycles. In the last one, where we use 7, 000
samples, 5, 000 of which are actively sampled, our method outperforms the random baseline by 9.1%,
best existing active learning methods by more than 5.7% [26], and the semi-supervised learning
approach by 3.4%. Multi-model active learning networks, namely, ensemble [2] or MC-dropout [6]
typically outperform single models at the cost of longer training and active learning time, and in the
case of the ensemble has 3 times more training parameters. Nonetheless, our proposed single model
still reaches better results than multi-model methods, outperforming the ensembles by 8% in the first
AL cycle, and 1.8% in the last cycle.
For MS-COCO, in Fig. 2b, we observe that for the first active learning cycle, our method outperforms
the random baseline by 5.8%, the best-performing AL method by 5.3% [22], the semi-supervised
method by 5.4%, and the ensembles by 5%. In the second cycle, our approach outperforms all the
other methods, including ensembles, by 6.3% or more. We observe that this difference is maintained
in the other cycles, including the last active learning cycle where our method outperforms the
semi-supervised method [9], multi-model methods [2, 6] and the best AL method [21] by 3%.
4.2 Ablation studies
The effect of each module. We first focus on validating the effect of each component of our
framework on the final performance. In Fig. 4, we present the performance comparison of the
semi-supervised model on VOC07+12 under different acquisition functions (random, entropy, incon-
sistency) and two instances of our method: with and without using pseudo-labels. We see that on the
first active learning cycle, neither entropy nor inconsistency significantly outperforms the results of
random sampling. However, we immediately see a significant effect, i.e., a relative improvement over




Figure 2: Comparison to state-of-the-art methods on a) VOC07+12 and b) MS-COCO datasets. Our
method outperforms all the other methods, including ensembles, by a large margin in both datasets.
Figure 3: VOC07+12: In the bar plots we show the accuracy per class using random sampling in
the zeroth and last cycle. We present the results of each AL method for the three best-performing
("Train", "Car", and "Horse") and worst-performing ("Bottle", "Pottedplant", and "Chair") classes.
the increase in performance gets bigger in the next active learning cycle and, in fact, in the fifth active
learning cycle, the performance gain from the entropy is 2.3% and from inconsistency is 2.4%.
We then show the results of our acquisition function. In the first active learning cycle, we immedi-
ately see a significant improvement in performance. While entropy (67.24mAP ) and inconsistency
(67.39mAP) reach an insignificant improvement over random sampling (67.19mAP ), our acquisition
function reaches 68.40mAP , which is 1.5% better than random sampling. The performance im-
provement gets larger in the next cycles: 2% in the second cycle, 2.5% in the third cycle, and a peak
improvement of 2.6% in the fifth active learning cycle. In all cases, our proposed score outperforms
both active learning methods that are based on a single acquisition function.
We further study the effect of pseudo-labeling in our framework. In Fig. 4, we observe that on the first
active learning cycle, adding pseudo-labels comes with an immediate boost, improving the results by
2% compared to the already well-performing acquisition function for semi-supervised learning (3.9%
better than the semi-supervised method that uses random sampling). We further observe that on the
second cycle, it gives an improvement of 1.5% compared to using only our acquisition function (3.5%
better than the semi-supervised method that uses random sampling). The Pseudo-labeling module
continues to give a boost in performance in all the following AL steps, although we see saturation in
the performance boost.
We then evaluate our method when we exclude the outliers, the predictions for which the network’s
confidence is lower than τ1 = 0.5. We see that this improves our results by a further 1.5% in the
first AL cycle and by 1.4% in the second AL cycle. The performance gain in the later iterations gets
lower, nevertheless, we still improve the results by 0.3% in the fifth AL cycle.
In Fig. 4b, we provide a similar ablation study for MS-COCO. We again observe that the combined
score outperforms both the entropy and inconsistency scores in isolation. However, unlike in
VOC07+12, we observe that using only the entropy, the improvement is marginal over random
sampling. On the other hand, we observe that inconsistency works significantly better than random
sampling and entropy (we provide an intuitive explanation in the next section). We further observe the
effect of pseudo-labels. We see that in the first AL cycle, adding pseudo-labels boosts the performance
by 3.1% and the performance boost is maintained up to the last cycle.
7
Acquisition functions. We now focus on analyzing the effects of aggregating the two acquisition
functions. To do so, in Fig. 3, we check the performance of every individual class in the zeroth
and the last AL cycle. We then focus on the three best-performing classes ("Train", "Car", and
"Horse") and the three worst-performing classes ("Bottle", "Pottedplant", and "Chair"). A first
observation is that for the best-performing classes, entropy-based AL, on average, tends to outperform
inconsistency-based AL. We also see that while the inconsistency score does a good job in classes
"Car" and "Horse", it entirely fails on the best performing class "Train", performing worse than the
random sampling.
Figure 4: Accuracy as a function of the acquisition function. Abla-
tion study on the effect of entropy, consistency, combined combined
score with pseudo-labeling, combined score with pseudo-labeling con-
ditioned in τ1 as active learning methods for our semi-supervised
network. In the x-axis we have the number of actively-labeled samples,
in the y-axis we show the mAP score of detection.
On the other hand, we
see that inconsistency-
based AL outperforms the
entropy-based AL by a sig-
nificant margin in all three
worst-performing classes.
While the entropy-based




gives a relative perfor-
mance gain of up to 24%,
14% and 18% in classes
"Bottle", "Pottedplant",
and "Chair". Intuitively,
one can argue that this
phenomenon is actually to
be expected. The fact that the network does a poor job on its predictions leads to its class predictions
being unreliable for any uncertainty-based AL method. At the same time, a more general acquisition
function that is dependent only on the robustness of the network is better suited for low-performing
classes. This explains why in MS-COCO, which contains many more challenging classes, the
inconsistency significantly outperforms the entropy. Finally, we show that our acquisition function
reaches the best results.
Ratio of pseudo-labels. We now study the effect of increasing the number of pseudo-labels by
allowing more noisy pseudo-labels. To do so, we lower the pseudo-labeling threshold τ2 from
0.99 to 0.9 and 0.5. We present the results in Fig. 5a. We observe that we reach the best overall
results by using an extremely high threshold τ2 = 0.99. Decreasing τ2 to 0.9 and thus allowing
more pseudo-labels harms the performance. Further decreasing it to 0.5, hence allowing many more
pseudo-labels, actually harms the entire training. We thus conclude that we need to be selective in the
choice of pseudo-labels.
To understand why the performance improvement of the network trained with the pseudo-labels
module diminishes in the later active learning cycles, we study the pseudo-labels gain as a function
of the pseudo-labels ratio to the entire labels. As we show in Fig. 5b, in the first active learning cycle
where the pseudo-labels bring a maximum gain (3.7%), roughly half of the labels are pseudo-labels.
With the decrease of the number of pseudo-labels, we see a tendency for the gain to lower. Our
intuition is that when the number of pseudo-labels is high, despite them being noisy, they still help
the training process. However, when the number of pseudo-labels gets lower, their effect gets smaller.
Note that for MS-COCO, where the number of images that can be potentially pseudo-labeled is much
higher (78K compared to 14, 651 in PASCAL VOC), the performance gain from the pseudo-labels
module does not diminish. Intuitively, this is explained by the fact that the ratio of pseudo-labels in
all cycles remains high.
Performance boost per class. We now study if the pseudo-labels help only some particular classes,
or if they help in all classes. In Fig. 6, we plot the performance gain coming from the module for
each class and compare it with the performance gain from AL alone, and random sampling. In the
first AL cycle, we see that pseudo-labels improve over random sampling in all 20 classes, with AL
alone gives a negative boost in two classes: "Pottedplant" and "DiningTable". Furthermore, they
outperform AL alone in 17 out of 20 classes. We also find out that pseudo-labels give a boost over
AL alone in all three worst-performing classes ("Bottle", "Pottedplant", and "Chair"). We see a
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(a) (b)
Figure 5: VOC07+12: a) Accuracy as a function of τ2 for selecting pseudo-labels. b) Accuracy
improvement with respect to the pseudo-labels ratio to the entire labels.
similar pattern in the other cycles. In the second cycle, the pseudo-labels module improves over AL
alone in 14 classes and gives a negative boost in only one class ("Dog") compare to AL alone that
gives a negative boost in four classes. In the third cycle, the pseudo-labels module improves over AL
alone in 11 classes and gives a negative boost in two classes (compared to AL in five classes). In the
fourth cycle, the pseudo-labels module improves over AL alone in 15 classes and gives a negative
boost in one class (compared to AL in three classes). Finally, in the fifth AL cycle, the pseudo-labels
module improves over AL alone in 10 classes with class "Car" being a tie and gives a negative boost
in only one class, compared to AL in three classes. We thus conclude that by focusing only on the
hard samples, AL alone harms the performance on several classes. However, adding pseudo-labels
diminishes this effect, making the network much more robust and thus preventing a dataset drift.
5 Conclusions
Figure 6: VOC07+12: Effect of pseudo-labels compared to
AL alone for every class.
In this work, we developed a frame-
work that reduces the labeling costs
for object detection. Our framework
consists of a novel acquisition func-
tion that is based on the robustness
of the neural network with respect
to its predictions. We show that our
acquisition function works particu-
larly well on low-performing classes.
We then show that our score can be
naturally combined with uncertainty-
based scores such as entropy to boost
the performance of AL in all classes.
Furthermore, we show that adding a
pseudo-label module for the easy sam-
ples nicely complements our acquisition function and prevents a potential distribution drift. In this
way, our unified framework chooses to actively label the most informative samples in the dataset,
while it pseudo-labels the easiest samples. This allows us to use the majority of the dataset in a
supervised manner, while reducing the labeling costs. As we showed in the experimental setting, we
reach the same results as a fully-supervised baseline, but by reducing the labeling costs by up to 82%.
A limitation of our method is that it cannot work with unknown classes in an open-world setting.
Furthermore, our method is task-specific and thus less suitable for acquiring datasets for multi-task
networks. Finally, we only experimented with a constant pseudo-labeling threshold, which might
not be optimal. Future work will consist of addressing the above-mentioned issues, with a focus on
making our framework suitable for the open-world setting.
Broader Impact
Our work introduces a unified framework for reducing the labeling costs needed to train object
detection networks. It provides a way of using all the samples in the dataset, be they labeled or not, in
an optimized way to reach high accuracy. Manually selecting and labeling frames takes a tremendous
amount of time and labor, so by selecting the right data for annotation and training, our approach can
positively impact by reducing storage and labeling costs on industries such as autonomous driving
that require large amounts of labeled data. Our approach uses a single model with the minimum
amount of training data to maximize performance from an ecological standpoint. Our results suggest
that this is a practical approach to address inefficiencies in training data selection for real-world
applications such as autonomous driving. As our approach requires fewer training resources, thus we
also reduce the carbon footprint.
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Supplementary Material
Exact numbers for the experiments given in the main paper
In the paper, we provide plots for the main experiments due to the limited space. Here, in Tables 1,
2, 3, 4 we summarize the exact numbers corresponding to Figures 2a, 2b, 4a, 4b of the main paper,
respectively. We provide the mean and the standard deviation for each method and AL cycle. Every
experiment has been run three times.
Cycle Random Entropy Core-Set LLAL Ensemble MC-dropout SSL PL Ours
0 60.82±0.2 61.23±0.8 62.36±0.5 60.95±0.4 60.82±0.2 60.82±0.2 63.25±0.2 63.25±0.2 63.25±0.2
1 64.23±0.2 63.57±0.9 65.90±0.4 64.91±0.5 65.70±0.9 66.90±0.3 67.19 ±0.1 69.6 ±0.5 70.95 ±0.1
2 66.33±0.2 66.94±0.2 67.63±0.2 66.90±0.3 69.20±0.3 68.40±0.2 69.44±0.1 70.9 ±0.5 72.88±0.1
3 67.51±0.2 68.70±0.2 68.88±0.5 69.05±0.5 71.50±0.2 70.80±0.4 71.13±0.1 71.8 ±0.1 73.55±0.2
4 68.60±0.5 69.82±0.1 69.44±0.3 70.35±0.6 72.90±0.3 71.90±0.5 72.18±0.1 72.6 ±0.2 74.75±0.2
5 69.27±0.2 70.18±0.3 70.16±0.1 71.49±0.7 74.29±0.2 73.81±0.0 73.1±0.1 73.3 ±0.1 75.60±0.2
Table 1: VOC07+12. Comparison to state-of-the-art methods. We initially use 2, 000 randomly
sampled images and, in every other cycle, we label 1, 000 extra images. Our method outperforms all
the other methods, including ensembles, by a large margin.
Cycle Random Entropy Core-Set Ensemble MC-dropout SSL PL Ours
0 25.63±0.4 25.63±0.4 25.63±0.4 25.63±0.4 25.63±0.4 27.50±0.3 27.50±0.3 27.50±0.3
1 28.40±0.1 28.57±0.2 28.10±0.5 28.65±0.1 28.17±0.3 28.53±0.1 28.70±0.2 30.07±0.4
2 29.40±0.2 29.47±0.1 29.57±0.1 29.75±0.2 29.65±0.2 29.20±0.1 29.42±0.2 31.63±0.1
3 30.20±0.6 30.37±0.1 30.40±0.4 30.43±0.1 30.37±0.2 29.87±0.1 30.24±0.2 32.10±0.1
4 31.03±0.1 31.17±0.2 31.17±0.3 31.20±0.2 31.09±0.1 31.03±0.1 31.03±0.1 32.43±0.1
5 31.47±0.3 31.50±0.2 31.87±0.2 31.75±0.1 31.80±0.1 31.10±0.1 31.22±0.1 32.80±0.0
Table 2: MS-COCO. Comparison to state-of-the-art methods. In this case, we initially use 5, 000
randomly sampled images, and, in every active learning cycle, we label 1, 000 extra images. Our
method outperforms all the other methods, including ensembles, by a large margin.
Cycle Random Entropy Inconsistency Combined Ours w/o τ1 Ours
0 63.25±0.2 63.25±0.2 63.25±0.2 63.25±0.2 63.25±0.2 63.25±0.2
1 67.19 ±0.1 67.24±0.1 67.39±0.9 68.40±0.3 69.80±0.1 70.95 ±0.1
2 69.44±0.1 70.05±0.1 70.42±0.6 70.84±0.8 71.89±0.1 72.88±0.1
3 71.13±0.1 72.13±0.2 72.43±0.4 72.93±0.3 73.47±0.1 73.55±0.2
4 72.18±0.1 73.48±0.6 72.80±1.0 73.66±0.2 74.53±0.2 74.75±0.2
5 73.1±0.1 74.77±0.2 74.90±0.3 74.98±0.5 75.39±0.1 75.60±0.2
Table 3: Accuracy as a function of the acquisition function. Ablation study on the effect of entropy,
consistency, combined score, combined score with pseudo-labeling but without conditioning in τ1,
and the overall framework in VOC07+12. We observe that doing active learning with either entropy
or consistency outperforms the semi-supervised model, that the combined score performs better than
either of the individual scores and that adding pseudo-labels in combination with the combined score
reaches the best overall results. Ours refers to our approach combining both acquisition functions,
pseudo-labeling and conditioning in τ1.
Pseudo-labels for class
In this final experiment we analyze different methods for obtaining pseudo-labels. Precisely, instead
of obtaining pseudo-labels using the confidence score and a threshold τ2 independently of the class,
we consider the k% most confident objects for each class and add them as pseudo-labels. In Table
5 we present the results where we pseudo-label the top 20%, top 30%, top 40% most confident
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Cycle Random Entropy Inconsistency Combined Ours w/o τ1
0 27.50±0.3 27.50±0.3 27.50±0.3 27.50±0.3 27.50±0.3
1 28.53±0.1 28.96±0.3 28.90±0.3 29.17±0.2 30.07±0.4
2 29.20±0.1 29.77±0.1 29.90±0.7 30.17±0.2 31.63±0.1
3 29.87±0.1 29.93±0.4 30.85±0.4 30.90±0.2 32.10±0.1
4 31.03±0.1 31.10±0.1 31.55±0.1 31.55±0.1 32.43±0.1
5 31.10±0.1 31.40±0.1 31.60±0.1 31.65±0.1 32.80±0.0
Table 4: Accuracy as a function of the acquisition function. Ablation study on the effect of entropy,
consistency, combined and combined score with pseudo-labeling as active learning methods for our
self-supervised network. We observe that doing active learning with either entropy or consistency
outperforms the semi-supervised model, that the combined score performs better than either of the
individual scores and that adding pseudo-labels in combination with the combined score reaches
the best overall results. Ours refers to our approach combining both acquisition functions and
pseudo-labeling.
predictions for class and compare them with the results of our method described in the main paper.
We see that in general, the methods where we pseudo-label per class work well, in part with our
method. However, for simplicity, we choose to use our method that is class-agnostic when it comes
to pseudo-labels.
Cycle Top 20% Top 30% Top 40% Ours w/o τ1
0 63.25±0.3 63.25±0.3 63.25±0.3 63.25±0.3
1 69.42±0.1 69.63±0.1 69.67±0.3 69.80±0.1
2 71.84±0.3 71.84±0.3 72.14±0.2 71.89±0.1
3 73.34±0.3 73.47±0.1 73.56±0.2 73.47±0.1
4 74.53±0.1 74.53±0.2 74.32±0.2 74.53±0.1
5 75.13±0.1 75.39±0.2 75.19±0.2 75.39±0.1
Table 5: VOC07+12. The results of adding top k% most confident pseudo-labels for class, compared
to the results of our method. Top 20%, Top 30%, Top 40% represent the methods where we choose
to pseudo-label the most confident 20%, 30% and 40% pseudo-labels per class. Ours represent our
method where we pseudo-label all the objects for which the network’s confidence is greater than
0.99.
Engineering tricks to consider
5.1 Non-maximum suppression
We found the effect of non-maximum suppression (NMS) to be very important in all AL methods.
Without applying NMS, active learning methods did not work better than a random sampling method.
We hypothesize that this happens because if we do not apply NMS, the number of detected boxes is
in the hundreds, so by sheer chance, some of them might have high acquisition scores. Considering
that in a real-world scenario these boxes would be killed by NMS, we conclude that these boxes
should not be used to compute an acquisition score. Thus, for every image, we apply NMS before
proceeding with the computation of the acquisition score.
5.2 Balanced mini-batches
In the main paper, for every experiment, we force that half of the samples in a mini-batch are labeled.
In this experiment, we evaluate the effect of varying the number of labeled samples in a mini-batch.
In particular, we compare our results to having only half of the samples labeled, and a random
approach. In order to be able to quantify the effect of balancing, we do all the experiments without
adding pseudo-labels. We present the results in Table 6. We observe that our strategy of balancing
the mini-batches so they contain an equal number of labeled and unlabeled samples, performs best
by up to 1pp in all AL cycles except the zeroth one, when it gets outperformed by 0.12pp by the
strategy where only a quarter of samples contain labels. We also observe that the strategy where we
do only random sampling consistently reaches the worst results. In fact, in the zeroth AL cycle it gets
outperformed by the balanced strategies by almost 10pp. This can be explained by the fact that the
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number of labeled samples (2, 000) is much lower than the number of unlabeled samples (14, 651),
so in a mini-batch of size 32, in average, only 3.86 samples have labels. In some mini-batches, the
number of labeled samples is 0, and thus the loss function becomes completely self-supervised. We
observe that when the number of labeled samples increases (by labeling other images during AL
stage), the overall performance increases, but it still lags behind the the balanced strategies.
Cycle Random Balanced quarter Ours w/o τ1
0 53.66±0.2 63.37±0.2 63.25±0.2
1 67.39±0.4 68.12±0.2 68.40±0.3
2 69.90±0.5 70.12±0.6 70.84±0.8
3 71.38±1.2 71.92±0.3 72.93±0.3
4 73.53±0.4 73.48±0.3 73.66±0.2
5 74.30±0.4 73.90±0.4 74.98±0.5
Table 6: VOC07+12. Accuracy as a function of label/unlabeled sampling strategy. Random refers
to random sampling from the entire dataset, Balanced quarter refers to having a quarter of labeled
samples; Ours refers to half of the samples being labeled. Our balanced strategy outperforms the
other two strategies. Note that in order to check only the effect of balancing, we do not add pseudo-
labels during the training, thus, the results of Ours are different to the other papers where we add
pseudo-labeling.
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