In this paper, we discuss a stochastic analogue of Aubry-Mather theory in which a deterministic control problem is replaced by a controlled diffusion. We prove the existence of a minimizing measure (Mather measure) and discuss its main properties using viscosity solutions of Hamilton-Jacobi equations. Then we prove regularity estimates on viscosity solutions of the Hamilton-Jacobi equation using the Mather measure. Finally, we apply these results to prove asymptotic estimates on the trajectories of controlled diffusions and study the convergence of Mather measures as the rate of diffusion vanishes.
Introduction
The objective of this paper is to understand a stochastic analogue of Aubry-Mather theory. The original problem [Mat91] consists in determining a probability measure µ(x, v) in T n × R n (T n is the n-dimensional torus) that minimizes the average action
for a given Lagrangian L with the constraint that µ is invariant under the flow generated by the Euler-Lagrange equations associated with L. This problem is equivalent [Mat01] to the relaxed problem of minimizing (1) with the constraint 
In the previous equation and in the remainder of the paper, we use the convention that trajectories x(t) ∈ T n are lifted to R n whenever it is convenient. In [Gom00a, Gom00b] , this problem is studied in detail and more precise asymptotic results are presented. We also prove regularity results for the viscosity solution of (4)-in particular, under unique ergodicity of the Mather measure, uniform continuity in P (after adding to u a suitable function of P ). In [EG01] Mather measures are used to prove regularity for solutions of Hamilton-Jacobi equations. The main results are L 2 -type estimates in the difference quotients of D x u. The objective of this paper is to generalize these results to the stochastic case.
Most of the results in this paper hold (with appropriate modifications) for compact manifolds-in the classical case this was studied by Fathi in [Fat97a, Fat97b, Fat98a, Fat98b] . In this more general case, T n × R n would be replaced by the tangent space T M of a compact manifold M, and P by a cohomology class in H 1 (M, R). Also we could have used a more general elliptic operator corresponding to the Laplacian.
Stochastic Mather measures
In this section we define a stochastic analogue of Mather's minimal measure problem [Mat89, Mat91, Mn92, Mn96] . To do so, we consider an ergodic diffusion control problem and study an associated relaxed minimization problem on a space of measures. In the next section, we identify its dual by means of the Fenchel-Rockafellar duality theorem and show that the dual problem is, in some sense, a Hamilton-Jacobi equation.
Consider a controlled Markov diffusion [FS93] in R n , dx = ϑ(t) dt + σ dw,
where w is an n-dimensional Brownian motion, ϑ(t) is a bounded progressively measurable control, i.e. ϑ(t) is measurable with respect to the σ -field generated by w s , s t (see [FS93] for more details), and σ 0 the diffusion rate (σ = 0 corresponds to the standard Aubry-Mather theory). The control objective is to minimize the long-time running cost
over all bounded progressively measurable control processes ϑ(t); this is called the ergodic control problem (here E denotes the expected value with respect to the underlying probability measure). We assume that the function L(x, v) is smooth in both variables, Z n periodic in x, coercive lim |v|→+∞ (L(x, v)/|v|) = +∞ and strictly convex in v, i.e. D 2 vv L(x, v) γ > 0 for some fixed number γ > 0. Furthermore, since adding a constant to L does not change the nature of the problem, we also assume L 0. Let = T n × R n , where T n is the n-dimensional torus, identified, when convenient, with [0, 1] n or R n with a periodic structure (in geometric terms, R n is the universal covering of T n ). A pair (x, v) = z represents a generic point z ∈ , with x ∈ T n and v ∈ R n . Choose a function γ ≡ γ (|v|) : → [1, +∞) satisfying
Let M be the set of weighted Radon measures on , i.e.
Note that M is the dual of the set C 0 γ ( ) of continuous functions φ with
Note that, for any ϕ ∈ C 2 (T n ), A v ϕ ∈ C 0 γ ( ) and so (3) is well defined for µ ∈ M. For each bounded progressively measurable control strategy ϑ, consider the probability measure µ ϑ T defined by
Since each µ T is a probability measure, we may extract a weakly convergent subsequence such that, as T → +∞, µ ϑ T µ ϑ , i.e., for any φ ∈ C 0 γ ( ),
Let M 0 = cl{µ ϑ : ϑ(t) bounded progressively measurable control}.
Define
The stochastic analogue of Mather's problem consists in determining a measure µ that minimizes
For our purposes, however, it is convenient to consider a relaxed problem by replacing M 0 by a slightly larger set N 0 that we define next. The infinitesimal generator corresponding to the controlled diffusion (7) is
Proof. Given a bounded progressively measurable control ϑ(t), consider the measures µ ϑ T and µ ϑ as defined, respectively, by (8) and (9). We claim that A v ϕ dµ ϑ = 0 for ϕ(x) ∈ C 2 (T n ). To see this, recall Dynkin's formula (see [FS93, p 391] ):
for any x(t) solving (7) with ϑ(t) bounded progressively measurable. In the case σ = 0, this is just the fundamental theorem of calculus. Dividing by T and letting T → ∞, we obtain (11).
Let N 0 be the closure of the set of all measures that satisfy (11):
In the case σ = 0, the set N 0 is the 'measure theoretic' analogue of the set of closed curves on T n . Indeed, if θ : [0, 1] → T n is a piecewise smooth closed curve, then we can define a measure µ θ by
Clearly µ θ is in N 0 , and since N 0 is a linear space, it contains all linear combinations of measures of this form. If a measure µ ∈ N 0 is supported on a graph (x, v(x)), then the condition A v ϕ dµ = 0 for all ϕ(x) implies that µ is invariant under the semigroup with infinitesimal generator A v (x) .
The additional problem that we will consider is
We will prove later on that
This identity is a consequence of N 0 being the weak- * closure of M 0 . However, the proof of this depends on (13) holding for a sufficiently large class of L (see [FV89, FV88, Fle89] for related proofs). Therefore, we will prove (13) directly. The last issue we discuss in this section is the existence of a measure that minimizes
This measure is the stochastic analogue of the Aubry-Mather measure. A similar proof also shows that there exists a minimizing measure in N 0 ∩ M 1 . In the next section, we prove that
First we quote a compacity lemma.
is compact with respect to the weak- * topology in (C 0 γ ) . With the help of this lemma, we prove the existence of a minimizing measure.
Proof. Take any minimizing sequence µ n . Since L dµ < c, the previous lemma shows that by extracting a subsequence, if necessary, µ n * µ. Thus, for any fixed k,
Thus,
for all k. But then by the monotone convergence theorem,
which proves the theorem.
A similar proof yields the following theorem.
Theorem 2. There exists a measure µ ∈ N 0 ∩ M 1 such that
Identification of the dual problem
In this section we identify the dual problem of
The dual problem involves a Hamilton-Jacobi equation. Further analysis of this equation is carried out in the remaining sections and yields important information about the minimizing measure.
First we review some facts about convex duality. Let E be a Banach space with dual E . The pairing between E and E is denoted by (·, ·). Suppose h 1 : E → (−∞, +∞] is a convex, lower semicontinuous function. The Legendre-Fenchel transform h *
for y ∈ E . Similarly, for concave, upper semicontinuous functions h 2 : E → (−∞, +∞], let 
provided that either h 1 or h 2 is continuous at some point where both functions are finite.
Let C be defined by
Here cl denotes the closure in C 0 γ (if σ = 0, we may take ϕ(x) ∈ C 1 (T n )). If σ = 0, we may think of the elements in C, as generalized exact differential forms; indeed if θ : [0, 1] → T n is a piecewise smooth closed curve and φ ∈ C, then
In this section we prove that
is the dual problem of (12). First we compute the Legendre-Fenchel transforms of h 1 and h 2 in order to apply theorem 3 to (15).
Proposition 2. We have
We claim that if µ is not positive, then h *
Proof. Let L n be a sequence of functions in C 0 γ ( ) increasing pointwise to L. Any function φ in C 0 γ ( ) can be written as φ = −L n − ψ for some ψ also in C 0 γ ( ). Thus,
By the monotone convergence theorem, L n dµ → L dµ. Therefore
as required.
Also, for any φ,
If µ ∈ N 0 , then φ dµ = 0 for all φ ∈ C. Therefore
This completes the proof of proposition 2.
The Fenchel-Rockafellar duality theorem states that
provided on the set h 2 > −∞, h 1 is continuous. In the next lemma we prove that h 1 is continuous, and therefore (16) holds.
Lemma 4. h 1 is continuous.
Observe that φ n γ and φ γ are bounded uniformly by some constant C. The growth condition on L implies that there exists R > 0 such that
Denote by H the value
Theorem 4. We have
is the Legendre transform of L.
Proof. Note that
We should remark that this formula for H (which turns out to be equal toH ; see the next section) was proved, in the deterministic case, in [CIPP98] .
The cell problem
The last theorem in the previous section suggests that we study the equation
In this section, we prove that there exists a unique numberH for which (17) has a periodic viscosity solution. Using the results from [Kry87] , we show that such a solution is C 2 . Then we prove that the solution is unique (up to additive constants). Finally we prove estimates on H and u that do not depend on σ .
Theorem 5. For σ > 0, there exists a unique numberH for which the equation
has a periodic viscosity solution. Furthermore, the solution is C 2 and unique up to constants.
Remark. When compared to the case σ = 0, this result is extremely interesting because, althoughH is still unique, the viscosity solution of H (D x u, x) =H is not unique up to constants.
Proof. First we address the issue of the existence of a viscosity solution. To do so, consider the infinite horizon discounted cost problem
with dx = ϑ dt + σ dw, and the infimum is taken over bounded progressively measurable controls ϑ(t). We consider this problem in the limit α → 0. Then u α is a periodic viscosity
Since u α is periodic and uniformly Lipschitz in α [FS93] , there exists a subsequence u α and u periodic for which u α − min u α → u as α → 0. The zero control ϑ ≡ 0 is bounded and progressively measurable; thus we have the estimate
Also because L 0, we have u α 0. Thus 0 u α C/α, and so we have αu α → −H for someH (extracting a further subsequence if necessary). Then u is a periodic viscosity solution of
This solution u is actually C 2 by standard regularity results for non-linear uniformly elliptic equations [Kry87] .
To prove uniqueness ofH , suppose, by contradiction, that u i andH
Suppose u 1 − u 2 has a local maximum at x 0 . Then D x u 1 = D x u 2 and u 1 u 2 at x 0 . Thus we concludeH 1 H 2 . By symmetry,H 1 =H 2 . The uniqueness of the viscosity solution is proved in the following lemma.
Lemma 5. There exists a unique (up to constants) viscosity solution of
To prove that the viscosity solution is unique, suppose, by contradiction, that u and v are two distinct solutions
Without loss of generality, we may assume that some small ball centred at the origin of radius γ does not contain any critical point of x 0 of u(x) − v(x) (otherwise, for convenience, we may shift the coordinates). Fix , λ > 0. Note that u(x) − v(x) − e −λ|x| 2 (18) has a local minimum at x ,λ with |x ,λ | C independently of and λ. This holds because u − v is periodic and e −λ|x| 2 decreases as |x| → ∞; therefore, the global minimum in (18) must occur close to the origin. At x ,λ , we have
. Since there is a neighbourhood of the origin that does not contain a minimizer of u − v, for small enough |x ,λ | > γ /2. Dividing by e −λ|x ,λ | 2 and letting → 0, we observe that γ 2 λ 2 − Cλ 0.
Therefore, sending λ → ∞ yields a contradiction.
This yields the desired result.
Proposition 3.H can be estimated independently of σ by
Proof. Suppose u has a minimum at x 0 . Then −(σ 2 /2) u(x 0 ) 0 and D x u(x 0 ) = 0. Thus,
The other estimate is similar.
Finally, we recall that standard estimates for controlled diffusions [FS93] also yield that u is semiconcave (with semiconcavity constant independent of σ ) and Lipschitz (also independently of σ ).
Equivalence between weak and strong problems
The next task is to prove that the value H , computed by considering an infimum over measures in N 0 , is the same as
which in turn coincides withH from the previous section. A useful characterization ofH is the following theorem.
Theorem 6.H coincides with the unique valueH for which the equation
has a periodic viscosity solution.
Proof. We know from theorem 5 that there is a single numberH for which (19) admits a periodic viscosity solution u. We can use that solution to build a Markov feedback strategy to control the diffusion:
By Dynkin's formula, a measure µ ∈ M 0 ∩ M 1 corresponds to this diffusion for which
Now suppose that −H < −H . This means that there exists > 0, a measure µ ∈ M 0 ∩ M 1 and a bounded progressively measurable control ϑ such that
The hypothesis in ϑ implies that there exists a sequence T n → +∞ such that
which is a contradiction for T n sufficiently large since u is bounded.
Theorem 7. H is the unique value for which the equation
Proof. First suppose u is a periodic viscosity solution of
Then we claim that there is no smooth function ψ with
Indeed, if this were false, we could choose a point x 0 at which u − ψ has a local minimum. At this point, we would have
by the viscosity property. Hence H H by theorem 4. To prove the other inequality, consider a standard mollifier η and define u = η * u, in which * denotes convolution. Then
where R is a bound on the Lipschitz constant of u. Let
This proof holds even when σ = 0; for σ = 0, since u is C 2 , the mollification step is unnecessary.
Proof. Our previous results show that we can construct a probability measure µ on M 0 such that
Since M 0 ⊂ N 0 , this completes the proof.
Properties of stochastic Mather measures
In this section we study general properties of stochastic Mather measures. First we prove that the stochastic Mather measure is supported in the graph (x, −D p H (D x u, x)) for any u viscosity solution of (19). Then we show that the projection of this measure in the x-axis has a density that satisfies an elliptic partial differential equation.
Theorem 8. Any stochastic Mather measure is supported in the graph (x, −D p H (x, D x u)) for any u viscosity solution of (19).
Proof. Recall that, for any v, we have
which would be a contradiction.
Since any stochastic Mather measure is supported on a graph, a natural question is whether its projection in the x coordinates has a density. The answer to this question is affirmative, and we prove that this density is the solution of an elliptic partial differential equation. Before stating the result, recall that W 1,2 is the Sobolev space of weakly differentiable functions w with w 2 + |D x w| 2 ∞.
Theorem 9. Let µ be a stochastic Mather measure. Let ν denote the projection of µ in the x coordinates. Then ν = θ(x) dx for some density θ ∈ W 1,2 . Furthermore, θ is a weak solution of −∇ · (θ v(x)) + 1 2 σ 2 θ = 0 (20)
Proof. Recall that, for any smooth and periodic φ(x),
Let η be a standard mollifier, φ = η * η * ν and ν = η * ν. Note that ν is a bounded periodic C ∞ function (the bounds may depend on ). Then
Note that
The first term on the right-hand side can be estimated by
for any small γ > 0. To estimate the second term, observe that, since v is Lipschitz,
Thus
therefore we conclude that
uniformly in . Now observe that ν 0 and ν dx = 1.
If |ν | 2 dx were unbounded, then we could normalize it defining α = γ ν with |α | 2 dx = 1 and γ → 0. Since α ∈ W 1,2 uniformly, through some subsequence it converges in L 2 to some α ∈ L 2 with |α| 2 dx = 1. However, α 0 and α = 0, which is a contradiction. Therefore, we must have ν ∈ W 1,2 uniformly in . Thus through some subsequence, ν θ for some θ ∈ W 1,2 . Thus dν = θ(x) dx. Consequently, θ is a weak solution of −∇ · (θ v(x)) + 1 2 σ 2 θ = 0.
Observe that equation (20) is a non-symmetric zero eigenvalue problem. It is well known [PW84] that −∇ · (θ v(x)) + 1 2 σ 2 θ = λθ has a principal eigenvalue λ with positive eigenfunction θ. To see that λ = 0, just observe that
Since θ is non-negative, we get λ = 0.
Corollary 2. The invariant measure θ is unique.
Proof. Since θ 0 and T n θ dx = 1, there exists a point x 0 such that θ(x 0 ) > 0. Then Harnack's inequality for elliptic equations implies θ > 0 everywhere. Define w(x) by
It suffices to prove that w is unique. To do so, observe that w satisfies
Then the uniqueness lemma 5 implies that w is unique up to constants, i.e. θ is unique up to a normalizing factor.
The previous theorem yields several important identities that we will use in the next section. First defineH (P ) to be a number for which
has a periodic viscosity solution u(x, P )-because we can add arbitrary functions of P to u and still get a solution of (21), we cannot assume that u is continuous in P . The functionH (P ) is convex in P and so twice differentiable for almost every P .
Proposition 4. For any φ(x) periodic,
Furthermore,
Finally, for any P and P ,
in particular ifH is differentiable,
Proof. To prove (22) and (23), we will assume, without loss of generality, that P = 0 and omit the arguments of the function in order to simplify notation. Observe that (22) follows from
by integration by parts. Let η be a standard mollifier and let u = η * u. Then
Differentiate the previous identity with respect to x i :
Since H p j is Lipschitz in x, we have
Note also that
since D x i u is smooth and periodic. Thus
which proves (23).
To prove the last part of the proposition, note that
Let w = u(x, P ) − u(x, P ). Note that
Thus, by integrating (25) with respect to θ and using the previous identity, we obtain
Regularity estimates
In this section, we prove L 2 -type regularity estimates for the solution of (21). These estimates are expressed using the invariant measures. A major advantage is that it is possible to prove L 2 (θ ) estimates for the difference quotient |D x u(x + y) − D x u(x)| that do not depend on σ explicitly, whereas pointwise or L 2 estimates with respect to Lebesgue measure depend on σ . Therefore, our estimates extend up to the case σ = 0; for a careful study of this case, consult [EG01, Gom00a, Gom00b].
Theorem 10. Suppose u solves (21) and y ∈ R n . Then
Furthermore, ifH (P ) is twice differentiable at P , then
for |P − P | sufficiently small, and the constant C depends only on bounds for D 2 P PH . Proof. Note that
Since H is convex,
Integrating with respect to θ dx and observing that D x u ∞ is bounded independently of σ , we obtain
Similarly, let w = u(x, P ) − u(x, P ) and assumeH (P ) is twice differentiable at P . Then u(x, P ) ).
Note that From (28) we have (27), using (a + b) 2 C 1 a 2 implies b 2 C 2 a 2 for some constant C 2 .
In the next theorem, we prove that ifH is strictly convex in a neighbourhood of a point P , i.e.H
(P )
supporting plane ω ofH at P and some constant γ > 0, then the map (x, P ) → P +D x u(x, P ) is non-degenerate. In the non-random case, this result is extremely important since it proves that the invariant sets contained in (x, P + D x u) change with P ; see [Gom00a] for a detailed discussion.
Theorem 11. SupposeH is strictly convex at a neighbourhood of a point P and differentiable at P . Then
for |P − P | sufficiently small.
Proof. Let w = u(x, P ) − u(x, P ) and assumeH (P ) is strictly convex in a neighbourhood of P . Then
Note that In the case σ = 0, it is possible to prove L ∞ estimates on D 2 xx u on the support of θ [EG01] . However, this is not the case of σ > 0, at least with estimates independent of σ . Indeed, if D 2 xx u were uniformly bounded in σ then u σ would converge uniformly, through some subsequence as σ → 0, to a function u, viscosity solution of
But then u would be both semiconvex and semiconcave and we know that, in general, u is only semiconcave. However, some regularity exists, as was remarked in section 4, namely one-sided bounds on D 2 xx u (semiconcavity) that do not depend on σ .
Explicit formulae and examples
In this section we discuss several formulae for bothH and invariant measures. The next proposition shows that, given the solution u(x, P ), it is possible to compute the density θ (under smoothness assumptions), not of the invariant measure but of a time-reversed version. Before stating this proposition, we should observe that, in the case σ = 0, the invariance of the measure θ(x, P ) under the flow is described by the equation ∇ · (θ v(x)) = 0, i.e. θ is invariant under the dynamics. Assume further that we can make the change of coordinates X = x + D P u, p = P + D x u.
In these new coordinates the Hamilton equations (5) are simplified tȯ X = −D PH ,Ṗ = 0.
For fixed P , the set defined by p = P + D x u is invariant. We turn our attention to invariant measures supported on this set. First observe that sinceẊ is constant, the measure µ defined for A ⊂ T n ,
is an invariant probability measure, with respect to the dynamicṡ X = D PH .
The change of coordinates formula yields
Therefore, the measure ν defined for B ⊂ T n by 
The claim is that θ = det D 2 xP v solves
Differentiate (32) with respect to P to get
Note that D p H D 2 xP v = (D 2 xP v) T D p H and multiply the previous identity by the cofactor matrix cof D 2 xP v:
By applying ∇· to the previous identity, we have
Now we turn our attention to the special case
with V periodic. For this special Hamiltonian, we will present an alternative representation formula forH (P ) as well as exhibit a (non-periodic) invariant measure. This will follow some ideas of [Hol77] . Suppose u is a periodic viscosity solution of
Then φ solves
ThusH is an eigenvalue of the operator (σ 4 /2) φ + V (x)φ. Consider the related operator
ThenH is also an eigenvalue of L with periodic boundary conditions. Proposition 6.H is the principal eigenvalue of L.
Proof. The operator L has a principal eigenvalue λ with positive and periodic eigenfunction ϕ. Let u = −σ 2 log ϕ. Then u is smooth, periodic and satisfies the Hamilton-Jacobi equation
By uniqueness ofH , we have λ =H .
Next we exhibit an invariant measure for this system, although this is not a probability measure (unless P = 0).
Proposition 7. Let
Then θ is an invariant measure.
Proof. It suffices to check that
The next proposition was suggested to me by one of the referees. is an invariant measure.
Proof. Fix P and write u(x) = u(x, P ). Observe that
We must show that σ 2 2 θ + ∇ · ((P + D x u(x))θ (x)) = 0. 
Note that

Asymptotics
In this section, we study the asymptotic behaviour of the controlled process x(t). First we will do some formal calculations motivated by the case σ = 0 [EG01, Gom00a, Gom00b] . Define 
Convergence as σ → 0
In this last section we prove that stochastic Mather measures converge to a Mather measure as the diffusion rate σ vanishes. LetH σ be the unique number for which
has a periodic viscosity solution u σ . The bounds onH σ obtained in section 4 imply that, through some subsequence,H σ →H as σ → 0 for some numberH . Since u σ is uniformly Lipschitz in σ , through some subsequence u σ → u uniformly. Standard stability results on viscosity solutions imply that u is a viscosity solution of H (x, D x u) =H .
The properties of this limit were studied under certain assumptions of the behaviour of the viscosity solution when σ = 0 by Bessi in [Bes00] . Let µ σ be a stochastic Mather measure associated with (34). Since the support of µ σ is bounded independently of σ , we can extract a weakly convergent subsequence µ σ µ and dµ = 1. Note that −H σ = L dµ σ → L dµ = −H . Furthermore, for any smooth function φ(x),
Thus, µ satisfies L dµ = −H with the constraints dµ = 1 and vD x φ dµ = 0. Thus, µ is a Mather measure.
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