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ABSTRACT  
The design load for offshore structures can be established from 
experimental and numerical investigations. When these are conducted, 
only the indirect effect of wind is taken into account. I.e. the wave 
spectrum is defined from fetch and wind speed. Nevertheless, the wind 
can have a direct effect on steep waves if airflow separation and vortexes 
develop above the waves. This could potentially cause increased wave-
induced loads or change the breaking probability for waves and thereby 
the load statistics. This paper presents preliminary results from 
numerical simulations on how a local wind field affects wave kinematics 
and wave-induced loads on a cylinder. The waves are generated as 
spatio-temporal focused wave train. The wave field, including surface 
elevation and kinematics, is computed with the fully nonlinear potential 
solver program, OceanWave3D. The wave-induced load on the cylinder 
is computed from the output of the kinematics and the FNV force model. 
The wind forcing term is modelled by means of Jeffrey’s sheltering 
mechanism. Wave field and wave-induced loads are compared for 
different wind velocities and configurations of a focused wave. The 
presence of wind above a steep non-breaking wave increases the surface 
elevation until breaking is initiated for high wind velocity. The maximal 
wave-induced load for an initial non-breaking wave is obtained for the 
highest wind velocities due to the sudden initiation of breaking. The 
capability of the wind to increase surface elevation and load for wind 
above initially breaking waves is more questionable. The numerical 
model simply exchanges the energy transfer between breaking 
dissipation and wind energy differently depending on wind velocity and 
wave field; nevertheless, no significant increase in surface elevation or 
load is discovered in this case. The highest wind velocity can, on the 
contrary, lead to a second breaking wave, which increases the line force. 
Finally, the numerical simulations are validated successfully against 
experimental investigations without wind.  
 
KEY WORDS: Offshore structure; Wave-induced load; Wind effect 
on wave; Airflow Separation;  
 
INTRODUCTION 
An increasing number of detections of rogue waves has occurred 
recently; hence, much attention is paid to these lately. The studies are 
justly performed, since the increased wave height of rogue waves can 
result in breaking waves and increased load on offshore structures if 
being hit. Tychsen, Fabricius, Ottesen and Stevanato (2016) report of 
photo and video recordings revealing an incidence of two consecutive 
waves exceeding the 10,000 years wave height hitting one of the offshore 
structures in the North Sea. Moreover, there was an accident in 2015, 
where an extreme wave hit the COSL Innovator platform (Midttun, 
2016), resulting in one fatality and severe damage to the platform. 
Naturally, this has created an increased need for more knowledge on 
generation and occurrence of rogue waves, breaking waves, and the 
loads they inevitably will expose to the offshore structures. The features 
and statistics regarding extreme and breaking waves have been studied 
extensively. The increase in load due to a breaking wave was 
investigated in (Kjeldsen, Tørum and Dean, 1987). An amplification 
factor on the connection force for two-dimensional plunging waves was 
measured up to three times the forces from regular non-breaking waves.  
Moreover, the dynamic amplification on the force has variations 
depending on the duration of the impulse from the breaking wave and 
the natural frequency of the platform. Nielsen, Schlütter, Sørensen and 
Bredmose (2012) report an amplification factor of 1.5 on the force 
response. In (Tychsen, Fabricius, Ottesen and Stevanato, 2016) a 
dynamic amplification factor of 1.5 was inferred, and this factor was 
calculated to range from 1.5-1.9, for natural frequencies relevant for 
offshore structures considering a single degree of freedom system. All 
these experimental studies were however performed under typical 
laboratory conditions, meaning that there was no wind present, when the 
waves were travelling. That the direct effect of wind is not taken into 
account can potentially be of importance to the kinematics and load 
obtained during the tests. 
Some studies on the effect of wind on steep waves have been 
conducted, but the wave-induced load was not examined. Touboul, 
Giovanangeli, Kharif and Pelinovsky (2006) examined the local effect 
from wind over high and steep waves experimentally and numerically. 
The experimental study was conducted at the Large Air-Sea-Interaction 
Facility (LASIF) in Marseille. The waves were generated as spatio-
temporal focused waves, and tests were conducted with and without 
wind. Introducing wind extends the duration of the period, in which the 
waves are focused, and increases the amplitude slightly for strong wind. 
Moreover, the focusing point is moved further downstream, which in 
(Giovanangeli, Kharif and Pelinovsky, 2006) is explained with a current 
introduced in the tank, when wind is blowing over the surface. In the 
numerical simulation a nonlinear Boundary Integral Equation Method 
(BIEM) and a Mixed Euler-Lagrange (MEL) time marching scheme 
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were used to solve Navier-Stoke equations. The transfer of energy from 
the wind to the waves was modelled with Jeffrey’s sheltering mechanism 
(Jeffrey, 1925) by introducing a wind forcing term whenever the local 
slope exceeded a threshold. The pressure from the wind is given by   
p = ρ
a
S(uwind -cφ)
2
η
x
,   if    η
x
> η
x, threshold
               (1) 
where ρ
a
 is density of the air, S a sheltering coefficient, uwind the velocity 
of the wind, cφ and ηx are the phase velocity and local slope of the wave, 
respectively. The numerical study confirmed an increase in the duration 
of the period that the wave is focused. The maximum amplitude is 
however not increased as in the experimental study. Kharif, 
Giovanangeli, Touboul, Grare and Perlinovsky (2008) extended the 
study of Touboul, Giovanangeli, Kharif and Pelinovsky (2006) with both 
numerical and experimental investigations. By means of a well-designed 
equipment setup including hot and cold X-wires, they were able to 
register airflow separation, which occurred after the wave slope 
exceeded 0.35. Additionally, it was observed that airflow separation 
often is followed by wave breaking. The numerical study contained 
extreme wave events focused by means of both modulational instability 
and spatio-temporal dispersion. The spatio-temporal focused wave is 
highly dependent on the threshold of the local slope. If the threshold 
value is 0.4, the asymmetry in the focusing-defocusing stage is not as 
high as in the experiments. Whereas for a threshold of 0.3, breaking of 
the waves is initiated, and it is necessary to introduce a wind driven 
current in the model to avoid wave breaking. After these attempts to 
recreate the same conditions as in the physical study, a defocusing-
focusing stage close to the experimental is obtained. The modulational 
instability focused wave has a similar behavior. It is, however, more 
prone to initiate breaking, so a higher threshold for the wave slope is 
used.  
Additionally a numerical study of the direct effect of wind on 
shallow water has been conducted in (Chambarel, Kharif, Kimmoun, 
2010). The findings for shallow water waves were similar, except that 
these waves were less susceptible to wind perturbation. Moreover, the 
numerical simulations showed that the wind speeded up the overturning 
crest. If this is realistic for physical water waves, the load from breaking 
waves will be increased, when wind is present. Reul, Branger and 
Giovanangeli (2008) performed tests specifically with wind over 
breaking waves in a small wind-wave tank at LASIF in Marseille. Digital 
particle image velocimetry was used to investigate flow structures in the 
air above the breaking waves. These tests also revealed airflow 
separation, which introduced vorticity in the flow on the leeward side of 
the breaking wave. The possibility that Jeffrey’s sheltering mechanism 
might not capture all physics regarding the interaction between the wind 
field and breaking waves was discussed, in particular drag form for 
vorticity leeward of waves and intermittent vertical mixing of horizontal 
vorticity in the airflow.    
The aforementioned limitation of the simple implementation of 
Jeffrey’s sheltering mechanism in numerical models is dealt with in Yan 
and Ma (2010), as they modelled both the waves effect on the air flow 
and vice versa. This was enabled by coupling a fully nonlinear potential 
solver with a Reynolds-Averaged Navier-Stoke solver, where the surface 
was tracked by the Volume of Fluid method. In their advanced model 
with a coupling between wind and waves, the amplification of the 
surface elevation was observed. It is consistent with the asymmetric 
focusing-defocusing stage seen in the experimental study of Kharif, 
Giovanangeli, Touboul, Grare and Pelinovsky (2008). The entire 
defocusing stage was however not shown. The vortex on the leeward side 
of steep focused waves was confirmed in the numerical simulations. The 
generated wind pressure from the coupled model was compared to that 
obtained with Jeffrey’s sheltering model. Differences are observed 
namely on the leeward side, when a vortex is present. This means that 
Jeffrey’s sheltering mechanism might underestimate the positive 
pressure at the trough of the wave surface on the leeward side. On the 
contrary, it overestimates the negative pressure at the sea water level on 
the leeward side due to the presence of a vortex just above. A time step 
later, when no vortexes were present and the airflow was fully separated, 
the simulated wind pressure was more or less the same as that obtained 
from Jeffrey’s sheltering mechanism. Marino, Borri and Lugni (2011) 
investigated the impulsive loads from breaking waves by doing 
numerical simulations of waves affected by local wind pressure, 
modelled with Jeffrey’s sheltering mechanism. Despite the 
aforementioned studies indicating an influence of the direct wind 
pressure on the kinematics and dynamics of waves, the simulations 
showed no significant influence on the load. It should, however, be 
mentioned that the simulations were performed with a linear potential 
solver up to the point breaking was expected, and then it was coupled 
with a nonlinear potential solver. The wind was reported to be effective 
when the local slope is around 0.35. The local slope obtained with linear 
wave theory will be smaller than for a nonlinear computation, and the 
effect of wind pressure might be underestimated if the nonlinear solver 
is not applied until breaking is expected. Moreover, it is relevant to 
explore the effect on the other kinematical parameters, besides the 
horizontal particle velocity, used in a force model such as FNV 
(Kristiansen and Faltinsen, 2017).  
The present study investigates the effect of a wind pressure term on 
a spatio-temporal focused wave, and more importantly how the wave-
induced loads are affected. The spatio-temporal wave is both generated 
as a steep non-breaking wave, and as a reconstruction of breaking waves 
from tests. The kinematics from the simulations are extracted and used 
in order to compute the wave loading. The loads are calculated with 
Morison’s equation along with the FNV model.  
 
NUMERICAL MODEL 
The numerical computations in this study are carried out with the fully 
nonlinear potential solver OceanWave3D (OW3D) developed by 
Engsig, Bingham and Lindberg (2009). The Navier-Stoke equations are 
solved under the assumption of potential flow, meaning that no 
turbulence or viscosity effects are incorporated. It is a finite difference 
based solver, where the time varying domain is mapped onto a time 
invariant domain. The model uses an Eulerian description of the flow, 
which means that the solution of the surface elevation will be a single-
valued function of the horizontal coordinate, i.e. overturning waves 
cannot be modelled. Breaking in the wave field is on the contrary, dealt 
with by introducing a breaking filter that dissipates energy, whenever the 
vertical acceleration exceeds the input value of the breaking filter times 
the gravitational acceleration. The shortcoming of the numerical model 
for this purpose is that it does not model the overturning process of 
breaking waves. This means that the processes related to breaking are 
uncertain. When waves are close to breaking the dissipation process of 
the model will start and the supply of energy from the wind is suppressed. 
Whether this exchange of energy corresponds to reality needs to be 
studied experimentally. OW3D can, however, model highly nonlinear 
waves, and the wave modelling is performed with high accuracy up to 
breaking. For non-breaking waves, the effect of the wind forcing term 
can be investigated without any counteraction of the breaking filter 
dissipation. The wind forcing term is implemented in a similar manner 
as in (Touboul, Giovanangeli, Kharif and Pelinovsky, 2006). The 
pressure from the wind is defined in eq. 1. It is applied to the entire wave 
from trough to trough, whenever the local wave slope in a point exceeds 
the threshold. The phase velocity cφ is estimated based on the assumption 
that the waves travel with constant form, i.e. cφ= ηt/ηx. When estimating 
the phase velocity, temporal slope η
t
 and local slope η
x
 are found a time 
step before the present computation step. The incorporation is performed 
this way due to the time marching scheme of OW3D. It works adequately 
with small time steps. The phase velocity is estimated as the median of 
η
t
/η
x
calculated in all computation points from trough to trough. 
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NUMERICAL SETUP 
The dimensions of the numerical wave tank are seen in fig. 1. These were 
defined based on a physical Wind-Wave-Current tank in Newcastle, in 
which we had conducted tests. These tests were used for validation of 
the numerical model. The physical wave tank has a wind section above 
the water section, which was used in the test. A cylinder with a diameter 
of 0.05 m was placed 9.0 m down the tank. The model was equipped 
with a load cell in the bottom and an accelerometer on the top. The test 
setup is described in details in (Kristoffersen, Georgakis, Bredmose and 
Longbin, 2018). The numerical wave tank was 20 m long, 2.6 m wide 
and 0.9 m deep as seen in fig. 1. The first 6.4 m of the tank was a 
relaxation zone, where the waves were increased gradually. In this way, 
the position of the physical wave paddles corresponded to 3.0 m down 
the numerical tank. The origin of the coordinate system, referenced to 
throughout the paper, is located as sketched on the fig. 1. The last 6.0 m 
of the wave tank was a damping zone to avoid reflected waves in the 
numerical wave tank. The last 6.0 m therefore corresponded to the 
absorbers in the physical wave tank. The simulations were carried out in 
2D only. The discretization in the x-direction, dx for each individual case 
is listed later on. The discretization in time, dt was coupled with a given 
dx by the velocity of the incident wave and a Courant number of 0.5, 
which was used constantly throughout all simulations. The 
computational domain in the z-direction was discretized in 96 points. The 
resolution, dz was uneven over the height. It ranged from 37∙10-3 m at 
the bottom to 0.6∙10-3m at the crest for the highest wave.  
 
Figure 1. Dimensions of physical and numerical wave tank. The physical 
wave tank is a Wind-Wave-Current tank at Newcastle University. wg 1 
and wg 7 are the wave gauges in the experiments, used for input and 
validation, respectively, in the numerical wave tank in OceanWave3D. 
 
FORCE MODEL 
The force up to third order can be computed with Morison’s equation 
(Morison, Johnson & Schaaf, 1950) extended with the FNV force model 
(Kristiansen and Faltinsen, 2017). Despite that the output from OW3D 
is obtained up to higher order, it is implemented into the force model like  
 F = ρRcd ∫ (
η
-h
u|u|) dz + ρπR2 ∫ (ut
η
-h
+ uzw + uux)dz + 
 ρπR2(c𝑚-1) ∫ (ut
η
-h
+uzw) dz + ρπR
24/g u2ut                                              (2) 
where F is the radius of the cylinder, u and w are the velocities in the x- 
and z-direction respectively, cm and cd  are the mass and drag coefficients. 
Subscripts imply derivation. The first and second term are the drag and 
inertial term from Morison’s equation, respectively. The third term in the 
FNV force model describes the diffraction in the vertical direction for a 
non-slender body. Last term is a point load at SWL defined in the FNV 
model. Since the numerical solution applies from z = 0 to η, no solution 
is obtained at SWL when η is negative. At these locations, u and ut at the 
surface are applied. The validity of applying higher order kinematics into 
a third order force model is left for future work. 
   
DISCUSSION 
Convergence  
The convergence was tested for a focused wave train. The focused wave 
was generated from a Jonswap spectrum with an enhancement factor of 
3.3 and the input parameters are listed in table 1. The surface elevation 
is focused by having aligned phases at the the focal point x0 and at the 
time instant t0, meaning that it can be described as 
η=
αη
ση
2
 ∑ Re {al∙e
i(ωl(t-t0)-kl(x-x0))}Nl=1                       (3) 
Where αη is the crest height, ση
2= ∫ Sη(ωl)dω
∞
0
,  al=Sη(ωl)Δω is the l
th 
component of the spectrum, kl is the corresponding wavenumber, ωl the 
radian frequency and N is the number of discretized frequency 
components of the spectrum. 
 
Table 1 Input parameters for convergence study. bf is the breaking 
filter. fp is peak wave frequency. Amax is maximal wave amplitude. 
fp  
[Hz] 
Amax 
[m] 
h  
[m] 
bf  
[ ] 
dx1 
[m] 
dx2 
[m] 
dx3 
[m] 
dx4 
[m] 
0.7 0.13 0.9 no 0.039 0.045 0.105 0.263 
The maximum envelope of the surface elevation for all time steps found 
at each x-value is plotted in fig. 2. Recalling that dx and dt is coupled by 
a Courant number on 0.5 and the velocity of the incident wave. The 
legend dt1 is in this way coupled with dx1 and so on. It is seen that for 
the roughest discretization, dt4, the surface elevation differs a lot from 
the finest discretization, dt1. For the third discretization, the envelope is 
still deviating from the finest. The second discretization is nearly 
converged with the finest. Additionally, it is seen in fig. 3 for the highest 
wave the differences between discretization 1 and 2 are minor. The 
deviations between discretization 1 and the remaining are listed in table 
2, and it is seen that the difference between discretization 1 and 2 is 5.3 
%. The wavelength of the third harmonic of the peak frequency is 0.36 
m, which means that the second discretization covers eight computation 
points over that wavelength. Due to these considerations, the second 
discretization with dx at 0.045 m and dt at 0.012 is used throughout the 
study.    
 
Figure 2. Maximum envelope of surface elevation along the numerical 
wave tank for four different discretizations in x- and time domain.  
 
Figure 3. Close-up of surface elevation 9.0 m down the tank for four 
different discretizations for x- and time domain of OceanWave3D 
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Table 2. Deviation between maximal surface elevation for 
discretization 1 and 2-4 in the numerical model 
Discretization 1 and 4 1 and 3 1 and 2 
Difference [%] 36.6 17.6 5.3 
 
Validation of numerical model  
The part of the numerical model concerned with the wave 
hydrodynamics was validated against measurements of focused waves. 
The validity of the wind forcing term was not examined in this study. As 
input for the wave generation, a signal from a wave gauge located 3.4 m 
from the physical wave paddles was used. The simulated wave that 
focused 8.9 m down the tank was compared with the signal from a wave 
gauge at that position. Other input parameters are listed in table 3. 
 
Table 3. Input parameters for OW3D for validation of simulation against 
measurements. bf is an abbreviation for breaking filter. fp is the peak 
wave frequency. Amax is the maximal wave amplitude  
fp       
[Hz] 
Amax   
[m] 
h       
[m] 
bf          
[ ] 
dx         
[ ] 
dt             
[ ] 
0.7 0.15 0.9 1.0 0.045 0.0112 
For the comparison of the computations from OW3D with the 
measurements, the computed hydrodynamic force can be compared to 
the measured shear force at the base of the model. The cylindrical model 
in the test was, however, quite flexible, meaning that the measured 
connection force contained oscillation from the dynamic response of the 
model, i.e. the external force on the model could not be directly extracted 
from the measurements. Instead, the computed hydrodynamic force was 
applied to a Finite Element model (FE Model). The experimental 
cylinder setup was modelled as a beam with a rotational, Kθ and 
translational, Km spring in the bottom, which is sketched in fig. 4. It 
consisted of 261 beam elements with 6 degrees of freedom. The 
parameters are listed in table 4. A similar approach is applied in 
(Bredmose, Slabiak, Nielsen and Schlütter, 2013) to compare computed 
forces with measurements of connection force and accelerations. 
 
Table 4. Input parameters for the Finite Element model of the 
cylindrical model used in tests with first natural frequency, f1. E and ρ 
are E-modulus and density for material of model, respectively, dzFE is 
discretization of FE-model along the height. 
E 
[MPa] 
ρ 
[kg/m3] 
Height 
[m] 
Kθ 
[Nm/rad] 
Km 
[MN/m] 
f1  
[Hz] 
dzFE 
[m] 
210000 7850 1.3 1750 18.0 4.15 0.005 
 
Figure 4. Steel pipe with load cell modelled as FE model with beam 
elements, rotational and translational spring. The sketched discretization 
of the FE model is not as in the calculations. Application of computed 
line force obtained from OW3D output. 
 
In figs. 5-7 the surface elevation from measurements and from OW3D is 
plotted along with computed and measured force and moment. There is 
good agreement between the computed and measured surface elevation, 
only the steepest wave has some discrepancies on the front side, which 
might be due to the overturning process of the breaking wave in the tests. 
The computed force is consistent with the measurements for small wave 
heights in the wave train. Around the highest and steepest wave event, 
where the wave was breaking, the OW3D force is higher than the 
measured, and spikes are observed on the close-up. First spike around 
t=25.65 s is the maximal inertial forced created at SWL. The next spike 
around t=25.70 s is caused by high horizontal velocities in the particles 
at the crest. When the OW3D force was applied to the FE model, a good 
agreement between computed and measured force response is seen. The 
oscillations in the computations are coinciding with the measured except 
from the first oscillation in negative direction. This small discrepancy 
can be related to the fact that the hydrodynamic model was not coupled 
with the FE model, i.e. the relative velocity was not applied in the drag 
term of Morison’s equation. Oscillations form the 1st and 2nd natural 
frequency of the model, is observed in both computed and measured 
force on the close up in fig. 6.  In fig. 7 the measured and computed force 
moment are seen, and a correspondingly good agreement is achieved.  
 
Figure 5. Dimensionless surface elevation, 𝜂 for validation of numerical 
simulation against measured surface elevation 9.0 m down the tank.  
 
Figure 6. Dimensionless shear force, F plotted as measured, computed 
force from OW3D, and the force response after OW3D force was applied 
to the FE-model. Close-up on the force peak in right corner. 
 
Figure 7. Dimensionless force moment, M plotted as measured, 
computed force moment from OW3D, and the force moment response 
after OW3D force was applied to the FE-model. 
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Direct effect of wind on non-breaking waves 
A focused wave similar to that used in the convergence study was 
simulated to explore the direct effect of wind. The wave was generated 
from a Jonswap spectrum with an enhancement factor of 3.3, and the 
remaining input parameters are listed in table 5. The generated wave has 
a maximal steepness of 79.9° and is therefore highly nonlinear, but still 
the breaking filter was not active for the specified bf. In figure 8 the non-
breaking wave is plotted with the breaking wave used in next study. This 
setup was used to investigate the wind effect on steep and highly 
nonlinear waves. The effect of the wind was taken into account as 
described in the section Numerical model, and parameters used in the 
implementation are listed in table 5.  
 
Table 5. Input parameters for OW3D for simulation of steep 
nonbreaking wave focused from Jonswap spectrum. Input parameters 
for wind implementation of Jeffrey’s sheltering mechanism.  
fp  
[Hz] 
frange 
[Hz] 
 
Amax 
[m] 
h  
[m] 
bf       
[ ] 
S        
[ ] 
η
x,thres
 
[m/m] 
ρ
a
 
[kg/m3] 
0.7 0.4-1.8 0.17 0.9 1.0 0.5 0.35 1.25 
 
Figure 8. Surface elevation as a function of x for a non-breaking and a 
breaking wave, when being at its steepest. Wind velocity is 0 m/s. 
 
The maximal envelope of the dimensionless surface elevation 
throughout the length of the numerical wave tank is plotted in fig. 9. The 
amplitude of the surface is increased when wind with a velocity of 4.5 
m/s was applied above the waves and, additionally, the wave train stays 
focused for a slightly longer period. The surface elevation and the wind 
pressure for a time step, where the latter was active, are plotted in fig. 
10. When the wind velocity was increased from 4.5 m/s to 5.5 and 6.5 
m/s, the wave on the contrary loses energy after 8.2 m, and the surface 
elevation decreased from that point on. The breaking filter was 
affirmatively active at 8.2 m, which explain why the surface elevation 
does not increase. The amplitude for the wave located around x = 11 m 
is increased for the case with wind velocity on 4.5 m/s. Whereas, for the 
cases with wind velocities on 5.5 and 6.5 m/s, the amplitude is still 
decreased due to the initiation of breaking dissipation at x = 8.2 m. These 
computations therefore suggest that the effect of the wind is to add 
energy and to increase the surface elevation until breaking is initiated 
and energy is dissipated. Due to the aforementioned limitation of OW3D 
and, in general, the difficulties related to modelling of breaking waves, 
this exchange of energy is uncertain. How much energy is dissipated by 
breaking in reality, and does the wind sheltering mechanism for steep 
waves add that amount of energy? Experimental investigations should 
be conducted to either confirm or disconfirm the matter. The maximum 
envelope of the associated dimensionless load is plotted in fig. 11. The 
shear force, F is increased with approximately 20% when wind with a 
velocity of 4.5 m/s was added. When the wind velocity was further 
increased to 6.5 m/s, the load increased with 125% at the location, where 
the breaking filter of OW3D indicated breaking. This shows that even 
though there is a limit on the increase in surface elevation when wind 
velocity increases, the load keeps increasing. The maximal envelope of 
the dimensionless line force, f at the position on the z-axis marked with 
a thin arrow in fig. 4 is furthermore studied. It is plotted in fig. 12. The 
trend is the same as for the shear force, and the line force is increased 
with 120%, when the wave was breaking. The highly increased force 
could be explained with initiation of breaking, which does give higher 
loads. The question is whether the processes already taken into account 
in the indirect effect of the wind can generate equal loads if the initial 
wave without the direct effect of wind is already breaking. This will be 
investigated by looking at an initial breaking wave.         
                                 
 
Figure 9. Maximum envelope of dimensionless surface  𝜂 for simulations 
of focused, but initially nonbreaking wave with different wind velocities. 
Breaking filter is on. 
 
Figure 10. Surface elevation of focused wave and associated wind 
pressure for implementation of Jeffrey’s sheltering mechanism.  
 
Figure 11. Maximum envelope of dimensionless shear force, F for 
simulations of focused, but initially nonbreaking wave with different 
wind velocities. Breaking filter is on. 
 
Figure 12. Maximum envelope of dimensionless line force, f for 
simulations of focused, but initially nonbreaking wave with different 
wind velocities. Breaking filter is on. 
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Direct effect of wind on breaking waves 
The simulations are now performed for a focused wave train that initially 
is breaking, when no wind is present. This means that the effect of wind 
on an already breaking wave will be studied. The input parameters are 
listed in table 6. The waves are generated from the same wave gauge 
signal as in the ‘Validation section’. 
 
Table 6. Input parameters for OW3D simulation of steep breaking wave 
and implementation of Jeffrey sheltering mechanism for wind pressure.  
fp  
[Hz] 
frange 
[Hz] 
 
Amax 
[m] 
h  
[m] 
bf       
[ ] 
S        
[ ] 
η
x, thres
 
[m/m] 
ρ
a
 
[kg/m3] 
0.7 0.4-2.0 0.17 0.9 1.0 0.5 0.35 1.25 
The wave gauge signal consists of a breaking wave generated from a 
Jonswap spectrum with the listed parameters and focused 8.9 m down 
the tank. The maximum envelope of the surface elevation is plotted in 
fig. 13. The breaking filter is active at 8.9 m for the case without wind, 
which means that the wave, according to OW3D, is breaking. When 
wind is introduced, the breaking filter starts dissipating even more 
energy, and the surface elevation at 8.9 m is decreased for all velocities. 
The wind pressure, however, keeps adding energy and for all wind 
velocities the maximum surface envelop grows to an even higher surface 
elevation at 9.4 m. The succeeding wave at x = 11 m is moreover 
increased due to the wind effect for velocities of 4.5 and 5.5 m/s. For 
wind velocity of 6.5 m/s the breaking filter is however activated again 
around 9.4 m, and energy is dissipated, which can be tracked down to 
the wave at 11 m. The shear force, F is slightly higher for the case 
without wind as seen in fig. 14. This could be due to a higher surface 
elevation of the breaking wave at 8.9 m for the case without wind than 
for the remaining cases. The wave at 9.4 m has a higher wave amplitude 
but is not breaking for the cases  with wind velocities of 4.5 and 5.5 m/s, 
which can explain the smaller load here than at 8.9 m. The line force 
plotted in fig. 15 exhibits a similar behaviour, except that for a wind 
velocity of 6.5 m/s the overall maximum is reached at 9.4 m, i.e. the 
location of the second breaking for this case. The simulations do not give 
an unambigous conclusion on whether or not a direct wind effect can 
increase the load for already breaking waves. Nonetheless, it initiates a 
second breaking for high wind speed. If wind above steep waves leads 
to more breaking waves and thereby a different breaking probability, the 
load statistics for irregular waves changes. This means that the tail of the 
exceedance probability curve for load contains increased load for the 
same probability as without wind. Therefore simulations with irregular 
waves need to be performed to explore this behaviour. Since the 
numerical modelling of breaking waves is uncertain, this should also be 
studied experimentally.      
 
 
 
 
 
 
 
Figure 13. Maximum envelope of dimensionless surface elevation, 𝜂 for 
simulations of focused, and initially breaking wave with different wind 
velocities. Breaking filter is on. 
 
Figure 14. Maximum envelope of dimensionless shear force, F for 
simulations of focused and initially breaking wave with different wind 
velocities. Breaking filter is on.  
 
Figure 15 Maximum envelope of dimensionless line force, f for 
simulations of focused and initially breaking wave with different wind 
velocities. Breaking filter is on. 
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Direct effect of wind on nonbreaking waves without breaking 
filter 
The simulations are performed for the same input as listed in table 5 
except that the breaking filter is now off. This case if performed to 
explore the wind’s effect without any counteraction of the breaking 
dissipation. The maximum envelope of the surface elevation is plotted in 
fig. 16. It is now seen that the maxima of the surface elevation keeps 
increasing with increasing wind velocities. For the highest wind speed 
of 6.5 m/s the solution becomes unstable and breaks down, therefore this 
case is omitted. The shear force, F and line force, f plotted in figs. 17-18 
are increased corresponding to the surface elevation. The shear force at 
8.2 m is not changed compared to the case with the breaking filter on, 
but for wind velocity of 5.5 m/s another maximum arises at 8.8 m. The 
overall maximum is thereby increased with 8% for a wind velocity of 5.5 
m/s when the breaking filter is off compared to when it is on. As 
mentioned, the dissipation of energy caused by the breaking filter is 
uncertain. If the breaking dissipation does not occur as anticipated in the 
model, the surface elevation and shear force might be increased as in this 
scenario. The line force has the same over-all maximum whether the 
breaking filter is on or off.  
 
Figure 16. Maximum envelope of dimensionless surface elevation, 𝜂 for 
simulations of focused, but initially nonbreaking wave with different 
wind velocities. Breaking filter is off. 
 
 
Figure 17. Maximum envelope of dimensionless shear force, F for 
simulations of focused, but initially nonbreaking wave with different 
wind velocities. Breaking filter is off.  
 
Figure 18. Maximum envelope of dimensionless line force, f for 
simulations of focused, but initially nonbreaking wave with different 
wind velocities. Breaking filter is off. 
 
CONCLUSIONS 
The wind’s direct effect on steep focused waves and the associated wave-
induced load is existing with large variation depending on the initial 
steepness of the wave field. If the initial focused wave is steep but non-
breaking, the wind above the wave is capable of increasing the surface 
elevation and the wave-induced load. If the wind velocity is further 
increased, the surface elevation decreases due to activation of the 
model’s breaking filter. However, the wave-induced load is increased 
because of the breaking. Turning the breaking filter off in OW3D, a 
consecutive increasing wind velocity will retain an increase in the 
surface elevation until the solution becomes unstable. Nevertheless, the 
numerical model might simulate unrealistic waves when the breaking 
filter is off. On the other hand, there is uncertainties related to the way 
the numerical model dissipates energy, when breaking occurs, and this 
can give a misrepresented picture of the wind’s transfer of energy to the 
waves. The effect of wind on an initially breaking wave is more 
questionable. The shear force is not increased in the presence of wind 
because the breaking filter dissipates more energy in these cases than for 
the case without wind. The largest line force in this study is nonetheless 
obtained for a wind velocity of 6.5 m/s, when a second breaking process 
occurs. If wind above steep waves resulting in airflow separation and 
vortexes, leads to more breaking waves, a higher breaking probability 
exists. This will alter the exceedance probability curve for loads, and 
simulations with irregular waves should therefore be conducted to 
explore the statistics. The simple implementation of Jeffrey’s sheltering 
mechanism might, as mentioned in the introduction, not represent the 
wind’s effect when vortexes in the wind field are present. Taking these 
uncertainties into account, an experimental study on both focused and 
irregular waves should be conducted.  
 
FUTURE WORK 
The numerical simulations will be carried out for irregular waves with 
long time series to explore the statistics of wave amplitude and the 
associated wave-induced loads, when wind is present. With the same 
purpose but another validity, an experimental study on focused and 
irregular waves will be conducted in the Large Air Sea Interface Facility 
at Marseille Luminy University.  
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