We consider an optical medium consisting of a periodic refractive-index grating and a periodic set of thin layers of two-level systems resonantly interacting with the electromagnetic field. Recently, it has been shown that such a system gives rise to a vast variety of stable bright solitons. In this work, we demonstrate that the system has another very unusual property: stable bright solitons can coexist with stable continuous-wave ͑cw͒ states and stable dark solitons ͑DS's͒. Depending on the parameters' values, a DS frequency band coexists ͑without overlap͒ with one or two bright-soliton bands. Quiescent ͑standing͒ DS's are found in an analytical form, and moving ones are obtained numerically. Simulations show that a considerable part of the DS solutions are completely stable against arbitrary small perturbations. The fact that this system supports both stable bright and dark solitons for the same parameters values may find interesting applications in photonics.
I. INTRODUCTION
An intriguing optical property of one-dimensionally periodic dielectric media is the existence of solitary waves in their band gaps known as ''gap solitons.'' These selflocalized field structures arise due to the interplay between the medium nonlinearity and its Bragg reflections. Their spectrum is tuned away from the Bragg resonance by the nonlinearity at sufficiently high field intensities. Theoretical studies of gap solitons in Bragg gratings with Kerr nonlinearity ͓1͔ have been followed up by their experimental observation in a nonlinear optical fiber with the grating written on it ͓2͔. Gap solitons have also been theoretically studied in gratings with second harmonic generation ͑SHG͒ ͓3͔.
A principally different mechanism of gap solitons has been revealed in a periodic array of thin layers of resonant two-level systems ͑TLS's͒ separated by half-wavelength nonabsorbing dielectric layers, i.e., a resonantly absorbing Bragg reflector ͑RABR͒ ͓4,5͔. Such a RABR has been shown, for any Bragg reflectivity, to have, a vast family of stable solitons, both standing and moving ͓4,5͔. As opposed to the 2 solitons arising in self induced transparency, i.e., resonant field -TLS interaction in a uniform medium ͓6͔, gap solitons in a RABR can have an arbitrary pulse area ͓4,5͔. As shown below, gap soliton solutions can only be consistently demonstrated in a RABR with thin active TLS layers. By contrast, a recent attempt ͓7͔ to obtain such solutions in a periodic structure uniformly filled with active TLS's is physically unfounded, and fails for many parameter values.
A gap soliton is usually understood to be a moving or standing ͑quiescent͒ bright confined region, where light can freely propagate, in a dark background, where light is Bragg reflected. Along with these bright solitons, there is considerable physical interest in dark solitons ͑DS's͒, i.e., ''holes'' of a fixed shape in a continuous-wave ͑cw͒ background field of constant intensity ͓8͔. However, no example of a stable DS has thus far been known in any periodic nonlinear medium.
A principal problem is the modulational instability of the cw fields, i.e., the lack of a stable background to support DS's. The main innovation of the present work is that it demonstrates an unexpected property of a RABR with active layers: alongside the previously studied stable bright-soliton solutions ͓4,5͔, this system gives rise to a family of DS's, a large part of which are stable. While the existence of stable brightsoliton solutions along with unstable dark solitons is a known feature of uniform SHG media ͓8͔, the RABR with thin active layers provides, to the best of our knowledge, the first example of a nonlinear optical medium in which stable bright and dark solitons exist for the same values of the model's parameters ͑at different frequencies͒. We believe it is also the first example of the existence of stable bright solitons alongside stable cw ͑background͒ solutions.
The rest of this paper is organized as follows. In Sec. II we introduce the model, and analyze the spectrum of its linearized version. Properties of the standing ͑quiescent͒ bright solitons are discussed in Sec. III. Exact solutions representing quiescent DS's are obtained in Sec. IV. Section V is devoted to the crucial issue of the stability of DS's. First, we analytically consider the stability of the cw solutions, and then, by means of numerical simulations, we test the full stability of DS's. In Sec. VI, we find moving DS's by means of direct simulations, and conclude that they are drastically different from the moving DS's in the nonlinear Schrödinger equation. Effects of the finite width of the active layers are estimated in Sec. VII, experimental predictions of the work are discussed in Sec. VIII, and the conclusions are summarized in Sec. IX. In Appendixes A-F, derivations of the governing equations and of other important formulas are presented.
II. MODEL AND ITS LINEAR SPECTRUM

A. Equations of motion
As in Refs. ͓4͔ and ͓5͔, we assume a one-dimensionally periodic modulation of the linear refractive index n(z) along the z direction of the electromagnetic wave propagation ͑see Fig. 1͒ . The modulation can be written as the Fourier series
where n 0 , a j , and k c are constants. For the propagation of waves whose wave vector is close to k c , only the coefficient a 1 is essential ͑see Appendix B͒. The medium is assumed to be infinite and homogeneous in the x and y directions. The periodic grating gives rise to band gaps in the system's linear spectrum, i.e., the medium is totally reflective for waves whose frequency is inside the gaps. The central frequency of the fundamental gap is c ϭk c c/n 0 , c being the vacuum speed of light, and the gap edges are located at the frequencies
where a 1 is the modulation depth from Eq. ͑1͒. We further assume that very thin TLS layers ͑much thinner than 1/k c ), whose resonance frequency 0 is close to the gap center c , are placed at the maxima of the modulated refraction index. In other words, the thin active layers are placed at the points z layer such that cos(k c z layer )ϭϮ1. As discussed in Sec. VIII, quantum wells embedded in Bragg mirrors are adequately described as TLS layers. We shall study the propagation of the electromagnetic waves with frequencies close to c through the described medium. The electric field E(z,t) will be decomposed into cosine and sine spatial components, having dimensionless slowly varying amplitudes ⌺ ϩ and ⌺ Ϫ , respectively,
where is the transition dipole moment of the TLS, and the characteristic absorption time of the field by the TLS is
͑4͒ 0 being the TLS density ͑averaged over z). As derived in Appendixes A, B, and C, the Maxwell-Bloch equations in the slowly-varying-amplitude and rotating-wave approximations yield the following set of governing equations for this system:
where P is the dimensionless slow-varying polarization normalized as ͉P͉р1, and w is the TLS population inversion ranging between Ϫ1 and ϩ1. Here, we have neglected losses and the finite width of the active layers, which are analyzed in Sec. VII and Appendixes D and E. The dimensionless time , coordinate , and detuning ␦ are defined as follows:
͑9͒
The dimensionless modulation strength in Eqs. ͑5͒ and ͑6͒
is the ratio of the TLS absorption distance to the Bragg reflection distance, which can be expressed as
Note that ⌺ Ϫ does not influence the evolution of ⌺ ϩ , P and w, but is driven by ‫ץ‬ P/‫.ץ‬ Combining Eqs. ͑7͒ and ͑8͒, one can eliminate the TLS population inversion:
Without the field-induced polarization, the TLS population is not inverted (wϭϪ1), hence the lower sign must be chosen in Eq. ͑11͒. Thus the remaining equations for ⌺ ϩ and P form a closed system,
and ⌺ Ϫ , the field component driven by ‫ץ‬ P/‫,ץ‬ can then be found from Eq. ͑6͒. We emphasize again the crucial role of the assumption that the TLS layers are much thinner than a wavelength and satisfy the Bragg condition. Without this assumption we could not have obtained Eqs. ͑5͒ -͑8͒ which are closed in P 
B. Energy densities
To see the physical meaning of the quantities ⌺ Ϯ and P, we express the energy density of the electromagnetic field as
that of the TLS excitations as
and the energy density of the TLS-field interaction as
From Eq. ͑14͒ we conclude that ͉⌺ ϩ ͉ 2 and ͉⌺ Ϫ ͉ 2 are proportional to the number of photons per TLS ͑atom͒, in the standing-wave symmetric and antisymmetric modes whose antinodes and nodes, respectively, coincide with the active layers ͑see Fig. 1͒ . Since the interaction time 0 ͓see Eq. ͑4͔͒ is usually much larger than the optical period 2/ c , the interaction energy is negligible in comparison to the energies of the field and atomic excitations.
C. Linearized spectrum
Before studying the consequences of the system nonlinearity, it is important to consider the spectrum produced by the linearized version of Eqs. ͑6͒, ͑12͒, and ͑13͒. Setting w ϭϪ1, and
from the linearized equation ͑13͒ we obtain that Cϭi(␦ Ϫ) Ϫ1 A. Substituting this into Eqs. ͑6͒ and ͑12͒, we arrive at the dispersion relation for the wave number and frequency in the form
Different branches of the dispersion relation generated by Eq. ͑20͒ are shown in Fig. 2 . The roots ϭϮͱ 2 ϩ 2 ͑cor-responding to the solid lines in Fig. 2͒ originate from the driven equation ͑6͒ and represent the dispersion relation of the Bragg reflector with the gap ͉͉Ͻ ͓cf. Eq. ͑2͔͒, that does not ''feel'' the interaction with the active layers. The degenerate root ϵ␦ is trivial, as it corresponds to the eigenmode ͑19͒ with AϭBϭ0. The important roots are those of the expression in the curled brackets in Eq. ͑20͒ ͑shown by the dashed and dash-dotted lines in Fig. 1͒ , since they give rise to the nontrivial spectral features to be studied here. They will be shown below to correspond to bright or dark solitons in the indicated ͑shaded͒ bands.
III. BRIGHT SOLITONS
Stationary solutions of Eqs. ͑12͒ and ͑13͒ corresponding to bright solitons were derived in Ref. ͓5͔ . Let us first recapitulate the main results. Stationary solutions for the symmetric-mode field ⌺ ϩ and polarization P are sought in the forms
with real P and S. Substituting this into Eq. ͑13͒, we eliminate P in favor of S,
and obtain an equation for S(),
where 
The potential will give rise to bright solitons, provided it has two symmetric minima ͓5͔. As follows from Eq. ͑25͒, the latter condition implies that the quadratic part of the potential is concave, i.e., ͉͉Ͼ, and the second ͑asymptotically linear͒ part of expression ͑25͒ is convex, so that Ͻ␦. Moreover, two minima separated by a local maximum in Sϭ0 appear if UЉ(0)Ͻ0. From this inequality it follows that bright solitons can appear in two frequency bands , the lower band being 1 ϽϽmin͕ 2 ,Ϫ,␦͖, ͑26͒
and the upper band
where the boundary frequencies 1,2 are given by
The lower band exists for all values Ͼ0 and ␦, while the upper one only exists for ␦ϾϪ1/, ͑29͒ which follows from the requirement 2 Ͼ ͓see Eq. ͑27͔͒. The bright soliton corresponds to the solution of the Newton equation ͑24͒ with the ''particle'' sitting at time Ϫϱ on the local maximum Sϭ0, then swinging to one side and finally returning to Sϭ0 at time ϩϱ. Such solutions have been found in an implicit form in Ref. ͓5͔:
The polarization amplitude P is determined by S via Eq.
͑22͒.
To calculate the electric field in the antisymmetric ⌺ Ϫ mode, we substitute
into Eq. ͑6͒, and obtain
which can be easily solved by the Fourier transform, once P() is known. An example of bright solitons is depicted in Fig. 3 . Note that, depending on the parameters , ␦, and , the main part of the soliton's energy can be carried by either the ⌺ ϩ or ⌺ Ϫ mode. Thus far we have been dealing with standing ͑quiescent͒ solitons. To obtain moving solitons, the following procedure has been used in Ref. ͓5͔ . The standing-soliton solution has been multiplied by a factor exp(i), i.e., the soliton solution has been used as a modulation for a plane wave. It has been numerically shown that such structures are stable and move with a -dependent velocity.
IV. DARK SOLITONS
Dark solitons are obtained similarly to the bright ones, by solving Eq. ͑24͒ with potential ͑25͒. The potential will give rise to DS's provided that it has two symmetric maxima. In this case the quadratic part of the potential is convex, i.e., ͉͉Ͻ, and the second ͑asymptotically linear͒ part of expression ͑25͒ is concave, so that Ͼ␦. From these two inequalities, a simple necessary restriction on the model's parameters follows ␦Ͻ.
͑35͒
The condition for the existence of the symmetric maxima determines the following frequency interval ͑recall that is defined to be positive͒:
Making use of Eq. ͑28͒, one can easily check, once condition ͑35͒ is satisfied, that the DS-supporting band ͑36͒ always exists. The DS frequency range defined by Eq. ͑36͒ is marked by shading ͑to the right from zero͒ in Fig. 2 . The maxima of the potential are located at the points
which correspond to the polarization values Integrating Eq. ͑24͒ by means of energy conservation in the formal mechanical problem, we obtain S() in an implicit form
Solution ͑39͒ corresponds to a trajectory connecting the potential maximum at ϩS M in ''time'' ϭ ϯϱ to the other one at ϪS M in ''time'' ϭϮϱ. In terms of the ⌺ ϩ mode of the electric field, this is exactly a quiescent ͑zero-velocity͒ DS with the background cw amplitude S M . Integral ͑39͒ can be formally expressed in terms of incomplete elliptic integrals, but, practically, it is more helpful to evaluate it numerically. As in Sec. III, the polarization amplitude P is determined by S via Eq. ͑22͒, and the amplitude of the ⌺ Ϫ mode is obtained by solving Eq. ͑34͒. An example of the amplitude S for a DS in the ⌺ ϩ mode, together with the corresponding quantities P and A, are plotted in Fig. 4 .
The energy density of the ͉⌺ ϩ ͉ 2 field mode always has the shape of a hole in the background ͑see Fig. 5͒ . The energy density of ͉⌺ Ϫ ͉ 2 has a hump, which is the counterpart of the hole in the ⌺ ϩ mode. The net electromagnetic energy density may have either a hole ͑which always exceeds zero͒ or a hump, depending on the system parameters and ␦ and the soliton frequency .
As mentioned in Sec. I, a very interesting question is whether the system can support bright and dark solitons for the same values of the parameters. As mentioned above, DS's always exist in the frequency interval ͑36͒, once inequality ͑35͒ is satisfied. On the other hand, bright solitons are found in two frequency bands , given in Eqs. ͑26͒ and ͑27͒. From the discussion in Sec. III it follows that the DS frequency band always coexists with one or two bands supporting the bright solitons. The special case when there are two bright-soliton bands coexisting with the DS band is singled out by the condition Ϫ 1
Ͻ␦Ͻ. ͑41͒
One can readily check that the coexisting frequency bands supporting bright and dark solitons never overlap, i.e., quite naturally, the bright and dark solitons cannot have the same frequency.
V. STABILITY ANALYSIS
A. Background stability
An obvious necessary condition for the stability of a DS is the stability of its cw background. To tackle this problem, we use Eq. ͑13͒ to eliminate ⌺ ϩ in favor of P,
and insert it into Eq. ͑12͒. The resulting equation for P is linearized around the stationary value P M ͓see Eq. ͑38͔͒, substituting
PϭP M e Ϫi ͓1ϩa͑ , ͒ϩib͑ , ͔͒, ͑43͒
where a and b are small real perturbations. We thus obtain a cumbersome system of linear real equations for a and b, which is not displayed here. It is convenient to look for its general solution in the form ͓cf. Eq. ͑19͔͒,
which leads to a dispersion relation for ⍀ and , that consists of two parts: 
and
We have checked numerically that, for many values of , ␦, and that support DS's according to the results obtained in Sec. IV all the roots of Eqs. ͑45͒ and ͑46͒ are real for any real . This implies the stability of the background for these values of , ␦, and . We have never found any values compatible with the existence of DS that would give rise to a background instability.
Equations ͑45͒ and ͑46͒ represent dispersion relations which are valid under the condition of strong background field S M , and then replace the zero-field dispersion relations of Eq. ͑20͒. This kind of optical bistability can be compared to the distributed feedback bistability with Kerr nonlinearity studied in Ref. ͓11͔.
B. Direct numerical stability tests
Even though there is no evidence of background instability, we have to simulate the full system of the partial differential equations, in order to directly test the DS stability. We have numerically integrated Eqs. ͑12͒ and ͑13͒, with the initial condition differing from the exact DS solution by a small perturbation added to it. Two different kinds of small perturbations have been tested: ͑i͒ a spatially extended random noise added independently to ⌺ ϩ and P, and ͑ii͒ a localized perturbation in the form of a Gaussian multiplied by exp(i), added to the field ⌺ ϩ .
The results are strongly dependent on the parameters , ␦, and : for some values we have observed an explosion of the initial perturbation, leading to a completely irregular pattern, whereas for others the DS shape has remained virtually undisturbed. The dependence of the stability on the parameters and with fixed ␦ is shown in Fig. 6 . The darkest area of the DS parameter region corresponds to the stable regime where no instability has occurred during the entire simulation time ͑typically, ϳ500). In the rest of the parameter region, DS are unstable: in the lightest part of the DS's region, the instability develops very quickly ͑at Ͻ50), whereas in the intermediate part the instability builds up relatively slow. As can be seen, the unstable behavior occurs closer to the boundaries of the existence region, ϭϮ and ϭ␦, whereas along the boundary ϭ 2 ͑corresponding to the DS-supporting background which degenerates into the trivial zero solution͒, DS's are stable.
A typical example of the stable behavior is displayed in Fig. 7 : an initial perturbation pulse splits and propagates across the DS without affecting it. In plotting the figure we have used the ͑time dependent͒ envelopes S, A, and P without the oscillatory part exp(Ϫi), i.e.,
Pϭi exp͑Ϫi ͒P͑ , ͒. ͑49͒
VI. MOVING DARK SOLITONS
Thus far we have considered only quiescent DS's. A challenging question is whether they also have moving counterparts. Adding the velocity parameter to the exact DS solution is not trivial, as the underlying equations ͑12͒ and ͑13͒ have no Galilean or Lorentzian invariance. The physical reason for this is the existence of the special ͑laboratory͒ reference frame, in which the Bragg grating is at rest. In principle we can, in analogy to the stationary solutions and Eq. ͑21͒, substitute functions of the argument (Ϫv) into the set equations ͑12͒ and ͑13͒ to obtain an ordinary differential equation. However this equation is a complicated complex nonlinear equation of the third order, containing all the lower derivatives, so that we could not take the advantage of the Newton-like structure as in Secs. III and IV. Though it is possible to solve such an equation numerically, we have chosen to deal with the original set of partial differential equations to better understand the nature of the evolution.
As a first attempt, suggested by the analogy with the classical DS's in the nonlinear Schrödinger ͑NLS͒ equation, we have tried to generate the moving solitons by multiplying, in the initial conditions, the quiescent DS's by a factor proportional to exp(i), thus assuming a traveling-wave cw background. The exact traveling-wave cw solutions can easily be found by suitably generalizing substitutions ͑21͒ in the system os equations ͑12͒ and ͑13͒. However, this approach has never produced a moving DS.
It has proven possible to generate stable moving DS's from quiescent ones in a different way. To this end, recall FIG. 6 . Parameter regions ( vs ) for dark ͓Eq. ͑36͔͒ and bright ͓Eqs. ͑26͒ and ͑27͔͒ solitons at ␦ϭϪ2. The boundaries 1 and 2 are given by Eq. ͑28͒. In the DS region, the darkest area corresponds to stable behavior, whereas in the remaining part the ͑numerical͒ solutions are unstable: in the lightest area ͑of DS's͒ instability develops very quickly, while in the intermediate area the DS exists for a much longer time before the onset of the instability.
that a DS corresponds to a transition between two different values of the background cw field. The background field takes, generally, complex values ͓note the real values in the expressions ͑37͒ and ͑38͒ are only our choices adopted above for convenience͔. The quiescent DS's correspond to a transition between two background values with phases differing by . A principal difference of the DS's in the present model from those in the NLS equation ͓8͔ is that here a moving DS is generated by introducing a phase jump across the DS.
We have accordingly taken the initial condition for the system of equations ͑12͒ and ͑13͒ as
where S q and P q are the ͑real͒ functions corresponding to the quiescent DS's, S M and P M are given by Eqs. ͑37͒ and ͑38͒ and is the deviation from of the background phase jump across DS's. A typical result obtained by means of this modification of the initial state is displayed in Fig. 8 : the DS moves at a velocity that is proportional to . The resulting form of the moving DS is slightly different from that of the quiescent soliton. The moving DS appears to be stable over the entire simulation time. Therefore, we conclude that a local phase jump different from is an effective way to generate moving DS's.
VII. FINITE WIDTH OF THE ACTIVE LAYERS
So far, we have assumed that TLS layers are infinitesimally thin. This assumption has allowed us to replace the infinite hierarchy of equations for different Fourier components of the TLS polarization by Eqs. ͑12͒ and ͑13͒. As shown in Appendix C, this is due to our requirement that all the TLS's be located at the antinodes of the quasi standing electromagnetic wave and thus their polarizations rotate with the same frequencies. If the envelope of the electromagnetic field varies slowly with position, so does the atomic polarization. The situation is different if the TLS's are distributed over lengths that are comparable to the wavelength: TLS's in different positions within the layer are subject to different Rabi frequencies. It is the purpose of this section and Appendix D to estimate the effect of non zero width of the active FIG. 7 . Evolution of a dark soliton with a superimposed perturbation. The parameters take the same values as in Fig. 4 . The continuous line is Re(S), the dashed line is Re(P), and the dash-dotted line is Re(A). Plots ͑a͒, ͑b͒, and ͑c͒ correspond, to the initial conditions (ϭ0), ϭ40, and ϭ80, respectively. Fig. 4 , the background phase-jump parameter ͓see Eqs. ͑50͒ and ͑51͔͒ is ϭϪ/4. Dashed line: ϭ0; continuous line: ϭ600.
layers which corresponds to more realistic physical situations.
We still assume the width of the active layers to be small in comparison to the wavelength. This allows us to expand the polarization as a Taylor series in the position within the layer, and consider only terms up to the second order. Averaging the polarization over the entire wavelength yields the source term of the Maxwell equations. Following the derivations in Appendixes D and E, we obtain the set of equations of motion in the forms of
for the field quantities, and
͑59͒
for the TLS variables. The dimensionless parameter ␥Ӷ1 is proportional to the active layer width ͓see Appendix D for the definition, Eq. ͑D2͔͒. The new dynamical quantities are defined as
where z 2 j is the position of the center of the nearest even active layer. Equations ͑52͒ -͑56͒ with their complex conjugates, and Eqs. ͑57͒ -͑59͒, form a closed set of 13 independent equations for the variables ⌺ ϩ , ⌺ Ϫ , P 0 , P B , and P C with their complex conjugates and w 0 , w 1 , and w 2 , i.e., 13 real variables together. The equations are parametrized by three real parameters , ␦, and ␥. Note that, for ␥ϭ0, Eqs.
͑52͒, ͑53͒, ͑54͒ and ͑57͒ are identical to Eqs. ͑5͒, ͑6͒, ͑7͒ and ͑8͒, respectively, with P 0 standing for P. Even though the number of equations and variables has now increased, they are still relatively easy to solve numerically. They realistically express the properties of the system over quite long times. This is very important for studying the properties of standing solitons -it would not be true if we used a Fourier expansion of the polarization as in Ref.
͓7͔.
The problem with the treatment of Ref. ͓7͔ is that all the higher Fourier components would have enough time to develop, so that it would be impossible to adequately truncate the system of equations.
We have studied the influence of the layer width on the standing solutions. It is assumed that the change of the shape can be expanded by means of the smallness parameter ␥. Considering that for ␥ 2 ϭ0 the quantities ⌺ ϩ and P 0 are given by ⌺ ϩ ϭe Ϫi S(), and P 0 ϭie Ϫi P(), where S and P are real, we expand the quantities of the field and of the TLS's for finite ␥ 2 as
Here S, S , P, P , A, Ā , B, and C are real functions of . In Appendix F we derive equations for the correcting terms, which have been solved numerically. The validity of this expansion has been checked by direct simulation of the evolution equations. The magnitude of the correcting terms varies with the system parameters, and so does the time evolution: for some values of , ␦, and the set of equations for finite width layers evolve into an irregular pattern, whereas for other values the system remains stable ͑e.g., for the parameters of Fig. 4͒ .
VIII. EXPERIMENTAL CONDITIONS
The effects of TLS dephasing and deexcitation has been studied by substituting the values Ϫi␦Ϫ⌫ 2 0 for the frequency term Ϫi␦ in Eqs. ͑54͒-͑56͒ and the loss terms Ϫ⌫ 1 0 (w 0 ϩ1) in Eq. ͑57͒, Ϫ⌫ 1 w 1 in Eq. ͑58͒, and Ϫ⌫ 1 (w 2 Ϫ2) in Eq. ͑59͒. These modifications have not influenced the qualitative behavior of the solutions during times 0 Ͻ1/⌫ 1,2 .
Let us now discuss the experimental conditions for the realization of the solitons, using quantum wells embedded in a semiconductor structure with periodically alternating linear index of refraction ͓12͔. We can assume the following values: the average refraction index is n 0 Ϸ3.6, and the wavelength ͑in the medium͒ is Ϸ232 nm, which corresponds to the angular frequency c Ϸ2.26ϫ10 15 s Ϫ1 . Excitons in quantum wells can, under certain conditions ͑such as low densities, and an operating frequency close to an excitonic resonance; see Ref. ͓12͔ for details͒ be described as effective TLS's. We consider their surface density to be Ϸ10 10 -10 11 cm Ϫ2 , which corresponds to a bulk density 0 Ϸ10 15 -10 16 cm Ϫ3 . If we assume that the excitons are formed by electrons and holes displaced by Ϸ1 -10 nm, then the characteristic absorption time 0 defined in Eq. ͑4͒ is 0 Ϸ10
Ϫ13 -10 Ϫ12 s, and the corresponding absorption length is c 0 /n 0 Ϸ10-100 m. Thus the structures shown in Figs. 3, 4, 5, 7 , and 8 occupying region of approximately 100 absorption lengths would require a device of the total width of approximately 1 mm to 1 cm, which corresponds to Ϸ10 3 -10 4 unit cells. The modulation of the refraction index can be as high as a 1 Ϸ0.3, so that the parameter ͓see Eq.
͑10͔͒ can vary from 0 to 10 2 . The unit of the dimensionless detuning ␦ would represent a 10 Ϫ3 -10 Ϫ2 fraction of the carrier frequency. The intensities of the applied laser field corresponding to ⌺ Ϯ Ϸ1 are then of the order 10 6 -10 7 W/cm 2 . The dephasing time discussed in ͓12͔ is 1/⌫ 2 Ϸ10 Ϫ13 s, which seems to be the chief limitation of the standing soliton lifetime. Decreasing the dephasing rate appears to be the main experimental challenge.
In Ref.
͓12͔ the width of the quantum wells is considered to be 5-20 nm, which corresponds to the parameter ␥ 2 ͓see Eq. ͑D3͔͒ in the range 10 Ϫ3 -2ϫ10 Ϫ2 . In our simulations, taking the largest of these values and the parameters as in Fig. 4, i. e., ϭ0.6, ␦ϭϪ2, and ϭ0.25, we have observed the time evolution of the system of equations ͑52͒-͑59͒. As the initial condition we have taken both the DS solution corresponding to the zero width of the active layers, and the DS solution including the finite width correction as derived in Appendix F. In both cases the evolution was quite regular over the observed time Ϸ50, with the corrected solution ͓Eqs. ͑66͒-͑70͔͒ remaining virtually unchanged, and the zero-width solution ͓quantities S,P, and A given by Eqs. ͑39͒, ͑22͒, and ͑34͔͒ starting to change after Ϸ10.
IX. DISCUSSION
An optical medium combining a periodic refractive-index grating a periodic set of thin active layers ͑consisting of twolevel systems resonantly interacting with the field͒ has been investigated. Previously, it was demonstrated that this system supports a vast family of bright gap solitons ͓4,5͔. In this work, we have shown that the system can support, depending on the initial conditions, stable dark and bright solitons for the same values of the parameters, which is a unique feature for nonlinear optical media. We have found zero-velocity dark solitons in an analytical form, and traveling dark solitons, with a constant phase difference ( ) of the background amplitudes. The latter property is a major difference from the dark solitons of the NLS equation, whose motion is supported by giving the background a nonzero wave number. Depending on the values of the parameters, the frequency band of the quiescent dark solitons coexists with one or two bands of the stable bright ones, without an overlap. Direct numerical simulations demonstrate that some dark-soliton solutions are stable against arbitrary small perturbations, whereas others are unstable, when they are close to the ''dangerous'' boundaries of their existence domain.
We have discussed the possibilities of experimental realization of such standing solitons in a semiconductor Bragg structure with quantum wells as active layers. It seems that the relatively short dephasing time is the most important limitation on their realization. It has been shown that for some values of the parameters the system evolution is only weakly influenced by the non zero width of the active layers.
ACKNOWLEDGMENTS
We thank A. Kozhekin for useful discussions. This work was supported in part by the European Union ͑TMR͒, Israel Science Foundation, and Minerva Foundation.
APPENDIX A: BLOCH EQUATIONS
We start with the Hamiltonian for a single atom in the field,
where ŵ ϵ͉e͗͘e͉Ϫ͉g͗͘g͉, ͑A2͒
where 0 is the atomic transition frequency, ͉g͘ and ͉e͘ denote the atomic ground and excited states, respectively, E is the electric field vector, and d is the atomic dipole moment operator. We take projection on the field direction so that E•d ϭEd , where
being the dipole moment matrix element ͑chosen real͒ and
We express the electric field in a given point by means of the Rabi frequency ⍀ as Eϭ ប 2 ͑ ⍀e Ϫi c t ϩ⍀*e i c t ͒. ͑A5͒
and using the rotating wave approximation, we arrive at the Bloch equations
ẇ ϭϪ 1 2 ͑ ⍀ P*ϩ⍀*P ͒. ͑A9͒
APPENDIX B: EQUATIONS OF MOTION OF THE FIELD
We start with the Maxwell equation ͑one-dimensional, one component of the field vector͒:
with the refraction index n modulated as in Eq. ͑1͒, E being the electric field component, and P nl the nonlinear polarization. We use the substitution
with c satisfying the dispersion relation n 0 c ϭk c c and E F and E B denoting the forward and the backward propagating field components. We work with the slowly varying envelope approximation assuming
͑B4͒
Substituting Eq. ͑B2͒ into Eq. ͑B1͒, using Eqs. ͑B3͒ and ͑B4͒, multiplying by e i(ϯk c zϩ c t) and averaging over the wavelength ϭ2/k c and the period Tϭ2/ c , we obtain c n 0
where we define 
with 0 an arbitrary constant ͑later we take advantage of 0 defined as in Eq. ͑4͒͒, and the averaging given as
We express the field components E F,B by means of the dimensionless quantities ⌺ Ϯ defined as ͓cf. Eqs. ͑3͒ and ͑B2͔͒
and use the expressions for dimensionless position and time given in Eq. ͑9͒ and the parameter given in Eq.
͑10͒; differentiating the equations again with respect to and and using some algebra, we arrive at
APPENDIX C: NONLINEAR POLARIZATION AVERAGING: ZERO WIDTH OF TLS LAYERS
The polarization P nl in a given point can be expressed as the dipole moment density 
͑C3͒
Let us now assume that the density of the atoms is concentrated in zero-width layers located at z j , such that e ik c z 2 j ϭ1, e ik c z 2 jϩ1 ϭϪ1, ͑C4͒
i.e., it is described by
where 0 is the bulk density averaged over the whole wavelength. We also assume that the space dependence of P is to a good approximation antiperiodic with respect to /2, i.e., P(zϩ/2)ϷϪ P(x). This is in agreement with the approximate antiperiodicity of the electric field with /2. Denoting by P 0 the values of P in 2 jth layers ͑the values in 2 jϩ1st layers being Ϫ P 0 ), we obtain the spatial average in Eq. ͑C3͒ as P Ϯ ϭ 2 c 2 0 0 2 បn 0 2 P 0 ; ͑C6͒ note that P ϩ ϭ P Ϫ is the consequence of zero width of the layers. Defining the time 0 as in Eq. ͑4͒, we obtain the simple relation P Ϯ ϭ P 0 . ͑C7͒
Using this expression in Eqs. ͑B10͒ and ͑B11͒, we obtain the equations of motion ͑5͒ and ͑6͒ ͑note that the subscript 0 of P 0 has been omitted in these equations for simplicity͒. The equations for the polarization P 0 and inversion w 0 in the 2 jth layers can be obtained from Eqs. ͑A8͒ and ͑A9͒ by substituting for ⍀ ͓combine Eq. ͑3͒ and ͑A5͔͒, ⍀ϭ 0 Ϫ1 ͑ ⌺ ϩ cos k c zϩi⌺ Ϫ sin k c z ͒, ͑C8͒
and applying Eq. ͑C4͒ for the 2 jth layers positions. Expressing the detuning as in Eq. ͑9͒, we obtain the equations of motion ͑7͒ and ͑8͒.
͑D4͒
where P 0 , P 0 Ј , and P 0 Љ refer to the value of P, and its spatial first and second derivatives at zϭz 2 j . Neglecting higher than quadratic terms and using the properties of f (z) ͓Eq. ͑D2͔͒, we arrive at
so that
Using these values in Eq. ͑C3͒, substituting into Eqs. ͑B10͒ and ͑B11͒, and considering the definitions ͑60͒-͑62͒, we obtain the field equations of motion in the form of Eqs. ͑52͒ and ͑53͒.
APPENDIX E: EQUATIONS OF MOTION FOR ATOMIC PARAMETERS IN FINITE-WIDTH TLS LAYERS
We use Eq. ͑C8͒ for ⍀ in ͑A8͒ and ͑A9͒ to write the Bloch equations in a point z as 
‫ץ‬
