The diversity-multiplexing tradeoff of the dynamic decode-and-forward protocol is characterized for the half-duplex three-terminal -relay channel where the source, relay and the destination terminals have , and antennas, respectively. The tradeoff curve is obtained as a solution to a simple, two-variable, convex optimization problem which is explicitly solved in closed-form for certain special classes of relay channels, namely, the relay channel, the relay channel and the relay channel. Moreover, the tradeoff curves for a certain class of relay channels, such as the channels, are found to be identical to those for the decode-and-forward protocol for the full duplex channel while for other classes of channels they are marginally lower at high multiplexing gains. Our results also show that for some classes of relay channels and at low multiplexing gains the diversity orders of the dynamic decode-and-forward protocol are greater than those of the static compress-and-forward protocol which in turn is known to be tradeoff optimal over all static half duplex protocols. In general, the dynamic decode-and-forward protocol has a performance that is comparable to that of the static compress-and-forward protocol which, unlike the dynamic decode-and-forward protocol, requires global channel state information at the relay node. Its performance is also close to that of the decode-and-forward protocol over the full-duplex relay channel thereby indicating that the half-duplex constraint can be compensated for by the dynamic operation of the relay wherein the relay switches from the receive to the transmit mode based on the source-relay channel quality.
rates and reliability include the employment of multiple antennas at the receiver and the transmitter and cooperation or relaying among users of the network. In this paper, our interest is on a three-terminal relay network with the source, relay and destination each equipped with multiple, and possibly distinct, number of antennas. One application that is being considered for relaying, for example, is the potential for expanded throughput and coverage for broadband wireless access (IEEE 802. 16 ) with rapid and low cost deployment of relay stations of complexity and cost lower than that of legacy base stations but higher than that of mobile stations [1] .
For instance, Fig. 1 depicts two specific cooperative communication scenarios to which the theory of this work applies. Fig. 1(a) depicts a cellular network (CN) wherein a mobile user [or mobile set (MS)] uses another mobile user as the relay station (RS) to communicate its message to and from the base station (BS). This cooperative model was first proposed in [2] . Fig. 1(b) depicts a scenario where, in a cellular network, a particular cell area is divided into more than one sub-cell and each sub-cell is served by an additional dedicated node (a smaller BS) to provide better quality of service. Thus, each user in these sub-cells can use this dedicated node to relay their messages to and from the BS. This is different from the cooperative scenario of Fig. 1(a) in the sense that this relay station can host more number of antennas than a mobile set. This configuration is under consideration to be implemented in LTE-advanced and WiMAX technologies [3] and being standardized by the IEEE 802.16s relay task group [1] . Note that the numbers of antennas at the different nodes vary across the applications and also depend on whether the communication is uplink or downlink, which points to the importance of studying multi-input, multi-output (MIMO) relay channels with an arbitrary number of antennas at each node.
Communication theoretic results on relaying in wireless channels can be found in [2] , [4] for ergodic and in [5] [6] [7] [8] [9] [10] for outage settings. The latter works characterize the diversity-multiplexing tradeoff (DMT) of several increasingly high performance half-duplex (HD) relaying protocols for single antenna terminals in [5] , [6] , [8] [9] [10] and for the case of a multiple-antenna destination in [8] . Of these protocols, the one that concerns us in this work is the so-called dynamic decode-and-forward (DDF) protocol of [9] but in the much more general context of a relay network with multiple and arbitrary number of antennas at each of the three nodes. The word dynamic in dynamic decode-and-forward highlights the feature of this protocol wherein the relay listens for a 0018-9448/$26.00 © 2011 IEEE source-to-relay-channel-dependent fraction of a frame before deciding to transmit to the destination. Protocols wherein the relay listens for an a priori fixed fraction of the frame length are called static protocols. Relay networks with multiple antenna nodes were first considered in [11] where the authors analyzed the performance of a number of cooperative protocols and showed that the compress-and-forward (CF) protocol of [12] attains the fundamental DMT of both the full-duplex (FD) and the static half-duplex relay networks. Our choice of the DDF protocol however, is based on the fact that the CF protocol requires that the relay have perfect and global channel knowledge (i.e., the channel matrices between each of the three pairs of nodes) which may be difficult or even impossible to realize in practice. In contrast to the CF protocol, the DDF protocol requires the relay node to merely know its incoming channel. This suggests a possible performance-complexity tradeoff between the CF and DDF protocols which can be illuminated in the high SNR regime by providing the DMT achievable by both these protocols on the half duplex MIMO relay channel.
While [11] showed that the CF protocol is DMT optimal on a relay channel under the constraint of static operation of the relay node, the explicit DMT of this static CF (henceforth, SCF) protocol was not computed until more recently in [13] . The DMT optimality of the SCF protocol of course does not preclude the DDF protocol from outperforming the SCF protocol since in the DDF protocol the relay is free to operate in the dynamic mode. Indeed, comparing the DMT curves of the DDF protocol with that of the SCF protocol, it is found that for some channel configurations and at lower multiplexing gains, the DDF protocol does in fact achieve higher diversity orders than the SCF protocol. This proves that a half-duplex relay node operating via a static protocol prevents optimal performance over the HD channel. That the DDF protocol does not always perform uniformly better than the SCF protocol can be explained from the fact that the DF strategy is itself in general sub-optimal for static half-duplex and full duplex relaying [11] . While allowing dynamic operation improves the DF strategy in low multiplexing gain regimes sometimes beyond even that of the SCF protocol, the superior performance of the SCF protocol over its DF counterpart persists in spite of allowing dynamic operation for high multiplexing gains. While performance improvement over the DDF protocol was sought within the framework of dynamic operation of the relay and the decode-and-forward strategy in [10] for a relay channel with single antennas nodes, we do not pursue this improvement in this paper for the case of multiple-antenna nodes.
Comparison with the DMT performance of the full duplex decode-and-forward (FD-DF) protocol also reveals an interesting fact. For a number of cases depending on the relative numbers of antennas at the three nodes, the optimal DMTs of the FD-DF and the DDF protocol can be nearly equal. In these cases therefore, the extra cost of full duplex relaying (due to enabling simultaneous transmission and reception) can be completely offset relative to half-duplex relaying by allowing dynamic operation.
It is also noteworthy that the application of the DDF protocol is not only limited to the relay channel. In [14] , it was shown that the DDF protocol is optimal on both a relay channel with automatic-retransmission-request (ARQ) protocol and a multiple-access-channel with a relay (MAR) and ARQ, with single antenna nodes. This encourages one to further analyze the performance of the protocol on these channels with multiple antenna nodes. The performance analysis of the DDF protocol on a MIMO half-duplex three node relay channel can be seen to provide the first step in that direction.
The key analytical tool for establishing the DMT of the DDF protocol is the joint probability density function (pdf) of the eigenvalues of two specially correlated Wishart matrices, which was obtained by the authors in [15] for the symmetric relay channel in which the number of antennas at the source and destination are equal, and later extended in the conference version of this paper to the general case in [16] 1 . Note that this generalization to the relay channel with an arbitrary number of nodes at the source, relay and destination is not only mathematically interesting but it is also a practically important problem as noted earlier. For example, this extra generality is critical in the application of relaying in the various communication scenarios of Fig. 1 . Moreover, this joint pdf was found to be useful in the outage analysis in other fundamental problems including the DMT characterization of the MIMO Z interference channel in [18] , the MIMO interference channel in [19] and the MIMO half-duplex relay channel in [20] .
The rest of the paper is organized as follows. In Section II, we describe the system model and the DDF protocol. In Section III, we provide the eigenvalue distribution result, using which, in Section IV, we derive the outage probability of the DDF protocol and specify the optimization problem whose solution is its DMT. In Section V, closed-form solutions for three simple channel configurations are provided, following which explicit DMT curves are provided using these methods for a few more channel configurations in Section VI. Section VII concludes the paper.
Notations: , , and represent , the minimum of and , the size of the set , the determinant, and the conjugate transpose of the matrix, , respectively. Let and denote the real and complex 1 The same joint pdf is also key to establishing the DMT of the SCF protocol and was obtained for the first time in [17] for the symmetric case and was later extended to the general case in [13] . However, the proof technique of [13] is different from that in [16] and of this paper. number fields, respectively, and the set of all matrices with complex entries. The interval containing all real numbers between and will be denoted by , i.e., . Similarly we denote the set by . The empty set is denoted by . Let represent a matrix in , where represents the element in the row and column. If represents a set of real numbers then represents the vector whose components are 's, i.e., . The Vandermonde matrix formed from the vector will be denoted by . The probability distribution of a complex Gaussian random variable with zero mean and unit variance is denoted by . The symbol represents a square diagonal matrix of corresponding size with the elements in its argument on the diagonal and denotes an identity matrix. The probability of an event is denoted as . All the logarithms in this text are to the base 2. Finally, any two functions and of , where is the signal-to-noise ratio (SNR), are said to be exponentially equal, denoted as , if and signs are defined similarly. We also define the following function:
(1)
II. SYSTEM MODEL
Consider a quasi-static Rayleigh faded MIMO relay channel with a single relay node as shown in Fig. 2 , where the source, destination and relay nodes have , and antennas, respectively. Let , and represent the channel matrices between source and relay, source and destination and relay and destination, respectively. For economy of notation these channel matrices will be denoted by collectively, i.e., . The quasi-static fading assumption implies that these channel coefficient matrices remain fixed for the entire duration of a codeword and change independently from one codeword to the next. All these matrices are assumed to be mutually independent and the elements of these matrices are independently and identically distributed (i.i.d.) as , thus modeling Rayleigh fading. Let the channel state information be perfectly known at the receivers but unknown at the transmitters. Suppose that independent random Gaussian codes are used by both the source and the relay node.
A. The DDF Protocol
The DDF protocol was proposed and analyzed in [9] for an HD relay channel with single-antenna nodes. In this protocol, the relay node has two phases of operation. In the first phase, the relay node listens to the source transmission and decodes it as soon it receives enough mutual information to do so. In particular, if is the minimum integer such that , where is the rate of transmission in bits per channel use, is the signal-to-noise ratio (SNR) of the source to relay link and is the block length of the source codeword, then the first phase ends at the -th channel use. During the first phase the relay node does not transmit. The second phase starts from the -st channel use and lasts for the rest of the source transmission (i.e., it consists of channel uses). In what follows, is called the relay decision time as in [21] . During the second phase, the relay re-encodes the source message using an independent codebook and transmits it during the rest of the codeword. Note that the relay node can help by transmitting an independent copy of the message to the destination only if . Otherwise, it does not participate in the cooperation and the channel behaves like a point-to-point (PtP) channel. Clearly, in this scheme, the source codeword consists of two parts , the first part is sent by the source while the relay is listening and the second part is transmitted while the relay is transmitting its own codeword . Thus the received signal at the relay and the destination in phase one can be written as and the received signal at the destination in phase two is given by where , and represent the additive noises at the destination during the first and second phases and at the relay, respectively. All the entries of , and are assumed to be i.i.d.
. Besides assuming channel state information at the receivers, we assume for simplicity, as does [9] , that the destination has perfect (genieaided) knowledge of the relay decision time which of course is a function of the source-to-relay channel 2 . Further, to ensure that represents the SNR of each link, we impose the following constraints on the covariance matrices of the inputs:
(2) 2 The assumption of genie-aided relay decision time (and infinite codeword length) is relaxed and addressed rigorously for the single-antenna relay channel in the recent work of [21] where it is shown that there is no loss of diversity-multiplexing tradeoff optimality if the relay does not convey the side information about relay decision time but the decoder at the destination jointly decodes the decision time and the message. where and represent the -th column of the source and the relay codeword, respectively. Let us also define the ratio by , i.e., represents the fraction of time for which the relay node listens before starting its own transmission, if it can decode the source transmission. In Section IV, we shall see that this parameter plays an important role in the formulation of an appropriate outage event. Note that is defined in terms of which is a function of the rate of transmission , and source-to-relay channel , making it a random variable. In what follows, we derive the dependence of on the channel matrices. From the definition of specified earlier, we get (4) where , 3 are the ordered eigenvalues of the central Wishart matrix and is the multiplexing gain. Putting this into the definition of , in the limit when , we get (5) Besides , the evaluation of the outage probability will also involve the joint distribution of two Wishart matrices that are mutually correlated in a special way. In the next section, we shall describe the structure of this correlation and compute the corresponding joint distribution.
III. JOINT EIGENVALUE DISTRIBUTION OF TWO CORRELATED WISHART MATRICES
In the DMT analysis, we need only the asymptotic (in SNR) distribution of the eigenvalues of the matrices appearing in the 3 Note that with probability 1 (denoted as w.p.1).
outage formulation. In this section, we shall derive the joint distribution of the eigenvalues of two such mutually correlated Wishart matrices. Mathematically, the asymptotic behavior of the eigenvalues of a random matrix is captured, following [22] , as shown below. Letting the ordered eigenvalues of a matrix of interest be denoted by , the asymptotic nature of the eigenvalues is characterized by 's, where (6) Eventually, in this section we shall derive the joint distributions of these 's; the following theorem is the first step in that direction.
Theorem 1: Let and be two mutually independent random matrices with i.i.d. entries. Suppose that and are the ordered nonzero eigenvalues (w.p.1) of and , respectively, with and , and where all the eigenvalues are assumed to vary exponentially with SNR in the sense of (6). Then, the conditional asymptotic probability density function (pdf) of the eigenvalues given is given by (7) , as shown at the bottom of the page.
Proof (Outline): Let the singular-value-decomposition (SVD) of be , where is a unitary matrix and , where are the eigenvalues of (Note that of these are 0 w.p.1). Denoting and , can be written as where .
can be thought of as a channel matrix of transmit antennas and receive antenna point-to-point MIMO channel, where the channel is correlated at the receiver only with the corresponding covariance matrix being . The eigenvalue distribution of for such a channel was derived in [23] for and in [24] for , respectively. However, the expressions for the corresponding distributions given in [23] , [24] cannot be used directly for the DMT calculation as they involve ratios of determinants whose components
are hypergeometric functions. The main step of the proof of this theorem thus involves approximating those expressions to obtain analytic results which are both tractable and accurate enough (up to exponential order) for establishing the DMT result. The detailed proof is given in Appendix A.
The crucial observation that given the eigenvalues of , is a Wishart matrix with nonidentity covariance matrix, enables the use of results in [23] and [24] to obtain the new distribution result. Moreover, the distinguishing feature of Theorem 1 is the tractable form of the conditional pdf which can be used for further analytic computations.
Corollary 1: The joint pdf of and is given by (8) , as shown at the bottom of the previous page.
Proof of Corollary 1: The joint distribution of the ordered eigenvalues of is given in [24] , which for asymptotically high values becomes
Using this marginal distribution of along with the conditional distribution of Theorem 1 we get (8) . Now, using the transformations for and for in (8) we get the following Theorem.
Theorem 2: If the nonzero ordered eigenvalues of and are denoted by and , respectively, where and are as in Theorem 1, then the joint distribution of and is given by (9) where and (10)
Proof: The proof is given in Appendix B.
This joint pdf of will be used in the next section to compute the probability of an appropriately defined outage event. As stated in Section I, it is also useful in other important communication scenarios as well including the DMT analysis of MIMO Z, MIMO interference and half-duplex relay networks [18] [19] [20] .
IV. DMT OF THE DDF PROTOCOL
The optimal diversity order of a coding scheme, at a given multiplexing gain, is defined as the negative SNR exponent of the average codeword error probability averaged over the channel realizations. Thus to derive the DMT of a coding scheme it is important to first compute the average codeword error probability. In this section, we derive the best achievable diversity order of the DDF protocol in the following two steps: first, we show that the probability of error is exponentially equal to the probability of an appropriately defined outage event, ; we then compute the negative SNR exponent of this outage probability, . It is in the second step that we use the distribution result derived in the previous section.
Let the average probability of codeword error of the DDF protocol achievable over the MIMO relay channel at a given SNR , and minimized over all possible coding schemes, be denoted by , i.e., C
where represents the probability of codeword error achievable by a particular coding scheme and C represents the family of possible codes at SNR . Then the optimal diversity order, denoted by , at a multiplexing gain of is defined as
A. Probability of Codeword Error
The evaluation of the average codeword error probability of the DDF protocol is divided in two parts depending on whether the relay node participates in the end-to-end communication or not. First, we consider the case where the relay node helps by cooperating (when ) and then the case where the relay node does not participate in the communication (when ). We start with the first case. • Achievability : 4 Let us assume that the source and relay use independent Gaussian codebooks and denote the conditional codeword error probability by , where
This error probability is conditioned on a channel realization, , and averaged over the ensemble of random Gaussian codebooks having codeword length and cardinality . It can be upper bounded using Bayes' rule as (14) where and represent the events of relay error and its complement. We know from (4) that the assumption is equivalent to saying that the source-to-relay link is not in outage.
On the other hand, on a delay limited PtP fading channel the best achievable probability of error is essentially equal to the so called information outage probability. Therefore, since we assume sufficiently large block length for the codewords used by the source, it can be easily proved that for any and .
Remark 1: The fact that , for any and was proved in [14] (Lemma 1) for a relay channel with single antenna nodes. The proof for the MIMO case is identical. We provide here an outline of the proof for completeness. Suppose a codeword is divided into segments of length each, i.e., , where both and both grow to infinity and the ML decoder at the relay waits for such segments to decode the message from the source, where is given as (15) where represents the mutual information between the source and relay node at time . Note that this is the same for all since the input and noise are identically distributed across time and the channel is fixed for the entire codeword. From (4) and the fact that we get that . Now, as defined before represents the conditional probability of error on the PtP channel from the source to the relay node.
can be upper bounded by replacing the ML decoder by a typical set decoder and then taking the average over the ensemble of codebooks. Then, following a method similar to that in in [25] (Theorem 10.1.1), it can be shown that (16) for sufficiently large and any . Using this fact in (14) and averaging both sides with respect to channel coefficients, in the high SNR limit we get (17) By the preceding argument, after channel uses the relay node can decode the source message, where . Suppose the relay node encodes the message into a codeword from its own codebook and starts transmitting it from the -th symbol. Thus, for the first channel uses the relay channel essentially behaves like an point-to-point channel and for the rest of the channel uses it behaves like an point-topoint channel. Since the source and the relay use independent random Gaussian codes, averaging over the ensemble of random Gaussian codes, it can be easily proved [26] that the pairwise error probability for a given channel realization, , is upper bounded as follows: (18) where in the last step we used the following notations:
Relating the pairwise error probability (in which averaging within a particular codebook is not done) and as defined in (13) via the well known union bound, we have where represents the cardinality of the codebooks. Recall that the cardinality of the codebooks were assumed to be . Thus, using the union bound of probability of error in (18), we get (19) where Now, using Bayes' rule once again, we get (20) The second term above can be approximated up to exponential order by integrating both sides of (19) on the set as (21) where the last step follows from the Laplace's method [22] . A close examination of (21) reveals that the second term in (20) can be made to decay faster than if we define the outage event as follows: (22) This is because, in this case, when the channel is not in outage, the value of can be chosen so that becomes sufficiently large and hence (23) much faster than . 5 Finally, from (17), we have (24) 5 Note that it is possible to increase arbitrarily to increase without effecting because it does not depend on .
where step follows from Bayes' rule and in the last step we used (23) . Since represents the average probability of error averaged over ensemble of codes, there exist a code for which (24) is true. Denoting the average probability of error for such a code by where the averaging is now over only the fading states, we have (25) where step in the above equation follows from the fact that represents the minimum probability of error among all possible coding schemes and in the preceding analysis we have only considered Gaussian codes. The above equation establishes an upper bound on . Next we derive a lower bound on . • Converse : Consider a genie aided relay channel where the genie gives the source message to the relay node after channel uses. In the presence of such a genie the relay channel becomes a composite point-to-point channel, where for the latter fraction of the codeword, the relay and the source node together act as the composite source. Clearly, represents the mutual information between the source and the destination node and consequently represents the outage event of the genie aided composite point-to-point MIMO channel. Thus using Fano's inequality as in [22] and the fact that the real system has a larger error probability than the genie-aided one, we get (26) where and represent the probability of error of the actual and genie aided system for any particular coding scheme. Finally, combining (26) and (25), we get (27) Next we consider the case when . From the definition of in (4) we know that when , the relay node does not take part in the communication from the source to the destination. In this case, the relay channel becomes a point-to-point MIMO channel. It was shown in [22] that of such a channel is exponentially equal to the corresponding outage probability. Putting in our definition of , we get
This is same as the outage event defined in [22] for a point-topoint channel having channel matrix and thus using the result of [22] we get (29) Finally, combining the last equation with (27) we get the following theorem. 
B. SNR Exponent of
In what follows we shall refer to as the outage event and as the outage probability. By the definition in (12) and Theorem 3 it is clear that the negative SNR exponent of the outage probability is equal to the optimal diversity order of the DDF protocol, i.e.,
For asymptotically high value of , can be written as Note that in the above expression depends on through (5) . The distribution of for asymptotic is given by [22] 
where . Putting and in Theorem 2, the above expression can be written as (33) where the joint pdf of and is given by (9) . Substituting this equivalent expression for into the definition of the outage event we see that the outage probability depends on the different channel matrices only through the joint distribution of and . Further, since is independent 6 of , the outage probability can be written as (34) where can be equivalently written, using (22) and (33), as
where is as defined in (33). Finally, evaluating the integral in (34), we get the following theorem.
Theorem 4: The optimal diversity order, , of the DDF protocol at any multiplexing gain is given by for , where is as defined in (1), represents the diversity order of a MIMO PtP channel at a multiplexing gain of [22] , is given by (36), at the bottom of the page, and the vectors , and defined in Appendix C in (66)-(68), respectively.
Proof (Outline): The probability of outage can be expressed as (37)
Using the result from [22] in (28), we get (38) From the definition of in (5) and (32), we get (39) Now, using the fact that with (39), we get (40) because for . Finally, denoting the negative SNR exponent of by , i.e., , and combining it with (37)-(40), we get which implies
To complete the proof, it is only necessary to compute , for which we need to evaluate the integral in (34) under the constraint . This integral can be evaluated using Laplace's method of integration as in [22] to get as the minimum value of the negative SNR exponent of the pdf of , minimized over the intersection of the outage set and the support set of the pdf. Evaluating this minimum value directly is not prescribed for two reasons: 1) it is not a convex optimization problem and 2) the number of optimizing variables increase linearly with the number of antennas at all the nodes (i.e., with ). To overcome these problems, we first transform the original minimization problem into an equivalent optimization problem having only three variables and then, analyzing it further, we eventually get the much simpler convex optimization problem given in the theorem statement involving only two variables. This is done in Appendix A.
Note that the main step in computing the DMT of the DDF protocol for any given antenna configuration is the computation of . We illustrate this step by an example. Example 1 (DMT on the (1,1,1) Channel): Putting in the expression for we get From Theorem 4 we know that the above objective function has to be minimized over three different sets of pairs depending on the value of . Since the objective function attains its minimum at the maximum value of in , i.e., . Putting this into the objective function we have (41) It is clear that the optimal value of that minimizes the above function is given as for for
Putting this solution in (41) we get (42)
Since for , , next we consider the case when . This set is nonempty only for and the optimal point lies on the line segment DF in Fig. 10 Using this in Theorem 4 we see that the optimal diversity order of the DDF protocol on a channel is given by , thereby recovering the result of [9] .
V. CLOSED FORM DMTS OF SIMPLE CLASSES OF RELAY CHANNELS
In this section, we shall provide closed form expressions for the DMT of the DDF protocol for three more general channel configurations (than the previous example), namely, the channel, the channel (for ) and the channel (for ) by solving the optimization problem in Theorem 4.
A. DMT of the Channel
Theorem 5: The optimal DMT of the DDF protocol on a half-duplex relay channel for multiplexing gains is Proof: The proof is given in Appendix D. Remark 1: The optimal DMT of the full-duplex decode-and-forward (FD-DF) protocol was derived in [11] and over a relay channel it is given as where represents the diversity of a -transmit, -receive antenna MIMO channels diversity order at multiplexing gain of . For , the DMT given by the above equation is identical to that given in Theorem 5. Thus, when the relay has a single antenna and the source and destination have antennas each, the optimal DMT of the half-duplex DDF protocol and a FD-DF protocol are identical.
B. DMT of the Channel
Theorem 6: The optimal DMT of the DDF protocol on a half-duplex relay channel is (44)
Proof: The proof is given in Appendix E. Remark 2: For , the optimal DMT of the SCF protocol on a channel is given by [13] as the piece-wise linear curve whose values at three corner points are given as and . Comparing this with the corresponding DMT of the DDF protocol given above we see for , the DDF protocol can achieve better diversity order (see Fig. 3 ) while requiring less channel state information. Moreover, since the SCF protocol achieves the best DMT among all static protocols, and it is evident from the example of Fig. 3 that the DDF protocol can perform better than the SCF protocol, it can be concluded that no static protocol can be DMT optimal on the MIMO HD relay channel. In other words, dynamic operation of the relay is necessary to achieve the fundamental DMT of the MIMO HD relay channel (cf. [27] ).
Remark 3:
In Theorem 6 of [9] the DMT, , of a singleantenna HD relay channel with single-antenna relays, each operating via the DDF protocol, was obtained. Somewhat surprisingly, the expression for is identical to that of given in Theorem 6 above, i.e., the DMT of an HD relay channel with single antenna relays is identical to that with a single-relay HD relay channel. Relative to the -relay channel, the relay channel can be thought as a relay channel with single antenna relays which are co-located making it a relatively more capable relay but restricted on the other hand in that each relay must follow the same transmit-receive schedule making it a relatively less capable relay in this sense. It appears that these two opposing effects exactly cancel each other out. It is not clear however at this time whether this is a fundamental property of the -relay channel versus the relay channel since the DMT of the former channel is not known (note that the fundamental DMT of the relay channel was found recently by the authors in [27] ) 7 .
Remark 4:
Recently, the fundamental DMT of the relay channel was derived by the authors in [27] which is given as
Comparing it with the result of Theorem 6 we see that the DDF protocol achieves the fundamental DMT of the channel for multiplexing gains in the range . However, the DMT optimality of the DDF protocol is not restricted to just this channel. In the next section we shall see that the DDF protocol can achieve the fundamental DMT of the channel for other antenna configurations also for selective range of multiplexing gains.
Remark 5: Note if Theorem 5 and Theorem 6 are specialized to the cases of and , respectively, one recovers the result derived in [9] .
C. DMT of the Channel
Theorem 7: An upper bound to the optimal DMT of the DDF protocol on a relay channel is given by the following:
Proof: The proof is given in Appendix F.
Conjecture 1: The DMT of the DDF protocol on channel was also computed using the numerical method (described later in this section) for the general channel. It was observed that the DMT coincides with the upper bound given by the above theorem for . Thus the upper bound of Theorem 7 is tight for . Given the tightness of the bound for we conjecture that the upper bound of Theorem 7 is tight for all . 
VI. THE BENEFIT OF COOPERATION IN PRACTICAL APPLICATIONS
In this section, we illustrate the advantage of the DDF protocol over PtP communication schemes and provide a comparative analysis of its performance with respect to other MIMO cooperative schemes. We consider different practical scenarios where cooperative communication promises potential gain in overall system performance because of which it is being or could be considered by for standardization in several applications.
Figs. 4(a) and 4(b) represent the uplink and down-link performances, respectively, of the DDF protocol in a cooperative environment depicted in Fig. 1(a) with respect to the fundamental DMT of the corresponding -transmit, -receive antennas PtP channel. In the uplink, the destination (BS) has more antennas than the relay (RS) and source (MS) nodes. In the downlink, the source (BS) has more antennas than the relay (RS) and destination (MS) nodes. Fig. 1(b) . Evidently, in such a network, in the uplink, the destination (BS) has more antennas than the relay (RS) which in turn has more antennas than the source (MS). In the downlink, source (BS) has more antennas than the relay (RS) which in turn has more antennas than the destination (MS). These figures clearly demonstrate the superior performance of the DDF protocol over that of the corresponding MIMO channel. As was noted before, the asymmetry in the number of antennas at different nodes in both of the above applications emphasizes the importance of analyzing MIMO relay channels with an arbitrary number of antennas at each node.
A third type of network we consider is the sensor network of Fig. 6(a) (cf. [29] ), where a more capable mobile relay station (with more antennas) helps several less capable sensor nodes to communicate with each other. In the context of this network, we compare the DDF protocol to other known cooperative protocols. Among the many cooperative protocols available in the literature, the SCF and full-duplex DF are two that are known to have high performance and whose explicit DMT characterizations on a MIMO relay channel are now known. We depict the DMTs of the DDF and the SCF protocols in the sensor network of Fig. 6(a) in Fig. 6(b) . This figure illustrates that on such a relay channel, the DDF protocol can outperform the SCF protocol at the lower multiplexing gains. However, on a relay channel of some other cooperative network, such as for the downlink of Fig. 1(a) , the SCF protocol performs marginally better than, or identical to that of, the DDF protocol uniformly at all multiplexing gains, as shown in Fig. 7(a) .
The implementation of a protocol in a practical application however, depends on a number of other issues, with an important one being the channel state information (CSI) required at different nodes. The SCF protocol, in contrast to the DDF protocol, requires global CSI 8 at the relay node, which in some applications-such as the downlink of the network in Fig. 1(a) -may be a challenging or an even impossible task. The CSI assumptions for the DDF protocol are that the receivers know the incoming channels which is a much milder assumption given this can be accomplished via training. It is also assumed in this work that the destination has perfect knowledge of the relay decision time which is a function of the source-relay channel. Future work on the DDF protocol for MIMO relay channels in the spirit of bringing theory closer to practice would be to relax the assumptions of infinite block length and genie-aided relay decision time information at the destination as was done for the single-antenna relay channel in [21] , for which the results of this paper would serve as a benchmark. The DDF protocol would thus provide a practical alternative to the SCF protocol without sacrificing much by way of performance. For instance, on the relay channel of Fig. 7(a) , the burden of providing global CSI to the relay node which is an MS having limited capability can be avoided through negligible loss in diversity order.
The performance comparison of the DDF protocol with that of the SCF protocol depicted in Fig. 6(b) is also interesting in light of a recent result [28] , where it was proved that, on a single-antenna relay channel, a static protocol, namely the quantize-and-map protocol, is DMT optimal among all static and dynamic cooperative protocols. This result [28] raises a natural question: can a static protocol achieve the fundamental DMT of a MIMO half-duplex relay channel? The analysis of this paper shows that the DDF protocol can be better than the theoretical limit of static protocols, which is the DMT of the SCF protocol, and thus answers the above question in the negative. The comparison in Fig. 6(b) proves that static protocols fundamentally cannot fully exploit the resources available on a HD MIMO relay channel.
In Fig. 7(b) , we compare the performance of the DDF protocol with the full-duplex DF protocol on the uplink channel of Fig. 1(a) . This figure illustrates that the dynamic operation of the half-duplex relay node in the DDF protocol can help achieve almost the same or equal performance as in the FD-DF protocol without full-duplex relaying. While the large difference between the transmitted and received power levels makes full-duplex operation impractical, if not entirely infeasible, the DDF protocol may be implemented with little or no loss in performance while avoiding the cost of full-duplex operation.
VII. CONCLUSION
The asymptotic joint eigenvalue distribution of two specially correlated random Wishart matrices was derived, and using this result, the optimal diversity-multiplexing tradeoff was obtained of a three node half-duplex MIMO relay network, where each node has an arbitrary number of antennas, operating in the dynamic decode-and-forward protocol. For several specific channel configurations we computed explicit DMT curves for the protocol and compared it with FD-DF and HD-SCF protocols. These comparisons reveal some interesting facts such as, for some channel configurations, the optimal DMT of HD-DDF and FD-DF protocols are identical while for other channel configurations the diversity orders of the HD-DDF protocol are marginally less than those over FD-DF protocol at high multiplexing gains. Further, the comparison with the HD-SCF protocol shows that for some channel configurations, at low multiplexing gains, the optimal diversity orders of the HD-DDF protocol are greater than those of the corresponding DMT of HD-SCF protocol, which should motivate one to further investigate other dynamic protocols such as the dynamic compress-and-forward protocol, on a three node relay channel. This work also motivates further research on the generalization of the single-antenna relay channel results in [21] to the MIMO relay channel by considering finite lengths codes and doing away with the assumption of genie-aided information about the relay decision time at the destination. Extending the present analysis for a relay network having multiple relay nodes is also another topic for future research as is the characterization of the fundamental DMT of the general HD relay channel in which dynamic protocols are not disallowed (cf. [27] ).
APPENDIX A PROOF OF THEOREM 1
We begin by proving the theorem for and later extend the proof for . Let represent the ordered nonzero 9 eigenvalues of . The spectral decomposition of can be written as , 9 The eigenvalues of are distinct and nonzero with probability 1.
where and is an unitary matrix containing the eigenvectors of . We can now write , where and .
Remark 2: Note that since , (e.g., see Lemma 2.6 in [30] ) and are mutually independent so are and . Also, since is unitarily invariant, and are identically distributed.
Before proceeding further, let us recall a result derived in [23] which deals with the eigenvalue distribution of a random matrix of the similar form.
Lemma 1: Let be the ordered nonzero eigenvalues of , where and , has mutually independent complex Gaussian vectors as its columns with zero mean and covariance , and be the ordered nonzero eigenvalues of , then the density function of is given by (45) where and are Vandermonde matrices formed by the vectors and , respectively and is given by (46), as shown at the bottom of the page. Note that in the above lemma has the same structure as but is only valid for . Thus, assuming
, we can substitute and in Lemma 1 to obtain (47) where is a constant independent of all the eigenvalues and is the vector of the ordered eigenvalues of , i.e.,
The conditioning on in (47) is present due to the randomness of . However, we are interested in the distribution of the eigenvalues of and not itself. Let us assume that the spectral decomposition of is given as , where is an unitary matrix and is the diagonal matrix containing the ordered eigenvalues of . It is well known that the Jacobian of the transformation is given by
Using this expression for the Jacobian and (47) we can find the conditional joint pdf of conditioned on . Then integrating the resulting pdf over the space of unitary matrices we get the joint distribution of the eigenvalues as (49) Evaluating this expression in general is complicated due to the term in the above expression. The following lemma helps us to evaluate it in the high SNR regime.
Lemma 2: If the eigenvalues and are assumed to vary exponentially with , then for asymptotically large the following identity holds:
(50)
Proof: The proof is given in Appendix G. Also, since [31] , for asymptotic high , using the ordering among the 's and (6), we have . Putting these simplified expressions for and in (49) we get (51)
Recall that to use Lemma 1 we had to assume ; in what follows, we consider the case when . Denoting , can be alternatively written as . Also, the eigenvalues of and are the same for each realization of . Since we are only interested in the eigenvalues of , it is sufficient to compute the joint pdf of the eigenvalues of . Now, can be thought as a channel matrix, semi-correlated at the receiver, of an -receive and -transmit antenna MIMO channel. The conditional eigen-value distribution of given . . .
the eigenvalues of the correlation matrix, was found in [24] for and is given by the following:
(52) where are the ordered nonzero (w.p.1) eigenvalues of both and , are the ordered eigenvalues of , is a constant independent of all the eigenvalues and (53) In what follows, we will simplify the expression given in (52) for asymptotic high values of SNR , assuming that the eigenvalues and vary exponentially with . For asymptotically high , using the ordering among the 's, and (6), it can be easily shown that and . Finally, the term in (52) can also be simplified using the following lemma. Recall that, we assumed that in the foregoing analysis. This assumption was important since it implies that all the eigenvalues of are nonzero and distinct. However, if , then exactly eigenvalues of are zero and we need to consider this case separately. Because if two or more are zero then both the numerator and denominator of the terms and of (50) and (52), respectively, become zero. On the other hand, if only one of the is zero, we can no longer assume that it varies with SNR. In either case the foregoing analysis cannot be pursued when . However, both these problems can be overcome by doing the analysis in the limit when these eigenvalues tend to zero. It can be easily shown (e.g., see Lemma 6 in [32] ) that both and are well-defined in the limit when smallest eigenvalues of tend to zero, i.e.,
is well defined, for both . Using this fact and following a similar approach as before, we get (57) where if Otherwise.
Combining (55) and (57) Theorem 1 is proved.
APPENDIX B PROOF OF THEOREM 2
The ordering among the 's and 's in follows from the ordering of the eigenvalues 's and 's, respectively. Besides the ordering, if then one or more of the following are true:
Since each of the terms on the left hand side of the above equations is a multiplying factor to the asymptotic expression of the joint pdf (8) Now, using the fact that the product of several converging sequences converges to the product of their individual limiting values, we get Finally, putting this in (58), we get Theorem 2.
APPENDIX C PROOF OF THEOREM 4
We start after the outline of the proof of Theorem 4 in Section IV-B. It remains to compute the SNR exponent of . The proof of this part is rather long and it is hence divided into three steps. We start with an outline of the different parts. In the first part we analyze the outage probability to obtain as the minimum value of the negative SNR exponent of the corresponding pdf, where the minimization is over the intersection of the outage set and the support set of the pdf. In the next step, this problem is then transformed into an equivalent one having smaller number of variables which is solved in the third and final step.
Step 1: Using Laplace's method of integration as in [22] we get from (34) where represents the support set of the pdf of .
Suppose at a given , the objective function attains the minimum value for an where for one or more 's. Let , where the minimization is component-wise. Clearly, but at this point has a strictly smaller value. This proves that in the optimal solution, for all . The same is true for and . Thus, is given as where (60) follows from (4) and the fact that . Note that the number of optimization variables increases linearly with the number of antennas at all the nodes. To overcome this problem, in what follows, we transform the previous optimization problem into an equivalent one having a fixed number of variables which is independent of the number of antennas at the nodes.
Step 2: The objective function in (59) decreases strictly monotonically as is decreased for any and the rate of decrease with is smaller for a larger value of . The same is true for and . Thus, following a similar method as in [22] , it can be shown that if , , and satisfy (62)-(64), then the optimal choice of that minimizes is given by , where Since the minimum of a function over a set is not larger than the minimum of that function over a subset of it, the above relation along with (69) implies (71)
Before proceeding further, we take note of a few properties of the newly defined variables and . From the definition of 's it is clear that if , then satisfy (65), (60) and (62)-(64). Suppose for some , , then it can be shown that , which is impossible. Thus for all , which in turn implies that the -stuple also satisfies (61). That is which in turn implies that Combining this with (71), we get (72) Therefore, we have an equivalent optimization problem to that presented in (59), but with fewer variables, i.e., can be equivalently written as (73) Fig. 8 . .
When
, the objective function has a property-to be used to solve the minimization problem in the next section-which is that Claim 1:
is monotonically decreasing with .
Proof: It can be shown using (66)-(68) that when we have Using these relations in the expression for , after some algebra we get The above expression is clearly independent of and monotonically decreasing with .
Step 3: In this final step, we determine the minimum of on and establish the theorem. Depending on the value of the set of feasible pairs takes on different shapes as shown in Figs. 8-10 . For example, when , the feasible set of pairs is the trapezium ABDE shown in Fig. 9 .
For any given value of the following observations will help us solve the problem:
• The optimal pair always lies on the boundary, because the objective function is monotonically decreasing with both and . • By the same argument the optimal point on the line segment AB is B. • The optimal point on the line segment BC is C. Because, by Claim 1 when , the objective function is independent of and monotonically decreasing with . Thus, for a given , the objective function has to be minimized on the line segment CD, BD or DF. In what follows, we treat each of these cases individually: 1) When , the optimal lies on DC and the diversity order is given by 2) When , the optimal lies on BD and the diversity order is given by
3) When
, the optimal lies on DF and the diversity order is given by where in all of the above cases. Finally, combining the different cases, we get (36), where .
APPENDIX D PROOF OF THEOREM 5: THE DMT ON A RELAY CHANNEL
We consider the case where and . Combining it with Example 1, the proof of the theorem will be complete. From Theorem 4 we know that when , . So, let us consider the case when . Since the optimal solution always lie on the line , implies that . Using this in the definitions of , we get
We know from Theorem 4 that the above objective function has to be minimized over three different sets of pairs. For , , so we consider . We know from Fig. 9 that the optimal solution lie on the line segment BD and since the objective function is also linear in and the optimal solution is one of the extreme points depending on the slope of the line Since the objective function attains its minimum at B, where and . Putting this into the objective function, we have (74)
The above function is convex in and the infimum is attained at which is given as
Next we consider the case when . This set is nonempty only for and the optimal point lie on the line segment DF in Fig. 10 Clearly, the largest and smallest feasible value of in minimizes the above function when the coefficient of is negative and nonnegative, respectively. That is, the optimal is given as Putting this solution in (78), we get (79)
Since for , , next we consider the case when . This set is nonempty only for and the optimal point lies on the line segment DF in Fig. 10 . Dividing the set further into two subsets namely and , we see Combining it with the assumption just made, it is clear that the optimal choice of , for any feasible , is given as
Now, by Claim 1 we know that when , the objective function becomes
Computing the values of and from the definitions of and substituting in the above equation, we get (83)
To optimize this function with respect to , in the following we divide the values of and in four different regions as follows:
(84) In any of these regions, the function is minimized either if attains its maximum value, denoted as in that region or the minimum value, denoted as in that region. However, in a particular region, the extreme values depend also on the value of . So in the following, depending on each region will be further divided into several subregions and in each sub-region the two extreme values of will yield two values of the objective function as functions of . We will have to take the minimum among all these functions to get the desired minimum of the objective function.
Region : In this region the set of feasible values of are given by the following: Note for , , for , , for and for the above set is empty. From the aforementioned argument, we get the minimum value of the objective function in this region by putting these values of in (83) as (85) Region : In this region, the set of feasible values of are given by For , and , for , and and for the above set is empty. Putting these values of in (83), we get (86)
Region
: In this region the set of feasible values of is given by which is an empty set.
Region : In this region the set of feasible values of is given by This set is empty for ; for , and , for , and . Again, putting these values of in (83), we get (87) Finally, combining (85)-(87) the theorem is proved.
APPENDIX G PROOF OF LEMMA 2
The determinant of a matrix can be written as the sum of several terms, where each term is a product of some of the elements of the matrix and (e.g., see Section 0.3.2 in [31] ). In what follows, we shall first use this result implicitly to simplify . The terms of will be gradually approximated in such a way that when expanded as a sum, the exponential order of each term in the sum remains unchanged, which in turn implies that the exponential order of itself remains unchanged. Then combining it with the asymptotic expressions for the Vandermonde matrices and we get the desired identity.
Replacing by and by in the expression for in (46), we get where and in the last step we have arranged the first columns in the reverse order. We have ignored the sign change due to these rearrangement of the columns, since is a part of a pdf. To simplify the determinant in the above equation we do the following column operations:
and . Since all the eigenvalues vary exponentially with , for asymptotic using the approximation and and , we get . where equality is obtained by rearranging both the rows and columns in the reverse order and the last equality follows from Lemma 2. Using this expression and replacing the values of 's in (88), we get (89) On the other hand, using (6) at high SNR, we have (90) Finally, combining this simplified expression for with (89) and (90), we get (91), as shown at the bottom of the page.
APPENDIX H PROOF OF LEMMA 3
We shall simplify the term using a similar method as in the proof of Lemma 2. Let us start by expressing as follows:
. . .
(92)
It is well known [31] that, for any square invertible matrix and square matrix the following identity holds:
To simplify we substitute and use the above equation to get . . . . . .
Since the eigenvalues 's and 's vary exponentially with SNR
, from the ordering among themselves and (6) 
where step follows from the fact that and step follows from the fact that . Proceeding in the same way, we get Finally, using this asymptotic expression of in (92), we get
