Abstract. In part-1 of this paper an adaptive filtering based on a reference recursive recipe (RRR) was developed and tested on a simulated dynamics of a spring, mass and damper with a weak nonlinear spring. In this paper the above recipe is applied to a more involved case of three sets of airplane data that have a larger number of state, measurements and unknown parameters. The flight tests cannot always be conducted in an ideal situation of the process noise and the measurement noises being white Gaussian as is generally assumed in the Kalman filter. The measurements may not be available with respect to the center of gravity and possess scale and bias factors, which will have to be modelled and estimated as well. The coupling between the longitudinal and lateral motion brings in added difficulty but makes the problem more interesting. It turns out that even a parameter that strongly affects the airplane dynamics is estimated which vary widely among the approaches. The RRR has been shown to be better than the earlier approaches in estimating the unknowns. The generalized cost functions that are introduced in the present work help identify definitive results from deceptive results.
Introduction
In part-1 of this paper an extensive study was carried out using an adaptive extended Kalman filter (EKF) tuning procedure called reference recursive recipe (RRR) applied to the simulated data of a simple spring, mass and damper system with a weak nonlinear spring. Here we demonstrate the effectiveness of the RRR in handling more involved flight test data of airplane longitudinal and lateral motion. They have many states and measurements and a large number of aerodynamic parameters to be estimated. Further the flight tests cannot always be conducted in an ideal situation of the process noise and the measurement noises being white Gaussian as assumed in the EKF. The measurements are not available with respect to the center of gravity and possess scale and bias factors, which will have to be modeled and estimated as well. The coupling between the longitudinal and lateral motion makes the problem difficult and thus more interesting. At times the noisy measurements from the longitudinal and lateral motion are input into the longitudinal states. This is another example of subjectivity in estimation theory. However the final results should be meaningful and acceptable no matter whatever subjective inputs are introduced into the problem formulation and solution.
For airplane flight test data analysis many approaches have been suggested to handle unknown parameters and the noise covariances. These are the natural formulation of Schultz [1] , the innovation formulation of Stepner and Mehra [2] , a combined formulation called MMLE3 of Maine and Iliff [3, 4] , the noise accounting approach of Jategaonkar and Plaetschke [5] and the combined formulation of Ishimoto [6] to solve the practical problems in natural and innovation formulations. A more detailed discussion on aircraft flight test data analysis can be found in Gemson [7] , Klein and Morelli [8] , Klein [9] and Jategaonkar [10] . There are many formulations for solving an optimization or estimation problem since the unknowns do not occur in a simple way in the cost function, and there are many transformed variables with which one tries to solve for the basic unknowns [11, 12] . Further the size and the required compatibility conditions among the transformed variables lead to the many difficulties not found in the classical optimization problems. *For correspondence
General observations from all the real flight test data results
The report by Shyam et al [13] contains more examples of simulated and real flight test data analysis with down loadable computer programs and data for the benefit of the readers. Presently only three real flight data analysis is presented in this Part-2 of the paper.
All the real data studies were run for 100 iterations using the RRR with Q [ 0 since the off-diagonal elements of the correlation coefficient matrix C reduced substantially than for Q = 0 and hence all the former estimates are more reliable. The convergence of the parameter estimates, the noise covariances and the cost functions were analysed in terms of the quantities listed in section 6 of part-1 of the paper. Tables 1, 3 and 5 provide a comparison of the parameter estimates along with their CRBs for all the real data studied by different approaches. The cost functions and the Q and R estimates from RRR and other approaches are shown in tables 2, 4 and 6 for the three cases, respectively. Generally (but not always) the individual R and Q values are the least and the highest in RRR than from other approaches. However in all the cases firstly for the RRR approach the values of (i) J1-J3 are closer to the number of measurements and the product of the estimated R is the smallest, indicating that the measurement equations are better balanced. Secondly the J6-J8 are closer to the number of states and the product of the estimated Q is the largest among all, thus assisting the state equations evolving with state noise to track the measurements better. Such a negatively correlated behaviour of R and Q is mentioned by Bohlin [14] . They show that the choice of the filter statistics for estimating Q and R in the proposed RRR approach is better than in other approaches.
Unlike in the simulated studies, in all cases it was noticed that the estimated R and Q noise did not have constant statistical characteristics across time. Another experiment was carried out by generating a typical data set by using the estimated parameter and injecting the estimated Q and R as additive white Gaussian noise. This is to determine the effect of non-white and non-Gaussian noise distribution in the real data on the CRBs. After each iteration in the RRR the H, Q and R were reset as from the real data. A similar experiment was also conducted by updating H as well. It turned out that there is not much of a difference in the final estimates and the CRBs.
In the subsequent real data studies we use the notations and equations as in Gemson [7] and Gemson and Ananthasayanam [15] . 
Analysis of real flight test case-1
The salient features of this aircraft are available in NASA TM-X 56036 [16] and in NASA TP 1690 [3] . The parameters are estimated in dimensionless form. The data set obtained is for a short period motion excited by the up and down elevator control input (d e in degrees or 'deg') as shown in figure 1 . In general the flight test data are such that the longitudinal and lateral motions are decoupled. Some of the available measurements have been used as inputs in the state equations, which include roll angle (/ m ), sideslip (b m ), roll rate (p m ), yaw rate (r m ) and the angle of attack (a m ) and are shown in figures 2, 3, 4, 5 and 9, respectively. The state equations (n ¼ 3) for the angle of attack (a), pitch rate (q) and the pitch angle (h) are
The measurement equations (m = 5) are
where Table 4 . Real flight test data case-2 results a (R,Q,J). 
The unknown parameter set (p Another feature of recursive parameter estimation is that it can vary through time instants and point to two distinct values as reflected in the estimation of C N a in figure 11 . This feature of tracking time-varying parameters by the EKF brings in clearly another advantage of sequential processing instead of batch processing of the data by a least squares (LS) procedure. If LS had been used then for the parameter (C N a ) only an average value would have been obtained. Table 6 . Real flight test data case-3 results a (R,Q,J). Table 1 provides a comparison of the parameter estimates along with their CRBs (in parenthesis) for all the real data studied by different approaches such as MT and MS with scaled up P 0 . Since the NASA results are obtained with Q = 0 only a comparison with other approaches is valid. Generally the CRBs from the RRR is lower than from other approaches and at times their lower CRBs is only fortuitous. The rounded 100C matrix of the parameter estimates is Based on the correlation coefficient matrix from RRR for this case with 13 unknown parameters the weakest can be inferred as h 0 and C L 0 , which are almost uncorrelated with all other parameters. Hence their estimates and uncertainty can vary widely among the approaches. Next it is possible to group the parameters as ðC A 0 ; C A de Þ; ðC A a ; C A a 2 Þ; ðC M 0 ; C M de Þ; ðC M a ; C M q Þ; ðC N 0 ; C N de Þ and ðC N a ; C N de Þ. The estimation of the aerodynamic parameters depends on two factors, namely their representation and the excitation. The first group is highly correlated since over a range of excitation by the elevator represented by d e it could have been difficult to discriminate between the two as seen by the high correlation between them. A similar behaviour is seen in the second, third, fifth and sixth groups, the last being not that highly correlated. Though the fourth group represents the pitching moment the excitation by a and q helps discriminate them as indicated by the low correlation between them. It is this feature that should be kept in mind by a designer using the above estimates for further use.
Analysis of real flight test case-2
The data set is obtained from NASA TP 1690 [3] by employing a peculiar manoeuvre where elevator control input (d e in deg) shown in figure 12 is imparted when the aircraft (T 37 B) is rolling through a full rotation about its x-axis during aileron roll. Similar to the earlier case, the coupling between the longitudinal and lateral motion is replaced by their measured values, which includes roll angle (/ m ), sideslip (b m ), velocity (V m ), roll rate (p m ), yaw rate (r m ) and the angle of attack (a m ) as shown in figures 13, 14, 15, 16, 17 and 21, respectively. The state equations (n ¼ 3) for the angle of attack (a), pitch rate (q) and the pitch angle (h), respectively, are Figure 11 . Variation of the parameter estimate (C Na ) through time instants.
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The measurement equations (m = 4) are given by
The unknown parameters ( Other constant values used for case-2 are as follows: Table 3 provides a comparison of the parameter estimates along with their CRBs (in parenthesis) for all the real data studied by different approaches. Since the NASA results are obtained with Q = 0 only a comparison with other approaches is valid. Generally the CRBs from the RRR is lower than from other approaches and at times their lower CRBs is only fortuitous. The rounded 100C matrix of the parameter estimates is Based on the correlation coefficient matrix from RRR for this case with 10 unknown parameters the weakest can be inferred as h 0 , which is almost uncorrelated with all other parameters. Hence its estimates and uncertainty can vary widely among the approaches. Next it is possible to group the parameters as (
Remarks on the real data case-2 results
As mentioned earlier the estimation of the aerodynamic parameters depends on two factors, namely their representation and the excitation. Among the above group 4 and 5 parameters this feature should be kept in mind by a designer using the above estimates for further use. The measurement equations (m = 5) are given by
The unknown parameter set Table 5 provides a comparison of the parameter estimates along with their CRBs (in parenthesis) for all the real data studied by different approaches. Since the NASA and Based on the correlation coefficient matrix from RRR for this case with 20 unknown parameters the weakest can be inferred as b 0 and / 0 , which are almost uncorrelated with all other parameters. Hence their estimates and uncertainty can vary widely among the approaches. Next it is possible to group the parameters into three sets as the parameters in the three sets ðC
Remarks on the real data case-3 results
very similar correlations among themselves as seen in the thick blocks of matrices and the reason is as follows. There is coupling of the dynamical motion due to the states and the controls. If a certain state or control is excited relatively higher than others then the estimated parameter that multiplies it will have lower correlation with other estimates in the set and vice versa. Since the parameter sets are similarly excited all of them have similar correlation coefficient matrices. As mentioned earlier the estimation of the aerodynamic parameters depends on two factors, namely their representation and the excitation. Among the above group of six parameters this feature should be kept in mind by a designer using the above estimates for further use.
Conclusions
The reference recursive recipe (RRR) is applied to the more involved cases of three sets of real airplane flight test data, which have a larger number of unknowns. A closer look at the correlation coefficients in such studies of estimating the unknown parameters indicates the necessity of processing the data by including the process noise Q in addition to the measurement noise R. Generally the parameter estimates across the various approaches are close but their CRB can vary much more among them. In particular the generalized cost functions based on balancing the state and measurement equations using the many filter outputs introduced in the present work help show the RRR to be more reliable than the earlier approaches.
