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ABSTRACT 
Locating sound sources has many industrial and military applications. One 
particular application that is of interest to the military is locating enemy shooters. 
Current systems that are used for this purpose are bulky, heavy and do not 
employ networking, which can improve the performance, reliability and accuracy. 
In this study we investigate the possibility of designing such a system that is 
small, distributed, cost effective and reliable. 
In the first part of this thesis, an electronics readout circuitry was designed 
for a directional Micro Electro-Mechanical (MEMS) sensor that is being 
developed in Naval Postgraduate School, Physics department. Readout circuit 
was optimized based on the sensor characteristics and optimal operation. The 
design of the sensors was also improved with the findings and submitted for 
fabrication. 
In the second part of the thesis, we looked at the possible applications 
using this sensor in a sensor network environment to effectively localize sound 
sources. Localization accuracy that can be achieved for a particular network size 
was investigated with simulation for different angular measurement uncertainties. 
Localization methods proposed in the literature were surveyed and compared. 
They were found not to be fully applicable to the problem at hand. Therefore a 
new method was proposed for localization in sensor networks with Angle of 
Arrival type of sensors. 
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Locating sound sources has many industrial and military applications. One 
particular application that is of interest to the military is locating sniper fire in an 
unconventional operational theater. Although there are devices today to localize 
snipers, these devices are bulky, heavy and do not employ networking, which 
can greatly improve the performance both in terms of reliability and accuracy. 
The purpose of this thesis is to investigate the possibility of designing such a 
system that is small, distributed, cost effective and reliable. 
BBN Technologies’ Boomerang shooter detection system [1] shown in 
Figure 1 uses the sound from incoming fire and displays the azimuth angle, the 
range and elevation of the shooter. This system uses a regular microphone array 
to locate the shooter. There are some shortcomings with this system. The system 
is using sound propagation models and time difference of arrival (TDoA) to range 
the shooter. Using the mentioned techniques only a limited accuracy can be 
achieved. Therefore, this system may not be accurate enough to be used in a 
highly populated urban areas where buildings are close to each other. Moreover, 
it is a vehicle mounted system. Therefore, soldiers cannot make use of it when 
they are operating on foot. 
As information systems become an inseparable part of every aspect of life 
and network-centric warfare is gaining more importance every day, these 
systems will need to be networked and become a part of the Admiral Willam 
Owens’ System-of-Systems [3]. These location finding systems can work more 
efficiently and effectively in a networked environment as they can use each 
other’s and other similar systems’ relevant information. 
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Figure 1. BBN Technologies’ Boomerang (From [1]). 
We believe that a new sensor that is being developed in Naval 
Postgraduate School has the potential to overcome the limitations of previously 
mentioned systems. It can be manufactured at low-costs and can be highly 
integrated so that it can be used even on single soldier level or on Unmanned 
Aerial Vehicles (UAVs) to locate various sound sources in the operation theater. 
In addition, this micro sensor can be integrated into a sensor network to enhance 
the performance and reliability. In this study, we investigate the possibility of 
achieving such a system by developing an electrical readout to the Directional 
MEMS Sound Sensor (DMSS) and taking a look at how this sensor will perform 
in a networked environment. 
In the first part of the study, a capacitive readout circuitry was developed 
and tested for the Directional MEMS Sound Sensor (DMSS). In this design, 
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MS3110 universal capacitive readout IC from Irvine Sensors were used. The 
block Diagram of this IC is shown in Figure 2 [7]. 𝐶𝐶𝑆𝑆1𝐼𝐼𝐼𝐼 and 𝐶𝐶𝑆𝑆2𝐼𝐼𝐼𝐼 input 
capacitances form a bridge with the 𝐶𝐶𝑆𝑆1 and 𝐶𝐶𝑆𝑆2 adjustable internal capacitances. 
This bridge is driven by a bipolar square wave signal with a typical frequency of 
85 kHz. A programmable low pass filter is used to filter out high frequency 
components from the output before the signal is finally fed into a buffer. The 
output voltage is proportional to the difference of input capacitances. 
 
Figure 2. Block Diagram of MS3110 (From [7]). 
This circuit was optimized for operation with DMSS and several 
experiments were conducted. A step by step procedure was given for optimal 
measurement. Also a Labview application was developed to digitally program 
MS3310 dies, which are recommended to be integrated to the sensor to mitigate 
noise problems.  
We have confirmed experimentally that electrical readout is possible and 
practical for measuring sensor displacement amplitudes. It is also essential for 
the envisioned application of localizing enemy shooters in a networked 
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environment, since these sensor nodes need to be very small. We believe that 
electrical and mechanical components of the sensor must be integrated in the 
future  for the best performance. This will minimize the stray capacitances and 
other noise associated problems. We envisioned to do the hybrid integration, i.e., 
having the DMSS and MS3110 die on the same package with direct wirebonding 
between the dies. 
The sensor characteristics were investigated in the Anechoic chamber, 
which is an acoustic reflection free room. Drastic change in data was observed in 
the chamber when compared to laboratory results. Therefore further experiments 
are recommended to be done in the Anechoic chamber.  
In the second part of the thesis, possible applications of using this sensor 
in a sensor network environment to effectively localize sound sources were 
investigated. To investigate the accuracy of sound source localization in a sensor 
network environment, a simulation was developed using Matlab. The questions 
explored in the simulation were as follows: 
i. How does the error in location change with the number of randomly 
deployed sensors (nodes)? 
ii. What will the localization error distribution be as the sensors are 
collectively localizing a target? 
iii. How will the maximum localization error and variance of the 
localization error vary with the network density? 
In the simulation, mean error, maximum error, variance of error and 
distribution of error was analyzed for Gaussian and Laplace distributed errors in 
a single sensor measurement.  
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Figure 3. Mean Localization Error vs. Network Density. 
Simulation results for mean localization error vs. network density are 
shown in Figure 3. The error follows the same trend for all of the datasets. Mean 
error drops sharply as the network density increases for small network sizes and 
then saturates at a limiting error value. Increasing the network density after a 
certain value does not increase the performance but adds redundancy to the 
network. This means that there is an optimal network density for best 
performance. Increasing the density above this point will only introduce 
redundancy to the network without any improvement in localization.  
The maximum value of the localization error and variance of error were 
not found to be correlated with the network size or density. 
 xx 
Also, localization methods proposed in the literature were surveyed and 
compared. They were found not to be fully applicable to the problem at hand. 
Therefore, a new distributed algorithm was proposed for localization in sensor 
networks with Angle of Arrival type of sensors. The new protocol is designed to 
be distributed, scalable and to provide fine-grain localization information to the 
network. The implementation and performance of the algorithm is left for future 
work because of time limitations. 
Considerable progress was made in this study to bring the DMSS into a 
military application; however, there is still a lot of research to be done for the 
ultimate goal of coming up with a practical system that can be used in the 
operational theater. Immediate steps that should follow this study are as follows:  
• Implement the hybrid integration and using this hybrid sensor to 
characterize and optimize the sensor operation. 
• More accurate simulations should be carried out to account for 
sound diffraction effects.  
• Proposed algorithm for localization in sensor networks should be 
simulated and the performance should be assessed.  
After DMSS can be manufactured either in a hybrid or a monolithic 
solution, these sensors should be field tested in a prototyping system such as 
Sun Microsystem’s SUNSPOT sensor network environment. The proposed 
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The objective of this study is to implement an electrical readout scheme 
for a Directional MEMS Sound Sensor (DMSS) and investigate the possibility of 
using such a sensor in a sensor network environment to effectively localize 
sound sources.  
The first part of the study focuses on designing and optimizing an 
electrical readout circuit for a DMSS device that is being developed in the 
Physics Department in Naval Postgraduate School. 
The second part of the thesis investigates the possibility of employing 
such a sensor to localize sound sources in a sensor network environment.  
B. BACKGROUND 
In today’s unconventional, asymmetric battlefield, troops face a wide 
range of threats not limited to but including improvised explosive devices (IEDs), 
enemy snipers, random shootings in highly populated areas etc. For the last two 
the soldiers depend quite heavily on their hearing for securing their position and 
trying to figure out the location of the enemy to return fire. 
The invasion of Iraq and Afghanistan brought about the importance of 
countermeasures to such unconventional threats and a lot of contracts have 
been and are still being awarded to companies today to develop devices and 
equipment to locate such enemy elements like snipers. One example is BBN’s 
Boomerang [1].  
2 
 
Figure 1. BBN Technologies’ Boomerang (From [1]). 
Boomerang shooter detection system shown in Figure 1 uses the sound 
from incoming fire and displays the azimuth angle, the range and elevation of the 
shooter. As it is seen in the picture, this system uses a regular microphone array 
to locate the shooter.  
There are some shortcomings with this system. Although much 
information is not available to the public, the system is thought to be using sound 
propagation models and time difference of arrival (TDoA) to range the shooter. 
Using the mentioned techniques only a limited accuracy can be achieved. 
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Therefore, this system may not be accurate enough to be used in a highly 
populated urban areas where buildings are close to each other. Moreover, it is a 
vehicle mounted system. Therefore soldiers cannot make use of it when they are 
operating on foot. 
There are other systems like Cilas’ SLD500 Sniper Locator, which uses 
electro-optical methods to detect optical sight systems using an angle coded 
laser beam illumination [2]. However, like many other similar systems, this 
system is also a fixed and bulky device that cannot be used very effectively. 
The shortcomings of mentioned systems come mainly because of the 
omni-directional nature of the sensor that is being used. When omni-directional 
microphones are used, there has to be a certain separation between these 
devices for them to operate as a triangulation device. This separation is required 
to measure the time difference in the arrival of sound at each sensor and using 
this information to trace back the location of the sound source. Because of this 
inherent limitation, unless a new type of sensor is used, such systems cannot be 
made smaller. 
As information systems become an inseparable part of every aspect of life 
and network-centric warfare is gaining more importance every day, these 
systems will need to be networked and become a part of the Admiral Willam 
Owens’ System-of-Systems [3]. These location finding systems can work more 
efficiently and effectively in a networked environment as they can use each 
other’s and other similar systems’ relevant information. 
We believe that a new sensor that is being developed in Naval 
Postgraduate School has the potential to overcome the limitations of previously 
mentioned systems. It can be manufactured at low-costs and can be highly 
integrated so that it can be used even on single soldier level or on Unmanned 
Aerial Vehicles (UAVs) to locate various sound sources in the operation theater. 
In addition, this micro sensor can be integrated into a sensor network to enhance 
the performance and reliability. In this study, we investigate the possibility of 
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achieving such a system by developing an electrical readout to the Directional 
MEMS Sound Sensor (DMSS) and taking a look at how this sensor will perform 
in a networked environment. 
C. THESIS ORGANIZATION 
Chapter II discusses the electrical readout circuit developed for the 
Directional MEMS Sound Sensor (DMSS). The sensor is briefly introduced and 
some background is given about 4th generation design of sensors, which were 
used in the experiments. Experiments that were carried out are outlined as well.  
Chapter III investigates how DMSS would perform in a sensor networked 
environment. In this section, a survey of related works is presented. A new 
algorithm is proposed for localization in a sensor network and the simulation 
developed to investigate the localization error in a sensor network environment is 
explained.  
Chapter IV presents the results of the experiments carried out both in 
laboratory and anechoic chambers as well as simulation results. The results from 
COMSOL finite element simulation and laser vibrometer results are compared 
with results obtained by electrical readout for DMSS. A summary of findings and 




II. THE DIRECTIONAL MEMS SOUND SENSOR 
A. THE SENSOR 
Miles et. al. [4] showed that small insects like the parasitoid fly Ormia 
ochracea uses a mechanically coupled ear system to enhance the interaural 
difference in a small 450-520 µm organ for directional sound sensing. This study 
gives the insight of the possibility of implementing such a directional sensor in the 
micro scale. Such a device can be mass manufactured and used in many 
different applications including the one that is the topic of this study. 
In this section, we are going to describe briefly the Directional MEMS 
Sound Sensor (DMSS), its mechanical model and the 4th generation design of 
sensors that was studied as a part of this thesis. 
1. The Basic Sensor Model 
The basic sensor and its mechanical equivalent model is shown in Figure 
2. The basic sensor is a simple structure that has two movable wings, and two 
fixed anchor points in the center. This structure is a mechanical imitation of the 
fly Ormia ochracea’s hearing organ.  
The mechanical equivalent model consists of two coupled oscillators. In 
Figure 2, the springs and dashpots are shown both for each oscillator and for the 
coupling between them. All of these parameters are associated with dimensions 
in the basic sensor. By changing these dimensions, the oscillator can be set to 





Figure 2. Basic Sensor (a) and Mechanical Model (b) (b from [4]). 
The coupled oscillators have two normal modes. Namely, bending and 
rocking as illustrated in Figure 3. In bending mode both of the displacements are 
in phase. In rocking mode, the wing displacements out of phase. Any state of the 
system can be represented by the sum of these two modes.  
  
(a) Bending Mode (b) Rocking Mode 
Figure 3. Bending and Rocking Modes. 
In frequency response of the whole system, usually bending mode has a 
higher amplitude and frequency while rocking mode has a lower amplitude and 
frequency. Depending on the strength of coupling between two wings and 
damping, the higher amplitude bending mode can leak into rocking mode. In 
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some cases bending mode can be the only dominant mode where rocking mode 
can never be excited. The width of each peak is depending on the effective 
damping in the system. The higher the damping is the wider the peaks are going 
to be. 
A thorough discussion and analysis of differential equations defining the 
system are given in [4]. The experimental results are given in Chapter IV. 
2. The 4th Generation Design 
The 4th generation sensor design includes 12 sensors on a 1 cm by 1cm 
die. It was fabricated using MEMSCap foundry using a process called 
SOIMUMPs. 
SOIMUMPs is a multi-user MEMS process that has a minimum feature 
size of 2 µm. The process starts with a silcon on 1 µm oxidelayer of selectable 
thickness of either 10 or 25 µm and using one lithography step at a time, the user 
can shape each of the layers. There are two metal layers for electrical pads. 
Layers available in SOIMUMPs process are shown in Figure 4. In  Figure 
4, the blue layer is the substrate with bulk micromachining applied from the 
bottom. Bulk micromachining is a process that is used to create trenches in the 
substrate. It works in a coarse detail. This feature is used in the design of DMSS 
to allow spacing behind the sensor and thus to mitigate squeeze film damping 
effect of air that would prevent the mechanical movement of the wings. Back 
view of a sensor’s 3D model is shown in Figure 5 where the result of this process 
is viewed. 
In Figure 4 the oxide layer is shown in black between the silicon layer and 
the substrate. This layer is used to provide galvanic isolation between the layers 
as well as to be used in mechanical shaping process [5]. 
Silicon layer is shown in red. This layer is the main device layer from, 
which most parts of MEMS devices are made. In DMSS design, all the moving 
parts of the sensor (i.e., the wings, springs and capacitive fingers) are made on 
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this layer. This layer is doped and thus it conducts electricity well. Special care 
must be taken when designing electrical connections and routing on the device 
as any parts on this layer will be electrically connected to each other unless 
silicon is removed between and around them.  
 
 
Figure 4. SOIMUMPs Layers (From [5]). 
Finally, the metal layer is shown as yellow. There are two metal layers, 
named PADMETAL and BLANKETMETAL. PADMETAL is used to create 
electrical connections and pads while BLANKETMETAL is mainly used to make 
reflective surfaces for optical applications. IN DMSS design, both of these layers 
are used to provide electrical connections and routing for the capacitive readout 
components.  
More information about SOIMUMPs process can be found in [5]. 
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Figure 5. Back View of DMSS. 
A photo of Gen4 chip taken under the microscope is shown in Figure 6 
where 12 sensors are seen. Six of these sensors that are on the outer side of the 
die have capacitive fingers at the edges of the wings for electrical readout. Wire 
bonding is also visible for the sensors that have electrical readout. As it can also 
be seen from the photo, sensors 1,10; 2,11; and 3,12 are identical. 
All of the sensors with electrical readouts were tested and analyzed. 
However, for the sake of conciseness and because of the similarity of the 




Figure 6. Gen4 Die. 
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B. ELECTRICAL READOUT CIRCUITRY 
1. Capacitance Estimation 
Generation 4 DMSS design was made with electrical readout in mind. 
Interdigitated fingers were designed at the edges of wings to allow capacitance 
change when the wings were oscillating with the acoustic pressure wave. 
Electrical connections and routing was also made on chip to allow external 
interface circuitry to be connected to the sensor. 
Some of the 125 fingers designed for electrical readout with guide rulers 
are shown in Figure 7. The capacitance that is made up from thin and long 
beams is given by 
where 𝜖𝜖 is dielectric constant, 𝐼𝐼 is the number of moving fingers, A is the area of 
overlap, 𝑎𝑎0 is the gap between the moving fingers and 𝜗𝜗 = 0.65𝑎𝑎0/ℎ is the 
fringing field correction factor with h being the beam height [6]. 
The parameters of the comb fingers used in the current design and the 
rest capacitance 𝐶𝐶0 are  
If we assume a displacement of 10 nm, then this will result in a reduction 
in the overlap area (assuming the length of the wing is large compared to the 
beam length h), which will result in an active capacitance 𝐶𝐶𝑎𝑎  of 1.12004 𝑝𝑝𝑝𝑝. That 
is a reduction of 1.16 fF in capacitance, which is much larger than the sensitivity 
of the MS3110 IC assuming a 1Hz bandwidth [7]. Therefore, it should be possible 
to sense this much change in capacitance with the chip. 
 
𝐶𝐶0 = 2𝜖𝜖𝐼𝐼 𝐴𝐴𝑎𝑎0  (1 + 𝜗𝜗) (1) 
 
𝐶𝐶0 = 1.12116 𝑝𝑝𝑝𝑝 𝑝𝑝𝑝𝑝𝑝𝑝 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 
𝐴𝐴 = 100 𝜇𝜇𝜇𝜇 ∙ 10 𝜇𝜇𝜇𝜇, 
𝑎𝑎0 = 2 𝜇𝜇𝜇𝜇, 
ℎ = 100 𝜇𝜇𝜇𝜇, 
𝐼𝐼 = 125 (𝑝𝑝𝑎𝑎𝑒𝑒ℎ 𝑓𝑓𝑤𝑤𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝 𝑤𝑤𝑤𝑤 2 𝑒𝑒𝑎𝑎𝑝𝑝𝑎𝑎𝑒𝑒𝑤𝑤𝑐𝑐𝑎𝑎𝑤𝑤𝑒𝑒𝑝𝑝),  
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Figure 7. Interdigitized Comb Fingers. 
2. Irvine Sensors MS3110 Universal Capacitance Readout Circuit 
[7] 
MS3110 is a low noise, general-purpose universal capacitive readout 
integrated circuit that can be used in many types of capacitive sensing 
applications such as accelerometers, velocity sensors, touch sensors, etc. It has 
a resolution of 4 aF/√𝐻𝐻𝐻𝐻 [7]. 
The IC can be used to interface either a pair of capacitors differentially or 
to read a single capacitor. The capacitance difference (or capacitance itself in 




between 0.5 and 4V. The chip also has digitally programmable internal 
capacitances to compensate for any capacitance difference that maybe 
introduced by the environmental factors and/or other circuit components. 
The functional block diagram of MS3110 is shown in Figure 8. 𝐶𝐶𝑆𝑆1𝐼𝐼𝐼𝐼  and 
𝐶𝐶𝑆𝑆2𝐼𝐼𝐼𝐼  input capacitances form a bridge with the 𝐶𝐶𝑆𝑆1 and 𝐶𝐶𝑆𝑆2 adjustable internal 
capacitances. This bridge is driven by a bipolar square wave signal with a typical 
frequency of 85 kHz. A programmable low pass filter is used to filter out high 
frequency components from the output before the signal is finally fed into a 
buffer. 
For the chip to operate, the first step is to balance the bridge that is 
formed by  𝐶𝐶𝑆𝑆1𝐼𝐼𝐼𝐼, 𝐶𝐶𝑆𝑆2𝐼𝐼𝐼𝐼 , 𝐶𝐶𝑆𝑆1 and 𝐶𝐶𝑆𝑆2. A step by step procedure to accomplish this 
is given in the next section. 
Although the chip appears to be completely analog, it has digital interfaces 
for storing the settings. The adjustable settings include, output offset, gain, and 
oscillator frequency trim. These settings are used to fine-tune the chip for a 
specific application/circuit. All of these inputs are programmable either digitally on 
the fly or these settings can be stored on the EEPROM onboard the chip. 
A NI Labview program was developed to program the chip digitally. A 
more detailed explanation of the digital registers and programming interface for 




Figure 8. Block Diagram of MS3110 (From [7]). 
MS3110 provides an output voltage that is proportional to the difference of 
input capacitances. The transfer function for the output voltage 𝑉𝑉𝑂𝑂 is given by 
 
where  Gain = 2 or 4 V/V,  
   𝑉𝑉2𝑃𝑃25 = 2.25 V DC, 
   𝐶𝐶𝑆𝑆1𝑇𝑇 = 𝐶𝐶𝑆𝑆1𝐼𝐼𝐼𝐼 + 𝐶𝐶𝑆𝑆1, 
   𝐶𝐶𝑆𝑆2𝑇𝑇 = 𝐶𝐶𝑆𝑆2𝐼𝐼𝐼𝐼 + 𝐶𝐶𝑆𝑆2, 
   𝐶𝐶𝑝𝑝 is the output stage gain capacitance that adjust the 
sensitivity and 𝑉𝑉𝑅𝑅𝑅𝑅𝑝𝑝  is selectable 0.5/2.25V output offset voltage. 
Using these adjustable settings, MS3110 provides a flexible solution for a 
wide range of applications. 
 
𝑉𝑉𝑂𝑂 = 𝐺𝐺𝑎𝑎𝑤𝑤𝑤𝑤 ∙ 𝑉𝑉2𝑃𝑃25 ∙ 1.14 ∙ 𝐶𝐶𝑆𝑆2𝑇𝑇 − 𝐶𝐶𝑆𝑆1𝑇𝑇𝐶𝐶𝑝𝑝 + 𝑉𝑉𝑅𝑅𝑅𝑅𝑝𝑝  (2) 
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3. Development of Labview Application to Program MS3110 Dies 
For DMSS to be useful in a prospected application like locating a shooter 
in a sensor network environment, it has to be made small and preferably 
integrated into the clothing of the soldier on the operation field. There are two 
steps to making the whole sensor small. First is using a hybrid solution, i.e., 
having the electrical readout chip MS3110 on the same package with the DMSS 
and having connections directly on wire bonding level. Second, monolithically 
integrating both readout electrionics and mechanical components of the sensor 
together. Since the latter, monolithic solution is harder to implement in a lab 
environment, we envisioned to implement the first approach. 
MS3110 has many settings that are digitally programmable. During the 
experiments, this IC was used in its evaluation board and a regular PC was used 
to program the chip. Therefore, for a hybrid integration, i.e., when the die is 
placed with the same package as the sensor, there has to be a way to program 
the chip. For this purpose a Labview application was developed. 
Serial data writing sequence and mapping for MS3110 is given in Table 1. 
In Table 1, the convention REGISTER_X is used where REGISTER is the 
associated register to adjust to related value where X is the bit number. X=0 is 
the least significant bit. Here, CS2 and CS1 are selectable balancing 
capacitances, CF is adjustable gain capacitance, GAINSEL is gain selection, 
CSELECT is Low Pass bandwidth selection, OFF is output offset selection, B is 
gain trim, D is internal oscillator trim, T is reference voltage trim and R is 
reference current trim. The coding of the registers for associated values for each 



















D16 CS1_8 D31 CSELECT0 D46 B2 
D2 CS2_5 D17 CF0 D32 CSELECT1 D47 B1 
D3 CS2_4 D18 CF1 D33 CSELECT2 D48 B0 
D4 CS2_3 D19 CF2 D34 CSELECT3 D49 
Don’t 
Care 
D5 CS2_2 D20 CF3 D35 SOFF D50 D2 
D6 CS2_1 D21 CF4 D36 OFF4 D51 D1 
D7 CS2_0 D22 CF5 D37 OFF3 D52 D0 
D8 CS1_0 D23 CF6 D38 OFF2 D53 T0 
D9 CS1_1 D24 CF7 D39 OFF1 D54 T1 
D10 CS1_2 D25 CF8 D40 OFF0 D55 T2 
D11 CS1_3 D26 CF9 D41 B7 D56 T3 
D12 CS1_4 D27 Don’t Care D42 B6 D57 R0 
D13 CS1_5 D28 GAINSEL D43 B5 D58 R1 
D14 CS1_6 D29 Don’t Care D44 B4 D59 R2 
Table 1. Serial Data Write Sequence and Mapping for MS3110. 
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It should be noted that, this table is only valid for writing to the volatile 
registers. For reading from the volatile register and reading and writing to 
EEPROM, other mappings are used. 
In the program, first, one has to populate the necessary values for each 
register’s selectable values. This can be done manually as well, but because of 
the extensive ranges of selectable values, a programmatic approached was used 
to populate the combobox values. A portion of the program for populating CS1 
values is shown in Figure 9.  
 
Figure 9. Value Population for CS1. 
In this program, a for loop is run 512 times since CS1 register has 9 bits, 
i.e., 29 = 512. Then the counter is multiplied by the increment value for CS1, 
which is 0.019 pF. Then this value is inserted in the list that is used to display the 
contents of the combobox that will be used in the GUI of the program. 
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The next step in the program is to get all the selected values for all the 
registers from the front panel (GUI) then generate the hex string that will be sent 
over the serial line to program the chip. To be able to do this, we need to get the 
values for each register, convert them to binary, slice and merge the parts we 
need into bytes then convert it to a hex string then use the serial hardware to 
send this string to the chip. A part of the program is shown in Figure 10. 
 
Figure 10. Generating Bytes. 
In the figure, the integer value for CS2 is converted to a binary array of 
size 16 (integer) in the first block, then the first 9 bits of the array are stripped. 
After the first 8 bits, i.e., the first byte is taken out, converted into an integer again 
then converted into hex and concatenated with other bytes generated from other 
registers. Here we can see that one bit is fed into the next byte that has most of 
the bits of CF. This way, bits are carried over to next bytes and the whole hex 
string is generated. This string then can be fed into serial programmer and the 




Figure 11. HEX String Generation. 
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We could not test the Labview program developed for programming 
MS3110 dies to date because of time limitations and problems associated with 
wire bonding MS3110 dies to DMSS. 
C. EXPERIMENTS 
1. Verifying MS3110 Operation 
The operation of the readout IC was verified with a test setup. At first, two 
capacitances within the pF range were tested on a breadboard but no change in 
the output voltage was observed. Another measurement set was made with 
floating output terminals on the MS3110 evaluation board and adjusting the 
internal capacitances CS1 and CS2
Figure 12
. Measured output voltage and the calculated 
output voltages are plotted in .  The calculated data set is generated by 
inserting 𝐶𝐶𝑆𝑆2𝑇𝑇 − 𝐶𝐶𝑆𝑆1𝑇𝑇 values directly into the transfer function. A linear curve fit for 
the calculated values is also shown in the figure. 
Although the calculated and measured values seem to be in good 
agreement in the plot, this was achieved with fine tuning the output voltage 
offset, gain, feedback gain and capacitance trim values. Thus, a proper 




Figure 12. Output Characteristics for MS3110 IC. 
2. Effects of Cables and Connections on the Performance of the 
IC 
Since the capacitances in question are very small, some experiments 
were carried out to find out what type of effect having cables and connections 
would have on the measurements. Measurement results are shown in Table 2. 
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Measurement 𝑪𝑪𝑺𝑺𝟐𝟐𝑻𝑻 − 𝑪𝑪𝑺𝑺𝟏𝟏𝑻𝑻 [pF] (Calculated) VO [V] Remarks 
1 2.145 0 Terminals floating, no cables connected. 
2 2.920 1.7 Cables connected, end points floating. 
3 1.580 -1.24 
Same as #2, cables 
connected in the 
reverse order  
i.e. 𝐶𝐶𝑆𝑆1𝐼𝐼𝐼𝐼  ↔ 𝐶𝐶𝑆𝑆2𝐼𝐼𝐼𝐼  . 
4 2.830 1.5 
Same as #2, cables 
floating at a different 
position. 
5 2.470 0.713 
Same as #2, cables 
floating at a different 
position. 
Table 2. Measurement with Cables. 
It is clear from the table that cables introduce a high variance in the 
capacitance difference. Within this measurement set a maximum difference of 
1.7 pF is observed. When considering the fact that the estimated capacitance of 
the sensor is only in the pF range, this can cause serious problems in 
measurements. Also depending on preset for the IC, this difference can be 
enough to off balance the bridge and saturate the output inhibiting a reliable 
output. Another concern may also be the mechanical coupling between the 
sound signal and the cables. As the cables oscillate with the acoustic frequency, 
this will result in a capacitance change caused by the cables introducing another 
noise source to the output. This may result in a loss of sensitivity of the whole 
measurement system. 
In the proceeding steps of the project the cables should be eliminated and 
the connections should be made directly on the IC level. Having MS3110 dies 
directly on the same package with the MEMS sensor might eliminate most of the 
problems concerning connections and noise associated with the cables. 
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3. Laboratory Measurements of the MEMS Sensor (DMSS) 
The measurement setup includes a speaker driven by a signal generator, 
Gen 4 MEMS sound sensor (sensor #12 was tested) connected to a MS3110 
Evaluation board. The MS3110 chip is configured using the LPT port of a PC and 
the output is observed using a high speed digital oscilloscope. The block diagram 
of the test setup is given in Figure 13. 
When the sound source was turned on for the first time, no change in the 
output voltage was observed. Investigations later discovered that the output 
voltage was saturated at 5V because of an unbalanced capacitor bridge. This 
problem again points out to the importance of eliminating parasitic capacitances 
that can be introduced to the measurement system with cables. Moreover there 
can be inherent capacitance difference on the sensor itself. For instance, one 
wing can be standing higher compared to the other one at rest due to non-
uniform surface tension buildups, which can be a result of either processes used 
in the fabrication or other environmental factors. 
The first step before getting any output was to balance the bridge. The 
step-by-step procedure followed was:  
i. Connect the MS3110 chip to the MEMS sensor in differential mode, 
i.e., one wing is connected as 𝐶𝐶𝑆𝑆1𝐼𝐼𝐼𝐼 and the other as 𝐶𝐶𝑆𝑆2𝐼𝐼𝐼𝐼 with the center tap 
connected to the common terminal on the chip.  
ii. Configure the chip so that internal capacitances 𝐶𝐶𝑆𝑆1 and 𝐶𝐶𝑆𝑆2 are at 
the same value (the value used was 1.197 pF). 
iii. Measure the output voltage 𝑉𝑉𝑂𝑂.  
iv. If 𝑉𝑉𝑂𝑂 is between 0.5 and 4 V, then the bridge is nearly balanced and 
ready for the measurement 
v. If 𝑉𝑉𝑂𝑂 ≥ 4 then this means 𝐶𝐶𝑆𝑆2𝑇𝑇 is much greater than 𝐶𝐶𝑆𝑆1𝑇𝑇. In this 
case increase 𝐶𝐶𝑆𝑆1 and go to step iii. 
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vi. If 𝑉𝑉𝑂𝑂 ≤ 0.5 then this means 𝐶𝐶𝑆𝑆1𝑇𝑇 is much greater than 𝐶𝐶𝑆𝑆2𝑇𝑇. Increase 
𝐶𝐶𝑆𝑆2 and go to step iii.  
 
Figure 13. DMSS Laboratory Measurement Setup. 
It must be noted that if the difference between 𝐶𝐶𝑆𝑆2𝑇𝑇 and 𝐶𝐶𝑆𝑆1𝑇𝑇 is greater 
than 9.7 pF (the maximum adjustable value for 𝐶𝐶𝑆𝑆1) then the capacitive bridge 
cannot be balanced using internal capacitors. In this case, an external capacitor 
should be used to balance the bridge. For this reason, it is advised that in the 
future, a stationary capacitor be incorporated into the design of next generation 
MEMS sensors so that it can be used as reference capacitor.  
After balancing the bridge so that the output voltage 𝑉𝑉𝑂𝑂 is between 0.5 and 
4 V, the sensor were excited using the loud speaker as the sound source. The 
excitation frequency was chosen to be 3.85 kHz. This frequency was measured 
to be the resonant frequency of the bending mode for the MEMS sensor. The 
measurement had been made using a laser vibrometer with the sensor placed on 
a different type of packaging. 
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Oscilloscope was set up so that it would reject all DC components (AC 
coupling). The observed output is shown in Figure 14.  
 
Figure 14. Oscilloscope Screen. 
The output signal has an approximate rms value of 400 mV, which 
converts into 1032 mV peak-to-peak. This is quite a significant output for such a 
small capacitance change, which was estimated to be about 1.16 fF. 
The asymmetry in the signal also points out to the fact that the 
capacitance changes associated with both wings are not identical. The 
measurement was made at normal incidence and the bending mode resonant 
frequency. Had the capacitances associated with each wing been identical, then 
the output would have been an AC signal symmetric around zero. 
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After first output from MS3110 was observed, we tried to probe sensor  
characteristics in the lab environment; however, we observed unstable and 
unexpected results. In order to understand these observations, we moved the 
experimental setup into the Anechoic chamber in the physics department.  
Anechoic chamber is a specially designed room to prevent any sound 
reflections. Specially shaped padding material is placed on the walls so that any 
sound that hits them cannot escape. We saw a drastic change in results when 
the experiments were carried out in the anechoic chamber. The test setup used 
is shown in Figure 15. 
 
Figure 15. Anechoic Chamber Test Setup. 
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The setup is placed on a rotator. The capacitance sensing electronics is 
connected to the sensor die at the bottom and the whole system is free to rotate 
about the axis of the rod. We experienced a relatively strong electromagnetic 
noise and interference in the anechoic chamber. The results of the experiments 
are discussed in Chapter IV. 
D. DESIGNING THE 5TH GENERATION SENSOR 
With the findings from the experiments, the design of DMSS was improved 
and the 5th generation was submitted for fabrication. The sensors were designed 
using LEdit software by SoftMEMS by taking 4th Gen design as a template. The 
design uses a hierarchical structure where similar components are stored and 
used in a single cell. Thus, any change made to the prototype cell would be 
reflected in every instance of that cell.  
The top view of the new design is shown in Figure 16. The new 
improvements and changes made with respect to Gen4 are as follows. 
i. The slit design was abandoned. There were two type of sensor 
designs in previous versions of DMSS. One of these designs 
featured a slit in the middle to adjust the spring values. The other 
design looks like a bow-tie. That has a solid beam between two 
wings. It was found that there was no significant difference between 
two designs and bow-tie version was adopted. All 7 sensors in 
Gen5 are of this type. 
ii. Two reference capacitors were introduced. For MS3110 to operate, 
the bridge at the input of the chip must be balanced. A step by step 
procedure was explained in the previous section. Because of the 
fact that the capacitances that are in question are too small, a 





single wing is required to balance the bridge. For this reason, two 
reference capacitors were added to the die. These reference 
capacitors have the same number of fingers as the wings and can 
be directly wirebonded to MS3110 die. 
 




iii. Meshed wings with electrical readouts were introduced. It was 
found that meshed wings were less susceptible to surface tension 
buildups, thus more sensors with meshed wings with electrical 
readouts were introduced in Gen5. 
iv. New sensor designs to compensate for damping introduced by 
capacitive fingers were included. It was found that the capacitive 
fingers introduce a considerable amount of damping to the 
mechanical system. This effect showed itself as a widening of 
peaks in frequency respond of the sensor.  
v. On die electrical routing was implemented. We found that 
wirebonding can create some problems when done over the 
moving parts of the sensor. Thus, to mitigate this problem, electrical 
paths were drawn on the die for easier wirebonding. 
Frequency response of each sensor obtained by Comsol simulation is 
given in the Appendix. 
In this chapter we took a look at the sensor’s mechanical characteristics 
and the electrical readout circuit that will be integrated to it. In the next chapter 
we are going to investigate the possibility of using this sensor in a networked 
environment to localize a sound source. 
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III. SOUND SOURCE LOCALIZATION IN A SENSOR NETWORK 
ENVIRONMENT 
A. BACKGROUND AND RELATED WORK 
1. Methods for Localization in Sensor Networks 
Determining the location of either sensors or a target is an essential 
problem in many applications. Location data is relevant in many applications 
such as temperature monitoring, surveillance and environment observation and 
forecasting, etc. The location data is also used in the communication protocol 
stacks in sensor networks as well. There are numerous examples in the 
literature, some of which are geodesic routing and location based data 
querying/data gathering. 
Sensor networks are inherently effective in target tracking because of their 
distributed, large scale and permeative nature. In these applications, either the 
location of a target is reported once it is observed or it is being tracked along 
some trajectory. In order for these networks to function, the location of the 
sensors must be known. Either by manual deployment or by some means of 
measurement carried out by each sensor.  
A simple example of a tracking network is proposed in [8], where each 
sensor is used as a binary source of information. When the target is in range of 
the sensor, the location of the target is approximated as the location of that 
sensor. They have developed an algorithm, which also takes into consideration 
how much time the target spends in the range of each sensor and takes the 
average of locations of the sensors in the data set. Finally, a curve fitting 
algorithm is applied to plot the trajectory of the target.  
There are few types of measurements used for localization purposes. 
Distance estimation is where the distance from the sensor to the target is 
estimated using some means such as signal strength or time-of-arrival methods. 
Angle of Arrival (AoA) measurement is one method, which requires some kind of 
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directionality in the sensing capability of the sensor. These measurements are 
then processed either at the sensors or at some central station and the 
necessary calculations are carried out to pin-point target’s location.  
a. Distance Measurements 
Distance of a target can be estimated by a sensor using signal 
strength as in [9]. However this method usually lacks accuracy due to the fact 
that signal strength does not only depend on distance but also on reflections, 
scattering effects and the medium as well as the number of interfaces the signal 
propagates. Distance estimation using Time Difference of Arrival (TDOA) was 
shown to give better results in terms of accuracy and precision in [10]. They have 
found that ToA using Radio Frequency and ultrasound is more reliable than 
received signal strength. However, using ToA techniques requires nodes to be 
synchronized whether among themselves or with a base station. Synchronization 
requires more resources and extra signaling overhead, which are scarce 
resources and need to be saved in a sensor network environment. 
There are two basic methods used to calculate the location a signal 
source as outlined in the study [9].  
(1) Hyperbolic Trilateration: In this method, a circle 
centered on each sensor with a radius of measured distance to the target is 
drawn. The intersection of at least three of these circles result in unique location 
of the target (Figure 17). 
(2) Maximum Likelihood Multilateration: This method 
takes into consideration many measurements from many sensors and tries to 
minimize the difference between the estimations and the actual distance. This 
problem translates into an overdetermined linear system of equations for which 
the solution is given by the Least Squares method. This method is well studied in 
the literature and used in many other optimization problems. 
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Figure 17. Hyperbolic Trilateration (After [11]). 
b. Angle of Arrival (AoA) Measurements 
The direction in which the signal is received is called the angle of 
arrival (AoA). For a sensor’s AoA measurement to be meaningful, the orientation 
of the sensor must be known before hand with respect to some reference. For 
sensors to be able to carry out AoA measurements they must have sensors that 
are directionally sensitive. In radiolocation applications, directional antennas are  
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usually used. On the other hand Directional MEMS Sound Sensor (DMSS), 
which is the topic of this thesis, provides the unique capability of measuring very 
precise bearing angle of a sound source. 
After the signal is captured by the sensors as AoA data, simple 
geometric relationships are then used to determine the location of the target by 
intersections of the lines that are drawn from each sensor to the target (Figure 
18). This method is called triangulation. In order to be able to fix the location of 
the target, AoA method requires the signal that is transmitted by the target to be 
received by at least two sensors. 
c. Localization Accuracy in Distance Measurements 
An analysis of accuracy of localization with the changing number of 
nodes was made in [12]. The number of nodes and the change in localization 
error is shown in. The uncertainty in estimation is shown as gray.  
In general, the error in position estimation decreases as the number 
of measurements increases. However, there can be anomalous cases, where the 
increased number of measurements results in a worse performance. One 
example is shown in Figure 19 for 3 and 4 sensor cases. Three sensors seem to 
be localizing the target with a narrower error margin. Although these special 
cases might occur under different circumstances, the statement still holds in 
general.  
It was also shown in [10] that under uniform distribution of sensors 
and a Gaussian additive error in the distance estimations, the error in position 
estimation reduces as the number of measurements increases and then 
saturates after a certain point. The authors find that the knee point of the curve is 
around 𝜌𝜌 = 8
𝜋𝜋𝑝𝑝02, where 𝑝𝑝0is the range of each node. The authors state that this 
result also agrees with their optimum density calculation. In the equation, 𝜌𝜌 is the 
node density and 𝑝𝑝0 is the range of each sensor node. 
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Figure 19. The Change in Uncertainty of Estimation with Increasing Number of Nodes. 
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2. Spatial and Temporal Correlation in Sensor Networks 
Most of the wireless sensor networks are characterized by dense 
deployments. Depending on the phenomenon that is going to be observed, the 
density of the network plays an important role in determining the performance 
and satisfactorily achieving the objective.  
For example in a tracking sensor network, if the sensors are too far apart, 
the target may go between them unnoticed. On the other end, if the sensors are 
too close to each other, many sensors will generate data at the same time when 
the target is in their proximity. In case the sensors are close to each other, which 
might happen either during random deployment, they are virtually observing the 
same physical phenomenon and when the event of interest occurs, a lot of data 
with same information will be generated in the network. The redundancy caused 
by the overlap of sensor coverage will increase the  spatial correlation in the 
information. This will result in excess of data generation, which has the same 
information. Thus, the unnecessary usage of network resources would limit the 
performance of the whole sensor network. 
Another example is shown in Figure 20. Three nodes are trying to localize 
a physical phenomenon by using angle of arrival (AoA) information from the 
target. Nodes 1 and 2 get almost the same information because they happen to 
be close to each other while Node 3 gets a different AoA information from which 
can be used to localize the source. If this type of redundancy can be detected by 
the network, Node 1 can be put to sleep until Node2 runs out of battery and then 




Figure 20. Three Nodes Localizing an Event. 
Another similar affect is the frequency of data generation in the sensor 
network. Most sensor network applications involve sensors periodically observe 
events and report back their observations. In a temperature reading application in 
the battlefield, having nodes read and transmit their readings every 1 msec would 
be an overkill since the temperature usually never changes that abruptly in an 
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open environment. This type of characteristics can be defined as the temporal 
characteristics of the data. Usually every physical phenomenon has a certain 
level of temporal correlation when converted into digital data and this correlation 
may change depending on the event that is being observed.  
These spatio-temporal characteristics can be exploited in the design of 
networking protocols for wireless sensor networks. Some studies take advantage 
of this property in the informational theory perspective and compress the 
redundant data [13].  
Study [14] develops a model for spatio-temporal correlation in sensor 
networks and uses this model to propose a correlation based medium access 
control protocol. The results of their study is shown in Figure 21. The plot shows 
the observed event distortion versus number of nodes sending data. The 
observed event distortion, which is plotted as the vertical axes, can be 
considered as the observed noise by the sensor network as a whole.  
It can be seen from the plot that as the number of nodes increase the 
noise in the observation decreases significantly but it saturates after awhile. 
Increasing the number of nodes after this point does not improve the 
performance. This is a direct result of spatial correlation of the physical 
phenomenon observed. Similar results are also observed for temporal 
characteristics of data as well. For example, taking temperature measurement of 
the human body every 1 ms will result in excess and correlated data, as the time 
constant associated with temperature change is much higher than sampling rate. 
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Figure 21. Spatial Correlation of Information Generated by a Sensor 
Network (From [14]). 
3. Algorithms for Localization in Sensor Networks 
This section looks at the proposed algorithms for distributing localization 
information in sensor networks. Although the problem definition in the studies 
discussed here slightly change, the main setup is as follows. There are sensors 
or fixed stations that are aware of their locations (LOCAW), and there are 
sensors that are deployed and don’t know their location (non-LOCAW). Various 
methods are used for location estimation, mostly Received Signal Strength 
Incidcator (RSSI) to find the location of all the sensors, usually one by one. 
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a. Radar System [15] 
In this study, researchers address the problem of locating and 
tracking mobile users in in-building environments. They try to achieve ubiquitous 
coverage throughout the area of interest as well as providing data services to 
each user using RF LANS. 
The proposed system RADAR is an RF-based system for locating 
and tracking mobile users inside buildings. It uses signal strength information that 
is obtained at multiple receiver locations to triangulate the user’s coordinates in a 
local reference frame. Localization is done using both empirically determined and 
theoretically computed signal strength information.   
The system uses Received Signal Strength Indicator (RSSI) 
measurements of various beacon stations in a search area to make a signal 
strength map. The users then can estimate their location by using the map they 
created. The accuracy depends on the map that was created and how many 
beacon stations are in place.  
Proposing a method using already available Wireless LAN 
infrastructure looks promising; however, for this system to work major changes 
need to be done to commercially available base stations used for wireless 
networking. Moreover, the analysis and experiments were made in a single story 
office environment in 2 dimensions, while many office buildings are multi story 
with a lot of base stations on each floor for extended coverage. Moreover, signal 
strength measurements show a lot of variance in in-building environments due to 
diffraction, reflection, shadowing, multipath fading and scattering of Radio waves 
through walls, office furniture and even by the presence of people in the signal 
path. The authors could achieve accuracy within a few meters but some research 
shows better accuracy can be achieved by Time Difference of Arrival techniques 
(TDoA) [10] instead of using RSSI for location. 
Although this study is very important for being one of the first 
studies to implement an indoor localization system, the proposed method cannot 
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be applied to the problem of locating a sound source with a directional sound 
sensor due to the fact that this system is centralized and uses a RSSI type of 
information to estimate the location of mobile users. 
b. Calamari System [16] 
This study proposes a new calibration method for ad-hoc sensor 
networks for the purpose of localization. The authors point to the problem where 
each sensor is usually calibrated individually (micro-calibration) whereas they are 
to operate together to perform a collective task. They propose vigorous 
calibration methodologies for the collective sensor network (macro-calibration) to 
increase the accuracy of localization. 
The authors approach the problem of calibration as a general 
parameter estimation problem. For each device, they chose the calibration 
parameters to optimize the overall system response instead of individual device 
responses. They use elaborate calibration methods to estimate and account for 
path loss characteristics and variations in transceiver characteristics 
The study is important because it proposes a method to localize 
without a need for an infrastructure, which most of the other methods rely on. It 
also introduces a concept of macro calibration to optimize the performance of the 
system instead of calibrating each individual sensor, which might be a tedious job 
when number of sensors is large. Nonetheless, the algorithm for calibrating 
seems to be vague and parameters chosen are heavily dependent on the type of 
application. The real problem here is “how do you determine the parameters in 
the individual sensor level to optimize the system as a whole?”, which is not easy 
to answer in many situations. 
The concepts in this study can be partially applied to our research 
problem. Especially, the macro calibration concept can be useful in the final 




Sensor (DMSS). However, the study’s assumption of RSSI type of 
measurements does not directly apply to a system, where measurements are 
AoA type. 
c. Ad-Hoc Localization System (AHLoS)[12] 
In Ad-Hoc Localization System, the authors propose a distributed 
method that requires a few beacon nodes to know their exact location for other 
sensors to deduce their location. They are addressing the expensiveness and 
bulkiness of GPS receivers as well as their inability to operate indoors. They 
propose a low cost solution that can operate indoors and does not require 
expensive infrastructure or pre-planning.  
AHLoS works in two phases, ranging and estimation. In the ranging 
phase, each node estimates its distance from neighbors. In the second phase, 
they estimate their locations from the known location of beacon nodes in their 
neighborhoods. Once a node estimates its location, it becomes a beacon node 
allowing other sensors to use it for their localization process. 
This study compares RSSI methods and Time of Arrival (ToA) with 
RF and ultrasonic signals as ranging alternatives. In conclusion, they propose a 
ToA scheme using ultrasound signals for localization. 
Ohta et al. [17] claim that the ultrasound range is relatively short 
and is about 3 meters; thus this system can only be used for stationary sensors. 
The authors also admit in their conclusion that the accuracy is found to be 
satisfactory for small sensor networks but needs improvement for larger scale 
networks. They also compare centralized and distributed schemes for localization 
and advocate distributed ones based on robustness and energy expenditure 




The concepts explored in this study cannot be directly used in an 
AoA type of system because in such a system nodes cannot find out about their 
location just by ranging their distance from a neighbor node. Only 3 other nodes 
can triangulate the location of a target and the location of those 3 nodes must be 
known. The proposed method works the other way around. 
d. A Directionality Based Location Discovery Scheme for 
Wireless Sensor Networks [18] 
This study proposes an AoA scheme for sensors to estimate their 
positions. Their proposal is unique in a sense that it is one of the few methods 
that use AoA type of measurements to triangulate the position of sensors.  
The setup requires at least 3 beacon nodes capable of emitting a 
continuous RF carrier signal on a narrow directional beam that rotates with a 
constant angular speed. Fine synchronization between beacon stations and the 
sensors is assumed. The sensors note the time it receives different beacon 
signals and uses this information to evaluate its angular bearing with respect to 
that beacon station. Later on this information is used to triangulate its location 
with respect to the known beacon locations. This technique is a centralized 
scheme, which requires intricate antenna configurations and tight 
synchronization.  
Although this technique is unique with an AoA scheme, it requires 
elaborate antenna configurations for the system to operate. In many applications, 
rotating antennas may not be desirable since they require manual deployment 
and regular maintenance. Furthermore, this type of beacon stations may not be 
deployed in a battlefield where sensors can only be dropped from an airplane. 
The accuracy of the system depends on the accuracy of the angular precision of 
the sensor as well as the time quality of the time synchronization. This can be an 
issue because high precision clock circuits are usually expensive and frequent 
synchronization uses up valuable resources in a sensor network environment. 
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The analysis and proposed methods can be partially applied to the 
problem at hand since it uses an AoA scheme for triangulating the location of a 
sensor. However, there are major differences in the definition of the problems 
because in this study nodes triangulate their own locations where the subject of 
this thesis is about triangulating the location of a target with sensors. 
A comparison of the proposed methods are given in Table 3. It was seen 
that none of these methods can be directly applied to the problem at hand as 
most of them deal with distance measurements. There was only one localization 
algorithm proposed for AoA measurements that is very specific to a certain type 




SUMMARY AND COMPARISON CHART FOR PROPOSED METHODS FOR LOCALIZATION 
 
 




RSSI : Received Signal Strength Indicator 
ToA : Time of Arrival 
AoA : Angle of Arrival 
ABBREVIATIONS: 
BS  : Base Stations 
AHLoS : Ad-Hoc Localization System 
 
SYSTEM METHOD TYPE ADVANTAGES DISADVANTAGES 
1 RADAR RSSI Centralized Uses WLAN infrastructure 
in-door use only, accuracy 
depending on number of 
BS used. 
2 CALAMARI RSSI Distributed Does not rely on infrastructure 
Complicated algorithm for 
calibration. 
3 AHLoS RSSI, ToA Distributed 
Scalable, low cost, 
does not require 
infrastructure. 
Limited range for the 














B. THE ALGORITHM 
The proposed methods in the previous section address various problems 
of providing localization services in a sensor network. They are not concerned 
about locating a target but more about distributing the localization information. 
Usually there are a few sensors with known locations (LOCAW sensors). These 
sensors either have on board GPS or are manually deployed. Then, other non 
location aware (non-LOCAW) sensors, use various radiolocation techniques to 
find out their locations. This is an important problem in sensor networks because 
in many applications, the location information is not only relevant but also 
required. 
We have seen that such protocols usually address the case when an 
RSSI method is used for localization. Although a lot of concepts can be applied 
to a network with AoA measurements, there are still some fundamental 
differences that need to be addressed in a localization protocol. In this section, 
we propose an algorithm to be used in a sensor network environment, where 
nodes only have AoA type of sensors. The proposed protocol is distributed, 
scalable and it provides granular localization information to the network. 
1. Assumptions 
The following assumptions are made for the sensors and the network:  
i. The nodes are employed with a directional sensor that can take 
AoA measurements. This sensor can either be a directional 
antenna or as in our case a directional sound sensor (DMSS). It is 
also assumed that each node has the ability to emit a beacon 
signal that the sensor is sensitive to, i.e., in the case of sound 
sensor, each node must have the ability to generate a beacon tone 
that will generate measurements in the neighboring nodes. The 
range of the beacon signal is assumed to be equal to the range of 
the onboard radio. 
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ii. There are enough number of LOCAW sensors in the network 
deployment that know their location. 
iii. A three-way handshake CTS/RTS/Data type of MAC scheme is 
used so that messages can be exchanged reliably. 
There are two important concepts that are fundamental in the operation of 
the algorithm. These are Location Accuracy Coefficient (LAC) and Calculation 
Threshold Number (CTN). 
The Location Accuracy Coefficient (LAC) is a measure of how accurate 
the localization information about a node is. For nodes with onboard GPS this 
value is set to 1, while for nodes that use triangulation algorithm this number will 
be calculated as LAC = avg (LAC(measurements)) + 1, i.e., the average of the 
LACs of the AoA measurements used in the triangulation plus one. This 
coefficient will be used to sort the AoA measurements from LOCAW sensors. 
Thus this will allow the sensor to use more accurate data in its calculations. This 
process will be explained in more detail in the algorithm itself. 
Another important protocol parameter is the Calculation Threshold 
Number (CTN). This parameter determines the number of measurements that 
will be used in the calculation by the non-LOCAW sensor. As the measurements 
are sorted by LAC values in a descending order, only the top CTN 
measurements will be used in the calculation. This approach brings two 
advantages. First, it brings a granularity to localization error. As we will see in the 
localization error simulation in the next section, the number of nodes play an 
important role in minimizing the localization error in a sensor network; however, 
there is an optimal network density (i.e. the number of measurements used in the 
triangulation). Thus for a particular network and environment, this parameter will 
be able to be adjusted. Furthermore, this parameter can be changed on the fly in 
a network. For example, when the network is first deployed, this parameter can 
be set to a small number to distribute coarse localization information to the 
network. After all the nodes know their location to a certain accuracy, the 
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localization algorithm can be invoked with a higher value of this parameter, thus 
increasing the localization accuracy of the whole network. Another example can 
be the case when a sensor observes an event. In this case, to get more accurate 
location information, the algorithm can be invoked with a higher CTN for that 
particular sensor or group of sensors in that area. 
Secondly, it will bring a bound to the computation time of a single sensor. 
As the computational complexity will increase with the number of measurements 
that are used in the triangulation, the less this number the quicker and less 
computationally expensive the localization is going to be. 
2. Messages  
The following messages are used in the protocol.  
i. TRI_REQ(node_id): This is a broadcast message to indicate a 
request of triangulation from a non-LOCAW sensor. This message 
includes the unique id of the non-LOCAW sensor that requires 
location services. 
ii. TRI_REQ_CANCEL(node_id) : This is a broadcast message sent 
by the non-LOCAW sensor to indicate that the triangulation request 
is canceled. This message includes the node id as well. 
iii. TRI_ACK : This is a unicast acknowledge message sent by 
LOCAW sensors that are willing to participate in the triangulation 
process. If this message is received then it is known that the 
LOCAW sensor is captured by the node seeking triangulation, i.e., 
it will participate in the triangulation of that sensor only. 
iv. TRI_CANCEL(node_id) : This is a triangulation cancel message 
sent by a LOCAW sensor to tell the non-LOCAW node to cancel 
the triangulation because it is already participating in another 
triangulation. 
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3. The Algorithm Explained 
The steps of the algorithm from a non-LOCAW sensor’s point of view are 
as follows:  
i. broadcast the TRI_REQ message. 
ii. wait for TRI_TIMEOUT and receive positive TRI_ACKS from 
neighbors. 
iii. if a TRI_CANCEL is received or if after TRI_TIMEOUT and 
Num(received ACKS) < CTN then wait for a random amount of 
time.  
iv. transmit beacon signal. 
v. receive the measurements from neighbor nodes.  
vi. sort the measurements using LAC value. 
vii. use the first CTN measurements to triangulate location. 
viii. calculate own LAC as LAC = avg (LAC(measurements)) + 1. 
 
From a LOCAW sensor’s point of view:  
i. when TRI_REQUEST(node_id) is received,  
a. if CAPTURED != 0 (if already in a triangulation with another 
sensor) then send TRI_CANCEL(node_id) 
b. else (CAPTURED = 0), set CAPTURED =node_id, send 
TRI_ACK 
ii. when TRI_CANCEL(node_id) is received, if CAPTURED == 
node_id then set CAPTURED = 0. 
 
A non-LOCAW node initiates the process by broadcasting a TRI_REQ 
message with its node_id, indicating it needs triangulation services. The LOCAW 
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nodes that are in its range receive this broadcast and they send back TRI_ACK 
messages, telling that they will participate in the process. In this case this 
neighboring LOCAW node is said to be captured by the non-LOCAW node. 
However, if one neighbor is already captured by another node, then it cancels the 
triangulation process for the node in question by broadcasting a TRI_CANCEL 
message with node_id. This message will cause the initiating non-LOCAW node 
to cancel its triangulation request. When this message is received by the initiating 
non-LOCAW node, another message TRI_REQ_CANCEL will be generated, 
releasing all the captured LOCAW nodes within the range of the intiating non-
LOCAW node. Then the non-LOCAW node will exponential back off a random 
amount of time before it initiates the triangulation process again.  
In case the initiating non-LOCAW node captures enough nodes by waiting 
a timeout of TRI_TIMEOUT, it immediately transmits the beacon signal. The 
nodes taking part in triangulation will receive this beacon and generate AoA 
measurements. They will send the data back to the initiating node. These 
measurements will be sorted according to their LAC values and the initiating 
node will calculate its location. It will update its LAC values as described and 
become a LOCAW sensor. Then this sensor will take part in providing 
triangulation for other non-LOCAW sensors. 
It should be noted that this algorithm is not going to be run constantly. It 
will be run when the sensors are deployed or when a more accurate location 
information is required. Thus, this algorithm will be initiated either remotely or 
automatically, it will run until every node knows their location and it will stop. In 
case the locations are required to be more accurate, it can be run again with 
different parameters in an already deployed, LOCAW network. 
There are two important advantages of this algorithm. First, it provides 
distributed localization as opposed to many of the proposed methods in the 
literature. No central node is required and even the calculations are distributed; 
each node uses its own resources to calculate its position. A simple algorithm is 
used by the LOCAW sensors, which only provide the measurement data.  
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Second, it provides fine-grained localization. Adjusting the parameter 
CTN, the accuracy of the triangulation can be adjusted. This can be done on the 
fly when a more accurate location information is required when an event occurs 
in a region. This parameter can also be used to optimize the performance and 
reduce redundancy caused by spatial correlation of localization data. It is shown 
in the next sections that there is an optimal network density for which the 
localization error is minimum. Increasing the number of nodes (and 
measurements) beyond this point in localization does not improve the error but 
increases computational expense. Thus CTN value gives a way to fine tune the 
network by exploiting this phenomenon to reduce computational complexity. 
The implementation and performance of the algorithm is left for future 
work because of time limitations. 
C. SIMULATION 
To investigate the accuracy of sound source localization in a sensor 
network environment, a simulation was developed using Matlab. The questions 
explored in the simulation are as follows.  
i. How does the error in location change with the number of randomly 
deployed sensors (nodes)? 
ii. What is the target’s localization error distribution when all the 
sensors in the network are used to localize the target? 
iii. How will the maximum localization error and variance of the 
localization error vary with the network density? 
1. Problem Definition and Formulation 
a. Triangulation Problem 
The triangulation problem involves a number of fixed stations (with 
known locations – sensors) and a target, location of which is trying to be 
estimated. 
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In this configuration and for the purpose of this study, the fixed 
stations measure the angle of arrival (AoA) to the target. In other words, they find 
their bearing to the target with respect to some reference direction (e.g. magnetic 
north). A simple setup is shown in Figure 22, where three fixed stations have 
received the signal and successfully determined the AoA. 
In a very simple instance of the problem, the location of the target 
𝑇𝑇 = (𝑥𝑥, 𝑦𝑦) is trying to be estimated with two known sensor locations, namely 
𝑆𝑆1 = (𝑥𝑥1,𝑦𝑦1) and 𝑆𝑆2 = (𝑥𝑥2,𝑦𝑦2) with measured bearings 𝜑𝜑1and 𝜑𝜑2. 
Using basic trigonometry one can simply get  
where 𝑥𝑥1, 𝑥𝑥2,𝑦𝑦1,𝑦𝑦2,𝜑𝜑1 and 𝜑𝜑2 are all known parameters. The problem reduces to 
system of two equations with two unknowns, for which the solution is 
straightforward. 
Although the triangulation problem may seem trivial at first, with 
increased number of fixed stations, the problem turns into an over-determined 
linear system of equations. In order to solve such a system of equations, one 
needs to employ other more involved regression techniques. Moreover the 
simple approach outlined above does not even consider any error in angle 
measurements or any type of uncertainty that may be inherent in the known 
location of the fixed stations. Because the locations of fixed stations that are 
used as an input to the problem may also be a result of triangulation that include 
errors. 
 tan( 𝜑𝜑1) = 𝑦𝑦1 − 𝑦𝑦𝑥𝑥1 −  𝑥𝑥 (3) 
 tan( φ2) = y2 − yx2 −  x (4) 
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Figure 22. A Triangulation Scheme. 
For the reasons mentioned above, a more detailed model needs to 
be considered that is scalable to more fixed stations and takes into account the 
errors in measurements. 
b. Problem Formulation 
The following notations and assumptions are used. 
• Subscript 𝑤𝑤 ∈ {1,2, … ,𝐼𝐼} denotes the sensor index, where N 
is the total number of sensors in the system. 
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• The target is at location 𝐱𝐱𝑇𝑇 = [𝑦𝑦, 𝑥𝑥]𝑇𝑇. 
• The sensor 𝑤𝑤 is at location 𝐱𝐱𝑤𝑤 = [𝑥𝑥𝑤𝑤 ,𝑦𝑦𝑤𝑤]𝑇𝑇 . 
• The angle measurements for the target at 𝐱𝐱𝑇𝑇 are 
represented by a vector 𝚽𝚽(𝐱𝐱𝑇𝑇) = [𝜑𝜑1,𝜑𝜑2, … ,𝜑𝜑𝐼𝐼]𝑇𝑇, where 𝜑𝜑𝑤𝑤  
is the angle measurement taken by sensor 𝑤𝑤. 
In order to solve the generalized triangulation problem, we need to 
assume some kind of error in the angular measurements. Let us define the noisy 
measurements as a sum of absolute measurements that is error free and a 
random variable to account for the uncertainty in the measurement. Thus lets 
define the noisy measurement vector 𝒓𝒓 as  
where 𝒏𝒏 is an 𝐼𝐼𝑥𝑥1 measurement noise vector that has 𝐼𝐼 random variables. Each 
one of these random variables are the random error for each angle 
measurement. 𝚽𝚽(𝐱𝐱𝑇𝑇) consists of the absolute angular measurements 𝜑𝜑𝑤𝑤 ’s, which 
were previously defined as  
It should be noted from here that 𝚽𝚽 is a nonlinear function of 𝐱𝐱𝑇𝑇. 
Now let’s take a closer look at this noise vector 𝒏𝒏. 𝒏𝒏 is a column 
vector that has 𝐼𝐼 random variables. Thus we can write down 𝒏𝒏 as 
where 𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝐼𝐼 are random variables to represent an error in angular 
measurement taken by each sensor. 
 𝒓𝒓 =  𝚽𝚽(𝐱𝐱𝑇𝑇) + 𝒏𝒏 (5) 
  𝜑𝜑𝑤𝑤 = tan−1 �𝑦𝑦𝑤𝑤 − 𝑦𝑦𝑥𝑥𝑤𝑤 −  𝑥𝑥� (6) 
 
𝒏𝒏 =  �g1g2⋮g𝐼𝐼� (7) 
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We defined a noisy measurement as a sum of an absolute angle 
and the random variable 𝑤𝑤𝑤𝑤  for a sensor 𝑤𝑤; thus the random variable 𝑤𝑤1, 𝑤𝑤2, …, 𝑤𝑤𝐼𝐼 
are assumed to have zero mean. We will also assume that the sensors are 
randomly deployed on the field and thus each sensor’s location will be 
independent of each other. This will result in errors associated with angle 
measurements to be uncorrelated. If we define the covariance matrix of the 
random variables 𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝐼𝐼 , as 𝚺𝚺: 
where σiσj ’s are the regular variances defined in elemental probability theory. In 
the case where each random variable is uncorrelated and has the same 
variance, the covariance matrix reduces to 𝚺𝚺 = σn2𝐈𝐈. 
Having defined the parameters, we need to apply one of the 
various solution methods in estimation theory. Least squares (LS) estimation is a 
well-known approach for determining an estimate from a set of noisy 
measurements [11]. Weighted least squares solution is a special form of LS and 
is calculated by minimizing the cost function with the estimated position 𝐱𝐱�𝑇𝑇. The 
cost function is as follows: 
where 𝒓𝒓 is the noisy measurement vector defined before, 𝚽𝚽(𝐱𝐱�𝑇𝑇) is the AoA 
measurements given an estimate of target position and, 𝑾𝑾 is the weighting 
matrix. The details of this solution are out of the scope of this study and more 
information can be found in estimation and linear theory books [19]. 
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 𝚬𝚬(𝐱𝐱�𝑇𝑇  ) = [𝒓𝒓 −  𝚽𝚽(𝐱𝐱�𝑇𝑇)]𝑾𝑾[𝒓𝒓 −  𝚽𝚽(𝐱𝐱�𝑇𝑇)] (9) 
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LS estimation can achieve maximum likelihood (ML) estimate when 
the measurement noise vector is Gaussian with zero mean and equal variances, 
i.e. 𝚺𝚺 = σn2𝐈𝐈 [9].  
c. Problem Solution 
Solving the triangulation problem optimally for a Gaussian additive 
noise in the angle measurement involves solving a non-linear system of 
equations, which require linearizing the non-linear terms ( tan−1(∙)) by expanding 
the expression by Taylor series around some reference point 𝐱𝐱0, 
where 𝑯𝑯 is the Jacobean matrix of 𝚽𝚽(𝐱𝐱𝑇𝑇). This linearization process is very 
similar to the case in elementary calculus where a function is approximated as 
the sum of its value at some point and its first derivative at that point. Note that 
the Jacobean matrix 𝑯𝑯 involves derivatives and is analogous to the derivative of 
the function that is being linearized. It should also be noted that the higher 
powers of (𝐱𝐱𝑇𝑇 − 𝐱𝐱0) are ignored in the expansion to make the function linear.  
The LS solution to the problem is given by  
where (𝐇𝐇T𝐇𝐇)−1𝐇𝐇T is the pseudo-inverse of Jacobean matrix of 𝚽𝚽(𝐱𝐱𝑇𝑇). This 
expression is obtained by arranging the terms in Eq.(10) and using the definition 
of 𝚽𝚽(𝐱𝐱𝑇𝑇) in Eq.(5) and replacing 𝚽𝚽(𝐱𝐱𝑇𝑇) with 𝒓𝒓 and 𝐱𝐱𝑇𝑇 with  𝐱𝐱�𝑇𝑇. This is done 
because we only have the estimation for 𝚽𝚽(𝐱𝐱0), which is the 𝒓𝒓 vector. It includes 
the measurement error 𝒏𝒏 thus resulting in an estimate for target location, i.e., 𝐱𝐱�𝑇𝑇 
instead of the absolute, error free position 𝐱𝐱𝑇𝑇. 
 
 
  𝚽𝚽(𝐱𝐱𝑇𝑇) ≈ 𝚽𝚽(𝐱𝐱0) + 𝑯𝑯(𝐱𝐱𝑇𝑇 − 𝐱𝐱0) (10) 
  𝐱𝐱�𝑇𝑇 = 𝐱𝐱0 + (𝐇𝐇T𝐇𝐇)−1𝐇𝐇T[𝒓𝒓 −  𝚽𝚽(𝐱𝐱0)] (11) 
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This approach requires iterative solution where one has to estimate 
the position of the target first then try to minimize the error with each iteration. 
One of the various problems associated with this approach is not knowing when 
to stop the iteration. Since the location of the target is not known to start with, the 
error cannot be quantized during the process. 
This iterative method contains inherent error even in its 
mathematical skeleton. Expanding a non-linear function into Taylor series where 
the expansion does not accurately represent the function results in unquantifiable 
errors to start with. Since our problem involves a wide range of angles from 
potentially many sensors, the linearization process seems not applicable in this 
case. 
Instead, a simpler approach will be used where the problem is 
solved considering the slopes of lines drawn from the sensor to the target. The 
intersection of these lines will be used to localize the target. The problem 
reduces to an overdetermined system of equations in which the optimal solution 
results in the location of the target. The solution results in a Maximum Likelihood 
(ML) solution to the problem when there are no errors in measured angles. 
However, it results in a sub-optimal solution when an error is introduced to the 
measurements. In simulation, a random variable will be added to the measured 
angle to account for measurement uncertainty.  
Let us start by arranging the terms in Eq.(6).  
Let us call 𝑒𝑒𝑤𝑤 ≡ tan(𝜑𝜑𝑤𝑤) for each node 𝑤𝑤 ∈ {1,2, … ,𝐼𝐼}, and arrange the equation 
so that all the known quantities are on the left hand side.Afterwards, equation 
(12) is written as follows: 
  𝑦𝑦𝑤𝑤 − 𝑦𝑦 = tan(𝜑𝜑𝑤𝑤)(𝑥𝑥𝑤𝑤 −  𝑥𝑥) (12) 
 𝑦𝑦𝑤𝑤 − 𝑒𝑒𝑤𝑤𝑥𝑥𝑤𝑤 = y −𝑒𝑒𝑤𝑤𝑥𝑥 (13) 
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To make the equation more compact. Let us define a new variable 
𝑝𝑝𝑤𝑤 = 𝑦𝑦𝑤𝑤 − 𝑒𝑒𝑤𝑤𝑥𝑥𝑤𝑤 . Note that 𝑝𝑝𝑤𝑤  is a known real number since the location of the 
sensor (𝑥𝑥𝑤𝑤 ,𝑦𝑦𝑤𝑤) and the measured angle 𝑒𝑒𝑤𝑤 = tan(𝜑𝜑𝑤𝑤) are known.  
Now we can write the equation in the matrix form as 
or in closed form 
where 𝐌𝐌 is the newly defined Nx2 matrix. Then the location of the target 𝐱𝐱𝑇𝑇 = �y𝑥𝑥� 
can be obtained by multiplying both sides of the equation by the pseudo-inverse 
of the matrix 𝐌𝐌, i.e, (𝐌𝐌T𝐌𝐌)−1𝐌𝐌T . The term before 𝐱𝐱𝑇𝑇 reduces to the identity 
matrix and the solution reduces to 
This solution will be used in both simulations where the location 
accuracy and the performance of the proposed algorithm are analyzed. The 
triangulation function that is explained in the software components section is also 
an implementation of this method.  
2. Building the Simulation 
Simulating a sensor network environment is not a trivial task. A networked 
sensor system comprises of many detailed parts. Both hardware and software  








� = �1 −𝑒𝑒11 −𝑒𝑒2⋮ ⋮1 −𝑒𝑒𝐼𝐼� �y𝑥𝑥� (14) 
 𝐞𝐞 = 𝐌𝐌𝐱𝐱𝑇𝑇 (15) 
 𝐱𝐱𝑇𝑇 = (𝐌𝐌T𝐌𝐌)−1𝐌𝐌T𝐞𝐞 (16) 
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of a network would be both time and resource intensive and unnecessary. For 
the purpose of this study, only the basic working of the algorithm is relevant. 
Therefore, some assumptions will be made without losing generality. 
A mechanical watch works with small gears attached to each other. The 
simulation software is designed in a similar modular way. Some basic tasks were 
lumped into functions that are frequently used throughout the program. In this 
section, some of these functions will be explained. 
The convention used here is function_name(input1, input2,…, inputN). 
• uniform_rand(a,b,rows,columns): This function generates and 
returns a matrix of rows by columns that contains uniformly 
distributed random values in the range [a,b]. 
• normal_rand(u_gau,var_gau,rows,columns): This function 
generates and returns a matrix of rows by columns that contains 
normally distributed random values with the mean u_gau, and 
variance var_gau. 
• triangulate(phi,x): Solves the triangulation problem with the 
method described in section III.C.1.c and returns a 2x1 vector that 
has the location of the target. phi is the vector of size Nx1 that 
contains the angle measurements and x is a Nx2 matrix that has 
the locations of N sensors. 
• randlap([rows,columns],variance): This is the Laplace 
random variable generation function. Function generates and 
returns a matrix of rows by columns that contains laplace random 
values with the variance variance. This function was downloaded 
from [20] and slightly modified. 
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3. Simulating the Error in Localization 
One of the purposes of this study is to investigate the effect of network 
density on localization accuracy. This part of the simulation addresses this 
question in particular. 
a. Assumptions 
• There is an error in the angle measurement that is 
quantifiable and has the characteristics of a zero mean 
random variable. Various types of distributions are used. 
• All the sensors receive the sound signal emitted by the 
target and can produce a bearing angle measurement. 
• The sensors are uniformly distributed on a 100 units by 100 
units sensor field. 
• The target is at the origin (0,0) of the sensor field. This 
assumption is equivalent to having a homogeneous sensor 
density in all directions. A sample network of size N=45 is 
shown in Figure 23. In this case, 45 nodes are randomly 
generated and distributed on a 100 unit by 100 unit plane. 




Figure 23. A Sample Network Distribution. 
b. Simulation Flow 
The basic flow of the simulation is as follows.  
i. Generate N number of sensors on a 100 by 100 plane. The 
sensors are distributed with a uniform density over the whole 
region. 
ii. Calculate each sensor’s bearing angle using its own location 
and the location of the target. The target is placed at the 
origin for convenience. 
iii. Add a white Gaussian noise to each angle value.  
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iv. Triangulate the location of the sensor using the noisy angle 
measurements. 
v. Calculate the error as the Euclidian difference between the 
estimated position and the actual position. Write down this 
value for further analysis. 
c. Simulation Parameters 
The parameters used in this part of simulation are given in Table 4. 
In the table, network size represents the range of values traced. For each integer 
value between these ranges, random distributions were generated “number of 
iteration” times. Different angular uncertainties were added to the angular 
measurements. The right hand side column shows the mean/variances used for 











Dataset 1 3-1000 10,000 Gaussian 0/1 
Dataset 2 3-100 100,000 Gaussian 0/0.5 
Dataset 3 3-100 100,000 Gaussian 0/1 
Dataset 4 3-100 100,000 Gaussian 0/3 
Dataset 5 3-100 100,000 Laplace 0/0.5 
Dataset 6 3-100 100,000 Laplace 0/1 
Dataset 7 3-100 100,000 Laplace 0/3 
Table 4. Parameters used for Localization Error Simulation. 
Probability distributions for the angular errors used in the simulation 
are shown in Figure 24. Both normal and Laplace distributions are studied. 
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Another name for the Laplace distribution is a double-sided exponential. Note 
that for the same given variance for a Normal and Laplace distribution, the latter 
has a much steeper slope and looks more packed around zero. We are going to 
see the effects of these distributions in Chapter IV, 
 
where we discuss the results 
of the simulation. 




d. Localization Error Definition 
In order to quantify the percentage error localization, a definition 
has to be made. We are going to use a percentage error definition that is specific 
to the setup of our simulation. As mentioned in the previous sections and shown 
in Figure 23, sensors are deployed on a 100 units by 100 units sensor field. The 
target is assumed to be at the origin, i.e., 𝐱𝐱𝑇𝑇 = (0,0) for all cases. 
After the triangulation problem is solved, the location of the target 
will be resolved at 𝐱𝐱�𝑇𝑇 = (𝑥𝑥, 𝑦𝑦). Note here that the carrot indicates the estimated 
location of the target. Let us define the absolute localization error as the 
Euclidian distance between the actual target location and the estimated location, 
i.e., 
where we used the symbol 𝜖𝜖 for absolute localization error. Note that this error 
has a unit of length. 
Having defined the absolute error, let us refine our definition to 
percentage localization error. In Figure 25, a sample deployment is shown. The 
uncertainty in the location of the target is shown as a gray circle with a radius of 
𝜖𝜖. Let us define the percentage localization error for this particular simulation as:  
Note that an exact location with 𝜖𝜖 = 0 results in a 0 %  localization 
error while an error with 𝜖𝜖 = 100 𝑢𝑢𝑤𝑤𝑤𝑤𝑐𝑐𝑢𝑢 does not give 100 % error because the 
area of the circle will be smaller than the area of the field. This will not create a 
problem since we are going to compare errors with respect to one and other. 
 𝜖𝜖 = ‖𝐱𝐱𝑇𝑇 − 𝐱𝐱�𝑇𝑇‖ = �𝑥𝑥2 + 𝑦𝑦2 (17) 
 % 𝐿𝐿𝐿𝐿𝑒𝑒𝑎𝑎𝐿𝐿𝑤𝑤𝐻𝐻𝑎𝑎𝑐𝑐𝑤𝑤𝐿𝐿𝑤𝑤 𝑅𝑅𝑝𝑝𝑝𝑝𝐿𝐿𝑝𝑝 = Area of the CircleArea of the Field × 100 (18) 
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Figure 25. Localization Error Definition. 
In this chapter, we covered the networking aspects of sound source 
localization. We introduced the localization accuracy simulation; we compared 
the proposed localization algorithms in the literature and explained the new 
proposed algorithm. In the next chapter, the results of the experiments for the 
electrical readout circuit and the results of the localization accuracy will be 
explained.   
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IV. RESULTS, DISCUSSION AND CONCLUSIONS 
A. DIRECTIONAL SOUND SENSOR 
1. Simulation and Laser Vibrometer Results 
COMSOL, which is a finite element analysis tool, is used to simulate 
DMSS structures before its being sent to fabrication. The mechanical structure of 
the sensor is drawn in Comsol and its mechanical characteristics are simulated 
after the structure is meshed, i.e., being sliced into finite elements. To reduce the 
simulation time, the excitation acoustic signal (sound) is modeled as an acoustic 
plane wave that is incident on the sensor. This means that the effects any 
reflection/refraction of sound in and around the sensor will not be included in 
simulation results. Moreover, only some of the many damping mechanisms can 
be modeled in the software. 
Simulated frequency response of Sensor 10 of GEN4 is given in Figure 
26. Responses of both far and near sides are shown in the plot. The near side is 
the side that is close to source at 45 degrees of angle of incidence. The bending 
peak was around 3800 Hz and the rocking peak was at around 3440 Hz. Two 
responses (near and far) overlap for the bending mode and opposite was 
observed for the rocking mode. 
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Figure 26. Simulated Frequency Response of Sensor−10 using COMSOL. 
Before electrical readout was implemented into DMSS, the sensor was  
studied using a Laser Vibrometer in the Physics Department. Although it can 
measure displacements down to picometer, its size makes it impractical to be 
used in a field application. This valuable tool is used to characterize the 
mechanical properties of the sensor. For comparison purposes, the results of 
Vibrometer measurements are presented in this section. 
Frequency response of Sensor 10 of GEN4 is given in Figure 27. In this 
frequency response plot, we see a slight amplitude difference between near and 
far sides. Far side seem to respond with a higher amplitude when compared to 
the near side for all frequencies.  
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Figure 27. Measured Frequency Response of Sensor−10 using Laser 
Vibrometer.  
The data in Figure 27 is relatively noisy due to low sound pressure used in 
the measurement. The bending mode showed broader spectral response than 
the simulated spectrum in Figure 26.  In addition, it is not possible to identify the 
rocking mode peak. These observation are primarily due to higher damping 
associated with comb fingers, which makes the peaks broader with less 
amplitude. In the simulation, this extra damping factor was not taken into 
consideration. Since the effective edge length of the wings is much larger with 
capacitive fingers than the actual length of the edge of the wing, this effect is  
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significant as it is observed in the frequency response. Since the rocking peak is 
not clearly visible, we are unable to see the reverse displacements from both 
sides, as it was visible in the simulation results.  
2. Anechoic Chamber Results 
The laboratory we were working in was not specifically designed to carry 
out acoustic experiments. Thus, we moved the experiment setup to the anechoic 
chamber to carry out angular response and frequency response experiments. 
Although several sensors were tested, because of the similarity of results, only 
the results of sensor−10 of GEN4 will be presented here. 
Measured angular response of sensor−10 is plotted in Figure 28 along 
with a half wave cosine for comparison purporses. The x-axis shows the angle in 
degrees, while y-axis is the displacement, which is proportional to the output 
voltage from MS3110.  
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Figure 28. Measured Angular Response of Sensor−10. 
We observe from the figure that there is very strong cosine dependence 
as the plotted half-wave cosine almost coincides with the sensor response. This 
type of output was first observed in the anechoic chamber. Lab experiments gave 
similar but not clear results from angular response measurements. First, we 
thought this can be a result of the energy captured with the sensor’s surface area 
under a constant pressure field. Just like under constant illumination, the power 
incident on a surface is a function of the cosine of the angle between the 
incoming light rays and the surface normal. However, when we changed the 
experiment setup by extending passive area around the package, i.e., putting the 
whole package in the center of a cardboard, we observed many more peaks 
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instead of two peaks separated by 180 degrees. We believe this cosine 
dependence might be a result of diffraction of sound waves in and around the 
package. However, further measurements are needed to confirm these 
assertions. 
Frequency response plot of sensor−10, obtained in the anechoic chamber 
is shown in Figure 29. In this plot we see a similarity of results when compared to 
the frequency response obtained by the laser vibrometer. We see the amplitude 
difference between near and far sides is smaller in this case but follow a very 
similar pattern. Moreover, we see the bending peak at the same frequency; 
however, the peak looks much broader. We believe that the reason for this 
discrepancy is the location of the experiment, where reflections and multipath 




Figure 29. Experimental Frequency Response of Sensor−10 in Anechoic 
Chamber. 
3. Summary of Results 
We have confirmed experimentally that electrical readout is possible and 
practical for measuring sensor displacement amplitudes. It is also essential for 
the envisioned application of localizing enemy shooters in a networked 
environment, since these sensor nodes needs to be very small. We believe that 
electrical and mechanical components of the sensor must be integrated in the 
future for the best performance. This will minimize the stray capacitances and 
other noise associated problems. We envisioned to do the hybrid integration, i.e., 
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having the DMSS and MS3110 die on the same package with direct wirebonding 
between the dies; however, because of time limitations and problems 
experienced with wirebonding this was not possible. 
We recommended and implemented a reference capacitor on chip. This 
reference capacitor is required for the optimal operation of the capacitive readout 
circuit as its operation depends on balancing of a capacitor bridge.  
We have seen that the results change drastically in the anechoic chamber. 
Thus further experiments about DMSS should be carried out in the anechoic 
chamber. If the laser vibrometer can also be moved to anechoic chamber, the 
comparison of results with the electrical readout will be more accurate. Also for 
characterization of the electrical readout, i.e., how electrical output is related to 
the actual displacement, both of the experiments must be conducted in the 
anechoic room.  
We have seen that the damping effect of the capacitive fingers is 
significant so that the widening of the bending peak overwhelming the rocking 
peak, making it invisible in the frequency plot. The damping effects of the 
capacitive fingers should be accounted for in the simulations. New designs to 
compensate for this effect were included in the Gen5 design of the sensors.  
In conclusion, electrical readout is a promising and required solution for 
DMSS and further studies must be performed to characterize and optimize this 
technique. 
B. LOCALIZATION ERROR SIMULATION 
In this section, the results of the localization error simulation will be 
discussed. As explained in Chapter III, the localization error was investigate by 
simulating a random deployment of sensors in a field. It was assumed that all the 
sensors could receive the signal and could produce an angle measurement that 
has an uncertainty defined by a zero mean Gaussian and Laplace random 
variable. 
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In this simulation, mean error, maximum error, variance of error and 
distribution of error was analyzed for all of the datasets. These mentioned 
statistical characteristics were analyzed for all the iterations for that particular 
network size. For example, for dataset 2 and for N=10 in Table 4, 100,000 
random network instances were generated and the program flow described in 
Chapter III was executed for each instance. Then the calculated error was stored 
in a data series and the mean, maximum and variance of these data series were 
calculated and plotted. 
Datasets 1 and 2 were generated to see the effect of the number of 
iterations on the results. Although the simulation was optimized to use matrix 
operations as much as possible, it still takes a long time to obtain results 
because of the large number of iterations. After observing the fact that the 
quantities in question do not change too much for network sizes larger than 100, 
the iteration number was increased to obtain better results. Different error 
distributions were analyzed for this range of network sizes.  
1. Mean Localization Error vs. Network Density 
Mean error vs. network size for dataset 1 and dataset 3 are given in 
Figures 30 and 31, respectively. In both figures, the error shows a sharp drop as 
the network size increases; afterwards, 
The sharp drop in error with increasing networking size is an expected 
result. As the number of nodes increase, they will be more evenly distributed on 




it saturates at a particular error value, 
which is around 0.6 unit distance. There are two points that require noting here. 
One is the fact that the error never goes to zero, it settles at a value smaller than 
0.6 unit distance for both data sets. The second point is the spikiness of data in 
dataset 1. 
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where all sensors happen to be collinear with the target. In this case, the error 
will be maximum. But as the number of nodes increase, the probability of having 
all the sensors in a collinear configuration with the target gets smaller and 
smaller. 
The error cannot go below a specified limit because there is an inherent 
uncertainty with the angle measurement. Even in the best case, the location of 
the target is constrained by the variance of the angle measurement. For this 
reason, there should be a limit in accuracy that is a result of the error in angle. 
 
Figure 30. Mean Error vs. Network Size (dataset 1). 
There are several reasons for the more distorted data that is observed for 
dataset 1 in Figure 30. The first reason is the fact that there are more data points 
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in the graph. The second and more interesting reason is the fact that there are 
10k iterations in dataset 1. The large number of iterations is an attempt to cover 
all the probability space when performing the simulations. The rule of big 
numbers states that as the number of trials increase the mean of the samples 
approach the mean of the distribution. This effect is very obvious when one 
compares Figures 30 and 31. In Figure 31, the number of iterations is 100k thus 
the data is more smooth where as in Figure 30, the data shows more variance 
since the number of trials are smaller for each network size. Moreover, in an 
ideal case, as the network size increases, the number of trials should also 
increase to cover more of the probability space. For example, to get 3 sensors on 
top of each other is much more probable than getting 100 sensors on top of each 
other. Thus you need to repeat the experiment many times in order for 100 
sensors to be on top of each other. 
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Figure 31. Mean Error vs. Network Size (dataset 3). 
To compare the effects of different types of angular distributions with 
different variances, mean localization error vs. network density is plotted in 
Figure 32. The linear x-axis represents the number of nodes in the 104 units2 
area. The y-axis is in logarithmic scale to make the datasets more visible as 
opposed to a linear scale, where it would be hard to differentiate each dataset. Y-
axis shows the log of percentage localization error, 
III




Figure 32. Mean Localization Error vs. Network Density. 
The general trend of the error is the same for all cases. It drops sharply 
and then settles at a certain value. We are going to call this settling value “limit 
localization error” as the error reaches a limit and does not drop further as the 
number of nodes increases. This is an expected result when the number of 
nodes is small; as the number of nodes increases, the error in localization 
should decrease due to the fact that more nodes are used to calculate the 
location and they are more spread over the field. However, as the number of  




closer to each other and they will not add valuable information collectively. 
Finally, the limiting factor will be the inherent error in the angular measurement. 
As there is a random error in the measurement, the localization error cannot go 
to zero. 
Different variances for the same type of distribution, i.e., either for normal 
or Laplace, result in different values for the limit localization errors. As it is clear 
from the figure, the highest value of variance results in highest value of limit 
localization error. As the variance decreases, the limit localization error value 
also decreases, 
When we compare the results for different types of distributions, namely 
normal and Laplace, we see that there is not much difference for a given value of 
variance. However, we note that the Laplace distribution series are below the 
normal distribution series for all cases. This effect can be best understood when 
increasing the accuracy of the network. The variance of a 
random variable is a quantity that measures the spread of the data with respect 
to the mean. In our specific case, the square root of the variance means how 
much further away the measurement will be from the absolute (true) bearing. It 
makes sense as this value increases, the limiting error of the collective system 
will increase as the measurements will contain more error.  
Figure 24 is scrutinized in detail. As we take a look at the probability distribution 
functions of a Laplace and normal distributions for the same value of variance, 
we note that the normal distribution is more flat and covers more space in the 
angle axis than the Laplace distribution does. Moreover, the peak probability, 
which occurs at the mean value for both distributions, has a higher value for 
Laplace distribution for all variances. These factors result in a slightly decreased 
limit localization error for Laplace distribution that is observed for each value of 
variance. 
In summary, we see that the accuracy of the network decreases as the 
number of nodes increase but is limited by the variance of the uncertainty in the 
angular measurement of a single node. Two different distributions analyzed  
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resulted in similar mean error characteristics however Laplace distributions gave 
slightly better performance since for a given value of variance, Laplace 
distribution is dense around the mean value.  
In designing a network for a desired value of accuracy, the error in the 
measurement of a single sensor should be analyzed and characterized. Also, 
2. Maximum Localization Error and Variance of Localization Error 
vs. Network Density 
it 
was seen that increasing the density of the network beyond a particular point 
does not increase the accuracy of the collective system.  
Maximum error in localization versus network density is given in Figure 33. 
A logarithmic scale was used for the percentage localization error. Note that the 
maximum error is the maximum value of the error that occurred in any one of the 
iterations for that particular network size. The maximum error for three sensors 
would occur when all three sensors are collinear with the target. For this case 
and for the case where N > 3, the maximum error would happen when the matrix 
𝐌𝐌 is close to singular. Note that out of all 100,000 iterations for the datasets, the 
value that is plotted is the single occurrence of that maximum value. In the plot 
only Normal distributions are shown. Laplace distributions are not shown to 
increase visibility as they show similar characteristics. 
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Figure 33. Maximum Localization Error vs. Network Density. 
It is hard to infer anything from the data. Even when one dataset is plotted, 
the graph looks very spiky, without any particular form or pattern. What we are 
seeing in the figure is pure statistical noise. It is obvious from the figure that the 
maximum error does not depend on any type of angular uncertainty or network 
size. Clustering of nodes which are located in the vicinity of one another and 
using only the data from the cluster-head may help reduce the maximum error. If 





the possibility of the mathematical singularity that is associated with the matrix 𝐌𝐌. 
Note here that, because of the singularity in the matrix, the percentage error can 
be more than 100% as the estimated position will be outside of the sensor field. 
This is also true for the variance as well. 
 
Figure 34. Variance of Localization Error vs. Network Density. 
We observe a similar statistical noise effect in Figure 34, where the 
variance of localization error versus network density of Normal distribution is 
shown. In this plot, we see peaks at the same spots as observed in Figure 33. 
This is because of the fact that the variance is highly dependent on the maximum 
value, since the maximum value is obtained by selecting the largest localization 
error value from all the iterations ran on a particular network density. In this 
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figure, we can see the average values are forming three lines in accordance with 
their variance values. For reference, the average values of the data series in 
Figure 34 are given in Table 5. If we increase the number of iterations for the 
datasets, then these lines will be much smoother and the average values will get 




1 0.5 3 
-4.5728 dB Normal 9.0089 dB 15.0259 dB 
-5.4680 dB Laplace 6.0054 dB 12.8116 dB 
Table 5. Average Values of Data Series in Figure 34 
(values in % localization value) 
3. Error Distribution 
Another parameter of interest is the distribution of error when the network 
collectively works to triangulate the location of the sound source. We know the 
error distribution on angle measurements; however, this error is mapped into 
another distribution when the whole network’s operation is concerned. Since we 
defined the absolute error to be the Euclidian distance between target’s actual 
and the estimated positions, the distribution of localization error cannot have 
negative values. 
Error distribution for the network size N = 50 is shown in Figure 35. The 
distribution plotted in this figure is the distribution of error of collective network for 
the number iterations given in Table 4. Both Laplace and Normal additive errors 
follows a pattern. The distribution starts off close to zero and increases fast and 
comes down exponentially after it reaches a peak. If we project the peak of every 
series within the plot, then we see that the order goes as Laplace (var=0.5), 
Normal (var=0.5), Laplace (var =1), Normal (var=1) and so on. This result agrees 
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with the discussion about limit localization error. The limit localization error is 
proportional to the weighted average of these distributions, i.e., the expected 
value of each distribution. Note that the peak for each series moves forward and 
goes down in probability and the distributions get wider as they exponentially 
decay. It should also be noted that this is a continuous distribution. Although 
there are probabilities over 1, the area under the distributions is equal to 1. 
 
Figure 35. Localization Error Distribution for N=50. 
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4. Summary of Results 
We have looked at the localization accuracy that can be achieved in a 
sensor network environment with directional sound sensors. We investigated 
how the network density effects the error in localization. We also took a look at 
how the additive error distributions effect the performance of the network.  
We observed that localization mean error drops sharply as the network 
density increases for small network sizes and then saturates at a limiting error 
value. Increasing the network density after a certain value does not increase the 
performance but adds redundancy to the network. This result means that clusters 
of nodes can be formed and only a member of that cluster can be used for 
localization purposes. This will decrease the effective network density, and since 
other nodes will be put to sleep, valuable network resources can be saved.  
The maximum value of the localization error and variance of error were 
not found to be correlated with the network size or density. However, the 
variance was found to be proportional to the variance of the additive angular 
measurement error of a single sensor. The maximum error can occur when many 
sensors are collinear with the target, which may make the solution matrix singular 
resulting in big errors. We also concluded that using clusters to eliminate some of 
the collinear sensors can reduce maximum error for a given network. 
We also analyzed the distribution of additive localization error over a 
network of 50 nodes. We saw that the network maps the additive angular error 
distribution to another distribution. This new mapped distribution looks like the 
gamma distribution; however, the data does not fit well to a gamma shape. Our 
distribution is much more smooth while gamma distribution changes very fast for 
small values of x-axis. The error distribution actually is more like a distorted 
Gaussian.  
Combining all the results in this section, we can conclude that the 
directional sound sensor will perform better in a networked environment than on 
its own. The performance gets better as the network density increases. However, 
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there is an optimum density over which the collective localization error will not 
improve. This effect can be exploited, clustering sensors into groups and putting 
the redundant ones into sleep to effectively make use of network resources. 
Grouping sensors into clusters can also improve maximum error and variance of 
error in localization for the collective system. 
C. FUTURE WORK 
Considerable progress was made in this study to bring the DMSS into a 
military application; however, there is still a lot of research to be done for the 
ultimate goal of coming up with a practical system that can be used in the 
operational theater. Immediate steps that should follow the study are as follows:  
• Implement the hybrid integration and using this hybrid sensor to 
characterize and optimize the sensor operation. 
• More accurate simulations should be carried out to account for 
sound diffraction effects.  
• Proposed algorithm for localization in sensor networks should be 
simulated and the performance should be assessed.  
• After DMSS can be manufactured either in a hybrid or a monolithic 
solution, these sensors should be field tested in a prototyping 
system such as Sun Microsystem’s SUNSPOT sensor network 









Simulated Frequency Responses For Gen5 
 
 












Figure 39. Simulated Frequency Response for Gen5 Sensor−5. 
NOTE: Sensor−2 and Sensor−5 are identical. 
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Figure 41. Simulated Frequency Response for Gen5 Sensor−7. 
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