It is well-known that the Shannon sampling series is locally uniformly convergent for all signals in the Paley-Wiener space PW 1 p . An interesting question is how this good local approximation behavior is affected if the samples are disturbed by the non-linear threshold operator. This operator, which sets to zero all samples with absolute value smaller than some threshold, arises in the modeling of many applications, e.g., in wireless sensor networks. Moreover, it constitutes an essential part of a large class of quantizers, and consequently is important for all digital signal processing applications that involve conversion between analog and digital domains. In this paper, the approximation behavior of the Shannon sampling series that only uses the samples with absolute value larger than or equal to some threshold is analyzed. It is shown that there exists a signal in PW 1 p such that the local approximation error increases unboundedly as the threshold tends to zero. Moreover, for a fixed threshold, the local approximation error can grow arbitrarily large on the set of signals whose norm is bounded by one. With this, we generalize results of Butzer et al. that were given in the paper ''On quantization, truncation and jitter errors in the sampling theorem and its generalizations, '' Signal Processing (2) 1980 [1]. We conclude the paper with a discussion about the differences in the reconstruction behavior between the sampling series which is truncated in the domain of the sampled signal, i.e., time-domain truncation, and the sampling series which is truncated in the range of the sampled signal.
Introduction
A well known fact [2] [3] [4] about the convergence behavior of the Shannon sampling series for signals in PW This theorem plays a fundamental role in applications because it establishes the uniform convergence on compact subsets of R for a large class of signals, namely PW 1 p , which is the largest space within the scale of PaleyWiener spaces. Unfortunately, it is not possible to extend the theorem in such a way that the uniform convergence holds on all of R for the space PW classical and quantum computation and the Shannon sampling theorem is one important step in his argumentation.
The principle of digital signal processing relies on the fact that certain bandlimited signals can be perfectly reconstructed from their samples. However, this is only true if the sample values are known exactly. For various reasons this is not always the case in applications. For example, in digital signal processing applications the samples are not known exactly because the inevitable quantization process in analog to digital conversion has limited resolution only [6, 7] . Due to its high practical importance, the analysis of the quantization error has gained a lot of attention in research [6] . A deterministic analysis of the quantization process is difficult because of the non-linear nature of the quantization operator. This fact was recognized for example in [8] , where the authors write ''Deceptively simple in its description and construction, the uniform quantizer has proved to be surprisingly difficult to analyze, precisely because of its inherent nonlinearity.'' This fact is also the reason why the quantization error is often treated probabilistically, and modeled as additive white noise [9, 10] . However, it turned out that this noise model is not always satisfactory, because it can lead to false predictions [11, 12] . In contrast, the deterministic analysis is difficult, but reveals some properties of the quantization process which cannot be analyzed with the additive noise description of the quantization error. Only a few papers conduct a deterministic analysis of the quantization process [3, 1, 13] .
In this paper, we provide for the space PW 1 p the first rigorous deterministic analysis of the pointwise behavior of the Shannon sampling series, where the samples are disturbed by the threshold operator, which sets to zero all sample values with absolute value smaller than some threshold d40. This operator constitutes an essential part of many quantization schemes, and thus the results obtained here are equally relevant for a large class of quantization operators. Of course there are also applications where the threshold operator is important on its own. Wireless sensor networks are one possible application where the threshold operator is directly involved. In wireless sensor networks the sensors sample some bandlimited signal in space or time and then transmit the samples to the receiver [14, 15] . Then, using these samples, the receiver tries to reconstruct the signal perfectly, or at least approximately if a perfect reconstruction is not possible. In order to save energy, it is common to let the sensors transmit only if the absolute value of the signal exceeds some threshold d40. In this case, the receiver has to reconstruct the signal by using only the samples with absolute value larger than or equal to the threshold d. 
Notation
In order to continue, we need some notation. Letf denote the Fourier transform of a function f, wheref is to be understood in the distributional sense. L p ðRÞ, 
Motivation and contribution of the paper
Before we state the main results, we introduce the threshold operator, discuss some of its basic properties, and substantiate the analyzed problem.
For complex numbers z 2 C, the threshold operator k d , d40, is defined by 
, there exist a function f 2 PW 1 p and a constant C 1 such that for every
uous with respect to d, i.e., there exist a function f 2 p as N goes to infinity. It follows that sup N2N 9ðS N f ÞðtÞ9o 1 for all t 2 ½ÀT,T, which in turn implies, using the BanachSteinhaus Theorem [18, p. 98] , that there exists a constant
In contrast, the behavior of A d f is completely different. The following results about the global approximation behavior of A d f , which are stated in Theorems 2 and 3, were recently obtained in [16] . 
for every 0 o do1=3, i.e., the peak approximation error can grow arbitrarily large. Remark 3. There is a seeming difference between the theorems in [16] and Theorems 2 and 3, because the results in [16] were stated for the case where the samples of the Shannon sampling series are disturbed by a quantization operator, performing a midtread quantization, and in this paper the threshold operator is used. However, the results are directly transferable because the key property of the quantization operator that was important for the proof in [16] is that all samples with absolute value less than the quantization threshold are set to zero, and this property equally holds for the threshold operator.
At the Strobl'11 conference, where we presented the results of this paper, we became aware that a closely related topic, which has recently been studied in the mathematical literature, is greedy approximation [19, 20] . There, the approximation behavior of series like X
where only the ''important'' Fourier coefficients are included, is analyzed, and the convergence of the series (4) is measured in the norm of the considered signal space. The results show that there exists a signal f 1 
For practical applications the examination of the L 1 -norm of (4), as is done in (5), is too restricting. For example, it can be shown that for every 0 ob o 1 there exists a signal f 1 2 PW 1 bp for which, on the one hand, we have the divergence (5), but, on the other hand, we have the practically relevant uniform convergence
where f is a suitable chosen reconstruction function. In this paper we analyze the case without oversampling.
Remark 4. Since
where S N is defined as in (2), it follows that
That is, the divergence of the Shannon sampling series ðS N f ÞðtÞ for some t 2 R implies the divergence of the L 1 -norm of
However, the converse is not true. There exist signals f 2 PW 1 p such that the L 1 -norm of (6) diverges but-as Brown's theorem (Theorem 1) shows-the Shannon sampling series ðS N f ÞðtÞ converges for all t 2 R. This shows that the bad behavior of (6) has no immediate consequence for the convergence behavior of the Shannon sampling series. In view of this, we cannot conclude the bad behavior of ðA d f ÞðtÞ from the diverges of the L 1 -norm of (4) 
Unboundedness of the threshold operator
We have seen that the threshold operator leads to a bad global reconstruction behavior of the Shannon sampling series. In this section we analyze whether this bad behavior is limited to the global behavior of the reconstruction or whether it is also locally present.
The next theorem is the analog theorem to Theorem 2, and shows that the unboundedness of A d f on the set ff 2 PW It is not immediately clear how to prove Theorem 5 for the quantization operator that was discussed above, instead of the threshold operator. Nevertheless, we conjecture that the theorem is also true for the quantization operator.
We first prove Theorem 5 because the proof of Theorem 4 is simple, once we have the results from the first proof.
Proof of Theorem 5. The fact that the operator A d is discontinuous complicates the proof of Theorem 5. In the proof we iteratively construct a sequence of PW 
The norm Ju 1 J PW 1 p is bounded above by
and
A similar calculation shows that
In addition, we have Eq. (13) follows from the Appendix of [16] , by observing that it is also possible to write a strict inequality in the last line of the last equation in [16] . Therefore, for every 
By ZðNÞ we denote the largest Z 0 such that (14) is true.
Combining (10)- (12) and (14), it follows that
and ZrZðNÞ. 
The function for all ZrZðNÞ.
Let K 4 0 and M 2 N [ f0g be arbitrary and choose N according to
Thus, for all N Z N, 0o Zo1, and d satisfying max 1ÀZ 3 þp þ 2 logðM þ1Þ ,
it follows by (16) that
Now, we construct the function f 1 iteratively. Let E 1 ¼ 1, 
we have, using the abbreviation f 1 ðtÞ ¼ hðt,
which follows from (17) , and
Since only finitely many samples of f 1 are different from zero, it follows that f 1 2 PW 
and consequently
where we used (17) , which implies that Jf 1 J 1 r
Again, there exists a d 3 4 0 such that and consequently
Furthermore, using (18), we have that
which leads to
Now, using the same procedure again and again, we can iteratively construct the sequence of functions f 4 ,f 5 , . . .,
and, by induction, we find that
Since our choice of E l , l 2 N, ensures that ff k g k2N is a
Cauchy sequence in PW 
In the last step of the proof we show that (21) implies the assertion of the theorem. Let t 1 ,t 2 2 R\Z be arbitrary.
Then we have
where C 3 ðt 1 ,t 2 Þ o1 is a constant that depends only on t 1 and t 2 . Choosing t 1 ¼ À1=2 and t ¼ t 2 2 R\Z arbitrary and using (21) Furthermore, we have
Since N 2 N, N Z 2, was arbitrary, it follows that
for all 0 od o 1=3. The assertion for arbitrary t 2 R\Z can be obtained by using the same arguments that were used at the end of the proof of Theorem 5. &
Discussion
Truncation is a very important operator, not because it is an integral part in the quantization process. In Section 3 we have briefly given the interpretation of In the following discussion we will compare the reconstruction behavior of the Shannon sampling series for both types of truncation and point out the differences. First, we contrast the global behavior of S N f and A d f . For the truncation in the domain of the signal, we have the well-known result [22] that
i.e., for fixed N, the peak value of S N f is bounded above, and it follows that
For the truncation controlled in the range we do not have such a behavior. As was shown in [16] , for all 0 o do1=3,
Hence, for fixed threshold d, 0o do1=3, the peak value of 
Next, we will discuss the asymptotic speed of divergence. From (23) it follows, using some additional arguments, involving the Banach-Steinhaus Theorem and density arguments, that
p , which shows that the peak value of S N f does asymptotically grow slower than logðNÞ. It is natural to ask whether a similar result is also true for the truncation that is controlled in the range of the sampled signal. The answer to this question is open. From a practical point of view, the mere signal reconstruction is often not enough and the interest is rather in the output of a stable linear time-invariant (LTI) system. In [21] the approximation of stable LTI systems by sampling series with samples that are disturbed by the threshold operator was analyzed. It was shown that if T : PW 
where h T ¼ T sinc is the impulse response of the stable LTI system T. For a precise definition of a stable LTI system, see for example [21] . From this result, the following question arises. Theorem 5, which gives a positive answer to this question for the special case where the system T is the ideal low-pass filter, may be an indication that this question can be answered in the affirmative for general stable LTI systems.
The analysis of thresholding and quantization is difficult because of the non-linear nature of both operations. This is why stochastic approaches are often used to linearize the problem. The proofs in this paper show that the findings could not have been derived with a stochastic model. In the proof of Theorem 5, we furthermore gave an explicit procedure for the construction of a divergence creating signal f 1 . This leads to the following question. In this paper we treated the problems for signals in PW 1 p , i.e., deterministic signals. For certain applications it is desirable to have results for stochastic processes also. In [23] , the mean-square convergence behavior of the Shannon sampling series was analyzed for bandlimited continuous-time wide-sense stationary stochastic processes.
It would be interesting to study the approximation of such stochastic processes if the samples are additionally disturbed by the threshold operator. In this analysis the threshold operator would still be treated deterministically.
Finally, we come to the question if we can further strengthen the divergence statements. For the global behavior of the Shannon sampling series without thresholding we have the following result. There exists a signal f 1 2 PW 1 p such that lim sup N-1 JS N f 1 J 1 ¼ 1 [22] . In this statement we have a ''lim sup'', just like in Theorems 3 and 5. For stochastic processes, a divergence result was given in [23] , where a ''lim'' is used.
