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1 Introduction
Throughout this paper, we denote by C,Z,N and Z+ the sets of complex numbers, integers,
nonnegative integers and positive integers, respectively. All vector spaces and Lie algebras
are over C. For a Lie algebra L, we denote by U(L) the universal enveloping algebra of L.
The Schro¨dinger-Virasoro algebra is an extension of the Virasoro Lie algebra by a nilpo-
tent Lie algebra formed with a bosonic current of weight 3
2
and a bosonic current of weight
1. It was introduced in the context of non-equilibrium statistical physics during the process
of investigating the free Schro¨dinger equations (see [6]). From then on, the Schro¨dinger-
Virasoro algebra attracted a lot of attentions from researchers (see, e.g., [7, 11, 18–20, 23]
). Now we recall the definition of the Schro¨dinger-Virasoro algebra G, which is an infinite
dimensional Lie algebra with the C-basis {Mm, Ym+ 1
2
, Lm, C | m ∈ Z} and the following Lie
brackets:
[Lm, Ln] = (n−m)Lm+n + δm+n,0
m3 −m
12
C,
[Lm, Yn+ 1
2
] =
(
n +
1−m
2
)
Ym+n+ 1
2
, [Ym+ 1
2
, Yn+ 1
2
] = (n−m)Mm+n+1,
[Lm,Mn] = nMm+n, [Mm,Mn] = [Mm, Yn+ 1
2
] = [G, C] = 0, ∀m,n ∈ Z.
(1.1)
Note that the center of G is spanned by {M0, C}. In addition, the Schro¨dinger-Virasoro
algebra is a special case for the generalized Schro¨dinger-Virasoro algebra (see [19]).
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The highest weight modules and Whittaker modules are two classes of important mod-
ules, especially for infinite-dimensional Lie algebras such as Virasoro algebras, Heisenberg-
Virasoro algebras, affine Kac-Moody algebras and so on. The construction of highest
weight modules is one of the efficient ways to obtain simple weight modules (see, e.g.,
[3, 5, 9, 10, 15, 16]), while Whittaker modules become popular in recent years. It is well-
known that Whittaker modules for sl(2) were first discovered by Arnal and Pinczon in [2].
At the same time, the versions of Whittaker modules for finite dimensional complex semisim-
ple Lie algebras were introduced by Kostant (see [8]). Since then, Whittaker modules
over various Lie algebras draw a lot of attentions from the mathematicians and physicists
(see, e.g., [1, 4, 12–14, 17]). Moreover, the Verma modules and Whittaker modules for the
Schro¨dinger-Virasoro algebra are investigated in [19] and [24], respectively.
The actions of elements in the positive part of the algebra are locally finite, which is
the same property of highest weight modules and Whittaker modules. This makes us study
such a class of modules in a uniform way. Motivated by [3, 16], we construct a large family
of new simple modules over the Schro¨dinger-Virasoro algebra. The highest weight modules
and Whittaker modules are included and other modules, which are not weight modules, are
new. Moreover, a class of new simple modules of W (2, 2) are constructed similarly.
Let us now briefly describe how this paper is organized. In Section 2, we recall some
fundamental definitions about what we need in the following. In Section 3, a class of new G-
modules are constructed, which are induced from simple modules over the finite-dimensional
quotient algebras of some subalgebras. This result recovers one of the main results of Verma
modules for a special case in [19] and the main results of Whittaker modules in [24]. In
addition, it is shown that any simple module with locally finite actions ofMi, (1−δi,0)Yi− 1
2
, Li
(or equivalently, locally nilpotent actions of Mi, (1 − δi,0)Yi− 1
2
, Li as we shall prove) for
sufficiently large i ∈ N must be one of the modules constructed above. In Section 4, some
examples of simple G-modules are presented. Finally, by the similar method, we describe
new simple modules over the W -algebra W (2, 2).
The main results of this paper are summarized in Theorems 3.1, 3.4, 5.1 and 5.2.
2 Preliminaries
In this section, we shall construct a class of induced G-modules Ind(V ), where V is a simple
module. First, some definitions and results for later use are recalled.
Definition 2.1. Let V be a module for a Lie algebra  L and x ∈  L.
(1) If for any v ∈ V there exists n ∈ Z+ such that x
nv = 0, then we call that the action
of x on V is locally nilpotent. Similarly, the action of  L on V is locally nilpotent if for any
v ∈ V there exists n ∈ Z+ such that  L
nx = 0.
(2) If for any v ∈ V we have dim(
∑
n∈Z+
Cxnv) < +∞, then we call that the action of
2
x on V is locally finite. Similarly, the action of  L on V is locally finite if for any v ∈ V we
have dim(
∑
n∈Z+
 Lnv) < +∞.
It is easy to see that the action of x on V is locally nilpotent implies that the action of x
on V is locally finite. If  L is a finitely generated Lie algebra, then we have that the action
of  L on V is locally nilpotent implies that the action of  L on V is locally finite.
Denote by M the set of all infinite vectors of the form i := (. . . , i2, i1) with entries in
N, satisfying the condition that the number of nonzero entries is finite. Let 0 denote the
element (. . . , 0, 0) ∈ M and for i ∈ Z+ let ǫi denote the element (. . . , 0, 1, 0, . . . , 0) ∈ M,
where 1 is in the i’th position from right. For any i ∈M, we write
w(i) =
∑
s∈Z+
s · is,
which is a nonnegative integer. For any nonzero i ∈M, let p and q be the largest and smallest
integers such that ip 6= 0 and iq 6= 0 respectively, and define i
′ = i− ǫp and i
′′ = i− ǫq.
Definition 2.2. (1) Denote by > the lexicographical total order on M, defined as follows:
for any i, j ∈M
j > i ⇔ there exists r ∈ Z+ such that (js = is, ∀s > r) and jr > ir.
(2) Denote by ≻ the reverse lexicographical total order on M, defined as follows: for any
i, j ∈M
j ≻ i ⇔ there exists r ∈ Z+ such that (js = is, ∀1 ≤ s < r) and jr > ir.
Now we can induce a principal total order on M×M×M, still denoted by ≻:
(i, j, k) ≻ (l, m, n) ⇔ (k,w(k)) ≻ (n,w(n)) or
k = n and (j,w(j)) ≻ (m,w(m)) or
k = n, j = m and i > l, ∀i, j, k, l,m, n ∈M.
For any d1, d2 ∈ N with d1 ≥ 2d2 − 1, set
Gd1,d2 =
∑
i∈N
(CMi−d1 ⊕ C(1− δi,0)Yi−d2− 12
⊕ CLi)⊕ CC.
Then, it is easy to see that Gd1,d2 is a subalgebra of G.
Letting V be a simple Gd1,d2-module, then we have the induced G-module
Ind(V ) = U(G)⊗U(Gd1,d2 ) V.
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Since simple modules over one of subalgebras of G containing the central elements M0
and C are usually considered in the following, we always assume that the actions of M0 and
C are scalars ν0 and c respectively.
Fix d1, d2 ∈ N and let V be a simple Gd1,d2-module. For i, j, k ∈M, we denote
M iY jLk = . . .M i2−d1−2M
i1
−d1−1
. . . Y j2
−d2−
3
2
Y j1
−d2−
1
2
. . . Lk2−2L
k1
−1 ∈ U(G).
According to the PBW Theorem, every element of Ind(V ) can be uniquely written in the
following form ∑
i,j,k∈M
M iY jLkvi,j,k, (2.1)
where all vi,j,k ∈ V and only finitely many of them are nonzero. For any v ∈ Ind(V ) as in
(2.1), we denote by supp(v) the set of all (i, j, k) ∈ M ×M ×M such that vi,j,k 6= 0. For a
nonzero v ∈ Ind(V ), we write deg(v) the maximal (with respect to the principal total order
on M×M×M) element in supp(v), called the degree of v. Note that here and later we make
the convention that deg(v) only for v 6= 0.
3 Characterization of simple modules
The purpose of this section is to state two main results of this paper. We first prove that the
induced G-module Ind(V ) is simple under certain conditions which appeared in Theorem
3.1. Then we shall show that under the conditions in Theorem 3.1 any simple G-module
with locally finite actions of elements Mi, (1− δj,0)Yj− 1
2
, Lk for sufficiently large i, j, k ∈ N is
isomorphic to one of the induced G-modules Ind(V ).
Now we can summarize the key result in this section as follows.
Theorem 3.1. Let d1, d2 ∈ N and V be a simple Gd1,d2-module and there exists t ∈ N
satisfying the following two conditions:
(a) the action of Mt on V is injective;
(b) MiV = Yj− 1
2
V = LkV = 0 for all i > t, j > t+ d2 and k > t+ d1.
Then we have
(1) Ind(V ) is a simple G-module;
(2) the actions of Mi, Yj− 1
2
, Lk on Ind(V ) for all i > t, j > t + d2 and k > t + d1 are locally
nilpotent.
Proof. In order to prove part (1) of Theorem 3.1, we first introduce the following claim.
Claim 1. For any v ∈ Ind(V ) \ V , let deg(v) = (i, j, k), iˆ = max{s : is 6= 0} if i 6= 0,
jˆ = min{s : js 6= 0} if j 6= 0 and kˆ = min{s : ks 6= 0} if k 6= 0. Then we obtain
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(1) if k 6= 0, then kˆ > 0 and deg(Mkˆ+tv) = (i, j, k
′′);
(2) if k = 0, j 6= 0, then jˆ > 0 and deg(Yjˆ+t+d2− 12
v) = (i, j′′, 0);
(3) if j = k = 0, i 6= 0, then iˆ > 0 and deg(Liˆ+t+d1v) = (i
′, 0, 0).
To prove this, we assume that v is of the form in (2.1).
(1) It is enough to show that we want to have by comparing the degree. Now we consider
those vx,y,z with
Mkˆ+tM
xY yLzvx,y,z 6= 0.
Note that Mkˆ+tvx,y,z = 0 for any (x, y, z) ∈ supp(v). One can easily check that
Mkˆ+tM
xY yLzvx,y,z = M
xY y[Mkˆ+t, L
z]vx,y,z.
By (a), Mtvx,y,z 6= 0. If z = k, it is easy to see that
deg(Mkˆ+tM
xY yLzvx,y,z) = (x, y, k
′′)  (i, j, k′′),
where the equality holds if and only if y = j, x = i.
Now we suppose (z,w(z)) ≺ (k,w(k)) and denote
deg(Mkˆ+tM
xY yLzvx,y,z) = (x1, y1, z1) ∈M×M×M.
If w(z) < w(k), then we get w(z1) ≤ w(z) − kˆ < w(k) − kˆ = w(k
′′), which gives rise to
(x1, y1, z1) ≺ (i, j, k
′′).
Then we suppose w(z) = w(k) and z ≺ k. Let zˆ := min{s : zs 6= 0} > 0. If zˆ > kˆ, it is
easy to see that w(z1) < w(z)− kˆ = w(k
′′). If zˆ = kˆ, we can similarly deduce (x1, y1, z1) =
(x, y, z′′). Since z′′ ≺ k′′, we have deg(Mkˆ+tM
xY yLzvx,y,z) = (x1, y1, z1) ≺ (i, j, k
′′) in both
cases.
Combining all the arguments above we conclude that deg(Mkˆ+tv) = (i, j, k
′′), as desired.
(2) Now we use the similar method that appeared in above. We consider vx,y,0 with
Yjˆ+t+d2− 12
MxY yvx,y,0 6= 0.
Since Yjˆ+t+d2− 12
vx,y,0 = 0 for any (x, y, 0) ∈ supp(v), then we have
Yjˆ+t+d2− 12
MxY yvx,y,0 = M
x[Yjˆ+t+d2− 12
, Y y]vx,y,0.
Note that Mtvx,y,0 6= 0. If y = j, it is easy to get that
deg(Yjˆ+t+d2− 12
MxY yvx,y,0) = (x, y
′′, 0)  (i, j′′, 0),
5
where the equality holds if and only if x = i.
Now suppose (y,w(y)) ≺ (j,w(j)), then we write
deg(Yjˆ+t+d2− 12
MxY yvx,y,0) = (x1, y1, 0) ∈M×M×M.
If w(y) < w(j), then we get w(y
1
) ≤ w(y) − jˆ < w(j) − jˆ = w(j′′), which shows that
(x1, y1, 0) ≺ (i, j
′′, 0).
Then we suppose w(y) = w(j) and y ≺ j. Let yˆ := min{s : ys 6= 0} > 0. If yˆ > jˆ, we
obtainw(y
1
) < w(y)−jˆ = w(j′′). If yˆ = jˆ, we can similarly check that (x1, y1, 0) = (x, y
′′, 0).
By y′′ ≺ j′′, we have deg(Yjˆ+t+d2− 12
MxY yvx,y,0) = (x1, y1, 0) ≺ (i, j
′′, 0) in both cases.
Consequently, we conclude that deg(Yjˆ+t+d2− 12
v) = (i, j′′, 0).
(3) Noticing that Liˆ+t+d1V = 0 and [Liˆ+t+d1 ,M−iˆ−d1 ]V 6= 0, then we have
Liˆ+t+d1M
xvx,0,0 = aiˆM
x′ [Liˆ+t+d1 ,M−iˆ−d1 ]vx,0,0 for aiˆ ∈ C\{0}, x
′ ∈M, (x, 0, 0) ∈ supp(v),
which easily yields our result. This proves Claim 1.
Using Claim 1 repeatedly, from any nonzero element v ∈ Ind(V ) we can reach a nonzero
element in U(G)v ∩ V 6= 0, which indicates the simplicity of Ind(V ). Part (2) of Theorem
3.1 can be easily checked by a direct calculation.
Remark 3.2. In Theorem 3.1, when t = 0, the condition (a) is equivalent to that ν0 6= 0.
In addition, from the above proof, we see that Claim 1 also holds without the assumption of
the simplicity of V as a Gd1,d2-module.
Moreover, we have the following corollary.
Corollary 3.3. Letting d1, d2 and V as in Theorem 3.1 except that V may not be simple
over Gd1,d2, then we have
V = {v ∈ Ind(V ) |Miv = Yj− 1
2
v = Liv = 0, ∀i > t, j > t+ d2, k > t + d1}.
Denote by G(x,y,z) the subalgebra generated by Mi, (1 − δj,0)Yj− 1
2
, Lk with i ≥ x, j ≥ y
and k ≥ z. Now we are ready to state the second main result of this section.
Theorem 3.4. Let ν0 6= 0 and S be a simple G-module. Then the following conditions are
equivalent:
(1) There exists t ∈ Z such that the actions of Mi, (1 − δi,0)Yi− 1
2
, Li, i ≥ t on S are locally
finite.
(2) There exists t ∈ Z such that the actions of Mi, (1 − δi,0)Yi− 1
2
, Li, i ≥ t on S are locally
nilpotent.
6
(3) There exist x, y, z ∈ Z such that S is a locally finite G(x,y,z)-module.
(4) There exist x, y, z ∈ Z such that S is a locally nilpotent G(x,y,z)-module.
(5) There exist d1, d2 ∈ N and a simple Gd1,d2-module V satisfying the conditions in Theorem
3.1 such that S ∼= Ind(V ).
Proof. First we prove (1)⇒ (5). Suppose that S is a simple G-module and there exists t ∈ N
such that the actions of Mi, (1− δi,0)Yi− 1
2
, and Li for all i ≥ t are locally finite. Then we can
choose a nonzero v ∈ S such that Ltv = λv for some λ ∈ C.
Take any j ∈ Z with j > t and we denote
NM =
∑
m∈N
CLmt Mjv = U(CLt)Mjv,
NY =
∑
m∈N
CLmt Yj− 1
2
v = U(CLt)Yj− 1
2
v,
NL =
∑
m∈N
CLmt Ljv = U(CLt)Ljv,
which are all finite-dimensional. By the definition of (1.1), it is easy to get
(j +mt)Mj+(m+1)tv = [Lt,Mj+mt]v
= LtMj+mtv −Mj+mtLtv = (Lt − λ)Mj+mtv,
(j +mt−
t + 1
2
)Yj+(m+1)t− 1
2
v = [Lt, Yj+mt− 1
2
]v
= LtYj+mt− 1
2
v − Yj+mt− 1
2
Ltv = (Lt − λ)Yj+mt− 1
2
v,
(j + (m− 1)t)Lj+(m+1)tv = [Lt, Lj+mt]v
= LtLj+mtv − Lj+mtLtv = (Lt − λ)Lj+mtv, ∀m ∈ N,
which imply that
Mj+mtv ∈ NM ⇒Mj+(m+1)tv ∈ NM , Yj+mt− 1
2
v ∈ NY ⇒ Yj+(m+1)t− 1
2
v ∈ NY ,
Lj+mtv ∈ NL ⇒ Lj+(m+1)tv ∈ NL for all m ∈ N and j > t.
Therefore, by induction on m, we obtain
Mj+mtv ∈ NM , Yj+mt− 1
2
v ∈ NY , Lj+mtv ∈ NL, ∀m ∈ N.
Then, it follows from the facts that
∑
m∈N CMj+mtv,
∑
m∈N CYj+mt− 1
2
v and
∑
m∈N CLj+mtv
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are finite-dimensional for j > t. Hence,
∑
i∈N
CMt+iv = CMtv +
2t∑
j=t+1
(∑
m∈N
CMj+mtv
)
,
∑
i∈N
CYt+i− 1
2
v = CYt− 1
2
v +
2t∑
j=t+1
(∑
m∈N
CYj+mt− 1
2
v
)
,
∑
i∈N
CLt+iv = CLtv +
2t∑
j=t+1
(∑
m∈N
CLj+mtv
)
are all finite-dimensional. In fact, we can take l ∈ Z+ such that
∑
i∈N
CMt+iv=
l∑
i=0
CMt+iv,
∑
i∈N
CYt+i− 1
2
v=
l∑
i=0
CYt+i− 1
2
v,
∑
i∈N
CLt+iv=
l∑
i=0
CLt+iv. (3.1)
Now we write V ′ =
∑
x0,...,xl,y0,...,yl,z0,...,zl∈N
CMx0t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv, which is
finite-dimensional by (1).
Claim 1. V ′ is a (finite-dimensional) G(t,t,t)-module.
To prove the claim, using the PBW Theorem, any Mt+sv
′, Yt+s− 1
2
v′, Lt+sv
′ with s ∈ N
and v′ ∈ V ′ can be written respectively as a sum of vectors of the form:
Mt+sM
x0
t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv,
Yt+s− 1
2
Mx0t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv,
Lt+sM
x0
t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv.
(3.2)
Now we prove that all elements above lie in V ′. By (3.1), we only need to show that the
elements in (3.2) with 0 ≤ s ≤ l lie in V ′. This is clear for the first element in (3.2). For the
second element in (3.2), we have
Yt+s− 1
2
Mx0t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv
= Mx0t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y ys+1
t+s− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv
+ [Yt+s− 1
2
,Mx0t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y ys
t+s− 1
2
]Y
ys+1
t+s+ 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv.
Then, it is clear that the second element in (3.2) lies in V ′. For the third element in (3.2),
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one can easily check that
Lt+sM
x0
t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zl
t+lv
= Mx0t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zs+1
t+s · · ·L
zl
t+lv
+ [Lt+s,M
x0
t · · ·M
xl
t+lY
y0
t− 1
2
· · ·Y yl
t+l− 1
2
Lz0t · · ·L
zs
t+s]L
zs+1
t+s+1 · · ·L
zl
t+lv.
Using induction, we can show that all terms in above equation lie in V ′. Hence we can get
the third element in (3.2) also lies in V ′. Then Claim 1 is obtained.
It follows from Claim 1 that we can choose a minimal n ∈ N such that
(Lm + a1Lm+1 + · · ·+ anLm+n)V
′ = 0 (3.3)
for some m ≥ t and ai ∈ C. Applying Lm to (3.3), one has
(a1[Lm, Lm+1] + · · ·+ an[Lm, Lm+n])V
′ = 0,
which implies n = 0, that is, LmV
′ = 0. Then we have
0 = LiLmV
′ = [Li, Lm]V
′ + LmLiV
′ = (m− i)Lm+iV
′, ∀i ≥ t,
namely, Lm+iV
′ = 0 for all i > m. Similarly, we have Mm+iV
′ = 0 for all i > t and
Ym+i− 1
2
V ′ = 0 for all 1 6= i > m, respectively. For any i˜, j˜, k˜ ∈ Z, we consider the vector
space
Ni˜,j˜,k˜ = {v ∈ S | Miv = (1− δj,0)Yj− 1
2
v = Lkv = 0 for all i > i˜, j > j˜, k > k˜}.
Clearly, Ni˜,j˜,k˜ 6= 0 for sufficiently large i˜, j˜, k˜ ∈ Z. On the other hand, Ni˜,j˜,k˜ = 0 for all
i˜ < 0 since we have M0v = ν0v 6= 0 for any nonzero v ∈ S. Thus we can find a smallest
nonnegative integer, saying r1, and choose some r2, r3 ≥ r1 with r3− r1 ≥ 2(r2− r1)−1 such
that Nr1,r2,r3 6= 0. Denote d1 = r3 − r1, d2 = r2 − r1 and V = Nr1,r2,r3. Using k > r3, j > r2
and l ≥ 1, it follows from k+ l−d2−
1
2
> r3+
1
2
−d2 ≥ r2−
1
2
and j+ l−d2−1 > r2−d2 = r1
that we can easily check that
Lk(Yl−d2− 12
v) = (l − d2 −
k + 1
2
)Yk+l−d2− 12
v = 0
and
Yj− 1
2
(Yl−d2− 12
v) = (l − d2 − j)Mj+l−d2−1v = 0,
respectively. Clearly, Yl−d2− 12
v ∈ V for all l ≥ 1. Similarly, we can also obtain Me−d1v ∈ V
and Lev ∈ V for all e ∈ N. Therefore, V is a Gd1,d2-module.
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By the definition of V , we can obtain that the action of Mt on V is injective. Since S is
simple and generated by V , then there exists a canonical surjective map
π : Ind(V )→ S, π(1⊗ v) = v, ∀v ∈ V.
Next we only need to show that π is also injective, that is to say, π as the canonical map is
bijective. Let K = ker(π). Obviously, K ∩ V = 0. If K 6= 0, we can choose a nonzero vector
v ∈ K \ V such that deg(v) = (i, j, k) is minimal possible. Note that K is a G-submodule
of Ind(V ). By Claim 1 in Theorem 3.1 and Remark 3.2 we can create a new vector u ∈ K
with deg(u) ≺ (i, j, k), which is a contradiction. This forces K = 0, that is, S ∼= Ind(V ).
According to the property of induced modules, we see that V is simple as a Gd1,d2-module.
Moreover, (5) ⇒ (3) ⇒ (1), (5) ⇒ (4) ⇒ (2) and (2) ⇒ (1) are clear. This completes
the proof of the theorem.
Remark 3.5. From the above proof, we know that any simple module satisfying conditions
in Theorem 3.4 is determined by some simple module V over a certain subalgebra Gd1,d2.
The conditions of Theorem 3.1 imply that V can be viewed as a simple module over some
finite-dimensional solvable quotient algebra of Gd1,d2 . This reduces the study of such modules
over G to the study of simple modules over the corresponding finite-dimensional algebras.
4 Some examples
In this section, some examples of simple Gd1,d2-modules are given. Then, by Theorem 3.1,
we can construct many new simple G-modules.
First we describe highest weight modules and Whittaker modules as follows.
Example 4.1. Let h = spanC{L0,M0, C} be the Cartan subalgebra of G. For ξ = (ξ(L0), ν0 6=
0, c) ∈ h∗, we have the Verma module M(ξ) = U(G) ⊗U(h+G0,0) Cξ, where LiCξ = MiCξ =
Yi− 1
2
Cξ for i > 0, while L0Cξ = ξ(L0)Cξ,M0Cξ = ν0Cξ and CCξ = cCξ, respectively. The
module M(ξ) has the unique simple quotient L(ξ), the unique (up to isomorphism) simple
highest weight module with highest weight ξ. These modules correspond to the case t = 0 in
Theorem 3.4.
Example 4.2. Consider a nonzero ξ := (λ1, λ2, µ1, µ2, ν0 6= 0, ν1 6= 0, c) ∈ C
7. Denote by Vξ
the G1,1-module U(G1,1)/I, where I is the left ideal generated by L1−λ1, L2−λ2, L3, . . . , Y 1
2
−
µ1, Y 3
2
− µ2, Y 5
2
, . . . ,M1 − ν1,M2, . . . ,M0 − ν0, C − c. It is easy to see that Vξ is simple. The
module Vξ obviously satisfies the conditions of Theorem 3.1 (with t = d1 = d2 = 1). Hence, it
follows from Theorem 3.1 that we obtain the corresponding simple induced G-module Ind(Vξ).
When c = 0, these are exactly the Whittaker modules over G constructed in [24].
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Now we consider some t ∈ Z+, d1, d2 ∈ N, and choose subsets Sλ ⊆ {1, . . . , t + d1}, Sµ ⊆
{−d2 + 1, . . . , t + d2} and disjoint subsets Sν,0, Sν,1 ⊆ {−d1, . . . , t} with 0, t ∈ Sν,1. Set
Sν = Sν,0 ∪ Sν,1. Let S¯λ = {0, 1, . . . , t + d1} \ Sλ, S¯µ = {−d2, . . . , t + d2} \ Sµ and S¯ν =
{−d1, . . . , t} \ Sν . Set c ∈ C, λi ∈ C, i ∈ Sλ, µi ∈ C, i ∈ Sµ and νi ∈ C, i ∈ Sν . Moreover,
i ∈ Sν with νi 6= 0 if and only if i ∈ Sν,1. In addition, the following conditions are satisfied:
(I) for all i, j ∈ Sλ, i 6= j, we either have i+ j > t+ d1 or i+ j ∈ Sλ and λi+j = 0;
(II) for all i ∈ Sλ, j ∈ Sµ,
i
2
6= j − 1
2
, we either have i+ j > t+ d2 or i+ j ∈ Sµ and µi+j = 0;
(III) for all i, j ∈ Sµ, i 6= j, we either have i+ j − 1 > t or i+ j − 1 ∈ Sν,0 and νi+j−1 = 0;
(IV) for all i ∈ Sλ, j ∈ Sν \ {0}, we either have i+ j > t or i+ j ∈ Sν,0 and νi+j = 0;
(V) for any j ∈ S¯λ, there exists a nonzero i ∈ Sν such that i+ j ∈ S¯ν ∪ Sν,1 and i+ j
′ ∈ Sν,0
for all j′ ∈ S¯λ with j < j
′ < t− i (if t− i ∈ S¯λ we replace t − i by j and these j such that
i+ j ∈ Sν,1);
(VI) for any j ∈ S¯µ, there exists i ∈ Sµ such that i+ j − 1 ∈ S¯ν ∪ Sν,1 and i+ j
′ − 1 ∈ Sν,0
for all j′ ∈ S¯µ with j < j
′ < t− i+ 1 (if t− i+ 1 ∈ S¯µ we replace t− i+ 1 by j and these j
such that i+ j − 1 ∈ Sν,1);
(VII) for any j ∈ S¯ν , there exists i ∈ Sλ such that i + j ∈ S¯ν ∪ Sν,1 and i + j
′ ∈ Sν,0 for
all j′ ∈ S¯ν with j < j
′ < t − i (if t − i ∈ S¯ν we replace t − i by j and these j such that
i+ j ∈ Sν,1).
For any i = (i1, . . . , it), j = (j1, . . . , jt), k = (k1, . . . , kt) ∈ N
t, t ∈ Z+, we can define the
lexicographical order (which is not the one defined in Section 2) on Nt as follows:
i > j ⇔ there exists r such that (is = js, ∀1 ≤ s < r) and ir > jr.
Denote ǫr ∈ N
t with 1 in the r’th position and 0 elsewhere.
For any set X = {x1, . . . , xn}, we denote by |X| the number of elements in X . Now
we set m = |S¯λ|, n = |S¯µ|, l = |S¯ν |. Let S¯λ = {p1 = 0, p2, . . . , pm} with p1 < · · · < pm,
S¯µ = {q1 = −d2, q2, . . . , qn} with q1 < · · · < qn and S¯ν = {r1, r2, . . . , rl} with r1 < · · · < rl.
Denote by Q the Gd1,d2-module U(Gd1,d2)/I, where I is the left ideal generated by Li −
λi, Yj− 1
2
− µj,Mk − νk, C − c with i ∈ N \ S¯λ, j ∈ (N− d2) \ S¯µ, k ∈ (N− d1) \ S¯ν , where we
make the convention that λi = 0 for i /∈ Sλ, µj = 0 for j /∈ Sµ and νk = 0 for k /∈ Sν,1. By
the PBW Theorem, a basis of Q is given by the images of
LiY jMk = Li1p1 · · ·L
im
pm
Y j1
q1−
1
2
· · ·Y jn
qn−
1
2
Mk1r1 · · ·M
kl
rl
,
where i := (i1, · · · , im) ∈ N
m, j := (j1, · · · , jn) ∈ N
n, k := (k1, · · · , kl) ∈ N
l. Then a typical
element v ∈ Q can be written as
v =
∑
i∈Nm,j∈Nn,k∈Nl
ai,j,kL
iY jMk, (4.1)
11
with only finitely many ai,j,k nonzero. Set supp(v) = {(i, j, k) | ai,j,k 6= 0} and denote by
deg(v) the maximal element in supp(v) under the following total order
(i, j, k) ≻ (l, m, n) ⇔ i > l or i = l and j > m or i = l, j = m and k > n
for any (i, j, k), (l, m, n) ∈ Nm×Nn×Nl. We also make the convention that the zero element
does not have a degree. Now we can prove the following lemma.
Lemma 4.3. The Gd1,d2-module Q is simple.
Proof. Since S¯λ is not empty, Q 6= 0. By conditions (I)-(IV), Q is a module of Gd1,d2 . Let
v ∈ Q \ {0} and we can write v as in (4.1) that is a nonzero linear combination of basis
elements. Set deg(v) = (i, j, k).
Case 1. i 6= 0. Setting x := min{s > 0 | is 6= 0}, then we have px ∈ S¯λ. According to
condition (V), there exists nonzero y ∈ Sν such that px + y ∈ S¯ν ∪ Sν,1 and y + j
′ ∈ Sν,0 for
all j′ ∈ S¯λ with px < j
′ < t− y (if t− y ∈ S¯λ we replace t− y by px and these px such that
px + y ∈ Sν,1). Applying My − νy to v, which gives
deg((My − νy)v) =
{
(i− ǫx, j, k + ǫs), if px + y = rs ∈ S¯ν ,
(i− ǫx, j, k), if px + y ∈ Sν,1.
Case 2. i = 0. Setting x := min{s > 0 | js 6= 0}, then we have qx ∈ S¯µ. According to
condition (VI), there exists y ∈ Sµ such that qx + y − 1 ∈ S¯ν ∪ Sν,1 and y + j
′ − 1 ∈ Sν,0 for
all j′ ∈ S¯µ with qx < j
′ < t− y + 1 (if t− y + 1 ∈ S¯µ we replace t− y + 1 by qx and these qx
such that qx + y − 1 ∈ Sν,1). Applying Yy− 1
2
− µy to v, which gives
deg((Yy− 1
2
− µy)v) =
{
(0, j − ǫx, k + ǫs), if qx + y = rs ∈ S¯ν ,
(0, j − ǫx, k), if qx + y ∈ Sν,1.
Case 3. i = j = 0. Setting x := min{s > 0 | ks 6= 0}, then we have rx ∈ S¯ν. According to
condition (VII), there exists y ∈ Sλ such that rx + y ∈ S¯ν ∪ Sν,1 and y + j
′ for all j′ ∈ S¯ν
with rx < j
′ < t−y (if t−y ∈ S¯ν we replace t−y by rx and these rx such that rx+y ∈ Sν,1).
Applying Ly − λy to v, which gives
deg((Ly − λy)v) =
{
(0, 0, k − ǫx + ǫs), if rx + y = rs ∈ S¯ν ,
(0, 0, k − ǫx), if rx + y ∈ Sν,1.
Repeating this process inductively (with respect to the degree of v), we can reach a
nonzero element with degree 0 and this element can generate the whole module Q. Therefore
Q is a simple Gd1,d2-module.
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Remark 4.4. Note that the module Q obviously satisfies the conditions of Theorem 3.1.
Then one can obtain the corresponding simple induced G-module Ind(Q). It follows from
Theorem 3.1 that the actions of all the elements Mi, Yj− 1
2
, Lk for i > t, j > t + d2, k >
t + d1 are locally nilpotent and the actions of all the elements Mi, Yj− 1
2
, Lk for i < −d1, j <
−d2, k < 0 are injective and free on Ind(Q) (hence non-locally finite). Moreover, by using
Lemma 4.3, the actions of all the elements Mi, Yj− 1
2
, Lk for i ∈ Sν,0, j ∈ Sµ, k ∈ Sλ, where
νi = µj = λk = 0 are locally nilpotent, and the actions of all the elements Mi, Yj− 1
2
, Lk for
i ∈ Sν,1, j ∈ Sµ, k ∈ Sλ, where νi, µj, λk 6= 0 are locally finite. By these facts, we construct a
lot of new simple modules, which are not isomorphic to the simple weight modules and simple
Whittaker modules (as far as we know simple G-modules).
When d1, d2 > 0 or t > 1, the simple modules Ind(Q) are new simple G-modules as we
stated in Remark 4.4. Finally, we give an example about new simple modules.
Example 4.5. For d1 = d2 = 0 and t = 2, we can define
Sλ = {2}, S¯λ = {0, 1}, Sµ = {1}, S¯µ = {0, 2}, Sν,1 = {0, 2}, Sν,0 = {1}, S¯ν = ∅
and λ2, µ1, ν0, ν1, ν2, c ∈ C such that ν1 = 0, ν0, ν2 6= 0. Then, we obtain a G0,0-module Q.
It is easy to see that all conditions (I)-(VII) are satisfied. Then G0,0-module Q is a simple
module. Therefore, the induced module Ind(Q) is simple, which is a new simple module of
G.
5 The W -algebra W (2, 2)
In this section, we shall construct a large class of simple modules over theW -algebraW (2, 2).
As a result, we not only recover many known simple modules including highest weight
modules and Whittaker modules that presented in [21] and [22], but also construct a lot of
new simple modules for the W -algebra W (2, 2).
The W -algebra W (2, 2) W is defined to be a Lie algebra with a C-basis {Lm,Wm, CW |
m ∈ Z} and the following nonvanishing Lie brackets:
[Lm, Ln] = (n−m)Lm+n + δm+n,0
1
12
(m3 −m)CW ,
[Lm,Wn] = (n−m)Wm+n + δm+n,0
1
12
(m3 −m)CW .
It was introduced by Zhang and Dong in [22] for the study of the classification of moonshine
type vertex operator algebras generated by two weight 2 vectors.
Using lexicographical total order and reverse lexicographical total order defined in Section
2, we induce a principal total order (which is not the one we described in Section 2) onM×M,
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and denoted by ≻:
(i, j) ≻ (l, m) ⇔ (j,w(j)) ≻ (m,w(m)) or j = m and i > l, ∀i, j, l,m ∈M.
We shall construct some new simple W-modules with locally finite actions of elements
Wi, Lj for sufficiently large i, j ∈ Z. For any d ∈ N, we write
Wd =
∑
i∈N
(CWi−d ⊕ CLi)⊕ CCW .
Letting V be a simple Wd-module, then we have the induced W-module
Ind(V ) = U(W)⊗U(Wd) V.
Moreover, we always assume that the actions of W0 and CW on V are scalars hW and cW
respectively. Now we give a description of the following results for the W -algebra W (2, 2).
Theorem 5.1. Assume that d ∈ N and V is a simple Wd-module. If there exists t ∈ N such
that
(a)
{
the action of Wt on V is injective, if t 6= 0,
2hW +
n2−1
12
cW 6= 0, ∀n ∈ Z \ {0}, if t = 0,
(b) Wiv = Ljv = 0 for all i > t and j > t + d,
then we have
(1) Ind(V ) is a simple W-module;
(2) the actions of Wi, Lj on Ind(V ) for all i > t and j > t+ d are locally nilpotent.
Denote byW(x,y) the subalgebra generated byWi, Lj with i ≥ x and j ≥ y. Subsequently,
we characterize simple modules over the W -algebra W (2, 2).
Theorem 5.2. Suppose that S is a simple W-module with 2hW +
n2−1
12
cW 6= 0 for all n ∈
Z \ {0}. Then the following conditions are equivalent:
(1) There exists t ∈ Z such that the actions of Wi, Li, i ≥ t on S are locally finite.
(2) There exists t ∈ Z such that the actions of Wi, Li, i ≥ t on S are locally nilpotent.
(3) There exist x, y ∈ Z such that S is a locally finite W(x,y)-module.
(4) There exist x, y ∈ Z such that S is a locally nilpotent W(x,y)-module.
(5) There exists d ∈ N and a simple Wd-module V satisfying the conditions in Theorem 5.1
such that S ∼= Ind(V ).
References
[1] D. Adamovic´, R. Lu¨, K. Zhao, Whittaker modules for the affine algebra A
(1)
1 , Adv. Math.,
289 (2016), 438-479.
14
[2] D. Arnal, G. Pinczon, On algebraically irreducible representations of the Lie algebra sl(2),
J. Math. Phys., 15 (1974), 350-359.
[3] H. Chen, X. Guo, New simple modules for the Heisenberg-Virasoro algebra, J. Algebra, 390
(2013) 77-86.
[4] X. Guo, X. Liu, Whittaker modules over generalized Virasoro algebras, Commun. Algebra,
39(9) (2011), 3222-3231.
[5] J. Humphreys, Introduction to Lie Algebras and Representation Theory, Grad. Texts in
Math., vol. 9, Springer-Verlag, New York, Berlin, 1972.
[6] M. Henkel, Schro¨dinger invariance and strongly anisotropic critical systems, J. Stat. Phys.,
75 (1994), 1023-1029.
[7] J. Han, J. Li, Y. Su, Lie bialgebra structures on the Schro¨dinger-Virasoro Lie algebra, J.
Math. Phys., 50 (2009), 083504.
[8] B. Kostant, On Whittaker vectors and representation theory, Invent. Math., 48 (1978),
101-184.
[9] V. Kac, Infinite-Dimensional Lie Algebras, thirded., Cambridge University Press, Cam-
bridge, 1990.
[10] V. Kac, A. Raina, Bombay Lectures on Highest Weight Representations of Infinite-
Dimensional Lie Algebras, Adv. Ser. Math. Phys., vol. 2, World Scientific Publishing Co.,
Inc., Teaneck, NJ, 1987.
[11] J. Li, Y. Su, Representations of the Schro¨dinger-Virasoro algebras, J. Math. Phys., 49
(2008), 053512.
[12] D. Liu, Y. Wu, L. Zhu, Whittaker modules for the twisted Heisenberg-Virasoro algebra, J.
Math. Phys., 51 (2010), 023524.
[13] E. McDowell, On modules induced from Whittaker modules, J. Algebra, 96 (1985), 161-177.
[14] E. McDowell, A module induced from a Whittaker module, Proc. Amer. Math. Soc., 118
(1993), 349-354.
[15] V. Mazorchuk, K. Zhao, Characterization of simple highest weight modules, Canad. Math.
Bull., 56 (2013), 606-614.
[16] V. Mazorchuk, K. Zhao, Simple Virasoro modules which are locally finite over a positive
part, Selecta Math. (N.S.), 20(3) (2014), 839-854.
[17] M. Ondrus , E. Wiesner, Whittaker modules for the Virasoro algebra, J. Algebra Appl., 8
(2009), 363-377.
[18] C. Roger, J. Unterberger, The Schro¨dinger-Virasoro Lie group and algebra: From geometry
to representation theory, Ann. Henri Poincare, 7 (2006), 1477-1529.
[19] S. Tan, X. Zhang, Automorphisms and Verma modules for generalized Schro¨dinger-Virasoro
algebras, J. Algebra, 322 (2009), 1379-1394.
15
[20] J. Unterberger, On vertex algebra representations of the Schro¨dinger-Virasoro Lie algebra,
Nucl. Phys. B, 823 (2009), 320-371.
[21] B. Wang, J. Li, Whittaker modules for the W -algebra W (2, 2), arXiv:0902.1592.
[22] W. Zhang, C. Dong, W -algebra W (2, 2) and the Vertex operator algebra L(12 , 0) ⊗ L(
1
2 , 0),
Commun. Math. Phys., 285 (2009), 991-1004.
[23] X. Zhang, S. Tan, Unitary representations for the Schro¨dinger-Virasoro Lie algebra, J.
Algebra Appl., 12 (2013), 1250132.
[24] X. Zhang, S. Tan, H. Lian, Whittaker modules for the Schro¨dinger-Witt algebra, J. Math.
Phys., 51 (2010), 083524.
16
