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In this work, we have formulated and implemented a mixed unstructured mesh-based finite element
(FE)Fourier decomposition scheme for gyrokinetic simulations in realistic tokamak geometry. An efficient
particle positioning (particle-triangle mapping) scheme for the charge deposition and field scattering using an
intermediate grid as the search index for triangles has been implemented and a significant speed-up by a factor
of ∼ 30 is observed as compared with the brute force scheme for a medium-size simulation. The TRIMEG
(TRIangular MEsh based Gyrokinetic) code has been developed. As an application, the ion temperature
gradient (ITG) mode is simulated using the simplified gyrokinetic Vlasov-Poisson model. Our simulation
and that using the ORB5 code for the DIII-D Cyclone case show reasonable agreement. As an additional
application, ITG simulations using an ASDEX Upgrade equilibrium have been performed with density and
temperature gradient profiles similar to the Cyclone case. Capabilities of the TRIMEG code for simulations
with realistic experimental equilibria in the plasma core and in the whole plasma volume with open field lines
are demonstrated.
I. INTRODUCTION
Gyrokinetic simulations play an important role in pre-
dicting the transport level due to neoclassical physics or
turbulence1–7. One of the leading methods is the particle-
in-cell (PIC) method. Numerous PIC codes, such as
GTC2, GEM8, ORB59, have been developed for simu-
lations in the core of the tokamak plasmas. Edge plasma
simulations have attracted significant attention in recent
years due to their connection to, e.g., the high confine-
ment regime of tokamak plasmas; the prediction of the
divertor heat-flux width of ITER10; edge localized mode
(ELM) control11. In order to simulate the edge physics,
besides comprehensive physics models12,13, numerical
schemes such as finite element methods for unstructured
meshes in XGC5,14, GTS4 and GTC/GTC-X15,16 and
multiple patches of structured meshes in JOREK11 have
been developed in order to treat the open field line (OFL)
region. While whole plasma simulations for neoclassi-
cal transport, ELMs and micro-turbulence have been re-
ported and various numerical schemes have been devel-
oped for treating the OFL geometry5,10,11,15,17,18, there is
still space to understand the features of different schemes,
such as the particle-in-Fourier method (cf. [19,20] and
references therein), and thus to optimize the efficiency
and the fidelity of the whole volume simulation.
In this work, we developed the mixed unstructured
mesh based finite elementFourier decomposition scheme,
i.e., the mixed particle-in-cell-particle-in-Fourier (PIC-
PIF) scheme, for gyrokinetic simulations in general toka-
mak geometry, including the OFL region. In addition,
an efficient particle positioning scheme for the charge de-
position and the field gathering using an intermediate
grid as the search index for triangles has been imple-
mented. This work is organized as follows. In Section II,
the physics model and numerical schemes are given. In
Section III, we perform convergence/scaling studies and
simulations of ion temperature gradient (ITG) modes us-
ing (I) the concentric circular magnetic geometry and the
DIII-D cyclone parameters and (II) the AUG realistic
magnetic equilibrium and analytical density and temper-
ature profiles. In IV, conclusions and an outlook are
given.
II. PHYSICS MODEL AND NUMERICAL METHODS
In the following, we will define the normalization in
Section II A. In Sections II B–II D, we will describe the
three basic classes in the code, namely, the equilibrium,
particle and field classes. We then describe the numerical
methods in Section II E. While the equations of motion
for the guiding center, the weight equation, and the gy-
rokinetic Poisson equation (in the long wavelength limit)
in this work are the same as or are the simplified version
of other codes such as ORB521,22, the mixed unstructured
mesh-based finite element-Fourier decomposition scheme
makes our work different from ORB5. In ORB5, the OFL
region is not included in either the particle pusher or the
field solver. The mixed approach in this work thus also
serves as a potential candidate for the extension of the
present codes such as ORB5 towards whole plasma vol-
ume simulations. The details related to the finite element
and unstructured meshes are described in another work
for circular tokamak geometry23 and will be omitted in
this work.
A. Normalization
Normalization units are defined and physics quantities
are normalized to the normalization units. The length
unit is RN = 1m. The velocity unit is vN = vth,hy,
where vth,hy =
√
2Thy/mhy, Thy is the reference temper-
ature, mhy is the the mass of hydrogen, the subscripts
‘N ’ and ‘hy’ indicate “normalization” and “hydrogen”
respectively. For each particle species s, vth,s is used as
the velocity unit for the particle initialization according
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2to a Maxwellian distribution function while unit conver-
sion to the normalization unit RN is performed in the
equations of motion for the guiding center and the field
equation. The time unit is RN/vth,hy. The magnetic
field unit is BN = 1T .
B. The coordinates and the equilibrium
In the right-handed coordinates (R,ϕ,Z) and (ψ,ϕ, θ),
where ψ is the poloidal flux function, using the EFIT
convention, the magnetic field is represented as
B = ∇ψ ×∇ϕ+ F∇ϕ , (1)
where F is the poloidal current function. In the
(ψ,ϕ, θ) coordinates, the safety factor is defined as q =
B · ∇ϕ/(B · ∇θ) = JF/R2, where J = {∇ψ × ∇ϕ ·
∇θ}−1. The equilibrium variables are constructed us-
ing B-splines in the (R,Z) plane of the (R,ϕ,Z) coor-
dinates. Equilibrium variables such as B, BR, BZ and
their derivatives in R and Z directions can be obtained
using the B-spline subroutines.
The hybrid coordinates (R,ϕ,Z) and (ψ,ϕ, θ) are
used. On the one hand, the user specified computation
grids are aligned along the magnetic flux surface using
the ψ coordinate, or, if the OFL region is included, along
the plasma boundary; the refinement grids are generated
when the Delaunay refinement algorithm is called for the
generation of the unstructured meshes24. The refinement
grids using the Delaunay algorithm are not necessarily
along the magnetic flux surface but it is a widely used
technique for the improvement of the mesh quality. Two
cases of the grids and the unstructured meshes for the
simulations in Section III are shown in Fig. 1. More de-
tails about the finite element for the unstructured meshes
are in another work23. On the other hand, in order to
treat the open field line geometry, the equations for the
field and particles are solved in (R,ϕ,Z) coordinates. In
(R,ϕ,Z) coordinates, the equilibrium magnetic field is
expressed as
BR = − 1
R
∂ψ
∂Z
, BZ = +
1
R
∂ψ
∂R
, Bϕ =
F
R
. (2)
TRIMEG relies on the B-Spline subroutines for the inter-
polation of BR and BZ accurately and keeps the error in
∇ ·B at a low level. For simulations in this manuscript,
we use NR = NZ = 129 as the grid numbers in R and
Z directions for the equilibrium construction. In the rel-
evant simulation domain, the error in ∇ · B/B is well
below 10−4 with the upper limit of 10−3. The parallel
derivative is
∂‖δφ =
(
bR∂R + bZ∂Z +
bφ
R
∂φ
)
δφ , (3)
where δφ is the perturbed electrostatic scalar potential,
bR = BR/B, bZ = BZ/B and bφ = Bφ/B.
The field-aligned coordinates are constructed as an-
other option for the calculation of the parallel derivatives
in addition to Eq. 3. Along the magnetic field line B,
the auxiliary Clebsch coordinates (χ, ξ, l) are determined
by
dR(χ, ξ, l)
dφ
∣∣∣∣
χ,ξ
= R
BR
Bφ
, (4)
dZ(χ, ξ, l)
dφ
∣∣∣∣
χ,ξ
= R
BZ
Bφ
, (5)
dl
dφ
∣∣∣∣
χ,ξ
= R
B
Bφ
, (6)
where (χ, ξ) labels a magnetic field line and can be taken
as (R,Z) at ϕ = 0 for convenience and l is the coordi-
nate along B. The parallel derivative using these Clebsch
coordinates is
∂‖δφ =
∂
∂l
∣∣∣∣
χ,ξ
δφ . (7)
For parallel derivatives of high n (toroidal mode number)
field-aligned modes, Eq. 7 can provide high accuracy
compared with Eq. 3.
Since (R,ϕ,Z) or (χ, ξ, l) coordinates are used for solv-
ing all equations in the code except when the grids are
initialized according to ψ, and the safety factor defined
in (ψ,ϕ, θ) does not appear explicitly but BR, BZ and
Bϕ are used directly in our equations, the singularity of
the q at the X point does not appear in any equation
solved in TRIMEG. The auxiliary coordinates (χ, ξ, l)
maintain the high accuracy of the parallel derivative cal-
culation for high n field-aligned modes and are similar to
the flux-coordinate independent approach25,26. Discus-
sions related to the flux coordinates and singularity of
the safety factor at the X point can be found in [27] and
references therein.
C. Particles
1. Equations of motion
In this work, we focus on electrostatic simulations.
In order to describe the particle guiding center motion,
we follow the canonical Hamiltonian equations28. Using
(R, ρ‖, µ) as the guiding center coordinates, the equa-
tions of motion are as follows,
R˙ =
1
ZeB ·B‖∗
[
Z2e2B2ρ‖
m
B‖
∗ + B×∇H
]
, (8)
ρ˙‖ = − 1
ZeB ·B‖∗
(
B∗‖ · ∇H
)
, (9)
where B∗‖ = B + ρ‖∇ × B, ρ‖ = mv‖/(ZeB), Z is the
charge number, H = Z2e2ρ2‖B
2/(2m) + mµB + Zeδφ is
the Hamiltonian, and µ = v2⊥/(2B). The equations of
3motion above are equivalent to those adopted in XGC5,
x˙ = (1/D)[v‖b + (v2‖/B)∇B × b
+ B × (µ∇B − E)/B2] (10)
v˙‖ = −(1/D)(B + v‖∇B × b) · (µ∇B − E), (11)
where D ≡ 1 + v‖b · ∇ × b/B is related to the higher
order corrections.
The variables R˙, v˙‖ can be written as
R˙ = v‖0 + vd0 + vE , (12)
v˙‖ = v˙‖0 + v˙‖E , (13)
where the subscripts 0 and E indicate the motion of the
guiding center in equilibrium and that due to the elec-
trostatic field. In (R,ϕ,Z) coordinates, the contravariant
components of the velocity vα ≡ v ·∇α are calculated for
different terms.
1. Magnetic drift vd0
vRd0 =
v2‖ + v
2
⊥/2
ωc
bϕ
B∗‖
∂ZB , (14)
vZd0 = −
v2‖ + v
2
⊥/2
ωc
bϕ
B∗‖
∂RB , (15)
vϕd0 =
v2‖ + v
2
⊥/2
ωc
1
RB∗‖
(−bR∂ZB + bZ∂RB) . (16)
The dominant terms of the equations of motion
are obtained by omitting the terms of the order of
ρ∗ = ρth/a and of Bθ/B, where ρth = mvth/(ZeB),
vth =
√
2T/m. In (R,ϕ,Z) coordinates, the domi-
nant terms in the equations of motion are
vd0 ≈
v2⊥ + 2v
2
‖
2ωcB
b×∇B ,
which, noticing that b ≈ bφφˆ, where φˆ is the unit
vector in the toroidal direction, and B ≈ Bφ, can
be further reduced to,
vRd0 ≈ 0 , vZd0 ≈ −bφ
v2‖ + v
2
⊥/2
ωcB
∂RBφ . (17)
2. E × B drift vE . Generally, E × B drift vE is
contributed from the equilibrium scalar potential
δφeq and the perturbed scalar potential δφ, i.e.,
vE = vE,eq + δvE . In this work, we only consider
the latter one, i.e.,
δvRE =
1
B∗‖
(bϕ∂Z〈δφ〉 − bZ
R
∂ϕ〈δφ〉) , (18)
δvZE =
1
B∗‖
(−bϕ∂R〈δφ〉+ bR
R
∂ϕ〈δφ〉) , (19)
δvϕE =
1
RB∗‖
(−bR∂Z〈δφ〉+ bZ∂R〈δφ〉) , (20)
where 〈. . .〉 indicates a gyro average. In TRIMEG,
the four point gyro average scheme is adopted. For
the calculation of 〈A(R,Z)〉, where A indicates δφ
or its derivative in R or Z direction, A(R± ρ⊥, Z)
and A(R,Z ± ρ⊥) are calculated and the average
value is obtained. The dominant term is
δvE =
b× 〈∇δϕ〉
B
=
1
B
〈[Rˆ∂Zδϕ− Zˆ∂Rδϕ]〉 , (21)
where Rˆ and Zˆ are the unit vectors in the R and
Z directions.
3. Parallel acceleration v˙‖0
v˙‖0 = − µ
B∗‖
(B∗R∂RB +B
∗
Z∂ZB). (22)
The dominant term is
v˙‖0 ≈ −µ(bR∂RB + bZ∂ZB). (23)
The simplification of other terms such as v‖ and v˙‖E is
trivial and is omitted.
2. Weight equation
The gyrokinetic Vlasov equation for the evolution of
the perturbed distribution function δf(R, v‖, µ) is
dδf
dt
= τ(E) , (24)
where
τ(E) = −f0δR · ∇ ln f0 + f0 e
m
〈E〉 · dR
dt
∣∣∣∣
0
.
The weight of the markers is defined to represent the
perturbed distribution function,
δf(R, v‖, µ) =
Nph
N
N∑
p=1
1
2piB∗‖
wp(t)δ(R−Rp(t))
×δ(v‖ − v‖,p(t))δ(µ− µp(t)) , (25)
where Nph and N are the total numbers of the physi-
cal particles and numerical markers respectively and the
subscript p is the marker index. Defining Ωp as the phase
space volume occupied by the marker p, Eq. 25 yields
δf(Rp, v‖,p, µp)Ωp =
Nph
N
wp(t) , (26)
and Eq. 24 gives
dwp
dt
=
N
Nph
Ωpτ(E) . (27)
The above definition is the same as that in ORB59,22.
However, in this work, for the sake of simplicity, we load
4the markers with the distribution function the same as
that of the physical particles, i.e.,
fmark =
N
Nph
f , (28)
then
Ωp ≡
B∗‖dRdµdα
dN
=
1
fmark
, (29)
where α is the gyro angle. Equations 27, 28 and 29 yield
dwp
dt
= −δR · ∇ ln f0 + e
m
〈E〉 · dR
dt
∣∣∣∣
0
. (30)
The perturbed density in a small volume ∆V is calcu-
lated from the marker weight in ∆V
δn
〈n〉 =
Vtot
N∆V
∑
p∈∆V
wp , (31)
where 〈n〉 is the volume averaged density. For unstruc-
tured meshes, the volume ∆V is centered around a ver-
tex and ∆V = ∆Vvert is calculated using ∆Vtria, where
∆Vtria is a triangular prism which extends along the ϕ
direction. Using the particle-in-Fourier method in the
toroidal direction, we have for each toroidal mode num-
ber n,
δnn(R,Z)
〈n〉 =
Vtot
N∆V
∑
(Rp,Zp)∈∆S
wpe
−inϕp , (32)
where ∆S is the projection of ∆V in the (R,Z) plane.
D. Field equation
The gyrokinetic Poisson equation with the long wave-
length approximation is adopted in this work, i.e.,
−∇⊥ n0
ωcB
· ∇⊥δφ = δni − δne . (33)
Generally, the electron response is dominated by the adi-
abatic response. Thus, the electron response can be
decomposed into the adiabatic and non adiabatic (NA)
parts, i.e.,
δne =
e
Te
δφ˜+ δnNAe , (34)
where δφ˜ is the non-zonal component, i.e., δφ˜ = δφ −
δφ0,0, δφ0,0 is the poloidal harmonic with n = 0,m = 0,
where m is the poloidal mode number. Notice that the
Fourier decomposition is used in the ϕ direction but the
finite element method is used in the (R,Z) plane.
For n 6= 0, with the subscript n omitted,
−∇⊥ n0
ωcB
· ∇⊥δφ+ e
Te
δφ˜ = δni − δnNAe . (35)
For n = 0,
−∇⊥ n0
ωcB
·∇⊥δφ+ e
Te
(δφ˜−δφ0,0) = δni−δnNAe . (36)
In this work, we focus on the n 6= 0 modes while
the studies involving n = 0 components such as the
geodesic acoustic mode will be reported in another sepa-
rate work23.
E. Numerical methods
1. General description
This gyrokinetic Poisson-Vlasov system is imple-
mented in Fortran. The field equation is solved using
the finite element method for unstructured meshes. The
sparse matrix corresponding to the gyrokinetic Poisson
equation is solved using PETSc (Portable, Extensible
Toolkit for Scientific Computation)29. The Runge-Kutta
fourth order integrator is implemented for particles and
coupled to the field solver. The RungeKutta fourth-order
method is given by the following steps,
∆X1 = ∆tdtX(Xt, δφt) , X
(1)
t = Xt + ∆X1/2
∆X2 = ∆tdtX(X
(1)
t , δφ
(1)
t ) , X
(2)
t = Xt + ∆X2/2
∆X3 = ∆tdtX(X
(2)
t , δφ
(2)
t ) , X
(3)
t = Xt + ∆X3/2
∆X4 = ∆tdtX(X
(3)
t , δφ
(3)
t ) ,
X(t+ ∆t) = X(t) + (∆X1 + 2∆X2 + 2∆X3 + ∆X4)/6 ,
where dtX = dX/dt, X = (R, v‖), ∆t is the time interval
and δφ(i) is solved from Eq. 33 with δn(t) obtained using
X
(i)
t for i = 1, 2, 3.
2. Particle positioning (deposition/gathering) scheme
When calculating the toroidal component of the charge
density perturbation δnn(R,Z) in Eq. 32 using marker
weights wp in the so-called “charge deposition” stage,
or when interpolating the field value at the particle posi-
tion using the grid field value during the “field gathering”
stage, the marker-triangle mapping, i.e., the particle po-
sitioning, needs to be treated. For the brute force particle
position scheme, each triangle is checked for each marker
whether the triangle contains the marker, which leads to
a NNt scale computational cost, where N and Nt are the
marker and triangle numbers respectively. In this work,
rectangular grids (“boxes”) are constructed in (R,Z)
space and the box-triangle index {Boxi 7→ Trianglej} is
built when there is overlap between a box i and a triangle
j. The mapping {Boxi 7→ Trianglej}, j = 1, . . . , Ni,tri
is stored in the dynamically growing arrays for each
box i. For a given marker p, the box which contains
Marker p is first found, i.e., the {p 7→ Boxi} map-
ping is identified. Then using the box-triangle mapping
5{Boxi 7→ Trianglej}, the corresponding triangle is identi-
fied. The computational cost is αN for N markers, where
α is a constant number.
The intermediate boxes are generated in the simulation
domain with given Nx and Ny, where Nx and Ny are the
rectangular grid numbers in R and Z directions respec-
tively. One limit is Nx  Nr, where Nr is the radial grid
number of the unstructured meshes. For Nx = 2 (the
box number is one), the positioning scheme is identical
to the brute force scheme. The other limit is Nx  Nr,
for which the box size is much smaller than the triangle
size. A typical case between these two limit cases is that
with Nx ≈ Nr. These three cases are shown in Fig. 2.
The computational speed-up versus the box size or Nx
will be studied in Sec. III.
III. NUMERICAL RESULTS
A. Parameters and simplifications for the simulation
In this section, two experimental cases are discussed.
For numerical studies and benchmarks in Sections III B
and III C, the DIII-D Cyclone case is adopted, for which
the parameters are the same as those in the benchmark
work30. The geometry with concentric circular magnetic
flux surfaces is assumed. The nominal safety factor pro-
file is30
q(r) = 2.52r¯2 − 0.16r¯ + 0.86 , (37)
where r¯ ≡ r/a. In Sections III B and III C, an ad hoc
equilibrium model is adopted. By assuming the following
form of the safety factor profile,
q¯(r) = q¯0 + q¯2r¯
2 , (38)
where q¯ = q/
√
1− r2/R20, the poloidal flux function can
be obtained analytically23,31. The values of q and the
magnetic shear sˆ are matched to Eq. 37 at rc = 0.5a, i.e.,
q2 = qcsˆc/(2r
2
c ), q0 = (2/sˆc− 1)r¯2cq2, where qc and sˆc are
calculated at r = rc using Eq. 37. The temperature and
density profiles indicated by A(r) and the corresponding
normalized logarithmic gradients indicated by Lref/LA
are given by
A(r)
A(r0)
= exp
{
−κAWA a
Lref
tanh
(
r − rc
WAa
)}
, (39)
Lref
LA
= −Lref d lnA
dr
= κA cosh
−2
(
r − rc
WAa
)
, (40)
where the subscript ‘c’ denotes the center of the gradient
and the values of rc, WA etc are in Table I.
For the studies using the realistic geometry in Sec-
tion III D, the ASDEX Upgrade (AUG) case with shot
number 34924 at 3.600s is chosen. This is a typical dis-
charge for the study of energetic particle and turbulence
physics32. In the simulation, we use the experimental
equilibrium but use the analytical density and temper-
ature profiles in Eq. 40, with the radial coordinate re-
placed with ρp =
√
(ψ − ψ0)/(ψb − ψ0), where ψ0 and
ψb are the poloidal magnetic flux function at the mag-
netic axis and at the last closed surface respectively. The
purpose of this study is to test the capability of treat-
ing the realistic geometry with minimum technical com-
plexity. The fully self consistent treatment of the den-
sity/temperature profile and the equilibrium will be ad-
dressed in another work.
Since our purpose is to study the mixed PIC-PIF
scheme and the particle search scheme in this work and
address the basic ITG mode problem in the whole plasma
geometry with minimum complexity, we have made the
following simplifications.
1. Only the dominant terms in the equations of mo-
tion, Eqs. 17, 21 and 23, are solved.
2. The equilibrium variation of n, B and T in the
gyrokinetic Poisson equation, Eq. 33, is ignored.
3. The ITG instability drive in Eq. 40 for the weight
equation is kept but the equilibrium variation in n,
T and B is omitted.
4. A single toroidal harmonic is simulated without the
nonlinear terms, even though the dominant nonlin-
ear term δvE ·∇δf for the ITG saturation is imple-
mented in TRIMEG.
5. The Dirichlet boundary condition is adopted for
the gyrokinetic Poisson equation with δφ = 0 at the
boundary. The “absorbing boundary condition” for
markers are adopted, i.e., the markers hitting the
boundary are removed from the system.
6. Adiabatic electron approximation is adopted, i.e.,
δnNAe = 0 in Eq. 34.
7. As the initial condition, markers with Maxwellian
distribution are loaded in the simulation domain.
Markers hitting the wall are removed (absorbing
boundary condition). Since in this work, we only
performed linear simulations, the marker distribu-
tion does not change after all absorbed markers are
removed.
This simplified model can be replaced with a more
comprehensive one by either future development of the
TRIMEG code, or by implementing the finite element
solver for unstructured meshes and the PIC-PIF scheme
in other codes such as ORB5 and GTC.
B. Convergence and scaling studies
The effects of the rectangular box size on the com-
putational cost in the particle positioning scheme are
studied using a medium size case whose radial grid num-
ber is Nr = 90 and the total marker number N is
6rc/a a/R0 a/ρs Te/Ti R0/Lref κTi κn Wn = WTi
0.5 0.36 180 1 1 6.69 2.23 0.3
TABLE I. Parametes for ITG with adiabatic electrons (same
as those in Ref. 30), where R0 = 1.67m, ρs = cs/Ωi, cs =√
Te/mi and the value of ρs is calculated using Te(r/a = 0.5)
and B(r = 0).
25.6 million. The brute force scheme (Nx = 2) serves
as the baseline and the speed-up for other values of
Nx = Ny = 4, 8, . . . 4096, 8192 is shown in Fig. 3. There
is an optimal value of the box size with respect to the tri-
angle size in the range of 1 < Nx/(2Nr) < 10. The speed-
up forNx = 256, 512, 1024 are 35.5, 35.7, 36.3; larger than
those for other values of Nx. For Nx/(2Nr)  1, each
box contains a large number of triangles, as shown in
Fig. 2 (left) and identifying the particle-triangle mapping
consumes a significant amount of computing time. For
Nx = 2, the particle positioning in the charge deposition
and field gathering can cost> 95% of the total computing
time. As Nx/(2Nr) increases and becomes larger than 1,
the particle positioning consumption is reduced and the
cost of the charge deposition and the field gathering is
comparable to the particle pusher. For Nx/(2Nr)  1,
the memory cost for storing the box-triangle mapping in-
creases but without significant CPU cost, and thus only
slows down the simulation slightly. Even as Nx changes
from 1024 to 8192, the speed-up decreases from 36.3 to
32.7, by only around 10%.
The convergence of the simulation results in terms of
growth rate with respect to the radial grid number, the
marker number per triangle and the time step size is
studied. The convergence with respect to Nr, marker
number N and time step size ∆t is shown in Fig. 4.
For this n = 20 mode, as shown in the left frame, from
Nr = 64, the simulation starts to converge. The corre-
sponding poloidal grid number per wave length≈ 7. Note
that the poloidal grid spacing is set to be close to the ra-
dial grid spacing. For the linear studies in this work,
the mode structure is elongated along the radial direc-
tion and the minimum value of Nr is determined by the
grid number per wave length in poloidal direction, i.e.,
Nθ/m ≈ 2piNr(r/a)/(nq) 1. In the middle frame, the
results start to converge when the marker number per
triangle N/Nt > 4. In the right frame, the simulation
starts to converge for dt ≤ 0.5 and becomes numerically
unstable for dt > 1.
The parallel performance is tested for evaluating the
scaling properties. The speed-up for the simulation with
N = 25.6 million markers with different numbers of cores
is analyzed and shown in Fig. 5. Its comparison with the
ideal scaling shows the good strong scaling for small to
moderate core numbers (core number ≤ 1280). For even
larger core numbers, the consumption of the field solver
parallel communication can increase since the field solver
is distributed over all cores. As a result, the deviation of
the speed-up curve away from the ideal scaling becomes
significant as the core number is larger than 1280.
C. ITG simulation using Cyclone parameters
Following the convergence and scaling studies in
Section III B, ITG mode simulations using the Cy-
clone case parameters are performed. The growth
rate and the frequency are shown in Fig. 6 and are
compared with the ORB5 results noticing vti/RN =√
2Ti/Te(R0/RN )(cs/R0), where R0 is the major radius.
The agreement between the TRIMEG results and the
ORB5 results is reasonable, noting the simplifications in
TRIMEG as discussed in Sec. III A. Nevertheless, consid-
ering the spatial scale separation between the equilibrium
profile variation spatial scale LE , the mode structure ra-
dial envelope width LA and the single poloidal harmonic
width 1/(ndq/dr), i.e., LE  LA  1/(ndq/dr)27, the
simulation from TRIMEG already captures the leading
order solution. More comprehensive physics models will
be implemented in the future.
D. ITG simulation using AUG equilibrium in the core
plasma and in the whole plasma geometry
In this section, we perform simulations of ITG modes
using the AUG equilibrium described in Section III A.
The main purpose is to demonstrate the capability of
treating the realistic magnetic equilibrium from an ex-
periment using TRIMEG. Three cases are defined in Ta-
ble II. The simulations without and with the open field
line region are performed and compared as shown in Fig.
7 and Fig. 8. For Cases (A) and (B), the open field line
plays a weak role on the core ITG mode due to the nar-
row envelope of the radial mode structure. As a result,
the 2D mode structures and the growth rate are almost
identical between these two cases. For Case C, the local
variables at ψ = ψb such as q, sˆ, and the minor radius
that determine the mode growth rate are different from
(A) and (B). As a result, the growth rate curve is shifted
due to the change in the finite Larmor radius / finite
orbit width effects (kθρth ≈ nqρth/r) and other effects.
While the convergence of the simulation for the whole
plasma volume is achieved, a benchmark with other codes
with the treatment of the whole plasma geometry will be
studied in the future. Missing physics in the TRIMEG
code includes, but is not limited to, the fully nonlin-
ear collision operator33; a more realistic boundary con-
dition such as a sheath boundary condition34,35; the ra-
dial electric field consistent with neoclassical physics; and
zonal flow physics. In addition, more comprehensive gy-
rokinetic/gyrofluid models for the edge also need to be
considered12,13.
7Case OFL ρp,c Wp,c
A w/o 0.5 0.3
B w/ 0.5 0.3
C w/ 1.0 0.1
TABLE II. Parameters for the three ITG simulations using
the AUG equilibrium. OFL refers to the Open Field Line
region. For all cases, κn = 2.23, κT = 6.96.
IV. CONCLUSION
In this work, the TRIMEG code has been developed
based on the mixed unstructured mesh based FEM-
Fourier decomposition scheme and the intermediate grid
for the particle position. The parallel scalability of charge
deposition and field gathering has been achieved and
strong scaling up to moderate core numbers has been
demonstrated. The benchmark with ORB5 using the
DIII-D Cyclone test case shows reasonable agreement in
terms of growth rate and frequency. The capability of
treating the whole plasma volume is demonstrated by us-
ing an AUG magnetic equilibrium with an X-point and
analytical density and temperature profiles. Futher de-
velopment of the TRIMEG code for specific physics stud-
ies such as the mode structure symmetry breaking36–39
and for more comprehensive simulations including the
wave-particle and wave-wave nonlinearities and multiple
species will be explored in the future.
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FIG. 6. Benchmark of the growth rate (upper) and the real
frequency (bottom) for the Cyclone case. The ORB5 simula-
tion results are from our previous work36.
FIG. 7. The 2D ITG mode structures (n = 20) for the three cases defined in Table II. Case A (left), Case B (middle) and Case
C (right). The dotted line indicates the separatrix.
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FIG. 8. Growth rate versus toroidal mode number n for the
three cases defined in Table II.
