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The system to be considered in this paper is(
x′
y′
)
= A(t)
(
x
y
)
+ B(t)
(
φp(x)
φp∗ (y)
)
.
Here, A(t) is a 2× 2 diagonal matrix and B(t) is a 2× 2 anti-diagonal matrix, and φq(z) =
|z|q−2z with q > 1. The coeﬃcients of B(t) are assumed to be periodic, but the coeﬃcients
of A(t) are not necessarily periodic. The system is of half-linear type. Suﬃcient conditions
are given for the zero solution of the half-linear system to be globally asymptotically stable.
The zero solution of the system(
x′
y′
)
= B(t)
(
φp(x)
φp∗ (y)
)
is stable, but is not attractive. Our concern is to clarify a positive effect of the diagonal part
A(t)
(
x
y
)
on the global asymptotic stability for the half-linear system. Some simple examples are
included to illustrate the main result.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider a system of differential equations of the form
x′ = −e(t)x+ f (t)φp∗(y),
y′ = −(p − 1) f (t)φp(x) − g(t)y, (1.1)
where the prime denotes d/dt; the functions e(t), f (t) and g(t) are continuous for t  0, and f (t) is periodic and f (t) ≡ 0;
the two numbers p and p∗ are positive and satisfy (p − 1)(p∗ − 1) = 1; the function φq(z) is deﬁned by
φq(z) = |z|q−2z
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to be periodic. The numbers p and p∗ are naturally greater than 1. In the special case that p = 2, system (1.1) becomes the
linear system
x′ = A(t)x, (1.2)
where
x=
(
x
y
)
and A(t) =
( −e(t) f (t)
− f (t) −g(t)
)
.
System (1.1) includes the second-order half-linear differential equation(
φp
(
x′
))′ + g(t)φp(x′)+ (p − 1)φp(x) = 0, (1.3)
because the substitution y = φp(x′) transforms Eq. (1.3) into system (1.1) with e(t) = 0 and f (t) = 1.
Over the past four decades a considerable number of studies have been made on the oscillation of solutions of half-linear
differential equations, which have more general forms than Eq. (1.3). Those results can be found in the books [1,4,5] and
references cited therein. Many good reports about the oscillation are reported continually recently. For example, we can cite
the papers [5,7,10,13,16,17,19–21,25]. However, only few attempts have so far been made on the global asymptotic stability
of the zero solution of half-linear differential equations.
We say that the zero solution of (1.1) is globally attractive if every solution (x(t), y(t)) of (1.1) tends to (0,0) as time t
increases. In addition, if the zero solution of (1.1) is stable, then it is said to be globally asymptotically stable. The purpose of
this paper is to give suﬃcient conditions on e(t), f (t) and g(t) for the zero solution of (1.1) to be globally asymptotically
stable. In general, it may be hard to deal with the case that the coeﬃcients of half-linear differential systems (or equations)
are allowed to change sign. In this paper, we discuss the stability problem even in this case.
In Eq. (1.3), g(t) corresponds to a damping coeﬃcient. Consider a basic half-linear differential equation without the
damping term,(
φp
(
x′
))′ + (p − 1)φp(x) = 0. (1.4)
The global existence and uniqueness of solutions of (1.4) are guaranteed for the initial value problem. Let S(t) be the solution
of (1.4) satisfying the initial condition (S(0), S ′(0)) = (0,1). Then, S(t) satisﬁes the generalized Pythagorean identity∣∣S(t)∣∣p + ∣∣S ′(t)∣∣p ≡ 1,
and it is positive and increasing on [0,πp/2] with S(πp/2) = 1 and S ′(πp/2) = 0, where
πp =
1∫
0
2
(1− sp)1/p ds =
2π
p sin(π/p)
.
As is customary, we deﬁne the generalized sine function sinp θ as follows:
sinp θ =
{
S(θ) if 0 θ  πp/2,
S(πp − θ) if πp/2 < θ  πp
and
sinp θ =
{− sinp(θ − πp) if πp  θ < 2πp,
sinp(θ − 2nπp) if 2nπp  θ < 2(n + 1)πp
for n = ±1,±2, . . . . The generalized cosine function cosp θ is deﬁned as cosp θ = d sinp θ/dθ . Then,
| sinp θ |p + | cosp θ |p = 1 and | cosp θ |p−2 d
dθ
cosp θ + | sinp θ |p−2 sinp θ = 0 (1.5)
for θ ∈ R. For details about half-linear trigonometric functions, see [4,6,8].
System (1.1) is divided into a linear term and a nonlinear term as follows:(
x′
y′
)
=
(−e(t) 0
0 −g(t)
)(
x
y
)
+
(
0 f (t)
−(p − 1) f (t) 0
)(
φp(x)
φp∗(y)
)
.
We consider the system consisting of only the nonlinear term, namely,
x′ = f (t)φp∗(y),
y′ = −(p − 1) f (t)φp(x). (1.6)
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Putting
x = r sinp θ and y = φp(r cosp θ)
and using the relations (1.5), we can transform system (1.6) into the system
r′ = 0,
θ ′ = f (t).
This is called the generalized Prüfer transformation. Taking into account that φp∗ is the inverse function of φp and p∗ =
p/(p − 1), we get
r(t) = p
√∣∣x(t)∣∣p + ∣∣y(t)∣∣p∗ .
Hence, we see that if f (t) is positive (resp., negative) for t  0, then each nontrivial positive orbit of (1.6) moves clockwise
(resp., counterclockwise) on the closed curve deﬁned by
|x|p + |y|p∗ = c
for some c > 0; if f (t) changes sign, then each nontrivial positive orbit of (1.6) moves on the closed curve or its arc in
a clockwise and a counterclockwise direction alternately (for example, see Fig. 1.1). Needless to say, all nontrivial positive
orbit do not approach the origin (x, y) = (0,0); that is, the zero solution of (1.6) is not globally attractive.
Let us add the linear term(−e(t) 0
0 −g(t)
)(
x
y
)
to Eq. (1.6). Then, what kind of conditions on e(t) and g(t) will guarantee the global attractivity of the zero solution? In
other words, what are conditions of the linear term for the zero solution of (1.1) to become globally attractive.
We answer the question raised above in this paper. In Section 2, we give an important concept to settle our question and
state the main result. The most diﬃcult point to discuss the global attractivity for system (1.1) is that coeﬃcients of (1.1)
may change sign. In order to conquer the diﬃculty, we use the continuity and periodicity of such coeﬃcients. We prepare
some lemmas derived from the continuity and periodicity in Section 3. We divide the proof of the main result into two
part: stability and global attractivity. Stability is proved by using a Lyapunov-type theorem in Section 4. The proof of the
global attractivity is given in Section 5, which is a core of this paper. In Section 6, we show that the zero solution is not
globally asymptotically stable when at least one of the assumption fails to be satisﬁed. To illustrate the main result, we take
some concrete examples and exhibit positive orbits of (1.1) in Section 7.
2. Statement of the main result
For the sake of convenience, we write
E(t) =
t∫
0
e(s)ds and ψ(t) = p∗g(t) − pe(t)
for t  0, and deﬁne the positive part and the negative part of ψ(t) as follows:
ψ+(t) = max
{
0,ψ(t)
}
and ψ−(t) = max
{
0,−ψ(t)}.
Then, ψ(t) = ψ+(t) − ψ−(t) and |ψ(t)| = ψ+(t) + ψ−(t). The following concept plays a vital role in this paper.
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I
ϕ(t)dt = ∞
for every set I =⋃∞n=1[τn, σn] such that τn + δ < σn < τn+1 < σn + 
 for some δ > 0 and 
 > 0.
It is clear that if ϕ(t) is weakly integrally positive, then an indeﬁnite integral of ϕ(t) diverges as t → ∞. Hence, the
weakly integrally positivity is a stronger assumption than
lim
t→∞
t∫
ϕ(s)ds = ∞.
About the weak integral positivity, the reader can refer to [11,12,22–24,26] for example.
Proposition 2.1. The functions 1/(1+ t) and sin2 t/(1+ t) are weakly integrally positive for t  0.
Proof. The proof is by contradiction. Suppose that there exist two sequences {τn} and {σn} with δ > 0 and 
 > 0 such that
τn + δ < σn < τn+1 < σn + 

and
lim
n→∞
n∑
k=1
σk∫
τk
sin2 t
1+ t dt < ∞. (2.1)
We may assume without loss of generality that δ < π . Let { Jn} be a sequence of closed intervals deﬁned by
Jn =
[
(n − 1)π + δ/4,nπ − δ/4]
for each n ∈ N and J =⋃∞n=1 Jn . Then, it is clear that sin2(δ/4) sin2 t for t ∈ J . Deﬁne an on–off function
h(t) =
{
sin2(δ/4) if t ∈ J ,
0 otherwise,
so that
h(t) sin2 t for t  0. (2.2)
Since δ < π , we see that [σn − δ,σn] ⊂ [σn −π,σn]. This means that there exists no m ∈ N such that the interval [σn − δ,σn]
contains both Jm and Jm+1. Taking into account that h(t) is a periodic function with period π , we conclude that for each
n ∈ N, the length of [σn − δ,σn] ∩ J is at least
δ − δ
4
− δ
4
= δ
2
or more. Since τn < σn − δ, we obtain
δ
2
sin2(δ/4)
σn∫
σn−δ
h(t)dt 
σn∫
τn
h(t)dt.
Hence, together with (2.2), we have
δ sin2(δ/4)
2(1+ σn) 
1
1+ σn
σn∫
τn
h(t)dt 
σn∫
τn
h(t)
1+ t dt 
σn∫
τn
sin2 t
1+ t dt,
namely,
1
1+ σn 
2
δ sin2(δ/4)
σn∫
sin2 t
1+ t dt.
τn
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, we get
τn+1∫
τn
sin2 t
1+ t dt =
σn∫
τn
sin2 t
1+ t dt +
τn+1∫
σn
sin2 t
1+ t dt 
σn∫
τn
sin2 t
1+ t dt +
σn+
∫
σn
sin2 t
1+ t dt

σn∫
τn
sin2 t
1+ t dt +


1+ σn 
σn∫
τn
sin2 t
1+ t dt +
σn+
∫
σn
1
1+ t dt

(
1+ 2

δ sin2(δ/4)
) σn∫
τn
sin2 t
1+ t dt
for each n ∈ N. Hence, by (2.1) we can estimate that
lim
n→∞
τn+1∫
τ1
sin2 t
1+ t dt = limn→∞
n∑
k=1
τk+1∫
τk
sin2 t
1+ t dt 
(
1+ 2

δ sin2(δ/4)
)
lim
n→∞
n∑
k=1
σk∫
τk
sin2 t
1+ t dt < ∞. (2.3)
On the other hand, from (2.2) and the fact that τn → ∞ as n → ∞, we see that
lim
n→∞
τn+1∫
τ1
sin2 t
1+ t dt  limn→∞
τn+1∫
τ1
h(t)
1+ t dt = sin
2(δ/4)
∫
J
1
1+ t dt −
τ1∫
0
h(t)
1+ t dt = ∞.
This contradicts (2.3). Thus, we proved that sin2 t/(1+ t) is weakly integrally positive for t  0. Since
sin2 t
1+ t 
1
1+ t for t  0,
1/(1+ t) is also weakly integrally positive for t  0. 
Before giving the statement of our main theorem, we present a result on the stability problem for system (1.1). The
following result can be derived from a theorem given by Sugie and Onitsuka [27].
Theorem A. Suppose that E(t) and g(t) are bounded for t  0. Suppose also that
f 2(t) > 0 for t  0. (2.4)
If ψ(t) is nonnegative and it is weakly integrally positive for t  0, then the zero solution of (1.1) is globally asymptotically stable.
Recall that f (t) were assumed to be a periodic function. We can divide periodic functions into two types according to
their properties: (a) f (t) has no zeros; (b) f (t) has inﬁnitely many zeros. If f (t) belongs to type (a), then condition (2.4) is
satisﬁed, and therefore, Theorem A is available. But, Theorem A is of no use if f (t) belongs to type (b). We intend to give a
result which is applied to both types. Will condition (2.4) be really necessary to show the global asymptotic stability of the
zero solution of (1.1)? The answer is as follows:
Theorem 2.2. Suppose that E(t) and g(t) are bounded for t  0. Suppose also that
(i) ψ+(t) is weakly integrally positive for t  0;
(ii)
∞∫
0
ψ−(t)dt < ∞.
Then the zero solution of (1.1) is globally asymptotically stable.
Remark 2.1. If ψ(t) is nonnegative, then ψ+(t) ≡ ψ(t) and ψ−(t) ≡ 0. Hence, if ψ(t) is nonnegative and weakly integrally
positive for t  0, then assumptions (i) and (ii) in Theorem 2.2 are naturally satisﬁed, and therefore, Theorem 2.2 is a
complete generalization of Theorem A.
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System (1.1) has periodic coeﬃcients f (t) and −(p − 1) f (t). Let ω be the period of f (t) and deﬁne
f = min
t∈[0,ω] f (t) and f = maxt∈[0,ω] f (t).
Then, the inequality f  f holds, with equality if and only if f (t) is a constant function. Taking this inequality into account,
we have the following result.
Lemma 3.1. If f + f  0, then f > 0 and
f  1
2
(| f | + | f |)> 0.
If f + f < 0, then f < 0 and
− f  1
2
(| f | + | f |)> 0.
Proof. Suppose that f + f  0 and f  0. Then, we have
0 f + f  2 f  0.
Hence, both f and f are zero. This contradicts the assumption that f (t) ≡ 0. Thus, f + f  0 implies f > 0. Since f + f  0,
we see that f − f − f , namely, f = | f | | f |. Hence, we obtain
f  1
2
(| f | + | f |)> 0.
Next, suppose that f + f < 0 and f  0. Then, we have
0 2 f  f + f < 0.
This is a contradiction. Thus, f + f < 0 implies f < 0. Since f + f < 0, we see that f  f < − f , namely, − f = | f | | f |.
Hence, we obtain
− f  1
2
(| f | + | f |)> 0.
This completes the proof of Lemma 3.1. 
For example, if f (t) = sin t , then
f (t) 1
2
= 1
2
f for (2m + 1/6)π  t  (2m + 5/6)π
and
f (t)−1
2
= 1
2
f for (2m + 7/6)π  t  (2m + 11/6)π,
where m is an arbitrary integer. Similarly, by the continuity and periodicity of f (t), we have the following result.
Lemma 3.2. Let m be any integer. If f + f  0, then there exist numbers a and b with 0 a < b ω such that
f (t) 1
2
f > 0 for mω + a t mω + b.
If f + f < 0, then there exist numbers a and b with 0 a < b ω such that
f (t) 1 f < 0 for mω + a t mω + b.
2
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If f + f  0, then it follows from Lemma 3.1 that f > 0. Let t be a point on [0,ω] such that f (t) = f . Since f (t) is
continuous at t = t , we can choose a δ with 0 < δ < min{t,ω − t} such that |t − t| δ implies | f − f (t)| f /2. Hence, by
the triangle inequality, we have
0 <
1
2
f 
∣∣ f (t)∣∣ for t − δ  t  t + δ.
Let a = t − δ and b = t + δ. Then, from the continuity of f (t), we see that
f (t) 1
2
f > 0 for a t  b.
If f + f < 0, then it follows from Lemma 3.1 that f < 0. Let t be a point on [0,ω] such that f (t) = f . Since f (t) is
continuous at t = t , we can choose a δ with 0 < δ < min{t,ω− t} such that |t − t| δ implies | f − f (t)|− f /2. Hence, we
obtain
f (t) 1
2
f < 0 for a t  b,
where a = t − δ and b = t + δ. 
4. Uniform stability and uniform boundedness
To prove the main result, we have to derive two conclusions: the zero solution of (1.1) is stable; it is globally attractive.
In this section, we conﬁrm the ﬁrst conclusion. To be precise, using Lyapunov’s direct methods, we prove that the zero
solution of (1.1) is uniformly stable and all solutions of (1.1) are uniformly bounded. Uniform stability is a stronger concept
than mere stability.
We denote a solution of (1.1) satisfying the initial condition (x(t0), y(t0)) = (x0, y0) by (x(t; t0, x0, y0), y(t; t0, x0, y0)).
We say that the zero solution of (1.1) is uniformly stable if, for any ε > 0, there exists a δ(ε) > 0 such that t0  0 and
|x0| + |y0| < δ imply |x(t; t0, x0, y0)| + |y(t; t0, x0, y0)| < ε for all t  t0, and we say that all solutions of (1.1) are uni-
formly bounded if, for any α > 0, there exists a β(α) > 0 such that t0  0 and |x0| + |y0| < α imply |x(t; t0, x0, y0)| +
|y(t; t0, x0, y0)| < β for all t  t0. For details about the direct method of Lyapunov, see the books [2,3,9,14,15] for example.
Proposition 4.1. Suppose that E(t) is bounded for t  0. If
∞∫
0
ψ−(t)dt < ∞,
then the zero solution of (1.1) is uniformly stable and all solutions of (1.1) are uniformly bounded.
Proof. As suitable Lyapunov functions, we adopt
V (t, x, y) = exp(pE(t))(|x|p + |y|p∗)
and
U (t, x, y) = V (t, x, y)exp
(
−
t∫
0
ψ−(s)ds
)
on [0,∞) × R2. Using Lyapunov-type theorems due to Persidski [18] and Yoshizawa [28], we verify that the zero solution
of (1.1) is uniformly stable and all solutions of (1.1) are uniformly bounded, respectively. If U (t, x, y) is positive deﬁnite
and decrescent, and the derivative of U (t, x, y) along any solution of (1.1) is nonpositive, then the zero solution of (1.1) is
uniformly stable. In addition, if U (t, x, y) is radially unbounded, then all solutions of (1.1) are uniformly bounded.
From the boundedness of E(t), we can choose a K > 0 such that∣∣E(t)∣∣< K for t  0.
Since the integral of ψ−(t) is ﬁnite, there exists an L > 0 such that
L =
∞∫
ψ−(t)dt.
0
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e−(pK+L)
(|x|p + |y|p∗) V (t, x, y)e−L  U (t, x, y) V (t, x, y) epK (|x|p + |y|p∗).
From this inequalities, we see that U (t, x, y) is positive deﬁnite and decrescent, and U (t, x, y) tends to ∞ as |x| + |y| → ∞
uniformly for t  0, namely, it is radially unbounded.
Differentiate V (t, x, y) along any solution of (1.1) to obtain
V˙ (1.1)(t, x, y) = −
(
p∗g(t) − pe(t))exp(pE(t))|y|p∗
= −ψ(t)exp(pE(t))|y|p∗
ψ−(t)exp
(
pE(t)
)|y|p∗
ψ−(t)V (t, x, y)
on [0,∞) ×R2. Hence, we get
U˙ (1.1)(t, x, y) =
{
V˙ (1.1)(t, x, y) − ψ−(t)V (t, x, y)
}
exp
(
−
t∫
0
ψ−(s)ds
)
 0.
We therefore conclude that the zero solution of (1.1) is uniformly stable and all solutions of (1.1) are uniformly bounded. 
5. Global attractivity
In this section, we derive the second conclusion which mentioned in Section 4.
Proposition 5.1. Under all of the assumptions in Theorem 2.2, the zero solution of (1.1) is globally attractive.
To demonstrate Proposition 5.1, we prepare the following lemma about convergence.
Lemma 5.2. Suppose that
∞∫
0
ψ−(t)dt < ∞.
Let v(t) be nonnegative and continuously differentiable on [t0,∞) for some t0  0. If
v ′(t)ψ−(t)v(t) for t  t0, (5.1)
then v ′(t) is absolutely integrable, and therefore, v(t) has a nonnegative limiting value.
Proof. By (5.1), we have(
v(t)exp
(
−
t∫
t0
ψ−(s)ds
))′
= (v ′(t) − ψ−(t)v(t))exp
(
−
t∫
t0
ψ−(s)ds
)
 0
for t  t0. Integrating this inequality from t0 to t , we obtain
v(t) v(t0)exp
( t∫
t0
ψ−(s)ds
)
for t  t0.
Hence, using (5.1) again, we get
v ′(t) v(t0)exp
( t∫
t0
ψ−(s)ds
)
ψ−(t) for t  t0.
Since the integral of ψ−(t) is ﬁnite, we have
v ′(t) v(t0)exp
( ∞∫
ψ−(s)ds
)
ψ−(t) for t  t0.t0
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(
v ′
)
+(t) v(t0)exp
( ∞∫
t0
ψ−(s)ds
)
ψ−(t).
Consequently,
∞∫
t0
(
v ′
)
+(t)dt  v(t0)exp
( ∞∫
t0
ψ−(t)dt
) ∞∫
t0
ψ−(t)dt < ∞.
On the other hand, since v(t) 0 for t  t0, we get
∞∫
t0
(
v ′
)
−(t)dt =
∞∫
t0
(
v ′
)
+(t)dt −
∞∫
t0
v ′(t)dt 
∞∫
t0
(
v ′
)
+(t)dt + v(t0) < ∞.
Hence, we obtain
∞∫
t0
∣∣v ′(t)∣∣dt =
∞∫
t0
((
v ′
)
+(t) +
(
v ′
)
−(t)
)
dt < ∞.
Since v(t) is nonnegative for t  t0 and v ′(t) is absolutely integrable, it turns out that v(t) has a limiting value v0  0. This
completes the proof of Lemma 5.2. 
We are now ready to prove Proposition 5.1.
Proof of Proposition 5.1. For any t0  0 and (x0, y0) ∈ R2, we consider a solution (x(t; t0, x0, y0), y(t; t0, x0, y0)) of (1.1).
As shown in the proof of Proposition 4.1, all solutions of (1.1) are uniformly bounded. Hence, for any α > 0, there exists a
β(α) > 0 such that |x0| + |y0| < α implies∣∣x(t; t0, x0, y0)∣∣+ ∣∣y(t; t0, x0, y0)∣∣< β for t  t0. (5.2)
For the sake of brevity, we write (x(t), y(t)) = (x(t; t0, x0, y0), y(t; t0, x0, y0)) and
v(t) = V (t, x(t), y(t)).
Then, we have
v(t) = exp(pE(t))(∣∣x(t)∣∣p + ∣∣y(t)∣∣p∗). (5.3)
Since
v ′(t) = −(p∗g(t) − pe(t))exp(pE(t))∣∣y(t)∣∣p∗
= −ψ(t)exp(pE(t))∣∣y(t)∣∣p∗
ψ−(t)exp
(
pE(t)
)∣∣y(t)∣∣p∗
ψ−(t)v(t) (5.4)
for t  t0, the inequality (5.1) holds. Hence, from Lemma 5.2, we see that v(t) has a limiting value v0  0. Because of the
boundedness of E(t), there exist positive numbers k and k such that
k exp
(
pE(t)
)
 k for t  t0. (5.5)
Hence, by (5.3), we have
k
(∣∣x(t)∣∣p + ∣∣y(t)∣∣p∗) v(t) k(∣∣x(t)∣∣p + ∣∣y(t)∣∣p∗)
for t  t0, which implies that if v0 = 0, then the solution (x(t), y(t)) tends to the origin (x, y) = (0,0) as t → ∞. This
completes the proof. Thus, we need consider only the case in which v0 > 0. We will show that this case does not occur.
Let
z(t) = exp(pE(t))∣∣y(t)∣∣p∗ .
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v ′(t) = −ψ(t)z(t) (5.6)
and
k
∣∣y(t)∣∣p∗  z(t) k∣∣y(t)∣∣p∗ (5.7)
for t  t0, respectively. From (5.2) and (5.7), we see that z(t) is bounded for t  t0. Hence, z(t) has an inferior limit and a
superior limit. First, we will show that the inferior limit of z(t) is zero, and we will then show that the superior limit of
z(t) is also zero.
Suppose that lim inft→∞ z(t) > 0. Then, there exist a γ > 0 and a T1  t0 such that z(t) > γ for t  T1. It follows from
(5.6) and Lemma 5.2 that
∞ >
∞∫
t0
∣∣v ′(t)∣∣dt =
∞∫
t0
∣∣ψ(t)∣∣z(t)dt 
∞∫
T1
ψ+(t)z(t)dt > γ
∞∫
T1
ψ+(t)dt.
This contradicts the assumption that ψ+(t) is weakly integrally positive for t  0. Thus, we see that lim inft→∞ z(t) = 0.
Suppose that limsupt→∞ z(t) > 0. Let ν = limsupt→∞ z(t). From the boundedness of g(t), we choose a g > 0 such that∣∣g(t)∣∣ g for t  0. (5.8)
Since v(t) tends to a positive value v0 as t → ∞, there exists a T2  t0 such that
0 <
1
p
v0 < v(t) <
2p − 1
p
v0 for t  T2. (5.9)
Recall that p > 1. Let ε be so small that
p − 1
4
(| f | + | f |)( v0 − pε
pk
)1/p∗
>
(
g + 2
b − a
)(
ε
k
)1/p∗
, (5.10)
where f , f , a and b are the numbers given in Section 3. Since the left-hand side approaches a positive number and the
right-hand side approaches zero as ε → 0, we can ﬁnd such a positive number ε. We may assume without loss of generality
that ε < ν/2.
As proved above, the inferior limit of z(t) is zero. Hence, we can select two intervals [τn, σn] and [tn, sn] with [tn, sn] ⊂
[τn, σn], T2 < τn and τn → ∞ as n → ∞ such that z(τn) = z(σn) = ε, z(tn) = ν/2, z(sn) = 3ν/4 and
z(t) ε for τn < t < σn, (5.11)
z(t) ε for σn < t < τn+1, (5.12)
1
2
ν < z(t) <
3
4
ν for tn < t < sn. (5.13)
It follows from (5.3) that∣∣x(t)∣∣p = exp(−pE(t))(v(t) − z(t)).
Hence, using (5.5), (5.9) and (5.12), we have∣∣x(t)∣∣p > v0 − pε
pk
for σn < t < τn+1.
From (5.10), we see that the number of the right-hand side is positive. We therefore conclude that
∣∣φp(x(t))∣∣= ∣∣x(t)∣∣p−1 >
(
v0 − pε
pk
)1/p∗
> 0 (5.14)
for σn < t < τn+1. By (5.7) and (5.12), we obtain
∣∣y(t)∣∣ ( z(t)
k
)1/p∗

(
ε
k
)1/p∗
for σn < t < τn+1. (5.15)
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distance of two intervals is not so long.
Claim. The sequences {τn} and {σn} satisfy τn+1 − σn  2ω for any n ∈ N.
Suppose that there exists an n0 ∈ N such that τn0+1 − σn0 > 2ω. We can choose an m0 ∈ N such that (m0 − 1)ω < σn0 
m0ω. Hence, we have
τn0+1 > σn0 + 2ω > (m0 − 1)ω + 2ω = (m0 + 1)ω,
and therefore, [m0ω, (m0 + 1)ω] ⊂ (σn0 , τn0+1). There are two cases to consider: (a) f + f  0; (b) f + f < 0. In case (a), by
Lemma 3.2, we have
f (t) 1
2
f > 0 for t ∈ [m0ω + a,m0ω + b] ⊂
[
m0ω, (m0 + 1)ω
]
.
Hence, using the second equation in system (1.1) with (5.8), (5.14) and (5.15), we obtain
∣∣y′(t)∣∣ (p − 1)∣∣ f (t)∣∣∣∣φp(x(t))∣∣− ∣∣g(t)∣∣∣∣y(t)∣∣> p − 1
2
f
(
v0 − pε
pk
)1/p∗
− g
(
ε
k
)1/p∗
for m0ω + a t m0ω + b. It follows from Lemma 3.1 that
p − 1
2
f
(
v0 − pε
pk
)1/p∗
 p − 1
4
(| f | + | f |)( v0 − pε
pk
)1/p∗
.
Hence, together with (5.10), we get
∣∣y′(t)∣∣> 2
b − a
(
ε
k
)1/p∗
> 0 form0ω + a t m0ω + b.
Integrate this inequality from m0ω + a to m0ω + b to obtain
∣∣y(m0ω + b)∣∣+ ∣∣y(m0ω + a)∣∣
∣∣∣∣∣
m0ω+b∫
m0ω+a
y′(t)dt
∣∣∣∣∣=
m0ω+b∫
m0ω+a
∣∣y′(t)∣∣dt > 2(ε
k
)1/p∗
.
This contradicts (5.15). In case (b), using Lemma 3.2 again, we have
f (t) 1
2
f < 0 for t ∈ [m0ω + a,m0ω + b] ⊂
[
m0ω, (m0 + 1)ω
]
.
Hence, combining this with (5.8), (5.14) and (5.15), we obtain
∣∣y′(t)∣∣ (p − 1)∣∣ f (t)∣∣∣∣φp(x(t))∣∣− ∣∣g(t)∣∣∣∣y(t)∣∣> − p − 1
2
f
(
v0 − pε
pk
)1/p∗
− g
(
ε
k
)1/p∗
for m0ω + a t m0ω + b. It follows from Lemma 3.1 that
− p − 1
2
f
(
v0 − pε
pk
)1/p∗
 p − 1
4
(| f | + | f |)( v0 − pε
pk
)1/p∗
.
Hence, by the same way as case (a), we arrive at a contradiction. Thus, the claim is proved.
Let I =⋃∞n=1[τn, σn]. Then, by means of Lemma 5.2 with (5.6) and (5.11), we get
∞ >
∞∫
t0
∣∣v ′(t)∣∣dt =
∞∫
t0
∣∣ψ(t)∣∣z(t)dt 
∞∫
t0
ψ+(t)z(t)dt > ε
∫
I
ψ+(t)dt,
namely,∫
ψ+(t)dt < ∞. (5.16)I
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 for any
n ∈ N. Hence, from the assumption that ψ+(t) is weakly integrally positive for t  0, we see that∫
I
ψ+(t)dt = ∞.
This contradicts (5.16). We therefore conclude that lim infn→∞(σn − τn) = 0. Since [tn, sn] ⊂ [τn, σn], it follows that
lim inf
n→∞ (sn − tn) = 0. (5.17)
Taking into account that ψ−(t) + ψ(t) = ψ+(t) 0 and
z′(t) = v ′(t) − (exp(pE(t))∣∣x(t)∣∣p)′
= −ψ(t)z(t) − p exp(pE(t))(e(t)∣∣x(t)∣∣p + φp(x(t))x′(t))
= −ψ(t)z(t) − p exp(pE(t)) f (t)φp(x(t))φp∗(y(t))
for t  t0, we have(
exp
(
−
t∫
t0
ψ−(s)ds
)
z(t)
)′
= exp
(
−
t∫
t0
ψ−(s)ds
)(−ψ−(t)z(t) + z′(t))
= exp
(
−
t∫
t0
ψ−(s)ds
){−ψ−(t)z(t) − ψ(t)z(t) − p exp(pE(t)) f (t)φp(x(t))φp∗(y(t))}
−p exp
(
−
t∫
t0
ψ−(s)ds + pE(t)
)
f (t)φp
(
x(t)
)
φp∗
(
y(t)
)
 p exp
(
pE(t)
)∣∣ f (t)∣∣∣∣x(t)∣∣p−1∣∣y(t)∣∣p∗−1
for t  t0. From (5.2) and (5.5), we see that(
exp
(
−
t∫
t0
ψ−(s)ds
)
z(t)
)′
< pkMβ p+p∗−2 for t  t0,
where M = max{| f |, | f |}. Letting μ = pkMβ p+p∗−2 and integrating this inequality from tn to sn , we obtain
exp
(
−
sn∫
t0
ψ−(t)dt
)
z(sn) − exp
(
−
tn∫
t0
ψ−(t)dt
)
z(tn)μ(sn − tn),
and therefore,
exp
(
−
∞∫
tn
ψ−(t)dt
)
z(sn) − z(tn) exp
(
−
sn∫
tn
ψ−(t)dt
)
z(sn) − z(tn)
 exp
( tn∫
0
ψ−(t)dt
)
μ(sn − tn)
< eLμ(sn − tn).
Since tn diverges to ∞ as n → ∞, it follows that there exists an N ∈ N such that
1 < exp
( ∞∫
tn
ψ−(t)dt
)
<
4
3
for n N.
Recall that z(tn) = ν/2 and z(sn) = 3ν/4. Then, we get
0 <
1
16
ν = 3
4
z(sn) − z(tn) < eLμ(sn − tn)
for n N . This contradicts (5.17). We therefore conclude that limsupt→∞ z(t) = ν = 0.
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z(t) < ε for t  T3. (5.18)
Let l0 be an integer satisfying l0ω > T3. Using (5.18) instead of (5.12) and following the same process as in the proof of
Claim, we can estimate that
2
(
ε
k
)1/p∗

∣∣y(l0ω + b)∣∣+ ∣∣y(l0ω + a)∣∣
∣∣∣∣∣
l0ω+b∫
l0ω+a
y′(t)dt
∣∣∣∣∣=
l0ω+b∫
l0ω+a
∣∣y′(t)∣∣dt > 2(ε
k
)1/p∗
.
This is a contradiction. Thus, the case of v0 > 0 cannot happen.
The proof of Proposition 5.1 is now complete. 
6. Validity of the assumptions
We cannot drop the boundedness of E(t) in Theorem 2.2. For example, consider the half-linear system
x′ = | cosp t|px+
(
φp(cosp t) sinp t − 1
)
φp∗(y),
y′ = −(p − 1)(φp(cosp t) sinp t − 1)φp(x) − (p − 1)| sinp t|p y. (6.1)
As mentioned in Section 1, sinp t and cosp t are the generalized sine and cosine functions, respectively. Recall that sinp t is
a solution of (1.4) and there is the relation (1.5) between sinp t and cosp t . System (6.1) has a solution(
x(t), y(t)
)= (sinp t,−φp(cosp t)). (6.2)
In fact, since e(t) = −| cosp t|p , f (t) = φp(cosp t) sinp t − 1 and g(t) = (p − 1)| sinp t|p in system (6.1), we have
−e(t)x(t) + f (t)φp∗
(
y(t)
)= | cosp t|p sinp t + (φp(cosp t) sinp t − 1)(− cosp t) = cosp t = (sinp t)′ = x′(t)
and taking into account that sinp t satisﬁes Eq. (1.4), we obtain
−(p − 1) f (t)φp
(
x(t)
)− g(t)y(t) = −(p − 1)(φp(cosp t) sinp t − 1)φp(sinp t) − (p − 1)| sinp t|p(−φp(cosp t))
= (p − 1)φp(sinp t)
= −(φp((sinp t)′))′
= y′(t).
The solution (x(t), y(t)) given by (6.2) satisﬁes the initial condition (x(0), y(0)) = (0,−1) and its positive orbit is a closed
curve surrounding the origin (0,0). Hence, the zero solution of (6.1) is not globally asymptotically stable.
It is clear that f (t) is a periodic function and g(t) is bounded for t  0. Since
ψ(t) = p∗g(t) − pe(t) = p∗(p − 1)| sinp t|p + p| cosp t|p = p
(| sinp t|p + | cosp t|p)= p > 1
for t  0, ψ+(t) ≡ p and ψ−(t) ≡ 0. Hence, ψ+(t) is weakly integrally positive for t  0 and
∞∫
0
ψ−(t)dt = 0.
However, E(t) is not bounded, because e(t) is periodic and nonpositive for t  0. Thus, all of the assumptions in Theorem 2.2
are satisﬁed except the boundedness of E(t). This means that the boundedness of E(t) cannot be removed from Theorem 2.2.
We cannot drop the boundedness of g(t) in Theorem 2.2. For example, consider the half-linear system
x′ = sin
2 t
(1+ t)2 x+ sin
2 tφp∗(y),
y′ = −(p − 1) sin2 tφp(x) − (p − 1)
(
(1+ t)2(p−1) sin2 t + 2
1+ t
)
y. (6.3)
System (6.3) has a solution
(
x(t), y(t)
)= (1,− 1
2(p−1)
)
, (6.4)(1+ t)
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e(t) = − sin
2 t
(1+ t)2 , f (t) = sin
2 t and g(t) = (p − 1)
(
(1+ t)2(p−1) sin2 t + 2
1+ t
)
,
in system (6.3), we have
−e(t)x(t) + f (t)φp∗
(
y(t)
)= sin2 t
(1+ t)2 −
sin2 t
(1+ t)2(p−1)(p∗−1) = 0 = x
′(t)
and
−(p − 1) f (t)φp
(
x(t)
)− g(t)y(t) = −(p − 1) sin2 t + p − 1
(1+ t)2(p−1)
(
(1+ t)2(p−1) sin2 t + 2
1+ t
)
= 2(p − 1)
(1+ t)2p−1 = y
′(t).
The solution (x(t), y(t)) given by (6.4) approaches the point (1,0) as t → ∞. Hence, the zero solution of (6.3) is not globally
asymptotically stable.
Since
∣∣E(t)∣∣=
t∫
0
sin2 s
(1+ s)2 ds
t∫
0
1
(1+ s)2 ds = 1−
1
1+ t ,
E(t) is bounded for t  0. It is clear that f (t) is a periodic function with period π . Because
ψ(t) = p∗g(t) − pe(t) = p∗(p − 1)
(
(1+ t)2(p−1) sin2 t + 2
1+ t
)
+ p sin
2 t
(1+ t)2 
2p
1+ t
for t  0, it follows that ψ+(t) = ψ(t) 2p/(1+ t) and ψ−(t) ≡ 0. Hence, ψ+(t) is weakly integrally positive for t  0 and
∞∫
0
ψ−(t)dt = 0.
However, g(t) is not bounded, because g((n + 1/2)π) > (p − 1)(1 + (n + 1/2)π)2(p−1) → ∞ as n → ∞. Thus, all of the
assumptions in Theorem 2.2 are satisﬁed except the boundedness of g(t). This means that the boundedness of g(t) cannot
be removed from Theorem 2.2.
We cannot drop the assumption that ψ+(t) is weakly integrally positive in Theorem 2.2. For example, consider the
half-linear system
x′ = − 1
(1+ t)2 x+ sin tφp∗(y),
y′ = −(p − 1) sin tφp(x) − p − 1
(1+ t)2 y. (6.5)
Then,
e(t) = 1
(1+ t)2 , f (t) = sin t and g(t) =
p − 1
(1+ t)2 .
System (6.5) has a solution (x(t), y(t)) given by
x(t) = exp
(
− t
1+ t
)
sinp(1− cos t),
y(t) = φp
(
exp
(
− t
1+ t
)
cosp(1− cos t)
)
. (6.6)
In fact, using the identities (1.5) and
φp∗
(
φp(z)
)= z and d
dz
φp(z) = (p − 1)|z|p−2,
we obtain
x′(t) = − 1
(1+ t)2 exp
(
− t
1+ t
)
sinp(1− cos t) + sin t exp
(
− t
1+ t
)
cosp(1− cos t)
= −e(t)x(t) + f (t)φp∗
(
y(t)
)
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y′(t) = (p − 1)exp
(
− (p − 2) t
1+ t
)
×
{
− sin t exp
(
− t
1+ t
)∣∣sinp(1− cos t)∣∣p−2 sinp(1− cos t)
− 1
(1+ t)2 exp
(
− t
1+ t
)∣∣cosp(1− cos t)∣∣p−2 cosp(1− cos t)
}
= −(p − 1) sin tφp
(
exp
(
− t
1+ t
)
sinp(1− cos t)
)
− p − 1
(1+ t)2 φp
(
exp
(
− t
1+ t
)
cosp(1− cos t)
)
= −(p − 1) f (t)φp
(
x(t)
)− g(t)y(t).
The solution (x(t), y(t)) given by (6.6) satisﬁes the initial condition (x(0), y(0)) = (0,1) and its positive orbit approaches a
closed curve surrounding the origin (0,0). Hence, the zero solution of (6.5) is not globally asymptotically stable.
It is clear that E(t) and g(t) are bounded for t  0 and f (t) is a periodic function with period 2π . Since
ψ(t) = p∗g(t) − pe(t) = p
∗(p − 1)
(1+ t)2 −
p
(1+ t)2 = 0
for t  0, it follows that ψ+(t) = ψ−(t) ≡ 0. Hence,
∞∫
0
ψ−(t)dt = 0.
However, ψ+(t) is not weakly integrally positive. Thus, all of the assumptions in Theorem 2.2 are satisﬁed, with the ex-
ception that ψ+(t) is weakly integrally positive for t  0. This means that the weak integral positivity of ψ+(t) cannot be
removed from Theorem 2.2.
We cannot drop the assumption on ψ−(t) in Theorem 2.2. To conﬁrm this, we consider the half-linear system
x′ = sin tφp∗(y),
y′ = −(p − 1) sin tφp(x) − (p − 1) sin
(
t2
)
y. (6.7)
Since e(t) = 0, f (t) = sin t and g(t) = (p − 1) sin(t2), we see that E(t) and g(t) are bounded for t  0 and f (t) is a
periodic function with period 2π . It also turns out that
ψ(t) = p∗g(t) − pe(t) = p sin(t2)
for t  0. Hence, if
√
(2n − 1)π  t √2nπ , then ψ+(t) = 0; otherwise, ψ+(t) > 0. Taking into account that
√
2nπ −√(2n − 1)π = √π√
2n + √2n − 1 → 0 as t → ∞,
we see that ψ+(t) is weakly integrally positive for t  0. However, we can estimate that
∞∫
0
ψ−(t)dt >
p
√
π
2
∞∑
n=1
1√
2n + √2n − 1 = ∞.
Thus, all of the assumptions in Theorem 2.2 are satisﬁed, with the exception that ψ−(t) is integrable. This means that the
integrability of ψ−(t) cannot be removed from Theorem 2.2.
Fig. 6.1 shows a positive orbit of (6.7) with p = 3. The initial time t0 is 0 and the starting point (x0, y0) is (−1,0). The
orbit waves at ﬁrst and approaches a certain arc gradually. Hence, it does not tend to the origin (0,0); that is, the zero
solution of (6.7) is not globally attractive.
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7. Examples
To illustrate Theorem 2.2, we give some examples. Although ψ−(t) ≡ 0 in Eqs. (6.1), (6.3) and (6.5), ψ−(t) does not
always have to be zero identically.
Example 7.1. Consider system (1.1) with
e(t) = 1
(1+ t)2 , f (t) = sin t and g(t) =
(p − 1) sin2 t
1+ t . (7.1)
Then the zero solution is globally asymptotically stable.
It is clear that E(t) and g(t) are bounded for t  0, and f (t) is a periodic function with period 2π . Since
ψ(t) = p∗g(t) − pe(t) = p
{
sin2 t
1+ t −
1
(1+ t)2
}
,
ψ(t) is negative at t = nπ with n ∈ N. Hence, ψ−(t) ≡ 0. Let
Jn =
{
t ∈ [(n − 1/2)π, (n + 1/2)π]: ψ(t) 0}
for any n ∈ N. Then, it is easy to verify that the length of Jn tends to zero as t → ∞. It turns out from this that ψ+(t)
is weakly integrally positive for t  0. Noticing that sin2 t/(1 + t) and 1/(1 + t)2 are nonnegative for t  0, we see that
ψ−(t) 1/(1+ t)2, and therefore,
∞∫
0
ψ−(t)dt < ∞.
Thus, by means of Theorem 2.2, we conclude that the zero solution is globally asymptotically stable.
In Theorem 2.2, we have to assume the boundedness of E(t). However, e(t) need not necessarily be bounded for t  0.
Example 7.2. Consider system (1.1) with
e(t) = −t sin2(l(t)), f (t) = cos t and g(t) = p − 1
1+ t , (7.2)
where
l(t) =
{
n3πt − (n − 1)2(n2 + n + 1)π if t ∈ (n − 1,n − 1+ 1/n3),
nπ if t ∈ [n − 1+ 1/n3,n]
with n ∈ N. Then the zero solution is globally asymptotically stable.
The graph of l(t) is a polygonal line (see Fig. 7.1(a)). It is easy to check that sin2(l(t)) > 0 for n − 1 < t < n − 1 + 1/n3
and sin2(l(t)) = 0 for n − 1+ 1/n3  t  n. Let tn = n − 1+ 1/(2n3) for any n ∈ N. Then, it follows that∣∣e(tn)∣∣= −tn sin2(l(tn))= −
(
n − 1+ 1
3
)
2n
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Fig. 7.2. A positive orbit of (1.1) with (7.2) and p = 3.
which tends to −∞ as n → ∞ (see Fig. 7.1(b)). Hence, it turns out that e(t) is unbounded. However, we can estimate that
E(t) =
t∫
0
s sin
(
l(s)
)
ds <
∞∑
n=1
(
1
n
)3{
n − 1+
(
1
n
)3}
< ∞,
namely, E(t) is bounded for t  0. In addition, g(t) is bounded for t  0 and f (t) is a periodic function with period 2π .
Since
ψ(t) = p∗g(t) − pe(t) = p
{
1
1+ t + t sin
2(l(t))} p
1+ t
for t  0, it follows that ψ+(t) = ψ(t) p/(1+ t) and ψ−(t) ≡ 0. Hence, ψ+(t) is weakly integrally positive for t  0 and
∞∫
0
ψ−(t)dt = 0.
Thus, by virtue means of Theorem 2.2, we conclude that the zero solution is globally asymptotically stable.
Since system (1.1) is nonautonomous, positive orbits have various shapes even if those initial times are the same. Conse-
quently, if we describe several positive orbits in the same ﬁgure, then we cannot ﬁnd the essential feature of positive orbits.
For this reason, we draw only one positive orbit.
In Fig. 7.2, we sketch the positive orbit of Example 7.2 with p = 3 which starts from the point (−1,0) at the initial
time 0. The positive orbit swings from side to side like a pendulum and approaches the origin (0,0) ultimately.
In Examples 7.1 and 7.2 above, ψ(t) converges zero as t → ∞. However, it is not essential for Theorem 2.2.
Example 7.3. Consider system (1.1) with
e(t) = cos t, f (t) = 0.3cos2 t and g(t) = (p − 1)(sin2 t + cos t). (7.3)
Then the zero solution is globally asymptotically stable.
112 J. Sugie et al. / J. Math. Anal. Appl. 371 (2010) 95–112Fig. 7.3. A positive orbit of (1.1) with (7.3) and p = 1.5.
Since
ψ(t) = p∗g(t) − pe(t) = p sin2 t
for t  0, it turns out that ψ+(t) = p sin2 t and it does not converges zero as t → ∞. It is easy to conﬁrm that all of the
assumptions in Theorem 2.2 are satisﬁed. We omit the details.
Finally, we draw a positive orbit of Example 7.3 with p = 1.5. The smooth curve in Fig. 7.3 below indicates the positive
orbit starting from the point (−1,0) at the initial time 0. The positive orbit turns like a ﬁgure of eight, and it repeats such
a movement regularly. Although the positive orbit goes to the right and then goes to the left, it approaches the origin (0,0)
ultimately.
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