In this paper we prove that certain matrix elements of deformed Walgebra satisfy Macdonald difference equations and form n! -dimensional space of solutions. We obtain formulas for analytic continuation as a consequence of commutation relations of vertex fundamental operators.
Introduction
Denote by T u,x i the shift operator T u,x i f (x 1 , x 2 , . . . , x i , . . . , x n ) = f (x 1 , . . . , ux i , . . . , x n ).
Let q be a real number, 0 < q < 1, and t = q k . Let z = (z 1 , z 2 , . . . , z n ). For m = 1, . . . , n consider the following difference operators 
Define ρ to be ρ = k( n − 1 2 , n − 3 2 , . . . , − n − 1 2 ) λ = (λ 1 , λ 2 , . . . , λ n ).
One can see that Thus for any element w of the symmetric group S n : w ∈ S n we have 
Consider formal solution of the first order difference equation :
where . . . mean smaller terms. It will be convenient for us to normalize this solution as
Solution (5) will be referred to as asymptotic solution.
In this paper we prove the following thoerem:
Theorem 1 Let Φ h j be fundamental vertex operators of deformed W-algebra of the first kind. Then the following matrix elements
see theorem 2 below. Before proceeding further we would like to consider the case of root system of type A 1 in more detail.
A 1 -case
In this section we consider the case of root system A 1 as a basic example. It is also used as a base of induction in the proof of theorem 2 below.
There is only one difference equation:
We are looking for the solutions of the equation (6) of the form:
with a(0) = 1.
The solution is given by q-hypergeometric function:
There is the following integral representation for q-hypergeometric function with usual integration:
Here the contour of integration for y starts and ends at 0 and encloses poles y = q
+n . The integrand of (8) has two series of poles: y = q 1−k 2 +n and
For the purposes of completeness we recall the famous Ramanujan's integral
Also one has:
Here we used the standard notations for q − Γ -function and Θ function:
Note that y λ 2 −λ 1 can be replaced by appropriate ratio of Θ-functions:
Here the integrand is single-valued and the contour of integration can be taken away from the origin.
The subscript q in notations of Θ-function will be omitted sometimes.
For the q-hypergeometric function analytic continuation is given:
The series for
If we normalize
then formulas for analytic continuation in the interesting for us case are written as :
Fundamental vertex operators of deformed Walgebra
The deformed W -algebras is a new, interesting subject. We refer the reader to refs. [1] , [4] , [3] , [12] , [21] , [30] , [28] , [29] . In this section we closely follow to the works [28] , [1] . 1. Bosons. Let x be a real parameter, 0 < x < 1 , r > 1. Consider the bosonic oscillators β j m
Let α 1 , α 2 , . . . , α n−1 be the simple roots of root system of type A n−1 , ω 1 , . . . , ω n−1 are fundamental weights, i.e. < α j , ω i >= δ ij .
The zero mode operators P α , Q α indexed by α ∈ P = ⊕Zω i are by definition Z linear in α and satisfy
Define the Fock module F l,s generated by β j −m , m > 0 with the highest weight vector |l, s > : 
The basic operators U −α j (z), U ω j (z) are defined as follows:
2. Fundamental vertex operators. We set
For j < i let π ji act on F l,s as < α j + . . . + α i−1 , rl − (r − 1)s >. Let h 1 , . . . , h n be the weights of the vector representation of sl(n),i.e. h 1 = ω 1 , h i = h 1 − α 1 − . . . − α i−1 . Fundamental vertex operator Φ h i (z) of the first kind is defined:
cf. [28] , see also [1] , [21] . Here x 2v l = y l , l = 1, . . . , i − 1, x 2v 0 = z. Boltzmann weights:
For i = j fundamental vertex operators satisfy the following commutation relations:
Here it is assumed that braiding is realized from the domain |z 1 | > q 1−k |z 2 | to the domain |z 2 | > q 1−k |z 1 |.
Matrix elements of deformed W-algebra provide
Solutions to Macdonald's difference equations Theorem 2 (Solutions as matrix elements) We set q = x 2r , k = 1 − 1 r , and recall that t = q k .
1. For µ = λ k − δ the following matrix elements
are the solutions to Macdonald's system of difference equtions (3). 2. The following matrix element
also satisfies Macdonald's difference equations (3) and admits continuation to analytic function at z 1 = z 2 = . . . = z n = 1. Here the contour of inegration of y ij starts and ends at zero and encloses z 1 , z 2 , . . . , z n , as well as all contours for y p,q if p > i ,or if j > q for p = i.
Theorem 3 (Analytic continuation) Consider analytic continuation from the domain :
Let σ i permutes ith and i + 1th coordinate:
Then analytic continuation of asymptotic solution to Macdonald's difference equation φ(wλ + ρ, z) is given by:
The theorem 3 immediately follows from braiding properties of fundamental vertex operators (25) .
Proof of theorem 2 :
Proposition 1 (Change of variables in the usual integral)
Proposition 2 Let z = (z 1 , z 2 , . . . , z n+1 ) , y = (y 1 , y 2 , . . . , y n ).
Let also Π(z, y) be
where 
Here for the convenience of the reader, we recall the contraction formulas , cf. [1] , appendix C.
U −α j+1 (z 2 )U −α j (z 1 ) = z 
Thus the theorem follows by induction. The base of induction is checked directly, cf. section 2 formula (12). Part 2 is proved analogously. 2 Acknowledgements To be added.
