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Abstract
A key problem in reinforcement learning for con-
trol with general function approximators (such as
deep neural networks and other nonlinear func-
tions) is that, for many algorithms employed in
practice, updates to the policy or Q-function may
fail to improve performance—or worse, actually
cause the policy performance to degrade. Prior
work has addressed this for policy iteration by
deriving tight policy improvement bounds; by
optimizing the lower bound on policy improve-
ment, a better policy is guaranteed. However,
existing approaches suffer from bounds that are
hard to optimize in practice because they include
sup norm terms which cannot be efficiently esti-
mated or differentiated. In this work, we derive a
better policy improvement bound where the sup
norm of the policy divergence has been replaced
with an average divergence; this leads to an al-
gorithm, Easy Monotonic Policy Iteration, that
generates sequences of policies with guaranteed
non-decreasing returns and is easy to implement
in a sample-based framework.
1. Introduction
Following the success of the Deep Q-Network (DQN)
approach (Mnih et al., 2013), there has been a surge of
interest in using reinforcement learning for control with
nonlinear function approximators, particularly with deep
neural networks; in these methods, the policy or the
Q-function is represented by the approximator. Exam-
ples include variants on DQN, such as Double-DQN
(van Hasselt et al., 2015) and Deep Recurrent Q-Learning
(Hausknecht & Stone, 2015), as well as methods that mix
neural network policies and neural network value func-
tions, such as the asynchronous advantage actor-critic al-
gorithm (Mnih et al., 2016). However, despite empirical
successes, there are few algorithms that come with theo-
retical guarantees for continued policy improvement when
training policies represented by arbitrary nonlinear func-
tion approximators.
One approach, which serves as the inspiration for this work,
seeks to maximize a lower bound on policy performance
to guarantee an improvement. This method has its roots
in conservative policy iteration (CPI) (Kakade & Langford,
2002), and was extended separately by Pirotta et al. (2013)
and Schulman et al. (2015a). Both Pirotta et al. and Schul-
man et al. derived similar policy improvement bounds con-
sisting of two parts: an expected advantage of the new
policy with respect to the old policy, and a penalty on
a divergence between the new policy and the old policy.
The divergence penalty, in both cases, is quite steep: it
involves the maximum policy divergence over all states.
This makes it particularly difficult to apply the bounds in
the usual situations where function approximation is desir-
able: domains where the model—and hence the total set
of states—is unknown (in which case it is not possible to
evaluate the bound) and/or where the state space is large (in
which case the bound may be unnecessarily conservative).
Pirotta et al. developed algorithms that primarily apply to
the case where the model is known or where approxima-
tion is present only in the advantage estimation, and so did
not address this issue. Schulman et al. addressed the issue
by proposing to solve an approximate form of the problem,
where the maximum divergence penalty is replaced by a
trust-region constraint on the average divergence; this al-
gorithm is called trust region policy optimization (TRPO).
They found TRPO worked quite well in a number of do-
mains, successfully optimizing neural network policies to
play Atari from raw pixels and to control a simulated robot
in locomotion tasks.
In this work, we derive a new policy improvement bound
where the penalty on policy divergence goes as an average,
rather than the maximum, divergence. This allows us to
propose Easy Monotonic Policy Iteration (EMPI), an algo-
rithm that exploits the bound to generate sequences of poli-
cies with guaranteed non-decreasing returns, which is easy
to implement in a sample-based framework. It also enables
us to give a new theoretical justification for TRPO: we are
able to show that each iteration of TRPO has a worst-case
degradation of policy performance which depends on a hy-
perparameter of the algorithm. Our contributions at present
are entirely theoretical, but empirical results from testing
EMPI will appear in a future version of this work.
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2. Preliminaries
A Markov decision process is a tuple, (S,A,R, P, µ),
where S is the set of states, A is the set of actions, R : S ×
A×S → R is the reward function,P : S×A×S → [0, 1] is
the transition probability function (where P (s′|s, a) is the
probability of transitioning to state s′ given that the pre-
vious state was s and the agent took action a in s), and
µ : S → [0, 1] is the starting state distribution. A policy
π : S × A → [0, 1] is a distribution over actions per state,
with π(a|s) the probability of selecting a in state s. We
consider the problem of picking a policy π that maximizes
the expected infinite-horizon discounted total reward,
J(π)
.
= E
τ∼π
[
∞∑
t=0
γtR(st, at, st+1)
]
,
where γ ∈ [0, 1) is the discount factor, τ denotes a tra-
jectory (τ = (s0, a0, s1, ...)), and τ ∼ π is shorthand for
indicating that trajectories are drawn from distributions in-
duced by π: s0 ∼ µ, at ∼ π(·|st), st+1 ∼ P (·|st, at).
We define the on-policy value function, V π : S → R,
action-value function Qπ : S × A → R, and advantage
function Aπ : S ×A→ R in the usual way:
V π(s)
.
= E
a0,s1,...
[
∞∑
t=0
γtRt
∣∣∣∣∣ s0 = s
]
,
Qπ(s, a)
.
= E
s1,a1,...
[
∞∑
t=0
γtRt
∣∣∣∣∣ s0 = s, a0 = a
]
,
Aπ(s, a)
.
= Qπ(s, a)− V π(s),
where Rt = R(st, at, st+1). The Q and V functions are
connected by
Qπ(s, a) = E
s′∼P (·|s,a)
[R(s, a, s′) + γV π(s′)| s, a] .
Our analysis will make extensive use of the discounted fu-
ture state distribution, dπ, which is defined as
dπ(s) = (1− γ)
∞∑
t=0
γtP (st = s|π).
It allows us to express the expected discounted total reward
compactly as
J(π) =
1
1− γ Es∼dpi
a∼π
s′∼P
[R(s, a, s′)] , (1)
where by a ∼ π, we mean a ∼ π(·|s), and by s′ ∼ P , we
mean s′ ∼ P (·|s, a). We drop the explicit notation for the
sake of reducing clutter, but it should be clear from context
that a and s′ depend on s.
Next, we will examine some useful properties of dπ that
become apparent in vector form for finite state spaces. Let
ptπ ∈ R|S| denote the vector with components ptπ(s) =
P (st = s|π), and let Pπ ∈ R|S|×|S| denote the transition
matrix with componentsPπ(s′|s) =
∫
daP (s′|s, a)π(a|s);
then ptπ = Pπpt−1π = P tπµ and
dπ = (1 − γ)
∞∑
t=0
(γPπ)
tµ
= (1 − γ)(I − γPπ)−1µ. (2)
This formulation helps us easily obtain the following
lemma.
Lemma 1. For any function f : S → R and any policy π,
(1− γ) E
s∼µ
[f(s)] + E
s∼dpi
a∼π
s′∼P
[γf(s′)]− E
s∼dpi
[f(s)] = 0. (3)
Proof. Multiply both sides of (2) by (I − γPπ) and take
the inner product with the vector f ∈ R|S|.
Combining this with (1), we obtain the following, for any
function f and any policy π:
J(π) = E
s∼µ
[f(s)]
+
1
1− γ Es∼dpi
a∼π
s′∼P
[R(s, a, s′) + γf(s′)− f(s)] . (4)
This identity is nice for two reasons. First: if we pick f to
be an approximator of the value function V π, then (4) re-
lates the true discounted return of the policy (J(π)) to the
estimate of the policy return (Es∼µ[f(s)]) and to the on-
policy average TD-error of the approximator; this is aes-
thetically satisfying. Second: it shows that reward-shaping
by γf(s′) − f(s) has the effect of translating the total dis-
counted return by Es∼µ[f(s)], a fixed constant independent
of policy; this illustrates the finding of Ng. et al. (1999)
that reward shaping by γf(s′) + f(s) does not change the
optimal policy.
It is also helpful to introduce an identity for the vector
difference of the discounted future state visitation distri-
butions on two different policies, π′ and π. Define the
matrices G .= (I − γPπ)−1, G¯ .= (I − γPπ′)−1, and
∆ = Pπ′ − Pπ . Then:
G−1 − G¯−1 = (I − γPπ)− (I − γPπ′)
= γ∆;
left-multiplying by G and right-multiplying by G¯, we ob-
tain
G¯−G = γG¯∆G.
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Thus
dπ
′ − dπ = (1− γ) (G¯−G)µ
= γ(1− γ)G¯∆Gµ
= γG¯∆dπ. (5)
For simplicity in what follows, we will only consider MDPs
with finite state and action spaces, although our attention is
on MDPs that are too large for tabular methods.
3. Main Results
In this section, we will derive and present the new policy
improvement bound. We will begin with a lemma:
Lemma 2. For any function f : S → R and any policies
π′ and π, define
Lπ,f (π
′)
.
=
E
s∼dpi
a∼π
s′∼P
[(
π′(a|s)
π(a|s) − 1
)
(R(s, a, s′) + γf(s′)− f(s))
]
,
(6)
and ǫπ′f
.
= maxs |Ea∼π′,s′∼P [R(s, a, s′) + γf(s′)− f(s)]|.
Then the following bound holds:
J(π′)−J(π) ≥ 1
1− γ
(
Lπ,f(π
′)− 2ǫπ′f DTV (dπ
′ ||dπ)
)
,
(7)
where DTV is the total variational divergence. Further-
more, the bound is tight (when π′ = π, the LHS and RHS
are identically zero).
Proof. First, for notational convenience, let δf (s, a, s′) .=
R(s, a, s′) + γf(s′) − f(s). (The choice of δ to denote
this quantity is intentionally suggestive—this bears a strong
resemblance to a TD-error.) By (4), we obtain the identity
J(π′)− J(π)
=
1
1− γ

 Es∼dpi′
a∼π′
s′∼P
[δf (s, a, s
′)]− E
s∼dpi
a∼π
s′∼P
[δf (s, a, s
′)] .


Now, we restrict our attention to the first term in this equa-
tion. Let δ¯π′f ∈ R|S| denote the vector of components
δ¯π
′
f (s) = Ea∼π′,s′∼P [δf (s, a, s
′)|s]. Observe that
E
s∼dpi
′
a∼π′
s′∼P
[δf (s, a, s
′)] =
〈
dπ
′
, δ¯π
′
f
〉
=
〈
dπ, δ¯π
′
f
〉
+
〈
dπ
′ − dπ, δ¯π′f
〉
This term is then straightforwardly bounded by applying
Ho¨lder’s inequality; for any p, q ∈ [1,∞] such that 1/p+
1/q = 1, we have
E
s∼dpi
′
a∼π′
s′∼P
[δf (s, a, s
′)] ≥
〈
dπ, δ¯π
′
f
〉
−
∥∥∥dπ′ − dπ∥∥∥
p
∥∥∥δ¯π′f ∥∥∥
q
.
Particularly, we choose p = 1 and q =∞; however, we be-
lieve that this step is very interesting, and different choices
for dealing with the inner product
〈
dπ
′ − dπ , δ¯π′f
〉
may
lead to novel and useful bounds.
With
∥∥∥dπ′ − dπ∥∥∥
1
= 2DTV (d
π′ ||dπ) and
∥∥∥δ¯π′f ∥∥∥
∞
= ǫπ
′
f ,
the bound is almost obtained. The last step is to observe
that, by the importance sampling identity,〈
dπ, δ¯π
′
f
〉
= E
s∼dpi
a∼π′
s′∼P
[δf (s, a, s
′)]
= E
s∼dpi
a∼π
s′∼P
[(
π′(a|s)
π(a|s)
)
δf (s, a, s
′)
]
.
After grouping terms, the bound is obtained.
This lemma makes use of many ideas that have been ex-
plored before; for the special case of f = V π, this strat-
egy (after bounding DTV (dπ′ ||dπ)) leads directly to some
of the policy improvement bounds previously obtained by
Pirotta et al. and Schulman et al. The form given here is
more general, however, because it allows for freedom in
choosing f . (Although we do not report the results here,
we note that this freedom allows for the derivation of anal-
ogous bounds involving Bellman errors of Q-function ap-
proximators, which is interesting and suggestive.)
Remark. It is reasonable to ask if there is a choice
of f which maximizes the lower bound here. This
turns out to trivially be f = V π′ . Observe that
Es′∼P [δV pi′ (s, a, s
′)|s, a] = Aπ′(s, a). For all states,
Ea∼π′ [A
π′(s, a)] = 0 (by the definition of Aπ′ ), thus
δ¯π
′
V pi
′ = 0 and ǫπ
′
V pi
′ = 0. Also, Lπ,V pi′ (π′) =
−Es∼dpi,a∼π
[
Aπ
′
(s, a)
]
; from (4) with f = V π′ , we
can see that this exactly equals J(π′) − J(π). Thus, for
f = V π
′
, we recover an exact equality. While this is not
practically useful to us (because, when we want to opti-
mize a lower bound with respect to π′, it is too expensive to
evaluate V π′ for each candidate to be practical), it provides
insight: the penalty coefficient on the divergence captures
information about the mismatch between f and V π′ .
Next, we are interested in bounding the divergence term,
‖dπ′ − dπ‖1. We give the following lemma; to the best of
our knowledge, this is a new result.
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Lemma 3. The divergence between discounted future state
visitation distributions, ‖dπ′ − dπ‖1, is bounded by an av-
erage divergence of the policies π′ and π:
‖dπ′ − dπ‖1 ≤ 2γ
1− γ Es∼dpi [DTV (π
′||π)[s]] , (8)
where DTV (π′||π)[s] = (1/2)
∑
a |π′(a|s)− π(a|s)|.
Proof. First, using (5), we obtain
‖dπ′ − dπ‖1 = γ‖G¯∆dπ‖1
≤ γ‖G¯‖1‖∆dπ‖1.
‖G¯‖1 is bounded by:
‖G¯‖1 = ‖(I − γPπ′)−1‖1 ≤
∞∑
t=0
γt ‖Pπ′‖t1 = (1− γ)−1
To conclude the lemma, we bound ‖∆dπ‖1.
‖∆dπ‖1 =
∑
s′
∣∣∣∣∣
∑
s
∆(s′|s)dπ(s)
∣∣∣∣∣
≤
∑
s,s′
|∆(s′|s)| dπ(s)
=
∑
s,s′
∣∣∣∣∣
∑
a
P (s′|s, a) (π′(a|s)− π(a|s))
∣∣∣∣∣ dπ(s)
≤
∑
s,a,s′
P (s′|s, a) |π′(a|s)− π(a|s)| dπ(s)
=
∑
s,a
|π′(a|s)− π(a|s)| dπ(s)
= 2 E
s∼dpi
[DTV (π
′||π)[s]] .
The new policy improvement bound follows immediately.
Theorem 1. For any function f : S → R and any poli-
cies π′, π, with Lπ,f(π′) as defined in (6) and ǫπ′f .=
maxs |Ea∼π′,s′∼P [R(s, a, s′) + γf(s′)− f(s)]|, the fol-
lowing bound holds:
J(π′)− J(π)
≥ 1
1− γ
(
Lπ,f(π
′)− 2γǫ
π′
f
1− γ Es∼dpi [DTV (π
′||π)[s]]
)
.
(9)
Furthermore, the bound is tight (when π′ = π, the LHS and
RHS are identically zero).
Proof. Begin with the bound of lemma 2 and bound the
divergence DTV (dπ
′ ||dπ) by lemma 3.
A few quick observations connect this result to prior
work. Clearly, we could bound the expectation
Es∼dpi [DTV (π
′||π)[s]] by maxsDTV (π′||π)[s]. Doing
this, picking f = V π, and bounding ǫπ′V pi to get a
second factor of maxsDTV (π′||π)[s], we recover (up
to assumption-dependent factors) the policy improvement
bounds given by Pirotta et al. (2013) as Corollary 3.6, and
by Schulman et al. (2015a) as Theorem 1a.
Because the choice of f = V π does allow for a nice sim-
plification, we will give the bound with this choice as a
corollary.
Corollary 1. For any policies π′, π, with ǫπ′ .=
maxs |Ea∼π′ [Aπ(s, a)]|, the following bound holds:
J(π′)− J(π)
≥ 1
1− γ Es∼dpi
a∼π′
[
Aπ(s, a)− 2γǫ
π′
1− γDTV (π
′||π)[s]
]
.
(10)
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As with the weaker versions of the bound, this bound
allows us to generate a sequence of policies with non-
degrading performance in any restricted class of policies,
i.e. policies that are represented by neural networks or
other function approximators. We’ll use Πθ to denote an
arbitrary restricted class of policies, and understand that
this usually means policies smoothly parametrized by some
set of parameters θ. Algorithm 1 gives the general tem-
plate for Easy Monotonic Policy Iteration (EMPI), which
obtains monotonic improvements using (9) (and one addi-
tional small step of bounding to removeπ′ from the penalty
coefficient). To see that EMPI is indeed monotonic, ob-
serve that πi is a feasible point of the optimization defining
πi+1, with objective value 0; this is a certificate that the
objective at optimum is ≥ 0.
Although we do not specify how to solve the optimization
problem, we note that the objective is differentiable with
respect to the parameters of a candidate policy π′: as a re-
sult, a gradient-based method can be used. Furthermore,
when we use neural network policies where the vector of n
parameters may take on any value in Rn, the optimization
is unconstrained. This is one sense in which we consider
this algorithm ‘easy’ to implement.
Usually we would be interested in applying this method to
problems with large state or unknown state spaces, where
exact calculation of the objective function is not feasible.
Because the objective is defined almost entirely in terms of
expectations on policy πi, however, we can use a sample-
based approximation of it; this is the other sense in which
this algorithm is ‘easy.’ The only challenge is estimat-
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Algorithm 1 Easy Monotonic Policy Iteration: monotonic
policy improvements in arbitrary policy classes
Input: Initial policy π0 ∈ Πθ , max number of iterations
N , stopping tolerance α
for i = 1, 2, ..., N or until J(πi)− J(πi−1) ≤ α do
Choose function fi : S → R
πi+1 ← arg max
π′∈Πθ
Lπi,fi(π
′)−C E
s∼dpii
[DTV (π
′||πi)],
where C = 2γǫ1−γ ,
and ǫ = maxs,a |Es′∼P [R(s, a, s′) + γfi(s′)− fi(s)]|.
end for
ing ǫ, where we might apply a worst-case bound (poten-
tially making the policy step too conservative) or a reason-
able heuristic bound (potentially permitting degraded pol-
icy performance).
4.1. Implementing EMPI
A practical form of the general algorithm is obtained by
choosing a particular form for the reward-shaping functions
fi, possibly approximating terms in the objective, and re-
placing the expectations in the objective by sample esti-
mates. We’ll choose fi = V πi , so that the base optimiza-
tion problem becomes
max
π′∈Πθ
E
s∼dpi
a∼π′
[
Aπ(s, a)− 2γǫ
1− γDTV (π
′||π)[s]
]
,
where ǫ = max
s,a
|Aπ(s, a)|.
Suppose that we use an estimator of the advantage,
Aˆπ(s, a), instead of the true advantage Aπ(s, a). For ex-
ample, if we have learned a neural network value function
approximator Vˆ π, we may use Aˆπ(s, a) = R(s, a, s′) +
γVˆ π(s′) − Vˆ π(s); or perhaps we might use the gener-
alized advantage estimator (Schulman et al., 2015b). Ob-
serve that, because Ea∼π[Aπ(s, a)] = 0, for every state s
we have
E
a∼π′
[Aπ(s, a)] =
E
a∼π′
[
Aˆπ(s, a)
]
− E
a∼π
[
Aˆπ(s, a)
]
+
∑
a
(π′(a|s)− π(a|s))
(
Aπ(s, a)− Aˆπ(s, a)
)
.
From this, we derive a bound:
E
a∼π′
[Aπ(s, a)] ≥
E
a∼π′
[
Aˆπ(s, a)
]
− E
a∼π
[
Aˆπ(s, a)
]
− 2max
a
∣∣∣Aπ(s, a)− Aˆπ(s, a)∣∣∣DTV (π′||π)[s],
which gives us the following corollary to Theorem 1.
Corollary 2 (Policy Improvement Bound with Arbi-
trary Advantage Estimators). For any policies π′, π,
and any advantage estimator Aˆπ : S × A → R,
with c(s) .= maxa |Aπ(s, a) − Aˆπ(s, a)| and ǫπ′ .=
maxs |Ea∼π′ [Aπ(s, a)]|, the following bound holds:
J(π′)− J(π)
≥ 1
1− γ Es∼dpi
a∼π′
[
Aˆπ(s, a)− E
a¯∼π
[
Aˆπ(s, a¯)
]
− 2
(
c(s) +
γǫπ
′
1− γ
)
DTV (π
′||π)[s]
]
.
(11)
Furthermore, the bound is tight (when π′ = π, the LHS and
RHS are identically zero).
Corollary 2 tells us that we are theoretically justified in us-
ing any advantage estimators as long as we increase the
penalty on the policy divergence appropriately. Also, we
can see that if the estimator is high-quality (|Aπ(s, a) −
Aˆπ(s, a)| small) we can take larger policy improvement
steps, which makes sense. If the advantage estimator is
poor, then we probably will not make much progress; this
is reflected in the bound.
The base optimization problem for EMPI with an advan-
tage estimator, which we obtain by using (11), dropping
constants, and removing π′ from the penalty coefficient by
bounding, is
max
π′∈Πθ
E
s∼dpi
a∼π′
[
Aˆπ(s, a)− C(s)DTV (π′||π)[s]
]
,
where C(s) = 2
(
c(s) +
γǫ
1− γ
)
,
c(s) = max
a
∣∣∣Aπ(s, a)− Aˆπ(s, a)∣∣∣ ,
and ǫ = max
s,a
|Aπ(s, a)|.
Now, we will put the objective in a form which can be sam-
pled on policy π. First, we use the importance sampling
identity so that the objective becomes
E
s∼dpi
a∼π
[
π′(a|s)
π(a|s) Aˆ
π(s, a)− C(s)DTV (π′||π)[s]
]
.
Next we rewrite the expectation in terms of trajectories:
E
τ∼π
[
∞∑
t=0
γt
(
π′(at|st)
π(at|st) Aˆ
π(st, at)− C(st)DTV (π′||π)[st]
)]
.
(12)
After running an agent on policy π to generate a set of
sample trajectories, we can estimate (12) by averaging over
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the sample trajectories. The sample estimate of (12) then
serves as the objective for the optimization step in EMPI.
We do not give experimental results here, but plan to in-
clude them in a future version of this work.
5. Implications for Trust Region Policy
Optimization
Schulman et al. proposed Trust Region Policy Optimiza-
tion, where at every iteration the policy is updated from π
to π′ by solving the following optimization problem:
π′ = arg max
π′∈Πθ
E
s∼dpi
a∼π′
[Aπ(s, a)]
subject to E
s∼dpi
[DKL(π||π′)[s]] ≤ δ,
(13)
whereDKL(π||π′)[s] = Ea∼π
[
log π(a|s)
π′(a|s)
]
, and the policy
divergence limit δ is a hyperparameter of the algorithm.
The KL-divergence and the TV-divergence of arbitrary
distributions p, q are related by Pinsker’s inequality,
DTV (p||q) ≤
√
DKL(p||q)/2; combining this with
Jensen’s inequality, we obtain the following bound:
E
s∼dpi
[DTV (π
′||π)[s]] ≤ E
s∼dpi
[√
1
2
DKL(π||π′)[s]
]
≤
√
1
2
E
s∼dpi
[DKL(π||π′)[s]].
(14)
By this bound and Corollary 1, we have a result for the
worst-case performance of TRPO.
Corollary 3 (TRPO worst-case performance). A lower
bound on the policy performance difference between poli-
cies π and π′, where π′ is given by (13) and π ∈ Πθ , is
J(π′)− J(π) ≥ −
√
2δγǫπ
′
(1− γ)2 , (15)
where ǫπ′ = maxs |Ea∼π′ [Aπ(s, a)]|.
Proof. π is a feasible point of the optimization problem
with objective value 0, so Es∼dpi,a∼π′ [Aπ(s, a)] ≥ 0. The
rest follows by Corollary 1 and (14), noting that TRPO
bounds the average KL-divergence by δ.
By (15), we can see that TRPO is theoretically justified,
in the sense that an appropriate selection of the hyper-
parameter δ can guarantee a worst-case loss.
6. Discussion
In this note, we derived a new policy improvement bound
in which an average, rather than a maximum, policy diver-
gence is penalized. We proposed Easy Monotonic Policy
Iteration, an algorithm that exploits the bound to generate
sequences of policies with guaranteed non-decreasing re-
turns and which is easy to implement in a sample-based
framework. We showed how to implement EMPI and the-
oretically justified the use of advantage estimators in the
optimization in the inner loop. Lastly, we showed that our
policy improvement bound gives a new theoretical founda-
tion to Trust Region Policy Optimization, an algorithm for
approximate monotonic policy improvements proposed by
Schulman et al. (2015a) which was shown to perform well
empirically on a wide variety of tasks; here, we were able
to bound the worst-case performance at each iteration of
TRPO.
In a future version of this work, we will give experimental
results from implementing EMPI on a range of reinforce-
ment learning benchmarks, including high-dimensional do-
mains like Atari.
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