Colloidal Structures Through Dynamic Self-Assembly. by Osorio Vivanco, Antonio Francisco
Colloidal Structures Through Dynamic
Self-Assembly
by
Antonio Francisco Osorio Vivanco
A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Materials Science and Engineering)
in The University of Michigan
2013
Doctoral Committee:
Professor Sharon C. Glotzer, Chair
Professor Monica Olvera de la Cruz, Northwestern University
Professor Michael J. Solomon
Assistant Professor Anish Tuteja
Si piensas que estás vencido, lo estás.
Si piensas que no te atreves, no lo harás.
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1.1 Representative examples of recently synthesized anisotropic particle
building blocks. The particles are classified in rows by anisotropy
type and increase in size from left to right according to the ap-
proximate scale at the bottom. From left to right, top to bottom:
branched particles include gold[1] and CdTe[2] tetrapods. DNA-
linked gold nanocrystals[3] (the small and large nanocrystals are 5nm
and 10nm respectively), silica dumb-bells[4], asymmetric dimers[5]
and fused clusters[6] form colloidal molecules. PbSe[7] and silver
cubes[8] as well as gold[9] and polymer triangular prisms[10] are
examples of faceted particles. Rods and ellipsoids of composition
CdSe[11], gold[12], gibbsite[13] and polymer latex[14] are shown. Ex-
amples of patterned particles include striped spheres[15], biphasic
rods[16], patchy spheres with valence[17] , AuPt nanorods[18] (the
rod diameters are of the order of 200–300 nm) and Janus spheres[19].
Reproduced from reference [20]. . . . . . . . . . . . . . . . . . . . . 3
1.2 Examples of static self-assembly. (i) Crystal structure of a ribo-
some [21]. (ii) Self- assembled peptide-amphiphile nanofibers [22].
(iii) Electrostatic self-assembly (ESA) of polymeric microspheres on
a charge-exchanging substrate modified by wet stamping [23]. (iv)
ESA of macroscopic 2D crystals whose formation is mediated by
charges developed by contact electrification [24]. (v) Capillary SA
of polymeric plates at an interface between two liquids [25]. (vi) Self-
assembled polymeric microspheres of complex internal structures [26].
Reproduced from reference [27]. . . . . . . . . . . . . . . . . . . . . 4
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1.3 Examples of dynamic self-assembly in living (i-iii) and artificial sys-
tems (iv-vii). (i) Fluorescently labeled microtubules in a cell con-
fined to a 40 m triangle on a SAM-patterned surface of gold (staining
scheme: green = microtubules, red = focal adhesions, blue = actin
filaments). (ii) Bacterial colony growth. (iii) School of fish [28]. (iv)
Oscillon of vibrating metal beads. (v) Vortex-vortex interaction via
magnetohydrodynamic dynamic self-assembly [29]. (vi) Surfactant-
mediated dynamic self-assembly of gel particles floating at a liq-
uid/air interface. Leaking of a surface-active compound the particles
carry onto the interface gives rise to dynamic (repulsive) capillary
forces acting between the objects. Reproduced from reference [27]. 5
2.1 Illustrations of various effects controlling the dimensions and the sta-
bility of patterns. In a, the lattices were formed by 0.86-mm disks; the
lattice spacing increased with the rotational speed (800 r.p.m. in the
picture on the left, 1,100 r.p.m. in the picture on the right). The pic-
tures in b illustrate the effect of ω on the stability of aggregates. Two
1.27-mm disks were spinning on the ethylene glycol-water interface.
The streamlines were visualized by placing drops of rhodamine/wa-
ter solution onto the interface. In the picture on the left, the disks
were rotating at ω = 700 r.p.m. No dye entered a high-pressure
‘8-shaped’ region connecting the rotating disks, and the separation
between the disks did not change with time. When ω was increased
to 1,100 r.p.m., the high-pressure regions produced by the disks be-
came disjoint, as indicated by the crossing of the streamlines in the
midpoint between the disks (right). Disks moved independently of
each other, and the separation between them varied with time. Op-
tical micrographs in c show hexagonally ordered aggregates formed
by 570-µm PDMS disks doped with 5% magnetite, and rotating at
ω = 1, 100 r.p.m. on a liquid-air interface 2.5 cm above the top face
of the magnet. In this experiment, the liquid was a solution of 75%
ethylene glycol: 25% water. Reproduced from reference [30]. . . . . 10
2.2 Dissipative self-assembly: a monomeric building block (blue) is ac-
tivated by fuel consumption and is able to assemble (forming red
fibers). In the assembled state it can dissipate its energy and revert
to its monomeric state (blue). Energy is both consumed and dissi-
pated in one cycle; self-assembly can occur only if sufficient energy is
available. Reproduced from reference [31]. . . . . . . . . . . . . . . 11
viii
2.3 Series of snapshots, taken from (a) experiment and (b) simulation,
showing the evolution of 64 spheres from an initial dispersed config-
uration at t = 0, to an ordered state after 10.0 s, under horizontal
vibration. By 0.1 s, the nearest spheres have interacted with each
other; pairs have started to form, aligning perpendicular to the di-
rection of oscillation. Between 0.1 and 0.4 s, short chains form; there
is also a tendency for particles and chains to attach to the side walls.
Between 0.4 and 1.0 s, short chains evolve to form longer ones by
attaching at the ends of the nearest chain; or they attach to the side-
walls; any free particles move toward the sidewalls or attach at the
ends of the nearest chain. After 2.0 s, most particles are either part
of a chain or attached to the wall; there are no free particles. There-
after the arrangement appears to be more or less stable. Reproduced
from reference [32]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Early-time growth factor ω(k) vs wave vector k, both with (dotted
line) and without (solid line) chemistry. In the absence of chemical
reactions, concentration fluctuations at all wave vectors k < kc grow.
Chemical reactions introduce cutoffs both at large k and small k,
so that growth occurs only for intermediate-wavelength fluctuations.
Reproduced from reference [33]. . . . . . . . . . . . . . . . . . . . . 14
2.5 Concentration field for 256 lattice at a time τ = 2048 following a
quench to the unstable region, with reaction rates (a) Γ = 0.05 and
(b) Γ = 0.20. A-rich regions are shown black and 8-rich regions are
shown grey. Further evolution of the system tends to align domains,
but the steady state domain width has already been selected. Repro-
duced from reference [33]. . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Domain patterns obtained from numerical simulations under critical
quench at t = 10, 000 with and without hydrodynamic effects. The
initial order parameter φini = 0, and the order parameter in equi-
librium φ = 0. A-rich regions and B-rich regions are represented by
white and black, respectively Reproduced from reference [34]. . . . 16
2.7 Morphology and the corresponding light scattering pattern of a P(S-
stat-CMS) / PVME (50 / 50) blend irradiated at 90◦C in 600 min.
The scales are 10 µm and 1 × 104cm−1, respectively. Reproduced
from reference [35]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.8 Simulation snapshots of the resulting steady state structures using
Langevin dynamics at two different switching rates. Both images
show concentric rings patterns similar to those shown in the litera-
ture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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2.9 Lateral photographs of light-driven motion of an olive oil droplet on a
silica plate modified with CRA-CM. The olive oil droplet on a cis-rich
surface moved in a direction of higher surface energy by asymmetrical
irradiation with 436-nm light perpendicular to the surface. (A to C)
The sessile contact angles were changed from 18 (A) to 25 (C). (D)
The moving direction of the droplet was controllable by varying the
direction of the photoirradiation. Reproduced from reference [36]. . 19
2.10 Idealized representation of the transition between straight (hydrophilic)
and bent (hydrophobic) molecular conformations (ions and solvent
molecules are not shown). The precursor molecule MHAE, charac-
terized by a bulky end group and a thiol head group, was synthesized
from MHA by introducing the (2-chlorophenyl)diphenylmethyl ester
group. Reproduced from reference [37]. . . . . . . . . . . . . . . . 20
3.1 Langevin dynamics. Coarse grained FDi , drag force, due to a par-
ticle’s movement through a solvent and FRi , random force, due to
thermal motion of the solvent. [Credit: Dr. Joshua Anderson] . . . 23
3.2 Typical simulation snapshots at the end of aggregation phase after
one cycle of light exposure. (A,B) Monte Carlo results from refer-
ence [38]. (C,D) Langevin dynamics results. (A,C) For a range of θ
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4.1 Interaction rules. (a) (Black, solid) Lennard-Jones potential between
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4.3 Phase diagram for the Langevin drag coefficient vs the switching
probability showing four distinct phases. From left to right: (Blue)
At low switching probability, the system has reached its equilibrium
phase-separated configuration. (Green) At a medium-low switching
probability, the perturbation due to particle switching stabilizes lay-
ered steady state structures. (Red) At medium-high switching prob-
ability, domain growth is inhibited and the domain size stabilized,
but the domains are not large enough to sustain internal domains.
(Cyan) At high switching probability, particles switch faster than the
coarsening due to spinodal decomposition, so the system resembles a
mixed system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 (a-l) Evolution of the radial distribution function (RDF), calculated
between particles of the same type, A-A, (blue, solid) and particles
of the opposite type, A-B, (green, dashed) for systems in the (a-c)
phase-separated, (d-f) layered structures, (g-i) spinodal decomposi-
tion intermediate structures, and (j-l) homogeneous mixture phases.
RDF snapshots taken at time = (a, d, g, j) 103τ , (b, e, h, k) 105τ ,
and (c, f, i, l) 108τ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.5 Average domain size as a function of time for multiple switching
probabilities. At low switching probabilities, the domains grow fol-
lowing a power law until the system completely phase separates. As
the probability of a particle being switched increases, domain growth
is inhibited, restricting the maximum domain size. The solid and
dashed line have slopes of 1/3 and 1/5 respectively. Error bars have
roughly the size of the symbols. Marker styles and colors match the
phases described in Figure 4.3 . . . . . . . . . . . . . . . . . . . . . 50
4.6 Steady state domain size as a function of switching probability (pswitch).
The steady state domain size can be tuned by controlling the prob-
ability of switching particles. Marker styles and colors match the
phases described in Figure 4.3 . . . . . . . . . . . . . . . . . . . . . 51
4.7 Aggregate evolution dynamics: (a) “Nucleation”, where multiple par-
ticles that switched inside an aggregate merge, slowing down their
diffusion and “nucleating” a new layer inside the aggregate; (b) co-
agulation, where two aggregates with the same outer layer come into
contact; (c) re-solution, where particles switched while inside an ag-
gregate diffuse to the closest layer of the same type as the new type
of the switched particle or to the boundary of the aggregate to later
be ejected; and (d) coarsening, where particles that are not part of
any aggregate absorb into the outer layer of the same type. . . . . . 53
4.8 Average time required for a switched particle to exit an aggregate
of the opposite type as a function of (a) number of particles in the
aggregate, and (b) aggregate radius. The solid lines represent (a)
linear, and (b) cubic fits. . . . . . . . . . . . . . . . . . . . . . . . . 54
xi
4.9 Distribution of the amount of energy introduced every time a particle
type is switched for several choices of pswitch. The solid vertical bar
represent the number average. . . . . . . . . . . . . . . . . . . . . 56
4.10 Steady-state potential energy. Marker styles and colors match the
phases described in Figure 4.3. Error bars have roughly the size of
the symbols. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.11 Langevin thermostat energy dissipation rate as a function of switch-
ing probability (pswitch). Marker styles and colors match the phases
described in Figure 4.3. Error bars have roughly the size of the sym-
bols. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.12 Measured steady state temperature as a function of switching proba-
bility (pswitch). Marker styles and colors match the phases described
in Figure 4.3. Error bars have roughly the size of the symbols. . . . 59
5.1 Interaction Switching Details. Particles are switched repeatedly be-
tween two states. In the on state, particles are attracted to each other
and aggregate. In the off state, attractive interactions are turned off
and particles interact solely through excluded volume. . . . . . . . . 63
5.2 Comparison between reference and active systems. Images of the
aggregates at a given time t for (a) a reference, inactive system, and
(b) an active system. From the images, it is evident that the active
system has larger aggregates than the reference system. . . . . . . 66
5.3 Assembly speed enhancement. Aggregate size at the end of the ag-
gregation stage at multiple cycles vs. off/on ratio. This plot shows
that for off/on ratios smaller than 0.15 the weight average aggregate
size is larger than for an inactive system. . . . . . . . . . . . . . . 67
5.4 Aggregate size evolution. Aggregate size at the end of the aggregation
stage at multiple cycles vs. off/on ratio. This log-log plot shows the
aggregate sizes at the end of the aggregation stage to show how the
aggregates are growing as a function of time for multiple off/on ratios. 68
5.5 Radial distribution function characterizing the internal structure of
the aggregates of the same size for multiple off/on ratios. Peaks
correspond to FCC ordering. . . . . . . . . . . . . . . . . . . . . . 69
5.6 Probability distribution of the q6 order parameter characterizing the
internal structure of the aggregates of the same size for multiple of-
f/on ratios. Peak at 0.57 corresponds to FCC ordering. . . . . . . . 70
5.7 Histogram showing the distributions of aggregate sizes for multiple
on/off ratios at Mw = 2500 and corresponding simulation snapshots. 71
5.8 Histogram showing the distributions of aggregate sizes for multiple
on/off ratios at Cycle = 100, and corresponding simulation snapshots. 72
xii
5.9 Light switching in dense systems. Snapshot of the final configuration
of a dense system with multiple off/on ratios at the end of 100 cy-
cles. (a) Ratio = 0.00, Interactions are always-on, the system phase
separates through spinodal decomposition resulting in percolating do-
mains that coarsen following a power law. (b) Ratio = 0.02, Short
disaggregation times increase the phase separation speed resulting
in a single aggregate without the percolating domains. (c) Ratio =
0.13, Larger disaggregation times produce a coexistence of percolat-
ing porous domain with small aggregates. (d) Ratio = 0.25, Much
larger disaggregation times cause the system to lose all memory of
the aggregation phase, and result in percolated networks with smaller




A. Key HOOMD scripts – Immiscible Switchable Colloids Simulation . . 81
B. Key HOOMD scripts – Photo-Switchable Colloids Simulation . . . . . 87
xiv
ABSTRACT
Colloidal Structures Through Dynamic Self-Assembly
by
Antonio Francisco Osorio Vivanco
Chair: Sharon C. Glotzer
Self-assembly is one of the most promising routes for manufacturing materials and
devices with nanoscale features. While static self-assembly, where structures do not
require energy to maintain order, has been the focus of a large body of research
over the past decade, self-assembly in driven systems and dynamic self-assembly is
still in its infancy. With recent developments in experimental techniques, we can
begin to consider the synthesis and fabrication of switchable building blocks that can
dynamically switch between two or more states introducing dissipative dynamics into
the self-assembly process, thus enabling a new generation of non-equilibrium materials
and devices.
In this thesis, we use coarse-grained molecular dynamics simulations with a Langevin
thermostat to explore some of the new possibilities that arise from introducing switch-
ability and non-equilibrium dynamics into the self-assembly process of colloidal and
nanoparticle systems. These possibilities include the stabilization of novel steady-
state structures not available in equilibrium systems, the enhancement of self-assembly
speed and increase of self-assembly propensity, the ability to capture, or dynami-
cally arrest, a pattern that was previously only available as a transient structure
xv
as the system evolved towards equilibrium, and the ability to dynamically tune the
phase and length scale of the self-assembled systems by adjusting an external non-
thermodynamic control signal, such as light. We use the radial distribution func-
tion and the local bond order parameter to characterize the systems to see how the
non-equilibrium dynamics affect the resulting structures, and we use the Langevin
thermostat to study the energy dissipation in the driven systems to understand the





Nanotechnology, the ability to manipulate and design materials and devices with
features at length scales from a 10th to a 1000th of the width of a human hair, has
revolutionized industries from cosmetics, food products and coatings to biotechnol-
ogy and electronics, and has the potential to fundamentally change how we engineer
the world around us. A lot of efforts have gone into developing the knowledge and
tools required to work at this scale since Richard Feynman’s famous talk “There’s
Plenty of Room at the Bottom”, where he introduced the concept of synthesizing
materials by directly manipulating atoms. Some of those efforts have focused on
“top-down” approaches, where scientists and engineers attempt to make smaller de-
vices using larger ones. These approaches, which have found great success with two
dimensional devices in the electronics industry, and tools such as photolithography
and atomic layer deposition techniques, have severe scaling problems as well as prob-
lems extending into the third dimension. Manufacturing three dimensional materials
or devices with nanoscale features would require us to be able to place trillions of
atoms, or nanoparticles, with incredible accuracy. If we were to place these particles
one at a time, like Lego R© blocks, the amount of time that it would take to build
anything of meaningful size would make this enterprise unfeasible. Even if we were
1
able to parallelize this task so that millions of particles are placed every second, the
resources and time required to manufacture such material would make it impractical.
To address these problems, “bottom-up” approaches, where the smallest components
are engineered to autonomously form larger structures, have been developed. Self-
assembly is a “bottom-up” approach and it is the process where collections of building
blocks come together to spontaneously form – assemble – organized structures and
patterns [20, 28, 40, 41].
Self-assembly is nature’s tool of creation. From individual proteins [42] and
DNA [43] to bacteria [44, 45], viruses [46, 47] and the human body, self-assembly
is ubiquitous in nature. Controlling the resulting structures and patterns entails
designing the building blocks with specific shapes, surface properties, inter-particle
interactions, charge and other properties [20] (Figure 1.1) as well as controlling the
assembly environment: temperature, density, pH, etc. Mastering self-assembly would
enable us to develop new materials and devices of arbitrarily large sizes with proper-
ties unlike those available today and applications in various fields such as medicine,
electronics, robotics, and consumer products while being able to manufacture them
in a scalable, efficient and cost-effective manner.
Self-assembly can be divided into two main types: Static and Dynamic [28]. Static
self-assembly deals with systems in equilibrium, where neither the environment nor
the building block change as a function of time, and the system does not dissipate
energy. In static self-assembly, the equilibrium or metastable structures are charac-
terized by the global or local free energy minimum of the system [28]. Over the last
decades, much work has been dedicated to understanding static self-assembly in order
to be able to predict the final equilibrium structure as well as to understand the assem-
bly pathways that the system goes through during the process. Based on advances in
statistical dynamics and work done by Clausius [48], Gibbs [49], Maxwell [50], Boltz-
mann [51, 52], and many others, a thermodynamic framework has been developed
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Figure 1.1:
Representative examples of recently synthesized anisotropic particle
building blocks. The particles are classified in rows by anisotropy type
and increase in size from left to right according to the approximate scale
at the bottom. From left to right, top to bottom: branched particles
include gold[1] and CdTe[2] tetrapods. DNA-linked gold nanocrystals[3]
(the small and large nanocrystals are 5nm and 10nm respectively), silica
dumb-bells[4], asymmetric dimers[5] and fused clusters[6] form colloidal
molecules. PbSe[7] and silver cubes[8] as well as gold[9] and polymer
triangular prisms[10] are examples of faceted particles. Rods and ellip-
soids of composition CdSe[11], gold[12], gibbsite[13] and polymer latex[14]
are shown. Examples of patterned particles include striped spheres[15],
biphasic rods[16], patchy spheres with valence[17] , AuPt nanorods[18]
(the rod diameters are of the order of 200–300 nm) and Janus spheres[19].
Reproduced from reference [20].
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Figure 1.2:
Examples of static self-assembly. (i) Crystal structure of a ribosome [21].
(ii) Self- assembled peptide-amphiphile nanofibers [22]. (iii) Electrostatic
self-assembly (ESA) of polymeric microspheres on a charge-exchanging
substrate modified by wet stamping [23]. (iv) ESA of macroscopic 2D
crystals whose formation is mediated by charges developed by contact
electrification [24]. (v) Capillary SA of polymeric plates at an interface
between two liquids [25]. (vi) Self-assembled polymeric microspheres of
complex internal structures [26]. Reproduced from reference [27].
that allows us to try to predict the equilibrium structure by knowing the individual
building block and the thermodynamic conditions of the system. Multiple develop-
ments in our ability to synthesize increasingly complex building blocks, nanoparticles
and colloids [20], have resulted in the ability to stabilize a multitude of interesting
and technologically relevant structures. Micelles, self-assembled aggregates of surfac-
tant molecules in a solvent, with applications from detergents to drug delivery, are
an example of an industrial, commercially available self-assembled system[53].
Dynamic self-assembly entails systems that are driven away from equilibrium con-
ditions, where the structure’s stability depends on energy being constantly introduced
into the system. The structures are formed by a competition of dynamic mechanisms,
such as phase separation of an immiscible mixture, or remixing due to particle switch-
ing or chemical reactions, driving the system towards different configurations. The
Belousov-Zhabotinsky reaction [54] and Rayleigh-Bérnard convection [55] are exam-
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Figure 1.3:
Examples of dynamic self-assembly in living (i-iii) and artificial systems
(iv-vii). (i) Fluorescently labeled microtubules in a cell confined to a 40 m
triangle on a SAM-patterned surface of gold (staining scheme: green = mi-
crotubules, red = focal adhesions, blue = actin filaments). (ii) Bacterial
colony growth. (iii) School of fish [28]. (iv) Oscillon of vibrating metal
beads. (v) Vortex-vortex interaction via magnetohydrodynamic dynamic
self-assembly [29]. (vi) Surfactant-mediated dynamic self-assembly of gel
particles floating at a liquid/air interface. Leaking of a surface-active
compound the particles carry onto the interface gives rise to dynamic
(repulsive) capillary forces acting between the objects. Reproduced from
reference [27].
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ples of inert systems undergoing dynamic self-assembly or self-organization. In biolog-
ical systems, complex structures (i.e. lipid membranes, protein aggregates, structured
proteins, etc.) central to the survival of cells are formed almost exclusively through
dynamic self-assembly [56, 57]. Imagine a cell and all of the biological processes
within it. As long as energy in the form of atp is present within the cell, all the
internal processes continue, the cell is alive, and is able to automatically respond to
changes in its environment. When the energy supply is exhausted, the cell dies de-
volving into its equilibrium configuration. Dynamic self-assembly examples abound
in nature – school of fish, bird flocks, and bacterial colonies are all instances where
the individual building blocks (fish, bird, bacteria) aggregate and behave as groups
without any controlling entity, where the group behavior is controlled by local inter-
action rules among the individual building blocks and their environment, yet as soon
as the energy supply (i.e. food) is removed these structures disappear. Similarly,
materials that assemble through dynamic self-assembly require a driving mechanism
that is constantly introducing energy into the system to maintain their structure and
properties. To better understand how to predict pattern and structure formation as
well as response and dynamics in dynamic self-assembly, a few artificial systems have
been developed using rotating magnetic fields, self-propelled particles, mechanically
vibrated systems, and fluid flows where the parameters can be carefully controlled.
Mastering dynamic self-assembly would enable us to better understand the processes
underlying living organisms, and to engineer materials and devices that are responsive
and adapt to their environments, opening the doors for a host of new applications.
1.2 Overview
This work focuses on understanding dynamic self-assembly and engineering dy-
namically self-assembling systems to produce novel structures, stabilize structures
that were only previously available as transient configurations, and to enhance or
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inhibit the assembly speed of equilibrium structures.
This thesis is structured as follows:
Chapter I introduces key concepts and describes the motivation, objectives and
structure of this thesis.
Chapter II presents a literature review of the current state of static and dynamic
self-assembly in colloidal systems as well as of the previous research that inspired this
work.
Chapter III describes the details of the simulation method, Langevin Dynamics,
with emphasis on the modifications made to introduce non-equilibrium mechanisms
and compare simulation results with results available in the literature to validate this
method. We introduce the analysis tools used to characterize the resulting systems.
Chapter IV describes the behavior of an immiscible mixture of two species of
nanocolloids driven far-from-equilibrium by dynamically switching between species.
In this chapter, we present simulation results of a colloidal system, where colloids
can switch between two species, that show that novel steady state structures dynam-
ically self-assemble for judicious choices of thermodynamic and model parameters.
We describe the dynamics that stabilize these dissipative structures, and present a
phase diagram of predicted stable phases as a function of the relevant thermodynamic
variables. We explore energy dissipation in this driven system, and demonstrate the
requirements for maintaining far-from-equilibrium structures.
In Chapter V, based on previous experimental and theoretical work done with
nanocolloids, whose interaction can be switched on/off with light, we drive a system
of nanocolloids to self-assemble into a non-equilibrium structure by switching inter-
particle potentials and show that the process can enhance the assembly speed of the
equilibrium thermodynamic structure by an order of magnitude, as well as produce
non-equilibrium states comprised of multiple coexisting phases not available via static
self-assembly. We characterize the internal structure of the aggregates as well as
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the distribution of aggregate sizes, and study how these two properties change as a
function of how far the system has been driven away from equilibrium.
Chapter VI summarizes key aspects of this work, describes how this work con-





In this chapter, we present previous experimental an computational studies on the
current state of knowledge about dynamic self-assembly, as well as reactive binary
mixtures and photo-switchable colloid, two topics that inspired this work.
2.1 Dynamic self-assembly
Dynamic self-assembly refers to systems that are driven away from equilibrium
conditions, where the structure’s stability depends on energy being constantly in-
troduced into the system. The structures are formed by a competition of dynamic
mechanisms, such as phase separation of an immiscible mixture, or remixing due to
particle switching or chemical reactions, driving the system towards different config-
urations. As we mentioned in Section 1.1, mastering dynamic self-assembly would
enable us to better understand the processes underlying living organisms, and to en-
gineer materials and devices that are responsive and adapt to their environments,
opening the doors for a host of new applications.
Since dynamic self-assembling systems in nature are extremely complex, inter-
twined with other processes, and difficult to control, over the last few years, there
has been a growing interest in designing artificial systems with accessible experimen-
tal and computational parameters to be better able to study dynamic self-assembly.
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Figure 2.1:
Illustrations of various effects controlling the dimensions and the stability
of patterns. In a, the lattices were formed by 0.86-mm disks; the lattice
spacing increased with the rotational speed (800 r.p.m. in the picture
on the left, 1,100 r.p.m. in the picture on the right). The pictures in b
illustrate the effect of ω on the stability of aggregates. Two 1.27-mm disks
were spinning on the ethylene glycol-water interface. The streamlines
were visualized by placing drops of rhodamine/water solution onto the
interface. In the picture on the left, the disks were rotating at ω = 700
r.p.m. No dye entered a high-pressure ‘8-shaped’ region connecting the
rotating disks, and the separation between the disks did not change with
time. When ω was increased to 1,100 r.p.m., the high-pressure regions
produced by the disks became disjoint, as indicated by the crossing of
the streamlines in the midpoint between the disks (right). Disks moved
independently of each other, and the separation between them varied
with time. Optical micrographs in c show hexagonally ordered aggregates
formed by 570-µm PDMS disks doped with 5% magnetite, and rotating
at ω = 1, 100 r.p.m. on a liquid-air interface 2.5 cm above the top face of
the magnet. In this experiment, the liquid was a solution of 75% ethylene
glycol: 25% water. Reproduced from reference [30].
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Figure 2.2:
Dissipative self-assembly: a monomeric building block (blue) is activated
by fuel consumption and is able to assemble (forming red fibers). In the
assembled state it can dissipate its energy and revert to its monomeric
state (blue). Energy is both consumed and dissipated in one cycle; self-
assembly can occur only if sufficient energy is available. Reproduced from
reference [31].
Here, we present some of the dynamically self-assembling systems that have been
artificially engineered as test-beds for related theories.
Grzybowski et al. developed systems of rotating millimeter-sized magnetic disks
at a liquid air interface, subject to a magnetic field from a rotating permanent magnet
that self-assembles into the two dimensional patterns shown in Figure 2.1 [30], and
and proceeded to extend the system into three dimensions in reference [29]. The
disks in this system are attracted to to the axis of rotation of the permanent magnet,
but, due to the hydrodynamic forces generated by the disks themselves spinning,
they repel each other. The competition between these two mechanism stabilize the
structures shown.
In 2010, Boekhoven et al. engineered an energy-dissipating self-assembling sys-
tem that resembles system found in nature, specifically cytoskeleton tubules whose
dynamic self-assembly give shape to cells [31]. Their system consisted of gelator
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precursors that were converted into gelators by a reaction with chemical fuel, thus
resulting in self-assembly. Hydrolysis of the gelators resulted in disassembly of the
formed structures and in energy dissipation. Boekhoven et al. have recently shown
that by controlling the catalytic process, they can tune the gel formation, therefore
the mechanical properties and appearance of the resulting material [58], while using
the same building block, the gelator.
A large amount of effort has been devoted to understanding self-propelled parti-
cles [59–79], while the details of the research performed in this area are beyond the
scope of this thesis, it is worth noting that new experimental and theoretical systems
are constantly being developed to advance our understanding of how this category
of active particles assemble and their collective motion and dynamics. The devel-
opments in this area are greatly advancing our ability to understand systems driven
far-from-equilibrium.
Das et al. developed doubly-responsive nanoparticles, to light and magnetic field,
using azobenzene groups and catechol anchors for nanoparticles [80]. By controlling
both stimuli, Das et al. controlled the optical properties of the resulting solution.
Klotsa et al. computationally studied a system that self-assembles into particles
chains when oscillatory fluid flows are present [32, 81]. The chains form perpendicular
to the direction of the oscillation and are only stable as long as energy is introduced
in the form of oscillations. As soon as the oscillations stop, the structure decays into
a disordered system. Figure 2.3 shows the time evolution and final structures of the
experimental and computational systems.
Klajn et al. designed nanoparticles decorated with ligands combining photo-
switchable dipoles and covalent cross-linkers. Using light, these nanoparticles can
be reversibly or irreversibly assembled into three-dimensional suprastructures [82].
This system was studied by Jha et al. in reference [38] and it serves as the inspiration




Series of snapshots, taken from (a) experiment and (b) simulation, show-
ing the evolution of 64 spheres from an initial dispersed configuration at
t = 0, to an ordered state after 10.0 s, under horizontal vibration. By 0.1
s, the nearest spheres have interacted with each other; pairs have started
to form, aligning perpendicular to the direction of oscillation. Between
0.1 and 0.4 s, short chains form; there is also a tendency for particles
and chains to attach to the side walls. Between 0.4 and 1.0 s, short
chains evolve to form longer ones by attaching at the ends of the nearest
chain; or they attach to the sidewalls; any free particles move toward the
sidewalls or attach at the ends of the nearest chain. After 2.0 s, most par-
ticles are either part of a chain or attached to the wall; there are no free
particles. Thereafter the arrangement appears to be more or less stable.
Reproduced from reference [32].
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Figure 2.4:
Early-time growth factor ω(k) vs wave vector k, both with (dotted line)
and without (solid line) chemistry. In the absence of chemical reactions,
concentration fluctuations at all wave vectors k < kc grow. Chemical
reactions introduce cutoffs both at large k and small k, so that growth
occurs only for intermediate-wavelength fluctuations. Reproduced from
reference [33].
2.2 Reactive binary mixtures
Reactive binary mixtures are solutions of two phase-separating chemical species
that undergo reactions from one type to the other. The idea of using these reactions to
stabilize patterns was originally introduced by Glotzer, Di Marzio and Muthukumar






where Γ is the reaction rate.
GDM used Cahn’s linear theory to predict the growth factor (ω) at a given wave
vector (k) for the case where Γ = 0. Then extend it to non-zero values of Γ. Figure 2.4
shows both regimes ( zero and non-zero Γ ). The solid line in the plot represents the
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Figure 2.5:
Concentration field for 256 lattice at a time τ = 2048 following a quench
to the unstable region, with reaction rates (a) Γ = 0.05 and (b) Γ = 0.20.
A-rich regions are shown black and 8-rich regions are shown grey. Further
evolution of the system tends to align domains, but the steady state
domain width has already been selected. Reproduced from reference [33].
case when only Spinodal Decomposition occurs (Γ = 0), one can see that for large
wave vectors (large k) (since this is reciprocal space, it refers to small aggregates)
the growth rate is negative. This mean that below a certain size the system tends to
disaggregate. Then, for aggregates larger than kc, smaller wave vectors, the growth
rate is always positive (above the line). This means that the aggregates from that
size on will always grow. On the other hand, for the non-zero Γ case (dashed line),
aggregation starts at kc1 but as the aggregate size increases it crosses into the disag-
gregation regime at kc2. Domains of wave vectors smaller than kc2 will tend to decay.
These two dynamics stabilize patterns with domains of wave vector k = kc2. Fig-
ure 2.5 shows the resulting steady state morphologies. A study by Glotzer, Stauffer
and Jan using Monte Carlo (MC) corroborated these results [83].
Toxvaerd attempts to recreate the results presented in reference [83] using Molec-
ular Dynamics instead of Monte Carlo [84]. He does not get the same labyrinthine
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Figure 2.6:
Domain patterns obtained from numerical simulations under critical
quench at t = 10, 000 with and without hydrodynamic effects. The ini-
tial order parameter φini = 0, and the order parameter in equilibrium
φ = 0. A-rich regions and B-rich regions are represented by white and
black, respectively Reproduced from reference [34].
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Figure 2.7:
Morphology and the corresponding light scattering pattern of a P(S-stat-
CMS) / PVME (50 / 50) blend irradiated at 90◦C in 600 min. The scales
are 10 µm and 1×104cm−1, respectively. Reproduced from reference [35].
patterns, and states that the main differences arise from the fact that the MC simula-
tions were done in a lattice and that stochastic dynamics such as Langevin Dynamics
(Brownian Dynamics included) and MC, do not capture the hydrodynamic modes
that pure MD does. In this work, Toxvaerd uses NVT MD, using a Verlet integra-
tor but does not explore the thermostat used or the effect of the coupling to the
thermostat.
Using MC, Motoyama and Otha stabilize concentric rings of alternating species
by judicious choice of the reaction rates and interaction strengths. They use the free
energy of these structures to predict the size of each of these domain [85, 86]. In
2003, Huo et al. [34], studied the effect of hydrodynamics in reactive binary mixtures.
The resulting morphologies also suggest concentric rings of alternating species as
the steady state structures for certain parameters (Figure 2.6). These results were




Simulation snapshots of the resulting steady state structures using
Langevin dynamics at two different switching rates. Both images show
concentric rings patterns similar to those shown in the literature.
Using polymer blends, poly(vinyl methyl ether) (PVME,MW = 9.6×104, MW/Mn =
2.6), and a styrene-chloromethyl styrene random copolymer [P(S-stat-CMS), MW =
2.7× 105, MW/Mn = 1.7], Tran-Cong et al. [35, 88] performed the first experimental
realization of a reactive binary mixture. Figure 2.7 shows the resulting morphology
in the experimental system, where concentric rings can be observed.
We ran two dimensional simulations using Langevin dynamics at densities similar
to those in the literature to validate our model. Figure 2.8 shows that the resulting
morphologies qualitatively agree with previous theoretical and experimental results.
These results inspired the work presented in Chapter IV. We used the same base
concept of species switching types, but extended the system to three dimensions and
used densities resembling nanocolloidal and nanoparticle solutions.
Recently, research on reactive mixtures has expanded into more than ternary and
quaternary mixtures. While those areas are beyond the scope of this thesis, it provides
a possible direction for expanding this work.
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Figure 2.9:
Lateral photographs of light-driven motion of an olive oil droplet on a
silica plate modified with CRA-CM. The olive oil droplet on a cis-rich
surface moved in a direction of higher surface energy by asymmetrical
irradiation with 436-nm light perpendicular to the surface. (A to C) The
sessile contact angles were changed from 18 (A) to 25 (C). (D) The moving
direction of the droplet was controllable by varying the direction of the
photoirradiation. Reproduced from reference [36].
2.3 Switchable colloids
In this section, we present some of the surface, colloidal, and nanoparticle synthesis
development that enable us to think about self-assembly building blocks that are
dynamic in time. These building blocks can change their inter-particle interactions,
shape, etc. in response non-thermodynamic external stimuli.
In 2000, Ichimura developed a surface covered in a photoisomerizable monolayer
whose surface free energy could be reversibly manipulated via photoirradiation [36].
Using this surface, Ichimura was able to control the movement of an olive oil droplet
by asymmetrically shining blue light onto the surface, as shown in Figure 2.9.
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Figure 2.10:
Idealized representation of the transition between straight (hydrophilic)
and bent (hydrophobic) molecular conformations (ions and solvent
molecules are not shown). The precursor molecule MHAE, character-
ized by a bulky end group and a thiol head group, was synthesized from
MHA by introducing the (2-chlorophenyl)diphenylmethyl ester group.
Reproduced from reference [37].
Lahan et al. engineered a surface that can reversibly change its interfacial prop-
erties, such as wettability, in response to an electric potential[37]. A monolayer of
molecular tethers on the surface was able to undergo a conformational transition be-
tween a hydrophilic and a hydrophobic state. Figure 2.10 shows a cartoon of the
transition.
These two surface technologies, among others [89], paved the way for dynamic
surfactants on nanoparticles and nanocolloids, which resulted in particles that can
dynamically and reversibly change their properties.
Early work by Makino et al, Okubo et al, Kim et al, and Dingenouts et al, fo-
cused on synthesizing particles that were able to change their properties with changes
in thermodynamic properties, such as pH and temperature [90–93]. More recent
work, introduced in Section 2.1, has dedicated to introducing dynamic behavior to
nanoparticles using non-thermodynamic controls, such as chemical fuel [31], magnetic
fields [80], and light [80, 82].
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These recent developments, especially the development of photo-switchable par-
ticles that can reversibly change their inter-particle interactions between attractive




This chapter describes the details of the simulation and analysis methods used
throughout this thesis. The main method used is Langevin dynamics, a coarse grained
method designed for simulating particle in a solvent, with a velocity Verlet integrator.
We give the rationale for our parameter choice and explain how we introduce non-
equilibrium dynamics into our simulations. Also, we describe the main methods used
to characterize the resulting systems.
3.1 Simulation
3.1.1 Langevin dynamics
Langevin Dynamics (LD) is a coarse grained method used to simulate nanocolloids
and nanoparticles in a solvent which incorporates the interactions between particles,
the drag due to the solvent, and the thermal fluctuations that drive Brownian motion.








where FCi is the conservative force due to inter-particle interactions, F
D
i is the force
due to drag that a particle experiences when traveling through a solvent, and FRi is
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Figure 3.1:
Langevin dynamics. Coarse grained FDi , drag force, due to a particle’s
movement through a solvent and FRi , random force, due to thermal mo-
tion of the solvent. [Credit: Dr. Joshua Anderson]
the random force due to thermal motions in the solvent. Here, mi and xi are the
particle mass and position, respectively.
The conservative force FCi is determined by the gradient of the pairwise Lennard-
Jones (LJ) and Weeks-Chandler-Andersen (WCA) potentials between a particle and
its neighbors. The drag force FDi is proportional to the particle’s velocity but on the
opposite direction:
FDi = −γm~vi (3.2)










= 6γmkBTδijδ(t− t′)) (3.4)
where kB is Boltzmann’s constant, δij is the Kronecker delta, δ(t − t′) is the Dirac
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delta function, γ is the Langevin drag coefficient, m is the particle mass, and T is the
absolute solvent temperature.
The drag force exerted on a spherical particle in an environment with very low
Reynolds numbers as it moves in a viscous fluid, such as nanocolloids in a solvent, is
given by Stokes’ law:
FDStokes = −6πηrv
where η is the solvent viscosity, r is the particle radius, and v is the particle veloc-
ity. By equating FDStokes to F
D
i (Equation 3.2), we calculate the proper γ for our
system [94].
3.1.2 Integration method
We use a velocity Verlet method [95] to integrate Newton’s equations of motion
using the forces calculated using Langevin dynamics to calculate the new position
and velocity for each particle. The velocity Verlet algorithm is described by the
relationships:

















where ~x is the particle position, ~v is the particle velocity, and ~f is the force experienced
by a particle from the Langevin dynamics calculation.
During the execution of this algorithm, every time step, first Equation 3.5 is solved,
then ~f(t+ ∆t) is calculated using the new particle positions, and finally Equation 3.6
is solved and the resulting velocities are stored for the next time step.
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The error on the Velocity Verlet method is in the same order as the original Verlet
algorithm. The particle positions are accurate to the order of ∆t4, and the particle
velocities are accurate to the order of ∆t2.
3.1.3 Inter-particle potentials
We use two types of potentials to model the interactions between particles:






















0 r ≥ rc
(3.7)
where σ is the particle diameter, ε the interaction strength, and r is the center-to-
center distance between two particles. For computational efficiency the pair potential
is truncated at rc = 2.5σ and then shifted to zero at rc to avoid the discontinuity at
the cut-off distance.
Excluded volume interactions are modeled using the Weeks-Chandler-Andersen
(WCA) [96] inter-particle potential.The form of the WCA pair potential is similar to
the LJ potential (Equation 3.7) with the cutoff set to rc = 2
1/6σ.
These two potentials are used throughout the literature to model attractive and
close to hard sphere colloids and nanoparticles.
3.1.4 Validation
To verify that the particle diffusion, controlled by the Langevin drag coefficient
(γ), matched the expected diffusion of a nanoparticle solution. We calculated γ using
the experimental values given at ref [38]. Then, we ran a simulation of 10,000 particles
with only excluded volume interactions (WCA) at low density (ρ = 0.01) using the
calculated γ. Measured the mean squared displacement (MSD) of the particles and
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θ = 0.05 θ = 1.00θ = 0.60θ = 0.20




Typical simulation snapshots at the end of aggregation phase after one
cycle of light exposure. (A,B) Monte Carlo results from reference [38].
(C,D) Langevin dynamics results. (A,C) For a range of θ with η0 = 0.037.
(B,D) For a range of η0 with θ = 0.2. Snapshots are zoomed in to show
individual aggregates in detail and do not show the entire simulation box.
The contrast (bold or faded) of particles is used to indicate the depth of
particles from the top plane (close or farther).
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calculated the diffusion coefficient from the slope of the MSD. The resulting diffusion
coefficient was within 10% of the experimental diffusion coefficient.
To verify that the aggregation dynamics in our system are correct, we recreated the
Monte Carlo results published in ref [38] using Langevin dynamics. Figures 3.2(A,B)
show typical simulation snapshot for multiple temperatures (θ) and densities (η0)
using Monte Carlo. Figures 3.2(C,D) show the corresponding simulation snapshots
using Langevin dynamics. Both results agree qualitatively. Figure 3.3 show number
average aggregate size (Mn) and polydispersity (PD) of the aggregates at the end of
one cycle for the systems simulated using Monte Carlo and Langevin dynamics. Here,
we can see that both methods are in quantitative agreement. The differences at low
θ are due to unphysical kinetic traps in Monte Carlo simulations not allowing cluster
moves, which have been documented in reference [97].
3.1.5 Particle type switching
To simulate particles switching from one type to another and vice versa as de-
scribed in Section 4.2.1, we created a HOOMD-Blue plugin that accessed the particle
data in the simulation every X = 100 time steps and attempted to switch particles
according to a given probability. We defined Lennard-Jones (LJ) interactions for pairs
of particles of type A-A and B-B, and Weeks-Chandler-Andersen (WCA) interactions
for A-B.
When the plugin was activated, a script looped over all particles in the system se-
quentially drawing a random number. If the random number is greater than the given
probability the particle type was switched, otherwise it was left unchanged. Particle
switches were entirely stochastic and did not depend on the local configuration of the
system.
The potential energy of the system was calculated before and after the switch and














(a,c) Number average aggregate size (Mn) and (b,c) polydispersity(PD)
of the aggregates at the end of the aggregation phase after one cycle of
light exposure. (a,b) At temperature θ for η0 = 0.037. (c,d) At number
density η0 for θ = 0.2. Purple squares show the values obtained using
Monte Carlo from reference [38]. Blue squares show the results from
Langevin dynamics simulations.
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3.1.6 Particle on/off switching
To simulate all particles in a system switching on and off, two inter-particles
potentials were defined for particle pair A-A. A LJ potential for the on phase, and a
WCA potential for the off phase. The simulation script looped over all the desired
number of cycles enabling and disabling the appropriate potential for the current
phase. All particles were turned on/off simultaneously.
3.2 Analysis
3.2.1 Radial distribution function
The radial distribution function (RDF), also called pair correlation function g(r),
is a function used to characterize the local structure of the system, and describes
how density varies, in average, as a function of distance to a particle. The RDF is
the average number density of ρ(r) at distance r from any particle, normalized by
the density at distance r from an atom in an ideal gas at the same density. In a
random system, g(r) = 1 for all values of r, any deviation from this value indicates
correlations between the particles. Additional details and an algorithm for calculating
the RDF can be found in reference [95].
In this work, we use two kinds of RDF. The first kind is calculated between
particles of the same type. At small r values, this RDF gives us information about the
internal ordering of the aggregates. At large r values, it enables us to estimate the size
of continuous domains. The second kind is calculated between particles of opposite
type. This RDF provides information about how far apart are two domains from each
other, and allows us to identify when layered structures form within aggregates.
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3.2.2 Bond order parameter
To determine the structure of our aggregates, we used the bond order parameter
described by Steinhardt, Nelson and Ronchetti in reference [98]. This bond order
parameter tries to capture the symmetry of bond orientations regardless of bond
length. In this work, we consider a bond to exist between two particles whose center-
to-center distance is less than 1.3σ. This distance was obtained from the minimum
between the first and second peak of the radial distribution function (RDF) [39].
The local order parameter is given by the relationship:
Qlm(~r) ≡ Ylm (θ(~r), φ(~r)) , (3.8)
where Ylm(θ, φ) are spherical harmonics, and θ(~r) and φ(~r) are the polar and azimuthal
angles of the bond with respect to some reference coordinate system. We do not need
to associate a direction with a bond, provided we only use even-l spherical harmonics,
which are invariant under inversion.
Then, the global bond order parameter can be calculated by averaging Qlm(~r)
over all bonds.
Qlm ≡ 〈Qlm(~r)〉 , (3.9)
where the average is taken over all the bonds in the system. It is important to consider
















 l l l
m1 m2 m3
Qlm1Qlm2Qlm3 (3.11)
where the coefficients:  l l l
m1 m2 m3






Table 3.1 give the q4, q6, Ŵ4, and Ŵ6 values for ideal fcc, hcp, sc, and bcc structures
as well as for a liquid.
Geometry q4 q6 Ŵ4 Ŵ6
fcc 0.19094 0.57452 -0.15932 -0.01316
hcp 0.09722 0.48476 0.13410 -0.01244
sc 0.76376 0.35355 0.15932 0.01316
bcc 0.08202 0.50083 0.15932 0.01316
liquid 0 0 0 0
Table 3.1:
Bond order parameters for face-centered-cubic (fcc), hexagonal close-
packed (hcp), simple cubic (sc), body-centered-cubic (bcc), liquid struc-
tures. Reproduced from reference [39].
3.2.3 Aggregate size MW
The weight averaged aggregate sizes are calculated by clustering the particles in
the system into aggregates and then counting the number of aggregates ni, with
aggregation number i, where i is the number of particles in the aggregate [38]. Two
particles are considered to be in the same aggregate if their center-to-center distance
is less than 1.3σ.
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3.2.4 Thermostat energy dissipation
To measure the amount of energy, as heat, that the Langevin thermostat is ex-
changing with the system, at each time step during the force integration portion, we
add the work done by the conservative, dissipative and random forces and tally them
for later analysis.













where Q is the heat removed by the thermostat between times t and t+∆t, and ∆xi is
the change in position of particle i during the same time window. In equilibrium, this
quantity oscillates around zero and it is typically used to verify energy conservation
and to quantify the amount of energy drift in the system due to machine precision
numerical round off and integration error. But, in driven systems, the work performed
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by the Langevin thermostat measures the amount of energy that the thermostat must
dissipate to maintain a constant temperature. Since there is no other dissipation
mechanism, the amount of energy measured corresponds to the amount of energy




We consider the behavior of an immiscible mixture of two species of nanocol-
loids driven far-from-equilibrium by dynamically switching between species. Using
Langevin Dynamics simulations on graphics processors, we show that novel steady
state structures dynamically self-assemble for judicious choices of thermodynamic and
model parameters. We describe the dynamics that stabilize these dissipative struc-
tures, and present a phase diagram of predicted stable phases as a function of the rel-
evant thermodynamic variables. We explore energy dissipation in this driven system,
and demonstrate the requirements for maintaining far-from-equilibrium structures.1
4.1 Introduction
Energy-dissipating structures that are assembled from constituent building blocks
in systems driven far-from-equilibrium have shown great promise for a host of appli-
cations because they can be adaptable, self-healing and self-replicating [27, 28]. Many
efforts have been directed towards understanding the behavior of systems driven far-
from-equilibrium. Dynamically self-assembling systems are one class of such non-
equilibrium systems, arising in various man-made and natural phenomena, including
life [27, 89].
1This chapter is adapted from Reference [100] A. F. Osorio Vivanco, I. Szleifer, S. C. Glotzer.
“Dissipative Self-Assembly of Switchable Colloids Driven Far-From-Equilibrium”, submitted.
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Developments in surface [36, 37, 101], colloidal and nanoparticle [80, 82, 102] syn-
thesis motivate the consideration of design and fabrication of nanoscale colloids whose
properties are not static but can be changed either autonomously or on command by
the input of energy. Such active matter systems are interesting from the point of
view of self-assembly because they go beyond traditional thermodynamic systems in
which the constituent building blocks – whether atoms, molecules, nanoparticles, or
colloids – have inherent properties that are unchanging and immutable. One exam-
ple of nontraditional colloidal matter is the self-propelled colloid, in which particles
are driven to move in ways that produce novel collective behavior [59–79]. Systems
of shape-changing particles are another example of active matter, where thermody-
namic assemblies can be affected by the shape change of the constituent building
blocks [103–106].
In this paper, we study the behavior of another new class of active matter -
switchable nanocolloids. We investigate a binary mixture of nanocolloids in which
the particles can switch, or interconvert, from one species to the other according to
an externally controlled rate decoupled from the thermodynamics of the system. We
envision this switching to occur by using an external energy source to actuate pho-
tochromic molecular switches [101], reversibly photo-isomerizable monolayers [36], or
other types of active surfactants [37, 102] on the surface of nanocolloids, effectively
switching locally the inter-particle potential. This problem couples the thermody-
namic process of phase separation to a dissipative reaction process that tends towards
remixing, producing novel behavior as a result of the competition.
Our study is motivated by previous studies of reactive binary mixtures, where
reversible reactions stabilize steady state domain sizes when coupled with spinodal
decomposition [33, 34, 83–87, 107–109]. Two-dimensional studies conducted using
Monte Carlo [83], Molecular Dynamics [84], modified TDGL with Navier-Stokes [34,
107], Lattice Boltzmann [87], and Cell Dynamical Systems [109] show that different
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morphologies can be stabilized by judicious choice of thermodynamic parameters.
This chapter is organized as follows: In Section 4.2, we describe the simulation
model and method as well as the techniques used to determine the average size of
the emerging domains and the amount of energy dissipated by the system. In Sec-
tion 4.3, we present the steady state structures found and the phase diagram of the
system, followed by an explanation of how these structures form, and finally report
measurements of how much energy is required to maintain the structures in steady
state.
4.2 Model and methods
4.2.1 Model
We consider two types of particles. Interactions between nanocolloids of the same
type are modeled via an isotropic Lennard-Jones (LJ) 12-6 pair potential of the form
shown in Equation (4.1) and Figure 4.1(a)(black, solid), with particle diameter σ,
and interaction strength ε = 2.5, where r is the center-to-center distance between two





















0 r ≥ rc
(4.1)
Particles of opposite type interact via a Weeks-Chandler-Andersen (WCA) pair
potential [96], which is purely repulsive and has the same form and parameters as LJ,
but with rc = 2
1/6σ, as shown in Figure 4.1(a)(red, dashed). Particles of one type can





Interaction rules. (a) (Black, solid) Lennard-Jones potential between
same type particles, (Red, dashed) Weeks-Chandler-Andersen potential
between opposite type particles. (b) Interaction rules: Below a criti-
cal temperature, similar particles attract and dissimilar particles do not.
Each particle can instantaneously and independently change type from
one type to another and back by a random process.
4.2.2 Simulation Method
We use Langevin Dynamics (LD), a stochastic molecular dynamics method with
a Langevin thermostat, to simulate the time evolution of an isothermal system of two
types of particles in a three-dimensional box with periodic boundary conditions. In
LD, each particle is subjected to conservative (FCi ), drag (F
D
i ), and random (F
R
i )








Here, mi and xi are the particle mass and position, respectively. The conservative
force FCi is determined by the gradient of the pairwise Lennard-Jones (LJ) and Weeks-
Chandler-Andersen (WCA) potentials between a particle and its neighbors. The
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where kB is Boltzmann’s constant, δij is the Kronecker delta, δ(t − t′) is the Dirac
delta function, γ is the Langevin drag coefficient, m is the particle mass, and T is
the absolute solvent temperature. The drag force is related to the particle velocity vi
by FDi = −γmvi. More details on the simulation method may be found in ref [95].
The Langevin drag coefficient γ is carefully chosen using the method described in
Section 4.2.3, so that the resulting drag force FDi is equivalent to the drag force
experienced by a particle of a determined size in a solvent with a specific viscosity.
As will be seen later, proper selection of γ is crucial for getting the correct steady
state morphological results and phase diagram, and for measuring the amount of
energy dissipated by the system. We perform simulations of N = 64, 000 particles at
number density ρ = 0.125σ−3, in a cubic box of edge length L = 80σ with periodic
boundary conditions. The temperature of the system is maintained by the Langevin
thermostat at T = 0.4ε / kB. The time step of the velocity Verlet algorithm used to




Initially, half of the particles (N/2) are of type A and the other half are of type B.
The particles are thermalized by increasing the temperature to T ∗ = 5T and running
the system while particle switching is turned off to randomize their starting positions
until a homogeneous mixture is achieved. Then the system is quenched to temperature
T and particle switching is turned on. Every X = 100 time steps, each particle
attempts to switch to the opposite type with switching probability pswitch. Particle
switching is accomplished by sweeping through every particle in the system in a
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sequential order and generating a random number; if the random number is lower
than pswitch, the particle is switched to the opposite type. If not, the particle remains
the same type.
Multiple simulations were run using different starting conditions, including phase
separated and lamellar initial states as well as mixed initial conditions. We found
that the steady state results do not depend on initial conditions.
For our simulations, we used locally authored code and the GPU-based HOOMD-
Blue code package under development in our group, (http://codeblue.umich.edu/
hoomd-blue/index.html) [110] which permitted rapid exploration of the phase dia-
gram. The simulations were run on our GPU cluster at the University of Michigan
on NVIDIA Tesla S2050s. Roughly 1600 independent simulations were investigated
over 250,000 GPU hours.
4.2.3 Langevin drag coefficient (γ) selection
The mechanism driving the evolution and stability of our structures is the com-
petition between the thermodynamic process of phase separation and a dissipative
reaction process that tends towards remixing. In order to model this competition
properly, we must ensure that the timescales are scaled appropriately. We use the
Langevin drag coefficient (γ) to control the timescale of the phase separation by
selecting a γ (using the method explained below) that reflects the desired experimen-
tal conditions. This γ coupled with the other simulation parameters will allow us,
through dimensional analysis, to determine the length, energy and time scales of the
system and will give meaning to the rate at which particles switch types, controlled
by the switching probability pswitch. We will then explore how the relationship be-
tween these two control variables, γ and pswitch, determine the resulting steady state
structures via a “phase” diagram.
The drag force exerted on a spherical particle in an environment with very low
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Reynolds numbers as it moves in a viscous fluid, such as nanocolloids in a solvent, is
given by Stokes’ law:
FDStokes = −6πηrv
where η is the solvent viscosity, r is the particle radius, and v is the particle velocity.
When using a Langevin thermostat, the drag force experienced by a particle when
moving through a solvent is given by:
FDLangevin = −γmv.
By equating these two drag forces, we calculate the proper γ for our system [94].
4.2.4 Characterizing dynamic evolution
Understanding the time evolution of the system and the competing dynamic mech-
anisms is important to be able to predict the expected steady state structure.
We characterize the evolution of the system by calculating the radial distribution
function (RDF) between particles of the same type and using the result to estimate
the size of the domains. Then, we calculate the RDF between particles of opposite
types and use the result to measure how far the domains are from each other. In a
system undergoing spinodal decomposition, both RDFs, between same and opposite
type particles, give similar results, but in the layered structures the RDF between
opposite type particles helps us identify when new interfaces and layers are being
created.
To understand the mechanism that drives the phase transition between small
steady state domains and layered structures presented in Section 4.3.1, we run small
simulations with similar parameters as described above that start with one aggregate
of N particles. Then, a random particle within the aggregate is switched to the
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opposite type and the time it takes for the particle to leave the aggregate is measured.
This helps us get an intuition of how the time a switched particles stays in a domain
of the opposite type scales with domain size.
4.2.5 Energy input and dissipation measurements
The stability of dynamically self-assembled, energy-dissipating structures depends
on the constant energy input into the system. Once the energy source is removed, the
now unstable steady state structure devolves to its equilibrium structure. To measure
the amount of energy required to maintain our steady state structures, we calculate
the amount of energy, as heat, that the Langevin thermostat is removing from the
system by adding the work done by the conservative, dissipative and random force.












where Q is the heat removed by the thermostat between times t and t + ∆t, and
∆xi is the change in position of particle i during the same time window. In equi-
librium, this quantity oscillates around zero and it is typically used to verify energy
conservation and to quantify the amount of energy drift in the system due to machine
precision numerical round off and integration error. But, in our driven system, the
work performed by the Langevin thermostat measures the amount of energy that
the thermostat must dissipate to maintain a constant temperature. Since there is
no other dissipation mechanism, the amount of energy measured corresponds to the
amount of energy input required to maintain the steady state structures.
We also measure the amount of energy introduced into the system when a particle
switches types by histogramming the difference in the potential energy of a particle
before and after a switch.
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4.3 Results and discussion
In the absence of particle switching, we confirm the expected thermodynamic
demixing of the system by spinodal decomposition [111] into coexisting A-rich and
B-rich phases when the temperature of the system is quenched to T = 0.4ε. In the
presence of switching and, consequently, energy input and dissipation, the system is
no longer thermodynamic and is instead driven to a non-equilibrium steady state.
These states are described below.
4.3.1 Steady state structures
We observe the spontaneous formation of complex spherical structures with con-
centric layers made of alternating types of particles as shown in Figure 4.2(a) and
structures where spinodal decomposition has been stopped and domains with sizes
smaller than the equilibrium domain size are stable (Figure 4.2(b)) when the switch-
ing probability pswitch is chosen appropriately. Specifically, for pswitch < 3×10−5 when
γ = 1τ−1, switched particles can diffuse to their corresponding domains and the sys-
tem achieves its thermodynamic equilibrium configuration resulting in bulk phase
separation (Figure 4.2(c)). For pswitch > 2 × 10−1 when γ = 1τ−1, particles switch
faster than they can diffuse to form domains, resulting in a homogeneous mixture
(Figure 4.2(d)).
The multi-layered aggregates are dynamic, constantly moving and interacting with
other aggregates. New layers are continuously created as particles switch types and
aggregate inside the innermost layer, and move from layer to layer. Particles in
the outer layer are exchanged when two aggregates with the same outer layer come
into contact. This intrinsic dynamism stabilizes the dissipative aggregates as long as
energy is being input into the system. It also allows the system to be reconfigured –
to adjust its layer thickness, aggregate size and overall morphology – by regulating





Steady state phases. Simulation snapshots of (a) a phase-separated sys-
tem, (b) a system dynamically self-assembled into a spherical laminar
structure, (c) a system where the aggregate domain size has been stabi-
lized, and (d) a mixed system. The system can dynamically move from
demixed to mixed through these steady states by changing the switching
rate. The contrast (bold or faded) of particles is used to indicate the
depth of the particles in the three-dimensional box.
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4.3.2 Phase diagram
The competition between the thermodynamic process of phase separation and
a dissipative reaction process that tends towards remixing stabilizes the structures
shown in Figure 4.2. Figure 4.3 shows how the interplay of these two processes
affects the resulting steady state of the system. The Langevin friction coefficient γ
controls how fast the particles can diffuse, and therefore the speed of the demixing,
by regulating the friction force experienced by the particles as they move through a
solvent. The switching probability controls the rate at which particles tend to remix
by, in general, switching a particle located in an energetically favorable configuration
surrounded by particles of the same type, to an unfavorable configuration surrounded
by particles of the opposite type.
The phase diagram has four distinct steady state phases. In one phase, (blue in
Figure 4.3) the perturbations due to particle switching are not large enough to prevent
the system from reaching its equilibrium configuration of bulk phase separation. In
three other phases, the system is dynamically stabilized into different classes of steady
state structures: (green) spherical structures made of concentric layers of alternating
types of particles, (red) spinodal decomposition (SD) intermediate structures and a
(cyan) well-mixed, homogeneous, system.
Unlike in equilibrium systems, the value of γ, and therefore the timescale of phase
separation via spinodal decomposition, shifts the value of pswitch where phase transi-
tions occur. This γ dependence illustrates an important distinction when simulating
systems in equilibrium vs far-from-equilibrium, and the reason why it is so crucial to
understand the role of this parameter when simulating far-from-equilibrium systems.
Barring kinetic arrest in a metastable state, equilibrium simulations should have no
dependence on thermostat coupling parameters such as γ. Far-from-equilibrium sim-
ulations, as well as equilibrium simulations concerned with dynamics, are sensitive to
the time evolution of the system and how the energy is exchanged with the thermo-
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Layered StructurePhase Separated
SD Intermediate Structures Homogeneous Mixture
Figure 4.3:
Phase diagram for the Langevin drag coefficient vs the switching probabil-
ity showing four distinct phases. From left to right: (Blue) At low switch-
ing probability, the system has reached its equilibrium phase-separated
configuration. (Green) At a medium-low switching probability, the per-
turbation due to particle switching stabilizes layered steady state struc-
tures. (Red) At medium-high switching probability, domain growth is
inhibited and the domain size stabilized, but the domains are not large
enough to sustain internal domains. (Cyan) At high switching probability,
particles switch faster than the coarsening due to spinodal decomposition,
so the system resembles a mixed system.
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stat, controlled via a thermostat coupling parameter.
As we will see in the following sections, the transitions between phase separated
and layered structures, and between layered structures and SD intermediate structures
depends strongly on the time it takes for a switched particle to leave an aggregate of
the opposite type. As γ increases, particle diffusion slows down and it takes longer for
a particle to be ejected from an aggregate, allowing for the nucleation of new layers
within aggregates at lower values of pswitch. Similarly, as the aggregation dynamics
slow for higher values of γ, lower values of pswitch are needed to let aggregates grow
large enough to be able to sustain inner layers.
The transition between spinodal decomposition intermediate structures and a ho-
mogeneous mixture shows an interesting re-entrant behavior. The transition point
does not just depend on the time it takes for the particles to decompose into domains,
which dominates the behavior at γ = 10τ−1 and above, but also, we believe, in the
amount of energy that the thermostats must dissipate to maintain a constant tem-
perature. As we will see in Section 4.3.5, the energy introduced in the system due
to particle switching increases with increasing pswitch. The Langevin friction coeffi-
cient γ controls the coupling between the thermostat and the particles and hence the
thermostat’s ability to remove energy from the system. At γ = 1τ−1 and lower, and
such high switching rates, the thermostat is not able to effectively remove enough
energy to maintain the temperature to keep the system at the desired temperature,
inhibiting phase separation. As we increase γ, the coupling between thermostat and
the particles is stronger, enabling the thermostat to maintain the desired temperature
by being able to remove energy from the system at higher rates. For this reason, we
see the transition occurring sooner (at higher pswitch values) for increasing γ.
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4.3.3 Structure evolution
To elucidate the formation of the different phases, we examine the radial distri-
bution function (RDF), calculated between particles of opposite types, and between
particles of the same type during early (time = 103τ), mid (105τ), and late times
(108τ) following a quench to the two-phase region of the phase diagram determined
in the absence of switching. Figure 4.4 shows the evolution of both (A-A and A-B)
RDFs for systems with steady state of (a-c) phase separation, (d-f) layered structures,
(g-i) SD intermediate structures, and (j-l) homogeneous mixtures.
During early times, all systems, except the homogeneous mixture as the steady
state, undergo phase separation via spinodal decomposition. The domain sizes have
not grown to a size large enough for the remixing due to particle switching to con-
siderably affect domain growth or the microstructure. When pswitch is large enough
to completely inhibit phase separation, the system remains mixed.
At intermediate times, domains continue to grow. The system with SD intermedi-
ate structures reaches a maximum domain size (h) with smaller domains than those
in the phase separated and layered structures systems. Examination of the A-B RDF
shows that domains in the phase separated system (b) and SD intermediate structures
(h) are almost completely devoid of particles of the opposite type. However, in the
system with the layered structures, a new plateau appears at distances between 5 and










































































































































































































































































































At late times, we can clearly see the structural differences between these phases at
steady state. The system in (c) has completely phase separated as evident from the
various RDFs, which have reached the maximum domain sizes allowed in our system
(limited by system size). Layers are stabilized inside same type domains in the Lay-
ered Structures system (f) as indicated by the A-B RDF peak at r = 10, inside the
large domains indicated by the same A-A and A-B RDF. In the system of SD inter-
mediate structures, the RDFs at late times (i) are identical to those at intermediate
times, illustrating the fact that phase separation has ceased. The absence of peaks in
the A-A or B-B RDFs inside the domains indicates the absence of layers.
It is generally accepted that, in spinodal decomposition, the evolution of domains
follows a simple power law R(t) ∝ tβ, where β is the growth exponent [112]. Figure 4.5
shows the time evolution of the domain size, calculated from the same-type RDF. At
pswitch = 10
−7, the system phase separates via spinodal decomposition and follows
a power law with a growth exponent β = 0.33 during early times. At later times
the domains grow at a slower rate (β = 0.20) due to particle switching disturbing
domain growth until the domain reaches the maximum size permitted by the system.
As switching is increased to pswitch = 2 × 10−4, where the steady state corresponds
to layered structures, the domain grows in a similar fashion to the previous case,
but once it reaches a critical size where remixing due to particle switching becomes
dominant, domain growth ceases and new layers begin forming inside existing aggre-
gates. Further increasing pswitch = 2 × 10−3 decreases the critical domain size to a
regime where domains are too small to support inner layers, stabilizing SD intermedi-
ate structures. It is evident from the figure that steady state domain sizes have been
achieved and that any further growth is inhibited.
Figure 4.6 shows the steady state domain size as a function of pswitch. We can see
that for pswitch below 2 × 10−6 the system is able to attain domain sizes of ∼ 32σ,
the maximum size allowed in our system, but as pswitch increases the domain size
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Average domain size as a function of time for multiple switching probabil-
ities. At low switching probabilities, the domains grow following a power
law until the system completely phase separates. As the probability of a
particle being switched increases, domain growth is inhibited, restricting
the maximum domain size. The solid and dashed line have slopes of 1/3
and 1/5 respectively. Error bars have roughly the size of the symbols.
Marker styles and colors match the phases described in Figure 4.3
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Steady state domain size as a function of switching probability (pswitch).
The steady state domain size can be tuned by controlling the probabil-
ity of switching particles. Marker styles and colors match the phases
described in Figure 4.3
decreases correspondingly. The figure shows a clear dependence of domain size on
switching rate, demonstrating that not only the microstructure, but also the length
scales, domains and layer thickness are controllable by an external parameter. Be-
cause these steady state domain sizes do not depend on initial conditions and pswitch
is controlled externally by introducing energy into the system, one could envision
designing materials using mechanisms similar to the ones described in this paper that
act more like responsive devices that adjust their properties in response to external
stimuli than inert materials that remain in a single configuration through their useful
life.
4.3.4 Dynamics that stabilize layered structures
To better understand how steady state layered structures stabilize, we have identi-
fied four different dynamical processes, by visual inspection using the visual molecular
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dynamics (VMD) package [113], that guide the evolution of the system (Figure 4.7):
(a) new layer nucleation, (b) aggregate coagulation, (c) particle re-solution, and (d)
aggregate coarsening, which will be explained below.
As aggregates or layers grow, particles inside them switch from type A to B or vice
versa. This switching leaves the particle in a thermodynamically unfavorable local
environment, surrounded by particles of the opposite type. To minimize its energy,
the particle diffuses through the aggregate until it finds a layer of particles of like
type or gets ejected into the solvent. Figure 4.8 shows the time it takes for a particle
to exit an aggregate of the opposite type to reach a more energetically favorable
configuration after being switched (simulation and analysis details are provided in
Section 4.2.5). This time increases linearly with the mass of the aggregate (number
of particles) and cubically with increasing aggregate radius. When this time becomes
large enough for a second particle within a domain to switch and for these two particles
to aggregate (Figure 4.7(a)), the particles stick together, lowering their diffusion rate
through the layer, and increasing the probability that additional switched particles
within the same domain will encounter them, effectively giving rise to (“nucleating”)
a new layer inside of the domain they were originally in. From these relationships,
the probability of nucleating a new layer pNL is given by:
pNL ∝ NAg ∝ R3Ag
pNL ∝ pswitch
where NAg is the number of particles in an aggregate and RAg is the aggregate radius.
This new inner layer becomes increasingly spherical in order to minimize its interface
with the outer layer.
As these multi-layered aggregates diffuse in the solvent, they come in contact with






Aggregate evolution dynamics: (a) “Nucleation”, where multiple particles
that switched inside an aggregate merge, slowing down their diffusion and
“nucleating” a new layer inside the aggregate; (b) coagulation, where two
aggregates with the same outer layer come into contact; (c) re-solution,
where particles switched while inside an aggregate diffuse to the closest
layer of the same type as the new type of the switched particle or to the
boundary of the aggregate to later be ejected; and (d) coarsening, where






Average time required for a switched particle to exit an aggregate of the
opposite type as a function of (a) number of particles in the aggregate,
and (b) aggregate radius. The solid lines represent (a) linear, and (b)
cubic fits.
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close they repel each other, but, when aggregates with the same type of outer layer
come in contact (Figure 4.7(b)), particles transfer from one aggregate to the other in
an attempt to minimize their energy, leaving behind two aggregates with outer layers
of opposite types. This dynamic process maintains the diversity of the outer layer
type observed in Figure 4.2(b).
Switched particles also diffuse between layers to minimize their energy, and when
they are in the outer layer, they can be ejected into the solvent (Figure 4.7(c)) to later
be absorbed into another aggregate. Particles that are not part of any aggregate or
that have been re-soluted into the solvent diffuse around the system until finding an
aggregate with an outer layer of the same type, coarsening the aggregate, as shown
in Figure 4.7(d).
The interplay of these mechanisms limits the size of the resulting aggregates and
layers, and stabilizes the morphology of the layered structures.
4.3.5 Energy input and dissipation
The dynamic self-assembly of energy-dissipating structures requires a constant
supply of energy, and therefore requires a thermostat to remove the energy being con-
tinuously added into the system to maintain a constant temperature. As illustrated
in Section 4.3.2, having a physical intuition about how the thermostat dissipates the
energy introduced into the system and how the thermostat coupling affects the system
dynamics is of crucial importance when simulating far-from-equilibrium systems. The
Langevin thermostat, in addition to providing a dissipation mechanism that we can
physically relate to our system, also provides a mechanism for calculating the amount
of energy that the thermostat exchanges with the system, described in Section 4.2.5.
This measure can be used to set bounds and checks on our simulation results, and to






























Distribution of the amount of energy introduced every time a particle type




Steady-state potential energy. Marker styles and colors match the phases
described in Figure 4.3. Error bars have roughly the size of the symbols.
Figure 4.9 shows the distribution of the amount of energy introduced at every
particle switch for values of pswitch that correspond to each of the four steady state
phases. We can see that for all phases, particle switches tend to introduce energy into
the system, usually switching a particle from an energetically favorable configuration
to a higher energy configuration. This result agrees with Figure 4.10, which shows that
the average steady state potential energy for the system negative. As pswitch increases
the potential energy of each particle increases, reducing the energy introduced per
particle switch.
Figure 4.11 shows the energy required to maintain the structures previously de-
scribed as a function of pswitch. We can see that for systems where the perturbation
due to particle switching is not large enough to drive the system away from its equilib-
rium configurations (blue, filled circles) the energy required to maintain the structures
is orders of magnitude less than elsewhere. The energy dissipation rate at these val-
ues of pswitch is due, mainly, to round off error due to machine precision and due to
error introduced by the velocity Verlet integrator. As pswitch increases, steady state
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structures different from the equilibrium structure of phase separation are dynami-
cally stabilized: (green, triangles) layered structures, (red, squares) SD intermediate
structures, and (cyan, pentagons) homogeneous mixture); and energy introduced by
particle switches has to constantly be removed by the thermostat. Since particle
switches usually introduce energy into the system when domains are of any signifi-
cant size, the energy dissipation rate increases monotonically with increasing pswitch
until it reaches a maximum. The maximum energy dissipation is reached when the
system is not able to phase separate at all and the system remains a homogeneous
mixture, so the energy before and after a switch is roughly the same on average.
At low values of pswitch every particle switch introduces a large amount of energy
into the system, but switches seldom occur so the energy introduced on average is low.
As pswitch increases the energy introduced per switch decreases, but the number of
switching events increases greatly, which leads to the straight segment in Figure 4.11.
As pswitch increases further, each switch introduces diminishing amounts of energy,
reaching a maximum dissipation rate when the system is homogeneously mixed. These
three ranges give rise to the S-shaped curve for the energy dissipation rate.
It is worth noting that through most of the range of pswitch values studied, the
thermostat is able to maintain the temperature of the system at the desired tem-
perature. But for low γ values, it is possible for the thermostat to not be able to
remove enough energy to maintain the desired temperature and the system heats up
to a constant, steady state temperature that is higher than the desired temperature.
Figure 4.12 shows the temperature as a function of pswitch when γ = 1. For large
values of pswitch, the temperature of the system has increased by about 7% due to the
thermostat’s inability to remove enough energy from the system. This effect is not
present in higher values of γ for the range of pswitch under this study but it is expected




Langevin thermostat energy dissipation rate as a function of switching
probability (pswitch). Marker styles and colors match the phases de-
scribed in Figure 4.3. Error bars have roughly the size of the symbols.
Figure 4.12:
Measured steady state temperature as a function of switching proba-
bility (pswitch). Marker styles and colors match the phases described in
Figure 4.3. Error bars have roughly the size of the symbols.
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4.4 Conclusions
By combining thermodynamic phase separation and time dependent interactions,
we have engineered a colloidal system with switchable, competing interactions that
can dynamically not only stabilize a structure that was previously only available
transiently in this system – namely, spinodal decomposition intermediate structures
– but also self-assemble into novel steady state ordered layered structures whose length
scales can be tuned by adjusting an external, non-thermodynamic, stimuli.
By introducing a non-equilibrium, dissipative mechanism into the colloidal build-
ing block we have created a material that could, in principle, dynamically change its
mechanical, optical, electrical, etc. properties, as a response of an external control,
thereby behaving more like a device than an equilibrium material.
We have also described a procedure that can be used in computer experiments to
quantify the amount of energy that a system dissipates in steady state, and which is
independent of the energy input mechanism.
The domain size stabilization is consistent with previously reported results from
studies concerning 2D binary fluid mixtures where reaction rates were able to cap-
ture specific domain sizes. Spinodal decomposition intermediate structures and cir-
cular structures were predicted in 2D incompressible liquids. Based on those results,




Assembly Speed Enhancement and Transient
Structures
Nanoscale and colloidal particles are important in many areas of science and tech-
nology from biological and pharmaceutical industries to paints and body armor. The
controlled assembly of these particles into extended structures, via the synthesis of
building blocks designed with specific shape and inter-particle interactions, enables
the fabrication of materials with unique structures and properties [20, 114, 115].
Photo-switchable nanoparticles, [116] e.g., introduce the possibility to control the
structure of the material in time with light and electric fields. Novel devices such
as liquid crystal displays [117] and e-ink displays [118] use materials whose structure
is controlled by an external field, and their performance is in part determined by
the materials ability to switch between two or more equilibrium structures reliably
and speedily. Here, we drive a system of nanocolloids to self-assemble into a non-
equilibrium structure by switching inter-particle potentials and show that the process
can enhance the assembly speed of the equilibrium thermodynamic structure by an
order of magnitude, as well as produce non-equilibrium states comprised of multiple
coexisting phases not available via static self-assembly.1
1This chapter is adapted from Reference [119] A. F. Osorio Vivanco, M. Olvera de la Cruz, S.




A large body of work has been dedicated to understanding the properties of equi-
librium colloidal suspensions and to exploring the different equilibrium structures
that result from modifying the assembling building block [20, 28, 114, 120–123]. Yet,
active, non-equilibrium, colloidal research is still in its early exploratory phase [124].
Recent work focused on increasing self-assembly speed uses microwave annealing for
diblock copolymers [125], and magnetic interactions [126], flows [127], and evapo-
ration [128] for aggregating colloids. As an alternative to modifying the colloidal
environment (e.g. modify the environment the colloid is exposed to, temperature,
pressure, magnetic field, etc.), to enhance the assembly speed, recent developments
in surface [36, 37, 101] and colloidal synthesis [37, 116] enable the modification of
the colloidal particle itself. This approach, as explored e.g., in Jha et al. [38], could
yield faster assembly processes, novel structures, and dynamic control of steady state
structures.
5.2 Model and methods
5.2.1 Model
Here, we study a system of strongly attractive colloidal nanoparticles. Under the
usual conditions particles diffuse until they encounter other particles and irreversibly
aggregate. Aggregates coarsen by merging with other aggregates. This slow pro-
cess is called Diffusion Limited Cluster Aggregation (DLCA) [129–131] and has been
thoroughly studied over the past decades. Instead of employing the usual conditions,
however, we repeatedly disrupt this process by turning off and on the attractive in-
teraction between all particles simultaneously. As shown in Figure 5.1, we cycle the
system through two stages: an aggregation stage, where the interactions between
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tatd
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td ta
Figure 5.1:
Interaction Switching Details. Particles are switched repeatedly between
two states. In the on state, particles are attracted to each other and
aggregate. In the off state, attractive interactions are turned off and
particles interact solely through excluded volume.
the inter-particle interactions are switched off and particles diffuse away from each
other in search of a more entropically favorable configuration. The length of these
stages are defined as ta and td respectively, and the system is subjected to repeated
cycles.
Interactions between particles during the on phase are modeled via an isotropic
Lennard-Jones (LJ) 12-6 pair potential of the form shown in Equation (3.7) with
particle diameter σ = 1, and interaction strength ε = 2.5, where r is the center-
to-center distance between two particles. Interactions between particles during the
off phase are modeled using the Weeks-Chandler-Andersen (WCA) pair potential
described in Section 3.1.3.
To simulate all particles in a system switching on and off simultaneously, two
inter-particles potentials were defined for particle pair A-A. A LJ potential for the
on phase, and a WCA potential for the off phase. Only one of the two inter-particle
potentials is enable at any given time.
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5.2.2 Simulation method
We use Langevin Dynamics (LD), a stochastic molecular dynamics method with
a Langevin thermostat, to simulate the time evolution of an isothermal system in a
three-dimensional box with periodic boundary conditions. Section 3.1.1 describes the
details of the LD method.
The Langevin drag coefficient γ = 113 is carefully chosen so that the resulting
drag force FDi is equivalent to the drag force experienced by a particle of a determined
size in a solvent with a specific viscosity.
We perform simulations of N = 64, 000 particles at number density ρ = 0.125σ−3
and ρ = 0.296σ−3 , in a cubic box of edge length L = 80σ with periodic boundary
conditions. The temperature of the system is maintained by the Langevin thermostat
at T = 0.4ε / kB. The time step of the velocity Verlet algorithm used to integrate
Newton’s equation of motion is ∆t = 0.006τ , where τ = (mσ2 / ε)
1/2
is the unit of
time.
The particles are thermalized by turning off the interactions, enabling the WCA
potential and disabling the LJ potential, to randomize their starting positions.
For our simulations, we used locally authored code and the GPU-based HOOMD-
Blue code package under development in our group, (http://codeblue.umich.edu/
hoomd-blue/index.html) [110]. The simulations were run on our GPU cluster at
the University of Michigan on NVIDIA Tesla S2050s. Roughly 1000 independent
simulations were investigated over 98,000 GPU hours.
5.2.3 q6 order parameter
Section 3.2.2 describes in detail the algorithm used to calculate bond order param-
eters. In this chapter, we use the maximum of the probability distribution of the q6
order parameter to identify the internal structure of the aggregate and the intensity
of the same to quantify the degree of order in the aggregate.
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5.2.4 Aggregate size distribution
Section 3.2.3 details the algorithm used to cluster particles into aggregates and
how the aggregate size and size distribution are calculated. In this chapter, the weight
average aggregate size MW is used to characterize the system.
5.3 Results and discussion
5.3.1 Aggregation speed enhancement
Figure 5.2 a,b show the snapshots of two aggregating systems at a similar time
after aggregation has started following a quench from high to low temperature. In
the reference systems Figure 5.2(a), the inter-particle interactions are always on. In
the active system Figure 5.2(b), the interactions are cycled on and off as described
above. It is evident from the images that the aggregates in the active system are
much larger than those in the reference system when the systems are compared at
equal times.
The weighted aggregate size (MW ) normalized by the aggregate size in the refer-
ence system (MW0) is plotted in Figure 5.3 for several off/on ratios and after several
number of cycles. The figure shows that for certain off/on ratios aggregates grow
up to four times larger than when the interactions are always on, after the same
amount of time. We also observe that the average aggregate size in the active system
compared to that in the inactive system increases with increasing number of cycles.
For td/ta ≤ 0.17, we instead inhibit growth and the relative mean aggregate size
decreases significantly. For td/ta ≤ 0.20, aggregates fully disassemble and reassemble
during each cycle, resulting in a system that simply oscillates between fully disaggre-
gated and fully aggregated.
Figure 5.4 shows the time evolution of the aggregate size in the different active





Comparison between reference and active systems. Images of the aggre-
gates at a given time t for (a) a reference, inactive system, and (b) an
active system. From the images, it is evident that the active system has
larger aggregates than the reference system.
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Assembly speed enhancement. Aggregate size at the end of the aggrega-
tion stage at multiple cycles vs. off/on ratio. This plot shows that for
off/on ratios smaller than 0.15 the weight average aggregate size is larger
than for an inactive system.
interactions are switched on/off periodically (e.g. off/on ratios 0.03 and 0.05) the
aggregates grow faster than when interactions are left always on. It is interesting that
for off/on ratio 0.11, the initial aggregation speed is slower than for always on, but
aggregates are still growing, the disaggregation time is not long enough for the system
to completely lose memory of the On stage configuration. But at some aggregate
value ∼ 600 particles, the growth rate considerably changes, suggesting that the
length of the disaggregation time affects aggregates of different sizes differently, and
while aggregate growth below a critical nucleus size is hindered, above a nucleus size
is enhanced. This result also suggests the possibility of an aggregate size dependent
optimal off/on ratio or td duration, which would be an interesting tuning parameter
to control the aggregation process and which warrants further study. It is notable
that the systems with off/on ratio = 0.05 reached the same aggregate size as the final
size for the inactive reference system about an order of magnitude earlier in time.
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Figure 5.4:
Aggregate size evolution. Aggregate size at the end of the aggregation
stage at multiple cycles vs. off/on ratio. This log-log plot shows the aggre-
gate sizes at the end of the aggregation stage to show how the aggregates
are growing as a function of time for multiple off/on ratios.
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Figure 5.5:
Radial distribution function characterizing the internal structure of the
aggregates of the same size for multiple off/on ratios. Peaks correspond
to FCC ordering.
5.3.2 Aggregate characterization
To verify that the non-equilibrium dynamics are not changing the final structures
to be assembled, we characterize the individual aggregates using the radial distribu-
tion function (RDF) and the q6 order parameter [98], as well as characterizing the
system as a whole by looking at the distribution of aggregate sizes.
The RDF and q6 order parameter are shown in Figure 5.5 and Figure 5.6 re-
spectively. The RDF shows that the key features are independent of off/on ratio,
suggesting that the internal structure of the aggregates for all cases is similar. The
peaks in the RDF correspond to an FCC crystal structure [132]. At significantly
large off/on ratios, the peaks soften, suggesting that the switching activity introduces
disorder to the system, a logical consequence of extended disaggregation. The q6
order parameter probability distribution supports these results with the main peak
corresponding to FCC at q6 = 0.57 [133] and the lower peaks for increasing switch-
ing activity suggesting increased disorder. If the switching activity is stopped, the
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Figure 5.6:
Probability distribution of the q6 order parameter characterizing the in-
ternal structure of the aggregates of the same size for multiple off/on
ratios. Peak at 0.57 corresponds to FCC ordering.
RDF and q6 order parameter probability distribution evolve to resemble the inactive
reference case.
5.3.3 Aggregate size distribution
Figure 5.7 shows the distribution of aggregate sizes for multiple ratios when the
average aggregate size MW = 2500 particles and the corresponding simulation snap-
shots. While the average size is equal for all these distributions we can see that the
shape of the distribution changes for different off/on ratios. In the inactive reference
case, we can see a Gaussian distribution of aggregate sizes as would be expected.
Since particles effectively permanently join aggregates, the snapshot shows very few
single particles or small aggregates. As we raise the off/on ratio to 0.03, we can see
that the distribution broadens and in the corresponding snapshot a small number
of single particles and small aggregates appear. Further increasing the off/on ratio
further drives the system into a bimodal distribution where large aggregates coex-
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Figure 5.7:
Histogram showing the distributions of aggregate sizes for multiple on/off
ratios at Mw = 2500 and corresponding simulation snapshots.
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Figure 5.8:
Histogram showing the distributions of aggregate sizes for multiple on/off
ratios at Cycle = 100, and corresponding simulation snapshots.
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ist with small aggregates. This distribution is only present as long as the switching
continues, as soon as the switching stops the peak representing the small aggregates
starts to decrease. Figure 5.8 show the aggregate size distribution and simulation
snapshots for several off/on ratios after 100 cycles. The distributions show that for
a given amount of time, or number of cycles, the aggregates grow much larger when
the system is active, driven. As the system is driven further away from equilibrium,
small aggregates coexist with larger aggregates.
5.3.4 Transient structures in dense systems
We introduced switching interactions into a denser system that generally phase
separates first into percolating domains that coarsen over time [112](Figure 5.9(a))
instead of clustering into aggregates. For low off/on ratios (= 0.02), the phase separa-
tion process was sped up; and, given a similar amount of time, larger domain that are
no longer percolating (Figure 5.9(b)) are observed. These domains are expected to
be spherical aggregates, but at these high densities the periodic boundary conditions
stabilize the cylindrical structures. As we increase the disaggregation time (off/on
ratio = 0.13), we observe a new phase emerge where porous percolating domains
coexist with small aggregates (Figure 5.9(c)). This is comparable to the regime in
the less dense system where small aggregates coexist with large aggregates. If the
disaggregation time is increased to the point where the system loses all memory of
the configuration at the end of the previous aggregation stage, the system oscillates
between a well-dispersed system and small percolating domains (Figure 5.9(d)) re-
sembling early stage spinodal decomposition.
The coexistence of small aggregates with larger aggregates in the low density
system as well as the coexistence of small aggregates with percolating domains in the
high density system hint at the possibility that by adjusting the different switching






Light switching in dense systems. Snapshot of the final configuration of a
dense system with multiple off/on ratios at the end of 100 cycles. (a) Ra-
tio = 0.00, Interactions are always-on, the system phase separates through
spinodal decomposition resulting in percolating domains that coarsen fol-
lowing a power law. (b) Ratio = 0.02, Short disaggregation times increase
the phase separation speed resulting in a single aggregate without the per-
colating domains. (c) Ratio = 0.13, Larger disaggregation times produce
a coexistence of percolating porous domain with small aggregates. (d)
Ratio = 0.25, Much larger disaggregation times cause the system to lose
all memory of the aggregation phase, and result in percolated networks
with smaller domains than in a that only depend on a single aggregation
phase.
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produce any structures with stable, steady-state aggregate size, we believe that it
is possible to create materials where light can be used to dynamically control the
aggregate sizes, and hence the properties of the material.
5.4 Conclusions
By introducing a non-equilibrium dynamic, switching inter-particle interactions
or and off we have enhance the assembly speed of aggregating colloids where the
resulting structures at the end the aggregation times are structurally similar to those
obtained from equilibrium, produced structures with coexistence of phases that were
not previously available, and hinted at the possibility of dynamically stabilizing steady
state length scales in the available structures. In the future, by judiciously adding
these type of switchable interactions to specific areas of the colloidal building block,
we could envision developing materials that can quickly and efficiently switch between
multiple stable structures, changing the materials optical, mechanical, etc. properties





Self-assembly is one of the most promising routes for manufacturing materials
and devices with nanoscale features. While static self-assembly, where structures do
not require energy to maintain order, has been the focus of a large body of research
over the past decade, dynamic self-assembly is still in its infancy. The intention of
this dissertation was to advance the field of dynamic self-assembly by introducing two
computational systems where dynamic self-assembly can be observed, and using these
systems to produce supporting evidence for some of the benefits that dynamic self-
assembly can bring over static self-assembly, and to motivate the further development
of these kind of systems. Using computer simulations, we developed two far-from-
equilibrium – driven – systems by modifying well understood systems, i.e. phase
separation and colloidal aggregation, and showed that we can stabilize steady state
structures not available in equilibrium, stabilize patterns and structures that were
only available as transients during the system’s evolution to equilibrium, generate
transient structures with coexisting phases, and enhance or inhibit the speed at which
a system assembles by introducing non-equilibrium dynamics.
In Chapter IV, using concepts from reactive binary mixtures, we extended a phase
separating colloidal solution by letting colloids reversibly and randomly switch be-
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tween two species. By combining phase separation and time dependent interactions,
we stabilized steady state ordered layered spherical structures whose length scales can
be tuned by adjusting an external, non-thermodynamic control. We were also able
to, with judicious choice of parameters, stabilize steady state patterns that resem-
ble early spinodal decomposition, which were previously only available as transient
structures during the process of phase separation. By careful selection of the thermo-
stating mechanism, we have also presented a procedure that can be used in computer
experiments to quantify the amount of energy that a system dissipates in steady
state. This measurement is independent of the energy input mechanism. In the fu-
ture, this system could lead to materials whose internal structure and length scale,
therefore mechanical, optical, electrical, etc. properties, can be tuned by an external
non-thermodynamic control parameter, resulting in materials that behave more like
devices than passive equilibrium materials.
In Chapter V, based on recent developments in the synthesis of photo-switchable
colloids, we extended an aggregating attractive nanoparticle solution to switch be-
tween two states: an “on” state, where particles are attracted to each other and
aggregate; and an “off” state, where particles interact via excluded volume. By in-
troducing a non-equilibrium dynamic, we enhanced the assembly speed of aggregating
colloids where the resulting structures are structurally similar to those obtained from
equilibrium, reducing the assembly time for active systems by an order of magni-
tude. We were also able to generate transient structures with a bimodal distribution
of aggregate sizes for low density systems, and where percolating domains coexisted
with small aggregates for high density systems. In the future, by judiciously adding
this type of switchable interactions to colloidal building blocks, we could envision
developing materials that can quickly and efficiently switch between multiple stable
structures, enabling a new generation of devices.
Both of the systems studied in Chapter IV and V provide a basic framework
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and test-bed to further study dynamic self-assembly and to test theories regarding
non-equilibrium systems.
6.2 Outlook
As discussed in Chapter IV, the choice of thermostat and thermostat coupling
parameters is crucial for arriving at the correct steady state structure. Additional
theoretical, computational, and experimental research is needed to understand how
to dissipate heat from driven system in order not to affect – damage – the dynamics of
the simulated system. Many research works regarding far-from-equilibrium systems
published in the literature were performed using thermostats that unphysically rescale
velocities, instantly dissipating any energy introduced and damaging the system’s
dynamics. A large amount of work is needed to better understand how to extend
current tools to properly model and simulate dynamically self-assembling systems in
a computationally efficient manner.
In Chapter V, we studied how turning interactions on and off repeatedly affected
the assembly speed. If the length of the “off” phase was small the assembly speed was
enhanced. But for a range of off/on ratios a steady state aggregate size was stabilized.
It would be interesting to explore the concept of controlling the steady state aggregate
size by turning interactions on and off, and to adjust the off/on ratio to dynamically
tune the aggregate size. Since the optical properties of the nanoparticle solution
depends on the aggregate size, these could be controlled using an external light by
adjusting switching parameters.
Recent work with system that assemble via hierarchical pathways have shown
that the yield of the resulting structures can be increased by adjusting the relative
interaction strengths that come into play at each of the hierarchical steps. We could
introduce the concept of turning interactions on and off described in Chapter V to
selectively switch interactions that are preventing higher yields. By selectively turning
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interactions on and off, we could reshape the energy landscape of the hierachical
assembly pathway to increase the crystallization yield.
Finally, with new developments in colloidal and nanoparticle synthesis techniques,
we can think of a multitude of ways to create increasingly complex building blocks
whose shape is time dependent or those that are decorated with multiple patches
with independent specific interactions. These interactions can be used to introduce
dynamic mechanisms and behaviors into the system. The parameter space for these
building blocks would be immense and would offer a new domain of possibilities for





Key HOOMD scripts – Immiscible Switchable
Colloids Simulation
############################################################
# Pro jec t : 01 − Se l f−Assembly o f Sw i t chab l e Co l l o i d s
# Subpro j ec t : 013 − Swi tch ing Rate vs . Domain S i z e
# Hoomd Version : 0 . 11 .2
# Descr ip t i on : Trying to f i g u r e out how does the domain s i z e
# s c a l e as a func t i on o f the sw i t ch ing ra t e
#
#############################################################
from hoomd scr ipt import ∗




#to be used wi th the PBS Array f e a t u r e
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def g e t a r r a y i d ( ) :
pbs a r ray id = os . getenv ( ’PBS ARRAYID ’ ) ;
i f pbs a r ray id i s None :
return 0
else :
return i n t ( pbs a r ray id ) − 1 ;
# Se t t i n g up s imu la t i on group cond i t i on s
# ID
id = g e t a r r a y i d ( )
# Common s imu la t i on parameters
t imes teps = 2e8 # [ 1 ] Number o f time s t e p s to perform
temp = 1 .0 # [Eu ]
deltaT = 0.006 # [Tu] Time to be advanced every time s t ep
dens i ty = 0.125 # [Luˆ−3] Number den s i t y
a = (1 . 0/ dens i ty ) ∗∗ ( 1 . 0 / 3 . 0 ) # [Lu ] La t t i c e parameter f o r
i n i t i a l c on f i g u r a t i on
m = 40 # [ 1 ] mˆ3 Number o f p a r t i c l e s
sw i t ch pe r i od = 100 # [ 1 ] Number o f time s t e p s between
sw i t ch ing at tempts
bdgamma = 113
random seed generator = 12345
# ID dependent va lue arrays
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s w i t c h r a t e a r r a y = numpy . l og space (−4 ,3 ,50)
# Se t t i n g the i n i t i a l c ond i t i on s t ha t depend on the id
s w i t c h r a t e = s w i t c h r a t e a r r a y [ id %50]
swi tch prob = s w i t c h r a t e ∗ deltaT / sw i t ch pe r i od
random seed = random seed generator ∗ ( i n t ( id /50) + 1)
print ( ”\nID Dependent Parameters : ” )
print ( ”SP = %.2e” % switch prob )
print ( ”SR = %.2e” % s w i t c h r a t e )
print ( ”RandomSeed = %d” % random seed )
print ( ”” )
# Logging
#xml per iod = in t ( t imes t ep s /20)
l o g g e r p e r i o d = i n t ( t imes teps /1000)
# I n i t i a l i z i n g the system
system = i n i t . create empty (N=m∗m∗m, box=(m∗a ,m∗a ,m∗a ) ,
n p a r t i c l e t y p e s =2)
# Moving the p a r t i c l e s to t h e i r s t a r t i n g l o c a t i o n
l o = −m∗a / 2 . 0 ;
for p in system . p a r t i c l e s :
( i , j , k ) = (p . tag % m, p . tag /m % m, p . tag /m∗∗2 % m)
p . p o s i t i o n = ( l o + i ∗a+a /2 , l o+j ∗a+a /2 , l o+k∗a+a /2)
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# Se t t i n g up the s t a r t i n g v e l o c i t i e s to match the temperature
random . seed (1234) ;
for p in system . p a r t i c l e s :
mass = p . mass ;
vx = random . gauss (0 , temp / mass )
vy = random . gauss (0 , temp / mass )
vz = random . gauss (0 , temp / mass )
p . v e l o c i t y = ( vx , vy , vz )
# Se t t i n g up the d i f f e r e n t s t a r t i n g cond i t i on s
for p in system . p a r t i c l e s :
( i , j , k ) = (p . tag % m, p . tag /m % m, p . tag /m∗∗2 % m)
i f ( i+j+k ) % 2 == 1 :
p . type = ”B”
# Se t t i n g up the i n t e r a c t i o n p o t e n t i a l s
l j = pa i r . l j ( r c u t =2.5)
# Smooth and s h i f t e d
l j . set params (mode=” s h i f t ” )
l j . p a i r c o e f f . s e t ( ’A ’ , ’A ’ , e p s i l o n =2.0 , sigma =1.0 , alpha
=1.0)
l j . p a i r c o e f f . s e t ( ’B ’ , ’B ’ , e p s i l o n =2.0 , sigma =1.0 , alpha
=1.0)
l j . p a i r c o e f f . s e t ( ’A ’ , ’B ’ , e p s i l o n =2.0 , sigma =1.0 , alpha
=1.0 , r c u t =2 .0∗∗ (1 . 0/6 .0 ) )
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# Se t t i n g up the i n t e g r a t o r
a l l = group . a l l ( )
i n t e g r a t e . mode standard ( dt=deltaT )
bd = i n t e g r a t e . bdnvt ( group=a l l ,T=temp , seed =12345)
bd . set gamma ( ’A ’ , gamma=bdgamma)
bd . set gamma ( ’B ’ , gamma=bdgamma)
bd . set params ( t a l l y=True ) ;
# I n i t i a l t h e rma l i z a t i on
bd . set params (T=temp∗10)
run (5000)
bd . set params (T=temp )
# Se t t i n g up sw i t ch ing
random switch . update . switchAB (p=switch prob , per iod=
swi tch per i od , seed =1234)
# Se t t i n g up l o g g i n g parameters
# 4.81 −> g i v e s 40 l o g a r i t hm i c s numbers wi th the l a s t on e
r i g h t b e f o r e the f i n a l t imes t ep .
xml = dump . xml ( f i l ename=’ outID ’ + s t r ( id +1) , per iod = lambda
n : 10∗∗(n /4 . 82 ) )
xml . set params ( p o s i t i o n=True , type=True , v e l o c i t y=True , mass=
True )
l o g g e r = analyze . l og ( f i l ename=’ outID ’ + s t r ( id +1) + ’ . l og ’ ,
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per iod=l o g g e r p e r i o d , q u a n t i t i e s =[ ’ p a i r l j e n e r g y ’ , ’
volume ’ , ’ temperature ’ , ’ p r e s su r e ’ , ’ k i n e t i c e n e r g y ’ , ’
p o t e n t i a l e n e r g y ’ , ’momentum ’ , ’ time ’ , ’
b d n v t r e s e r v o i r e n e r g y a l l ’ ] )
# Running the s imu la t i on
run ( t imes teps +1)
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APPENDIX B




# Pro jec t : 02 − Photo−Swi t chab l e Co l l o i d s
# Subpro j ec t : 008 − Assembly Speed Enhancement vs . Off /On
r a t i o
# Hoomd Version : v0 . 11 . 2
# Descr ip t i on : Running system with mu l t i p l e c y c l e l e n g t h s and
# mu l t i p l e On/Off r a t i o s to see how l a r g e agg r e ga t e s g e t .
#
###########################################################
from hoomd scr ipt import ∗
import random
import os
import numpy as np
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#to be used wi th the PBS Array f e a t u r e
def g e t a r r a y i d ( ) :
pbs a r ray id = os . getenv ( ’PBS ARRAYID ’ ) ;
i f pbs a r ray id i s None :
return 0
else :
return i n t ( pbs a r ray id ) − 1 ;
# Se t t i n g up s imu la t i on group cond i t i on s
# ID
idx = g e t a r r a y i d ( ) ;
# Common s imu la t i on parameters
t o t a l t s = 1e8 # [ 1 ] Number o f t o t a l time s t e p s to perform
temp = 1 .0 # [Eu ]
deltaT = 0.006 # [Tu] Time to be advanced every time s t ep
dens i ty = 0.125 # [Luˆ−3] Number den s i t y
a = (1 . 0/ dens i ty ) ∗∗ ( 1 . 0 / 3 . 0 ) # [Lu ] La t t i c e parameter f o r
i n i t i a l c on f i g u r a t i on
m = 40 # mˆ3 Number o f p a r t i c l e s
bdgamma = 113 # [1/Tu] Langevin Co e f f i c i e n t
ep = 2 .5 # [Eu ] LJ \ e p s i l o n
random gen = 23451 # [ 1 ] Random number genera tor seed
c y c l e t s = 1e6
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# Id dependent va lue array
c y c l e r a t i o a r r a y = [ 0 . 0 , 0 . 01 , 0 . 03 , 0 . 05 , 0 . 1 1 ]
# Se t t i n g up i n i t i a l c ond i t i on s t ha t depend on the id
c y c l e r a t i o = c y c l e r a t i o a r r a y [ idx % len ( c y c l e r a t i o a r r a y ) ]
o f f t s = c y c l e t s ∗ c y c l e r a t i o
on t s = c y c l e t s ∗ ( 1 . 0 − c y c l e r a t i o )
n c y c l e s = i n t ( t o t a l t s / c y c l e t s )
random seed = random gen ∗ ( idx + 1)
print ( ”\nID Dependent Parameters : ” )
print ( ” Cycle Length = %.2e” % c y c l e t s )
print ( ”On Length = %.2e” % on t s )
print ( ” Off Length = %.2e” % o f f t s )
print ( ”Number o f c y c l e s = %d” % n c y c l e s )
print ( ”Random seed = %d” % random seed )
print ( ”” )
# Logging parameters
l o g g e r p e r i o d = c y c l e t s /10
dcd per iod = c y c l e t s
# I n i t i a l i z i n g the system
system = i n i t . create empty (N=m∗m∗m, box=(a∗m, a∗m, a∗m) ,
n p a r t i c l e t y p e s =1)
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# Moving the p a r t i c l e s to t h e i r s t a r t i n g l o c a t i o n
l o = −m∗a / 2 . 0 ;
for p in system . p a r t i c l e s :
( i , j , k ) = (p . tag % m, p . tag /m % m, p . tag /m∗∗2 % m)
p . p o s i t i o n = ( l o + i ∗a+a /2 , l o+j ∗a+a /2 , l o+k∗a+a /2)
# Se t t i n g up the s t a r t i n g v e l o c i t i e s to match the temperature
random . seed ( random seed ) ;
for p in system . p a r t i c l e s :
mass = p . mass ;
vx = random . gauss (0 , temp / mass )
vy = random . gauss (0 , temp / mass )
vz = random . gauss (0 , temp / mass )
p . v e l o c i t y = ( vx , vy , vz )
p . type = ”A”
# Se t t i n g up the i n t e r a c t i o n p o t e n t i a l s
l j o n = pa i r . l j ( r c u t =2.5)
# At t r a c t i v e
l j o n . set params (mode=” s h i f t ” )
l j o n . p a i r c o e f f . s e t ( ’A ’ , ’A ’ , e p s i l o n=ep , sigma =1.0 , alpha
=1.0)
# Repu l s i ve
l j o f f = pa i r . l j ( r c u t =2 .0∗∗ (1 . 0/6 .0 ) )
l j o f f . set params (mode=” s h i f t ” )
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l j o f f . p a i r c o e f f . s e t ( ’A ’ , ’A ’ , e p s i l o n=ep , sigma =1.0 , alpha
=1.0)
# Se t t i n g up the i n t e g r a t o r
a l l = group . a l l ( )
i n t e g r a t e . mode standard ( dt=deltaT )
# Continue wi th the i n t e g r a t o r
bd = i n t e g r a t e . bdnvt ( group=a l l ,T=temp , seed=random seed )
bd . set gamma ( ’A ’ , gamma=bdgamma)
bd . set params ( t a l l y=True ) ;
# Randomizing i n i t i a l p o s i t i o n
l j o n . d i s a b l e ( )
l j o f f . enable ( )
run (1 e3 )
# Se t t i n g up l o g g i n g
l o g g e r = analyze . l og ( f i l ename=’ outID−%d . log ’%idx ,
per iod=l o g g e r p e r i o d ,
q u a n t i t i e s =[ ’ p a i r l j e n e r g y ’ ,
’ temperature ’ ,
’ k i n e t i c e n e r g y ’ ,
’momentum ’ ,
’ b d n v t r e s e r v o i r e n e r g y a l l ’
] )
xml = dump . xml ( f i l ename=’ out ’ + ’ ID−%d . xml ’%idx , v i s=True )
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dcd = dump . dcd ( f i l ename=’ out ’ + ’ ID−%d . dcd ’%idx , per iod=
dcd per iod )
# Running the s imu la t i on
for c y c l e in range (1 , n c y c l e s +1) :
print ( ”\n\nCurrently on c y c l e : %d / %d\n\n” % ( cyc le ,
n c y c l e s ) )
# Disassemb l ing Phase
l j o n . d i s a b l e ( l og=True )
l j o f f . enable ( )
run ( o f f t s )
# Assembling Phase
l j o n . enable ( )
l j o f f . d i s a b l e ( )
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