2 Gaussian integral I Lemma 1. Let Φ(·) be the standard-Gaussian cumulative distribution function and N (·|µ, σ 2 ) the Gaussian density function with parameters (µ, σ 2 ) ∈ R × R + . Then the following holds true,
where F N (·|c, C) is the N -dimensional Gaussian cumulative distribution function with parameters (c, C) ∈ R N × R, with R the space of positive-definite matrices 
Proof. To show (1), start writing the left-hand side of the equation in full. Rewrite the integrand as the product of non-standard Gaussian density functions as well as the regions of integration, i.e.,
Rewrite again using the following transformation [x,
After changing variables, group the different terms in the exponentials together to have
where c = σ(2π) (N +1)/2 N r=1 v r . Now, the expression inside the squared bracket is a quadratic form which is written with the following matrix form,
therefore (4) is the same as
Note that the integrand from (6) does have the full form of the multivariate Gaussian density with the specific precision matrix given above. To identify this we need to find the closed-form covariance matrix from the precision matrix and if the determinant of the covariance matrix is given by c 2 /(2π) N +1 . Write the precision matrix as block matrix such that A = N r=1
. Use the partitioned matrix inversion lemma (Strang and Borre, 1997, equation 17.44) to get the blocks, (
and all off-diagonal elements are given by σ 2 . Put everything together to have the covariance matrix
whose determinant equals to 1
by the partitioned matrix determinant lemma. Finally, in (6), interchange the order of integration with Fubini-Tonelli theorem (Folland, 2013) and integrate w.r.t. w to get
that equals to
and therefore the equality (1) holds. For N = 1 the result follows the same as in Rasmussen and Williams (2006) .
Lemma 2. Let Φ(·) be the standard-Gaussian cumulative distribution function and denote by N (·| µ N , Σ) the N -dimensional Gaussian density function with mean parameter µ N and covariance matrix Σ. Then the following holds true,
where F N (·|c, C) is the N -dimensional Gaussian cumulative distribution function with parameters (c, C).
+ and Σ is a covariance matrix.
Proof. Let's rewrite the left-hand side of (10) in full and use the following transfor-
T . From this we note that the Jacobian of the transformation simplifies to
where
Note that the product of two multivariate Gaussians is another unnormalized multivariate Gaussian (see Rasmussen and Williams, 2006 , for example). Therefore we write
Interchange the order of integration with Fubini-Tonelli theorem (Folland, 2013) and integrate w.r.t w to get that, (13) which completes the proof.
Note that for N = 1 the result follows the same as in Rasmussen and Williams (2006) .
Gaussian density function with mean parameter µ and covariance matrix Σ. Suppose that, conditional on f , we perform N independent Bernoulli trials with probability Φ(f r ), r = 1, · · · , N , where Φ(·) is the standard-Gaussian distribution function, i.e., Y r |f r ind ∼ Bernoulli (Φ(f r )). Instead of record the values 0 or 1 we use the values −1 and 1, so that, each Bernoulli random variable Y r |f r has probability mass function π Yr |fr (y r |f r ) = Φ(y r f r )I {−1,1} (y r )
where I A (·) is the indicator function of a set A. Hence the marginal distribution of
where I y = diag(y 1 , · · · , y N ), I N is the N × N identity matrix and F N (·|c, C) is the N -dimensional Gaussian cumulative distribution function with mean parameter c and covariance matrix C.
Proof. First consider the transformation z = I y f with z = [z 1 · · · z N ] T and Jacobian
y r where we note that the absolute value of the Jacobian is 1 for any y ∈ {−1, 1} N . By the change of variables method, the marginal distribution can be written as follows
where have used that det(I y ΣI y ) = det Σ. Now, using Lemma 2 yields
which completes the proof.
As an example, suppose N = 2. Take 
where, from T. Miwa et al. (2003) , we known that π(1, 1) = π(−1, −1) = 1/3 and π(1, −1) = π(−1, 1) = 1/6. Figure 1 ilustrates the fixed region of integration of a 2-dimensional Gaussian density. The integration of the 2-dimensional Gaussian density over the shaded region correspond to the above mentioned probabilities.
Figure 1: The shaded region ilustrates the fixed region of integration. On the left-hand side the integrand is the 2-dimensional Gaussian density function with null mean, unity variances and correlation 1/2 and the integral corresponds to the probability π(1, 1) or π(−1, −1). On the right side, the region of integration is the same but the integrand is now the 2-dimensional Gaussian with null mean, unity variances and correlation −1/2. This integral corresponds to the probability π(−1, 1) or π(1, −1).
