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Das Gebiet der Hochenergiephysik bescha¨ftigt sich mit den Elementarteilchen und den zwi-
schen ihnen wirkenden Kra¨ften. Dazu werden theoretische Modelle entwickelt und deren
Aussagen mit Hilfe von Experimenten u¨berpru¨ft. Das Standardmodell der Teilchenphysik
(siehe Kapitel 1) liefert seit den 80er Jahren des vergangenen Jahrhunderts pra¨zise Vorher-
sagen u¨ber den Aufbau der Materie und ihre Wechselwirkungen, die bisher in zahlreichen
Experimenten besta¨tigt werden konnten.
Je schwerer ein Elementarteilchen ist, umso ho¨her muss dabei die von Teilchenbeschleu-
nigern bereitgestellte Schwerpunktsenergie sein, um seine Eigenschaften und Existenz im
Labor nachzuweisen. Das letzte vom Standardmodell vorhergesagte und bisher nicht ent-
deckte Elementarteilchen ist das Higgs-Boson, von dem angenommen wird, dass es fu¨r die
Erzeugung der Teilchenmassen verantwortlich ist.
Mitte 2009 wird mit dem Large Hadron Collider am europa¨ischen Teilchenphysik-
Zentrum CERN1 der bisher gro¨ßte und leistungsfa¨higste Teilchenbeschleuniger, der LHC2,
in Betrieb genommen. An vier Wechselwirkungspunkten werden dort Protonen mit einer
Schwerpunktsenergie von 14 TeV zur Kollision gebracht. Der ATLAS3-Detektor ist einer
von vier großen Detektoren am LHC, mit deren Hilfe Physiker bisher ungelo¨ste Probleme
der Elementarteilchenphysik erforschen werden (siehe Kapitel 2).
Eine besondere Bedeutung bei der Rekonstruktion der genauen Kollisionsorte und der
Impulse geladener Teilchen kommt dabei dem Pixeldetektor zu (Kapitel 3). Als innerster
Teildetektor des ATLAS-Experiments ergeben sich fu¨r den Pixeldetektor besondere me-
chanische und elektrische Anforderungen, die eine komplexe Infrastruktur zum Betrieb des
Detektors erfordern. Um die vielen tausend resultierenden Betriebsparameter, wie Span-
nungen, Stro¨me und Temperaturen, zu kontrollieren, wurde ein Detektorkontrollsystem
DCS4 entwickelt (Kapitel 4). Dieses besteht aus Hard- und Softwarekomponenten und
ermo¨glicht die Kontrolle des Pixeldetektors durch eine einzelne Person.
1Aus der urspru¨nglichen franzo¨sischen Bezeichnung: Conseil Europe´en de la Recherche Nucle´aire
2Large Hadron Collider




Um mo¨glichst viele Daten zu sammeln, werden die LHC-Experimente, und damit auch
der Pixeldetektor, mehrere Jahre, von Wartungsphasen abgesehen, kontinuierlich, Tag und
Nacht, betrieben. Der dadurch bedingte, langfristige Schichtbetrieb erfordert den Einsatz
einer Vielzahl an Nicht-DCS-Experten in den Reihen des Betriebspersonals.
Im Rahmen dieser Arbeit wurde mit dem “Pixel-Advisor” daher ein Expertensystem
(eine generelle Beschreibung des Begriffs bietet Kapitel 5) entworfen und implementiert,
das es dem normalen DCS-Schichtpersonal durch die Bereitstellung regelbasierten Ex-
pertenwissens ermo¨glichen soll, Kontrollsystem-bezogene Probleme ohne die Hilfe eines
DCS-Experten zu lo¨sen.
Die Entwicklung eines solchen Expertensystems beinhaltete neben der genauen Auf-
stellung der zu erfu¨llenden Anforderungen (Kapitel 6), insbesondere auch umfangreiche
Studien zur Tauglichkeit der zu verwendenden Programmierwerkzeuge und Hilfsmittel
(Kapitel 7).
Dies ermo¨glichte den endgu¨ltigen Entwurf des Pixel-Advisors und seiner Komponen-
ten, deren Implementation und Eigenschaften in der vorliegenden Dissertation beschrieben
werden sollen (Kapitel 8).
Abschließend sollen die aus der Nutzung am CERN gewonnenen Erfahrungen, sowie
dadurch motivierte Verbesserungen dargestellt und anhand einiger Beispiele ein Ausblick




"Nur scheinbar hat ein Ding eine Farbe, nur scheinbar ist es su¨ß oder bitter;
in Wirklichkeit gibt es nur Atome und leeren Raum." [Demokrit]
1.1 Historie der Teilchenphysik
Bereits um 400 vor Christus unserer Zeitrechnung spekulierten griechische Philosophen,
die sie umgebende Materie sei aus “Atomen” (von “Atomos” griech.: unteilbar) aufgebaut
(Demokrit). Dennoch dauerte es mehr als 2000 Jahre, bis dieser Gedankengang erfolgreich
aufgegriffen wurde.
 Das erste nach unserem heutigen Kenntnisstand unteilbare, also elementare Teil-
chen, das Elektron (von
”
Elektron“ griech.: Bernstein), wurde 1897 von Joseph John
Thomson durch Ablenkversuche an Kathodenstrahlen gefunden.
 Acht Jahre spa¨ter formulierte Albert Einstein mit seiner Lichtquantenhypothese eine
Erkla¨rung fu¨r den photoelektrischen Effekt und fu¨hrte damit sogleich das Photon
(von
”
Phos“ griech.: Licht) ein.
 1909 machten Hans Geiger und Ernest Marsden bei der Streuung von Alpha-Teilchen
an einer Goldfolie eine Entdeckung, die Ernest Rutherford 1911 zur Vero¨ffentlichung
seines, einen Atomkern beinhaltenden, Atommodells veranlasste. Er widerlegte damit
die damals ga¨ngige Auffassung einer homogenen Massedichte innerhalb des Atoms.
 1919 entdeckte Rutherford das Proton (von
”
Protos“ griech.: der Erste) bei der
Bestrahlung von Stickstoff mit Alphateilchen (es entstehen Wasserstoff- und Sauer-
stoffionen).
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 Der atomare Gegenpart des Protons, das Neutron wurde 1932 von James Chadwick
gefunden (er bestrahlte Beryllium mit Alpha-Teilchen und untersuchte die dabei
entstehende Strahlung, die urspru¨nglich fa¨lschlicherweise als Gamma-Strahlung in-
terpretiert worden war).
 Im selben Jahr fand Carl David Anderson das Positron in der kosmischen Strahlung
und erbrachte damit den Beweis fu¨r die bereits 1928 von Paul A. M. Dirac postulierte
Existenz der Antimaterie.
Die Entwicklung neuer Technologien wie beispielsweise der Blasenkammer oder des
Teilchenbeschleunigers fu¨hrten in den darauf folgenden Jahrzehnten zu einer wahren Flut
neu entdeckter Teilchen, deren Existenz vorerst im Widerspruch zur Theorie, eines auf we-
nigen elementaren Grundbausteinen aufbauenden Basismodells der Teilchenphysik stand.
Ein entscheidender Fortschritt in der Erkla¨rung der Eigenschaften dieses “Teilchen-
zoos” gelang mit dem “Standardmodell” der Teilchenphysik, auf das im folgenden Ab-
schnitt 1.2 na¨her eingegangen wird. Die Tatsache, dass viele der vom Standardmodell vor-
hergesagten physikalischen Eigenschaften mit einer hohen Pra¨zision durch Experimente
verifiziert werden konnten, tra¨gt wesentlich zu unserem heutigen Vertrauen in das Stan-
dardmodell bei.
Neue, im Bau befindliche Experimente (siehe Kapitel 2) sollen dazu beitragen, die
Erkla¨rungen des Standardmodells fu¨r verschiedene offene Probleme, wie beispielsweise die
Entstehung der Masse der Fermionen, entweder zu besta¨tigen oder zu Gunsten weiter
gehender Theorien, wie etwa der Supersymmetrie zu erweitern oder zu verwerfen.
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Bemerkung zu den verwendeten Einheiten
In der Hochenergiephysik werden in vielen Fa¨llen keine SIa-Einheiten verwendet.
Stattdessen kommen dem Problemfeld angepasste Einheiten zum Einsatz[14].
Drehimpulse werden u¨blicherweise in Bruchteilen des Planckschen Wirkungsquantums
~ angegeben:
~ = 1.054571628(53) · 10−34 Js
Da zur Beschleunigung von Teilchen elektrische Felder eingesetzt werden, hat es sich
in der Hochenergiephysik eingebu¨rgert, Energien durch die zu deren Erreichen not-
wendige Beschleunigungsspannung anzugeben. Ein eV bezeichnet dabei die Energie
eines Elektrons nach Durchlaufen einer Beschleunigungsspannung von 1 V.
1 eV = 1.6022 · 10−19 J
Gema¨ß der Einstein’schen Beziehung E = m · c2 sind Masse m und Energie E durch
die Proportionalita¨tskonstante Lichtgeschwindigkeit c verbunden.
c = 299792458 m/s
Man kann daher die ha¨ufig verwendeten Gro¨ßen Masse und Impuls in Einheiten von
















Oftmals verwendet man u¨berdies die Konvention ~ = c = 1, so dass Energien, Massen
und Impulse in Einheiten von eV angegeben werden.
aSyste`me International d’Unite´s, Internationales Einheitensystem
1.2 Das Standardmodell der Teilchenphysik
Das Standardmodell der Teilchenphysik beschreibt den Mikrokosmos durch einen Satz
elementarer, also nicht weiter zerlegbarer Teilchen, sowie deren Wechselwirkungen. Die




Fermionen“1, und Teilchen mit ganzzahligem Spin, den
”
Bosonen“2.
1Zu Ehren von Enrico Fermi, da diese Teilchen der Fermi-Dirac-Statistik gehorchen.
2Zu Ehren von Jagadish Chandra Bose; Bosonen gehorchen der Bose-Einstein-Statistik.
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1.2.1 Fermionen
Die Fermionen sind die Materieteilchen des Standardmodells und damit die Grundbau-
steine aller Materiestrukturen3. Neben der bereits erwa¨hnten Eigenschaft des halbzahligen
Spins besitzen die Fermionen auf Grund des Pauli-Prinzips die wichtige Eigenschaft, dass
sich zwei Fermionen immer in mindestens einer ihrer Quantenzahlen unterscheiden mu¨ssen,
sofern Ihre Wellenfunktionen u¨berlappen. Dies fu¨hrt beispielsweise zu den Besetzungszah-
len atomaren Hu¨llenelektronen. Alle bekannte Materie ist aus fermionischen Grundbaustei-
nen, den “Quarks” und “Leptonen” aufgebaut, die im Folgenden na¨her erla¨utert werden
sollen.
1.2.1.1 Die vier Grundbausteine des Universums
Obwohl heute zwo¨lf als elementar angesehene Fermionen bekannt sind, so wu¨rden doch
vier fundamentale Fermionen ausreichen, die uns umgebende Materie aufzubauen. Die
Frage, warum es daru¨ber hinaus weitere, fu¨r uns nur unter Laborbedingungen sichtbare
Fermionen gibt, ist eine der offenen Fragen der Teilchenphysik.
Das bekannteste dieser vier Teilchen ist das Elektron, dessen negative elektrische La-
dung in der Atomhu¨lle die positive Ladung der Protonen kompensiert.
Aus besagter Protonladung folgt, dass die Konstituenten des Protons selbst geladen
sein mu¨ssen. Sowohl Proton, als auch Neutron lassen sich aus lediglich zwei verschie-
denen Quarktypen aufbauen. Das “Up”-Quark tra¨gt dabei die Ladung +2/3 und das
“Down”-Quark die Ladung −1/3. Ein Proton besteht im einfachsten und in der Natur
auch realisierten Fall aus der Quarkkombination uud und ein Neutron aus udd.
Die Erkla¨rung des Betazerfalls, der auf der Quarkebene als Umwandlung eines Down-
Quarks in ein Up-Quark geschrieben werden kann, verlangt aus Gru¨nden der Ladungs-
erhaltung die Abstrahlung eines Elektrons. Bereits 1911 konnten Lise Meitner und Ot-
to Hahn zeigen, dass das beim Betazerfall abgestrahlte Elektron nicht wie erwartet, die
durch den Zerfallsprozess vorgegebene, feste Energie besaß, sondern u¨ber ein kontinuierli-
ches Spektrum verfu¨gte. Die Erkla¨rung dafu¨r ist die Abstrahlung eines weiteren, lediglich
schwach (siehe 1.2.2.2) wechselwirkenden Teilchens, des Neutrinos.
1.2.1.2 Die drei Fermionen-Familien
Die bisher eingefu¨hrten Fermionen bilden eine “Familie” aus zwei “Quarks” u, d und zwei
“Leptonen” νe und e
−. Wie in Abschnitt 1.2.2.3 erkla¨rt wird, handelt es sich bei den
Quarks um die Fermionen, die an der starken Wechselwirkung teilnehmen, wa¨hrend die
3allerdings ko¨nnen aus Konstrukten mehrerer Fermionen durchaus bosonische Endzusta¨nde entstehen,
siehe ”Mesonen“ in Abschnitt 1.2.3
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Leptonen dies nicht tun. Obwohl nur diese vier Teilchen stabil sind und damit am Aufbau
der uns umgebenden Materie beteiligt sind, hat man noch zwei weitere Fermionen-Familien





















Bei den Teilchen der zweiten und dritten Familie handelt es sich dabei gewissermaßen
um schwerere Kopien von u, d, νe und e
−. Das Massenspektrum der Teilchen der drei
Familien reicht dabei von dem als nahezu masselos angesehenen Elektron-Neutrino νe
bzw. dem mit einer Masse von 511 keV ebenfalls sehr leichten Elektron e bis hin zum
t-Quark der dritten Generation, das mit einer Masse von mehr als 170 GeV so schwer ist
wie ein Goldatom.
1.2.1.3 Antiteilchen
Jedes Fermion besitzt ein Antiteilchen, dass sich durch die entgegengesetzten Quanten-
zahlen von dem urspru¨nglichen Teilchen unterscheidet. Die Antiteilchen zu den in Tabelle
1.2 aufgefu¨hrten Fermionen erha¨lt man demnach durch Multiplikation ihrer Ladungs- und
Spinquantenzahlen mit −1.
1.2.2 Bosonen und Kra¨fte
Wa¨hrend die Fermionen die bekannte Materie bilden, dient eine zweite Gruppe von Ele-
mentarteilchen, die Bosonen, als U¨bertra¨ger der Wechselwirkungskra¨fte. Jeder fundamen-
talen Kraft sind dabei ein oder mehrere “Austauschbosonen” zugeordnet, deren Eigen-
schaften Reichweite und Kraft der zugeho¨rigen Wechselwirkung bestimmen. Die Reichweite
einer Kraft kann dabei durch die Form ihres zugeho¨rigen Yukawa-Potentials4 gekennzeich-
net werden5:




4Nach dem japanischen Physiker Hideki Yukawa
5Im Falle der starken Kraft ist dieses Potential lediglich ein effektives Potential zur Beschreibung der
Kernkraft durch den Austausch von Pionen. Fu¨r kleine Absta¨nde und Gluonen als Austauschteilchen gilt
dieses Potential nicht. Ebenso erha¨lt man so auch fu¨r die schwache Kraft lediglich eine Abscha¨tzung der
Bosonenmassen.
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Dabei ist m die Masse des beteiligten Austauschbosons, so dass das Potential fu¨r hohe
Bosonmassen schneller abfa¨llt und sich damit die effektive Reichweite verringert (siehe
Tabelle 1.1). Man spricht in diesem Zusammenhang von einer begrenzten Reichweite des
Potentials, sofern die beteiligten Austauschbosonen massebehaftet sind.
Das Standardmodell kennt 4 fundamentale Kra¨fte, die elektromagnetische, die schwa-
che und die starke Kraft, sowie die Gravitation. Letztere spielt in der Teilchenphysik, auf
Grund ihrer relativen Schwa¨che, jedoch nur eine sehr untergeordnete Rolle, weshalb die
Gravitation im Allgemeinen vernachla¨ssigt wird (siehe Tabelle 1.1).
Die in der Tabelle gegebenen Reichweiten der Fundamentalkra¨fte stimmen mit der,
sich aus dem Yukawa-Potential ergebenden Abscha¨tzung, bis auf den Fall der starken
Kraft u¨berein (offensichtlich sollte ein masseloses Boson eine Kraft unendlicher Reich-
weite u¨bertragen). Wie in Abschnitt 1.2.2.3 beschrieben wird, gilt fu¨r die starke Kraft
eine andere Argumentation, die hier noch nicht na¨her erla¨utert werden soll. Im Falle der
elektromagnetischen Kraft fu¨hrt die Masselosigkeit des Austauschbosons zum bekannten
Coulombpotential.
Kraft Starke Elektromagnetische Schwache Gravitation
rel. Sta¨rke 1 10−2 10−13 10−38
Reichweite [m] 2.5 ∗ 10−15 ∞ 10−18 ∞
Bosonen 8 Gluonen Photon W+, W−, Z Graviton
Bosonmasse [GeV/c2] 0 0 80, 80, 91 0
Tabelle 1.1: Die vier fundamentalen Kra¨fte
Jede der erwa¨hnten Kra¨fte wirkt nur auf solche Teilchen, die die entsprechende Kopp-
lungseigenschaft besitzen. In Anlehnung an den elektromagnetischen Fall spricht man hier
allgemein von starker, schwacher oder eben elektromagnetischer Ladung. Teilchen, die die
jeweilige Ladung nicht tragen, nehmen an der entsprechenden Wechselwirkung nicht teil,
man sagt auch, die Eichbosonen der zugeho¨rigen Kraft
”
koppeln“ nicht an diese Teilchen
(siehe Tabelle 1.2).
1.2.2.1 Die elektromagnetische Kraft und das Photon
Die elektromagnetische Wechselwirkung ist von den drei verbleibenden Kra¨ften diejeni-
ge, die sich am leichtesten im Alltag erfahren la¨sst, ist sie doch fu¨r die Mehrzahl aller
Pha¨nomene der Alltagsphysik verantwortlich. So sind beispielsweise die Elektronen der
Atomhu¨lle u¨ber die elektromagnetische Kraft mit den Protonen des Atomkerns verbun-
den. Da alle Fermionen mit Ausnahme der Neutrinos u¨ber eine elektromagnetische Ladung
verfu¨gen, wechselwirken sie alle elektromagnetisch.
Das Austauschteilchen der elektromagnetischen Kraft ist das Photon, dessen Masselo-
sigkeit zur unendlichen Reichweite der elektromagnetischen Kraft fu¨hrt.
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Teilchen Spin el. Ladung Masse starke elektromagnetische schwache
[~] [e] [MeV/c2] WW WW WW
u 1/2 2/3 ∼ 3 ja ja ja
d 1/2 -1/3 ∼ 6 ja ja ja
c 1/2 2/3 ∼ 1200 ja ja ja
s 1/2 -1/3 ∼ 100 ja ja ja
t 1/2 2/3 ∼ 178000 ja ja ja
b 1/2 -1/3 ∼ 4300 ja ja ja
νe 1/2 0 ≤ 3 · 10−6 nein nein ja
e− 1/2 -1 0.511 nein ja ja
νµ 1/2 0 ≤ 0.19 nein nein ja
µ− 1/2 -1 105.66 nein ja ja
ντ 1/2 0 ≤ 18 nein nein ja
τ− 1/2 -1 1777.0 nein ja ja
Tabelle 1.2: Die Eigenschaften der elementaren Fermionen
1.2.2.2 Die schwache Kraft und die Vektorbosonen
Die schwache Kraft ist verantwortlich fu¨r den radioaktiven Betazerfall der Atomkerne
und tra¨gt den Namen
”
schwach“ auf Grund der hohen Masse ihrer, auch Vektorbosonen
genannten, Bosonen. Diese fu¨hrt zu einer vergleichsweise kurzen Reichweite und einer
Unterdru¨ckung schwacher Prozesse gema¨ß der Heisenbergschen Unscha¨rferelation6 ∆E ·
∆t ≥ h¯.
Einzig u¨ber Prozesse der schwachen Kraft ist ein A¨nderung der Quark-“Sorte”, also
beispielsweise eines u-Quarks in ein d-Quark mo¨glich. Die beiden geladenen Austauschbo-
sonen der schwachen Kraft W+ und W− koppeln nur an solche Quarkkombinationen deren
der Ladungsunterschied gerade einer Elementarladung entspricht. Die geladenen W+, W−
koppeln also jeweils nur an ein up- und ein down-artiges Quark. Im Gegensatz dazu er-
laubt das neutrale Z die Kopplung an Quarks betragsma¨ßig gleicher Ladung. Da bisher
keine Quarksorten-a¨ndernden, neutralen U¨berga¨nge zwischen beispielsweise einem c und
einem t Quark beobachtet wurden, kann diese Einschra¨nkung sogar auf die Kopplung auf
identische Quarks, bzw. Quark/Antiquark-Paare erweitert werden.
1.2.2.3 Die starke Kraft und die Gluonen
Die starke Kraft ist fu¨r die Bindung der Quarks zu Nukleonen und indirekt fu¨r die Bindung
der Protonen und Neutronen zu Atomkernen verantwortlich. Die masselosen Gluonen, die
Eichbosonen der starken Kraft, koppeln dabei an die “Farbladung” der Quarks. Die Ana-
6Um die gegebene Relation bei einer W-Masse von 80 GeV erfu¨llen zu ko¨nnen, ist eine maximale
Wechselwirkungsdauer von lediglich etwa 8 · 10−27 s erlaubt.
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logie zur Farbe ergibt sich im Falle der starken Ladung daraus, dass es drei verschiedene
Ladungszusta¨nde analog zu den drei Grundfarben des Farbspektrums gibt. Durch Quarks
gebildete farbneutrale, also “weiße” Kombinationen aus diesen drei Farbladungen, etwa
“rot”, “gru¨n” und “blau” oder auch “rot” und “anti-rot” nehmen hingegen nicht an der
starken Wechselwirkung teil.
Da die Gluonen selbst eine Farbladung aus Farbe und Antifarbe tragen, koppeln sie
sowohl an Quarks, als auch an andere Gluonen. Im Gegensatz zu allen anderen bekannten
Kra¨ften vermitteln die Gluonen ein fu¨r große Absta¨nde (gro¨ßer als 10−15 m) ansteigendes
Kraftgesetz. Das fu¨hrt dazu, dass die als Bindungsenergie im System gespeicherte Arbeit
bei dem Versuch, zwei farbgeladene Teilchen zu trennen, mit steigendem Abstand kontinu-
ierlich ansteigt. Bereits bei sehr kleinen Absta¨nden reicht diese Energie aus, um zwischen
den beiden Teilchen ein neues Teilchen-Antiteilchen-Paar zu erzeugen. Man sieht leicht ein,
dass sich daher nur farbneutrale Kombinationen mehrerer Quarks frei bewegen ko¨nnen,
was als Quark-“Confinement” bezeichnet wird.
Im Gegensatz zu den Quarks tragen die Leptonen keine Farbladung, nehmen also nicht
an der starken Wechselwirkung teil.
1.2.3 Hadronisierung und Jets
Auf Grund des bereits erwa¨hnten Confinements ko¨nnen Quarks nicht weiter als einige Fem-
tometer voneinander entfernt werden, bevor sich entlang Ihrer Flugbahn neue farbgeladene
Teilchen (Quarks oder Gluonen) bilden. Diesen Prozess bezeichnet man als Hadronisier-
ung. Dabei bezeichnet man die farbneutralen und damit bezu¨glich der starken Wechselwir-
kung quasi-freien Quarksysteme als Hadronen. Da es neben den drei Farbladungen auch
drei zugeho¨rige “Antifarben” gibt, sind farbneutrale Kombinationen aus zwei oder mehr
Quarks mo¨glich.
Die aus Quark und Antiquark bestehenden Hadronen nennt man Mesonen, zu de-
nen auch die in der kosmischen Ho¨henstrahlung vorkommenden Pionen, die sich aus Mi-
schungen von Up- und Down-Quark zusammensetzen, za¨hlen. Gebundene Zusta¨nde dreier
Quarks werden als Baryonen bezeichnet, wobei die beiden bekanntesten das Proton und
das Neutron sind. Theoretisch sind auch gebundene Zusta¨nde aus mehr als drei Quarks
denkbar, diese wurden jedoch bisher experimentell nicht gefunden.
Die bei der Hadronisierung entstehenden Hadronen sind zwar farbneutral und daher
nicht mehr u¨ber die starke Kraft an die urspru¨nglichen Quarks gebunden, haben jedoch
keine gleichma¨ßige, den ganzen Raumwinkel abdeckende Winkelverteilung. Auf Grund der
Energie- und Impulserhaltung sind sie in Flugrichtung des sich urspru¨nglich vom Wech-
selwirkungspunkt entfernenden Quarks konzentriert. Da bei der Hadronisierung eines vom
Vertex ausgehenden Quarks sehr viele Hadronen erzeugt werden, deren Spuren innerhalb
eines kleinen Raumwinkels liegen, spricht man auch von “Jets”.
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Einzelne Quarks ko¨nnen nicht direkt im Detektor nachgewiesen werden, da die Had-
ronisierung bereits wenige Femtometer vom Wechselwirkungsvertex entfernt beginnt. Die
genaue Bestimmung der Eigenschaften eines Jets erlaubt es jedoch, gewisse Ru¨ckschlu¨sse
auf die Art des urspru¨nglichen Quarks zu ziehen.
Eine Besonderheit bilden dabei die b-Quarks, die zuna¨chst ein “B-Meson” (ein Me-
son, dass ein b-Quark entha¨lt) bilden. B-Mesonen haben eine Lebensdauer von wenigen
Pikosekunden und sind damit in der Lage, sich mehrere Millimeter vom prima¨ren Wech-
selwirkungspunkt zu entfernen, bevor sie in einem sekunda¨ren Vertex zerfallen. Der im
Rahmen dieser Arbeit behandelte “Pixeldetektor” ist in der Lage, diese sekunda¨ren Verti-
zes vom Ort der prima¨ren Reaktion zu unterscheiden (siehe Kapitel 3).
1.2.4 Das Higgs-Boson
Das letzte bisher nicht gefundene Standardmodell-Teilchen ist das Higgs-Boson. Mit Hilfe
des Higgs-Bosons lassen sich die bisher ansonsten nicht erkla¨rbaren Teilchenmassen auf
fundamentale Kopplungsterme zwischen dem Higgs und den einzelnen Fermionen und
Bosonen zuru¨ckfu¨hren. Diese erlauben die Erkla¨rung der Elementarteilchenmassen durch
die Wechselwirkung mit einem Higgs-Feld.
Obwohl das Higgs-Teilchen bisher nicht entdeckt wurde, la¨sst sich der erlaubte Massen-
bereich fu¨r ein mit dem Standardmodell konformes Higgs-Boson eingrenzen. Die theoreti-
schen Argumente fu¨r eine solche Einschra¨nkung des Higgs-Massenbereichs folgen aus den
Forderungen, dass eine sto¨rungstheoretische Behandlung mo¨glich sein soll und dass das
Standardmodell bis zu einer Energieskala7 von ΛGUT ≈ 1016 GeV seine Gu¨ltigkeit beha¨lt.
Unter diesen Voraussetzungen la¨sst sich die Higgsmasse anhand theoretischer Argumente
auf mH ≤ 190 GeV[14] eingrenzen. Direkte Messungen am LEP8 sind in der Lage, Higgs-
massen unterhalb von 114 GeV [27] auszuschließen, wa¨hrend eine Kombination indirekter
Pra¨zisionsexperimente eine obere Massengrenze von 185 GeV festlegt[23][39].
Diese aus Theorie und Experiment gewonnenen Massengrenzen motivieren den Bau
neuer Experimente, mit denen die Teilchenphysiker in den genannten Energiebereich vor-
dringen werden (siehe Kapitel 2). Mit einer geplanten Schwerpunktsenergie von 14 TeV
ist der am CERN mit dem LHC geplante Proton-Proton-Beschleuniger in der Lage,
Standardmodell-Higgs-Bosonen u¨ber den gesamten vorhergesagten Massenbereich zu pro-
duzieren.
Die vier fu¨r den LHC wichtigsten Produktionsprozesse des Standardmodell-Higgs-
Bosons sind in Abbildung 1.1 aufgefu¨hrt. Der linke Plot in Abbildung 1.2 zeigt die Wir-
kungsquerschnitte dieser relevanten Produktionsprozesse. Die am LHC dominanten Pro-
7Diese Energieskala ist die Energie, bei der nach den “Grand Unified Theorie”-Vorhersagen die drei
Kraftkopplungen in etwa gleich stark werden.
8Large Elektron Positron Collider
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Abbildung 1.1: Die vier wichtigsten Produktionsprozesse fu¨r ein Standardmodell-Higgs-Boson am
LHC[35].
duktionsprozesse sind dabei die Gluon- und Vektorboson-Fusion (auf den Abbildungen rot
und blau eingezeichnet).
Abbildung 1.2: Verzweigungsverha¨ltnisse und Produktionskana¨le des Higgs-Bosons als Funktion sei-
ner Masse bei einer Schwerpunktsenergie von 14 TeV [9].
Um die Masse des Higgs-Bosons zu ermitteln, muss diese aus der Messung seiner Zer-
fallsteilchen rekonstruiert werden. A¨hnlich der Produktion existieren mehrere miteinander
konkurrierende Zerfallskana¨le, deren Verzweigungsverha¨ltnisse in Abbildung 1.2 links auf-
getragen sind. Insbesondere im unteren Bereich des erwarteten Massenintervalls ist dabei
der Zerfall des Higgs in ein bb¯-Paar dominant. Da am LHC QCD9-Untergrundprozesse
eine hohe Rate an bb¯-Paare erzeugen werden, ist es notwendig, nach einer aussagekra¨ftigen
Signatur im Endzustand des Prozesses zu suchen.
Ein wichtiger Kanal ist dabei durch den Prozess tt¯H → tt¯bb¯ → 2 · bb¯ + 2 · W →
2 · bb¯ + qq¯ + l + νl gegeben, dessen Feynman-Graph in Abbildung 1.3 gezeigt ist. Durch
9Quantum Chromo Dynamics
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Abbildung 1.3: Feynman-Graph des semileptonischen Zerfalls tt¯H → tt¯bb¯→ 2bb¯+ qq¯ + l + ν[9].
die vier b-Jets und das hochenergetische Lepton im Endzustand bietet dieser Kanal ei-
ne sehr gute Mo¨glichkeit, den erwa¨hnten Untergrund zu unterdru¨cken. Die wichtigste
Aufgabe kommt dabei der korrekten Identifikation der b-Jets zu, da nur die Rekonstruk-
tion aller vier b-Jets zu der gewu¨nschten Untergrund-Reduktion fu¨hrt[9]. Insbesondere die
“b-Tagging”-Effizienz, also die Wahrscheinlichkeit einen b-Jet im Detektor auch als sol-
chen zu rekonstruieren, spielt dabei eine entscheidende Rolle. Die Identifikation von b-Jets
wird durch die Tatsache ermo¨glicht, dass die b-Quarks zuna¨chst in B-Mesonen hadroni-
sieren, die mit einer mittleren Lebensdauer von (1.638 ± 0.011) · 10−12 s (B+, B−) bzw.
(1.530± 0.009) · 10−12 s (B0)[14] langlebig genug sind, um erst nach einer Flugstrecke von:
ssvtx = vB · τ ′B ≈ c · γ · τB ≈ c
EB
m0Bc2
τB ≈ c30 GeV
5 GeV
τB ≈ 3 mm (1.2)
in einem sekunda¨ren Vertex zu zerfallen. Mit Hilfe von “Vertexdetektoren”, zu denen
der im Rahmen dieser Arbeit vorgestellte ATLAS-Pixeldetektor geho¨rt, la¨sst sich dieser se-
kunda¨re Zerfallsknoten von dem prima¨ren Proton-Proton-Wechselwirkungspunkt isolieren
und erlaubt damit die Identifikation von b-Jets.
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1.3 Moderne Experimente
Nach der, aus heutiger Sicht etwas unglu¨cklich wirkenden, Entdeckung der Radioaktivita¨t
durch Henri Becquerel (er hatte zufa¨llig einige radioaktive Pra¨parate auf einer Fotoplatte
abgelegt, die daraufhin eine Schwa¨rzung aufwies) im Jahre 1896, wurden nach und nach
immer ausgeklu¨geltere Verfahren zum Teilchennachweis entwickelt.
Die dabei noch heute genutzten Maschinen kann man in zwei Grundtypen, die Teilchen-
beschleuniger und die Teilchendetektoren einteilen, deren Funktionsweise in den folgenden
beiden Unterabschnitten 1.3.1 und 1.3.2 kurz erla¨utert werden soll.
Das Kapitel 2 wird dann konkrete Beispiele fu¨r beide Typen pra¨sentieren.
1.3.1 Beschleuniger
Die moderne Teilchenphysik gliedert sich in zwei Haupta¨ste, die Astroteilchenphysik und
die Hochenergiephysik (wobei letzterer Begriff streng genommen ungenau ist, da die ho¨chs-
ten bisher gemessenen Energien in Experimenten der Astroteilchenphysik nachgewiesen
wurden). Wa¨hrend die Astroteilchenphysiker Detektoren fu¨r den Nachweis kosmischer
Teilchen betreiben, erzeugen die Hochenergiephysiker die Rahmenbedingungen fu¨r ihre
Experimente an den verschiedenen Beschleunigern selbst.
Ein Teilchenbeschleuniger beruht dabei immer auf dem Prinzip der Beschleunigung
durch elektromagnetische Felder und setzt daher immer auf Beschleunigung geladener
Teilchen.
Der naiv gesehen sicherlich einfachste Beschleunigertyp ist dabei der so genannte Li-
nearbeschleuniger, bei dem die Teilchen auf einer geraden Flugstrecke beschleunigt wer-
den. Der wesentliche Nachteil des Linearbeschleunigers liegt in der fu¨r die gewu¨nschten
Teilchenenergien beno¨tigten enormen La¨nge der Beschleunigungsstrecke von etlichen Ki-
lometern, was zu sehr hohen Baukosten fu¨hrt. Zudem beno¨tigt auch ein solcher, mit dem
ILC10 geplanter, ca. 40 Kilometer langer Linearbeschleuniger beno¨tigt extrem hohe und
daher technisch sehr anspruchsvolle Feldgradienten11.
Auf diese extrem hohen Feldgradienten kann man beim zweiten Beschleunigertyp, dem
Kreisbeschleuniger, weitgehend verzichten12. Hier durchlaufen die Teilchen bei jedem Um-
lauf immer wieder dieselben beschleunigenden Strukturen, so dass die Gesamtbeschleuni-
gungsstrecke eines Kreisbeschleunigers meist weit la¨nger ist (wenn man sie sich abgerollt
10International Linear Collider
11Der geplante ILC soll eine Schwerpunktsenergie von 500 GeV erreichen und beno¨tigt dafu¨r einen
durchschnittlichen Feldgradienten von 31.5 MV/m u¨ber eine Beschleunigungsla¨nge von 22 km[4].
12Dieses Argument gilt zumindest fu¨r die Beschleunigung von Hadronen. Im Falle leichter Leptonen
ko¨nnen die hohen Synchrotronstrahlungsverluste (siehe folgender Absatz) ebenfalls den Einsatz hoher
Feldgradienten erforderlich machen.
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wie einen Faden vorstellt). Ein weiterer Vorteil der Kreisbeschleuniger liegt in ihrer Fa¨-
higkeit, die beschleunigten Teilchen fu¨r viele Umla¨ufe bei relativ konstanter Energie zu
speichern, weshalb diese Beschleunigerart auch “Speicherring” genannt wird.
Allerdings werden diese Vorteile durch beim Ablenken geladener Teilchen unvermeid-
lich entstehende “Synchrotronstrahlung” erkauft. Die pro Umlauf von den Teilchen emit-
tierte Synchrotronstrahlung fu¨hrt zu Energieverlusten, die durch die Beschleunigerstruktu-
ren (zumeist Hochfrequenz-Kavita¨ten) ausgeglichen werden mu¨ssen. Die pro Umlauf und







Wobei q die Ladung, β die Teilchengeschwindigkeit in Bruchteilen der Lichtgeschwindigkeit
und γ = (1 − β)−1/2 ist. Bei gleichem Impuls betra¨gt das Verha¨ltnis des Energieverlustes









Fu¨r ein Elektron mit dem gleichen Impuls wie ein Proton ergibt sich also ein (2·103)4 =
1.6 ∗ 1013 ho¨herer Energieverlust.
Weiterhin werden die Teilchen durch starke Magnetfelder auf ihrer kreisfo¨rmigen Soll-
bahn gehalten. Bei gegebenem Bahnradius (weil beispielsweise der Beschleunigertunnel
bereits existiert) und unter Vernachla¨ssigung der Synchrotronstrahlung, ha¨ngt die maxi-
mal erreichbare Teilchenenergie mit der Sta¨rke der ablenkenden Magnetfelder zusammen.
Emax = q(~v × ~B) · ~R (1.5)
Im Falle beschleunigter Elektronen wird die erreichbare Teilchenenergie durch die in
Formel 1.3 gegebenen Energieverluste begrenzt. Auf Grund ihrer ho¨heren Masse spielt Syn-
chrotronstrahlung bei Protonen eine untergeordnete Rolle, weshalb die ho¨chsten bisher an
Beschleunigern mo¨glichen Energien mit Protonen erreicht werden. Deren Teilchenenergie
wird dann im wesentlichen nur noch von der verfu¨gbaren Magnetfeldsta¨rke bestimmt.
Die fru¨he Version der Kreisbeschleuniger waren die “Zyklotrone”, die ein gleichbleibend
starkes Magnetfeld fu¨r die Ablenkung der Teilchen nutzten. Da der Radius der Teilchen-
flugbahn mit zunehmender Teilchenenergie in einem Zyklotron ansteigt, ist die maximal
erreichbare Energie vor allem durch die Ausdehnung des Magnetfeldes begrenzt. Fu¨r die
Beschleunigung niederenergetischer Teilchen braucht man sehr kleine Radien, wa¨hrend die-
se mit zunehmender Teilchenenergie vergro¨ßert werden mu¨ssen. Daher mu¨ssen Zyklotrone
in Scheibenform konstruiert werden, was fu¨r große Radien und damit Energien technisch
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und wirtschaftlich aufwa¨ndig ist, weshalb diese heute nicht mehr in der Hochenergiephysik
eingesetzt werden.
Abbildung 1.4: Aufbauprinzip eines Synchrotron-Beschleunigers[25].
Eine andere Mo¨glichkeit der kreisfo¨rmigen Beschleunigung bietet das Synchrotron, bei
dem der Radius der Kreisbahn im Gegensatz zum Zyklotron konstant gehalten wird. Um
dennoch eine Beschleunigung u¨ber mehrere Umla¨ufe zu erreichen, muss hierbei die Fre-
quenz der Beschleunigungsspannung synchron (daher der Name) zur Umlauffrequenz der
Teilchen erho¨ht werden. Des weiteren mu¨ssen die zur Ablenkung auf eine Kreisbahn be-
no¨tigten Magnetfelder ebenfalls, gema¨ß Gleichung 1.5 synchronisiert werden. Auf Grund
dieser Unterschiede beno¨tigen Synchrotrone lediglich einen Beschleunigungsring mit kon-
stantem Radius, was zur Senkung der Baukosten beitra¨gt. Die u¨bliche Bauform ist dabei
ein ringfo¨rmiger Tunnel der sowohl die Beschleunigungskavita¨ten, als auch die Ablenkma-
gneten und die Strahloptik entha¨lt (siehe Abbildung 1.4).
1.3.2 Detektoren
A¨hnlich der Situation bei den Beschleunigern, gibt es auch bei den zum Nachweis der
Teilchen notwendigen Detektoren zwei konkurrierende Konzepte.
Bei “Fixed Target”-Experimenten werden die aus einem Beschleuniger extrahierten,
hochenergetischen Teilchen auf ein festes Ziel, beispielsweise einen Wasserstofftank, ge-
lenkt. Daraus resultiert eine sehr stark um die urspru¨ngliche Teilchenrichtung konzen-
trierte Winkelverteilung der Stoßpartner, was dazu fu¨hrt, dass oftmals nicht der gesamte
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Raumwinkel instrumentiert wird. Ausgehend von einer Strahlenergie E ergibt sich fu¨r die





Alternativ la¨sst man in einem
”
Collider“-Experiment zwei gegenla¨ufige Teilchenstrah-
len miteinander kollidieren und instrumentiert, idealerweise, den gesamten Raumwinkel
um den “Prima¨rvertex” genannten Kollisionspunkt. Der große Vorteil dieser Anordnung
liegt in der ho¨heren, erreichbaren Schwerpunktsenergie, die sich im Falle gleicher Energie
der beiden Strahlen wie folgt berechnet:
√
s ∼= 2E (1.7)
Der Nachweis der am Prima¨rvertex abgelaufenen Reaktion la¨sst sich in den meisten
Fa¨llen nur sehr indirekt fu¨hren, da die prima¨ren Kollisionsteilchen auf Grund ihrer kurzen
Lebensdauer (und damit Flugstrecke) entweder ra¨umlich nicht aufgelo¨st werden ko¨nnen
oder aber den Detektor (vom Vertex aus gesehen) gar nicht erst erreichen. Allerdings
erlauben die Gesetze der Impuls-, Energie-, Ladungs- und Drehimpulserhaltung es, allein
durch die genaue Vermessung von Energie, Impuls, Ladung und Winkelverteilung der
sichtbaren Reaktionsprodukte, Ru¨ckschlu¨sse auf das prima¨re Ereignis und die Art der
beteiligten Teilchen zu ziehen.
Ausgehend von dieser indirekten Vorgehensweise bestehen heutige Detektoren aus einer
ganzen Anzahl hochspezialisierter
”
Subdetektoren“, die jeweils fu¨r ganz spezielle Unter-
aufgaben innerhalb der Rekonstruktion des Ereignisses zusta¨ndig sind. Abbildung 1.5 zeigt
die Subdetektoren des in Kapitel 2 beschriebenen ATLAS-Experiments.
“Spur”- oder auch “Tracking”-Detektoren werden vornehmlich in der Na¨he des Wech-
selwirkungspunktes eingesetzt. Ihre Aufgabe ist die genaue Vermessung der Flugbahnen
geladener Teilchen. Durch den Einsatz starker ablenkender Magnetfelder und mit Hilfe
komplexer Algorithmen lassen sich aus den Spurdaten weitere Informationen, wie bei-
spielsweise der Impuls der Teilchen oder die Zugeho¨rigkeit zu einem bestimmten Vertex
(siehe “b-Tagging” im Abschnitt 1.2.4) ableiten.
“Kalorimeter” hingegen eignen sich prima¨r zur Bestimmung der Energie von Teilchen,
bzw. Jets. Ein Jet bezeichnet dabei ein sich in einem gewissen gemeinsamen Raumkegel
ausbreitendes Teilchenbu¨ndel, dass auf einen gemeinsamen Vertex zuru¨ckgefu¨hrt werden
kann (siehe Abschnitt 1.2.3). Auf Grund ihrer im Vergleich zu den Spurdetektoren meist
recht groben ra¨umlichen Granularita¨t eignen sie sich weniger fu¨r die Positions- bzw. Im-
pulsbestimmung. Elektromagnetische Kalorimeter ko¨nnen neben geladenen Teilchen auch
Photonen registrieren. Elektronen und Photonen werden dabei vollsta¨ndig gestoppt, bzw.
absorbiert wa¨hrend andere, hinreichend energetische, ungeladene Teilchen das elektroma-
18 KAPITEL 1. PHYSIK DES STANDARDMODELLS
Abbildung 1.5: Ausschnitt aus einem stark vereinfachten Modell des ATLAS-Detektors mit Darstel-
lung eines Events[33].
gnetische Kalorimeter durchdringen ko¨nnen. Diese werden im darauf folgenden hadroni-
schen Kalorimeter registriert und gestoppt.
Um auch die Myonen, die alle bisher genannten Detektortypen passieren, zu re-
gistrieren, kommen außerhalb der Kalorimeter zusa¨tzliche Spurdetektoren zum Ein-
satz, die im Bild als “Muon Spectrometer” bezeichnet werden. Auch im Volumen
der Myonendetektoren kommen u¨blicherweise starke Magnetfelder zum Einsatz, um
die Myonimpulse aus der Kru¨mmung ihrer Flugbahnen rekonstruieren zu ko¨nnen.
Konkrete Beispiele fu¨r die genannten Detektortypen werden in Kapitel 2 aufgefu¨hrt.





Spurdetektoren arbeiten zumeist mit Ionisationskam-
mern. Das Funktionsprinzip einer solchen Kammer be-
ruht dabei immer auf der Erzeugung von freien Ladungs-
tra¨gerpaaren durch ionisierende Teilchen in einem geeigne-
ten Medium. Durch das Anlegen einer a¨ußeren Spannung
ko¨nnen diese Ladungstra¨ger an den Rand der Ionisati-
onskammer transportiert und dort mit Hilfe von Elektro-
den gesammelt werden. Halbleiterdetektoren und Gas-
kammerdetektoren unterscheiden sich dabei in der Art
der Signalversta¨rkung, nicht aber in ihrem grundsa¨tzlichen
Messprinzip (siehe Abbildung 1.6).
Die mit einem Spurdetektor erreichbare Ortsauflo¨sung
ha¨ngt von der Segmentierung des Detektors in einzelne
Sensorzellen ab. Da sich mit Halbleiterdetektoren im Ver-
gleich die kleinsten Sensorzellen realisieren lassen, besitzen
diese die ho¨chste Ortsauflo¨sung.
Fu¨r die Spurdetektoren gilt dabei, dass durchfliegende
Teilchen einem mo¨glichst geringen Energieverlust unter-
liegen sollten, um beispielsweise die darauffolgende Ener-
giemessung in den Kalorimetern nicht zu beeintra¨chtigen.
Zur Charakterisierung dieser “Durchla¨ssigkeit” werden die Begriffe Strahlungsla¨nge
und Wechselwirkungsla¨nge genutzt. Die Strahlungsla¨nge gibt dabei die Flugstre-
cke an, innerhalb derer die Energie eines Teilchens auf Grund elektromagnetischer
Wechselwirkungen mit dem umgebenden Material auf 1
e
seiner urspru¨nglichen Energie
abgefallen ist. Die Wechselwirkungsla¨nge ist analog definiert, bezieht sich allerdings
auf den Energieverlust durch hadronische Wechselwirkungen.
Abbildung 1.7: Sampling-
Kalorimeter[25].
Kalorimeter hingegen sind darauf angewiesen, die zu
messenden Teilchen innerhalb ihres Detektorvolumens zu
stoppen, um die gesamte Energie eines Teilchens zu re-
gistrieren. Kalorimeter nutzen die Bildung elektromagne-
tischer bzw. hadronischer “Schauer” aus, die entstehen,
wenn hochenergetische Teilchen in dichte Materie eindrin-
gen. Dabei entstehen durch verschiedene Prozesse ganze
Kaskaden von Folgeteilchen, bis die Energie sich soweit auf
diese verteilt hat, dass diese im Material stoppen. Homo-
gene Kalorimeter mu¨ssen, um auf eine ausreichende Zahl
von Strahlungs- bzw. Wechselwirkungsla¨ngen zu kommen,
entweder Sensormaterialien hoher Dichte (bspw. Bleiglas)
verwenden oder u¨ber ein großes Volumen verfu¨gen. Daher
ist die ha¨ufigste Bauform das Sampling-Kalorimeter (siehe Abbildung 1.7), das aus
abwechselnden Lagen von Absorber- und Sensormaterial besteht. Innerhalb von Ab-
sorberschichten mit hoher Dichte werden dabei vermehrt Schauer gebildet, wa¨hrend
die aktiven Detektorschichten ein Signal erzeugen, dass u¨blicherweise proportional zur




Nach der in Kapitel 1 gegebenen, kurzen Einfu¨hrung in das Standardmodell der Teilchen-
physik beschreibt das vorliegende Kapitel den im Rahmen dieser Doktorarbeit relevanten
Beschleuniger LHC (2.1) und den ATLAS-Detektor (2.2).
2.1 Der LHC-Beschleuniger
Am europa¨ischen Teilchenphysik-Zentrum CERN bei Genf befindet sich mit dem LHC der
momentan gro¨ßte und modernste Teilchenbeschleuniger der Welt. Zwischen dem Genfer
See und den Bergen des Jura gelegen, nutzt der LHC-Beschleuniger den Tunnel des ehe-
maligen LEP-Beschleunigers, der sich durchschnittlich 100 m tief unter der Erdoberfla¨che
befindet und einen Umfang von etwa 27 km hat. An vier Positionen des Rings existieren
Wechselwirkungszonen, die jeweils einen Detektor beherbergen. Abbildung 2.1 zeigt ei-
ne schematische Darstellung des LHC-Beschleunigers, sowie der vier Detektoren ATLAS,
ALICE1, CMS2 und LHCb3.
Bei ATLAS und CMS handelt es sich um Vielzweckdetektoren, die das gesamte Spek-
trum der am LHC zuga¨nglichen Physik abdecken. ALICE und LHCb hingegen sind De-
tektoren, deren Design auf die Untersuchung spezieller Teilbereiche der Hochenergiephysik
ausgerichtet ist.
Der ALICE-Detektor untersucht die Eigenschaften des “Quark-Gluon-Plasmas”, ei-
ner Materieform wie sie im Universum vermutlich Sekundenbruchteile nach dem Urknall
das letzte Mal existiert hat. Dazu werden in speziellen LHC-La¨ufen Blei-Ionen mit einer
Schwerpunktsenergie von bis zu 1150 TeV im Ring beschleunigt und im ALICE-Detektor
1A Large Ion Collider Experiment
2Compact Muon Solenoid
3Large Hadron Collider beauty experiment
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Abbildung 2.1: Schematische Darstellung des LHC-Beschleunigers mit seinen vier großen
Experimenten[3]
zur Kollision gebracht. Auf Grund der hohen Energiedichte entsteht inmitten des Detek-
tors fu¨r kurze Zeit ein Zustand ungebundener Quarks und Gluonen, den zu untersuchen
das Ziel von ALICE ist.
LHCb wird versuchen, mo¨glichst pra¨zise Informationen u¨ber die Eigenschaften von b-
und b¯-Quarks zu sammeln. Insbesondere aus Untersuchungen der Zerfallscharakteristika
der beiden Teilchen erhofft man sich wichtige Erkenntnisse u¨ber die beobachtete Asymme-
trie zwischen Materie u´nd Antimaterie im Universum.
Mit einer Schwerpunktsenergie von bis zu 14 TeV wird der LHC die ho¨chstenergeti-
schen Teilchenkollisionen produzieren, die bislang im Labor hergestellt werden konnten.
Da die Beschleunigung von Elektronen und Positronen auf diese hohen Energien bedingt
durch Synchrotronstrahlungsverluste im ehemaligen LEP-Tunnel nicht mo¨glich ist, wer-
den im LHC Protonen beschleunigt. Gema¨ß der Beziehung 1.4 unterliegen diese einem um
etwa den Faktor 16 · 1012 geringeren Energieverlust. Die beim Umlauf der Protonen mit
Kollisionsenergie (14 TeV ) im LHC beno¨tigte Leistung zur Kompensation der Synchro-
tronstrahlung betra¨gt weniger als 4 kW[5].
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Weiterhin birgt die Beschleunigung von Protonen den Vorteil, dass die Quarks als Kon-
stituenten des Protons zusa¨tzlich zur elektromagnetischen und schwachen Wechselwirkung,
an der ja auch geladene Leptonen partizipieren, an der starken Wechselwirkung teilneh-
men. Auf Grund der großen Kopplungssta¨rke der starken Wechselwirkung ergeben sich in
den meisten Fa¨llen Wirkungsquerschnitte, die weit u¨ber denen der schwachen oder elek-
tromagnetischen Kra¨fte liegen. Im Zusammenspiel mit der hohen Design-Luminosita¨t von
1034 cm−2s−1 ergeben sich hohe Produktionsraten fu¨r die verschiedensten, fu¨r die Hoch-
energiephysik interessanten Prozesse. Abbildung 2.2 zeigt die Wirkungsquerschnitte der
am LHC dominanten Prozesse, sowie die bei Design-Luminosita¨t zu erwartenden Raten.
Abbildung 2.2: Wirkungsquerschnitte und Raten
der dominanten LHC-Prozesse[13]
Um die erwu¨nschte Luminosita¨t zu er-
reichen, ist es notwendig mo¨glichst vie-
le Teilchen pro Zeiteinheit miteinander in
Wechselwirkung zu bringen. Der LHC wird
mit insgesamt bis zu 2808 Teilchenbu¨ndeln,
“Bunches” genannt, gefu¨llt, die jeweils et-
wa 1011 Protonen enthalten. Die einzelnen
Pakete werden dabei von der Vorbeschleu-
nigerkette des LHC erzeugt und in den
LHC-Ring eingespeist. Diese besteht aus
dem LINAC4-Linearbeschleuniger, sowie
den Synchrotron-Vorbeschleunigern PS5
und SPS6. Nach Durchlaufen des SPS
besitzen die Protonen eine Energie von
450 GeV, mit der sie in den LHC injiziert
werden.
An den Kollisionspunkten werden die
Teilchenpakete von magnetischen Linsen
auf ein zylindrisches Volumen von weniger
als 20 µm Durchmesser und 8 cm La¨nge ge-
bracht und treffen sich unter einem Winkel
von ca. 300 µrad. Der Abstand zweier auf-
einander folgender Bunches betra¨gt dabei
in etwa 7, 5 m, so dass sich bei den gegebe-
nen, hochenergetischen Protonen alle 25 ns





7Eine gleichma¨ßige Verteilung der 2808 Bunches auf den 27 km umfassenden LHC-Ring ha¨tte in etwas
9, 5 m voneinander entfernte Bunches zur Folge. Die komplexe Vorbeschleunigerstruktur des LHC fu¨hrt
dazu, dass nur 2808 der 3564 mo¨glichen Bunchpla¨tze besetzt sind.
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Die hohe Ring-Umlauffrequenz der Bunches von mehr als 11 kHz fu¨hrt in Verbindung
mit ihrer Anzahl zu etwa 32 Millionen Bunchcrossings pro Sekunde8. Da im Mittel et-
wa 22 Protonenpaare pro Bunchcrossing miteinander inelastisch wechselwirken, mu¨ssen
die Detektoren in der Lage sein, ca. 600 Millionen inelastische Prozesse pro Sekunde zu
verarbeiten9.
Da die gewu¨nschte Luminosita¨t bei einem Proton-/Antiprotonbeschleuniger auf Grund
der Schwierigkeit, Antiprotonen in ausreichend hoher Zahl bereitzustellen, nicht reali-
sierbar war, entschied man sich, den LHC als Proton-/Protonbeschleuniger zu bauen.
Im Gegensatz zu Teilchen-/Antiteilchenbeschleunigern, wie dem Tevatron am Fermilab10
oder dem LHC-Vorga¨nger LEP, ist es damit allerdings nicht mehr mo¨glich, die Teilchen
in einem einzigen Strahlrohr gegenla¨ufig zu beschleunigen. Die Konstruktion der 1232
Haupt-Dipolmagnete des LHC erlaubt es allerdings, das Magnetfeld fu¨r zwei etwa 20 cm
voneinander getrennte Strahlro¨hren zu nutzen, in denen die Protonen gegenla¨ufig umlau-
fen.
Ohne eine ha¨ufige Wiederherstellung der Strahlgeometrie wu¨rden die Protonen auf
Grund von Strahl-Strahl-Wechselwirkung, Protonabstoßung innerhalb eines Bunches, Im-
perfektionen in den Dipol-Magnetfeldern und weiterer Effekte innerhalb ku¨rzester Zeit
die gewu¨nschte Luminosita¨t unterschreiten. Um das zu verhindern, besitzt der LHC eine
komplexe, aus mehr als 6000 Quadru-, Sexto- und Oktopolmagneten11 bestehende Magnet-
optik, die in der Lage ist, die durch obige Effekte verursachten Probleme zu kompensieren.
Wa¨hrend dieses aufwa¨ndige Magnetsystem in der Lage ist, unerwu¨nschte Defokussierungs-
effekte zu minimieren, wird der Einsatz dieser großen Anzahl an Korrekturmagneten durch
die effektive Verkleinerung des Beschleuniger-Radius erkauft. Denn der von den Korrektur-
magneten eingenommene Platz in der Strahllaufbahn kann nicht von den, fu¨r die Ablen-
kung der Protonen auf eine Kreisbahn zusta¨ndigen Dipolmagneten genutzt werden. Fu¨r
die Berechnung der notwendigen Magnetfeldsta¨rke nach Gleichung 1.5 muss man daher
den effektiven Kru¨mmungsradius von ca. 2800 m einsetzen und nicht den tatsa¨chlichen
Radius des Beschleunigertunnels (immerhin etwa 4250 m).
Die fu¨r die Zirkulation von Protonen mit je 7 TeV Energie beno¨tigte Magnetfeldsta¨rke
in den Dipolmagneten berechnet sich demnach zu rund 8, 3 T (pro 14 m langem Dipol).
Magnetfelder dieser Gro¨ßenordnung ko¨nnen nur durch den Einsatz supraleitender Ablenk-
magnete erreicht werden. Um ihre supraleitenden Eigenschaften nicht zu verlieren, mu¨ssen
die am LHC eingesetzten Magnete auf eine Temperatur von bis zu 1, 9 K heruntergeku¨hlt
8Hier gilt dasselbe Argument: da nicht alle mo¨glichen Bunchspaces besetzt sind, ist die naive Annahme
von 125 ns = 40 · 106 s−1 ungenau. Da die Anforderungen an die Instrumentierung in den meisten Fa¨llen
nicht von der mittlerer Kollisionszahl, bzw. dem Bunchspacing, sondern von den effektiven Maximalraten
abha¨ngen, werden diese oft angegeben.
9Na¨heres dazu im Abschnitt 2.2.
10Fermi National Accelerator Laboratory, Batavia, USA
11Tatsa¨chlich sind am LHC sogar noch ho¨here Ordnungen von Magneten im Einsatz.
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werden, was durch den Einsatz von suprafluidem Helium erreicht wird12. Das supraflui-
de Helium hat neben seiner geringen Temperatur weiterhin den Vorteil, eine sehr hohe
Wa¨rmeleitfa¨higkeit sowie eine verschwindende mechanische Reibung aufzuweisen. Die Ver-
bindung dieser Vorteile fu¨hrt dazu, dass sich suprafluides Helium sehr gut fu¨r den Einsatz
als Ku¨hlmittel fu¨r die LHC-Magnete eignet.
2.2 Das ATLAS-Experiment
Abbildung 2.3: Risszeichnung des ATLAS-Detektors und seiner Subdetektoren[3].
Der ATLAS-Detektor ist neben dem bereits erwa¨hnten CMS-Detektor einer von zwei
Vielzweckdetektoren am LHC. Seine Aufgabe besteht darin, ein mo¨glichst großes Spektrum
an physikalisch interessanten Prozessen u¨ber den gesamten Parameterbereich des LHC
beobachtbar zu machen.
12Suprafluides Helium geho¨rt u¨brigens zu den wenigen makroskopischen, bosonischen Substanzen. Diese
haben teilweise sehr eigenartige Eigenschaften, so sinkt die Viskosita¨t des flu¨ssigen Heliums unterhalb
des “Lambda-Punktes” (fu¨r Helium etwa 2, 2 K) auf exakt Null. Das fu¨hrt unter anderem dazu, dass die
Flu¨ssigkeit an Wa¨nden hochkriechen kann (Rollins-Film).
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Um dieses Ziel zu erreichen, besteht der ATLAS-Detektor (siehe Abbildung 2.3) aus
einer Vielzahl unabha¨ngiger Subdetektoren, die jeweils eine eigene Aufgabe u¨bernehmen.
Mit einer La¨nge von etwa 44 m und einem Durchmesser von 22 m ist der zylindrische
ATLAS-Detektor der gro¨ßte Detektor des LHC. Trotz dieser enormen Gro¨ße, wiegt der
Detektor lediglich 7000 t13.
Abbildung 2.4: Vereinfachte Darstellung des
ATLAS-Magnetsystems [3]. In der Mitte des
Detektors ist die tonnenfo¨rmige Solenoid-
spule des inneren Detektors (rot) zu erken-
nen, die im Bereich des Myonendetektors
(hier nicht eingezeichnet) von den 3 · 8 Spu-
len des Toroidmagnetsystems umgeben ist.
Mo¨glich ist dieses vergleichsweise gerin-
ge Gewicht durch den Einsatz einer fu¨r
Detektoren ungewo¨hnlichen Magnetfeldan-
ordnung. Der in Abschnitt 2.2.1 na¨her
beschriebene innere Detektor wird dabei
durch ein konventionelles, solenoides (also
zur Strahlachse paralleles) 2T-Magnetfeld
in die Lage versetzt, Teilchenimpulse ge-
nau zu rekonstruieren. Um auch die Impul-
se der hochenergetischen Myonen messen
zu ko¨nnen, die den kompletten Detektor
zu durchqueren vermo¨gen, kommt außer-
halb des inneren Detektors ein toroidales
Magnetfeld von 0, 5 T bis 1 T Sta¨rke zum
Einsatz, dessen Feldlinien die Strahlachse
ringfo¨rmig umgeben (siehe Abbildung 2.4).
Diese Anordnung hat neben der, durch die
vergleichsweise leicht-bauenden und wenig
Platz einnehmenden Toroidspulen beding-
ten Platz und Materialeinsparung weiter-
hin den Vorteil, dass die auf die Teilchen
wirkende Lorentzkraft unabha¨ngig von der
Pseudorapidita¨t (Begriffserkla¨rung siehe Kasten “ATLAS-Koordinatensystem”) der Teil-
chen wird14.
Funktional kann man den ATLAS-Detektor dabei in den bereits erwa¨hnten inneren
Detektor, das aus elektromagnetischem und hadronischem Kalorimeter bestehende Ka-
lorimetersystem und den Myondetektor einteilen. Da alle Komponenten fu¨r die Rekon-
struktion der am Wechselwirkungspunkt stattfindenden Prozesse wichtig sind, sollen sie
in den folgenden Abschnitten erkla¨rt werden. Die ATLAS-Subdetektoren umgeben den
prima¨ren Wechselwirkungspunkt zwiebelschalenfo¨rmig, weshalb es sich anbietet, bei der
13Damit besitzt der ATLAS-Detektor eine geringe Dichte: wu¨rde man ihn luftdicht in eine Folie ein-
schweißen, so ko¨nnte er im Wasser schwimmen.
14In einem solenoiden Magnetfeld wird ein Teilchen hoher Rapidita¨t auf Grund der bezu¨glich des Ma-
gnetfelds kleinen senkrechten Geschwindigkeitskomponente nur eine geringe Lorentzkraft erfahren, was fu¨r
die Impulsauflo¨sung nachteilig ist.
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Beschreibung der einzelnen Teildetektoren der Flugbahn der Teilchen, ausgehend von ih-
rem Vertex, zu folgen.
ATLAS-Koordinatensystem
Das offizielle ATLAS-Koordinatensystem ist so definiert, dass die Z-Achse entlang
des Strahls verla¨uft, sich der Ursprung am Wechselwirkungspunkt befindet und die
positive X-Achse auf den Ringmittelpunkt des LHC zeigt. Die durch ein rechtsha¨n-
diges Koordinatensystem definierte, positive Z-Achse zeigt auf die “A-Seite” des
Detektors, die negative auf die “C-Seite”.
In Anbetracht der zylindrischen Geometrie sind Polarkoordinaten nu¨tzlich. Dabei
bezeichnet φ den Azimutalwinkel um die Strahlachse und θ den Polarwinkel. R ist je
nach Zusammenhang der Abstand vom Ursprung oder von der Strahlachse.
Bei der Beschreibung der Detektorgeometrie erweist sich die als “Pseudorapidita¨t”
bekannte Gro¨ße η = − ln tan(θ/2) als besonders wichtig, da die Detektoren zumeist
sowohl rotationssymmetrisch in φ als auch spiegelsymmetrisch in Z sind.
Die bei der Beschreibung der Spurdetektoren und der Kalorimeter verwendeten
Gro¨ßen pT und ET beziehen sich auf die Projektionen von Impuls und Energie
auf die X-Y -Ebene. Im Bereich der Kalorimeter wird weiterhin ha¨ufig die Gro¨ße
∆R =
√
∆η2 + ∆φ2 als Maß fu¨r die Granularita¨t der Detektoren verwendet.
2.2.1 Der innere Spurdetektor
Abbildung 2.6: Ausschnitt des Zentralbereichs
des inneren Detektors mit angedeuteter
Teilchenspur[3].
Der innere Detektor (siehe Abbildung 2.5)
des ATLAS-Experiments besteht aus den
drei unabha¨ngigen Spurdetektoren Pixelde-
tektor, SCT15 und TRT16. Ihre gemeinsame
Aufgabe ist die Vermessung der Teilchen-
impulse mit einer Pra¨zision von σpT /pT =
0.05%pT ⊕1% bei gleichzeitig mo¨glichst ge-
ringem Energieverlust der durchdringenden
Teilchen. Daru¨berhinaus liefern der Pixel-
detektor und TRT noch weitere wertvolle
Informationen fu¨r die Rekonstruktion des
aufgenommenen Ereignissen, auf die in den
entsprechenden Abschnitten eingegangen wird.
15Semi Conductor Tracker
16Transition Radiation Tracker
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Abbildung 2.5: Risszeichnung des inneren Tracking-Detektors und seiner drei Teildetektoren[3].
Das Messprinzip der Spurdetektoren ist dabei immer das gleiche: geeignete Sensoren
erfassen den Durchgang eines Teilchens und ermitteln dessen Koordinaten. Die zuna¨chst
als unabha¨ngige Messpunkte aufgezeichneten “Hits” werden dann von speziellen Compu-
terprogrammen, den “Tracking-Algorithmen” ausgewertet. Die Hauptaufgabe dieser Algo-
rithmen ist es, aus einer gegebenen Ansammlung von Hits zusammenha¨ngende (und durch
die Hits gestu¨tzte) Flugbahnen der Teilchen zu rekonstruieren (siehe Abbildung 2.6). Aus
der Parametrisierung der gewonnenen Flugbahnen lassen sich dann wichtige Informatio-
nen u¨ber das Teilchen ableiten. Geladene Teilchen werden vom solenoiden Magnetfeld des
inneren Detektors auf Kreisbahnen17 abgelenkt, deren Kru¨mmungsradius bei Kenntnis der
Magnetfeldsta¨rke Auskunft u¨ber den Impuls des Teilchens gibt.
Die Anzahl der pro Zeiteinheit zu registrierenden inelastischen Prima¨rwechselwirkun-
gen ist auf Grund des hohen totalen inelastischen Wirkungsquerschnitts sowie der hohen
Luminosita¨t des LHC (siehe Abschnitt 2.1) sehr groß. Zusammen mit dem unvermeidlichen
QCD-Untergrund eines Hadronenbeschleunigers ergeben sich hohe Teilchenflussdichten im
inneren Detektor (siehe Abbildung 2.8). Da alle Sensoren eine gewisse Zeit nach Registrie-
rung eines Teilchendurchgangs nicht fu¨r die Registrierung weiterer Teilchen genutzt werden
ko¨nnen (Totzeit), muss man gewa¨hrleisten, dass ein solcher “Doppeltreffer” nur sehr selten
17Diese sind allerdings bei genu¨gend hohem Impuls nicht mehr in sich geschlossen; die Teilchen werden
lediglich auf einen Kreisbogen gezwungen, bevor sie das Magnetfeld verlassen.
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vorkommt, indem man die Gro¨ße des Sensors entsprechend klein wa¨hlt. Weiterhin ist der
absolute Teilchenfluss innerhalb des Solenoiden bezu¨glich des Radius relativ konstant18,
weshalb die Teilchenflussdichte mit abnehmendem Radius ansteigt (siehe Abbildung 2.7).
Um dies zu kompensieren, mu¨ssen die physikalischen Abmessungen der von den Subde-
tektoren genutzten Sensorzellen mit abnehmendem Abstand vom Wechselwirkungspunkt
immer kleiner werden.
Abbildung 2.7: Totale ionisierende Dosis pro Jahr[3].
Die drei Subdetektoren des inneren Detektors umgeben den Wechselwirkungspunkt
dabei zylinderschalenfo¨rmig. Die Dimensionen der einzelnen Detektoren sind in Tabelle
2.1 angegeben.
18Selbstversta¨ndlich ist der Teilchenfluss auch hier nicht konstant, da es bereits im inneren Detektor
durch Paarbildung und Hadronisierung zu einem Anstieg der Teilchenzahl kommt. Im Vergleich zu den in
den Kalorimetern provozierten Effekten ist diese jedoch gering.
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Abbildung 2.8: Teilchenflussraten und Dosisleistungen fu¨r die Subsysteme des inneren Detektors bei
LHC-Design-Luminosita¨t (1034 cm−2s−1)[3].
2.2.1.1 Der Pixeldetektor
Der Pixeldetektor ist der innerste Subdetektor des ATLAS-Experiments. Als Teil des
inneren Detektors besteht seine Aufgabe in der Aufzeichnung von mindestens drei Raum-
punkten pro geladenem Teilchen. Der Detektor registriert geladene Teilchen dabei durch
Messung der von ihnen freigesetzten Elektronen in segmentierten Halbleiterdioden. Ob-
wohl auf die Details des Aufbaus des Pixeldetektors in Kapitel 3 eingegangen werden soll,
sei hier erwa¨hnt, dass seine innerste Lage lediglich etwa 5 cm von der Strahlachse entfernt
ist. Um die gleichzeitige Besetzung (“Occupancy”) der Sensorzellen mo¨glichst gering zu
halten und eine hohe Ortsauflo¨sung zu erreichen, wurden fu¨r den Pixeldetektor pixelfo¨r-
mige Siliziumsensoren mit einer La¨nge (entlang der Strahlachse) von 400 µm (entlang Z
bzw. R) und einer Breite von 50 µm (in “φ”) verwendet, die dem Detektor seinen Na-
men geben. Die daraus resultierende hohe Ortsauflo¨sung (siehe Tabelle 2.1) ermo¨glicht
die genaue Zuru¨ckverfolgung der Teilchenflugbahnen zu ihrem jeweiligen Ursprung. Die-
ser Ursprung kann mit einer Genauigkeit von bis zu etwa 10 µm rekonstruiert werden,
was es ermo¨glicht, kurzlebige Teilchen auf Grund ihres vom prima¨ren Vertex wenige mm
entfernten sekunda¨ren Vertizes zu identifizieren. Mit u¨ber 80 Millionen Auslesekana¨len
stellt der Pixeldetektor trotz seiner geringen Abmessungen von 130 cm La¨nge und 30 cm
Durchmesser mehr als 90% der ATLAS-Auslesekana¨le.
2.2.1.2 Der Semi-Conductor-Tracker
Wie der Name bereits andeutet, handelt es sich auch beim zweiten von den Teilchen pas-
sierten Subdetektor um einen Siliziumdetektor. Wa¨hrend der SCT-Detektor genau wie der
Pixeldetektor Halbleitersensoren zum Nachweis geladener Teilchen nutzt, besteht dieser
aus sehr viel la¨ngeren Sensorzellen mit Dimensionen von 10 cm bis 12 cm La¨nge (wieder in
Z oder R) mal 60 µm bis 90 µm Breite (in “φ”), die daher auch als “Streifen” (Strips) be-
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Radius [mm] La¨nge [mm] Genauigkeit [µm]
Innerer Detektor 0 ≤ R ≤ 1150 0 ≤ |z| ≤ 3512 R− φ z/R
Strahlrohr 29 ≤ R ≤ 36
Pixeldetektor 45.5 ≤ R ≤ 242 0 ≤ |z| ≤ 3092
Zylinderlagen 50.5 ≤ R ≤ 122.5 0 ≤ |z| ≤ 400.5 10 115
Endkappen 88.8 ≤ R ≤ 149.6 495 ≤ |z| ≤ 650 10 115
SCT 251 ≤ R ≤ 610 0 ≤ |z| ≤ 2797
Zylinderlagen 299 ≤ R ≤ 514 0 ≤ |z| ≤ 749 17 580
Endkappen 275 ≤ R ≤ 560 839 ≤ |z| ≤ 2735 17 580
TRT 554 ≤ R ≤ 1106 0 ≤ |z| ≤ 2744
Zylinderlagen 563 ≤ R ≤ 1082 0 ≤ |z| ≤ 780 130
Endkappen 644 ≤ R ≤ 1004 848 ≤ |z| ≤ 2710 130
Tabelle 2.1: Hauptparameter der drei Subdetektoren des inneren Detektors[3].
zeichnet werden. Dies ist einerseits mo¨glich, da die Teilchenflussdichte im Bereich des SCT
bereits stark genug abgefallen ist, andererseits notwendig, da der SCT, mit einer La¨nge
von fast 2 m und einem Durchmesser von mehr als 1 m eine wesentlich gro¨ßere Oberfla¨che
besitzt als der Pixeldetektor und der Einsatz von Pixelsensoren in diesem Maßstab extrem
teuer geworden wa¨re. Auf Grund der geringen Streifenbreite besitzt der SCT in φ eine
a¨hnlich gute Ortsauflo¨sung wie der Pixeldetektor. Um trotz der eingesetzten Streifensen-
soren eine mo¨glichst gute Ortsauflo¨sung in Z zu erreichen, sind je zwei hintereinander
liegende Streifen leicht gegeneinander verkreuzt (der Kreuzungswinkel betra¨gt dabei etwa
160 µrad bis 210 µrad), so dass sich aus den Trefferinformationen der beiden getroffenen
Streifen die La¨ngskoordinate berechnen la¨sst. Die daraus resultierende Auflo¨sung liegt bei
immerhin etwa 580 µm (siehe Tabelle 2.1).
Der SCT liefert mit vier zylindrischen Lagen im Zentralbereich und je neun scheiben-
fo¨rmigen “Disks” im Bereich der Endkappen mindestens vier weitere Raumpunkte fu¨r die
erwa¨hnten Spurrekonstruktions-Algorithmen.
2.2.1.3 Der Transition-Radiation-Tracker
Der TRT ist der a¨ußerste Subdetektor des inneren Detektors. Mit einer La¨nge von u¨ber
5 m und einem Durchmesser von mehr als 2 m ist eine Instrumentierung des beno¨tigten
Volumens mit Hilfe von Halbleitersensoren sehr aufwendig. Daher nutzt der TRT “Straw
Tubes”, bei denen es sich um 4 mm durchmessende, gasgefu¨llte19 Driftkammern handelt.
Im Zentralbereich des Detektors werden dabei zweimal 144 cm lange, parallel zur Strahl-
achse verlaufende Tubes eingesetzt, wohingegen in den Endkappen 37 cm lange, radiale
1970%Xe, 27%CO2, 3%O2
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Ro¨hrchen zum Einsatz kommen. Die insgesamt etwa 170000 Straw Tubes sind in min-
destens 36 (Barrel) und maximal 80 (Disk) Lagen angeordnet, wobei die Driftro¨hren im
Zentralbereich in je zwei20 Auslesekana¨le unterteilt sind, um die Besetzung zu reduzieren.
Der TRT-Detektor erreicht pro Straw eine Auflo¨sung von 130 µm in R−Φ und kann damit,
auf Grund der Vielzahl der u¨ber ein relativ großes Volumen aufgenommenen Raumpunkte,
wertvolle Beitra¨ge zur Implusrekonstruktion liefern. Da der TRT, abgesehen von der oben
erwa¨hnten Segmentierung, keine Aussagen u¨ber die Teilchenposition entlang der Straws
machen kann, ist es in jedem Fall notwendig, seine Informationen mit denen der anderen
Spurdetektoren zu kombinieren.
Eine weitere Besonderheit des TRT ist die Fa¨higkeit, “U¨bergangsstrahlung” beim
Durchgang hochrelativistischer Teilchen zu detektieren. Diese tritt immer dann auf, wenn
ein Teilchen eine dielektrische Grenzfla¨che passiert, weshalb zwischen den Straw Tu-
bes entsprechende Radiator-Materialien eingebaut wurden. Im Barrelbereich sind dies
Polypropylen-Fasern, wa¨hrend im Endkappenbereich Polypropylen-Folien als Raditor ver-
wendet werden. Die dabei abgestrahlten Photonen werden vom Gasgemisch des TRT als in
der Sta¨rke deutlich von Tracking-Treffern unterscheidbares Signal sichtbar gemacht. Zwei
unterschiedliche “Low”- und “High”-Schwellen erlauben die Unterscheidung zwischen Spu-
relement und U¨bergangsstrahlung pro Auslesekanal. Da die Intensita¨t I der U¨bergangs-
strahlung mit steigender Teilchenmasse m gema¨ß
I ∝ γ = E
m
(2.1)
abfa¨llt [32](E ist hier die Teilchenenergie), ist der TRT als einziger Spurdetektor in der
Lage, Elektronen auf Grund ihrer sta¨rkeren U¨bergangsstrahlung von anderen geladenen
Teilchen zu unterscheiden.
2.2.2 Die Kalorimeter
Das Kalorimetersystem des ATLAS-Detektors (siehe Abbildung 2.9) besteht aus einem
elektromagnetischen und einem hadronischen Kalorimeter. Die einzelnen Komponenten
der beiden Systeme werden in den folgenden Abschnitten beschrieben, wa¨hrend Tabelle
2.2 den detailierten Aufbau des Kalorimetersystems wiedergibt.
2.2.2.1 Das Elektromagnetische Kalorimeter
Das elektromagnetische Kalorimeter des ATLAS-Detektors besteht aus mehreren Teil-
detektoren, die zusammen genommen einen Bereich |η| ≤ 4.9 abdecken. Die geforder-
20Tatsa¨chlich sind die Straw Tubes in den innersten Barrel-Lagen in je drei Kammern unterteilt, wobei
die mittlere Kammer wegen der hohen Besetzung nicht genutzt wird.
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Abbildung 2.9: Risszeichnung der ATLAS-Kalorimeter[3]
te und inzwischen durch Messungen am Teststrahl besta¨tigte Energieauflo¨sung des EM-
Kalorimeters betra¨gt σE/E = 10%/
√
E ⊕ 0.7%.
Alle EM-Kalorimeter sind dabei in Samplingbauweise21 aufgebaut und nutzen wegen
seiner guten Versta¨rkungseigenschaften und seiner intrinsischen Strahlenha¨rte flu¨ssiges Ar-
gon als sensitives Detektormaterial. Je nach Anforderungen an die Strahlentoleranz und
Granularita¨t wird dabei jedoch das Absorbermaterial, sowie dessen Geometrie den Um-
sta¨nden angepasst.
So kommt im Zentralbereich eine akkordeonartig aufgebaute Bleiabsorberstruktur (her-
metische U¨berdeckung in φ) zum Einsatz die sich innerhalb des Kryostaten, der fu¨r die
Ku¨hlung des Solenoiden des inneren Detektors beno¨tigt wird, befindet. Durch diese An-
ordnung wird im Pra¨zisionmessbereich des LAr22-EM-Barrel-Kalorimeters (|η| ≤ 1.475)
gewa¨hrleistet, dass lediglich ein Minimum an Strahlungsla¨nge (und damit Energieverlust)
vor dem Kalorimeter eingebaut ist (siehe auch Abbildung 3.1). Das elektromagnetische
21Als Samplingbauweise bezeichnet man die abwechselnde Anordnung aus Absorber- und Sensormate-
rial, siehe auch Kasten in Abschnitt 1.3.2.
22Liquid Argon
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Barrelkalorimeter umgibt den Zentralbereich des inneren Detektors (genaue Maße finden
sich in Tabelle 2.2).
Im Vorwa¨rtsbereich 1.375 ≤ |η| ≤ 3.2 kommen die elektromagnetischen Endkappen-
Kalorimeter EMEC23 zum Einsatz, welche sich sich zusammen mit den hadronischen
Endkappenkalorimetern und den FCal24-Vorwa¨rtskalorimetern in den Liquid-Argon-
Kryostaten der Endkappen befinden.
Abbildung 2.10: Risszeichnung des Vorwa¨rtskalorimeters (FCal)[3]. Links ist die Anordnung der drei
FCal Subdetektoren FCal1, FCal2 und FCal3 entlang eines La¨ngsschnittes des Detektors abge-
bildet. Die rechte Abbildung zeigt einen Querschnitt des FCal1-Kalorimeters. Im vergro¨ßerten
Ausschnitt ist die Kupfermatrix mit den in den Bohrlo¨chern zentrierten Kupferanoden (“Rods”)
und dem umgebenden LAr-Mantel (“Gap”) sichtbar.
Jenseits von 3.1 ≤ |η| u¨bernimmt dann das elektromagnetische FCal-
Vorwa¨rtskalorimeter bis zu einer Pseudorapidita¨t von |η| ≤ 4.9. Im Gegensatz zum
Zentral- und Endkappenbereich mit der erwa¨hnten Akkordeongeometrie kommt im FCal1,
auf Grund der beno¨tigten Strahlenha¨rte, eine Matrixanordnung von mit flu¨ssigem Argon
gefu¨llten Bohrlo¨chern in Kupferabsorbern zum Einsatz (siehe Abbildung 2.10).
Die Granularita¨t des EM-Kalorimeters variiert dabei zwischen 0.025 × 0.025 (Barrel)
und 0.1× 0.1 (EMEC) in ∆η×∆φ. Zudem werden je 4× 4 Kalorimeterzellen zu “Trigger-
Towern” zusammengefasst, deren Bedeutung in Abschnitt 2.2.4 erla¨utert wird.
2.2.2.2 Das Hadronische Kalorimeter
Wie man ebenfalls auf Abbildung 2.10 sehen kann, besteht das Vorwa¨rtskalorimeter nicht
nur aus dem elektromagnetischen FCal1, sondern auch aus den beiden hadronischen FCal2-
23Electro Magnetic End Cap
24Forward Calorimeter
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Radius [m] La¨nge [m] Pseudorapidita¨t
Elektromagn. Kal.
EM-Barrel 1.4 ≤ R ≤ 2 0 ≤ |z| ≤ 3.2 |η| ≤ 1.475
EMEC 0.33 ≤ R ≤ 2 3.7 ≤ |z| ≤ 4.3 1.375 ≤ |η| ≤ 3.2
FCal1 0.07 ≤ R ≤ 0.46 4.7 ≤ |z| ≤ 5.15 3.1 ≤ |η| ≤ 4.9
Hadronisches Kal.
Tile 2.28 ≤ R ≤ 4.25 0 ≤ |z| ≤ 6.1 |η| ≤ 1.7
HEC 0.5 ≤ R ≤ 2 4.3 ≤ |z| ≤ 6.1 1.5 ≤ |η| ≤ 3.2
FCal2, FCal3 0.07 ≤ R ≤ 0.46 5.2 ≤ |z| ≤ 6.05 3.1 ≤ |η| ≤ 4.9
Tabelle 2.2: Aufbau des ATLAS-Kalorimetersystems[3].
und FCal3-Kalorimetern. Diese basieren auf einer dem FCal1 a¨hnlichen Matrixbauweise
aus Wolframabsorbern und, wie alle hadronischen Kalorimeter des ATLAS-Detektors, auf
dem Funktionsprinzip des Sampling-Kalorimeters. Um die “Albedo”25 zu reduzieren, wur-
de das gesamte Vorwa¨rtskalorimeter um etwa 1.2 m im Vergleich zu EMEC zuru¨ckversetzt,
was zusa¨tzlich eine hermetische U¨berdeckung der einzelnen Kalorimeter ermo¨glicht (siehe
Abbildung 2.10).
Zwischen dem EMEC und den FCal-Vorwa¨rtskalorimetern befinden sich die hadro-
nischen Endkappenkalorimeter HEC26, die auf jeder Seite in zwei hintereinander (in Z)
aufgereihte Ra¨der, HEC1 (Front) und HEC2 (Back) aufgeteilt sind. Beide Ra¨der haben
einen Außendurchmesser von 4 m und bestehen aus Kupferabsorbern mit flu¨ssigem Argon
als aktivem Nachweismaterial.
Abbildung 2.11: Schematische Darstellung der
optischen Auslese des Tile-Kalorimeters[3].
Im Zentralbereich des hadronischen Ka-
lorimeters (|η| ≤ 1.7) kommen “Tile”-
Kalorimeter zum Einsatz. Anders als bei
allen anderen bei ATLAS eingesetzten Ka-
lorimetern setzen diese nicht auf flu¨ssiges
Argon als aktives Detektormaterial, son-
dern nutzen Plastikszintillatoren, die zwi-
schen Stahlabsorberplatten eingebaut sind.
Im Gegensatz zu der direkten elektrischen
Auslese der LAr-Kalorimeter kommen hier
u¨ber Lichtleiter mit den Szintillatoren ver-
bundene Photomultiplier zum Einsatz (sie-
he Abbildung 2.11). Das Tile-Kalorimeter
besteht aus drei getrennten Kalorimeterein-
25das “Ru¨ckstrahlen” von Kalorimeter-Neutronen
in den Bereich des Inneren Detektors
26Hadronic End Cap
36 KAPITEL 2. LHC UND ATLAS
heiten, dem zentralen Barreldetektor mit einer La¨nge von 5.8 m, sowie je ein erweiterter
Barreldetektor auf A- und C-Seite mit einer La¨nge von 2.6 m. Die mechanische Struktur
des Tile-Kalorimeters besteht aus tortenstu¨ckfo¨rmigen “Wedges”, von denen eines schema-
tisch in Abbildung 2.11 gezeigt ist. Das untere Ende der Grafik zeigt dabei zur Strahlachse.
Je 64 dieser Wedges formen je eines der drei Tile-Kalorimeter. Die mechanische Aufha¨n-
gung am a¨ußeren Rand der Wedges beherbergt nicht nur die Ausleseelektronik und die
Photomultiplier, sondern dient auch als Ru¨ckflussjoch fu¨r das Magnetfeld des Solenoiden.
Die Energieauflo¨sung der hadronischen Kalorimeter liegt bei σE/E = 50%/
√
E ⊕ 3%
fu¨r die Tile- und HEC-Kalorimeter, sowie σE/E = 100%/
√
E ⊕ 10% fu¨r die FCal3- und
FCal3-Vorwa¨rtskalorimeter und einer Granularita¨t von 0.1× 0.1 in ∆η ×∆φ.
2.2.3 Der Myondetektor
Abbildung 2.12: Risszeichnung der ATLAS Myondetektors[3]
Der Myondetektor ist, bezogen auf das instrumentierte Volumen, der gro¨ßte Subdetek-
tor des ATLAS-Experiments. Mit einem maximalen Durchmesser von etwa 22 m und einem
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maximalen Abstand von 21.5 m vom Wechselwirkungspunkt in Z, definiert der Myonde-
tektor die Grunddimensionen von ATLAS. A¨hnlich dem TRT nutzen seine Subsysteme die
Gasversta¨rkung in Proportionalkammern oder Ro¨hren, um Myonen nachzuweisen. Dabei
ist das Myonspektrometer (siehe Abbildung 2.12) in vier Teildetektoren aufgebaut, von
denen je zwei ausschließlich zur genauen Vermessung der Myonenimpulse dienen, wa¨hrend
die anderen beiden zusa¨tzlich noch schnelle (≤ 25 ns) Triggerinformationen liefern. Ins-
gesamt decken die vier Myonensysteme einen Pseudorapidita¨tsbereich von |η| ≤ 2.7 ab,
wobei die Triggerkammern auf einen Bereich |η| ≤ 2.4 beschra¨nkt sind (siehe auch Tabelle
2.3) und erreichen eine Impulsauflo¨sung von σpT /pT = 10% bei pT = 1 TeV.
2.2.3.1 Monitored Drift Tubes
Im Barrelbereich des Myonspektrometers kommen zur Pra¨zisionsmessung der Myonenim-
pulse MDTs27 zum Einsatz, die das hadronische Kalorimeter umgeben. Im Zentralbereich
des Detektors werden dabei 3 zylindrisch angeordnete und parallel zur Strahlachse ver-
laufende Lagen von MDT-Kammern genutzt, wa¨hrend die Vorwa¨rtsbereiche von vier ring-
fo¨rmigen Endkappen mit radial angeordneten Kammern abgedeckt werden. Die einzelnen
MDT-Kammern bestehen aus 3 bis 8 Lagen von MDT-Ro¨hren. Jede dieser Aluminiumro¨h-
ren besitzt einen Durchmesser von etwa 3 cm und ist mit einer Ar/CO2 Mischung gefu¨llt.
Da die maximale Driftzeit innerhalb einer Ro¨hre bis zu 700 ns betragen kann, ko¨nnen die
MDTs nicht als Trigger eingesetzt werden. Mit einer Auflo¨sung von bis zu 35 µm (bei
Kombination hintereinander liegender Hits) sind die MDTs jedoch u¨ber weite Teile des
Impulsraumes in der Lage, die Myonimpulse eigensta¨ndig zu bestimmen.
2.2.3.2 Cathode-Strip Chambers
Die Kathodenstreifenkammern CSC28 kommen im Pseudorapidita¨tsbereich 2.0 ≤ |η| ≤ 2.7
der inneren Myonenendkappe zum Einsatz, da hier auf Grund des hohen Teilchenflusses
keine MDTs genutzt werden ko¨nnen. Etwa 7 m in Z vom Wechselwirkungspunkt ent-
fernt, befinden sich daher je Detektorseite 16 trapezfo¨rmige CSC-Kammern mit jeweils
4 hintereinander liegenden CSC-Ebenen. Bei den CSCs handelt es sich im wesentlichen
um Vieldraht-Proportionalkammern mit segmentierten Kathoden. Dabei sind die beiden
gegenu¨berliegenden Platten einer CSC-Kammer mit um 90◦ versetzten Kathodenstreifen
im Abstand von etwa 5 mm versehen, so dass eine ladungsgewichtete Auslese der Streifen
eine 2D-Koordinateninformation liefert. Die CSCs sind ebenfalls mit einer Ar/CO2 Gas-
mischung gefu¨llt und erzielen eine Auflo¨sung von etwa 40 µm (fu¨r die zu den Dra¨hten
senkrechten Kathoden) in R und 5 mm in φ. Bedingt durch die hohe zeitliche Auflo¨sung
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2.2.3.3 Resistive Plate Chambers
Die RPCs29 sind die im Zentralbereich des Myonspektrometers eingesetzten Triggerkam-
mern. Dabei befinden sich je zwei RPC-Kammern auf jeder der mittleren Barrel-MDT-
Kammern (eine auf der Innen-, eine auf der Außenseite) und je eine auf den a¨ußeren
MDT-Kammern (je nach Position, innen oder außen). Jede einzelne RPC-Kammer besteht
dabei aus zwei “Einheiten”, die wiederum aus einem Paar planparalleler, isolierender Plas-
tikplatten bestehen. Durch Graphitelektroden wird ein etwa 10 kV starkes elektrisches Feld
zwischen den etwa 2 mm voneinander entfernten Platten hergestellt. Durch ionisierenden
Teilcheneinfall werden innerhalb des ebenfalls mit einem Ar/CO2 Gasgemisch gefu¨llten
Volumens Ladungslawinen erzeugt. Diese induzieren durch kapazitive Kopplung ein Signal
auf den an der Außenseite der Plastikplatten angebrachten Auslesestreifen, die, wie im Fall
der CSC, auf gegenu¨berliegenden Seiten um 90◦ verdreht sind. Die zwischen 23 mm und
35 mm voneinander entfernten Auslesestreifen ermo¨glichen dabei eine Ortsauflo¨sung von
etwa 10 mm sowohl in Z, als auch in φ. Die zeitliche Auflo¨sung betra¨gt hingegen 1.5 ns,
weshalb die RPC-Kammern auch Triggerinformationen liefern (siehe Abschnitt 2.2.4).
2.2.3.4 Thin Gap Chambers
Als TGCs30 werden die im Vorwa¨rtsbereich verwendeten Triggerkammern bezeichnet, die
wiederum aus Vieldrahtproportionalkammern bestehen. Eine gegenu¨ber den CSCs gea¨n-
derte Kammer- und Auslesegeometrie, sowie die Verwendung eines speziellen CO2/n −
C5H12 Gasgemisches, machen diese Kammern sehr robust gegenu¨ber der hohen Teilchen-
flussdichte im Vorwa¨rtsbereich des Myonspektrometers und erlauben eine zeitliche Auf-
lo¨sung von 4ns. Mit einer Ortsauflo¨sung von etwa 7 mm in φ und 6 mm in R liefern
die TGC-Kammern eine komplementa¨re Informationen zu den Koordinaten der MDT-
Vorwa¨rtskammern. Mechanisch sind die ebenfalls trapezoiden TGC-Einheiten an den in-
neren und mittleren Myonenendkappen unter Pseudorapidita¨ten von 1.92 ≤ |η| ≤ 2.4
bzw. 1.05 ≤ |η| ≤ 1.92 angebracht. Auf dem mittleren Myonenrad kommen dabei drei
TGC-Einheiten mit insgesamt sieben TGC-Lagen zum Einsatz, wa¨hrend das kleine, inne-
re Myonenrad nur eine zweilagige TGC-Einheit besitzt.
Ausdehnung in η Hauptaufgabe Genauigkeit
MDT |η| ≤ 2.7 (innerste Lage: 2.0) Tracking 35 µm(Z)
CSC 2.0 ≤ |η| ≤ 2.7 Tracking 40 µm(R)5 mm(φ)
RPC |η| ≤ 1.05 Triggering 10 mm(Z)10 mm(φ)
TGC 1.05 ≤ |η| ≤ 2.7 Triggering 2− 6 mm(R)3− 7 mm(φ)
Tabelle 2.3: Hauptparameter der Subdetektoren des Myonsystems[3].
29Resistive Plate Chamber
30Thin Gap Chamber
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2.2.4 Das Triggersystem
Eine zentrale Herausforderung im Betrieb des ATLAS-Detektors besteht in der Verarbei-
tung der anfallenden Daten. Ausgehend von einer Wechselwirkungsrate von 40 · 109 Hz,
mit jeweils etwa 20 inelastischen Kollisionen, sowie einer Ereignisgro¨ße von circa 1.3 MB
ergibt sich eine Datenrate von mehr als 1 ·1012 MB/s. Da diese Rohdatenmenge unmo¨glich
vollsta¨ndig und direkt gespeichert werden kann31, ist es notwendig die Datenmenge vor
der endgu¨ltigen Speicherung zu spa¨teren Analysezwecken drastisch zu reduzieren. Dazu
kommt im Falle des ATLAS-Detektors ein dreistufiges Triggersystem zum Einsatz, das
die anfa¨ngliche Datenrate um den Faktor 4 · 109 auf etwa 250 MB/s reduziert, die auf
Festspeichermedien geschrieben werden.
Das erste der drei Triggersysteme, der “Level 1”- oder kurze “L1”-Trigger ist da-
bei vollsta¨ndig in programmierbarer Hardware implementiert und beno¨tigt weniger als
2.5 µs fu¨r eine Entscheidungsfindung. Dabei beru¨cksichtigt der L1-Trigger Informationen
aus den Kalorimeter- und Myonensystemen, um Ereignisse mit hohem Transversalimpuls,
hochenergetischen Elektronen, Photonen oder Jets, hadronisch zerfallenden τ -Leptonen
oder hoher transversaler (oder auch fehlender) Energie zu selektieren. Um die geforderte
hohe Selektionsrate von bis zu 75 kHz zu erreichen, nutzt der L1-Trigger eine gro¨bere
Granularita¨t der Kalorimeter, so dass je 16 der Kalorimetertower zu einem Triggertower
zusammengefasst werden. Auf Grund der hohen beno¨tigten Zeitauflo¨sung werden fu¨r die-
sen Trigger weiterhin lediglich die schnellen RPC und TGC Myonenkammern genutzt,
die zudem die Mo¨glichkeit bieten, die betrachteten Ereignisse einem bestimmten Bunch-
Crossing zuzuordnen. Neben der reinen Selektion interessanter Ereignisse, versieht der
L1-Trigger beteiligte Detektorregionen ebenfalls mit einen RoI32-Flag, das von den nach-
folgenden Triggersystemen genutzt wird. Durch den Einsatz programmierbarer Logikbau-
steine, lassen sich die Triggerbedingungen wa¨hrend des LHC-Betriebs anpassen, so dass
beispielsweise die geforderte Energie oder Multiplizita¨t eines bestimmten Triggerkanals
(z.B. Elektronen) gea¨ndert werden kann. Wa¨hrend des L1-Entscheidungsprozesses von bis
zu 2.5 µs werden die gesamten Rohdaten der einzelnen Subdetektoren entweder direkt im
Detektor oder nahe am Detektor gepuffert, bevor die L1-Annahme im Mittel etwa eines
von 107 Ereignissen, an die Auslesepuffer des Datennahmesystems weiterleitet.
Im Gegensatz zum hardwarebasierten L1 sind die beiden anderen ATLAS-
Triggersysteme des HLT33 durch spezielle Softwarealgorithmen, die auf einer Rechner-
31Um sich die Gro¨ße dieser Rohdatenmenge klarzumachen, ist eine einfache Beispielrechnung in-
struktiv: Geht man davon aus, dass weltweit 5 Milliarden Menschen je 1000 Gigabyte Datenmenge
pro Jahr erzeugen, so bela¨uft sich die daraus resultierende ja¨hrliche Gesamtdatenrate der Menschheit
auf 5 · 1015 MB/a. Allein die Rohdaten des ATLAS-Experiments hingegen wu¨rden sich auf mehr als
1012 MB/s · 3 · 107 s/a ≈ 5× 6000 · 1015 MB/a summieren. Damit wa¨re die Rohdatenmenge des ATLAS-
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Farm ausgefu¨hrt werden, realisiert. Insgesamt kommen dabei mehr als 1000 Rechner und
etwa 10000 CPUs zum Einsatz, deren genaue Aufgabenteilung auf die beiden “Level 2”-
und “Event Filter”-Triggersysteme den Anforderungen des laufenden Betriebs angepasst
werden kann.
Der L2-Trigger hat die Aufgabe, aus den eingehenden 75 kHz L1-Annahmen etwa 3 kHz
fu¨r den nachfolgenden Event Filter auszuwa¨hlen. Dazu nutzt der L2-Trigger die vom L1-
Trigger bereitgestellten RoI-Informationen, um gezielt zusa¨tzliche Daten (beispielsweise
Daten ho¨herer Granularita¨t im Falle der Kalorimeter) aus den RoI-markierten Detektor-
bereichen anzufordern. Je nach Konfiguration werden etwa 25% der verfu¨gbaren HLT-
Rechnerknoten fu¨r den L2 eingesetzt, woraus eine durchschnittliche Bearbeitungszeit von
etwa 40 ms pro Knoten und Event resultiert. Neben der Selektion der relevanten Ereig-
nisse werden am Ende des L2-Entscheidungsprozesses erstmals vollsta¨ndige Ereignisse aus
den Detektordaten rekonstruiert, die dann an den nachfolgenden Event Filter u¨bergeben
werden.
Der Event Filter setzt sich ebenfalls aus einer Rechnerfarm zusammen, deren Aufgabe
die Filterung der vom L2-Trigger ausgewa¨hlten und bereits teilweise rekonstruierten Ereig-
nisse besteht. Dazu werden sowohl die L1-RoI- als auch die zusa¨tzlich vom L2-Trigger hin-
zugefu¨gten Ereignisinformationen genutzt. Um die endgu¨ltige Datenrate von etwa 200 Hz
zu erreichen, muss die L2-Ausgangsrate von etwa 3000 Hz nochmals reduziert werden. Der
Event Filter kann dabei auf die im Vergleich mit den anderen Triggersystemen aufwa¨n-
digsten Algorithmen zuru¨ckgreifen, wobei pro Entscheidungsprozess und CPU etwa 4 s zur
Verfu¨gung stehen.
Nach der abschließenden Filterung durch den Event Filter werden die Daten mit ei-
ner maximalen Datenrate von 400 Hz (durchschnittlich 200 Hz) zuna¨chst auf ein lokales
RAID34-System geschrieben von wo aus sie gepuffert und in verschiedene Physikkana¨le
eingeteilt auf das zentrale CERN-Speichersystem u¨bertragen werden.
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Kapitel 3
Der ATLAS-Pixeldetektor
Der in Abschnitt 2.2.1.1 bereits eingefu¨hrte Pixeldetektor ist der innerste Subdetektor des
ATLAS-Experiments. Als Teil des inneren Spurdetektors liefert der Pixeldetektor dabei
wichtige Information fu¨r die Rekonstruktion der Flugbahnen geladener Teilchen und damit
zur Bestimmung ihrer Impulse und Ladungsvorzeichen. Neben dieser, ebenfalls von den
SCT- und TRT-Detektoren ausgefu¨hrten Aufgabe (siehe Abschnitt 2.2.1.2 und 2.2.1.3),
ist der Pixeldetektor weiterhin fu¨r die Rekonstruktion prima¨rer sowie sekunda¨rer Vertizes
verantwortlich.
Die intrinsische Unsicherheit bei der Bestimmung der Ortskoordinaten des prima¨ren
Vertex ist dabei durch die Gro¨ße des U¨berlappungsvolumens zweier Bunches, innerhalb
dessen inelastische Wechselwirkungen stattfinden ko¨nnen, sowie deren Position relativ zum
Koordinatenursprung gegeben.
Rekonstruierbare sekunda¨re Vertizes entstehen durch den Zerfall langlebiger instabiler
Teilchen, wie B-Mesonen oder Kaonen (K0S).
Die genaue Bestimmung der Teilchenimpulse und die Rekonstruktion der Vertizes stel-
len hohe Anforderungen an das ra¨umliche Auflo¨sungsvermo¨gen des Pixeldetektors. Hinzu
kommen weitere Rahmenbedingungen in Form des hohen Teilchenflusses und der, damit
direkt zusammenha¨ngend, eingeforderten Strahlenha¨rte der Detektorkomponenten (siehe
Abbildungen 2.7 und 2.8). Da sich der Pixeldetektor zwischen den Vertizes und allen ande-
ren Subdetektoren des ATLAS-Experiments, insbesondere den Kalorimetern, befindet, lag
ein wesentlicher Gesichtspunkt bei der Entwicklung des Detektordesigns auf der Minimie-
rung der durch den Pixeldetektor verursachten Strahlungs-, sowie Wechselwirkungsla¨ngen
(siehe dazu auch Abbildung 3.1).
3.1 Detektoraufbau
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Abbildung 3.1: Anteil der einzelnen Subdetektoren an der Wechselwirkungsla¨nge, bzw. der Strah-
lungsla¨nge in Abha¨ngigkeit von η[3].
Abbildung 3.3: Fotografie des “Layer-2” des
Pixeldetektors[3].
Wie alle ATLAS-Subdetektoren verfu¨gt
auch der Pixeldetektor u¨ber eine Tonnen-
bzw. Zwiebelschalengeometrie, um einen
Pseudorapidita¨tsbereich von |η| ≤ 2.5
abzudecken. Dabei kommen im Zentralbe-
reich drei zylindrische und zur Strahlach-
se konzentrische Lagen, B-Layer (oder auch
Layer-0), Layer-1 und Layer-2 zum Einsatz.
Mit einem Radius von lediglich 50.5 mm
besitzt der B-Layer den geringsten Abstand
von den Wechselwirkungspunkten, weshalb
ihm bezu¨glich der Rekonstruktion sekun-
da¨rer Vertizes eine besondere, namensge-
bende Bedeutung zukommt. Die beiden La-
gen Layer-1 und Layer-2 folgen dabei mit
Radien von 88.5 mm und 122.5 mm (jeweils
mittlere, effektive Modulradien) auf die innerste Lage. Alle drei Lagen besitzen dieselbe
“aktive” (also mit Sensoren bestu¨ckte) Ausdehnung von ±400 mm in Z.
Um den oben angegebenen Pseudorapidita¨tsbereich zu u¨berdecken, kommen im Vor-
wa¨rtsbereich sechs ebenfalls zur Strahlachse konzentrische Scheiben oder “Disks” zum
Einsatz. Je drei der identischen Disks, mit Innen- und Außenradien von 88.8 mm bzw.
149.6 mm, wurden dabei auf der A- und der C-Seite des Detektors in Absta¨nden von
±495 mm, ±580 mm und ±650 mm angebracht.
Die Grundbausteine des Pixeldetektors sind die 1744 (bis auf die Anschlussverkabe-
lung) identischen Detektormodule, die in Abschnitt 3.2 genauer beschrieben werden.
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Abbildung 3.2: Risszeichnung des ATLAS-Pixeldetektors[3].
3.1.1 Zentralbereich
Im durch die Zylinderlagen abgedeckten “Barrelbereich” des Pixeldetektors sind die Modu-
le auf etwa 16 mm breiten und 830 mm langen “Staves” angeordnet. Jeder Stave verla¨uft
dabei parallel zur Strahlachse und tra¨gt 13 Detektormodule, die dem Wechselwirkungs-
punkt entgegengeneigt sind. Dabei ist lediglich das zentrale Modul, seine Bezeichnung
lautet “M0”, planparallel zum Stave ausgerichtet. Alle anderen Module, also je sechs auf
der A- und auf der C-Seite, neigen sich um 1.1◦ dem mittleren Modul und damit dem
Wechselwirkungspunkt entgegen, was eine in Z u¨berlappende Konstruktion der Modulen-
den auf einem Stave erlaubt. Die sechs Module der A-Seite werden von der Stavemitte
(oder “M0”) ausgehend mit “M1A” bis “M6A” bezeichnet, wobei die Nomenklatur auf
C-Seite analog “M1C” bis “M6C” lautet.
Die Staves selbst sind pro Lage durch zwei “Half-Shells” (also Halbschalen) fixiert, die
die zylindrische Struktur der Lagen definieren. Um auch in φ eine u¨berlappende Anordnung
der Module zu gewa¨hrleisten, werden die einzelnen Staves um etwa 20◦ um ihre La¨ngsachse
rotiert installiert. Diese Konfiguration hat weiterhin den Vorteil, dass es damit mo¨glich ist,
den durch Lorentzdrift der Signalelektronen im ~E× ~B-Feld hervorgerufenen Lorentzwinkel
zu kompensieren und die Ladungsverteilung auf einzelne Sensorzellen zu optimieren (siehe
“Ladungsgewichtung”, Abschnitt 3.2).
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Da die Detektormodule zur Reduzierung der zu erwartenden Strahlenscha¨den bei einer
Temperatur von −10 °C betrieben werden mu¨ssen, befindet sich auf der dem Strahlrohr
abgewandten Seite eines jeden Staves ein Ku¨hlro¨hrchen. Die einzelnen Ro¨hrchen werden
dabei von C3F8 durchstro¨mt, dass unmittelbar vor den Ro¨hrchen spezielle, Druck min-
dernde Kapillare durchla¨uft und dann in den Ku¨hlro¨hrchen verdampft. Dies fu¨hrt zu einer
hohen Wa¨rmeaufnahme des Ku¨hlmittels und einer damit einhergehenden Ku¨hlung der
Module. Gleichzeitig wird damit der Anteil des Ku¨hlsystems an der Gesamtstrahlungs-
la¨nge im Vergleich zu einer Einphasenku¨hlung verringert, da das Ku¨hlmittel bei gleicher
Wa¨rmetransportfa¨higkeit eine geringere Dichte aufweist.
Je zwei Staves werden durch ein U-fo¨rmiges Verbindungsstu¨ck hintereinandergeschaltet
und bilden einen vom Rest des Pixeldetektors unabha¨ngig zu betreibenden Ku¨hlkreislauf1.
Ein solches, durch einen gemeinsamen Ku¨hlkreislauf gekoppeltes Stave-Paar wird als “Bi-
Stave” bezeichnet.
Abbildung 3.4: Fotomontage eines Bi-Staves. Im vergro¨ßerten Endbereich sind die Anschlu¨sse fu¨r
die Verdampfungsku¨hlung zu erkennen[3].
Je nach Durchmesser besitzen die drei Zylinderlagen des Pixeldetektors 11, 19 oder 26
dieser Bi-Staves mit den Bezeichnungen “B01-B11”, “B01-B19” und “B01-B26”. Die wich-
tige Rolle der Ku¨hlkreisla¨ufe (auch PCC2 genannt) wird spa¨testens bei der Namensgebung
1Auf nicht direkt am Detektor befindlichen Komponenten dieses Ku¨hlsystems, wie etwa Kondensatoren,
Kompressoren oder Druckregulatoren, soll hier nicht weiter eingegangen werden.
2Parallel Cooling Circuit
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der Staves deutlich, die nicht etwa pro Lage durchnummeriert werden, sondern immer
nur in Verbindung mit der Benennung ihres Bi-Staves mit “Bxx S1” oder “Bxx S2”
bezeichnet werden.
Bedingt durch die Granularita¨t der optischen Auslese, sowie einiger Spannungsversor-
gungen, die im weiteren noch genauer erla¨utert werden sollen, gibt es im Barrelbereich
noch eine weitere erwa¨hnenswerte Hierarchieebene zwischen den Staves und den Modu-
len: die “Half-Staves”. Wie der Name vermuten la¨sst, besteht ein Stave immer aus zwei
Half-Staves, wobei die ungerade Anzahl an Stavemodulen dazu fu¨hrt, dass einer dieser
Half-Staves sechs und der andere sieben Module besitzt. Dabei ist die Aufteilung so
durchgefu¨hrt, dass der erste vom Ku¨hlmittel durchflossene Stave “S1 A6” auf A-Seite
sechs Module hat und der benachbarte Half-Stave “S2 A7” sieben (das mittlere Modul
wird also aus Symmetriegru¨nden einmal zur A- und einmal zur C-Seite des Detektors
geza¨hlt.)
Insgesamt besteht der Zentralbereich des Pixeldetektor aus 56 Bi-Staves, 112 Staves,
224 Half-Staves und somit 1456 Detektormodulen mit einer Gesamtsensorfla¨che von etwa
1.45 m2.
3.1.2 Vorwa¨rtsbereich
Abbildung 3.5: Fotografie eines Endkappen-
Sektors. Die drei ru¨ckwa¨rtigen Module sind
auf dem Bild nicht zu erkennen. Diese
sind so angeordnet, dass die keilfo¨rmigen
Lu¨cken zwischen den Modulen der Vordersei-
te von den Modulen der Ru¨ckseite u¨berdeckt
werden[3].
Auf den Disks des Vorwa¨rtsbereichs werden
die Module nicht wie auf den Staves, par-
allel zur Strahlachse, sondern radial dazu
auf “Sektoren” angeordnet. Jede Disc be-
steht aus 8 Sektoren die wiederum jeweils
6 Module tragen, die mit “M1” bis “M6”
bezeichnet werden.
Da im Gegensatz zum SCT, die Modu-
le des Pixeldetektor u¨berall identisch und
damit rechteckig (und nicht etwa trapez-
fo¨rmig) sind, werden pro Sektor 3 Modu-
le auf jeder Seite versetzt angebracht, um
die ansonsten entstehenden Sensorlu¨cken
zu schließen. Abbildung 3.5 zeigt ein Foto
eines solchen Disk-Sektors. Bedingt durch
die Parallelita¨t von ~E- und ~B-Feldern im
Vorwa¨rtsbereich des Pixeldetektors ist hier
allerdings keine Korrektur auf Grund einer
etwaigen Lorentzdrift notwendig.
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Da die Anzahl der Module pro Sektor im Endkappenbereich bereits der Auslesemodu-
larita¨t entspricht, ist die Einfu¨hrung einer weiteren Hierarchieebene hier nicht no¨tig. Die
Sektoren entsprechen somit mechanisch den Staves und elektrisch den Half-Staves.
A¨hnlich der Anordnung im Barrelbereich des Detektors, werden auch in den End-
kappen je zwei Sektoren “S1” und “S2” u¨ber ein Verbindungsstu¨ck zu einem autarken
Ku¨hlkreislauf mit der Bezeichnung “Bi-Sector” (oder ebenfalls PCC) verbunden. Jede der
sechs Discs “D1A” bis “D3C” besteht aus vier dieser Ku¨hlkreisla¨ufe “B01” bis “B04”, so
dass die Endkappensektion insgesamt 6 · 4 · 2 · 6 = 288 Module mit einer Sensorfla¨che von
etwa 0.3 m2 aufweist.
Abbildung 3.6: Veranschaulichung der Namenskonvention zur Bezeichnung der Module innerhalb
des Detektors[41].
Die Gesamtheit aus Disks und Barrellagen wird von einer oktagonalen Tra¨gerstruk-
tur mit einer La¨nge von 1442 mm und einem Maximaldurchmesser von 430 mm pra¨zise
(bis auf etwa 50 µm) in Position gehalten. Die Anforderungen an die Tra¨gerstruktur des
Pixeldetektors sind hoch. Die Tra¨gerstruktur muss nicht nur hochpra¨zise gefertigt sein,
sondern auch mo¨glichst kleine thermische Ausdehnung aufweisen und mo¨glichst wenig zur
Gesamtstrahlungs-/Gesamtwechselwirkungsla¨nge des Pixeldetektors beitragen. Um dies
zu erreichen, bestehen alle wesentlichen Tra¨gerstrukturen des Detektors aus Kohlefaser-
verbundwerkstoffen.
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Pixeldetektor-Namensschema
Wa¨hrend es mit den Modulseriennummern und den in der Datennahme verwendeten
“Hash-IDs” weitere Namensschemata fu¨r die Bezeichnung der Pixelmodule gibt, ist
das fu¨r das Detektorkontrollsystem und damit fu¨r diese Arbeit relevante Namens-
schema der Detektorgeographie folgend hierarchisch aufgebaut.
Der Name eines Detektormoduls wird aus den beteiligten Hierarchiestufen zusam-
mengesetzt, wobei diese zusa¨tzlich durch “ ” voneinander getrennt werden.
Beispiele fu¨r Modulnamen nach diesem oft auch “geographisch” genannten Namens-
schema sind “L0 B07 S2 C7 M2A” oder “D2C B03 S1 M6”.
3.2 Das Pixelmodul
Abbildung 3.7: Auslesezelle eines einzelnen Pixelsensors[10].
Jedes der 1744 Module des Pixeldetektors besitzt 46080 Pixelsensoren, von denen die
meisten die Dimension 400 µm × 50 µm bei einer Sensordicke von 250 µm besitzen3. Je
2880 der Sensorzellen werden von einem der 16 FE4-Chips eines Moduls abgedeckt, der
3Um ein hermetisches Detektordesign auch zwischen den Auslesechips zu ermo¨glichen kommen hier
spezielle, 600 µm× 50 µm lange Pixelzellen zum Einsatz.
4Front End
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mit Hilfe von kleinen Lo¨tku¨gelchen, “Bump-Bondings” genannt, mit den einzelnen Zellen
verbunden ist. Der FE-Chip besitzt pro Zelle eine eigene Ausleseelektronik, die in 3.7
abgebildet ist.
Die im aktiven Sensorvolumen des Pixels erzeugten Elektronen laden u¨ber die Bump-
Bonding-Verbindung einen Kondensator auf, dessen Entladestrom mit einem 3-Bit FDAC5
konfiguriert werden kann. Ein Versta¨rker (in Abbildung 3.7 rechts neben dem “Bumb-
bond pad” eingezeichnet) leitet das Signal an einen Diskriminator weiter, der das Signal
mit Hilfe einer einstellbaren Schwelle digitalisiert. Dabei la¨sst sich diese u¨ber einen 5-Bit
GDAC6 global pro FE-Chip, sowie u¨ber einen 7-Bit TDAC7 lokal pro Pixel einstellen.
Neben der eigentlichen digitalen Trefferinformation erzeugt die Elektronik noch Zeit-
stempel fu¨r den Zeitpunkt des U¨berschreitens der Diskriminatorschwelle wa¨hrend des La-
devorgangs, sowie das Unterschreiten der Schwelle beim Entladevorgang. Die Differenz der
beiden Werte in Einheiten des LHC-Taktes, die “TOT8”, ist auf Grund der linearen Lade-
und Entladestro¨me ein Maß fu¨r die durch Ionisation in der Pixelzelle freigesetzte Ladung.
Abbildung 3.8: Oben: Explosionszeichnung und
Schema eines Pixelmoduls (na¨here Beschrei-
bung siehe Text) Unten: Fotografie eines
Moduls. Die gezeigte Aufsicht entspricht
der dem Wechselwirkungspunkt zugewand-
ten Seite. Beide Abbildungen zeigen ein Bar-
relmodul mit dem charakteristischen Pig-
Tail[3].
Bedingt durch die Tatsache, dass die
TOT-Werte einer Sensorzelle mit der in
der Zelle deponierten Ladung zusammen-
ha¨ngen, ist es mo¨glich, die Pra¨zision der
ra¨umlichen Auflo¨sung bei Treffern, die in
mehreren benachbarten Pixelzellen regis-
triert wurden, durch Ladungsgewichtung
zu erho¨hen. Weiterhin bietet die Sensor-
zellenelektronik die Mo¨glichkeit, eine de-
finierte Probeladung in die Elektronik zu
speisen, sowie mehrere Schalter zum Mas-
kieren oder kompletten Deaktivieren der
Sensorzelle. Die Konfiguration der damit
insgesamt 14-Bit breiten Zellenregister er-
folgt u¨ber ein serielles Interface durch den
FE-Chip. Die 16 FE-Chips eines Moduls
werden wiederum von einem gemeinsa-
men MCC9 angesteuert und ausgelesen.
Der MCC selbst ist dabei u¨ber LVDS10-
Leitungen mit der Auslesekette des Pixel-
detektors verbunden.





10Low Voltage Differential Signal
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Abbildung 3.8 zeigt eine schematische Darstellung eine Pixelmoduls. Die einzelnen
Frontend-Chips sind u¨ber “Wire-Bonds” mit einer flexiblen Kaptonfolie mit aufgedruck-
ter Schaltung, kurz Flex-Platine genannt verbunden. Auf dieser befinden sich neben dem
MCC auch einige Kondensatoren, sowie ein NTC11-Temperatursensor zur Bestimmung
der Modultemperatur. Der einzige Unterschied zwischen den Disk- und Barrelmodulen
des Pixeldetektors besteht im Anschluss der Flexplatine an die Auslesekette. Im Falle der
radial angebrachten Discmodule ko¨nnen die notwendigen “Microwires” direkt mit dem
stirnseitigen Flex verbunden werden, wa¨hrend auf den Barrelmodulen ein “Pig-Tail” zum
Einsatz kommt, der aus einer du¨nnen Kaptonfolie besteht, mit deren Hilfe die notwendi-
gen Leiterbahnen auf der dem Modul abgewandten Seite eines Staves kontaktiert werden
ko¨nnen.
Da die Frontend-Chips die aktive Sensorfla¨che nicht vollsta¨ndig u¨berdecken, kommen
in den Randbereichen zwischen den FE-Chips spezielle Pixelzellen mit gea¨nderten Dimen-
sionen, bzw. gea¨nderter Ausleseansteuerung zum Einsatz, auf die hier jedoch nicht na¨her
eingegangen werden soll (eine detaillierte Beschreibung findet sich beispielsweise in [10]).
3.2.1 Die optische Datenu¨bertragung
Abbildung 3.9: Der optische Link des Pixeldetektors und seine Komponenten[3].
Bedingt durch die hohen Anforderungen an Datenrate, Strahlentoleranz und Materi-
aleinsparung wird fu¨r die Datenu¨bertragung zwischen Pixeldetektor und Ausleseraum ein
optischer Kommunikationspfad genutzt. Da sowohl auf den Auslesecrates als auch auf den
Detektormodulen elektrische Signale verwendet werden, sind auf beiden Seiten des opti-
schen Links entsprechende Wandler notwendig, die die optischen Signale erzeugen bzw.
empfangen ko¨nnen.
11Negative Temperature Coefficient
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Auf Modulseite kommen “Optoboards” zum Einsatz, welche u¨ber etwa 1 m lange Kabel
mit den Modulen elektrisch verbunden sind. Diese befinden sich am Patch Panel 0 (siehe
auch Abbildung 4.2), am Ende der a¨ußeren Supportstrukturen, die den Pixeldetektor an
beiden Endkappen mit den Versorgungsleitungen verbinden.
Jedes der insgesamt 272 Optoboards ist fu¨r einen Half-Stave oder Sector, also je 6 oder
7 Detektormodule, zusta¨ndig. Die Aufgabe der Optoboards liegt dabei in der Vermittlung
und Umwandlung der elektrischen Signale der MCCs bzw. der optischen Steuersignale des
Ausleseraums.
Fu¨r das Senden optischer Lichtimpulse nutzen die Optoboards je 8 VCSEL12. Der
VDC13 empfa¨ngt dabei die Daten der an das Optoboard angeschlossenen MCCs und er-
zeugt daraus elektrische Steuersignale fu¨r die VCSE-Laser. Da, bedingt durch die unter-
schiedliche durchschnittliche Okkupanz der Module, die Datenrate fu¨r B-Layer Optoboards
deutlich ho¨her ausfa¨llt als fu¨r die anderen Optoboards des Pixeldetektors, sind diese mit
je zwei 8-Kanal VCSEL-Arrays ausgestattet, was die Datenu¨bertragungsrate von 80 Mb/s
auf 160 Mb/s verdoppelt14.
Um die optischen Datensignale der im Ausleseraum befindlichen Datennahmegera¨te
entgegen zu nehmen, besitzt jedes Optoboard des weiteren ein 8-Kanal PIN15-Diodenarray,
dessen Signale mit Hilfe des DORIC16 in das zur Ansteuerung der MCCs beno¨tigte elek-
trische Format konvertiert werden.
Auf der dem Detektor abgewandten Seite des optischen Links kommen die in Ausle-
secrates installierten BOCs17 zum Einsatz. Diese verfu¨gen ebenfalls u¨ber VCSEL-Arrays
fu¨r die U¨bertragung der Daten an die Optoboards, sowie u¨ber PIN-Diodenarrays fu¨r den
Empfang der Detektordaten. Je nach Datenrate (40 Mb/s fu¨r Layer-2, 160 Mb/s fu¨r
B-Layer und 80 Mb/s sonst) ko¨nnen ein, zwei oder vier Optoboards an einen BOC ange-
schlossen werden. Analog zu den Optoboards befinden sich auf den BOCs die notwendigen
Bauteile, um die VCSEL und PIN-Dioden anzusprechen. Die BOCs fungieren dabei als
elektro-optischer Wandler der ROD18-Karten, die Teil der ATLAS-weiten DAQ-Hardware
sind..
Je eine Glasfaserleitung pro Modul u¨bertra¨gt Clock- und Steuersignale von den Aus-
leseeinheiten zu den Detektormodulen, wa¨hrend fu¨r die Ru¨ckrichtung, den eigentlichen
Datentransfer der Module, je nach Lage ein oder zwei (fu¨r den B-Layer) Fasern genutzt
werden.
12Vertical Cavity Surface Emitting Laser
13VCSEL Driver Chip
14Die beno¨tigte Datenrate fu¨r Blayer, Layer-1/Disks und Layer-2 sind 160 Mb/s, 80 Mb/s und 40 Mb/s.
15Positive Intrinsic Negativ
16Digital Opto Receiver Integrated Circuit




4.1 Der Aufbau des DCS
Das Detektorkontrollsystem des Pixeldetektors ist fu¨r die U¨berwachung und Kontrolle der
Spannungen, Stro¨me und Temperaturen der einzelnen Detektormodule, sowie der zugeho¨-
rigen Infrastruktur wie beispielsweise Optoboards oder Spannungsregulatoren zusta¨ndig.
Um diese Aufgabe zu erfu¨llen, besteht das DCS aus einer ganzen Reihe verschiedener
Hardwarekomponenten. Diese mu¨ssen dabei nicht nur korrekt mit den restlichen Kom-
ponenten verkabelt, sondern auch mittels spezieller Softwarepakete in die gemeinsame
Kontrollsoftware eingebunden werden.
Um einen U¨berblick u¨ber das gesamte DCS zu geben, bietet es sich an, den Signal-,
bzw. Kontrollweg der einzelnen Untersysteme wie beispielsweise Niederspannungs- oder
Hochspannungssystem getrennt zu betrachten.
Die vorliegende Beschreibung orientiert sich an Abbildung 4.1. Hier sind die verschie-
denen Hardwarekomponenten des DCS in Abha¨ngigkeit von der Entfernung vom Wechsel-
wirkungspunkt innerhalb des ATLAS-Detektors dargestellt. DCS-Komponenten befinden
sich grundsa¨tzlich an den verschiedenen Umverteilungsstationen der zahlreichen Kabel-
stra¨nge (PP1, siehe Abbildung 4.2). Einige der Komponenten haben daher auch Namen,
die die grobe Position verraten (z.B. HV-PP4).
Fast alle vorgestellten Hardwarekomponenten kommunizieren durch den Einsatz von
ELMBs2 mit den DCS-Rechnern, auf denen die Kontrollsoftware la¨uft. Dabei kommt aus-
schließlich Microsofts OPC3 zum Einsatz. Bei Komponenten, die keine ELMB fu¨r die
1Patch Panel
2Embedded Local Monitoring Board
3Object linking and embedding for Process Control
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Abbildung 4.1: Prinzipieller Aufbau der DCS-Hardware.
Auslese der Daten nutzen, wird darauf gesondert hingewiesen. Der verwendete Feldbus ist
in den meisten Fa¨llen CAN4, wobei auch hier bei Abweichung darauf hingewiesen wird.
4.1.1 Das Hochspannungssystem
Fu¨r den Betrieb der einzelnen Sensorzellen wird eine variable Depletionsspannung von bis
zu 700 V beno¨tigt, um erho¨hten Spannungsbedarf verursacht durch Strahlungsscha¨den im
Halbleitermaterial ausgleichen zu ko¨nnen. Die eigentliche HV-Versorgungsspannung wird
dabei von Hochspannungsmodulen der Firma iseg5 geliefert. Da die Modularita¨t, also die
Anzahl der angeschlossenen Detektormodule pro Hochspannungskanal eines iseg-Moduls,
zuna¨chst 6 bzw. 7 und spa¨ter 2 sein wird, mu¨ssen besondere Vorkehrungen hinsichtlich der
Anbindung der Module an die Hochspannungsquellen getroffen werden.
Die A¨nderung der Modularita¨t wird notwendig, da ein einzelner iseg-Kanal bei 700 V
nur bis zu 4 mA Strom liefern kann und damit nicht genug Leistung fu¨r den sto¨rungsfreien
Betrieb von mehr als 2 Detektormodulen bei maximaler Depletionsspannung liefert. Auf
4Controller Area Network
5iseg Spezialelektronik GmbH, Radeberg, Deutschland, fru¨her: Institut fu¨r Spezialelektronik GmbH
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Abbildung 4.2: Zuordnung der DCS-Hardwarekomponenten zu den einzelnen Patch-Paneln
[37][modifiziert]
Parameter Spannung Strom Temperatur
HV 700 V ≤ 2 mA
VDD 2.1 V 700 mA
VDDA 1.7 V 1200 mA
Modultemperatur −10 °C
VISet 0.9 V 0.4 mA bis 2 mA
VPin 20 V 20 mA
VVDC 10 V 800 mA
Rst opto 2.5 V
Optoboardtemperatur 20 °C
Tabelle 4.1: DCS-Betriebsparameter der Detektormodule und Optoboards wa¨hrend der Datennahme.
Grund des hohen Preises der Hochspannungsmodule werden diese zusa¨tzlichen Module
allerdings erst bei Bedarf nachgeru¨stet.
Zwischen den iseg-Spannungsversorgungen und den Detektormodulen auf Ho¨he des
PP4 (Ausleseraum US15 bzw. USA15) befinden sich daher zusa¨tzliche, HV-PP4 genannte
HV-Patchpanel, die fu¨r die Umverteilung der einzelnen Kana¨le, sowie die genaue Strom-
messung jedes einzelnen Detektormoduls zusta¨ndig sind und die die erwa¨hnte Umstellung
der Modularita¨t ermo¨glichen.
Die iseg-Hochspannungsmodule kommunizieren direkt u¨ber CAN mit den, auf den
DCS-Rechnern installierten, OPC-Servern (ein Server stellt die Daten der mit ihm kom-
munizierenden Hardware beliebig vielen Benutzern zur Verfu¨gung. Siehe Abschnitt 4.2).
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Abbildung 4.3: Darstellung der ATLAS-Kaverne und des zugeho¨rigen Geba¨udekomplexes. Fu¨r DCS
relevant sind neben der eigentlichen ATLAS-Kaverne vor allem die beiden Auslesera¨ume “US15”
und “USA15”, der ebenerdig gelegene ATLAS-Kontrollraum “SCX1” sowie die Testhalle “SR1”,
in der sich das auch wa¨hrend des LHC-Betriebs weitergenutzte Pixel-Testsystem befindet[3].
4.1.2 Das Niederspannungssystem
Im Gegensatz zum Hochspannungssystem kann die Niederspannung fu¨r die Versorgung der
analogen und digitalen Modulelektronik nicht direkt von den Niederspannungsversorgun-
gen, die sich aus Gru¨nden der Strahlentoleranz und des Platzbedarfs auf Ho¨he des PP4
befinden, geliefert werden. Der Grund hierfu¨r liegt in den hohen Spannungsabfa¨llen in den
bis zu 100 m langen Niederspannungskabeln (offensichtlicherweise ist dieser Abfall fu¨r die
Hochspannungsversorgung zu vernachla¨ssigen).
Andererseits wa¨re der Einsatz der Versorgungscrates nahe am Detektor nur mo¨glich,
wenn hier spezielle, strahlentolerante oder gar strahlenharte Hardware zum Einsatz ka¨me.
Das von der Pixel-Kollaboration gewa¨hlte Szenario sieht daher den Einsatz herko¨mmlicher
Spannungsversorgungen (Off-the-Shelf) in Kombination mit speziellen detektornahen und
strahlenharten Spannungsregulatoren vor.
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Wa¨hrend die Niederspannungsversorgungen der Firma W-Ie-Ne-R6 sich genau wie die
Hochspannungsversorgungen im strahlengeschu¨tzten Ausleseraum “US15” bzw. “USA15”
(siehe Abbildung 4.3) bei PP4 befinden, werden “Regulator-Stations” auf Ho¨he des PP2
installiert (innerhalb des ATLAS-Detektors, aber außerhalb des Inneren-Detektors und der
Kalorimeter).
Jede dieser Regulator-Stations beherbergt bis zu 12 Regulator-Boards, deren Aufgabe
die direkte Regulierung der von den W-Ie-Ne-R-Power-Supplies gelieferten Spannungen
an die Detektormodule ist. Die unvermeidlichen Spannungsabfa¨lle zwischen Ausleseraum,
Regulator Stations und Detektormodulen werden dazu u¨ber Sense-Wires auf den Modulen
gemessen und entsprechend kompensiert. Ein einzelnes Regulator-Board bedient dabei im-
mer einen Half-Stave oder Sector (also bis zu 7 Detektormodule) mit analoger und digitaler
Versorgungsspannung (VDDA bzw. VDD). Dabei wird jedes Regulator-Board jeweils von
einem W-Ie-Ne-R-Kanal mit der notwendigen Spannung fu¨r VDD, sowie von einem wei-
teren Kanal mit VDDA versorgt, so dass pro Half-Stave / Sector zwei W-Ie-Ne-R-Kana¨le
sowie ein Regulator-Board beno¨tigt werden.
Um die W-Ie-Ne-R-Niederspannungen auf die einzelnen Regulator-Kana¨le zu verteilen
und weiterhin eine Mo¨glichkeit zu haben, die einzelnen VDD- bzw. VDDA-Stro¨me der
Module getrennt voneinander zu bestimmen, kommt, a¨hnlich dem HV-PP4, zudem ein
LV-PP4 genanntes Auslesecrate zum Einsatz. Wie der Name schon andeutet, befinden sich
diese Crates ebenfalls im Za¨hlraum, in unmittelbarer Na¨he der W-Ie-Ne-R-Power-Supplies
(Entfernung: wenige 10 cm).
Im Gegensatz zu allen anderen Hardwarekomponenten nutzen die W-Ie-Ne-R-Crates
nicht den CAN-Feldbus, sondern das TCP/IP7-Protokoll, sowie einen eigenen OPC-Server.
Technisch gesehen ist das Verfahren allerdings transparent (d.h. die Kontrollsoftware be-
merkt keinen Unterschied) und erfordert lediglich den Einsatz eines privaten Netzwerks,
das innerhalb der ATLAS-Kaverne allerdings vorhanden ist.
4.1.3 Das Versorgungssystem fu¨r den optischen Link
Der bereits angesprochene optische Link besteht aus den im Counting-Room befindlichen
BOCs, den detektorseitigen und bereits erwa¨hnten Optoboards, sowie den fu¨r den Betrieb
der Optoboards notwendigen Versorgungseinheiten, den SC-OLinks8.






VISet“. VPin und VISet, die die PIN-Dioden versorgen und den VCSEL-Strom einstel-
len, ko¨nnen auf Grund der geringen Last direkt von den im Counting-Room installierten
SC-OLinks versorgt werden. Im Gegensatz dazu muss die VVDC-Versorgungsspannung
6Werk fu¨r Industrieelektronik - Nuklearelektronik - Regelungstechnik, Plein & Baus GmbH, Bur-
scheid, Deutschland
7Transmission Control Protocol / Internet Protocol
8Supply and Control for the Optolink
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des VDCs innerhalb des Regulator-Boards auf Grund der deutlich ho¨heren Stro¨me und
dadurch bedingten Spannungsabfa¨lle reguliert werden.
Fu¨r jedes der 272 Optoboards wird von den SC-OLink-Karten ferner ein Resetsignal
bereitgestellt, mit dem der optische Link zuru¨ckgesetzt werden kann. Insgesamt fallen also
272 · 4 zu kontrollierende Kana¨le fu¨r den DCS-Teil des optischen Links an (ohne BOC-
Parameter).
Ein SC-OLink-Crate besteht dabei aus bis zu 16 SC-OLink-Karten mit jeweils einem
komplexen Kanal (ein Kanal fu¨hrt hierbei jeweils VVDC, VPin, VISet und Reset).
4.1.4 Das Temperatur-U¨berwachungssystem
Das hohe Strahlungsniveau im Bereich des Pixeldetektors fu¨hrt zu vorzeitiger, strahlen-
bedingter Alterung der Sensorzellen. Dabei kommt es zu verschiedenen Effekten, die im
Laufe der Betriebsdauer zu einer notwendigen Erho¨hung der Depletionsspannung fu¨h-
ren (anfangs fu¨hrt ein Ladungstra¨gerinversion genannter Prozess hingegen dazu, dass die
Depletionsspannung fu¨r eine Weile gesenkt werden kann). Die komplexen Strahlungsscha¨-
digungen der Kristallstruktur des Siliziumsensors ha¨ngen von mehreren Faktoren ab, von
denen die Temperatur einer der wichtigsten ist. Eine niedrige Temperatur fu¨hrt dabei zu
einem geringeren Ausmaß der Strahlenscha¨den.
Daher wird der gesamte Pixeldetektor wa¨hrend des Experiments bei einer Temperatur
von −10 °C betrieben.
Da ein Temperaturanstieg negative Auswirkungen fu¨r die einzelnen Module hat und bei
hohen Temperaturen sogar zu direkten thermischen Scha¨den der Elektronik fu¨hren kann,
wird die Temperatur jedes einzelnen Moduls von DCS u¨berwacht. Die von den Modul-
NTCs gelieferten Temperatur-Spannungen werden zu den BBIMs9 gefu¨hrt, die mit Hilfe
eingebauter Interlock-Boxen mittels einer Komparatorschaltung digitale Interlocksignale
aus den analogen Spannungswerten erzeugen. Die analogen Spannungen werden parallel
von einer ELMB gelesen und an die Steuerungssoftware des DCS weitergegeben.
Neben den Modultemperaturen sind auch die Temperaturen der Optoboards, der On-
Detector-Komponenten des optischen Links, von großer Wichtigkeit. Um ein U¨berhitzen
der Laser- und PIN-Dioden zu verhindern, mu¨ssen auch die Optoboardtemperaturen sta¨n-
dig u¨berwacht werden.
Komplettiert wird das Temperatur-U¨berwachungssystem durch die Temperaturen der
eingesetzten Regulator-Boards, deren U¨berwachung ebenfalls von DCS u¨bernommen wird.
9Building Block Interlock Monitoring
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4.1.5 Das Interlocksystem
Die Aufgabe des “Interlocksystems” ist es, den Pixeldetektor vor potentiellen Scha¨den zu
schu¨tzen und die Sicherheit des Betriebspersonals im Zusammenhang mit den eingesetzten
infraroten Lasern des optischen Links zu gewa¨hrleisten. Um im Falle einer kritischen Para-
metera¨nderung (beispielsweise eines raschen Temperaturanstiegs) schnell und zuverla¨ssig
reagieren zu ko¨nnen, werden alle kritischen Betriebsparameter vom Interlocksystem u¨ber-
wacht. Das Interlocksystem ist dabei unabha¨ngig von der fu¨r die restliche Systemkontrolle
eingesetzten Software und bietet mit dem Einsatz schneller FPGAs10 eine zuverla¨ssige und
redundante Kontrollmo¨glichkeit.
Das Interlocksystem besteht aus den bereits erwa¨hnten und fu¨r die Digitalisierung
der kritischen Temperaturen zusta¨ndigen BBIMs, sowie weiteren Komponenten. Um die
Sicherheit des Betriebspersonals zu gewa¨hrleisten, sind auf Detektorseite und im Counting-
Room, auf beiden Seiten des optischen Links, Schließkontakte angebracht (Gefahr fu¨r das
menschliche Auge durch die intensive, infrarote Laserstrahlung). Sollte einer der Kontakte
geo¨ffnet werden, wird sofort der gesamte optische Link deaktiviert. Die dafu¨r zusta¨ndigen
Interlock-Crates heißen auf Counting-Room-Seite
”












I BocDoor“ sowie “I OptoboardCover” generiert
werden, gibt es drei weitere Pixel-externe Interlocksignale
”
I DSS11“. I DSS0 ist ein
ATLAS-globales Interlocksignal, das im Falle eines generellen Problems mit dem Ku¨hlsys-
tems, eines Feuers oder anderweitiger schwerwiegender Probleme ausgelo¨st wird. I DSS1
und I DSS2 sind speziellere Signale, die durch den Strahlzustand (I DSS1) bzw. durch
Zustand des Pixel- und SCT-Ku¨hlsystems generiert werden. Der I DSS2-Interlock ist ins-
besondere im Zusammenhang mit dem “Bake out” des Strahlrohrs wichtig, da im Fall
eines Ausfalls des Pixeldetektor-Ku¨hlsystems sofort die Strahlrohr-Heizung ausgeschaltet
werden muss.
Alle diese Signale werden in den “Logic Units” entgegengenommen und mit Hilfe von
FPGAs ausgewertet. Die Logic Units selbst erzeugen dabei logische Signale, die dann
an die IDBs12 weitergeleitet werden (siehe Abbildung 4.4). Dort wird mit Hilfe weite-
rer FPGAs rekonstruiert, welche Kana¨le welcher Spannungsversorgungen “geinterlockt”
werden mu¨ssen (das “Interlocken” ist dabei vom einfachen Abschalten eines Kanals zu
unterscheiden, da die Hersteller immer einen separaten Interlockeingang pro Kanal bieten,
der auch per Software ausgelesen werden kann).
Obwohl betont werden sollte, dass das Interlocksystem vollkommen unabha¨ngig von
der DCS-Software operiert, so ist doch zu erwa¨hnen, dass dies ein passives Monitoring
10Field Programmable textbfGate Array
11Detector Safety System
12Interlock Distribution Box
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Abbildung 4.4: Schematische U¨bersicht des Interlock-Systems und der Interlock-Matrix [16][7]
des Interlocksystems durch die DCS-Software nicht ausschließt. Ganz im Gegenteil ist ein
solches Monitoring sehr hilfreich, wenn es gilt, die tatsa¨chlich gesetzten Interlocks mit
den Zusta¨nden der Power-Supplies zu vergleichen und die Ursache eines Interlocksignals
zuru¨ckzuverfolgen. Als DCS-relevante Parameter werden daher alle Ein- und Ausga¨nge des
Interlocksystems, sowie die zur Verfu¨gung gestellten Testsignale13 von DCS u¨berwacht.
4.1.6 Das U¨berwachungssystem fu¨r die Umgebungssensoren
Neben der Vielzahl der bereits erwa¨hnten Spannungs- und Temperatursensoren werden
weitere Sensoren die DCS-Datennahme komplettieren, die nicht direkt einer bestimmten
Detektorkomponente zugeordnet sind. Beispiele fu¨r solche Sensoren sind zusa¨tzliche NTCs
oder die fu¨r die Bestimmung des Taupunktes wichtigen Feuchtigkeitssensoren.
Alle diese Sensoren werden unter dem Stichwort
”
Environmental Sensors“ zusammen-
gefasst und von den BBM14-Crates ausgelesen. Da diese Sensoren keine direkt kritischen
13mit denen sich Interlocks simulieren lassen
14Building Block Monitoring
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Messdaten liefern, wird hier auf die Digitalisierung zwecks Einspeisung ins Interlocksystem
verzichtet (daher der Unterschied zum BBIM).
4.1.7 Infrastruktur-Systeme
Die in den vorangegangenen Abschnitten vorgestellten Hauptsysteme des Pixel-DCS tra-
gen zu einer fu¨r ein Prozessleitsystem sehr hohen Anzahl von Prozessparametern bei, die
in Abbildung 4.5 dargestellt sind. Der Vollsta¨ndigkeit halber seien hier noch die bisher
nicht eingefu¨hrten aber in der Tabelle beru¨cksichtigten Teilsysteme erwa¨hnt. Dazu geho¨-
ren einige W-Ie-Ne-R-VMEbus15-Crates, die beispielsweise fu¨r die Spannungsversorgung
der u¨ber VMEbus angeschlossenen BOC- und ROD-Crates zusta¨ndig sind. Von besonde-
rer Wichtigkeit ist dabei die Tatsache, dass der VMEbus dieser BOC- und ROD-Crates
u¨ber die von DCS angesteuerten W-Ie-Ne-R-VMEbus-Crates resettet werden kann. Wei-
terhin werden pro BOC je 4 Temperatursensoren vom DCS ausgelesen. Neben diesen, zum
Betrieb der DAQ-Hardware notwendigen Systemen, kommen “Auxilliary”-Power-Supplies
fu¨r die Spannungsversorgung der BBIM-Crates, die CAN-Bussysteme und die PP2-Crate-
Controller zum Einsatz, die ebenfalls u¨ber DCS u¨berwacht und angesteuert werden.
Wa¨hrend der Testphase des Pixeldetektors wurde festgestellt, dass einige der 272 einge-
setzten Optoboards bei niedrigen Temperaturen ein zu langsames Ansteigen des VCSEL-
Lichtleistung zeigten, das sich bei den wa¨hrend der Qualifikationsphase bei Raumtempera-
tur betriebenen Optoboards nicht gezeigt hatte. Um diesem als “Slow-Turn-On” bezeich-
neten Effekt entgegenzuwirken, wurde ein separates Heizsystem installiert, das den Betrieb
der Optoboards in einem vom restlichen Pixeldetektor-Ku¨hlsystem unabha¨ngigen und fu¨r
die Optoboards idealen Temperaturbereich (≥ 20 °C) erlaubt.
15Versa Module Eurocard bus (Datenbussystem mit bis zu 64 Bit Busbreite).
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Abbildung 4.5: Prozessparameter des Pixeldetektor-Kontrollsystems.
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4.2 Die DCS-Software
Da das DCS mehrere 10000 Betriebsparameter u¨berwachen und kontrollieren muss (siehe
Abbildung 4.5), ist eine Automatisierung mit Hilfe geeigneter Software unabdingbar. Min-
destanforderung der Automatisierungsbestrebungen ist dabei, das spa¨tere Schichtpersonal
ohne die zwingende Anwesenheit eines Experten in die Lage zu versetzen, das DCS zu
bedienen, und die Sicherheit nicht zu gefa¨hrden.
4.2.1 PVSS
Da einerseits viele der gegebenen Problemstellungen im Bereich des DCS fu¨r alle LHC-
Detektoren sehr a¨hnlich ausfallen und andererseits ein leichterer Austausch von Exper-
tenwissen gewa¨hrleistet werden sollte, entschied sich das zusta¨ndige Kontrollgremium im
Vorlauf der LHC-Experimente fu¨r den LHC-weiten Einsatz von PVSS16.
Das kommerzielle PVSS-System der Firma ETM17 bietet dabei eine hohe Anpassungs-
fa¨higkeit und Flexibilita¨t. Ohne hier auf die genauen Details der Software eingehen zu
wollen, sei gesagt, dass es sich bei PVSS im Grunde um eine integrierte Entwicklungs-
umgebung (also ein Softwarepaket aus Editor, Compiler/Interpreter, sowie graphischer
Darstellungsmo¨glichkeit) fu¨r Prozessleitsysteme handelt.
Wesentliches Augenmerk wurde bei der Entwicklung von PVSS auf die Ausfallsicher-
heit des Systems gelegt, was zu teilweise ungewo¨hnlichen aber sehr stabilen Konzepten
fu¨hrte. Hierbei ist zu beachten, dass Daten innerhalb von PVSS in “Datenpunkten” dar-
gestellt werden. Diese Datenpunkte a¨hneln in vielerlei Hinsicht den Klassen in C++. Ins-
besondere ko¨nnen Datenpunkte eine beliebige, hierarchische Struktur aus verschiedenen
Datenpunktelementen aufweisen.
Im Gegensatz zu Variablen in vielen anderen Programmiersprachen werden die Daten-
punkte in PVSS nicht im Arbeitsspeicher, sondern direkt auf der Festplatte aufbewahrt.
Zwar zieht dies einen Geschwindigkeitsnachteil nach sich, jedoch fu¨hrt es dazu, dass alle
Daten bei einem Systemabsturz gesichert sind.
Ein weiteres wichtige Merkmal der Software ist die Aufteilung der Software in mehrere
“Manager” genannte Rechner-Prozesse. Jeder dieser Manager u¨bernimmt dabei spezifische
Teilaufgaben, so dass es beispielsweise Userinterface-, Archiv- oder Treibermanager gibt.
Untereinander kommunizieren diese mit Hilfe von TCP/IP, wobei ein “Event”-Manager
die Zusammenarbeit der anderen Manager steuert. Alle zu einem Event-Manager geho¨ren-
den Manager bilden ein “PVSS-Projekt”, oder mit anderen Worten eine autark lauffa¨hige
PVSS-Instanz. Mehrere dieser Projekte ko¨nnen u¨ber “Distribution”-Manager miteinan-
der verbunden werden, so dass ein Prozessleitsystem aus mehreren Teilsystemen bestehen
16Prozess Visualisierungs und Steuerungs Software, ETM AG, Eisenstadt, O¨sterreich
17Elektrotechnik Mu¨hlgassner
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kann, die unabha¨ngig voneinander funktionsfa¨hig bleiben, jedoch zentral gesteuert werden
ko¨nnen. Durch den Einsatz des Netzwerkprotokolls TCP/IP sowohl fu¨r die Kommuni-
kation zwischen Manager als auch fu¨r die Verbindung von Projekten besitzt ein PVSS-
Prozessleitsystem einen hohen Grad an Flexibilita¨t.
Durch den von PVSS unterstu¨tzten Einsatz von OPC fa¨llt die aufwa¨ndige Program-
mierung von speziellen Gera¨tetreibern großteils weg und der Entwickler kann sich auf die
eigentlich zu implementierende Funktionalita¨t der Software konzentrieren.
Die Kommunikation zwischen einem beliebigen Gera¨t und der Software erfolgt dabei
(zumindest in unserem Fall) ausschließlich u¨ber den OPC-Standard (PVSS unterstu¨tzt
auch andere Protokolle). Bei dieser Art der Kommunikation stellt der Gera¨tehersteller
einen OPC-Server zur Verfu¨gung, der direkt mit Gera¨ten des entsprechenden Typs kom-
muniziert. Weitere Applikationen (wie beispielsweise PVSS) ko¨nnen dann u¨ber eigene
OPC-Clients Verbindung mit dem Server aufnehmen. Der große Vorteil dieses Systems
liegt darin, dass man bei N Gera¨ten und M Applikationen nicht N·M Treiber sondern
nur N Server und M Clients zur Verfu¨gung stellen muss (N+M).
PVSS besitzt also nicht M verschiedene OPC-Clients, sondern lediglich einen. Dieser
Universalclient verfu¨gt u¨ber alle notwendigen Fa¨higkeiten, um mit jeder beliebigen OPC-
Hardware zu kommunizieren.
In einem abstrakten Beispiel sieht das so aus, dass ein Gera¨t seine Betriebsparameter
an den OPC-Server meldet. Dort werden die Parameter OPC-Items genannt. Diese lassen
sich mit einem beliebigen OPC-Client lesen/schreiben (natu¨rlich sind nicht alle Items
bidirektional). Der OPC-Client von PVSS kann die OPC-Items dann in das PVSS-System
u¨bertragen.
U¨blicherweise stellt der Entwickler Skripte (also komplexere Funktionen) zur Verfu¨-
gung, mit deren Hilfe auf PVSS-Seite alles automatisiert wird, was zur Anbindung eines
neuen Gera¨tes notwendig ist:
 Erstellung der notwendigen Datenpunkte
 Modifikation der OPC-Server-Konfigurationsdatei (denn diese erzeugt die OPC-
Items)
 Neustart von OPC-Server und Client
 Verbindung von OPC-Items und Datenpunktelementen
Eine weitere Mo¨glichkeit, Daten innerhalb von PVSS zu verarbeiten, ist die Verbindung
zweier (oder mehrerer) Datenpunktelemente mittels “Datenpunktfunktionen”. Diese spe-
ziellen Funktionen schaffen eine permanente unidirektionale Verbindung zwischen einem
oder mehreren Quelldatenpunktelementen und einem Zieldatenpunktelement. Ein gutes
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Beispiel fu¨r eine Datenpunktfunktion ist die Berechnung einer Temperatur aus der gemes-
senen NTC-Spannung und der Referenzspannung des Sensors.
Um die parallele Arbeit mehrerer Entwickler an der Software zu erleichtern, bietet
PVSS das Konzept der Subprojekte, bei dem ein PVSS-Programm (in der PVSS-Sprache
ein Projekt) aus mehreren Subprojekten bestehen kann. Die Pixel-DCS-Gruppe hat von
diesem Konzept von Anfang an Gebrauch gemacht, so dass sich die verschiedenen Softwa-
rekomponenten strikt voneinander getrennt in verschiedenen Subprojekten befinden.
Zum jetzigen Zeitpunkt kann man die Subprojekte jedoch in drei unterschiedliche Klas-
sen einteilen, die im Folgenden kurz eingefu¨hrt werden sollen. Eine U¨bersichtsabbildung
u¨ber die Hauptsoftwarekomponenten findet sich in Abbildung 4.6.
Abbildung 4.6: U¨bersicht der Pixel-DCS-Software
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4.2.2 Die Front-End Integration Tools
Die FITs18 entsprechen im Wesentlichen einer PVSS-basierten Steuersoftware fu¨r jeweils
eine Gera¨tefamilie. Damit bilden sie das PVSS-Pendant zu den bei kommerziellen Gera¨ten
ha¨ufig mitgelieferten Standalone-Tools, die sich nicht direkt in PVSS einbinden lassen. Ein
FIT fu¨r ein bestimmtes Gera¨t unterstu¨tzt im Idealfall dieselbe Funktionalita¨t wie das vom
Hersteller der Hardware gelieferte eigensta¨ndige Programm.
Bei der Programmierung eines FITs muss der Entwickler demnach versuchen, alle
Eigenheiten der Hardware in der Software zu beru¨cksichtigen.
Besonders wichtig ist dabei der spa¨tere Einsatzzweck der Software. Da die FITs die
Grundlage der anderen Softwarekomponenten bilden (dazu mehr in 4.2.3 und 4.2.4), soll
deren Konzept mo¨glichst intuitiv und einheitlich sein.





Control“, die u¨ber ein eigenes GUI19 erreichbar sind. Unter Integration sind dabei
alle Panel (PVSS-Jargon fu¨r Fenster) zu finden, mit denen neue Gera¨te dieser Familie in
das System integriert werden ko¨nnen, wa¨hrend der Control-Teil die eigentlichen Panel fu¨r
die Steuerung und U¨berwachung (also die Kontrolle) der Hardware zur Verfu¨gung stellt.
Momentan werden folgende FITs genutzt:
 FIT Iseg-HV (Iseg HV Crates)
 FIT CAN-ELMB (verschiedene ELMB-basierte Typen, darunter: BBM, BBIM, SC-
OLink, Regulator-Station,...
 FIT Interlock (Logic-Units)
 FIT Wiener-LV (Wiener LV Crates)
Es ist an dieser Stelle wichtig zu erwa¨hnen, dass die FITs, genau wie die Standalone-
Tools der Hersteller nicht
”
wissen“, welchen Teil des Detektors sie versorgen. Fu¨r einen
FIT handelt es sich immer um einen bestimmten Power-Supply Kanal, der mit Hilfe seiner
Position in einem Rack/Crate usw. identifiziert wird. Gleiches gilt fu¨r Temperatur- und
andere Sensoren. Man spricht in diesem Zusammenhang von funktionaler Darstellung.
18Frontend Integration Tool
19Graphical User Interface
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4.2.3 Die System Integration Tools
Vorab zwei wichtige Begriffsdefinitionen, die in den folgenden Kapiteln beno¨tigt werden:
Begriffsdefinition “funktional” / “geographisch”
funktional: Unter der funktionalen Gliederung von Komponenten versteht man die




geographisch: Unter dem Begriff
”
geographisch“ versteht man die der Detektor-
geographie folgende Gliederung von Komponenten. Dabei ist die Detektorgeo-
graphie durch die verwendeten Detektorteile definiert. Im Falle des ATLAS-

















Obwohl der Detektor ausschließlich mit Hilfe der FITs betrieben werden ko¨nnte, wa¨re
dies doch sehr aufwa¨ndig. Ohne das Wissen u¨ber die Verkabelung eines Power-Supply-
Kanals oder die geographische Position eines Messwertes ist dieser Wert nur eingeschra¨nkt
von Nutzen.
Um einen einfachen und intuitiven Betrieb des Detektors fu¨r einen mit der Ver-
kabelung nicht vertrauten Shifter zu ermo¨glichen, existiert daher der SIT20. Dieser er-
mo¨glicht die virtuelle Verkabelung des gesamten Detektors mit den verschiedenen DCS-
Hardwarekomponenten durch den Einsatz spezieller XML21-Dateien.
Die Verbindung zwischen einer in Form eines Datenpunktelementes vorhandenen Hard-
warekomponente, wie beispielsweise eines BBIM-Temperaturkanals mit der entsprechen-
den Detektoreinheit, wird dabei u¨ber “Aliase” realisiert. Abbildung 4.7 zeigt eine ge-
ma¨ß dem geographischen Detektorlayout (siehe Abschnitt 3.1) aufgebaute Baumansicht
des Pixeldetektors. Die gelb eingezeichneten Datenpunkte stellen die Verbindung zu den
Realdaten der Prozessparameter her, wa¨hrend jeder dieser Datenpunkte u¨ber den Alias-
Zweitbezeichner eine Position innerhalb der geographischen Detektorhierarchie zugewiesen
bekommt.
Im Anschluss an die erfolgte Verkabelung ko¨nnen die eingesetzten PVSS-Panels dem
Beispiel der Abbildung folgend u¨ber den Alias “L2 B26 S2 A7 TOpto” auf den
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Abbildung 4.7: Schematische Darstellung des Alias-Mechanismus.
Die angezeigte Temperatur ist also beispielsweise nichts anderes, als der Wert des
verbundenen BBIM-Temperaturkanals aus einem der FITs. Ebenso verha¨lt es sich mit
den Kontrollparametern, wie z.B. Setzspannungen. Diese ko¨nnen direkt u¨ber die DCS-
Panel gea¨ndert werden, ohne dass der Nutzer wissen muss, welchen FIT-Kanal er dazu zu
bedienen ha¨tte.
Neben diesen offensichtlichen und notwendigen Erleichterung der Bedienbarkeit ku¨m-
mert sich der SIT auch um das Archivieren der Daten, also deren Speicherung in spe-
ziellen Archiven. Dazu werden alle wichtigen Prozessparameter, also insbesondere die
Werte der Module, Optoboards usw. in eine SQL22-Datenbank namens “Conditions-
DB23"geschrieben, die zentral vom CERN verwaltet wird.
Neben der Conditions-Datenbank zur Archivierung der Prozessparameter der Pixelde-
tektors existiert eine weitere fu¨r den SIT relevante Datenbank, die Verkabelungs-Daten
22Structured Query Language
23Data Base
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des Pixeldetektors entha¨lt und dementsprechend Connectivity-DB genannt wird. Diese
entha¨lt die vollsta¨ndigen Verkabelungs-Informationen des Pixeldetektors und seiner Peri-
pherie und wird daher vom SIT genutzt, um die Verbindung zwischen der funktionalen
und geographischen Struktur herzustellen. Skripte seitens der DB-Software wandeln die
Verkabelungsdaten in die bereits erwa¨hnten XML-Konfigurationsdateien um, woraufhin
diese vom SIT verarbeitet werden ko¨nnen.
4.2.4 Die Finite-State-Machine
Obwohl mit dem SIT bereits eine gewisse Mo¨glichkeit besteht, den Pixeldetektor zu be-
treiben, darf nicht vergessen werden, dass auch dieser nicht dafu¨r ausgelegt ist, 1744
Detektormodule in einem realistischen Schichtbetrieb zu verwalten.
Wa¨hrend des normalen Betriebes ist es ja gerade wu¨nschenswert, die einzelnen Be-
triebsparameter nicht alle selbst zu setzen und zu u¨berwachen, sondern den gesamten
Detektor mit Hilfe weniger aussagekra¨ftiger Befehle zu bedienen (SWITCH ON, RECO-
VER, SWITCH OFF, ...) und einen “raschen U¨berblick” zu erhalten.
Genau dies ermo¨glicht die FSM24, die aus den tausenden Betriebsparametern des De-
tektors einige wenige Zusta¨nde ableiten kann.
Wichtigste Voraussetzung fu¨r die FSM ist dabei ein bereits funktionierender SIT, der
die Grundlage fu¨r die FSM bildet, so wie die FITs die Grundlage fu¨r den SIT bilden.
Wa¨hrend alle bisher vorgestellten Softwarekomponenten nur fu¨r die DCS-Experten
gedacht sind, ist die FSM die eigentliche Schnittstelle fu¨r den Shifter. Dieser hat jederzeit
die Mo¨glichkeit sich die Details in den von der FSM angezeigten Panels anzeigen zu lassen.
Neben dieser wichtigen Automatisierungsfunktion der FSM, stellt sie auch die Schnitt-
stelle zur Datennahmesoftware des Pixeldetektors, DAQ25, dar. U¨ber den DDC26-
Mechanismus (siehe Abschnitt 4.2.5) tauschen die FSMs auf DAQ- und DCS-Seite In-
formationen aus, wobei die DAQ-FSM als Master fungiert und Kommandos an die DCS-
FSM weiterleitet. Daru¨berhinaus bildet die FSM auch die Schnittstelle zu der zentralen
ALTAS-DCS-Kontrollstation, so dass der ATLAS-Detektor mit den anderen Subdetekto-
ren synchronisiert werden kann.
Die von ATLAS-DCS definierte FSM-Architektur beschreibt den Detektor dabei durch
FSM-Objekte, deren Zusta¨nde und durch Befehle, die den Zustand einzelner oder mehrerer
dieser Objekte a¨ndern ko¨nnen. Damit Teile eines Detektors einzeln betrieben und Fehler
besser eingegrenzt werden ko¨nnen, besitzt die ATLAS-Pixel-DCS-FSM eine hierarchische




68 KAPITEL 4. DAS DETEKTORKONTROLLSYSTEM (DCS)
FSM-Zustand (siehe die folgende Begriffsdefinition). Dabei ist zwischen den Knoten, den
“Control-Units”, und den Bla¨ttern, den “Device-Units”, des Baumes zu unterscheiden:
 Device-Units: Diese stellen die Verbindung zu den in Form von Datenpunktelemen-
ten vorliegenden Realdaten, wie Temperaturen, Spannungen und Stro¨men her. Eine
Device-Unit ermo¨glicht es daru¨ber hinaus, die Informationen mehrerer Werte zu ei-
nem gemeinsamen Zustand zu bu¨ndeln. Device-Units sind die Bla¨tter des Baumes
und damit die unterste Hierarchieebene der FSM.
 Control-Units: Control-Units vermo¨gen die Zusta¨nde mehrerer “Kinderknoten” zu
einem gemeinsamen Zustand zu verbinden. Dabei ist es unerheblich, ob es sich bei
den Kindern selbst um Knoten oder Bla¨tter handelt. Daher finden sich Control-Units
auf allen Hierarchieebenen der Pixel-FSM wieder, die keine direkte Verbindung zu
Datenpunktelementen besitzen.
Gema¨ß der ATLAS-DCS Definition wird der oben erwa¨hnte Zustand einer Control-
oder Device-Units durch den Einsatz zweier unterschiedlicher IST-Zusta¨nde abgebil-
det27. Unglu¨cklicherweise ist die offizielle Namensgebung der beiden Zusta¨nde mit
den Bezeichnungen “STATE” und “STATUS” etwas unintuitiv gewa¨hlt, so dass hier
beide Begriffe genauer definiert werden sollen, da sie im Folgenden wichtig sind:
Begriffsdefinition “State” / “Status”
STATE: Der STATE entspricht dem Betriebsmodus einer Detektoreinheit. Grund-
sa¨tzlich existieren auf allen Hierarchieebenen die Betriebsmodi/States “REA-
DY”, “NOT READY” und “UNKNOWN”. Weitere States ko¨nnen je nach Ein-
satzgebiet hinzugefu¨gt werden.
STATUS: Der STATUS einer Detektoreinheit spiegelt deren Befindlichkeit oder
Alarmzustand wieder. Im Gegensatz zu den erweiterbaren States sind genau
vier Alarmzusta¨nde/Status “OK”, “WARNING”, “ERROR”, “FATAL” vorge-
geben. Weitere Statusa sind nicht erlaubt.
aAuch wenn es verwirrend erscheint, aber “Status” ist der grammatikalisch korrekte Plural (U-
Deklination) des lateinischen “Status = Zustand, Befund, Bestand, Verfassung” und wird daher im
weiteren auch so benutzt. Ob es sich um den Singular oder den Plural handelt, ist dem Kontext zu
entnehmen.
Der Betrieb der FSM sieht dabei so aus, dass auf einer oberen Hierarchieebene Kom-
mandos, wie etwa der Befehl “GOTO READY”, abgesetzt werden, die dann der Hier-
archie der Knoten folgend nach unten weiterpropagiert werden. Befehle ko¨nnen von den
27Viele Beispiele aus anderen Bereichen vergleichen hingegen SOLL- und IST-Zusta¨nde.
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einzelnen Hierarchiestufen immer nur an ihre Kinder weitergegeben werden. Im Gegensatz
dazu ko¨nnen die Status nur von realen Betriebsparametern des Detektor generiert wer-
den, weshalb diese sich von den Device-Units u¨ber ihre Eltern-Control-Units nach oben
ausbreiten.
Erha¨lt eine Device-Unit den Befehl, seinen State zu a¨ndern, so wird dies intern durch
PVSS-Steuerskripte realisiert. Alle im Rahmen eines solchen State-U¨bergangs relevanten
Prozessparameter werden dabei aus eine Konfigurationsdatenbank bezogen, was beispiels-
weise die Feinabstimmung einzelner Setzspannungen pro Detektormodul ermo¨glicht. Diese
“Configuration”-DB entha¨lt alle Setzspannungen und Stro¨me, sowie alle zur Beurteilung
des Status notwendigen Mess-Grenzwerte des Pixeldetektors.
Der Aufbau der FSM sieht dabei vor, dass sich Zweige eines Baumes nahezu beliebig
aus dem Betrieb der restlichen FSM ausklinken lassen. U¨ber verschiedene Mechanismen
ist es damit mo¨glich, das Weiterleiten von Kommandos bzw. Alarmleveln zu unterbinden.
Weiterhin lassen sich damit einzelne Zweige des Hierarchiebaumes getrennt voneinander
autark betreiben. Diesem Konzept folgend besteht die FSM des Pixeldetektors aus meh-
reren FSM-Partitionsrechnern, die jeweils einen Hauptzweig der Detektorhierarchie ver-
walten. Diesen u¨bergeordnet kommt pro Subdetektor eine SCS28 zum Einsatz, die die
einzelnen FSM-Partitionsrechner miteinander verbindet und als direkter Ansprechpartner
der globalen ATLAS-GCS29 dient (siehe Abbildung 4.8).
Im Gegensatz zu den FSM-Partitionen, die Kommandos von den jeweiligen SCS-
Rechnern erhalten, geben die SCS-Rechner selbst jeweils nur ihre State/Status-Werte an
die globale ATLAS-GCS weiter, ohne von dieser Befehle entgegenzunehmen. Dieser Bruch
ist notwendig, da die einzelnen Subdetektoren autark operieren ko¨nnen sollen und daher
nicht von einer globalen DCS-FSM, sondern von ihrer zugeho¨rigen Subdetektor-DAQ-FSM
gesteuert werden.
4.2.5 DAQ-DCS-Kommunikation
Die im letzten Abschnitt erwa¨hnten FSMs auf DAQ- und DCS-Seite sind miteinander
synchronisiert, um zu gewa¨hrleisten, dass der von der DCS-FSM betriebene Detektor
bereit fu¨r die von der DAQ-FSM gesteuerte Datennahme ist. Die DAQ-FSM fungiert dabei
als Master und setzt somit Befehle an die DCS-FSM ab, die wiederum ihre Zustandswerte
(State und Status) mitteilt.
Beide Systeme werden u¨ber einen als DDC bezeichneten Mechanismus miteinander
verbunden. Neben der wichtigen Hauptaufgabe der Synchronisation der beiden FSMs
hat DDC noch eine Reihe weiterer Aufgaben im Rahmen der Kommunikation zwischen
DAQ und DCS zu erfu¨llen. So gibt es einige DCS-Parameter, wie beispielsweise die BOC-
28Subdetector Control Station
29Global Control Station
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Abbildung 4.8: schematische Darstellung der ATLAS-FSM-Hierarchie[3]
Temperaturen, die nur von DAQ-Sensoren ausgelesen werden ko¨nnen, weshalb diese dann
u¨ber den DDC-Mechanismus an das Detektorkontrollsystem weitergereicht werden mu¨s-
sen. Umgekehrt gibt es Fa¨lle, wie beispielsweise die Kalibration eines Optoboards, in
denen der eigentliche Scan der auf der DAQ-Seite durchgefu¨hrt wird, von der Einstellung
entsprechender DCS-Werte abha¨ngt.
Da die DCS-Rechner zum Teil auf Grund der Microsoft-proprieta¨ren OPC-Architektur
auf den Einsatz von Windows-Betriebssystemen angewiesen sind, die DAQ-Rechner aller-
dings durchweg mit Linux betrieben werden, kommt ein flexibles Kommunikationsprotokoll
fu¨r den Austausch der Daten und Kommandos zum Einsatz. Dieses soll im folgenden Ab-
schnitt in Folge seiner Wichtigkeit im Zusammenhang mit dieser Arbeit na¨her beschrieben
werden.
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4.2.5.1 Distributed Information Management
Das DIM30-Protokoll ist der DDC zugrunde liegende Kommunikationsmechanismus. Ab-
bildung 4.9 zeigt die wesentlichen Komponenten dieser Software. Als Client/Server-
Architektur verfu¨gt DIM u¨ber Server, die Daten zur Verfu¨gung stellen und Clients, die
diese abrufen.
Abbildung 4.9: Grundprinzip des DIM-
Mechanismus [22]
Da DIM, wie der Name schon impli-
ziert, auf den Einsatz in Systemen mit
mehreren Rechnern ausgerichtet ist, regis-
triert jeder Server (denn es kann beliebig
viele Server geben) die durch ihn bereit-
gestellten Daten in einem “Name Server”.
Dort werden die Daten unter dem Synonym
“Services” gefu¨hrt, das auch in der Abbil-
dung 4.9 verwendet wird. Dass es sich bei
den Services nicht nur um vom Client les-
bare Daten, “Information Services” oder
kurz “Infos” handeln muss, sei zuna¨chst
vernachla¨ssigt.
Sobald ein Client auf bestimmte Daten
zugreifen mo¨chte, sendet er einen “Service Request” an den Name Server. Dieser teilt dem
Client dann mit, auf welchem der vom Name Server verwalteten Rechner der Client die
gewu¨nschten Daten finden kann. Nach dieser initialen Kommunikation treten Client und
Server direkt miteinander in Kontakt und der Name Server wird nicht mehr beno¨tigt. Der
Client hat an dieser Stelle die Mo¨glichkeit, Daten entweder lediglich einmalig abzurufen
und die Kommunikation mit dem Server danach wieder zu beenden, oder sich vom Server
bei Werta¨nderung informieren zu lassen. Das einmalige Holen der Daten wird in DIM
allgemein als “GET”-, das Abonnieren als “SUBSCRIBE”-Mechanismus bezeichnet.
Neben der Bereitstellung von durch den Client abrufbaren Daten kann ein DIM-Server
auch Kommandos zur Verfu¨gung stellen, u¨ber die die Clients bestimmte Aktionen im Ser-
ver auslo¨sen ko¨nnen. Ein Beispiel fu¨r ein solches Kommando ist das Setzen einer Spannung
durch einen Client. Da Befehle auch fehlschlagen ko¨nnen, ist ein Ru¨ckgabewert als Indika-
tor fu¨r das Gelingen einer Befehlsausfu¨hrung in den meisten Fa¨llen notwendig. Wa¨hrend
Information Services vom Client nur gelesen und ihre Gegenstu¨cke, die “Command Ser-
vices” von diesen nur geschrieben werden ko¨nnen, ermo¨glicht die Bu¨ndelung der beiden
Typen in RPC31-Services eine bidirektionale Kommunikation zwischen Client und Server.
Die Gesamtheit aus Info-, Command- und RPC-Objekten nennt man auch DIM-Items.
30Distributed Information Management
31Remote Procedure Call. RPCs gibt es in vielen Programmiersprachen, wobei im Rahmen dieser
Arbeit jedoch ausschließlich der DIM-eigene RPC-Mechanismus unter dem Begriff “RPC” gemeint ist.
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Ein RPC besteht dabei immer aus drei Service-Items:
 RPC-Parameter: Viele Kommandos beno¨tigen weitere Parameter zur Spezifikation
der korrekten Aktion. Diese ko¨nnen vom Client in den Command-Service RPC-
Parameter geschrieben werden
 RPC-In oder Trigger: Dieses Command-Service-Bit wird von den Clients genutzt,
um die Ausfu¨hrung des Befehls auf Seiten des Servers zu starten. Da die interne
Ausfu¨hrung des Befehls auf Serverseite oftmals schneller erfolgt als eine einzelne
DIM-Transaktion, ist der Parameter vor dem Auslo¨sen des Triggers zu setzen.
 RPC-Out oder Response: Nachdem der Server die notwendigen, durch den Trigger
ausgelo¨sten Schritte unter Beru¨cksichtigung der gegebenen Parameter ausgefu¨hrt hat,
setzt dieser das Response-Bit, um dem damit verbundenen (per “SUBSCRIBE”)
Client die Beendigung des Kommandos zu signalisieren.
In den meisten Fa¨llen werden zusa¨tzliche Info-Services verwendet, um Aussagen u¨ber die
Qualita¨t der Kommandoausfu¨hrung zu liefern (Errorcodes, Ru¨ckgabewerte).
Der DDC-Mechanismus des Pixeldetektors ist so implementiert, dass sowohl DCS als
auch DAQ gleichzeitig als DIM-Server und Client agieren. Auf DCS-Seite kommt dabei
ein PVSS-DIM-Manager zum Einsatz, der die notwendigen DIM-Funktionen direkt aus
PVSS-Skripten heraus aufrufbar macht.
Da zwischen DAQ und DCS eine Vielzahl an mo¨glichen Kommandos ausgetauscht wer-
den, wurde der RPC-Mechanismus fu¨r den Pixeldetektor erweitert. Anstelle vieler einzelner
RPC-Services, die jeweils immer nur fu¨r genau ein Kommando zur Verfu¨gung stehen, nutzt
das Pixeldetektor-DDC einen wesentlich flexibleren Mechanismus zur Nutzung der RPCs.
Abbildung 4.10: Kommandodatenpunkt des Ex-
pertensystems.
Dabei werden spezielle RPC-Datenpunkte
(siehe Abbildung 4.10) von einem spe-
ziellen PVSS-Skript u¨berwacht, das im
Falle des Setzens des RPC-Triggers auf-
gerufen wird. Anstatt jedem RPC nur
ein einziges Kommando zuzuordnen, wird
das gesamte Kommando, inklusive Para-
metern in das Parameter-Item des RPCs
geschrieben (etwa “SET HIGHVOLTAGE
D1A B02 S1 M4 600V”). Dieser Para-
meter wird dann von dem erwa¨hnten
PVSS-Skript ausgewertet und in seine ver-
schiedenen Bestandteile zerlegt, die dann
entscheiden, welche Aktion ausgefu¨hrt wer-
den muss. Da je nach gewu¨nschtem Kom-
mando verschiedene Ru¨ckgabewerte von
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Interesse sind, gibt es zu jedem DDC-RPC mehrere Ru¨ckgabewert-Info-Services fu¨r Gleit-
kommazahlen, Zeichenketten usw.. Nachdem das PVSS-seitige Skript den Befehl abgear-
beitet hat, wird das Resultat in den entsprechenden Ru¨ckgabe-Service geschrieben und das
Response-Bit wird gesetzt, um den Client u¨ber die beendete Ausfu¨hrung zu informieren.
Ausfu¨hrliche Untersuchungen[41] auf vergleichsweise moderner Hardware haben ge-
zeigt, dass bei einer Updaterate von 5 s bis zu 25000 Datenpunktelemente durch den
PVSS-DIM-Server bereitgestellt werden ko¨nnen, bevor das System instabil wird. Beru¨ck-
sichtigt man, dass DIM ausschließlich fu¨r den Transport von Nachrichten und Kommandos
konzipiert wurde, sowie die Tatsache, dass wa¨hrend des Betriebs des Pixeldetektors le-
diglich die Status-/State-Kombinationen der FSM-Device- und Control-Units u¨bertragen
werden sollten, scheint diese Zahl mehr als ausreichend32. Im Falle eines detektorwei-
ten Interlocksignals, wie es durch I DSS ausgelo¨st werden kann, wu¨rden sich jedoch alle
Status-/State-Paare innerhalb ku¨rzester Zeit a¨ndern, was das System kurzzeitig an seine
Belastungsgrenze bringen wu¨rde.
Eine zusa¨tzliche, gravierende Belastung des DIM-Mechanismus ist daher von allen
anderen Softwarekomponenten zu vermeiden. Insbesondere die Anzahl zusa¨tzlicher DIM-
Items ist auf ein Minimum zu reduzieren (siehe Abschnitt 8.2.1).
32Die FSM nutzt weniger als 3000 Device-/Control-Units mit jeweils zwei Werten, die sich im Normalfall
selten a¨ndern. Selbst wenn der gesamte Detektor an oder ausgeschaltet wird, ist die tatsa¨chliche Datenrate
weit geringer als die dadurch theoretisch mo¨glichen 6000 Werte pro Sekunde, da die FSM selbst Zeit




Bevor in Kapitel 8 auf das im Rahmen dieser Arbeit konzipierte Expertensystem fu¨r das
Detektorkontrollsystem des Pixeldetektors eingegangen wird, folgt hier zuna¨chst eine kurze
Einfu¨hrung in das Gebiet der Expertensysteme.
5.1 Definition eines Expertensystems
Expertensysteme bilden ein Untergebiet der Ku¨nstlichen Intelligenz. Wa¨hrend bereits in
den 50er Jahren versucht wurde, Computerprogramme mit ku¨nstlicher Intelligenz, getreu
dem Motto:
“Every aspect of learning or any other feature of intelligence can be so precisely des-
cribed that a machine can be made to simulate it.” [John McCarthy]1
zu entwickeln, konnten diese ersten Versuche die an sie gestellten Erwartungen nicht erfu¨l-
len.
Da schnell erkannt wurde, dass das ambitionierte Ziel eines “General Problem Solvers”
weder mit der damaligen Software, noch mit der zur Verfu¨gung stehenden Hardware rea-
lisiert werden konnte, beschra¨nkte man sich auf stark eingeschra¨nkte Problemfelder. Ziel
war es nunmehr, nicht mehr alle von einem intelligenten Wesen lo¨sbaren Probleme mit
Hilfe eines Computers zu lo¨sen (General Problem Solver), sondern Programme zu ent-
wickeln, die in einem eingeschra¨nkten Wissensbereich Probleme identifizieren und lo¨sen
1Das angefu¨hrte Zitat ist Teil des inzwischen beru¨hmten “Dartmouth Vorschlages”, der im Rahmen
der fu¨r das Forschungsgebiet der Ku¨nstlichen Intelligenz wegweisenden Konferenz “Dartmouth Summer
Research Conference on Artificial Intelligence” von John McCarthy und Kollegen unterbreitet wurde. Die
im Sommer 1956 abgehaltene Konferenz gilt gemeinhin als Beginn der Ku¨nstlichen-Intelligenz-Forschung
unter diesem Namen. John McCarthy entwickelte im Jahr 1960 die Programmiersprache LISP (List
Processor), die noch immer die Grundlage der in dieser Arbeit genutzten Logiksprachen bildet[42][1].
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ko¨nnen. Solche Systeme werden Expertensysteme genannt und in einigen Gebieten bereits
seit Jahrzehnten erfolgreich eingesetzt2.
Die sich dabei stellende Aufgabe, aus gegebenen Daten auf die Ursache eines Problems
zu schließen, kann mit verschiedenen Ansa¨tzen gelo¨st werden. Die bis heute beliebteste
und verbreitetste Form bilden dabei “regelbasierte Systeme”, die die vorhandenen Daten
mit Hilfe von “Produktionsregeln” auswerten und daraus Schlu¨sse ziehen. Solche Systeme
werden daher auch als “Produktionssysteme” bezeichnet.
Ein weiterer Ansatz fu¨r die Realisierung eines Expertensystems besteht in der Ver-
wendung ku¨nstlicher neuronaler Netze. Wa¨hrend die Vorstellung eines “denkenden”, “in-
telligenten” Computers im Bereich der Expertensysteme sicherlich sehr reizvoll ist, fehlt
in diesem Bereich oftmals die notwendige Voraussetzung fu¨r den Einsatz dieser Netze:
die Mo¨glichkeit das System lernen oder trainieren zu lassen. Dazu mu¨sste ein neuronales
Netz entweder u¨ber eine exakte Simulation des zu beschreibenden Expertengebiets, auch
Wissensdoma¨ne genannt, verfu¨gen oder die Mo¨glichkeit besitzen, anhand der Reaktionen
des realen Systems zu lernen. Beides ist in vielen Fa¨llen schwierig bzw. gefa¨hrlich zu
realisieren.
Das in dieser Arbeit beschriebene DCS-Expertensystem stellt ein regelbasiertes System
dar, weshalb sich die folgenden Abschnitte ausschließlich auf diesen Typ des Expertensys-
tems konzentrieren. Da die meisten Expertensysteme auf Produktionssystemen beruhen
und damit ebenfalls regelbasiert sind, werden diese Terme im weiteren Verlauf synonym
genutzt3. “Expertensystem” bedeutet im folgenden also immer “regelbasiertes Experten-
system”.
5.2 Aufbau eines Expertensystems
Jedes regelbasierte Expertensystem besteht aus den vier kooperierenden Hauptkomponen-
ten “Regelbasis”, “Datennahmekomponente”, “Inferenzmaschine” und “Benutzerschnitt-
stelle” (siehe auch Abbildung 5.1), die in den folgenden Abschnitten erkla¨rt werden sollen.
5.2.1 Die Regelbasis
Die Regelbasis eines Expertensystems ist Teil der u¨bergeordneten Wissensbasis, die von
den vier Komponenten gemeinsam genutzt wird und die das gesamte problemspezifische
Wissen speichert. Dies beinhaltet neben den aktuell vorliegenden Daten insbesondere die
2Das beru¨hmteste Beispiel ist wohl das medizinische Diagnosesystem ”Mycin“, Stanford University,
1972.
3Insbesondere da der Term “Produktionssystem” im Bereich der Softwareentwicklung noch eine zweite
Bedeutung hat, die ausdru¨ckt, dass es sich bei einem bestimmten Rechner nicht um einen Entwicklungs-
rechner handelt (Gegenu¨berstellung von Produktion und Entwicklung ).
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Abbildung 5.1: Prinzipieller Aufbau eines Expertensystems
notwendigen Regeln, um aus den in der Datennahmekomponente gesammelten Fakten mit
Hilfe des Inferenzmechanismus (siehe 5.2.3) Schlussfolgerungen zu ziehen. Diese werden in
der Regelbasis gespeichert, die rein anwendungsspezifisches Wissen entha¨lt und daher fu¨r
jedes Einsatzgebiet neu geschrieben werden muss.
Abbildung 5.2: Allgemeiner Aufbau einer Regel
Die Regeln bilden dabei das Wissen ei-
nes oder mehrerer menschlicher Fachexper-
ten auf dem entsprechenden Gebiet ab und
bilden damit die Wissensgrundlage des Ex-
pertensystems.
Abha¨ngig von der genutzten Inferenz-
maschine unterscheidet sich die Regelsyn-
tax des Expertensystems. Allen Systemen
gemein ist jedoch der prinzipielle Aufbau
einer Regel in “Regelname”, “Pra¨misse”
und “Konklusion”, wie in Abbildung 5.2
gezeigt.
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Je nach Einsatzzweck und Anforderung, kann die Regelbasis dabei in Form von Text-
dateien oder Datenbanken vorliegen, was jedoch fu¨r die weitere Betrachtung unerheblich
ist.
5.2.2 Die Datennahmekomponente
Die Datennahmekomponente bildet die direkte Verbindung zu den Realdaten des jeweili-
gen Problems. Die sich hier stellende Problemstellung ist oft rein technischer Natur, da
eine Interfacemo¨glichkeit zwischen der Datennahmesoftware und dem Expertensystem ge-
funden werden muss. Dennoch hat die Datennahmekomponente einen wichtigen Einfluss
auf den genutzten Inferenzmechanismus, da sie in vielen Fa¨llen bestimmt, wieviele Daten
mit welcher Frequenz beru¨cksichtigt werden ko¨nnen.
Die von der Datennahmekomponente in das Expertensystem eingegebenen Daten wer-
den gemeinhin als Fakten bezeichnet, bei denen es sich um einzelne Werte oder aber auch
um komplexe Objekte handeln kann (siehe Abschnitt 5.2.3.1).
5.2.3 Die Inferenzmaschine
Den eigentlichen Kern des Expertensystems bildet die Schlussfolgerungs- oder auch “Infe-
renzkomponente”4. Diese verarbeitet die von der Datennahmekomponente bereitgestellten
Daten mit Hilfe der in der Wissensbasis spezifizierten Regeln.
Dabei unterscheidet man prinzipiell das Abgleichen der vorhanden Daten mit der Ge-
samtheit der vorhandenen Regeln (Abschnitt 5.2.3.1), und die darauffolgende Priorisierung
der passenden Regeln (Abschnitt 5.2.3.2).
Je nach Problemstellung kommen dabei verschiedene Inferenzstrategien fu¨r den Daten-
fluss und die Regelauswertung zum Einsatz:
 Datenfluss:
Vorwa¨rtsverkettung: Die Schlussfolgerungen werden durch Auswertung aller




Ru¨ckwa¨rtsverkettung: Hier werden die Daten selektiv, anhand der offensicht-
lichen Symptome unter Annahme einer Hypothese genommen. Diese Daten werden
dann mit der Hypothese verglichen.
4Der lateinische Begriff “Inferenz” (von infero: folgern, schließen) wird in diesem Zusammenhang fu¨r
die logikbasierte Schlussfolgerung eines Computerprogramms verwendet.
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 Regelauswertung:
Probabilistisches Schließen: Hierbei werden die einzelnen Schlussfolgerungen
mit mathematischen Wahrscheinlichkeiten gewichtet.
Unsicheres Schließen: Im Gegensatz zum probabilistischen Schließen werden
die Gewichte nicht streng als mathematische Wahrscheinlichkeiten, sondern nur als
Wichtungsfaktoren gewertet. Man geht dabei oft zu Wahrscheinlichkeitsbereichen








In vielen Fa¨llen kommen auch Kombinationen der oben genannten Inferenzstrategien
zum Einsatz.
5.2.3.1 Der Rete-Algorithmus
Unabha¨ngig von der gewa¨hlten Inferenzstrategie ist die zentrale Aufgabe der Inferenzma-
schine der Abgleich der durch die Datennahmekomponente in das System eingefu¨gten Fak-
ten mit den in der Regelbasis vorhandenen Regeln. Da die Wissensbasis aus einer großen
Zahl komplexer Regeln und Fakten bestehen kann, ist es notwendig einen mo¨glichst effizi-
enten Algorithmus zu nutzen, um zu bestimmen, welche der vorhandenen Regeln zu den
Fakten passen.
Ein naiver Lo¨sungsansatz besteht darin, die einzelnen Regeln der Reihe nach jeweils
mit allen vorhandenen Fakten abzugleichen und diesen Prozess zu wiederholen, sobald ein
neues Faktum in die Wissensbasis eingefu¨gt, bzw. der Wert eines bestehenden Faktums
gea¨ndert wurde. Obwohl dieser Algorithmus prinzipiell funktioniert, ist er in einem System
mit vielen Regeln und vielen, sich ha¨ufig a¨ndernden Fakten sehr rechenaufwa¨ndig und wird
daher vermieden.
Ein wesentlich leistungsfa¨higerer Ansatz, der sich daher auch in den meisten modernen
Produktionssystemen durchgesetzt hat, ist der “Rete”-Algorithmus. Im Gegensatz zum
angedeuteten naiven Algorithmus nutzt dieser mehrere Optimierungen, um den Inferenz-
vorgang signifikant zu beschleunigen.
Der Name Rete5 bezieht sich dabei auf die netzartige Inferenzstruktur, die von den
Fakten wa¨hrend des Inferenzprozesses durchlaufen wird und fu¨r die sich ein Beispiel in
Abbildung 5.3 findet. Dieses Netz besteht aus fu¨nf unterschiedlichen Knotenarten, die ein
eingehendes Faktum dabei nur dann an die nachfolgenden Knoten weiterleiten, wenn die
durch sie u¨berpru¨fte Eigenschaft durch das Faktum erfu¨llt wird.
Das Rete-Netz besitzt dabei genau einen Eingangsknoten, der gemeinhin auch als
“Rete-Node” bezeichnet wird. Dieser dient als Schnittstelle zur Datennahmekomponen-
te des Expertensystems und stellt keine weiteren Bedingungen an die einzelnen Fakten.
5lat.: Netz
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Abbildung 5.3: Beispiel des Rete-Netzes fu¨r die beiden Regeln 5.4(a) und 5.4(b).
An dieser Stelle ist anzumerken, dass die erwa¨hnten Fakten, je nach Inferenzmaschi-
ne unterschiedlich repra¨sentiert werden. Die einfachste und auch oft genutzte Repra¨sen-
tationsmo¨glichkeit besteht in einem einfachen Tupel aus Faktenname und Faktenwert.
Objektorierte Inferenzmaschinen hingegen bieten meist die Mo¨glichkeit, ganze Objekte,
also Instanzen einer Klasse, als einzelne Fakten aus dem aufrufenden Programmcode zu
u¨bernehmen und auf deren Parameter direkt zuzugreifen.
Nachdem neue Fakten den Rete-Knoten durchlaufen haben, kommen in objektori-
entierten Implementationen des Algorithmus “Object Nodes” zum Einsatz, die den
Objekt-Typ des Faktums u¨berpru¨fen und analog zu einer Weiche eine erste Festle-
gung der Fakten auf bestimmte Teilbereiche des Rete-Netzes vornehmen. In den dar-
auf folgenden “Alpha-Nodes” werden einzelne Eigenschaften der durch die Object-Nodes
vorselektierten Fakten-Objekte untersucht, bevor die “Beta-Nodes” solche Kandidaten-
5.2. AUFBAU EINES EXPERTENSYSTEMS 81
Fakten miteinander logisch6 verknu¨pfen, die alle davor liegenden Alpha-Knoten passiert
haben. Eventuell erreichen ein oder mehrere Fakten schließlich die “Terminal-Nodes”,
die jeweils mit einer Regel assoziiert sind und erzeugen damit deren “Aktivierungen”.
Begriffsdefinition “Aktivierung”
Unter einer Aktivierung versteht man das Markieren einer zum gegebenen Datensatz
passenden Regel durch die Inferenzmaschine.
Abbildung 5.4 zeigt zwei einfache Beispielregeln, deren dazugeho¨riges Rete-Netz in Ab-
bildung 5.3 dargestellt ist. Nachdem die Fakten den initialen Rete-Knoten durchlaufen ha-
ben, werden sie in die drei beteiligten Objekttypen eingeteilt. Im Falle der “VddProblem”-
Regel wird demnach untersucht, ob es Fakten vom Typ “Modulspannung VDD” oder
“VDD-Kanal” gibt. Sollte dies der Fall sein, wird durch die erwa¨hnten Alpha-Knoten
u¨berpru¨ft, ob diese Fakten bestimmte Eigenschaften erfu¨llen, beispielsweise, ob die Span-
nung unterhalb von 1 V liegt. Sollte dies der Fall sein, wird das entsprechende Faktum
an nachfolgende Alpha- oder Beta-Knoten weitergegeben. Um eine u¨berflu¨ssige, doppel-
te U¨berpru¨fung eines bereits eingegebenen Faktums zu vermeiden, wird jedes eingehende
Faktum zudem im “Alpha-Memory” des Alpha-Knotens zwischengespeichert.
(a) Vereinfachtes Beispiel einer VDD-Regel. (b) Vereinfachtes Beispiel einer Temperatur-Regel.
Abbildung 5.4: Zwei einfache Beispielregeln mit mehreren Pra¨missen und jeweils einer Konklusion.
Im Gegensatz zu Alpha-Knoten besitzen Beta-Knoten generell zwei Einga¨nge und lei-
ten nur dann die anliegenden Fakten weiter, wenn die Kombination aus linkem und rech-
tem Eingang die geforderte logische Verknu¨pfung (im Beispiel ein UND) erfu¨llt. Auch
hier kommen Eingangszwischenspeicher zum Einsatz, um zu verhindern, dass bereits vor-
handene, identische Fakten erneut u¨berpru¨ft werden. Die Faktenkombinationen, die der
6Dabei ko¨nnen, je nach Inferenzmaschine, alle ga¨ngigen logischen Verknu¨pfungen wie “UND”,
“ODER”, “NICHT”, “KEIN” etc. implementiert sein.
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U¨berpru¨fung durch den letzten Beta-Knoten standhalten ko¨nnen, werden dann an den
entsprechenden Terminal-Knoten weitergeleitet und erzeugen somit die Aktivierung der
entsprechenden “VddProblem”-Regel. Auch die Terminal-Nodes besitzen einen Zwischen-
speicher, der in der Lage ist, die Faktenkombinationen die zu den einzelnen Aktivierungen
gefu¨hrt haben, zu speichern.
Wa¨hrend die erwa¨hnte “VddProblem”-Beispielregel bereits einige wesentliche Ideen
des Rete-Algorithmus verdeutlicht hat, so wird ein weiterer wichtiger Optimierungsan-
satz sichtbar, wenn man die “TemperaturProblem”-Regel betrachtet. Wie schon aus dem
vereinfachten Regelcode sichtbar, teilt diese mehrere Pra¨missen mit der “VddProblem”-
Regel. Dies wird im Rete-Algorithmus ausgenutzt, indem die entsprechenden Alpha- und
Beta-Nodes von beiden Regeln geteilt und somit pro Fakt nur einmal durchlaufen werden
mu¨ssen. Im Beispiel kann man sofort erkennen, welchen Vorteil dieses “Node-Sharing” in
Zusammenarbeit mit der Zwischenspeicherung der Fakten an den einzelnen Knoten hat. In
einer Situation, in der bereits Fakten existieren, die das Vorhandensein eines Vdd-Problems
untermauern, ko¨nnte das zusa¨tzliche Auftauchen eines entsprechenden Interlocksignals auf
ein Temperaturproblem hindeuten. In einem solchen Fall muss die Inferenzmaschine jedoch
lediglich die beiden Interlockbedingungen u¨berpru¨fen, da der “linke” Zwischenspeicher des
letzten Beta-Knotens bereits die “Partial-Matches”, also die Teiltreffer der vorhergehen-
den, gemeinsam genutzten Knoten entha¨lt.
Zusammenfassend bietet der Rete-Algorithmus folgende wichtige und automatisch vor-
genommene Verbesserungen gegenu¨ber einem naiven Pattern-Matching-Verfahren:
 Zwischenspeicherung: Jeder Knoten merkt sich die Fakten, die an ihm anliegen und
damit die Fakten, die die vorhergehenden Knoten erfolgreich passiert haben.
 Einmalige U¨berpru¨fung: Jedes Faktum wird pro Knoten maximal einmal u¨berpru¨ft.
Erst eine Werta¨nderung des Faktums bewirkt eine erneute U¨berpru¨fung.
 Node-Sharing: Der Rete-Algorithmus untersucht ALLE in der Regelbasis vorhan-
denen Regeln auf gemeinsam genutzte Knotenstrukturen. Sollten solche Strukturen
vorhanden sein, werden entsprechende Bereiche des Rete-Netzes gemeinsam genutzt
und nicht fu¨r jede Regel getrennt ausgewertet.
Wa¨hrend der vorgestellte Rete-Algorithmus den skizzierten, naiven Ansatz in der Ge-
schwindigkeit je nach Anwendung mehr oder weniger deutlich schla¨gt, sei angemerkt, dass
dieses Plus an Performance durch einen ho¨heren Speicherbedarf erkauft wird7.
Alle im weiteren betrachteten Inferenzmaschinen nutzen daher den Rete-Algorithmus.
7Bei der seit Jahren u¨blichen und stetig wachsenden Speicherausstattung der eingesetzten Rechner ist
allerdings gewa¨hrleistet, dass die enorme Anzahl an Fakten, die notwendig wa¨re, den Speicher zu fu¨llen,
im Falle des naiven Ansatzes zu einem sehr langsamen oder gar nicht mehr reagierenden System fu¨hren
wu¨rde.
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5.2.3.2 Konflikte
Da im Allgemeinen mehr als eine Schlussfolgerung aus den Daten gezogen werden kann,
oder mit anderen Worten mehr als eine Regel aktiviert wurde, muss mit Hilfe einer Kon-
fliktlo¨sungsstrategie eine Ordnung innerhalb der “Agenda” erzeugt werden, damit die ent-
sprechenden Regeln “gefeuert” und die damit verbunden Konklusionen ausgefu¨hrt wer-
den ko¨nnen. Dazu dienen beispielsweise Filtermechanismen, die Regeln auf Grund be-
stimmter Faktoren, wie beispielsweise “Aktualita¨t der Daten” oder “Spezifita¨t”, gewichten.
Begriffsdefinition “Agenda” und “feuern einer Regel”
Die Menge aller durch die Fakten der Wissensbasis erzeugten Aktivierungen nennt
man Agenda.
Die Auswahl und Ausfu¨hrung einer auf der Agenda stehenden Regel wird als feuern
der Aktivierung bezeichnet.
Im Jargon der Expertensysteme wird dabei die Regel zuerst ausgefu¨hrt oder gefeuert,
die nach der Konfliktlo¨sung die ho¨chste Priorita¨t besitzt (siehe Abbildung 5.5). Allerdings
ist es abha¨ngig von der Implementation des konkreten Expertensystems, ob nur die Ak-
tivierung mit der ho¨chsten Priorita¨t gefeuert wird, oder ob gegebenenfalls weitere Regeln
mit niedrigerer Priorita¨t ausgefu¨hrt werden ko¨nnen.
Abbildung 5.5: Regelabgleich und Konfliktlo¨sung in einem Expertensystem
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5.2.4 Die Benutzerschnittstelle
Die vierte Hauptkomponente eines Expertensystems bildet das Userinterface, dessen Auf-
gabe sowohl in der Darstellung und Erkla¨rung der vom System abgeleiteten Schlussfolge-
rungen, als auch in der Bereitstellung einer Wissenserwerbskomponente liegt.
Das Userinterface eines Expertensystems kann allgemein in folgende Bestandteile ge-
gliedert werden:
 Erkla¨rungskomponente: Wurde eine Aktivierung erzeugt, so muss der Nutzer
daru¨ber informiert werden. Die Erkla¨rungskomponente fu¨hrt dabei einerseits auf,
welche Fakten aus der Wissensbasis zur Aktivierung der jeweiligen Regel gefu¨hrt
haben, wa¨hrend sie andererseits dafu¨r zusta¨ndig ist, den Nutzer u¨ber die daraus
folgenden Konklusionen in Kenntnis zu setzen.
 Interviewerkomponente: Je nach Anwendung kann es notwendig sein, weitere
Daten vom Nutzer zu erfragen, die nicht von der Datennahmekomponente genommen
werden ko¨nnen. Dazu stellt die Interviewerkomponente innerhalb des Userinterfaces
spezielle Dialoge zur Verfu¨gung.
 Wissenserwerbskomponente: Da jedes Expertensystem maßgeblich von Umfang
und Qualita¨t der vorhandenen Regelbasis abha¨ngig ist, stellt die Wissenserwerbskom-
ponente Mo¨glichkeiten zur Verfu¨gung, diese Regelbasis auszubauen und zu verfeinern.
Zu unterscheiden ist dabei zwischen Systemen, in denen ein mit der Regelsyntax
vertrauter Expertensystem-Administrator in Ru¨cksprache mit den Fachexperten syn-
taxkonforme Regeln eingibt, und solchen, in denen ein Regeleditor direkt von den
Fachexperten bedient werden kann (diese Situation ist in Abbildung 5.1 dargestellt).
Weitergehende Details des Userinterfaces lassen sich nicht allgemeingu¨ltig fu¨r alle Ex-
pertensysteme definieren. Eine ausfu¨hrliche Beschreibung des Userinterfaces fu¨r das im




6.1 Motivation fu¨r ein DCS-Expertensystem
Die Motivation fu¨r den Einsatz eines Expertensystems fu¨r das DCS ist durch den hohen
Anteil fachspezifischen Wissens gegeben, der eine Problemlo¨sung fu¨r Nicht-Experten er-
schwert oder unmo¨glich macht. Andererseits sind große Bereiche des Fachwissens recht
einfach u¨ber
”
wenn-dann“-Regeln zu realisieren, was den Einsatz eines regelbasierten Sys-
tems ermo¨glicht. Weiterhin ist der Großteil des Systems bereits automatisiert, so dass fu¨r
das eigentliche DCS kein zusa¨tzlicher Aufwand fu¨r die Datennahme entsteht.
Neben diesen grundsa¨tzlichen Voraussetzungen fu¨r den Einsatz eines Expertensystems
sind folgende wichtige Motive zu nennen:
 Unterstu¨tzung der Nutzer & Entlastung der Experten: Hauptziel der An-
strengungen ist es, ein dediziertes Expertensystem so weit zu entwickeln, dass es im
tatsa¨chlichen Betrieb des Detektors hilft, die wenigen echten DCS-Experten zu ent-
lasten, indem es dem normalen Schichtpersonal die selbststa¨ndige Lo¨sung einfacher
DCS-Probleme ermo¨glicht.
 Konservierung des Wissens: Ein weiterer wichtiger Motivationspunkt liegt in der
kurzen durchschnittlichen Bescha¨ftigungsdauer der Experten, die selten viele Jahre
innerhalb des DCS ta¨tig sind. Es ist daher von großem allgemeinen Interesse, dieses
Fachwissen fu¨r die nachfolgenden DCS-Experten zu konservieren.
Die folgenden Abschnitte 6.1.1 und 6.1.2 stellen die sich daraus ergebenden Anforde-
rungen im Detail vor.
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6.1.1 Was ein DCS-Expertensystem ko¨nnen MUSS
Folgende Eigenschaften sind als Anforderung fu¨r ein zu implementierendes Expertensystem
anzusehen:
 Keine Beeintra¨chtigung des DCS: Das DCS muss unabha¨ngig vom Expertensys-
tem weiterhin voll funktionsfa¨hig bleiben.
 Bedienungsfreundlichkeit: Das Expertensystem soll einfach zu bedienen sein und
die Arbeit des Schichtpersonals erleichtern.
 Leistungsfa¨higkeit: Das Expertensystem muss leistungsstark genug sein, um eine
gewisse Zahl an einfachen Problemen zu lo¨sen, um eine Grundakzeptanz bei den
Nutzern zu erreichen.
 Einfacher Wissenserwerb: Der kritischste Punkt eines Expertensystems ist der
Aufbau der Wissenserwerbskomponente. Ist diese zu kompliziert, beziehungsweise der
Wissenserwerb zu aufwa¨ndig und zeitintensiv fu¨r den Experten, so wird dieser neue
Fehlerbeschreibungen nicht in das System eingeben und das Expertensystem damit
zum Scheitern verurteilen.
 Versta¨ndlichkeit: Die Fehlerbeschreibungen und Problemlo¨sungsvorschla¨ge sollten
in einer mo¨glichst einfach versta¨ndlichen Art und Weise, nach Mo¨glichkeit in
menschlicher Sprache, dargestellt werden, damit das Schichtpersonal den Entschei-
dungsprozess nachvollziehen und die Problemlo¨sungen verstehen kann.
 Zuru¨ckhaltung: Lo¨sungen sollten immer als
”
mo¨gliche“ Lo¨sungen mit einer gewis-
sen Unsicherheit angegeben werden. Das System sollte immer davon ausgehen, dass
nicht alle mo¨glichen Ursachen eines Problems bekannt sind.
 Dynamik: Die Unsicherheitsfaktoren der verschiedenen Lo¨sungen sollten dynamisch
sein und sich den a¨ndernden Verha¨ltnissen wa¨hrend des Betriebs automatisch anpas-
sen.
 Generalisierung: Neue Fehlerbeschreibungen sollten anhand von bereits aufgetrete-
nen Einzelfehlern generalisiert werden ko¨nnen.
 Spezialisierung: Bereits bestehende Fehlerbeschreibungen sollten genauer spezifi-
ziert werden ko¨nnen.
 Effizienz: Die Kernkomponenten des Expertensystems mu¨ssen auf einem einzigen
Rechner schnell genug betrieben werden ko¨nnen.
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6.1.2 Was ein DCS-Expertensystem NICHT darf
Es ist besonders wichtig, bei der Entwicklung folgende Punkte sicherzustellen:
 Autonomie beanspruchen: Das Expertensystem darf Probleme nicht ohne Nut-
zerinteraktion eigensta¨ndig lo¨sen und muss mo¨gliche automatische Problemlo¨sungen
vorher explizit und versta¨ndlich erkla¨ren.
 Stabilita¨t beeintra¨chtigen: Das Expertensystem darf den stabilen Betrieb des DCS
nicht durch zusa¨tzliche Last, blockierende Abfragen oder sonstige Programmaspekte
gefa¨hrden.
 Mensch oder Maschine gefa¨hrden: Das Expertensystem darf keine Lo¨sungsvor-
schla¨ge liefern, die Mensch oder Maschine gefa¨hrden ko¨nnten.
6.2 Zusa¨tzliche Rahmenbedingungen
Neben den im vorherigen Abschnitt ausgefu¨hrten (internen) Anforderungen an ein Ex-
pertensystem fu¨r das Detektorkontrollsystem des Pixeldetektors ergeben sich weitere ex-
terne Anforderungen an das System. Diese sind darauf begru¨ndet, dass im Rahmen der
Doktorarbeit von Markus Mechtel, ebenfalls an der Universita¨t Wuppertal, zur Zeit ein
Expertensystem fu¨r das LHC-Grid1 entwickelt wird.
Da große Teile der Anforderungen und der Infrastruktur in beiden Systemen sehr
a¨hnlich sind, wurde vereinbart, eine gemeinsame Entwicklung zwei Einzello¨sungen vorzu-
ziehen. Daraus ergeben sich weitere Vorteile, die in Kapitel 8 genauer beschrieben werden.
Da damit die zu nutzende Software auch fu¨r das Grid-Expertensystem “GridXP” ein-
gesetzt werden soll, mu¨ssen einige zusa¨tzliche Rahmenbedingungen eingehalten werden,
die fu¨r das DCS-Expertensystem allein keine sehr hohe Priorita¨t ha¨tten:
 Geschwindigkeit: Da das Expertensystem im Rahmen der Grid-Nutzung tausende
“Jobs” u¨berwachen soll, muss es mo¨glichst schnell sein.
 Client/Server-Architektur: Das Expertensystem muss auf einer Client/Server-
Architektur basieren, die den Einsatz mehrerer Clients auf entfernten Rechnern er-
laubt.
1Der Begriff des “Grids” ist schwierig zu definieren, was sich in einem Zitat von Ian Foster, von vielen
als Vater des Grids bezeichnet, widerspiegelt: “The recent explosion of commercial and scientific interest
in the Grid makes it timely to revisit the question: What is the Grid, anyway?”[21] Foster selbst liefert im
selben Dokument eine mo¨gliche Definition: “A Grid is a system that coordinates resources that are not
subject to centralized control using standard, open, general-purpose protocols and interfaces to deliver
nontrivial qualities of service.” Eine genauere Beschreibung des LHC-Grid findet sich in [6] und [26]
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 Verschlu¨sselung: Die Kommunikation zwischen den Clients und dem Server muss
verschlu¨sselt erfolgen, da angestrebte kommerzielle Nutzungen des Grid dies aus
Gru¨nden des Datenschutzes verlangen.
 Portabilita¨t: Das Userinterface und der Server mu¨ssen auf Windows- und Linux-
rechnern lauffa¨hig sein.
Neben diesen sich zusa¨tzlich ergebenden, wichtigen Rahmenbedingungen muss das Sys-
tem im Detail weitere Forderungen erfu¨llen, die fu¨r einen alleinigen Betrieb im Rahmen
des Pixel-DCS eventuell nicht notwendig gewesen wa¨ren. Da diese wa¨hrend der Software-
Evaluierungsphase jedoch keine Rolle spielten, wird auf diese erst an den entsprechenden
Stellen in Kapitel 8 hingewiesen.
6.3 Ausgangslage fu¨r die weitere Arbeit
Fu¨r die Implementation des Expertensystems, bietet sich der Einsatz bereits vorhandener
Softwarekomponenten an. Diese sind in “Expertensystem-Shells” zu finden, die den Aufbau
eines eigenen Expertensystem mit Hilfe vorgefertigter Komponenten ermo¨glichen.
6.3.1 Vorhandene Software
Wa¨hrend der Nachforschungen stellte sich heraus, dass derzeit in Industrie und Forschung
im wesentlichen drei verschiedene Experten-Shells zum Einsatz kommen.
CLIPS2 ist das a¨lteste der drei Systeme und verfu¨gt u¨ber eine sehr umfangreiche Doku-
mentation, sowie eine aktive Nutzergemeinde, was insbesondere bei anfa¨nglichen Schwie-
rigkeiten hilfreich ist. CLIPS unterstu¨tzt neben zahlreichen anderen Inferenzmechanismen
auch den besonders schnellen und effizienten Rete-Algorithmus, arbeitet datengetrieben
(vorwa¨rtsverkettet), bietet eine auf LISP3 basierende Logiksprache sowie umfangreiche
Schnittstellen. CLIPS ist “Public Domain” und somit lizenskostenfrei.
JESS4 ist die Java-basierte, weitgehende Reimplementation von CLIPS. Wa¨hrend
CLIPS in C geschrieben ist und damit mehr Aufwand bei der Portierung von einem
Betriebssystem auf ein anderes verursacht, la¨uft Java unter allen u¨blichen Betriebssyste-
men (Windows, Unix, Mac) ohne weitere Modifikationen. Da JESS nicht auf der neuesten
CLIPS-Version basiert5, die JESS-Community deutlich kleiner als die von CLIPS ist und
2C Language Integrated Production System
3List Processing
4Java Expert System Shell
5JESS basiert auf einer CLIPS-Version aus dem Jahr 1995. Kurze Zeit spa¨ter trennten sich die Ent-
wicklungspfade.
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JESS seitdem parallel zu CLIPS entwickelt wird, bietet JESS zudem nicht alle Features der
letzten CLIPS-Versionen. JESS ist fu¨r den kommerziellen Gebrauch lizenzkostenpflichtig,
nach Absprache fu¨r den universita¨ren Gebrauch jedoch kostenlos.
“JBoss Rules” oder auch “Drools” ist ebenfalls eine auf CLIPS basierende und komplett
in Java geschriebene Expertensystem-Shell. Im Gegensatz zu JESS ist JBoss Rules jedoch
ein Open Source Projekt. Die hinter der JBoss-Produktfamilie stehende Firma RedHat6
hat gerade im wissenschaftlichen Umfeld einen guten Ruf, was auch durch die Wahl von
RedHat-Linux als Grundbaustein des am CERN und Fermilab genutzten “Scientific Linux”
deutlich wird.
Die Entscheidung, welche der drei Expertensystemshells die bessere Wahl ist, war zu
Beginn der Arbeiten am Pixel-DCS-Expertensystem anhand der vorliegenden Eckdaten
nicht eindeutig zu fa¨llen. Um die Eignung der Programme fu¨r das spa¨ter zu erstellende
DCS-Expertensystem auszuloten, wurden umfangreiche Tests durchgefu¨hrt, die in Ab-
schnitt 7.3 genauer beschrieben werden.
6.3.2 Fehlende Komponenten
Unabha¨ngig von der Wahl der oben skizzierten Expertensystem-Shells, mu¨ssen die einzel-
nen Softwarekomponenten modifiziert oder komplett bereitgestellt werden:
 Die Regelbasis: Abha¨ngig von den Mo¨glichkeiten der Expertensystem-Shell muss
eine geeignete Form der Regelbasis gefunden und an das System angebunden werden.
Weiterhin muss die Regelbasis mit einem Initialsatz von Regeln gefu¨llt werden, um
einen ersten Betrieb zu ermo¨glichen.
 Die Datennahmekomponente: Die PVSS-Daten mu¨ssen mo¨glichst ohne großen
Rechenaufwand und Zeitbedarf an das Expertensystem propagiert werden. Dabei ist
zu beachten, dass eine vollsta¨ndige U¨berwachung der mehr als 30000 DCS-Parameter
(siehe Abbschnitt 4.2.1) von vornherein ausgeschlossen7 ist. Daher muss ein geeig-
neter Triggermechanismus gefunden und implementiert werden, der die selektive
Weitergabe aller notwendigen Prozessparameter in mo¨glichst kurzer Zeit erlaubt.
 Die Nutzerschnittstelle: Das Userinterface sowohl fu¨r den normalen Nutzer, als
auch fu¨r den Experten muss komplett neu entwickelt und programmiert werden. Dabei
kommt der u¨bersichtlichen und benutzerfreundlichen Gestaltung der Wissenserwerbs-
komponente eine zentrale Bedeutung zu.
6RedHat Inc., Raleigh, California, USA
7Auf Grund des begrenzten Datendurchsatzes von DIM, siehe Abschnitt 4.2.5.1
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6.3.3 Strategie
Ein Ziel dieser Arbeit ist die Erstellung eines funktionsfa¨higen Prototypen fu¨r ein DCS-
Expertensystem anhand dessen Fa¨higkeiten dann u¨ber die Form des tatsa¨chlichen Einsat-
zes im Bereich des Detektorkontrollsystems befunden werden kann. Dadurch kann verhin-
dert werden, dass Sackgassen-Entwicklungen unno¨tige und zeitaufwa¨ndige Programmier-
und Entwicklungsarbeiten nach sich ziehen, indem diese bereits im fru¨hen Prototypen-
Stadium erkannt werden. Um diesbezu¨glich fundierte Aussage treffen zu ko¨nnen, ist es
allerdings notwendig, dass der Prototyp eine ausreichende “Serienna¨he” aufweist, also
u¨ber alle wesentlichen, in Abschnitt 6.1.1 erwa¨hnten Merkmale verfu¨gt und insbesondere
gegen keinen der unter 6.1.2 aufgefu¨hrten Punkte versto¨ßt.
Da am Anfang der Arbeit kaum absehbar war, welche technischen Schwierigkeiten die
Entscheidung fu¨r oder gegen eine bestimmte Software beeinflussen, bzw. den Gesamtablauf
hinauszo¨gern wu¨rden, wurde die gesamte Entwicklung in mehrere u¨berschaubare Schritte
eingeteilt, auf deren Ergebnisse die folgenden Kapitel eingehen werden:
 Evaluierungsphase (Kapitel 7):
Zuerst sollte ein sehr einfaches “Spielzeugexpertensystem” mit wenigen Regeln und
manueller Dateneingabe fu¨r erste Tests implementiert werden. Hauptziel dieser Phase
sollte es sein, erste Erfahrungen mit der generellen Problemstellung, der beno¨tigten
Software sowie der verwendeten Shell zu sammeln. Diese Phase sollte im Idealfall
sowohl mit CLIPS, als auch mit JESS und JBoss Rules durchgefu¨hrt werden. Am
Ende sollte eine Entscheidung zu Gunsten eines der drei Produkte getroffen werden,
da eine weitergehende Parallelentwicklung zu zeitaufwa¨ndig gewesen wa¨re.
 Designphase (Kapitel 8):
Nachdem das Spielzeugexpertensystem in den vorhergehenden Tests seine Funktions-
fa¨higkeit unter Beweis gestellt hat, soll das System in der Designphase schrittweise
an das finale System angepasst werden. Das eigentliche Design soll dabei am Anfang
dieser Phase in Grundzu¨gen festgelegt werden. Daraufhin mussten Datennahmekom-
ponente, Userinterface und Regelbasis fu¨r das spa¨tere Pixel-DCS-Expertensystem im-
plementiert werden. Im weiteren Verlauf wurden dann alle Komponenten sukzessive
angepasst, um alle Designkriterien (siehe 6.1) zu erfu¨llen.
 Prototyp (Kapitel 8):
Aufbauend auf den bis dahin gemachten Erfahrungen sollte es mo¨glich sein, einen
komplett funktionsfa¨higen Prototypen zu programmieren. Dieser sollte bereits u¨ber
alle spa¨ter vorgesehenen Hauptfunktionen verfu¨gen. Insbesondere das Userinterface
dieses Prototypen musste ausgereift genug sein, um tatsa¨chlich eingesetzt werden zu
ko¨nnen.
 Einsatzphase (Kapitel 9):
Eine erste Produktionsversion (Beta) des Expertensystems soll zeitgleich mit dem
6.3. AUSGANGSLAGE FU¨R DIE WEITERE ARBEIT 91
ersten Betrieb des Pixeldetektors betriebsbereit sein. Es ist anzunehmen, dass in den
ersten Tagen und Wochen des Detektorbetriebs eine Vielzahl an Fehlern auftritt, von
denen wahrscheinlich viele auf Grund ihrer simplen Natur besonders geeignet fu¨r
die Aufnahme in die Wissensdatenbank sind. Außerdem wird zu diesem Zeitpunkt
ausreichend DCS-Manpower am CERN verfu¨gbar sein, um das System zu beauf-
sichtigen. Die in dieser Zeit gewonnenen Erfahrungen sollten ausreichen, um am





Da das Pixel-DCS-Expertensystem eine komplette Neuentwicklung darstellt, sollen vor-
handene Softwarekomponenten soweit wie mo¨glich genutzt werden, um den Entwicklungs-
prozess so effektiv wie mo¨glich zu gestalten. Die Eignung einiger dieser Werkzeuge war
bereits am Anfang der vorliegenden Arbeit als erwiesen gegeben (7.1), wa¨hrend gerade die
Auswahl der genutzten Expertensystem-Shell (die in Abschnitt 6.3.1 vorgestellt wurden)
nur durch eine eingehende Erprobung der Kandidaten getroffen werden konnte (7.3).
7.1 Gemeinsame Werkzeuge
Das spa¨tere Expertensystem wird aus den vier in Abschnitt 5.2 beschriebenen Komponen-
ten Regelbasis, Datennahme, Inferenzmaschine und Userinterface bestehen. Jede dieser
vier Komponenten kann prinzipiell in einer anderen Programmiersprache implementiert
werden, was jedoch den Nachteil in sich birgt, dass die Schnittstellen zwischen den ein-
zelnen Komponenten technisch aufwa¨ndig werden. Daher sollten die verwendeten Kompo-
nenten auf einen minimalen Satz unterschiedlicher Sprachen zuru¨ckgreifen.
7.1.1 Die Wahl von Java als Hauptprogrammiersprache
Da das Expertensystem (sowohl der Kern, als auch das Userinterface) gema¨ß den in Kapitel
6 aufgefu¨hrten Anforderungen auf Linux- und Windowsrechnern gleichermaßen eingesetzt
werden soll, muss die genutzte Software mo¨glichst einfach zwischen diesen Systemen zu
portieren sein.
Die Programmiersprache Java bietet dabei als einzige Sprache die Mo¨glichkeit, alle
Komponenten des Expertensystems nativ zu unterstu¨tzen und ist von Natur aus porta-
93
94 KAPITEL 7. EVALUATION EXPERTENSYSTEM-SHELLS
bel1. Eine Implementation der einzelnen Komponenten in einer anderen Hochsprache wa¨re
mit deutlich ho¨herem Aufwand verbunden gewesen, da fu¨r keine der in Frage kommen-
den Sprachen wie C, C++, C# oder Python die in Kapitel 6 gegebenen Bedingungen
gleichzeitig erfu¨llbar waren, ohne auf den Einsatz mindestens einer zweiten Hochsprache
zuru¨ckzugreifen.
7.1.2 Die Entwicklungsumgebung Eclipse
Zu den Hilfsmitteln moderner Softwareprogrammierung geho¨rt weiterhin die Nutzung ei-
ner leistungsfa¨higen IDE2, die das Erstellen und Verwalten des notwendigen Quellcodes
vereinfacht.
Nachdem die Wahl auf die Programmiersprache Java gefallen war, konnte der Kreis in
Frage kommender IDEs stark eingeschra¨nkt werden.
Die urspru¨nglich von IBM3 entwickelte Entwicklungsumgebung “Eclipse” wurde im
Jahr 2001 als Open Source Software freigegeben. Eclipse verfu¨gt momentan u¨ber eine sehr
aktive Entwicklergemeinde, die die IDE sta¨ndig um zusa¨tzliche Plug-Ins erweitern.
Die große Nutzergemeinde, die Unterstu¨tzung moderner Programmiertechniken sowie
die freie Verfu¨gbarkeit qualifizieren Eclipse fu¨r alle im Rahmen der Implementation des
Expertensystems anfallenden Arbeiten.
7.2 Das Spielzeugexpertensystem
Um fundierte Auswahlkriterien fu¨r die Wahl einer der drei in Frage kommenden
Expertensystem-Shells zu liefern, musste zuna¨chst ein Spielzeugmodell des spa¨teren Ex-
pertensystems gebaut werden mit dem die Vor- und Nachteile der verschiedenen Lo¨sungen
verglichen werden konnten (siehe auch 6.3.3).
Um eine tiefgreifende Parallelentwicklung zu vermeiden, verfu¨gt dieses Spielzeugex-
pertensystem lediglich u¨ber eine stark vereinfachte Datennahmekomponente, sowie ein
rudimenta¨res Userinterface.
Das Hauptgewicht wa¨hrend der Entwicklung dieses Systems lag dabei in der Nachbil-
dung eines Teils des Pixeldetektors und der Simulation aller relevanten Funktionen seines
1Java erreicht dies durch den Einsatz von “virtuellen Maschinen”. Diese simulieren auf einem beliebigen
Rechner eine virtuelle Java-Maschine, die die Besonderheiten des tatsa¨chlichen Betriebssystems (Windows,
Linux, Mac OS, etc.) vor dem Java-Applikationscode verbirgt. Einzige Voraussetzung fu¨r die Nutzung eines
solchen Ansatzes liegt in der Verfu¨gbarkeit der Java-Virtual-Machine auf den Zielrechnern. Am CERN ist
eine jeweils aktuelle Version der Java-Laufzeitumgebung fu¨r alle Rechner verfu¨gbar.
2Integrated Development Environment
3International Business Machines Corporation
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FSM-Detektorastes. Abbildung 7.2 zeigt das Hauptu¨bersichtspanel des simulierten Minia-
turdetektors. Die gesamte Simulation wurde in PVSS geschrieben und genau wie das reale
System u¨ber den PVSS-eigenen Datenpunktmechanismus realisiert.
Abbildung 7.1: Aufbau des Spielzeugexpertensystems
Abbildung 7.1 zeigt den prinzipiellen Aufbau des zum Test der verschiedenen
Expertensystem-Shells genutzten Spielzeugsystems. Grundsa¨tzlich besteht das Modell da-
bei aus zwei Disc-PCCs, bzw. Bi-Sectors, sowie deren Sektoren und Modulen. Eine stark
vereinfachte Nachbildung der FSM ist in der Lage, aus den gegebenen Modul- und Sek-
torwerten, Status zu generieren und diese, wie im realen Detektor, an die oberen Hierar-
chiestufen weiterzugeben. Das Userinterface des Detektor-Simulators erlaubt die gezielte
Manipulation einzelner Werte wie der Niederspannungen VDD und VDDA oder die au-
tomatische Erzeugung von Zufallsfehlern durch das System selbst. Da nur die generellen
Fa¨higkeiten der Expertensystem-Shells getestet werden sollen, verfu¨gt das System fu¨r die
meisten Werte nur u¨ber eine bina¨re “gut” oder “schlecht” Information. Lediglich die Tem-
peraturen wurden der Realita¨t entsprechend als Gleitkommazahlen implementiert, um die
Eignung der verwendeten Regelsyntax fu¨r diesen Datentyp abscha¨tzen zu ko¨nnen.
Wa¨hrend die Simulatorpanel in PVSS programmiert waren, sollte die restliche Soft-
ware als Java-Applikation laufen und u¨ber den in Abschnitt 4.2.5.1 beschriebenen DIM-
Mechanismus auf die PVSS-Datenpunkte des Simulators zugreifen. Im Gegensatz zur fina-
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len Datennahmekomponente, die in Kapitel 8 noch na¨her beschrieben wird, kamen hier sta-
tisch im DIM-Server vero¨ffentlichte Information-Services zum Einsatz. Mit anderen Worten
musste sich die Java-Applikation nicht darum ku¨mmern, die PVSS-Datenpunkte u¨ber den
DIM-Mechanismus zu publizieren, sondern konnte sich sofort mit diesen verbinden.
Dabei wurde bereits ein auch im spa¨teren System eingesetzter Mechanismus etabliert:
der Prototyp verband sich zuna¨chst nur mit den Status der obersten Hierarchiestufe (also
den beiden Bi-Sektoren). Spezielle “Kontrollregeln” innerhalb der Regeldatenbank rea-
gierten dann bei einer Status-Werta¨nderung, indem sie zusa¨tzliche Informationen u¨ber die
darunter liegende Ebene anforderten, bzw. wieder freigaben.
Auf unterster Ebene wurden dann die ermittelten Temperaturen (Gleitkommazahlen)
und alle anderen Werte (boolsch) von “Werteregeln” erfasst.
Das generelle Vorgehen war dabei das manuelle oder automatische Generieren eines
Fehlers im Simulator, woraufhin der Expertensystem-Prototyp eine entsprechende Ursa-
chenerkla¨rung, wie etwa “Bi-Sector 2 im Status WARNING, weil Temperatur von Modul
S2 M3 zu hoch!” geben sollte.
Diese vergleichsweise einfach klingende Aufgabe stellte allerdings durchaus hohe An-
forderungen an die Systeme, da bereits eine vollsta¨ndig geschlossene Datenu¨bertragung
zwischen Simulator und Prototyp gegeben sein musste.
Abbildung 7.2: U¨bersichtspanel des Spielzeugexpertensystems
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Abbildung 7.3: Detailpanel eines Spielzeugsektors
7.3 Test der Kandidaten
Um die Eignung der einzelnen Kandidaten zu testen, wurde versucht, diese nacheinan-
der in den Aufbau des Spielzeugexpertensystems einzubauen. Die dabei gemachten und
fu¨r die letztliche Entscheidung ausschlaggebenden Erfahrungen werden in den folgenden
Abschnitten aufgefu¨hrt.
7.3.1 CLIPS
Da die beiden anderen Kandidaten auf CLIPS aufbauen und jeweils nur eine Teilmenge
der CLIPS-Fa¨higkeiten bieten, wurde das System zuna¨chst mit CLIPS getestet.
Wie sich schnell zeigte, war die Wahl des C-basierten CLIPS im Zusammenhang mit der
Java-Programmiersprache ungu¨nstig. Die bestehende Java-Portierung “JCLIPS” verfu¨gte
nur u¨ber einen Teil der urspru¨nglichen CLIPS-Funktionen und erwies sich daru¨berhinaus
als teilweise fehlerhaft und schlecht dokumentiert (CLIPS selbst ist hingegen recht gut do-
kumentiert). Die alternative Anbindung von CLIPS durch JNI4 kam hingegen auf Grund
des zusa¨tzlichen Aufwandes nicht in Frage, da dies im wesentlichen eine Neuimplementa-
tion des unzureichenden JCLIPS bedeutet ha¨tte.
Auf Grund der vorhandenen Alternativen wurde die Arbeit mit CLIPS daher fru¨hzeitig
abgebrochen.
4Java Native Interface. Erlaubt die direkte Ausfu¨hrung nativer Anwendungen wie etwa C oder C++
Funktionen
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7.3.2 JESS
Im Gegensatz zu CLIPS handelt es sich bei JESS um eine direkte Java-Implementation, so
dass hier keine Schwierigkeiten bei der Ankopplung an die Java-Applikation zu erwarten
waren.
Tatsa¨chlich zeigte sich, dass JESS eine robuste JAVA-Version der CLIPS-Shell bot,
die relativ leicht an die Datennahme angeschlossen und so mit dem Simulator verbunden
werden konnte.
Die Dokumentation war dabei allerdings deutlich weniger pra¨zise, als die von CLIPS,
was zweifellos dazu fu¨hrte, dass nicht alle Mo¨glichkeiten der Software innerhalb der Test-
phase ausgelotet werden konnten.
Als gewichtigster Nachteil der JESS-Shell erwies sich die altmodische und unflexible,
von CLIPS geerbte Regelsyntax. Es ist in JESS weder mo¨glich, Regeln in natu¨rlicher
Sprache zu verfassen, noch ist die JESS-eigene Syntax intuitiv und durch einen spa¨teren
Nicht-Experten leicht zu verstehen.
Abbildung 7.4: Beispielregel in JESS. Die Syntax ist identisch mit der von CLIPS und beruht
weitgehend auf der ehemaligen LISP-Syntax.
Abbildung 7.4 zeigt eine einfache Regel in JESS-Syntax. Zuna¨chst werden Felder fu¨r
die Temperatur und den Namen eines jeden Detektormoduls angelegt. Danach wird die
Modultemperatur mit dem symbolischen Wert “-88.8” verglichen, der im Pixel-DCS fu¨r
ein nicht verbundenes Kabel steht und schließlich wird u¨berpru¨ft, ob sich die Temperatur
im erlaubten Bereich befindet.
Die zum Zeitpunkt der Testphase aktuelle Version 7.0 von JESS zeigte ausgepra¨gte
Schwa¨chen in der Nutzung der durch die Datennahmekomponente bereitgestellten Daten
innerhalb der Regeln. Ein direkter Zugriff auf einzelne Java-Objekte war lediglich nach der
“Bindung” von Regelvariablen an die einzelnen Member eines Objektes mo¨glich.
Weiterhin war die Dokumentation der Regelsprache selbst zwar sehr gut, dafu¨r wurden
die bereitgestellten Java-Funktionen gro¨ßtenteils lediglich computergeneriert und wenig
einsteigerfreundlich dokumentiert.
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Im Gegensatz zum Open-Source-Gemeinschaftsprojekt CLIPS wird das kommerzielle,
fu¨r akademische Nutzung kostenlose JESS lediglich von einer einzigen universita¨ren Grup-
pe betreut. Sollte diese Gruppe die Arbeit an der Software beenden, wa¨re eine Zukunft
dieser Software ungewiss.
7.3.3 JBoss Rules
Auch bei JBoss Rules liegt eine direkte Java-Implementation einer CLIPS-basierten
Expertensystem-Shell vor. Im Gegensatz zu JESS ist das auch als Drools bezeichnete
JBoss Rules allerdings eine komplette Neuauflage einer Expertensystem-Shell, die sich
lediglich an den von CLIPS eingebu¨rgerten Grundideen orientiert.
Ein großer Vorteil von Drools ist die einfache und vollsta¨ndige Integration der
Expertensystem-Shell in die Eclipse-IDE (siehe Abschnitt 7.1.2) mit Hilfe eines Plug-
Ins. Dieses bietet einen Drools-Regeleditor, eine Ansicht des Rete-Baumes sowie spezielle
Ansichten zur Verwaltung der verschiedenen Komponenten, die die Programmierung er-
leichtern.
Die Regelsyntax von JBoss Rules ist dabei grundsa¨tzlich von CLIPS/JESS verschieden.
Wa¨hrend sowohl CLIPS als auch JESS auf die mittlerweile sehr alte LISP-Syntax zuru¨ck-
greifen, nutzt Drools eine stark an herko¨mmliche Programmier-Hochsprachen angelehnte
Syntax. Der Aufbau zusammengesetzter logischer Ausdru¨cke, die Behandlung numerischer
Werte, sowie die Zuweisung von Variablen werden damit deutlich vereinfacht.
Der aus Sicht des Programmierers gro¨ßte Vorteil der Drools-Shell liegt in der Fa¨higkeit,
direkt aus der Regelmaschine auf die Java-Objekte einer Applikation zugreifen zu ko¨nnen.
Das “Binden” jedes einzelnen Attributs eines eventuell sehr komplexen Java-Objekts ent-
fa¨llt. Diese wichtige und vornehmlich im Bedingungsteil einer Regel genutzte Eigenschaft
wird sogar soweit erweitert, dass der direkte Aufruf von Java-Code aus dem Anweisungsteil
einer Regel mo¨glich ist.
Der wohl auffa¨lligste Unterschied zu den beiden bisher angesprochenen Shells ist die
Unterstu¨tzung natu¨rlichsprachlicher Regeln durch den DSL5-Mechanismus. Obwohl ein-
fach aufgebaut, erlaubt es dieser Mechanismus doch, die Lesbarkeit einer Regel fu¨r Nutzer,
die u¨ber kein tiefgreifendes Wissen der eigentlichen Regelsyntax verfu¨gen, stark zu verbes-
sern. Abbildung 7.5 zeigt zwei Realisationen der bereits in Abschnitt 7.3.2 verwendeten
Regel in JBoss Rules. Dabei wurde einmal die eigentliche Drools-Syntax und einmal eine
natu¨rlichsprachliche DSL genutzt.
Die untere in Abbildung 7.5 gezeigte Regel ist dabei ohne große Vorkenntnisse u¨ber
den Aufbau des Expertensystems oder dessen Regelsyntax zu verstehen. Das Anlegen einer
DSL geschieht u¨ber eine einfache Textdatei, die in einer Spalte die natu¨rlichsprachlichen
5Domain Specific Language
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Abbildung 7.5: Die einfache Temperaturregel in JBoss Rules. Oben ohne und unten mit Nutzung
der Domain Specific Language
Ausdru¨cke wie beispielsweise “There is a Module temperature problem” und in einer
zweiten Spalte deren Drools-U¨bersetzung entha¨lt.
In der Abbildung ebenfalls sichtbar ist der Einsatz von nativem Java-Code im An-
weisungsteil der Regel durch den Funktionsaufruf “System.out.println(“. . . ”). Der Aufruf
nativer Java-Funktionen aus der Regelmaschine heraus ist bei anderen Expertensystem-
Shells nicht oder nur auf Umwegen mo¨glich.
Als Teil der von RedHat gepflegten JBoss-Produktfamilie verfu¨gt Drools zudem u¨ber
die im Vergleich aktivste Nutzer- und Entwicklergemeinde. Vorteilhaft machte sich dies
insbesondere in der Antwortzeit auf im Entwicklerforum gestellte Fragen bemerkbar, die
hier deutlich ku¨rzer als bei der Konkurrenz war. Der Einsatz mehrerer Vollzeitkra¨fte seitens
RedHat garantiert zudem die Stabilita¨t und zuku¨nftige Weiterentwicklung der Software,
wa¨hrend der Open-Source-Gedanke die Erweiterung durch externe Plug-Ins ermo¨glicht.
Die Anbindung an den Simulator innerhalb des Prototypen-Expertensystems war wei-
testgehend problemlos mo¨glich, so dass vielversprechende Resultate schneller als mit den
beiden anderen Shells erzielt werden konnten.
Der einzige gravierende Nachteil, der bisher im Zusammenhang mit der Nutzung von
Drools sichtbar wurde, ist die nur unzureichende Anbindung an eine SQL6-basierte Re-
geldatenbank. Zwar unterstu¨tzt die Software als einzige der Kandidaten u¨berhaupt die
Mo¨glichkeit, die Regeln an Stelle einer Textdatei direkt aus einer Datenbank zu lesen,
jedoch geht bei diesem Schritt der wichtige DSL-Mechanismus verloren. Dass die anderen
6Structured Query Language
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Shell CLIPS JESS JBoss Rules
Open Source ja nein ja
Programmiersprache C Java Java
Qualita¨t der Dokumentation +/-a +/- +
Aktivita¨t der Community - - - +
Zukunft der Software +/- - +
Integration in IDE - - +/- ++
Rete-Algorithmus ja ja ja
Fuzzy-Logik ja nein (neinb)
Natu¨rlichsprachliche Regeln nein nein ja
Regelsyntax +/- +/- +
Direkter Zugriff auf externe Variablen nein (jac) ja
Direkter Zugriff auf Java-Funktionen nein nein ja
Einsatz moderner Softwaretechnik – +/- ++
Nutzung einer SQL-Regeldatenbank nein nein (neind)
Tabelle 7.1: Leistungsmerkmale der verschiedenen Expertensystem-Shells
aBewertung: ++ = sehr gut, + = gut, +/- = mittelma¨ßig, - = schlecht, - - = sehr schlecht
bEine Arbeitsgruppe der Fachhochschule Steinfurt um Prof. Wulff plant eine Fuzzy-Erweiterung von
JBoss Rules, die erstmals unsicheres Schließen ermo¨glichen wird.
cErfordert direkte Bindung der Regelvariablen an die einzelnen Objekt-Membervariablen
dNutzung einer SQL-Datenbank als Regelbasis wird unterstu¨tzt. Dabei geht bisher allerdings die Mo¨g-
lichkeit der Nutzung einer DSL verloren.
Tools u¨ber gar keine direkte Anbindungsmo¨glichkeit an Datenbanken verfu¨gen, die Anbin-
dung an eine solche, im Rahmen dieser Arbeit aus Zeitgru¨nden ohnehin unmo¨glich gewesen
wa¨re und die Unterstu¨tzung von DSL-Datenbankregeln in zuku¨nftigen JBoss Rules Versio-
nen sicherlich hinzugefu¨gt wird, fu¨hrt dazu, dass dieser Punkt weitgehend vernachla¨ssigt
werden konnte. Da zumindest das Pixeldetektor-Expertensystem prinzipiell nicht auf eine
Datenbank angewiesen ist, spielt er fu¨r die weiteren Betrachtungen keine Rolle.
7.4 Gegenu¨berstellung und Auswahl
Nachdem die drei Expertensystem-Shells in den vorangegangenen Abschnitten mit Hilfe
des Spielzeugexpertensystems auf ihre Tauglichkeit fu¨r das Pixeldetektor-Expertensystem
gepru¨ft wurden, liefert Tabelle 7.1 eine Gegenu¨berstellung der wichtigsten Leistungsmerk-
male.
Nach den in der obigen Tabelle zusammengefassten Erfahrungen dieses Kapitels und
der Absprache mit Markus Mechtel, dem Entwickler des parallel zu implementierenden





Der Schwerpunkt der vorliegenden Arbeit liegt in der Konzeption und Ausarbeitung ei-
nes voll funktionsfa¨higen Expertensystems fu¨r das Pixeldetektor-DCS. Mit dem “Pixel-
Advisor” wurde eine entsprechende Software entwickelt und implementiert, die im Rahmen
dieses Kapitels detailliert beschrieben werden soll.
8.1 Aufgabenteilung
Wie bereits in Abschnitt 6.2 erwa¨hnt, ist neben dem Pixel-Advisor noch ein weiteres
Expertensystem, das GridXP, entwickelt worden. Um den Entwicklungsaufwand in bei-
den Projekten so gering wie mo¨glich zu halten und die spa¨tere Wartbarkeit der Software
zu optimieren, sind Teile der in den folgenden Abschnitten erwa¨hnten Komponenten in
Absprache fu¨r beide Systeme gemeinsam entworfen und implementiert worden. Dabei
handelt es sich um den Userinterface-Client sowie die eigentliche Kernkomponente der
Software, die die Inferenzmaschine und den Server beinhaltet. Diese gemeinsame Kom-
ponentensammlung, die von beiden Systemen genutzt wird, wird intern mit dem Namen
“UnifiedXP” bezeichnet. Somit bestehen sowohl der Pixel-Advisor als auch das GridXP
aus den UnifiedXP-Komponenten sowie ihrer jeweils eigenen Regelbasis und Datennahme-
komponente.
Da Regelbasen und Datennahmekomponenten keine nutzbaren Gemeinsamkei-
ten aufweisen, wurden diese fu¨r GridXP und Pixel-Advisor getrennt entwickelt.
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Abgrenzung
Das UnifiedXP-Projekt stellt die Kernkomponenten eines auf JBoss Rules basieren-
den Expertensystems zur Verfu¨gung. Da UnifiedXP selbst weder u¨ber Datennahme-
noch Regelbasis-Komponenten verfu¨gt, ist es kein eigensta¨ndiges Expertensystem.
Die beiden Expertensysteme GridXP und Pixel-Advisor bauen auf UnifiedXP auf,
verfu¨gen aber u¨ber ihre eigenen Datennahmekomponenten und Regelbasen.
Der Aufbau der beiden auf den UnifiedXP-Komponenten basierenden Expertensysteme
ist Abbildung 8.1 zu entnehmen.
Abbildung 8.1: Komponentenvergleich von GridXP und Pixel-Advisor. Das aus Kernkomponente und
Userinterface bestehende UnifiedXP wird von beiden System genutzt.
Die Auswertung mo¨glicher Gemeinsamkeiten fu¨hrte zur Vergabe zweier Informatik-
Bachelorarbeiten, in deren Rahmen die gemeinsamen Komponenten implementiert wur-
den.
Wa¨hrenddessen konzentrierten sich die Anstrengungen dieser Arbeit auf die Weiterent-
wicklung der Komponenten, die vom Pixel-Advisor allein genutzt werden: der Regelbasis
und der Datennahmekomponente.
Zwei Studenten der Informatik der Fachhochschule Steinfurt, Dennis Huning und Frank
Iker, u¨bernahmen im Rahmen ihrer Bachelorarbeiten technische Aspekte der Implementa-
tion der gemeinsamen Komponenten.
Fu¨r die Arbeiten an dem gemeinsamen Userinterface war dabei Dennis Huning ver-
antwortlich, wa¨hrend das insbesondere vom GridXP geforderte Client-Server-Konzept von
Frank Iker implementiert wurde. Die Zusammenfu¨hrung der bisher getrennten Code-Basen
von GridXP und Pixel-Advisor auf ein gemeinsames Software-Fundament war Teil beider
Bachelorarbeiten.
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Eine genaue Auflistung der Aufgabenbereiche und Verantwortlichkeiten der (in alpha-
betischer Reihenfolge aufgelisteten) Beteiligten ist durch Tabelle 8.1 gegeben.
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Tabelle 8.1: Aufgabenteilung innerhalb von GridXP, Pixel-Advisor und UnifiedXP
In Bezug auf das Userinterface und die Client-Server-Kommunikation hat die Aufga-
benteilung, im Rahmen dieser Arbeit, eine Konzentration auf die Designentscheidungen
und konzeptionellen Probleme ermo¨glicht. Detaillierte Informationen zur technischen Um-
setzung der beiden gemeinsamen Komponenten finden sich in den Bachelorarbeiten [29]
und [30].
Auch fu¨r die im Rahmen dieser Arbeit selbstgeschriebenen Komponenten, die Regelba-
sis und die Datennahmekomponente, sollen hier keine technischen Details im Sinne einer
Programmdokumentation angefu¨hrt, sondern lediglich die Kernkonzepte und wesentlichen
Designentscheidungen der einzelnen Komponenten erla¨utert werden.
8.2 Die Datennahmekomponente
Eine der wesentlichen Herausforderungen bei der Implementation des Pixel-Advisors be-
stand in der Anbindung des Expertensystems an die PVSS-basierte Kontrollsystemsoftwa-
re des Pixel-DCS. Innerhalb der DCS-Software liegen die Prozessparameter wie Tempera-
turen, Spannungen und Stro¨me in Form der bereits in Kapitel 4, Abschnitt 4.2.1 erwa¨hnten
Datenpunkte vor. Bei diesen handelt es sich nicht um ausschließlich im Arbeitsspeicher des
Rechners abgelegte Variablen, sondern um Werte, die ebenfalls direkt auf die Festplatte ge-
schrieben werden. Wa¨hrend dieser Mechanismus fu¨r ein Prozessleitsystem wu¨nschenswerte
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Vorteile mit sich bringt1, macht er es kompliziert, extern auf diese Variablen zuzugreifen,
da nicht einfach die Speicheradressen an externe Programme u¨bergeben werden ko¨nnen,
ohne die Konsistenz der Daten zu gefa¨hrden.
Da mit dem im Abschnitt 4.2.5 erwa¨hnten DIM bereits eine vom CERN offiziell un-
terstu¨tzte Mo¨glichkeit existierte, PVSS-Datenpunkte an externe Programme anzubinden,
nutzt der Pixel-Advisor DIM als grundlegenden Datennahmemechanismus.
Das Detektorkontrollsystem des ATLAS-Pixeldetektors verwaltet mehr als 30000 Pro-
zessparameter (siehe Abbildung 4.5), die sich im Schnitt etwa alle 5 Sekunden a¨ndern
ko¨nnen2. Die durchschnittliche Datenrate des Pixel-DCS bela¨uft sich also auf etwa 6000
Werta¨nderungen pro Sekunde.
(a) Datendurchsatz in Werte/s in Abha¨ngigkeit der
Wertla¨nge in Byte. Fu¨r Pixel ist der Bereich einfa-
cher Datentypen bis 16 Byte relevant.
(b) CPU-Last gegen Anzahl der in 5 s-Intervallen
aktualisierten Datenpunktelemente, sowohl mit als
auch ohne den Abruf der Werte durch einen Client.
Abbildung 8.2: Durchsatz und CPU-Last der DIM-Kommunikation gema¨ß [41].
Dem gegenu¨ber steht der begrenzte Datendurchsatz von DIM, da dieses nie fu¨r die
U¨bermittlung von großen Datenmengen konzipiert wurde. Urspru¨ngliche Angaben (2004)
der DIM-Entwickler am CERN beliefen sich auf etwa 1000 Werta¨nderungen pro Sekunde,
die u¨ber la¨ngere Zeitra¨ume stabil weitergegeben werden konnten. Die Leistungsfa¨higkeit
des DIM-Protokolls ha¨ngt dabei maßgeblich von der auf dem U¨bertragungsweg eingesetz-
ten Hardware ab. Da diese von Jahr zu Jahr schneller wird, verwundert es nicht weiter,
dass neuere Studien[41] zeigen, dass deutlich ho¨here Datenmengen via DIM u¨bertragbar
sind (siehe auch Abbildung 8.2). Allerdings zeigt sich auch, dass die Performance weiterhin
stark von externen Faktoren, wie etwa der Anzahl der mit einem Server verbundenen Cli-
ents oder der Gro¨ße der zu u¨bertragenden Werte in Bytes abha¨ngt. Offensichtlich ist die
theoretisch beno¨tigte Datenrate von 6000 Werten/s am Rande der Machbarkeit, bringt den
eingesetzten PVSS-DIM-Manager allerdings bereits in einen Bereich sehr hoher Grundlast.
1bei Absturz des Systems befinden sich keine wichtigen Daten im Arbeitsspeicher, die dann verloren
gehen ko¨nnten
2Diese maximale Auslesefrequenz ist im Wesentlichen durch die Geschwindigkeit der eingesetzten
Analog-Digital-Wandler begrenzt.
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Alle DIM-nutzenden Subsysteme (FSM, DDC und Pixel-Advisor) sind daher angehalten,
die DIM-Datenrate deutlich unter der maximal mo¨glichen Last zu halten. Dies ist insbe-
sondere wichtig, da die einzelnen FSM-Prozesse u¨ber den DIM-Mechanismus untereinander
Daten austauschen und diese Kommunikation unter allen Umsta¨nden vor Sto¨reinflu¨ssen
geschu¨tzt werden muss. Eine pauschale Verbindung zu allen DCS-Prozessparametern des
Pixeldetektors scheidet damit aus.
Da Stabilita¨t und Leistungsfa¨higkeit des DCS-Systems durch den Pixel-Advisor unter
keinen Umsta¨nden gefa¨hrdet werden du¨rfen (siehe Anforderungen 6.1.2), wurden Maßnah-
men getroffen, um eine zu hohe, durch den Pixel-Advisor bedingte DIM-Last zu vermeiden.
Dazu wurden zwei wesentliche Vorkehrungen getroffen:
 Statische Maximallast: Um den DIM-Mechanismus nicht zu u¨berfordern, sieht
der Pixel-Advisor die Begrenzung der maximalen Zahl an DIM-Items vor, mit der
er sich gleichzeitig verbinden kann. Dieses Limit kann u¨ber eine Konfigurationsdatei
eingestellt werden. Ist die angegebene Maximalzahl an DIM-Items des Pixel-Advisors
erreicht, werden keine weiteren DIM-Verbindungen mehr hinzugefu¨gt. Da DIM auch
noch von anderen Programmen genutzt wird (beispielsweise von DDC) liegt das Limit
unterhalb der theoretisch mo¨glichen DIM-Datenrate, momentan voreingestellt bei 200
DIM-Items.
 Dynamische Lastanpassung: Der Pixel-Advisor versucht zu jedem gegebenen Zeit-
punkt nur solche Werte u¨ber DIM anzufordern, die auch wirklich zur Untersuchung
des vorliegenden Problems beno¨tigt werden. Unproblematische Detektorteile werden
dabei sofort wieder freigegeben, um die DIM-Last zu reduzieren.
Da der zweite Mechanismus im Detail aufwa¨ndig ist, soll er im folgenden Abschnitt
genauer beschrieben werden.
8.2.1 Dynamische Lastanpassung
Das Prinzip der dynamischen Lastanpassung der Datennahmekomponente ist an die DCS-
FSM gekoppelt, da diese alle Prozessparameter des Pixeldetektor-Kontrollsystems u¨ber-
wacht und daraus State/Status-Paare bildet (siehe Abschnitt 4.2.4). Diese State/Status-
Paare enthalten eine komprimierte Zustandsinformation u¨ber den Pixeldetektor. Weil die-
se Zusta¨nde daru¨berhinaus der Detektorgeographie (Abschnitt 3.1, sowie Abbildung 8.3)
folgend nach oben propagiert werden, la¨sst sich die FSM nutzen, um die Pixel-Advisor-
Datennahme zu steuern.
Dazu wird der Status einer FSM-Control- bzw. Device-Unit u¨berwacht. Nimmt die-
ser einen problematischen Wert ein (“WARNING”, “ERROR” oder “FATAL”), so
weist die Datennahmekomponente den PVSS-DIM-Server u¨ber einen dafu¨r reservierten
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Abbildung 8.3: Hierarchie der Pixeldetektor-DCS-FSM mit Control- und Device-Units. Das Schema
ist vereinfacht, so sind aus Gru¨nden der U¨bersichtlichkeit beispielsweise nicht alle Device-Units,
wie die Opto-Boards etc. eingezeichnet.
Expertensystem-RPC an, die Werte der Kinder dieser Kontroll-/Gera¨teeinheit ebenfalls
zu vero¨ffentlichen. Je nachdem ob es sich bei den Kindern selbst um Control/Device-Units
oder um Werte handelt, bestehen diese aus Status oder Prozessparametern. Sobald eine
Kontroll- oder Deviceeinheit aus einem problematischen Status in einen unproblematischen
“OK”-Status wechselt, werden die Werte sa¨mtlicher Kinder freigegeben. Da FSM-Status
immer von unten nach oben propagiert werden, ist gewa¨hrleistet, dass auch die Kindes-
kinder eines beliebigen Knotens bei einem solchen Wechsel freigegeben werden.
Im Normalzustand des Detektors verbindet sich die Datennahmekomponente da-
her lediglich mit den obersten Hierarchiestufen der Detektor-FSM: “PIX BARREL",
“PIX BLAYER” und “PIX DISKS”. Wird nun innerhalb einer Detektorpartition, wie
in Abbildung 8.4 angedeutet, ein kritischer Prozessparameter registriert, wird dieser zu
den obersten Hierarchieebenen propagiert. Dort wird die Spur, im Beispiel das Auftreten
einer gefa¨hrlich hohen Temperatur3, bis zu ihrer Quelle verfolgt.
Die dazu notwendige Kontrolllogik ist dabei in Form von Regeln implementiert, was
in Abschnitt 8.3 genauer erla¨uterte Vorteile mit sich bringt, auf die hier zuna¨chst noch
3Das Beispiel ist etwas u¨bertrieben, da ab einer Temperatur von 40 °C bereits ein Interlocksignal des
Interlocksystems zu einer Notabschaltung des betroffenen Half-Staves gefu¨hrt ha¨tte.
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nicht eingegangen werden soll. Im Falle eines kritischen Status weisen diese “Datenfluss”-
Kontrollregeln die Datennahmekomponente an, die Verbindung zu den direkten Kindern
der betroffenen FSM-Einheit herzustellen. Im Beispiel lo¨st der “ERROR”-Status der
PIX BARREL-Partition die Nachfrage einer Verbindung zu den Layer-Partitions “L1”
und “L2” aus.
Abbildung 8.4: Dynamische Lastanpassung des Pixel-Advisors mit Hilfe der DCS-FSM-
Zustandsinformationen.
Da nicht davon ausgegangen werden kann, dass der DIM-Server die betreffenden
Werte bereits als Information-Services bereitstellt, sendet die Datennahmekomponen-
te zuna¨chst ein “PUBLISH”-Kommando an den bereits erwa¨hnten Expertensystem-
Kommandodatenpunkt (siehe Abschnitt 4.2.5.1 und Abbildung 4.10). Dieser wird dar-
aufhin von dem ebenfalls bereits in Abschnitt 4.2.5 beschriebenen PVSS-Skript gelesen.
Sollte der angeforderte Datenpunkt noch nicht im DIM-Server bereitgestellt, also vero¨f-
fentlicht worden sein, so wird dies nachgeholt. Zuletzt wird der Name des DIM-Services,
unter dem der Client den angeforderten Datenpunkt im DIM-Name-Server erreichen kann,
an die Datennahmekomponente zuru¨ckgegeben. Sollte dieser Datenpunkt speziell fu¨r den
Pixel-Advisor vero¨ffentlicht worden sein (also fu¨r den Fall, dass der Datenpunkt noch
nicht vero¨ffentlicht war), so wird der DIM-Service mit einem “xpt ”-Pra¨fix versehen, wel-
ches spa¨ter noch von Bedeutung ist. Die Datennahme verbindet sich dann umgehend mit
diesem Information-Service.
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Da im Beispiel der Zustand des “L2” ebenfalls kritisch ist, werden auch dessen DCS-
FSM-Kinder u¨ber oben beschriebenen Mechanismus angefordert. Dieser Vorgang wird voll-
sta¨ndig durch die Datenfluss-Kontrollregeln gesteuert und wiederholt sich solange, bis die
ursa¨chliche Device-Unit lokalisiert wurde.
Sobald dies erreicht ist, werden deren Prozessparameter u¨ber weitere Kontrollregeln
angefordert und mit Hilfe, ebenfalls in Abschnitt 8.3 genauer beschriebener, “Werte”-
Regeln u¨berpru¨ft.
Nachdem das Problem gelo¨st und die Temperatur des im Beispiel betroffenen Moduls
“L2 B26 S1 C7 M0” wieder auf ein normales Niveau gebracht wurde, registriert die
FSM dies und a¨ndert den Status des Moduls auf einen unkritischen Wert. Das wiederum
lo¨st die Ausfu¨hrung einer weiteren Kontrollregel aus, die die Prozessparameter des Moduls
freigibt4.
Da die Datenpunkte der Modul-Prozessparameter nun nicht mehr beno¨tigt werden,
wird die bestehende DIM-Verbindung zu den entsprechenden DIM-Services zuna¨chst ge-
trennt. In Analogie zum Verbindungsvorgang wird dazu ein “UNPUBLISH”-Befehl von der
Datennahmekomponente an den DIM-Server geschickt, um die DIM-Items im Sinne einer
Lastreduzierung freizugeben. Sollte der Service-Name des freizugebenden Datenpunktes
kein “xpt ”-Pra¨fix enthalten, wird dieser Wert nicht exklusiv fu¨r das Expertensystem
vero¨ffentlicht und die Aufforderung an den DIM-Server, die Bereitstellung des Services
einzustellen, wird ignoriert. Wie im Falle der Verbindungsherstellung la¨uft auch dieser Me-
chanismus intern u¨ber die Kommunikation von Datennahmekomponente und DDC-Skript
durch den Expertensystem-Kommandodatenpunkt ab.
Nachdem der Status des Moduls von der FSM fu¨r unkritisch befunden wurde und
auch keines der anderen Half-Stave-Module einen problematischen Zustand meldet, wech-
selt der FSM-Status des ehemals betroffenen Half-Staves “S1 C7” auf einen unkritischen
Wert und der Freigabevorgang wiederholt sich auf der daru¨berliegenden Ebene. Nach zwei
weiteren Iterationen befindet sich der Detektor wieder in seinem Grundzustand und der
Pixel-Advisor ist lediglich mit den drei anfa¨nglich erwa¨hnten Hauptpartitionen statisch
verbunden (die durch den Pixel-Advisor verursachte DIM-Last liegt also bei lediglich drei
DIM-Items).
Sollte im Laufe des oben beschriebenen, dynamischen Verbindungsvorgangs das global
gesetzte Limit fu¨r die Anzahl der gleichzeitig vom Pixel-Advisor angeforderten DIM-Items
4Bedingt durch die Ausleserate der eingesetzten ADCs kann es allerdings bis zu 6.5 s dauern, bis die
Werta¨nderung von der FSM erkannt wird. Weiterhin beno¨tigen die daraufhin ablaufenden Skripte, je nach
Anzahl der freizugebenden DIM-Items, weitere Sekunden, so dass durchaus bis zu 10 s zwischen Lo¨sung
des Problems und erfolgter Freigabe der DIM-Parameter vergehen ko¨nnen. Im (bisher nicht beobachteten)
Fall ungu¨nstig “auf der Schwelle” oszillierender Werte, ist es dadurch bedingt durchaus mo¨glich, dass das
Expertensystem nicht genug Zeit hat, die Daten zu holen, bevor diese wieder freigegeben werden. Dieses
Verhalten ließe sich durch die in Abschnitt 9.2.3 erwa¨hnte Nutzung historischer Daten vermeiden, was
jedoch eine Anbindung an die Conditions Datenbank erfordern wu¨rde, die im Rahmen dieser Arbeit nicht
vorgenommen werden konnte
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erreicht werden, so unterbleibt die Verbindung zu den unteren Hierarchieebenen an ent-
sprechender Stelle. Wa¨hrend dadurch ein ordnungsgema¨ßer Betrieb des DIM-Mechanismus
und damit des Gesamtdetektors gewa¨hrleistet wird, birgt diese Sicherheitsmaßnahme aber
auch die Gefahr eines “blockierten” Expertensystems. Ein solches Szenario wa¨re das gleich-
zeitige5 Auftreten vieler kritischer Prozessparameter, wie es beispielsweise ein Ausfall des
Ku¨hlsystems bewirken ko¨nnte. Allerdings sind auch solche Situation noch durch den Ein-
satz eines regelbasierten Systems zu bewa¨ltigen, da sich im Allgemeinen ein bestimmtes
Muster an als kritisch gemeldeten Detektorpartitionen bestimmten potentiellen Ursachen
zuordnen lassen sollte. In einem solchen Fall ko¨nnte das System, “unter Verdacht” einer
mo¨glichen Ursache, gezielt Teile der verbundenen Daten freigeben und die freigewordenen
Lastkapazita¨t dazu nutzen, die Vermutung zu u¨berpru¨fen. Da solche Regeln offensicht-
lich sehr komplex sind, wurden zum Zeitpunkt dieser Arbeit jedoch keine entsprechenden
Maßnahmen implementiert.
8.3 Die Regelbasis
Die von UnifiedXP und damit vom Pixel-Advisor genutzte Inferenzmaschine JBoss Rules
(siehe Kapitel 7) verwendet, wie alle vergleichbaren Systeme, eine Regelbasis in Form einer
oder mehrerer Textdateien. Innerhalb dieser Dateien ko¨nnen beliebig viele Regeln definiert
werden, deren Struktur durch die Regelsyntax der Inferenzmaschine vorgegeben ist.
Abbildung 8.5 zeigt eine einfache Regel, die gema¨ß der Drools-Regelsyntax erstellt wur-
de. In JBoss Rules wird eine Regeldefinition durch das Schlu¨sselwort “rule” begonnen und
durch “end” beendet. Jede Regel besitzt einen eindeutigen Namen, der direkt nach dem
rule-Schlu¨sselwort in Anfu¨hrungszeichen gesetzt wird. Die Pra¨misse, bzw. der Bedingungs-
teil einer Regel wird dabei durch das Schlu¨sselwort “when” eingeleitet und durch das Wort
“then” beendet, das den Anweisungsteil, auch Konklusion genannt, ero¨ffnet. Wie in vielen
modernen Programmiersprachen, ko¨nnen Kommentare durch “//” an beliebiger Stelle und
in beliebiger Zahl angebracht werden, um die Lesbarkeit der Regeln zu erho¨hen.
Einer der wichtigsten Vorteile, die Drools gegenu¨ber seinen direkten, in Kapitel 7 er-
wa¨hnten Konkurrenzprodukten aufweist, ist der Einsatz einer Domain Specific Language.
Obwohl diese Eigenschaft bereits in Abschnitt 7.3.3 anhand eines Beispieles erkla¨rt wurde,
sei hier ein weiteres Mal darauf hingewiesen, wie stark sich die Lesbarkeit einer Regel
durch den Einsatz der DSL verbessert. Zum direkten Vergleich zeigt Abbildung 8.6 die
obige Regel ohne den Einsatz von DSL. Zwar ist diese Form der Regelsyntax fu¨r den
5Relevant ist dabei die Zeit, die das Expertensystem braucht, um von der Feststellung eines kritischen
Status auf oberster Ebene zum problematischen Prozessparameter zu navigieren. Da im Laufe dieses
Vorgangs viele aufwa¨ndige und synchronisierte Schritte auf Seiten des Expertensystems und des DCS zu
absolvieren sind, kann dieser Vorgang mehrere Sekunden in Anspruch nehmen. Gleichzeitigkeit bedeutet
in diesem Sinne daher das Auftreten eines zweiten Problems, bevor der kritische Parameter des ersten
Problems lokalisiert werden konnte.
112 KAPITEL 8. PIXEL-ADVISOR: EIN EXPERTENSYSTEM FU¨R DCS
Abbildung 8.5: Beispiel einer einfachen Regel
Abbildung 8.6: Beispiel der Regel aus Abbildung 8.5, jedoch ohne Einsatz einer DSL
Software-Experten immer noch lesbar, fu¨r an der Entwicklung des Expertensystems unbe-
teiligte Personen jedoch sicherlich sehr gewo¨hnungsbedu¨rftig.
Um den DSL-Mechanismus nutzen zu ko¨nnen, werden zusa¨tzlich zu den eigentlichen
Regeldateien noch weitere Dateien beno¨tigt, die die U¨bersetzungstabelle zwischen den
“Schnipseln” oder “Snippets” natu¨rlicher Sprache und den entsprechenden Code-Blo¨cken
enthalten.
Ein wesentliches Ziel des Designs des UnifiedXP und damit auch des Pixel-Advisors ist
daher naheliegenderweise die strikte Trennung der Bearbeitung dieser beiden Arten von
Regeldateien. Wa¨hrend die DSL-U¨bersetzungsdateien ausschließlich von Expertennutzern
bearbeitet werden du¨rfen, sollen die eigentlichen Regeldateien selbst auch durch Nutzer
modifiziert werden ko¨nnen, deren Erfahrungsschatz sich auf den Umgang mit dem Detek-
torkontrollsystem selbst beschra¨nkt.
Da ein regelbasiertes System mit der Verla¨sslichkeit seiner Regeln steht und fa¨llt, ist die
Bewahrung der Integrita¨t der Regelbasis eine der Hauptverantwortlichkeiten der Software.
Das Editieren bestehender oder Anlegen neuer Regeln ist daher innerhalb des UnifiedXP
als zweistufiger Prozess implementiert.
Zuna¨chst soll die Benutzerschnittstelle (Abschnitt 8.4) dem Nutzer die Mo¨glichkeit
bieten, Regeln auf einfache Art und Weise zu erstellen oder zu a¨ndern, indem dieser aus
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einem Katalog bestehender natu¨rlichsprachlicher Ausdru¨cke (welche in den DSL-Dateien
definiert sind) Regelfragmente zu kompletten Regeln zusammenklicken kann. Nachdem
die Regel vom User fertiggestellt wurde, wird diese an die in Abschnitt 8.5 behandel-
te Serverkomponente u¨bermittelt. Dort werden die gea¨nderten oder neuen Regeln jedoch
zuna¨chst lediglich in einem lokalen Cache als “Regelvorschla¨ge” gespeichert und vorerst
NICHT in die genutzte Regelbasis u¨bernommen (siehe Abbildung 8.7). Sobald sich einer
der Software-Administratoren, bzw. Fachexperten (ebenfalls u¨ber das Client-Userinterface)
mit den entsprechenden Berechtigungen anmeldet, hat dieser die Mo¨glichkeit, die angesam-
melten Regelvorschla¨ge zu sichten. Dabei obliegt es der Verantwortung des Administrators,
eventuell nach weiterer Ru¨cksprache mit den Detektorexperten, die vorhandenen Vorschla¨-
ge zu korrigieren und in die tatsa¨chliche (nur auf dem Server vorhandene) Regelbasis zu
u¨bernehmen.
Abbildung 8.7: Funktionsprinzip des Server-Caches.
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Durch diesen Sicherheitsmechanismus wird verhindert, dass ein unerfahrener Nutzer
versehentlich irrefu¨hrende oder gar falsche Regeln in das System eingeben kann.
Ein weiterer Vorteil dieses Vorgehens lag darin, dass Nutzer selbst dann Regelvor-
schla¨ge unterbreiten ko¨nnen, wenn der oben erwa¨hnte Regeleditor noch gar nicht oder
nur rudimenta¨r existiert, wie es zu Beginn der Arbeiten am Pixel-Advisor der Fall war.
Obwohl unklar war, wann genau das Userinterface um einen voll funktionsfa¨higen Regele-
ditor erweitert werden konnte, konnten Nutzer so bereits Regelvorschla¨ge in Form norma-
ler, natu¨rlichsprachlicher Sa¨tze in das System eingeben, die dann natu¨rlich von einem der
Administratoren in eine syntaxkonforme Form gebracht werden mu¨ssen6.
Da die verwendete Regelsyntax, insbesondere durch die Mo¨glichkeit der direkten Nut-
zung von Java-Quellcode, sehr ma¨chtig und flexibel ist, und sich komplexe logische Zu-
sammenha¨nge daru¨berhinaus einfacher in Form einer Regel als durch verschachtelte “if-
else”-Anweisungen realisieren lassen, kam fru¨hzeitig die Idee auf, auch Teile der Pro-
grammsteuerung des Pixel-Advisors in Regelform zu implementieren. Konkret betrifft
dies die bereits im Zusammenhang mit der dynamischen Lastanpassung in Abschnitt
8.2.1 erwa¨hnten “Datenfluss”-Kontrollregeln. Diese steuern den Datenfluss der DIM-
Datennahmekomponente und lassen sich sehr gut in Form von Regeln formulieren, wie
das Beispiel in Abbildung 8.5 zeigt.
Um die U¨bersichtlichkeit der Regeldateien zu gewa¨hrleisten, werden diese Kontrollre-
geln und ihre dazugeho¨rigen DSL-Snippets in einem von den eigentlichen “Werteregeln”
getrennten Satz von Regeldateien verwaltet.
Neben der einfacheren Darstellung durch Regeln bringt die Auslagerung der in-
ternen Kontrolllogik noch einen weiteren, wesentlich gewichtigeren Vorteil mit sich:
da der Pixel-Advisor damit nur noch aus einer sehr allgemein formulierten DIM-
Datennahmekomponente, dem ebenfalls nicht Pixel-spezifischen UnifiedXP und der Re-
gelbasis besteht, la¨sst sich die Software prinzipiell auch fu¨r andere Detektoren nutzen.
An dieser Stelle soll nochmals die Bedeutung des DIM-Protokolls hervorgehoben wer-
den. Da DIM sich sowohl an die DCS- als auch an die DAQ-Software ankoppeln la¨sst und
diese ATLAS-(teilweise sogar LHC-)weit auf derselben Softwarearchitektur basieren, ist
das Pixel-Advisor-Expertensystem durch den Austausch einer einzigen Komponente, der
Regelbasis, fu¨r einen anderen Einsatzzweck (DAQ) oder gar einen anderen Detektor nutz-
bar. Tabelle 8.2 macht diese Zusammenha¨nge anhand der verschiedenen Komponenten der
Pixel-Advisor-Software deutlich.
Einige der vorhandenen Regeln werden vermutlich nach einer gewissen Zeit an Wich-
tigkeit verlieren, da die ursa¨chlichen Probleme endgu¨ltig behoben werden konnten. So ist
anzunehmen, dass nach den vorgesehenen Zugangsperioden vermehrt Probleme mit der
6Da vor Einsatz des Pixel-Advisors am CERN ein voll funktionsfa¨higer Regeleditor in das Userinterface
integriert werden konnte, wurde diese Vorsichtsmaßnahme allerdings nie in Anspruch genommen.





alle DIM-basierten Softwarepakete des CERN, wie DCS
und DAQ der meisten LHC-Subdetektoren
UnifiedXP-Userinterface alle UnifiedXP-basierten Expertensysteme, also neben
dem mo¨glichen Einsatz in anderen LHC-Subdetektoren
auch fu¨r GridXP.
UnifiedXP-Server alle UnifiedXP-basierten Expertensysteme, alle LHC-
Subdetektoren sowie GridXP.
Tabelle 8.2: Einsatzgebiete der Komponenten des Pixel-Advisor
Verkabelung des Detektors auftreten, welche sich nach einigen Tagen oder Wochen des
Betriebs stabilisiert haben sollten.
Weiterhin werden im Allgemeinen mehrere Regeln fu¨r einen gegebenen Datensatz akti-
viert und damit dem Nutzer pra¨sentiert. Allerdings muss davon ausgegangen werden, dass
bestimmte Regeln ha¨ufiger zutreffen als andere, von der Inferenzmaschine als gleichwertig
angesehene Regeln.
Um dieser Problematik Rechnung zu tragen, bietet der Regelmechanismus des Pixel-
Advisors die Mo¨glichkeit, die Regelwahrscheinlichkeiten durch den Nutzer beeinflussen zu
lassen. Dazu wird dem Nutzer im Userinterface, das in Abschnitt 8.4 genauer beschrieben
wird, die Mo¨glichkeit geboten, die einzelnen vorgeschlagenen Regeln zu bewerten. Wird
eine Regel als zutreffend bewertet, wird dabei ein interner Za¨hler, “Salience” genannt,
inkrementiert, wa¨hrend die Ablehnung einer Regel den Za¨hler dekrementiert.
In Analogie zur Vorgehensweise im Fall der Regelvorschla¨ge werden auch diese Regel-
Bewertungen nicht direkt in die Regelbasis u¨bernommen, sondern zuna¨chst in einem Zwi-
schenspeicher des Servers abgelegt. Sobald ein Administrator das na¨chste Mal die Re-
gelbasis erneuert, werden die kumulierten Za¨hlerwerte in die Regelbasis u¨bernommen. Je
nachdem wie oft eine Regel dabei von eventuell unterschiedlichen Userinterface-Clients
besta¨tigt oder als nicht-zutreffend deklariert wurde, resultiert daraus eine positive oder
negative A¨nderung des bestehenden Salience-Za¨hlers.
Sobald die Inferenzmaschine zu einem gegebenen Problem einen Satz an Aktivierungen
erzeugt, berechnet ein austauschbarer Algorithmus7 aus den aktuellen Salience-Werten
der aktivierten Regeln eine “Wahrscheinlichkeit” fu¨r das Zutreffen einer jeden aktivierten
Regel. Um nicht den Eindruck eines allwissenden oder unfehlbaren Expertensystems zu
7Damit wird es ermo¨glicht, die Salience-Werte unterschiedlich zu gewichten; etwa logarithmisch, line-
ar. . .
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vermitteln, besteht die Mo¨glichkeit diese Wahrscheinlichkeiten zu begrenzen, damit Ihre
Summe immer kleiner als 100% ist8.
8.4 Die Benutzerschnittstelle
Das User-Interface des Pixel-Advisor ist als eigensta¨ndig lauffa¨hige Java-Applikation die
Schnittstelle zwischen dem eigentlichen Expertensystem und dem Nutzer. Dabei erfu¨llt die
graphische Oberfla¨che folgende wichtige Eigenschaften:
 Anzeige der Werte-Regel-Aktivierungen: Wa¨hrend die Kontrollregeln sofort
nach ihrer Aktivierung ausgefu¨hrt werden, bestimmt der Nutzer des Expertensystems
im Falle der Aktivierung einer Werte-Regel selbst, ob er die vorgeschlagene Problem-
lo¨sung u¨berpru¨ft oder nicht. Das User-Interface u¨bernimmt dabei die Aufgabe, dem
Nutzer alle zu einem Problem geho¨renden Problemlo¨sungen anzuzeigen.
 Bereitstellung eines Regeleditors: Damit bestehende Regeln modifiziert und neue
Regeln hinzugefu¨gt werden ko¨nnen, stellt das User-Interface einen Regeleditor bereit,
der dem normalen Nutzer oder dem Expertensystem-Administrator den Zugriff auf
die Regeldatenbank erlaubt.
Dementsprechend ist das User-Interface in zwei Ansichten unterteilt, die in den na¨chs-
ten Abschnitten behandelt werden sollen.
8.4.1 Die Aktivierungsansicht
Sobald die Datennahmekomponente des Pixel-Advisors Fakten liefert, die zur Aktivierung
einer Werte-Regel fu¨hren, soll dem Nutzer der in der entsprechenden Werte-Regel vorhan-
dene Lo¨sungsvorschlag pra¨sentiert werden. Verkompliziert wird dies durch die hohe Anzahl
an FSM-Device-Units, die alle als potentielle Quellen problematischer Fakten fungieren,
im Zusammenspiel mit der Mo¨glichkeit einer Vielzahl gleichzeitig auftretender Probleme.
In einem solchen Szenario wu¨rde sich eine einfache und unstrukturierte Aktivierungsliste
sehr schnell mit einer schwer u¨berschaubaren Anzahl an Aktivierungen fu¨llen und damit
zusa¨tzlich zur Verscha¨rfung einer ohnehin kritischen Situation sorgen.
Daher stellt der Pixel-Advisor nicht alle Aktivierungen des Pixeldetektors gleichzeitig
in einer einzelnen Liste dar, sondern gruppiert Aktivierungen gema¨ß ihres Auftretens in
der Detektorhierarchie.
8Dies wird auch durch die Namensgebung Pixel-Advisor = Pixel-BERATER unterstrichen, die den
fehlbaren und insbesondere keine Allwissenheit vorgaukelnden Charakter des Expertensystems betonen
soll.
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Abbildung 8.8: Aktivierungsansicht des UnifiedXP-Client. Dieser Screenshot wurde auf einem
Windows-XP-Rechner gemacht. Das Userinterface ist durch den Einsatz von Java unabha¨n-
gig vom genutzten Betriebssystem lauffa¨hig.
Abbildung 8.8 zeigt einen Screenshot der Aktivierungsansicht der Userinterfaces. Auf
der linken Seite des Fensters befindet sich eine, der FSM-Hierarchie folgende, Bauman-
sicht der geographischen Detektorstruktur. Durch Auswahl eines Knotens innerhalb dieser
“Facts Tree View”, wird das durch diesen Knoten repra¨sentierte Datum in der “Fact De-
tails View” angezeigt, die sich auf dem Beispielbild rechts-oben befindet. In diesem Fak-
tenfenster werden Name, Wert, Datentyp und Zeitstempel der letzten Werta¨nderung des
ausgewa¨hlten Faktums angezeigt, also Status fu¨r Device- und Control-Units der FSM und
Temperaturen, Spannungen oder Stro¨me fu¨r die Prozessparameter des Pixeldetektors. Die
rechts-unten sichtbare “Activations View” beinhaltet die eigentliche Aktivierungsansicht
der Benutzeroberfla¨che. Dabei werden in diesem Fenster lediglich die Aktivierungen ange-
zeigt, die von einem Zweig oder Blatt des ausgewa¨hlten Knotens generiert wurden. Mit
anderen Worten also nur solche Aktivierungen, die den FSM-Status des gewa¨hlten Kno-
tens beeinflussen. Eine Auswahl des “PIX BARREL”-Knotens zeigt dementsprechend die
Aktivierungen aller Barrel-Module an, wa¨hrend auf der Ebene eines Half-Staves nur noch
die Aktivierungen der zugeho¨rigen 6 oder 7 Module angezeigt werden.
Da der Pixel-Advisor die UnifiedXP-Client-Komponente als Userinterface nutzt, besitzt
das Userinterface selbst keinerlei Informationen u¨ber den Aufbau des Detektors. Dies wa¨-
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re ein Widerspruch zur allgemeinen Nutzbarkeit des UnifiedXP-Clients und wurde daher
vermieden. Statt dessen wird die komplette Baumstruktur durch Informationen aufgebaut,
die direkt aus den Fakten ausgelesen werden ko¨nnen. Dazu wird eine im Abschnitt 8.5 na¨-
her beschriebene Containerklasse fu¨r die Fakten genutzt, die sowohl von GridXP, als auch
vom Pixel-Advisor genutzt wird und die sicherstellt, dass jeder Knoten seine jeweiligen
Eltern und Kinder kennt. Da die dazu notwendigen Informationen ausschließlich aus der
Regelbasis gewonnen werden, genu¨gt im Falle des Pixel-Advisors ein Austausch der Re-
geldateien, um das Expertensystem fu¨r einen anderen (LHC-)Detektor nutzen zu ko¨nnen,
dessen Struktur dann ebenfalls durch den Baum dargestellt werden wu¨rde.
Von der Existenz einer Aktivierung abha¨ngige Icons in der Baumstruktur erlauben
dem Nutzer die schnelle Lokalisierung von problematischen Detektorpartitionen und die
einfache Navigation zur betroffenen Detektoreinheit (siehe Abbildung 8.8)9.
Nachdem der Nutzer den untersten und damit ursa¨chlichen Knoten innerhalb der De-
tektorgeographie angewa¨hlt hat, werden nur noch die Aktivierungen angezeigt, die mit
dem auf dieser Ebene vorhandenen Problem zusammenha¨ngen. Dabei werden die Akti-
vierungen in einer Liste innerhalb der “Activations View” angezeigt, die den Namen der
zugeho¨rigen Regel sowie eine Regelwahrscheinlichkeit beinhaltet, nach der die Aktivierun-
gen in der Liste auch geordnet werden.
Diese Wahrscheinlichkeit wird u¨ber einen definierbaren Algorithmus und den Salience-
Werten der vorhandenen Aktivierungen bestimmt. Eine Regel mit hoher Salience wird
dabei als wahrscheinlicher als eine mit geringer Salience angegeben.
Bei Auswahl einer der Aktivierungen werden die auslo¨senden Fakten10 in der darunter-
liegenden Faktenliste der Activations View aufgelistet.
Da die Aktivierungsliste lediglich die Regelnamen und Wahrscheinlichkeiten ent-
ha¨lt, wird bei Auswahl einer Aktivierung deren Lo¨sungsvorschlag in einem zusa¨tzlichen
“Advice”-Feld angegeben.
Unterhalb dieses Feldes kann der Nutzer dem System eine Ru¨ckmeldung daru¨ber ge-
ben, wie hilfreich der aktuelle Vorschlag bei der Lo¨sung des Problems war. Wurde der
Vorschlag als hilfreich empfunden, so fu¨hrt dies zu einer Erho¨hung des Salience-Wertes der
dazugeho¨rigen Regel, wohingegen ein Ablehnen des Vorschlags (weil dieser das Problem
nicht lo¨sen konnte) zu einer Verringerung der Regel-Salience fu¨hrt.
Damit A¨nderungen an den Salience-Werten der Regeln jedoch Einfluss auf die Ge-
wichtung der Regelwahrscheinlichkeiten haben, mu¨ssen diese A¨nderungen in die Regel-
basis u¨bernommen werden (siehe dazu auch Abbildung 8.7). Diese wird zentral von der
Kernkomponente des Pixel-Advisors verwaltet und muss nach einer A¨nderung von der
9Ein roter Balken bedeutet, dass mindestens einer der Kinderknoten ein Problem hat, wa¨hrend ein
gelbes Warndreieck vorhandene Aktivierungen auf dem Knoten selbst symbolisiert.
10Im Allgemeinen mu¨ssen mehrere Fakten einen gewissen Wert annehmen, damit eine Regel aktiviert
wird.
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Rule-Engine neu eingelesen werden, was den Betrieb des Expertensystems kurzzeitig un-
terbricht. Daher nimmt der Server der Kernkomponente zuna¨chst nur die von jedem Client
vorgenommenen A¨nderungen an den Salience-Werten der vorhandenen Regeln entgegen
und speichert diese A¨nderungen in einem Zwischenspeicher.
Ein autorisierter Expertensystem-Administrator kann dann aus dem Userinterface-
Client heraus eine U¨bernahme der im Zwischenspeicher angesammelten Nutzer-
Ru¨ckmeldungen in die Regelbasis veranlassen. Erst danach treten die damit zusammen-
ha¨ngenden Wahrscheinlichkeitsa¨nderungen in Kraft.
8.4.2 Der Regeleditor
Neben der fu¨r den Nutzer des Pixel-Advisors sicherlich wichtigsten Aktivierungsansicht,
bietet das Userinterface auch eine Regelansicht, in der bestehende Regeln modifiziert und
neue Regeln angelegt werden ko¨nnen.
Abbildung 8.9: Regelansicht des UnifiedXP-Client. Diesmal wurde das Bildschirmfoto auf einem
Rechner mit Ubuntu-Linux-Betriebssystem gemacht.
Abbildung 8.9 zeigt die Regelansicht des Pixel-Advisor, bzw. des UnifiedXP-Client.
Auf der linken Seite befindet sich dabei eine “Rules List”, die die Regeln der Regelbasis
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der Kernkomponente anzeigt. Dabei kann u¨ber Filter gewa¨hlt werden, ob alle Regeln oder
lediglich bestimmte Regelsa¨tze, wie beispielsweise die Kontroll-Regeln angezeigt werden
sollen.
Wa¨hlt der Nutzer eine Regel in der Rules List aus, so wird diese im “Rule Editor” an-
gezeigt, der sich auf der rechten Seite des Regelansicht-Fensters befindet. In diesem Editor
wird die Regel in ihre einzelnen Blo¨cke, die Pra¨missen und Konklusionen, aufgespalten,
die dann einzeln editiert werden ko¨nnen. Dazu kann der Nutzer entweder beliebigen Text
selbst eingeben oder u¨ber die in Abbildung 8.9 sichtbaren Auswahlboxen bereits bestehen-
de DSL-Snippets auswa¨hlen.
Sobald eine bestehende Regel editiert oder eine neue angelegt wurde, wird diese A¨nde-
rung an der Regelbasis durch ein Modifikations-Icon in der Rules List verdeutlicht. Analog
zum Vorgehen bei der Beru¨cksichtigung der vom Nutzer modifizierten Regel-Salience, wird
auch im Falle der Modifikation einer Regel diese nicht direkt in die Regelbasis u¨bernom-
men, sondern zuna¨chst auf Serverseite zwischengespeichert.
Ein Administrator tra¨gt dann die Verantwortung, die eingegangenen Modifikations-
”Vorschla¨ge” auf ihre logische und syntaktische Korrektheit zu pru¨fen, eventuell zu be-
richtigen und schließlich in die Regelbasis zu u¨bernehmen, was seinerseits ein erneutes
Einlesen der Regelbasis durch die Rule-Engine erforderlich macht.
Obwohl dieses Vorgehen die Administratoren des Expertensystems dazu zwingt, in
regelma¨ßigen Absta¨nden die vorgeschlagene Regelbasis zu u¨berpru¨fen, bringt es doch zwei
wesentliche Vorteile mit sich:
 Robustheit der Regeln: Da JEDE Regel vom Administrator VOR U¨bernahme
in die tatsa¨chliche Regelbasis abgezeichnet werden muss, ist sichergestellt, dass nur
solche Regeln u¨bernommen werden, deren Syntax und Logik u¨berpru¨ft wurden.
 Geringe Nutzerhemmschwelle: Da der vom Nutzer als Regelvorschlag eingegebe-
ne Text NICHT direkt in die Regelbasis u¨bernommen wird, muss dieser NICHT der
eigentlichen Regelsyntax, bzw. den zur Verfu¨gung gestellten Schnipseln natu¨rlicher
Sprache entsprechen. Damit wird ermo¨glicht, dass ein Nutzer sein Expertenwissen
in normaler Sprache eingibt, das dann vom Administrator in eine syntaxkonforme
Regel umgewandelt werden kann. Obwohl dies zuna¨chst zusa¨tzliche Arbeit vom Admi-
nistrator verlangt, reduziert es fu¨r den Nutzer die Hemmschwelle, das eigene Wissen
in den Pixel-Advisor einzugeben.
Da die Akquisition einer ausreichenden Wissensbasis zu den wichtigsten Aufgaben und
gro¨ßten Herausforderungen eines Expertensystems geho¨rt, wird eine ho¨here Belastung der
Administratoren zu Gunsten einer mo¨glichst weitreichenden Entlastung der Detektorex-
perten und Nutzer in Kauf genommen.
8.5. DIE KERNKOMPONENTEN 121
8.5 Die Kernkomponenten
Wie bereits in den vorangegangenen Abschnitten erwa¨hnt, basiert der Pixel-Advisor auf
einer Client-/Server-Architektur. Dabei verbinden sich beliebig viele Userinterface-Clients
mit den als Server fungierenden Kernkomponenten des Pixel-Advisor. Diese bestehen im
Wesentlichen aus den Schnittstellen zur Ankopplung der Datennahmekomponente, der
Regelbasis und der Rule-Engine, wobei letztere gema¨ß der in Abschnitt 8.1 eingefu¨hrten
Einteilung, Teil der Kernkomponenten ist.
Um Daten mit den Datennahmekomponenten des GridXP bzw. des Pixel-Advisor aus-
tauschen zu ko¨nnen, wurde ein gemeinsames Datenformat in Form einer Containerklasse
entwickelt. Die urspru¨nglich aus DIM und RGMA11 gewonnenen Fakten werden dazu in
Instanzen dieser Containerklasse gespeichert und dann an den UnifiedXP-Kern u¨bergeben,
der alle an ihn u¨bermittelten Fakten verwaltet. Von dort aus werden die Fakten dann in die
Rule-Engine u¨bermittelt, wobei diese auf Grund der Mo¨glichkeit des direkten Java-Bean12-
Zugriffs lediglich eine Referenz auf das jeweilige Faktum innerhalb des UnifiedXP-Kerns
erha¨lt.
U¨ber den Java-Mechanismus der Listener13 ist es weiterhin nicht notwendig, dass Kern
oder Rule-Engine u¨ber Modifikationen an Fakten informiert werden, da dies bei Fakten-
a¨nderung durch die Datennahmekomponente automatisch geschieht.
Um den Sicherheitsanforderungen des Grid-Einsatzes zu entsprechen, wird die Kom-
munikation zwischen dem Kern-Server und den Userinterface-Clients u¨ber den SSL14-
Mechanismus verschlu¨sselt und gegen unbefugte Manipulation gesichert.
Da die von JBoss Rules aus den Regeldateien eingelesenen Regelobjekte nicht u¨ber
die notwendige Eigenschaften fu¨r den Einsatz im Regeleditor des Userinterfaces verfu¨gen,
werden die Regeldateien vom UnifiedXP-Kern ebenfalls geparst und in einzelne Java-
Regelobjekte zerlegt.
Zwischen Client und Server werden dann, neben Steuerbefehlen, ausschließlich die
Fakten-, Aktivierungs- und Regelobjekte ausgetauscht. In Zusammenhang mit den in
Abschnitt 8.4 getroffenen Vorkehrungen fu¨hrt dies dazu, dass weder Userinterface noch
11Relational Grid Monitoring Architecture
12Bei Java-Beans handelt es sich um Java-Klassen, die unter anderem u¨ber standardisierte Konstruk-
toren sowie Zugriffsmethoden auf die Membervariablen verfu¨gen. Weitere Definitionseigenschaften werden
von den hier genutzten Beans zwar erfu¨llt (z.B. Serialisierbarkeit) sind aber fu¨r die hier angefu¨hrten
Mechanismen nicht von Bedeutung.
13Listener sind wichtiger Bestandteil der “ereignisgetriebenen” Programmierung. Dabei wird der Pro-
grammablauf nicht durch den u¨blichen Verarbeitungsstapel, sondern durch die Reaktion auf das Eintreten
bestimmter Ereignisse gesteuert. Listener werden dabei u¨ber bestimmte Ereignisse informiert, sofern sie
sich vorher als Interessent des Ereignisses angemeldet haben. Ein einfaches Beispiel fu¨r diesen Mecha-
nismus ist das Dru¨cken eines GUI-Knopfes, woraufhin dieser seine Listener informiert, dass er gedru¨ckt
wurde.
14Secure Sockets Layer
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Kernkomponenten des Pixel-Advisor oder GridXP spezifisches Wissen u¨ber das Anwen-
dungsgebiet beno¨tigen und daher im Rahmen der UnifiedXP-Komponenten gemeinsam
genutzt werden.
Abbildung 8.10: Schematischer Darstellung der Nutzung eines gemeinsamen Containerformats fu¨r
die Kommunikation zwischen Server und Client.
Abbildung 8.10 zeigt eine schematische Darstellung des Datenaustauschs zwischen Ser-
ver und Client mit Hilfe der erwa¨hnten Containerobjekte. Diese fungieren als Abstrakti-
onsschicht fu¨r die Fakten-, Aktivierungs- und Regelobjekte, was die Nutzung eines ein-
zigen Datenaustauschformats zwischen Client und Server ermo¨glicht. Im Gegensatz zu
Fakten und Aktivierungen ko¨nnen modifizierte Regelobjekte dabei durch den Regeleditor
vom Userinterface zuru¨ck an die Kernkomponente u¨bertragen werden, wo sie zuna¨chst
im bereits in Abschnitt 8.4 erwa¨hnten Zwischenspeicher der Kernkomponente gespeichert
werden. Von dort aus ko¨nnen die Regel dann durch einen berechtigten Nutzer an die
Regelbasis und damit die Inferenzmaschine u¨bermittelt werden.
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Wa¨hrend Erzeugung und Modifikation der Regelobjekte durch den Anwender ausge-
lo¨st werden, in dem dieser die Regelbasis la¨dt oder modifiziert, werden A¨nderungen an
den Fakten- und Aktivierungsspeichern im laufenden Betrieb durch Wertea¨nderungen der
Betriebsparameter des Pixeldetektors ausgelo¨st. Damit die Benutzerschnittstelle u¨ber sol-
che A¨nderungen informiert wird, muss der Server entsprechende Vorkehrungen treffen. Da
die urspru¨ngliche Implementation dieses Mechanismus sich erst im Betrieb als unzurei-




Einsatz des Pixel-Advisors am CERN
Nachdem die vorangehenden Kapitel das Einsatzgebiet und die Implementation des Pixel-
Advisors behandelt haben, summiert dieses Kapitel die Erfahrungen, die bisher durch den
Betrieb der Software am CERN gewonnen wurden.
Der Pixel-Advisor wird dabei seit September 2008 von den Pixel-DCS-Experten ein-
gesetzt, um in Zusammenarbeit mit der Pixel-DCS-FSM den Detektor wa¨hrend des lau-
fenden Betriebs zu u¨berwachen und Ursachen fu¨r mo¨gliche Fehler zu finden. Da dies der
erste Einsatz der Software unter realen Bedingungen war, konnten wertvolle Erkenntnisse
bezu¨glich vorhandener Schwachpunkte und Sta¨rken gesammelt werden.
9.1 Verbesserungen
Einige der in den vorangehenden Kapiteln angefu¨hrten Designentscheidungen fu¨hrten, un-
ter den im Vergleich zu den Testsystemen gea¨nderten Bedingungen, zu mehr oder weniger
schweren Problemen mit der Software. Diese Probleme und die im einzelnen umgesetzten
notwendigen A¨nderungen werden in den folgenden Abschnitten erla¨utert.
9.1.1 Erkla¨rung des FSM-Zustands
Nach dem offiziellen Beginn des ATLAS-Schichtbetriebs zeigte sich, dass die u¨berwiegend
aus Nicht-DCS-Experten bestehenden DCS-Shifter Probleme bei der Interpretation der
von der FSM bereitgestellten Daten hatten. Insbesondere die Frage, warum ein gegebenes
Modul oder eine Ausleseeinheit in einer bestimmten State/Status-Kombination war, konn-
te ha¨ufig nur durch Ru¨cksprache mit dem DCS-Experten der Bereitschaft hatte gekla¨rt
werden.
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Aus Sicht der DCS-Experten war es dabei besonders a¨rgerlich, dass diese Information
prinzipiell in Form einer Beschreibung innerhalb der Datenpunkte der FSM vorlag, jedoch
bisher nicht im Userinterface angezeigt werden konnte.
Daraus ergab sich eine erste Mo¨glichkeit fu¨r das Expertensystem, dem Schichthabenden
eine wichtige Hilfestellung zu bieten, indem es die State/Status-Kombination der einzelnen
Detektorkomponenten erkla¨rt.
Der dazu notwendige Ablauf basiert auf der Tatsache, dass jede FSM-Device-Unit
ihren State und Status aus dem Vergleich der vorliegenden Betriebsparameter mit einem
Satz von Grenzwerten bezieht. Fu¨r jede Kombination aus State und Status existiert dabei
mindestens ein Satz dieser Grenzwerte fu¨r jeden Betriebsparameter, sowie eine zugeho¨rige
Beschreibung. Abbildung 9.1 zeigt einen solchen Satz von FSM-Bestimmungsparametern
fu¨r ein beliebiges Detektormodul.
Abbildung 9.1: FSM-Bestimmungsparameter eines beliebigen Detektormoduls. Aus dem Vergleich
der tatsa¨chlich vorliegenden Betriebsparameter mit den gegebenen Schranken bestimmt die
FSM die aktuelle State/Status-Kombination.
Das von der Pixel-FSM genutzt Format setzt sich dabei pro Zeile aus den folgenden
Eintra¨gen zusammen:
|IDDmin|IDDmax|IDDAmin|IDDAmax|HVmin|HVmax|IHVmin|IHVmin|HV State|State|Status|Description|
Sofern die vier Modulparameter Digitalstrom IDD, Analogstrom IDDA, Hochspan-
nung HV und Sperrstrom IHV in die durch min und max angegeben Grenzen fallen,
nimmt das entsprechende Detektormodul den durch State : Exp und Status bezeich-
neten FSM-Zustand an. Da diese FSM-Bestimmungsparameter fu¨r jede Device-Unit in
speziellen PVSS-Datenpunkten abgespeichert sind, nutzt der Pixel-Advisor seine durch
DIM gegebene, direkte Zugriffsmo¨glichkeit auf diese Datenpunkte, um die resultierende
Beschreibung in Erfahrung zu bringen. Im Falle einer problematischen Device-Unit wird
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dementsprechend eine Aktivierung erzeugt und im GUI des Pixel-Advisors wird die FSM-
Beschreibung der eigenen State/Status-Kombination eingeblendet.
Neben dem dadurch verbesserten Versta¨ndnis des Schichtpersonals fu¨r den Zustand der
FSM ist ein weiterer wichtiger Punkt dieses Vorgehens, dass somit automatisch die aktu-
ell genutzte Konfiguration des Pixeldetektors beru¨cksichtigt werden kann. Da prinzipiell
jedes der 1744 Detektormodule und jede der 272 Ausleseeinheiten leicht unterschiedliche
Betriebsparameter und damit auch FSM-Grenzwerte haben kann, die sich daru¨berhinaus
auch noch von Konfiguration zu Konfiguration a¨ndern ko¨nnen, wa¨re die Erkla¨rung des
FSM-Zustandes ohne Zuhilfenahme der angesprochenen Datenpunkte schwer mo¨glich.
Wa¨hrend die Anbindung des Expertensystems an die Verkabelungs- und Konfigura-
tionsdatenbanken anfa¨nglich als notwendig aber vorerst kaum realisierbar eingescha¨tzt
wurde, zeigte sich damit, dass der direkte Zugriff auf die von DCS momentan genutzten
Parameter in diesem Fall die bessere Lo¨sung war. Dieser gewa¨hrleistet, dass die vom Ex-
pertensystem genutzten Werte mit denen des DCS u¨bereinstimmen; die Gefahr eine falsche
Version der Datenbankeintra¨ge (“Tags”) zu nutzen besteht damit nicht.
9.1.2 Feuern der Werteregeln
Das vorherige Beispiel der Erkla¨rung des FSM-Zustands durch das Expertensystem zeigt,
dass ein regelbasiertes System nicht zwangsla¨ufig aus sehr vielen Regeln bestehen muss, um
positive Ergebnissse zu erzielen. Gerade dabei zeigte sich aber auch eine der wesentlichen
Schwa¨chen des urspru¨nglichen Konzepts des Pixel-Advisors.
Wie bereits in Abschnitt 8.4.1 erwa¨hnt, ist eines der Hauptziele des Expertensystems,
die auftauchenden Probleme und daraus resultierenden Lo¨sungsvorschla¨ge der Detektor-
geographie folgend, u¨bersichtlich darzustellen. Sobald ein Teil des Detektors in einen pro-
blematischen FSM-Zustand wechselt, werden die zugeho¨rigen Lo¨sungsvorschla¨ge und Er-
kla¨rungen auf dem entsprechenden Knoten in dem Faktenbaum dargestellt (siehe auch
Abbildung 8.8).
Um dies zu erreichen, beno¨tigt man zwei Informationen, na¨mlich die Benachrichtigung
u¨ber das erstmalige Erfu¨llen des Bedingungsteils einer Regel (also das Erzeugen einer
Aktivierung), sowie u¨ber das erstmalige Verletzen dieses Bedingungsteils (das Lo¨schen der
Aktivierung). Der urspru¨ngliche Mechanismus nutzte dabei Java-Listener, um sich mit
der Agenda der Regelmaschine zu verbinden und auf entsprechende Benachrichtigungen
zu reagieren (siehe Abbildung 9.2). Problematisch bei diesem Ansatz ist die Tatsache,
dass eine Aktivierung innerhalb der Regelmaschine auch dann als gelo¨scht gilt, wenn die
aktivierte Regel von der Regelmaschine gefeuert wurde.
In einem einfachen Beispiel, einer zu hohen Temperatur fu¨hrt dies dazu, dass zum
Zeitpunkt t0 eine Aktivierung auf Grund des U¨berschreitens einer zula¨ssigen Maximal-
temperatur erzeugt wird. Wird die aktivierte Regel dann von der Rule-Engine gefeuert,
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also ihr Anweisungsteil ausgefu¨hrt, so wird die Aktivierung unmittelbar gelo¨scht. 5 Sekun-
den spa¨ter, zum Zeitpunkt t1, u¨bertra¨gt das DCS den na¨chsten Temperaturwert an das
System, der, sollte die zu hohe Temperatur nach wie vor vorliegen, eine erneute Aktivie-
rung erzeugt. Der beschriebene Vorgang wu¨rde sich also alle paar Sekunden wiederholen,
Aktivierungen wu¨rden in den Faktenbaum eingetragen, andere gelo¨scht.
Abbildung 9.2: Urspru¨ngliche Implementation des Benachrichtigungsmechanismus. Damit das Er-
zeugen und Vernichten von Aktivierungsobjekten wie gewu¨nscht funktioniert, du¨rfen die zuge-
ho¨rigen Regeln nicht gefeuert werden.
Da dies nicht das gewu¨nschte Verhalten darstellt, nachdem eine Aktivierung nur dann
aus dem Baum entfernt werden soll, wenn die Ursache auch wirklich behoben ist, sah der
zuna¨chst implementierte Ansatz vor, die Werteregeln nicht zu feuern. Damit ko¨nnen dann
aber auch die in den Regeln enthaltenen Konklusionen nicht ausgefu¨hrt werden. Um trotz-
dem Erkla¨rungen und Lo¨sungsvorschla¨ge innerhalb einer Regel formulieren zu ko¨nnen,
wurden diese durch die einfache Zeichenkette Solution : “Lo¨sungsvorschlag” gekennzeich-
net. Das Userinterface konnte damit die unter “Lo¨sungsvorschlag” eingetragene Lo¨sung zu
jeder Regel durch Parsen der Regeldatei auslesen und bei Aktivierung der Regel anzeigen.
Dieser Trick erschien zuna¨chst vielversprechend und ermo¨glichte das gewu¨nschte Ver-
halten, da die Regeln nun nicht mehr gefeuert werden mussten, um eine Lo¨sung anzuzeigen
und damit die erzeugten Aktivierungen so lange bestehen blieben, bis der Bedingungs-
teil der Regel durch die vorhandenen Fakten nicht mehr erfu¨llt war. Der Nachteil dieses
Vorgehens ist jedoch, dass es nicht mo¨glich ist, im Lo¨sungsvorschlag auf die aktuellen
Variablenwerte, die zur Aktivierung der Regel gefu¨hrt haben, einzugehen. Diese sind zum
Zeitpunkt des Einlesens durch den Parser ja noch unbekannt. Man kann im erwa¨hnten
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Beispiel also lediglich berichten, dass die Modultemperatur die eingestellte Alarmschwel-
le von beispielsweise 27.0 °C u¨berschritten hat, nicht aber welchen Wert die Temperatur
aktuell tatsa¨chlich hat.
Auch dies war vorerst unproblematisch, da die aktuelle Temperatur, sowie alle anderen
Fakten, die zu einer Aktivierung fu¨hren, in der Aktivierungsansicht zusa¨tzlich dargestellt
werden (siehe Abbildung 8.8). Die Unzula¨nglichkeit, diese nicht im selben Textfeld inner-
halb des Lo¨sungsvorschlags darstellen zu ko¨nnen wurde daher wa¨hrend des urspru¨nglichen
Designs als nebensa¨chlich betrachtet.
Im Zusammenhang mit den im letzten Abschnitt beschriebenen Erkla¨rungsregeln fu¨r
den FSM-Zustand zeigte sich aber, dass es dadurch notwendig wurde, fu¨r jede anzuzei-
gende Erkla¨rung wie etwa “Module is in UNDEFINED/WARNING because it is NOISY”
oder “Module is in UNDEFINED/ERROR because of OVERCURRENT vdd” eine eige-
ne Regel anzulegen.
Abbildung 9.3: Der u¨berarbeitete Benachrichtigungsmechanismus. Er erlaubt das Feuern der Re-
geln, indem Aktivierungsobjekte u¨ber insertLogical() mit den Regeln verbunden werden. Die
eigentliche JBoss Rules Aktivierung der Regel wird nicht mehr genutzt.
Um diese und damit zusammenha¨ngende Beschra¨nkungen aufzuheben, wurde daher der
Benachrichtigungsmechanismus dahingehend gea¨ndert, dass diese Regeln gefeuert werden
ko¨nnen und damit den Zugriff auf ihre Variablen erlauben. Dazu wurde der Mechanismus
“logischer Fakten” innerhalb der JBoss Rules Regelmaschine genutzt, der es erlaubt ein
logisches Faktum u¨ber den Befehl “insertLogical()” in die Wissensbasis einzufu¨gen, sobald
eine Regel gefeuert wird. Dieses Faktum bleibt dann solange bestehen, bis die Bedingung
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der Regel verletzt ist und wird dann automatisch entfernt. Dementsprechend wurden die
bestehenden Regeln modifiziert und die erwa¨hnten Java-Listener wurden so abgea¨ndert,
dass sie nicht mehr auf das Erzeugen bzw. Lo¨schen von Aktivierungen, sondern das Anle-
gen und Lo¨schen von logischen Fakten reagieren (siehe Abbildung 9.3). Abbildung 9.4 zeigt
die Bedingungen fu¨r das Erzeugen und Vernichten eines Pixel-Advisor-Lo¨sungsvorschlags
mit Hilfe von Aktivierungen einerseits und logischen Fakten andererseits. Mit dem neu-
implementierten Verfahren ist es nun mo¨glich, aktuelle Werte der Regelvariablen in den
Lo¨sungsvorschlag aufzunehmen, was dazu fu¨hrt, dass die erwa¨hnten FSM-Zustandsregeln
durch eine einzige Regel ersetzt werden konnten, die die Zustandsbeschreibung in den
Lo¨sungsvorschlag integriert.
Abbildung 9.4: Vergleich der Bedingungen fu¨r das Erzeugen/Vernichten von JBoss Rules Aktivie-
rungen bzw. logischen Fakten.
9.1.3 Tiefensuche
Eines der Probleme, das im Testbetrieb mit dem FSM-Simulator als auch bei ersten Tests
am CERN nicht aufgefallen war, ha¨ngt mit der selbstauferlegten DIM-Maximallast des
Pixel-Advisors zusammen. Wie bereits in Abschnitt 8.2.1 beschrieben, ist es mo¨glich, dass
die maximale Anzahl von DIM-Verbindungen erreicht ist, bevor die Datennahmekompo-
nente zur Ursache des Problems vordringen konnte. Wa¨hrend diese Situation im Simulator
und am CERN-SR1-Testsystem auf Grund der fehlenden Gro¨ße der Systeme nicht weiter
problematisch war, stellte sich heraus, dass sie fu¨r den Pixeldetektor selbst zur Regel wur-
de, weil bereits etwa 10 problematische und ungu¨nstig u¨ber den Detektor verteilte Module
ausreichen, um die DIM-Begrenzung zu u¨berschreiten. Abbildung 9.5 zeigt die Situation
schematisch anhand des bereits bekannten FSM-Baumes.
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Abbildung 9.5: Die bisher ausschließlich genutzte Breitensuche. Befindet sich eine genu¨gend große
Zahl an FSM-Control-Units in einem kritischen U¨berwachungszustand, so verhindert die DIM-
Begrenzung das Vordringen zu den problematischen Device-Units. Die Situation entspannt sich
erst wieder, wenn Teile des Detektors ohne Hilfe des Expertensystems in einen unkritischen
Zustand u¨berfu¨hrt werden.
Da die Erho¨hung dieser Maximalzahl an DIM-Items das Problem nur verschiebt und
eine zu hohe Maximalzahl außerdem gegen die in Abschnitt 6.1.2 beschriebenen Anforde-
rungen versto¨ßt, wurde eine Alternative implementiert. Dabei handelt es sich um einen
zweiten Algorithmus zur Steuerung des Datenflusses, also der Reihenfolge in der die ver-
schiedenen Betriebsparameter durch den Pixel-Advisor vom Detektorkontrollsystem ange-
fordert werden. Im Gegensatz zur bisherigen “Breitensuche”, die nur dann zum Ziel fu¨hrt,
wenn die Anzahl der zu u¨berwachenden DIM-Items klein genug ist, durchsucht diese “Tie-
fensuche” den FSM-Baum Zweig fu¨r Zweig. Selbst in der problematischen, weil u¨ber die
meisten FSM-Knoten verfu¨genden “L2” Zylinderlage beno¨tigt die Tiefensuche ho¨chstens
50 DIM-Items, um bis zum ersten problematischen Modul vorzustoßen und zwar unab-
ha¨ngig davon, wieviele Probleme in den restlichen A¨sten des FSM-Baumes vorliegen (siehe
Abbildung 9.6).
Ein weiterer Vorteil der Tiefensuche ist die damit verbundene Mo¨glichkeit, eine Pro-
blemsuche gezielt durch den Nutzer des Expertensystems anstoßen zu lassen. Obwohl zum
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Abbildung 9.6: Beispiel zur Tiefensuche. Ist ein problematischer FSM-Knoten entdeckt, werden
zuna¨chst die Daten seines ersten Kindes angefordert, bevor mit seinen Geschwisterknoten fort-
gefahren wird. Dadurch ist sichergestellt, dass zumindest die ursa¨chlichen Device-Units einiger
Problemknoten untersucht werden ko¨nnen, selbst wenn die DIM-Begrenzung die Datennahme
aller problematischen Knoten unterbindet.
Zeitpunkt dieser Arbeit noch nicht implementiert, ko¨nnte dieser dazu einzelne Knoten des
Faktenbaumes auswa¨hlen und das System dazu veranlassen, deren Daten zu holen.
Abbildung 9.7 zeigt die vereinfachten Flussdiagramme der beiden Suchalgorithmen.
Wa¨hrend die einfache Breitensuche lediglich 3 Funktionsaufrufe fu¨r die Datennahme al-
ler direkten Kinder eines Knotens beno¨tigt, sind im Falle der Tiefensuche bereits bis zu
5 Funktionsaufrufe pro direktem Kind notwendig. Ein weiterer wesentlicher Punkt, der
dazu beitra¨gt, dass der Tiefensuch-Algorithmus deutlich langsamer arbeitet, als die Brei-
tensuche ist darin begru¨ndet, dass der DIM-Mechanismus die Bu¨ndelung von Anfragen
in einem einzigen Befehl an den Expertensystem-Kommandodatenpunkt erlaubt. Diese
Bu¨ndelung wird von der Breitensuche an der Stelle ausgenutzt, an der die Daten “parallel
fu¨r alle Kinder” geholt werden, was intern nur ein einziges DIM-Kommando beno¨tigt. Die
Tiefensuche hingegen kann diesen Mechanismus nicht nutzten, da erst nach Abfragen des
aktuellen Knotens entschieden werden kann, welches der na¨chste notwendige Knoten ist.
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(a) Der Algorithmus der Breitensuche ist
sehr einfach und nutzt nur wenige Funk-
tionsaufrufe (blau). Der entscheidende Ge-
schwindigkeitsunterschied ergibt sich aus
der Nutzung gebu¨ndelter DIM-Anfrage
(dunkelblau) fu¨r alle Kinder eines Knotens.
(b) Die Tiefensuche ist komplizierter und beno¨tigt vor allem
wesentlich mehr Funktionsaufrufe pro Durchlauf. Die DIM-
Aufrufe (dunkelblau) beziehen sich hier jeweils nur auf genau
einen Knoten.
Abbildung 9.7: Vergleich der beiden Suchalgorithmen.
Auf Grund der vorhandenen Vor- und Nachteile beider Suchstrategien kann der Nutzer
diese selbst auswa¨hlen.
9.1.4 Server-Shutdown
Obwohl die bereits mehrfach erwa¨hnte DIM-Item-Maximalgrenze sicherstellt, dass der
Pixel-Advisor zu keinem Zeitpunkt mehr als die angegebene Anzahl an DIM-Items nutzt,
kam es wa¨hrend der ersten Betriebstage zu Situationen, in denen die Anzahl der von
DIM vero¨ffentlichten und durch das Pra¨fix “xpt ” gekennzeichneten, ausschließlich fu¨r
das Expertensystem vero¨ffentlichten DIM-Items bei der vierfachen Anzahl lag. Dadurch
alarmiert gelang es, den Fehler auf ein Zusammenspiel zweier Probleme zuru¨ckzufu¨hren.
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Einerseits funktionierte der eingebaute Abschaltmechanismus des Expertensystem-Servers
offensichtlich nicht. Dieser soll dafu¨r sorgen, dass beim Herunterfahren des Servers die
Vero¨ffentlichungen aller verbliebenen und mit “xpt ” beginnenden DIM-Items zuru¨ckge-
nommen werden. Ein abruptes Beenden des Servers u¨ber einen “kill”-Befehl scheint diesen
Mechanismus zu umgehen, was wahrscheinlich nur durch einen, von PVSS u¨berwachten,
“alive”-Mechanismus abzufangen wa¨re. Das zweite ursa¨chliche Problem bestand darin,
dass der Server selten von den Clients ordnungsgema¨ß heruntergefahren wurde. Dazu
sollte urspru¨nglich auf Client-Seite ein spezielles “Shutdown Server”-Kommando gegeben
werden, was auf Grund menschlicher Bequemlichkeit selten geschah.
Die implementierte Verbesserung besteht darin, dass der Server nun automatisch den
Befehl, alle DIM-Items freizugeben an das DCS sendet, sobald sich der letzte mit ihm ver-
bundene Client abmeldet, ohne dass dieser dazu ein spezielles Kommando senden mu¨sste.
Im Umkehrschluss fu¨hrt dies dazu, dass der Server bei der Verbindung des ersten Clients
zuna¨chst wieder alle beno¨tigten DIM-Items anfordern muss, so dass der erste Verbindungs-
aufbau la¨nger dauert als in der urspru¨nglichen Version.
Fu¨r die Zukunft wa¨re sicherlich eine zusa¨tzliche Sicherheitsebene in Form eines den
Serverzustand u¨berwachenden PVSS-Skripts wu¨nschenswert, das im Falle eines abrupten
Serverabsturzes die verbliebenen DIM-Items freigibt. Noch sinnvoller wa¨re aber in Anbe-
tracht der zentralen Bedeutung des DIM-Protokolls fu¨r die LHC-Experimente sicherlich
eine DIM-seitige Sicherung vor zu hoher Last, beispielsweise durch das Ablehnen zusa¨tzli-
cher Verbindungen.
9.1.5 Speichern der Regelvorschla¨ge
Eine sicherlich optimistische, urspru¨ngliche Annahme war, dass die Serveranwendung von
niemandem beendet werden wu¨rde, bevor ein mit Administratorrechten versehener Nutzer
die zuvor im Regel- und Bewertungszwischenspeicher abgelegten A¨nderungen in die Regel-
basis u¨bernehmen konnte (siehe Abbildung 8.7). Wie der vorherige Abschnitt zeigt, konnte
nicht la¨nger davon ausgegangen werden, dass die Vorkehrung, nur die Administrator-
Clients mit einem “Shutdown-Server”-Knopf zu versehen, einen ausreichenden Schutz vor
einem vorzeitigen Server-Stop bot.
Da die von den Nutzern eingegebenen A¨nderungen aber keinesfalls ungelesen gelo¨scht
werden du¨rfen, wurde der in Abbildung 8.7 gezeigte Ablauf dahingehend vera¨ndert, dass
die von einem Client u¨bermittelten Regel- und Bewertungsa¨nderungen nun direkt in ent-
sprechende Dateien geschrieben werden, mit denen der Server-Cache synchronisiert wird
(siehe Abbildung 9.8). Dadurch ist gewa¨hrleistet, dass auch ein unbeabsichtigtes, abruptes
Stoppen des Servers die eingegebenen Vorschla¨ge nicht lo¨scht.
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Abbildung 9.8: Funktionsprinzip des Server-Caches unter Hinzunahme der Vorschlagsdateien. Solan-
ge der Server la¨uft werden die in den Dateien enthaltenen Bewertungs- und Regelvorschla¨ge mit
dem eigentlichen Server-Cache synchronisiert. Im Falle eines Serverabsturzes kann der Cache
aus den Vorschlagsdateien wiederhergestellt werden.
9.1.6 Simulator
Im Gegensatz zu den leicht manipulierbaren Rahmenbedingungen der Testumbgebungen,
war es sehr schwierig neue Regeln im realen System zu u¨berpru¨fen. Hatte man beispiels-
weise gerade eine neue Regel bezu¨glich kritischer Optoboard-Temperaturen entworfen, so
gab es keine andere Mo¨glichkeit diese pru¨fen, als darauf zu warten, dass das entsprechende
Problem tatsa¨chlich in Form einer kritischen Optoboard-Temperatur auftrat.
Um diese Situation zu verbessern, wurde ein bereits zu Testzwecken wa¨hrend der GUI-
Entwicklung genutzter Simulator in das Userinterface integriert, mit dessen Hilfe gefahrlos
simulierte Fakten in das System eingegeben werden ko¨nnen. Diese tragen eine entspre-
chende Kennzeichnung, so dass die dadurch ausgelo¨sten Aktivierungen klar von den durch
reale Fakten ausgelo¨sten unterschieden werden ko¨nnen.
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Abbildung 9.9: Bildschirmfoto der Faktenansicht mit geo¨ffnetem Simulator-Fenster. Der Simulator
erlaubt das Erzeugen neuer Knoten sowie die Manipulation aller Felder eines Knotens.
Abbildung 9.9 zeigt die Faktenansicht mit einem geo¨ffneten Simulatorfenster. Da die
Fakten zwischen Server und Client mit Hilfe der in Abschnitt 8.5 erwa¨hnten Container-
Objekte ausgetauscht werden, kann es sich bei den Fakten selbst um Instanzen verschie-
dener Java-Klassen handeln. Insbesondere die Anzahl, Namen und Typen der Objektva-
riablen eines Faktenobjekts ko¨nnen sich von Einsatzgebiet zu Einsatzgebiet unterscheiden.
Um trotzdem zu gewa¨hrleisten, dass der Simulator die verschiedenen vorkommenden Fak-
tentypen inklusive ihrer jeweiligen Objektvariablen instanziieren kann, nutzt der Simula-
tor das Prinzip der Java-“Reflektion”. Diese ermo¨glicht es dem Simulator zur Laufzeit,
ein Faktum, das ja innerhalb des Clients lediglich in Form der Containerklasse vorliegt,
auf seine tatsa¨chliche Klassenzugeho¨rigkeit zu pru¨fen. Nachdem diese bekannt ist, werden
dann mit Hilfe der Reflektion fu¨r jede Objektvariable des Faktums entsprechende Ein-
gabefelder dynamisch angelegt. Das in der Abbildung 9.9 gezeigte Simulatorfenster zeigt
beispielsweise die Manipulation des Faktums “PIX BARREL.Status”. Dieser Typ besitzt
zahlreiche Objektvariablen, die sich in den Eingabefeldern “Key” bis “SearchDone” wider-
spiegeln. Sollte die DAQ oder andere Subdetektoren andere Objektklassen beno¨tigen, ist
der Simulator in der Lage, auch diese zu nutzen.
Neben der Mo¨glichkeit einzelne Fakten per Hand zu manipulieren bzw. zu erzeugen,
erlaubt der Simulator auch die automatische Erzeugung aller Kinder eines gegebenen Fak-
tenknotens. Damit ist es in kurzer Zeit mo¨glich, alle relevanten Faktenobjekte fu¨r die
Simulation eines bestimmten Detektorverhaltens zu erzeugen. Um simulierte Fakten und
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daraus resultierende Aktivierungen im Faktenbaum von den eventuell parallel existieren-
den realen Fakten und Aktivierungen unterscheiden zu ko¨nnen, werden simulierte Fakten
durch blaue Balken in den Icons der Baumknoten gekennzeichnet.
9.2 Ideen und Ausblick
Design und Implementation des bisher beschriebenen Expertensystems fu¨r das Pixel-DCS
erfu¨llen alle in Kapitel 6 genannten Anforderungen. Der Pixel-Advisor ist damit ein kom-
plett funktionsfa¨higes Expertensystem, dessen Wissensbasis und damit seine Fa¨higkeit,
gegebene Probleme erfolgreich zu diagnostizieren, durch die kontinuierliche Nutzung am
CERN wachsen wird. Durch die im vorherigen Abschnitt angefu¨hrten Verbesserungen ist
zudem gewa¨hrleistet, dass dieser Wissenserwerbsprozess allein von den DCS-Experten, oh-
ne detailliertes Wissen u¨ber den Aufbau des Pixel-Advisors selbst, vorangetrieben werden
kann.
Einige der mo¨glichen zuku¨nftige Anstrengungen im Bereich der Erweiterung des Pixel-
Advisors sollen hier aber dennoch kurz erwa¨hnt werden.
9.2.1 Anpassung der Benutzerschnittstelle
Die Bereitstellung einer mo¨glichst einfach zu bedienenden Benutzerschnittstelle ist eine
der wesentlichen Aufgaben dieser Arbeit. Aus Sicht des DCS-Experten ist diese erfu¨llt,
da dieser mit der bestehenden graphischen Benutzeroberfla¨che alle anfallenden Aufgaben
problemlos erledigen kann.
Ob dies allerdings auch fu¨r den normalen DCS-Shifter gesagt werden kann, wird sich
zeigen, wenn die Software nach ihrer momentanen “Anlernphase” durch die DCS-Experten
fu¨r den o¨ffentlichen Einsatz freigegeben wird. Es ist anzunehmen, dass einige der im-
plementierten Konzepte noch weitere Vereinfachung beno¨tigen, bevor sie einfach genug
handhabbar sind.
Ein absehbares Beispiel einer solchen Bedienungs-Erleichterung fu¨r den normalen Nut-
zer ist der Einsatz der anstehenden neuen JBoss Rules Version 5.0 (der Pixel-Advisor nutzt
die zum Zeitpunkt dieser Arbeit aktuelle Version 4.07). Diese wird zahlreiche Verbesserun-
gen im Bereich der unterstu¨tzten Regelsyntax mit sich bringen. Dazu geho¨rt beispielsweise
die Unterstu¨tzung erweiterter DSL-Ausdru¨cke mit denen es erstmals mo¨glich wird, mehr
als eine Variable innerhalb eines DSL-Ausdrucks zu nutzen.
Eine weitere Verbesserung ko¨nnte der Einsatz einer datenbankbasierten Regelbasis
darstellen, die es ermo¨glichen wu¨rde, die Regeln zentral zu verwalten. Bisherige JBoss
Rules Versionen bieten zwar Unterstu¨tzung fu¨r Regel-Datenbanken, beschra¨nken diese
jedoch auf Regeln ohne DSL-Ausdru¨cke. Da DSL-Ausdru¨cke mit der anstehenden Version
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5.0 ebenfalls in die Datenbank u¨bernommen werden ko¨nnen, ist es prinzipiell mo¨glich,
die bisher dateibasierten Regeln in eine entsprechende Datenbank auszulagern, was viele
verwaltungstechnische Vorteile mit sich bra¨chte.
Da der im ATLAS-Kontrollraum verfu¨gbare Bildschirmplatz recht begrenzt ist (mo-
mentan stehen fu¨r Pixel-DCS lediglich zwei Monitore zur Verfu¨gung: einer fu¨r die FSM
und einer fu¨r die Anzeige mo¨glicher PVSS-Alarme), wa¨re es wu¨nschenswert, die Clients
des Pixel-Advisors auf den Laptops der DCS-Shifter zu nutzen. Die Voraussetzung hierzu
ist die konsequente Nutzung des bereits implementierten Verschlu¨sselungsprotokolls SSL.
Dieses ermo¨glicht es prinzipiell, eine sichere Kommunikation zwischen dem im ATLAS-PIT
befindlichen Server des Pixel-Advisors und dem dann auf den Shifter Laptops (außerhalb
des privaten ATLAS-Netzwerks) laufenden Clients aufzubauen. Der einzige Grund, warum
diese Verbindung nicht bereits genutzt wird, liegt in der Tatsache begru¨ndet, dass die of-
fizielle ATLAS-IT-Sicherheispolitik den Zugang zu jeglichen Rechnern des ATLAS-Netzes
von außerhalb untersagt. Da der eingebaute SSL-Mechanismus bereits fu¨r eine sichere Ver-
bindung zwischen den einzelnen GRID-Rechnern sorgt, ist es mo¨glich, dass die Nutzung
der Pixel-Advisors-Clients außerhalb des ATLAS-Netzes erlaubt wird.
9.2.2 Verallgemeinerung der Datennahmekomponente
Beim Entwurf und der Umsetzung des Datennahmekonzepts des Pixel-Advisors wurde
ein erheblicher Aufwand betrieben, um sicherzustellen, dass der Pixel-Advisor auch von
der Pixel-DAQ sowie anderen Subdetektoren genutzt werden kann. Dazu ist auf Grund
des Entwurfs der Software lediglich der Austausch der Regelbasis und einiger weniger
Datenobjekte innerhalb der Kernkomponente notwendig.
Dementsprechend ist eine Nutzung des Pixel-Advisors, beispielsweise fu¨r die DAQ des
Pixeldetektors naheliegend und wu¨nschenswert. Bei entsprechender Resonanz ließe sich die
Software ebenfalls relativ einfach an die Gegebenheiten anderer Subdetektoren anpassen,
was eine ATLAS-zentrale Wartung und Weiterentwicklung des Expertensystems ermo¨g-
lichen wu¨rde. Dies wa¨re weiterhin ein starkes Argument, den bereits zentral verwalteten
DIM-Mechanismus soweit zu verbessern, dass einer der Hauptschwachpunkte des Systems,
na¨mlich das Unvermo¨gen alle Betriebsparameter gleichzeitig zu u¨berwachen, beseitigt wer-
den ko¨nnte.
9.2.3 Nutzung historischer Daten
Menschliche Experten greifen bei zahlreichen Problemen auf Vergleiche mit bisherigen Da-
ten zuru¨ck1. Auch im Bereich des Detektorkontrollsystems sind viele Fa¨lle denkbar, in
1Beispiel: “Gestern fuhr der Wagen noch 190 km/h. Heute fa¨hrt er nur noch 170 km/h. Eventuell liegt
ein Defekt im Einspritzsystem vor.”
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denen der Abgleich mit historischen Daten Probleme fru¨hzeitig erkennbar machen ko¨nnte,
insbesondere dann, wenn es sich um einen schleichenden Prozess, wie etwa die langsa-
me Drift einer Temperatur handelt. Eine entsprechende Regel ko¨nnte beispielsweise die
zeitliche A¨nderung der Temperatur u¨berwachen.
Ein weiterer, mindestens ebenso wichtiger Vorteil, der sich durch die Zugriffsmo¨glich-
keit auf historische Daten ergeben wu¨rde, liegt in der automatischen Identifikation pro-
blematischer Prozessparameter. Man stelle sich dabei vor, dass ein Teil des Detektors aus
zu diesem Zeitpunkt unbekannten Gru¨nden in einen problematischen Status wechselt. Mit
dem aktuell implementierten Datennahmemechanismus wa¨re es in so einem Fall zwar mo¨g-
lich, die tatsa¨chlichen Prozessparameter mit den erlaubten Grenzwerten des Soll-Zustands
zu vergleichen, kompliziertere Relationen blieben dem System aber verborgen. So ist bei-
spielsweise denkbar, dass lediglich die Modultemperatur jenseits der FSM-Grenzwerte
liegt, die eigentliche Ursache fu¨r die zu hohe Temperatur aber in einem simultanen Anstieg
der Modulspannungen liegt. Sollten diese Spannungen einzeln unterhalb der von der FSM
angegebenen Grenzwerte liegen, so wu¨rde das Expertensystem diese nicht als problema-
tisch identifizieren. Ein direkter Vergleich, etwa mit der letzten bekannten und lauffa¨higen
Konfiguration des Moduls und der dabei gemessenen Spannungen wu¨rde das Problem
durch eine sichtbare Abweichung der Modulspannungen von den bisherigen Normalwerten
sichtbar machen.
Dies ließe sich innerhalb des Pixel-Advisors nutzen, um halbautomatisch neue Regeln
zu erzeugen, sobald ein unbekanntes Problem auf die Abweichung der beteiligten Prozess-
parameter von ihren historisch bekannten Normalwerten zuru¨ckzufu¨hren ist.
Um diese Fa¨higkeiten in das bestehende Expertensystem einzubauen, mu¨sste dieses mit
einer Datenbankschnittstelle versehen werden, um somit Zugriff auf die in der Conditions-
DB gespeicherten historischen Daten zu erlangen. Ein weiterer gewichtiger Vorteil einer
solchen Datenbankanbindung wa¨re die Mo¨glichkeit, das Expertensystem quasi “oﬄine”
ohne direkte Verbindung zum eigentlichen DCS zu betreiben. Damit wu¨rde der bisher
bestehende Flaschenhals der DIM-Kommunikation umgangen und bei entsprechender Da-
tenbankanbindung ko¨nnten, natu¨rlich mit einem zeitlichen Offset, alle Prozessparameter
des Pixeldetektors gleichzeitig vom Expertensystem analysiert werden. Ebenfalls ließen
sich neue Regeln sehr realistisch testen, ko¨nnte man die Bedingungen die zum erstmaligen
Auftreten des Problems fu¨hrten exakt rekonstruieren. Ein Zugriff auf historische Daten
wu¨rde dies problemlos dadurch ermo¨glichen, dass an Stelle der aktuellen Fakten einfach
die zum entsprechenden Zeitpunkt vorliegenden und in der Conditions-DB hinterlegten
Prozessparameter als Fakten genutzt wu¨rden.
9.2.4 Unterstu¨tzung von Fuzzy-Logik
An der Fachhochschule Steinfurt beginnen momentan die Planungen einer von RedHat
unterstu¨tzten Erweiterung der JBoss Rules Expertensystem-Shell. Diese soll die Integra-
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tion von “Fuzzy-Logik” in die Regelsyntax und die Inferenzmaschine ermo¨glichen. Unter
dem Stichwort “Fuzzy-Logik” versteht man dabei den Einsatz unscharfer, beschreibender
Logik im Gegensatz zu der gebra¨uchlichen auf den Wahrheitswerten “wahr” und “falsch”
beruhenden scharfen Logik.
Fuzzy-Logik vermag unscharfe Begriffe, wie etwa “kalt” oder “heiß”, durch Zuge-
ho¨rigkeitsfunktionen und Wahrscheinlichkeiten auszudru¨cken. In industriellen Anwen-
dungen werden ha¨ufig Fuzzy-Regler eingesetzt, die sich heute beispielsweise in den
Belichtungsautomatiken von Spiegelreflexkameras, der Steuerung von Kraftfahrzeug-
Antiblockiersystemen und vielen weiteren allta¨glichen Technologien wiederfinden.
Die geplante JBoss Rules Erweiterung wird es ermo¨glichen, unscharfe Regeln der Form:
“Wenn die Modultemperatur von vielen Modulen eines Half-Staves deutlich zu hoch ist,
dann erho¨he die Ku¨hlleistung stark.” einzusetzen. Dies wu¨rde es dem Pixel-Advisor er-
mo¨glichen, sprachlich sehr leicht versta¨ndliche und dennoch physikalisch (durch die Para-
metrisierung der Zugeho¨rigkeitsfunktionen) pra¨zise Regeln zu nutzen.
9.3 Erfahrungen mit dem Pixel-Advisor
Mit den am CERN gemachten Erfahrungen la¨sst sich feststellen, dass das urspru¨ngliche
Konzept eines Expertensystems fu¨r das Pixeldetektor-Kontrollsystem erfolgreich umge-
setzt werden konnte.
Eine wesentliche Rolle spielte dabei die sorgfa¨ltige Auflistung der notwendigen An-
forderungen (Kapitel 6), die das Fundament fu¨r die Implementation des Pixel-Advisors
bilden.
Der urspru¨ngliche Entwurf der verschiedenen Komponenten und Konzepte erwies sich
in weiten Teilen als tragfa¨hig und sinnvoll. Obwohl einige Unzula¨nglichkeiten erst durch
die Nutzung des Expertensystems am CERN aufgedeckt werden konnten, erlaubte das
Design des Pixel-Advisors eine schnelle und unproblematische Korrektur durch den Einbau
entsprechender Maßnahmen (siehe Abschnitt 9.1).
Der DIM-Mechanismus bietet eine flexible und verla¨ssliche Lo¨sung fu¨r die Datennahme-
komponente des Expertensystems. Das modulare Konzept des Pixel-Advisors, mit seiner
austauschbaren Regeldatenbank, erlaubt im Zusammenspiel mit der CERN-weiten Ver-
breitung von DIM den Einsatz des Expertensystems auch in anderen Bereichen. Es bleibt
allerdings anzumerken, dass der relativ geringe Datendurchsatz des DIM-Mechanismus
viele Zugesta¨ndnisse im Entwurf des Expertensystems erfordert hat. An dieser Stelle sei
erwa¨hnt, dass eine Optimierung der Lastverhaltens von DIM an vielen Stellen wesent-
lich einfachere und auch wirksamere Strategien zur Auffindung von Detektorproblemen
ermo¨glichen wu¨rde (Beispiel: gleichzeitige U¨berwachung aller Betriebsparameter).
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Die eingesetzten Werkzeuge haben, im Rahmen der gestellten Anforderungen, alle Mo¨g-
lichkeiten zur Umsetzung des gewu¨nschten Designs geboten und damit den doch recht
hohen Evaluationsaufwand (Kapitel 7) gerechtfertigt. Der Einsatz von Java als gemein-
same Programmiersprache von Datennahmekomponente, Server und Benutzerschnittstel-
le erwies sich als sinnvoll, da dadurch alle notwendigen Komponenten in einer einzigen
Programmiersprache verfasst werden konnten. Eventuell vorhandene Geschwindigkeitsun-
terschiede zu anderen Programmiersprachen, wie etwa C++, sind im Sinne der Anforde-
rungen nicht relevant, da die DIM-Datennahmekomponente den Flaschenhals des Systems
darstellt. Seine Sta¨rken konnte die Kombination aus der Programmiersprache Java und der
freien Eclipse-Entwicklungsumgebung wa¨hrend der gesamten Entwurfs- und Umsetzungs-
phase ausspielen, wobei insbesondere die leistungsfa¨higen Debugging-Tools der Software
eine große Hilfestellung boten.
Eine entscheidende Wahl war sicherlich die Nutzung von JBoss Rules als
Expertensystem-Shell. Diese erwies sich nicht nur als sehr gut geeignet, sondern weck-
te auch das Interesse der Steinfurter Kollegen. Die daraus entstandene Zusammenarbeit
fu¨hrte zu zwei IT-Bachelorarbeiten, in deren Rahmen die Client/Server-Kommunikation
sowie die Benutzerschnittstelle des Expertensystems entwickelt wurden. Weitergehende
Pla¨ne sehen den Einbau einer Fuzzy-Logik-basierten JBoss Rules-Erweiterung durch die
Steinfurter Arbeitsgruppe um Professor Wulff vor, die sich fu¨r den Pixel-Advisor als sinn-
volle Erga¨nzung erweisen ko¨nnte.
Sicherlich ist die Anzahl der durch den Pixel-Advisor diagnostizier- und behebbaren
DCS-Probleme noch zu gering, um von einem “fertigen” Expertensystem zu sprechen.
Andererseits war die einfache Erweiterbarkeit der bestehenden Regelbasis von Anfang an
einer der fundamentalen Entwurfspfeiler. Daher wurde besonderer Wert darauf gelegt,
dass die Nutzer von Anfang an auf eine leistungsfa¨hige und einfach zu bedienende Wissen-
serwerbskomponente zuru¨ckgreifen ko¨nnen, die durch den Einbau des in Abschnitt 8.4.2
erwa¨hnten Regeleditors realisiert wurde.
Momentan besteht die Regelbasis des Pixel-Advisors aus 68 Regeln, von denen 44 den
Datenfluss steuern und damit in die Kategorie der in Kapitel 8 vorgestellten Kontrollregeln
fallen. Bei den anderen 24 Regeln handelt es sich um die eigentlichen Werteregeln, also das
bisher angesammelte Expertenwissen des Systems. Diese bestehenden Regeln sind dazu in
der Lage, folgende Probleme zu entdecken und gegebenenfalls Lo¨sungen vorzuschlagen:
 Entdeckung globaler Partitionsprobleme
 Erkla¨rung aller FSM State/Status-Kombinationen auf Modulebene
 Erkla¨rung des “PP0-Undefined”-Zustands im Falle deaktivierter Module
 Entdeckung von Optoboard-Temperaturproblemen
 Entdeckung einer “20 MHz”-Optoboard-Clock
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 Entdeckung von “PP2-Trimmer”-Problemen
 Entdeckung “rauschender” Module
 Entdeckung nicht korrekt eingeschalteter Module
Die bisher implementierten Regeln greifen dabei auf bisher 59 DSL-Ausdru¨cke zuru¨ck,
wa¨hrend die meisten (57) der angegebenen Regeln weiterhin auch normalen Quellcode
gema¨ß der JBoss Rules Syntax enthalten. Dies liegt sicherlich daran, dass in der momentan
genutzten JBoss Rules Version 4.07 viele der notwendigen Bedingungen nur umsta¨ndlich
durch ein oder mehrere DSL-Ausdru¨cke formuliert werden ko¨nnen und die Nutzung der
JBoss Rules Syntax an dieser Stelle bisher flexibler ist. Mit einem ho¨heren Anteil an
Nutzern und den Mo¨glichkeiten der neuen JBoss Rules Version kann allerdings davon
ausgegangen werden, dass sich die Anzahl der DSL-Ausdru¨cke schnell erho¨ht.
Durch intensive Nutzung der Software durch die DCS-Experten und deren Mithilfe
sollte die Regelbasis zum Start des LHC-Betriebs im Sommer 2009 in der Lage sein, einen
Großteil der bis dahin bekannten Probleme zu erkla¨ren.
Eine endgu¨ltige Entscheidung u¨ber die Nu¨tzlichkeit des Expertensystems werden dann
die Nutzer fa¨llen.
Zusammenfassung
Im Jahr 2009 wird am europa¨ischen Teilchenphysikzentrum CERN mit dem Large Hadron
Collider der bisher leistungsfa¨higste Hadronenbeschleuniger der Welt in Betrieb genom-
men. Der ATLAS-Detektor ist eines von vier großen Experimenten an diesem Beschleuni-
ger, die es den beteiligten Physikern erlauben werden, neue Erkenntnisse u¨ber den Aufbau
der Materie und die Grundkra¨fte der Natur zu gewinnen.
Als Teil des ATLAS-Experiments spielt der Pixeldetektor eine wichtige Rolle bei der
Rekonstruktion der Wechselwirkungsprozesse der kollidierenden Teilchen. Der durchgehen-
de Schichtbetrieb stellt hohe Anforderungen an die Automatisierung des Pixeldetektor-
Kontrollsystems DCS, die durch den Einsatz einer Finite State Machine erfu¨llt werden.
Obwohl die FSM dem, vorwiegend aus Nicht-DCS-Experten bestehenden, Betriebsperso-
nal die Kontrolle und U¨berwachung des Pixeldetektors ermo¨glicht, waren bisher selbst im
Fall bekannter Probleme nur DCS-Experten in der Lage, auftretende Probleme zu lo¨sen.
Im Rahmen dieser Arbeit wurde daher ein Expertensystem “Pixel-Advisor” fu¨r das
Kontrollsystem des Pixeldetektors entworfen und implementiert. Dieses unterstu¨tzt das
Bedienungspersonal bei der Diagnose und Behebung mo¨glicher Probleme, die in Zusam-
menhang mit dem Detektorkontrollsystem stehen und entlastet damit die wenigen verfu¨g-
baren DCS-Experten.
Da es sich bei dem zu implementierenden Expertensystem um eine komplette Neuent-
wicklung handelt, wurde zuna¨chst eine ausfu¨hrliche Aufstellung der zu erfu¨llenden An-
forderungen an eine solche Software erarbeitet. Nachdem damit der grobe Umriss des zu
erstellenden Programms festgelegt war, musste die Frage nach den zu nutzenden Hilfs-
mitteln beantwortet werden, da nur die Nutzung der bestmo¨glich geeigneten Methoden
und Werkzeuge die Fertigstellung eines Expertensystems im Rahmen dieser Arbeit er-
mo¨glichte. Daher wurden die zur Verfu¨gung stehenden Programme einer umfangreichen
Evaluiation anhand eines Test-Expertensystems unterzogen, an deren Ende eine fundier-
te Wahl geeigneter Hilfsmittel getroffen werden konnte. Die resultierende Nutzung der
Expertensystem-Shell JBoss Rules in Verbindung mit der Programmiersprache Java und
der Entwicklungsumgebung Eclipse erwies sich als sinnvoll und leistungsfa¨hig.
Diese Vorarbeiten ermo¨glichten die vollsta¨ndige Umsetzung des Entwurfs in ein
funktionsfa¨higes Expertensystem. Eine besondere Herausforderung stellte die Anbindung
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der fu¨r ein Expertensystem notwendigen Datennahmekomponente an die Software des
Pixeldetektor-Kontrollsystems dar. Mit dem Einsatz des am CERN weitverbreiteten DIM-
Protokolls wurde eine flexible, wenn auch, bezu¨glich ihrer geringen Datenrate, nicht ga¨nz-
lich unproblematische Datennahme-Lo¨sung gefunden. Weitreichende Maßnahmen zur Kon-
trolle des Datenflusses wurden daher in das System integriert, um die Stabilita¨t des De-
tektorbetriebs zu garantieren und gleichzeitig alle zur Lo¨sung eines Problems notwendigen
Daten zur Verfu¨gung zu stellen.
Da einer der zentralen Punkte eines Expertensystem seine Fa¨higkeit zur Aufnahme
und Speicherung von Expertenwissen ist, wurde im Rahmen dieser Arbeit eine leistungs-
fa¨hige Benutzerschnittstelle entwickelt, deren Wissenserwerbskomponente dem Nutzer das
einfache Hinzufu¨gen von Wissen in Form von Regeln erlaubt. Weiterhin wurde ein zwei-
stufiges Sicherheitssystem implementiert, das eine geringe Nutzer-Hemmschwelle und eine
gleichzeitig hohe Qualita¨t der Regelbasis gewa¨hrleistet. Diese Wissenserwerbskomponente
ermo¨glicht es den DCS-Experten nun, Ihr angesammeltes Expertenwissen selbsta¨ndig in
die Regelbasis des Pixel-Advisors einzugeben und fu¨r die angestrebte ATLAS-Laufzeit von
etwa 10 Jahren zu bewahren.
Die technische Umsetzung von Teilen der Software konnte dabei, Dank der Koope-
ration mit der Fachhochschule Steinfurt, in zwei, im Rahmen dieser Arbeit betreuter
Bachelorarbeiten realisiert werden. Um die langfristige Wartung und damit Nutzung des
Expertensystems zu gewa¨hrleisten, wurde der Pixel-Advisor zudem zusammen mit dem
Grid-Expertensystem “GridXP” auf eine gemeinsame Codebasis, das “UnifiedXP” gestellt.
Seit Abschluss der Entwurfs- und Implementationsphase des Pixel-Advisor-
Expertensystems im September 2008 befindet sich das System am CERN im Einsatz.
Erste Erfahrungen mit der Software am CERN fu¨hrten zu einigen Verbesserungen, mit
deren Hilfe das Ziel der Bereitstellung eines lernfa¨higen Expertensystems erreicht werden
konnte. Damit das Expertensystem im Sommer 2009 in der Lage ist, alle bis dahin be-
kannten Kontrollsystem-Probleme zu erkennen und entsprechende Lo¨sungsvorschla¨ge zu
bieten, mu¨ssen mit Hilfe der DCS-Experten allerdings noch zahlreiche neue Regeln in die
Regelbasis eingepflegt werden.
Mit dem Pixel-Advisor wurde erstmals eine Software entwickelt, mit deren Hilfe das
Betriebspersonal selbst in die Lage versetzt wird, auch kompliziertere Detektorprobleme
zu erkennen und zu beheben und damit die DCS-Experten zu entlasten.
Die Nutzung einer gemeinsamen Code-Basis durch das Grid-Expertensystem GridXP
und den Pixel-Advisor ermo¨glicht daru¨berhinaus die parallele Verbesserung beider Pro-
gramme. Von zuku¨nftigen Erweiterungen, wie der bereits geplanten Unterstu¨tzung von
Fuzzy-Regeln auf Basis des UnifiedXP-Codes, werden daher beide Expertensysteme direkt
profitieren.
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