Abstract. In this paper, an adaptive backstepping controller has been tuned to synchronise two chaotic Colpitts oscillators in a master-slave configuration. The parameters of the controller are determined using shark smell optimisation (SSO) algorithm. Numerical results are presented and compared with those of particle swarm optimisation (PSO) algorithm. Simulation results show better performance in terms of accuracy and convergence for the proposed optimised method compared to PSO optimised controller or any non-optimised backstepping controller.
Introduction
Colpitts oscillators are used in many fields such as radars, sensors, convertors, chaos generators, encryption, etc. [1] [2] [3] [4] [5] . Due to their wide range of applications, they have attracted more attention in recent years. The periodic output of Colpitts oscillator becomes chaotic under some unique circumstances. Therefore, a controller is required to control or synchronise chaotic signals.
Various methods such as sliding mode control method [6] , PID controllers [7] , adaptive control method [8] , etc. are proposed for controlling chaotic oscillators. Backstopping control method is a nonlinear approach that recursively utilises compound Lyapunov function interlaced with feedback control. In this paper, adaptive backstepping control method is adopted and optimised using shark smell optimisation (SSO) algorithm to yield better results in comparison with conventional backstepping controllers.
Shark smell optimisation algorithm is inspired by sharks' smelling sensation and uses its hunting methods to find the optimal minima. It is faster-converging and avoids getting trapped in local minima [9, 10] . Due to these features, SSO algorithm is suitably used to optimise the controller parameters for chaotic synchronisation. Furthermore, the simulation results are presented to confirm the robustness of the method.
The rest of the paper is organised as follows: in §2, Colpitts oscillators are introduced briefly and in §3, the adaptive backstepping method for chaos control and synchronisation is proposed. Section 4 discusses the shark smell optimisation algorithm and the utilisation procedure. In §5, the proposed cost function for the optimal controller is presented. Numerical results are presented in §6. Finally, conclusions are presented in §7. Figure 1 shows the conventional Colpitts oscillator consisting of a bipolar junction transistor (BJT) along with an inductor and a pair of capacitors as the resonance network [11] . Dynamics of Colpitts oscillator are described using differential equations as follows: 
Colpitts oscillators
in which
More detailed description on physical parameters and electrical characteristics of the oscillator is available in ref. [12] . Periodic output signal of a generic Colpitts oscillator is presented in figure 2 . The circuit parameters are as follows: waveform of the chaotic Colpitts oscillator is presented in figure 3 .
Adaptive backstepping method
In this section, design of an appropriate controller is explained and applied to alter the chaotic signal in a desired manner [13] . The backstepping technique is a step-by-step design approach that utilises Lyapunov function [14] interlaced with feedback control at each step. At the last step, the main controller is acquired. The controlled chaotic system which is known as the slave system is as follows:
where U is the controller. Let the ideal solution and the target orbit of the system be X t = (x t , y t , z t ) T , which satisfies the system (eq. (2)). So the master system is as follows:
So, the synchronisation of the slave system (eq. (2)), with the master system (eq. (3)) is applied by designing the appropriate controller. Error dynamic equations are obtained through subtraction of the systems mentioned, i.e., lim t→∞ |X t − X | = 0, and are presented as follows [15] :
where the error vector is:
Now, the goal is to stabilise the variables of system (4) at the origin using the controller. By stabilising the system, the error vector e reaches zero as time goes to infinity. The design procedure of the controller using the backstepping method is as follows:
Step 1: Stabilise the e 3 -subsystem:
where
. For a positive k 1 ,v 1 is negative definite. So, the e 3 -subsystem is asymptotically stable. Since the virtual controller −k 1 e 3 is estimated when e 2 is considered as a controller, the error between e 2 and −k 1 e 3 is w 2 = e 2 + k 1 e 3 . So the (e 3 , w 2 )-subsystem has been obtained as follows:
where e 1 = −k 2 (e 3 , w 2 ), k 2 ≥ 0 is considered as the virtual controller to stabilise the system asymptotically.
Step 2: The Lyapunov function w 2 ) ). If k 1 < b, then v 2 is negative definite. So, this makes the (e 3 , w 2 )-subsystem asymptotically stable. Likewise, assume w 3 = e 1 + k 2 (e 3 , w 2 ), so thaṫ
Here is the full dimension, (e 3 , w 2 , w 3 )-subsystem presented below:
Step 
)e 3 and thenv 3 < 0. Therefore, the (e 3 , w 2 , w 3 )-subsystem is asymptotically stable. Finally, the full (e 3 , w 2 , w 3 ) system is as below:
In the (e 3 , w 2 , w 3 )-system coordinates, the equilibrium (0, 0, 0) is globally asymptotically stable. Assuming w 2 = e 2 , w 3 = e 1 , equilibrium of (4) is still (0, 0, 0). That is, the trajectory of the controlled system (2) asymptotically approaches the master signal (ideal solution X t ).
Shark smell optimisation algorithm
Shark smell optimisation (SSO) algorithm has been proposed by Abedinia et al [16] . This algorithm is based on sharks' distinct smelling ability for seeking the prey. In shark's hunting, concentration of the odour is an important factor. Likewise, the shark moves in the direction with higher odour density. This characteristic is used in SSO algorithm to find the solution of an optimisation problem. In this section, SSO algorithm has been explained briefly. For further information refer to [16] .
A random population of vectors is generated within the feasible search domain as the initial position. Each position vector is a possible next step destination for the shark. The cost of each position indicates its nearness to the prey. By increasing the density of the odour particles, the position and velocity of the shark will be changed. The velocity model is based on the gradient of the objective function, tilting it towards the orientation with the lowest objective function. The velocity for the mth stage is represented as follows:
where ∇(OF) represents the gradient of objective function, μ m is the gradient constant and R 1 , R 2 ∈ (0, 1) are random numbers with uniform distribution. α m ∈ (0, 1) is the inertia constant for stage m. The velocity has an upper bound. Equation (10) shows the upper bound for a single dimension.
where γ m represents the upper bound of the current stage velocity. NP, ND and M are the number of positions, the number of dimensions which in this paper is 2 and the number of stages, respectively. Next stage position is obtained as follows:
where T m = 1 is the time interval for the mth stage, that usually is considered one in all stages for simplicity.
where R 3 ∈ (−1, 1) is a random number and K is the number of points for local search. Among the points searched in global and local scale, one with the lowest cost is selected to be the next destination:
In the selection mechanism a minimisation problem is assumed, which is needed to minimise the error in chaos synchronisation.
Proposed optimal controller
Three parameters (k 1 , k 2 , k 3 ) are the positive parameters of the backstepping controller to be optimised among which k 2 = 0 and k 1 < b. In the present study, SSO algorithm is chosen to optimise the variable parameters. Error state variables (e i ) are used as the inputs in eq. (14), to calculate total sum of squares (TSS) which is used in optimisation algorithm as the cost function. The main goal is to minimise the cost function which is considered as follows:
TSS is the sum of the integral of squared errors in three dimensions. t f is the final time, n is the number of controller parameters and e i (t) (i = 1, 2, 3) are the difference between the master and the slave systems. The goal of this paper is to stabilise the error system to zero. Error state variables converge to zero by minimising the fitness function using SSO algorithm. Using the obtained optimal parameters from the SSO algorithm, a synchronisation between two identical Colpitts oscillators is acquired. In the first 20 s the controller is disabled. After t = 20 s, the controller is activated. The simulation results are shown in figure 5 . It shows the waveform of the error state variables. The simulations are done from t = 0 to t = 70 s. As shown in figure 5 , SSO is faster converging and the results are better, in terms of minimising the cost function. Best parameters using SSO algorithm are (1.4077e-07, 0, 2.4982), which has the cost of 42.4102.
Numerical results

In
Conclusion
In this paper, an optimal technique is demonstrated to synchronise Colpitts oscillator using optimised adaptive backstepping controller. The controller parameters are obtained by minimising the proposed cost function using the SSO algorithm. The results verify the effectiveness of the proposed optimised controller in achieving faster convergence on controlling chaos.
