Abstract-This paper built a finite element model of the Halbach permanent magnet motor, whose accuracy was verified by comparing the output phase back-electromotive force of the model with that of the prototype motor. Keeping other parameters constant as far as possible, we investigated five variables one by one to find out the law how these variables affect air gap magnetic flux, which is a basis for further optimization research. After a new variable named Cost constructed to reflect the distortion ratio of air gap magnetic flux, this paper performed some optimization experiments by studying five parameters of the motor using Taguchi
I. INTRODUCTION
Compared with common induction motor, permanent magnet motor has the advantages of higher efficiency and higher power factor, so its application is more and more widely [1] . But in low speed, light load and some special occasions, there are still some problems, such as torque ripple, low efficiency and so on [2] , needed to further improve. Motor optimization is a technique that can be used to improve one or more performances of motor by changing its parameters under certain constraints. Simple motor optimization is performed according to one performance, often expressed as the maximum or minimum problem which can be solved by analyzing the relationship between parameters and the performance generally. However, the problems are quite complicated and needed to apply optimization algorithm to solve if there are several constraints and variables involved, especially they are influenced mutually.
Traditional optimization algorithms are based on classical extreme theories and traditional random search algorithms [3] , including all kinds of analytic algorithms, numerical algorithms and direct search algorithms such as Differential Algorithm, Lagrange Algorithm, Newton Algorithm , Interpolation Algorithm, Hooke-Jeeves Algorithm, Powell Algorithm and so on [4, 5] .The algorithms of constrained optimization contain a variety of penalty function algorithms and direct algorithms, including SUMT Algorithm, ALAPT Algorithm, Gradient Projection Algorithm, Zigzag Algorithm and so on [6, 7] .In recent years, some new optimization algorithms, such as Simulated Annealing, Tabu Search, Immune Algorithm and Particle Swarm Algorithm, have been presented. All these algorithms have been applied in optimization of motor, but there are still some defects. Some algorithms are fast but sensitive to initial point, and vulnerable to get different results from different initial points [8, 9] .Some depend on partial derivative or partial difference quotient while the optimization models of the motor are often unable to calculate derivative or its independent variable region is not continuous. Others have to be improved due to the uncertainty of the optimization efficiency, showing high efficiency in some parts but low in the others [10, 11] . Halbach motor is a kind of special high performance permanent magnet motor, whose stators are basically as same as that of induction motor, but with more variable rotor forms. Additionally, on account of the characteristics of permanent magnetic material, the theoretical basis and research methods of Halbach motors differ from those of ordinary electric excitation motors, and ordinary optimization algorithms are difficult to provide satisfactory results while some new algorithms muse to be studied.
II. OPTIMIZATION MODEL
As to motor optimization, it is actually a multi-variable, multi-objective, constrained complex extreme problem [12] . The performance index of the motor can be defined as Eq. (1), where x 1 ,x 2 …x n are the structure parameters of motor and m is the number of constraints.
The optimization objectives of the motor such as efficiency and cost can be expressed as Eq. (2).
The mathematical model of the motor is shown as Eq. (3), where n is the number of variables, m is the number of constraints, X is variable to be optimized, ( ) f X is the objective function and
For permanent magnet motors, the air gap magnetic flux is a representative which can affect the performance of the motor in many aspects. Two characteristic variables can be obtained after Fast Fourier Transformation (FFT) of air gap magnetic flux, one is distortion ratio and the other is fundamental wave amplitude. But Ansoft Maxwell 15 software is unable to call FFT function to optimize the search automatically. In order to solve this problem, a new variable need to be constructed which can reflects the distortion ratio of the air gap magnetic flux with the fundamental amplitude as the constraint. 
In Eq. After calculation, in Eq.(4) we find that K is 1 in sinusoidal magnetic flux, and K is less than 1 in non sinusoidal ones. This shows that the more close to 1 Cost is, the more great distortion ratio of magnetic flux is, while the more close to 0, the more small. So the objective function can be set as Cost with small as optimization direction.
III. HALBACH ARRAY AND HALBACH MOTOR
In 1979, Klaus Halbach of Lawrence Berkeley National Laboratory (LBNL) in the United States proposed a special arrangement of magnets, called Halbach array [13] . It was originally used in particle accelerator, but because of its excellent characteristics, it has been paid more and more attention in motor fields. The magnetic flux distribution of the linear Halbach array calculated by the finite element method is shown in Figure 1 . Linear Halbach array is connected head to tail to form Annular Halbach array, According to the direction of bending, there are two types of annular Halbach arrays shown in Figure 2 , which are inner magnetic flux enhanced and external magnetic flux enhanced. Halbach array has two important properties. The first is magnetic monopole characteristic. From Figure 1 and Figure 2 , we can see the magnetic flux of Halbach array is very strong in one side, but is quite weak in the other side, this kind of characteristic is called magnetic monopole. Literature [15] made a comparative research, and found that the amplitude of magnetic flux density in strong side and weak side of Halbach array in the distance of 0.25mm from the magnet is 0.52 and 1.50 times of that of normal linear radial array in the case of other same conditions. The second is sinusoidal magnetic flux in strong side. In literature [16] , after calculation it was found that magnetic flux is approximately sinusoidal and very different with that of an ordinary radial linear array, containing 5 order and 9 order harmonic and so on, but no 3 order, 7 order harmonic and so on.
Halbach motor is a special kind of permanent magnet motor whose permanent magnet arranged in according with the arrangement law of the Halbach array. In Figure 3 , each magnetic pole is made up of 3 permanent magnets with a partition between the poles for positioning. Rs is stator internal radius, R m is permanent magnet external radius and R r is rotor external radius. Magnetization angle β is the angle between the magnetization directions of the adjacent permanent magnets in a same pole. α is polar angle, that is the central angle of each permanent magnet [18] .
Halbach array has higher magnetic flux density, which can make all these are possible, such as larger air gap, non ferromagnetic material or hollow structure rotor. In addition Halbach array is conducive to improve the sinusoidal property of magnetic flux, and weaken cogging torque. All of these make it possible of improving dynamic performance, increasing energy density and reducing loss of motor [19] . [17] IV. AIR GAP MAGNETIC FLUX OPTIMIZATION In theory, any parameters can be selected as optimization variables, but generally speaking it should be according to optimization objectives [20] . The principles mainly considered are shown as following, 1) The objective function is significantly influenced by the variables to be optimized.
A) STRUCTURE OF MAGNETIC POLE B) MAGNETIZATION ANGLE AND POLAR ANGLE FIGURE III. GEOMETRY STRUCTURE OF HALBACH MOTOR
2) The number of variable should be appropriate. Too few will affect the optimization results, while too many will drop optimization efficiency. 3) Each variable should be independent, and can't influence each other. 4) Some parameters must be in accordance with the defined specifications, such as wire diameter, silicon steel sheet thickness, etc.
The prototype motor to be optimized is a 110st-02020h permanent magnet motor with a star winding, non-oriented silicon steel sheet(DW465_50) stator, and a surface mounted rotor with three pieces of sintered NdFeB magnets(N35SH) each pole. According to the principles above, we fixed the permanent magnet motor inner and outer diameter of rotor and stator, winding form, number of pole pairs and slot number as constant, and selected Magnetization angle β, Pole arc coefficient emb, pole angle ratio k, air gap length t and permanent magnet thickness thk as variables to be optimized in this paper. The measured values of these variables are shown in Table 1 , which is the initial point. In optimization progress the reasonable scope of parameters must be determined according to the reference, calculation and experiments [21] .
Based on the parameters above, in Ansoft Maxwell 15 software a parametric element model was constructed to compute the performance of the motor design to evaluate the algorithms [22, 23] , which shown in Figure 4 . In order to ensure the accuracy of the model, the output phase back-electromotive force of the model and the measured value of the prototype motor was compared. If it is found that the error is too large, the model must be adjusted, until two waveforms are basically consistent. 
FIGURE IV. PROTOTYPE MOTOR AND FINITE ELEMENT MODEL

A. The Scope of the Variables to be Optimized
Under the premise of keeping other parameters constant as far as possible, the five variables mentioned above to be optimized was investigated one by one in order to find out the influence law on air gap magnetic flux, which is a basis for further optimization.
1) Air Gap Length
When air gap length was equal to 0.25mm, 0.5mm, 1mm, 1.5mm, 2mm, 2.5mm, 3mm, 3.5mm, 4mm, 4.5mm, 5mm, keeping magnetization angle be equal to 45 deg and other parameters constant, the air gap magnetic flux of the prototype motor was simulated, and the results shown in Figure 5 . Both the fundamental amplitude and distortion ratio of air gap magnetic flux decrease, then gradually slows down with air gap length increasing, It can be seen from the results that effect of air gap length on air gap magnetic flux for Halbach motor is as same as that for traditional permanent magnet motor. Considering the fundamental amplitude, distortion ratio and the manufacturing process, it is more appropriate with air gap length be equal to 2~3mm.
2) Permanent Magnet Thickness
When permanent magnet thickness was equal to 0.5mm,1mm,1.5mm,2.5mm,3.5mm,4.5mm,5.5mm,6.5mm, keeping other parameters constant, the simulation results were shown in Figure 6 . We can find that the fundamental amplitude of air gap magnetic flux increases with permanent magnet thickness increasing. The distortion ratio of the air gap magnetic flux decreases rapidly with the increase of thickness when the thickness is relatively thin, and it increases slightly after the minimum reaches 4mm~5mm. So it is appropriate when permanent magnet thickness is 2~3mm, considering the fundamental amplitude, distortion ratio and permanent magnet consumption.
FIGURE V. EFFECT OF AIR GAP LENGTH ON AIR GAP MAGNETIC FLUX FIGURE VI. EFFECT OF PERMANENT MAGNET THICKNESS ON AIR GAP MAGNETIC FLUX
3) Pole Arc Coefficient
The simulation results were shown in figure 7 without changing any other parameters when pole arc coefficient was equal to 0.6,0.65,0.7,0.75,0.8,0.85,0.9,0.95,0.99,1 respectively. It shows that the fundamental amplitude of air gap magnetic flux increases with the increase of pole arc coefficient, while the distortion ratio decreases, which is minimum when pole arc coefficient is 0.9~1, and then increases slightly, so this area is the reasonable value range of the pole arc coefficient of the prototype motor.
4) Pole Angle Ratio
For Halbach motor with three permanent magnets, the center magnet is called main pole, while the other two are auxiliary poles. Pole angle ratio is defined as the ratio of main pole angle and auxiliary pole angle in the case of the same total pole angle of each pole, so it is independent with the consumption of permanent magnet, but describes the composition of pole flux. For example, the greater pole angle ratio is, the greater main pole flux is. Keeping the rest parameters of the prototype motor constant, we can get the simulation results in the case of pole angle ratio is 0.36,0.51,0.68,0.87,1.00,1.09,1.34,1.64,2.00,2.44,2.98,3.68,4.6 1,5.90 respectively. The Effects of the pole angle ratio on air gap magnetic flux was shown in Figure 8 when permanent magnet thickness was 3.5mm and 6mm. It shows, 1) With the increase of pole angle ratio, the fundamental amplitude of air gap magnetic flux increases rapidly. When the magnet is thin, this trend is increasing monotonically. While the magnet is thicker, it first increases and then gradually slows down. 2) With the increase of pole angle ratio, the distortion ratio decreases rapidly, and then increases quickly after reaching the minimum value. Therefore, the selection of pole angle ratio is mainly considered to minimize the distortion ratio, and it is better in the vicinity of 1 for the prototype motor. 
5) Magnetization Angle
For Halbach motor, the angle of main pole magnetization direction and auxiliary pole magnetization direction is magnetization angle. Changing prototype motor magnetization angle, which was respectively equal to 5deg, 10deg, 15deg, 20deg, 30deg, 35deg, 40deg, 45deg, 50deg, the simulation results were shown in Figure 9 . Thus with magnetization angle increases the fundamental amplitude of air gap magnetic flux increases slightly and then decreases, and distortion ratio first decreases then increases, and reaches the minimum about 35deg~45deg, which is a reasonable range of prototype motor magnetization angle. 
B. Taguchi Algorithm Optimization
Taguchi Algorithm is a kind of quality management technology founded by Taguchi Genichi in the early 1950s, and has been widely used in engineering and experiment due to its effectiveness and simplicity. The orthogonal array, a tool of orthogonal experiment as the basis of Taguchi Algorithm, is a kind of standardized form developed from the orthogonal Latin square in Combinatorial Mathematics. Only with a partial factor matrix which is a part of all factors, the orthogonal array can make a comparison of any factors at all levels, and reduces the number of tests effectively. In Taguchi Algorithm, the values of the variables to be studied are called levels, and the variables are called factors. In Figure 10 , there are 3 variables to be optimized, if each variable has 3 possible values, then common traversal algorithms need to explore 3 3 =27 possibilities, while the L 9 (3 3 )orthogonal array used in Taguchi Algorithm only need 9 tests , hence the workload is greatly reduced. Obviously this gap will be dramatically widen with the rising of factors and levels.
Orthogonal array is actually a direct optimization algorithm, which is different from general direct optimization algorithms that the points must be laid out according to orthogonal array. Zhang [24] pointed out that there are two advantages in orthogonal array, one is uniform dispersion because the dispersion of orthogonal array is higher than that of random distribution. When the dimensions are small the optimization efficiency of orthogonal array is almost similar with random distribution. But when the dimensions are large, the optimization efficiency of the orthogonal array is significantly improved. The other is comparability of uniformity, and for each factor the function value is calculated by the orthogonal array, and the optimum combination can be deduced by the main effect diagram, which provides important information for the next selection.
FIGURE X. ORTHOGONAL POINTS AND ORTHOGONAL ARRAY SYMBOL
In order to determine the possible range of the optimum parameters quickly in the first round, for each factor we choose more levels to test, so L 25 (5 5 ), a 5 factors 5 levels orthogonal array is applied. Processed by Minitab16 software, the main factor effect of results was shown in Figure 11 . From which we can see that the optimum of each parameter was included in the optimization interval which is determined above. Therefore, L 16 (4 4 ) orthogonal table was selected to complete the following tests which is 4 factors and 4 levels, and reduced the workload significantly.
After 5 rounds of 89 iterations, the distribution of all points objective function values in each round of test was shown in Figure 12 , furthermore the air gap magnetic flux fundamental amplitude and distortion ratio of experiment optimum and prediction optimum were shown in Table 2 . It is easy to find out that the total optimum of all 5 rounds of experiments is the experiment optimum of the fifth round, and that is ,cost=0.1268, Kb=12.1812%, B (T) =0.8720. In all 5 rounds of experiments, the fluctuation of result in first round tests is very large, but it reduces significantly in the following rounds, and a cross phenomenon is observed. It shows the efficiency of the algorithm is quite high to determine the approximate range of optimum in the initial stage of optimization, but in the following stage the efficiency is quite low in further approximation to the global optimum. 
C. Genetic Algorithm Optimization
Genetic Algorithm is a global optimization algorithm essentially proposed by Holland in 1970s, which simulates The Survival of The Fittest in nature and applies Darwin's theory of biological evolution in optimization. The problem space is mapped to the code space via encode operation, after that the biological genetic evolution mechanism is simulated by selection, mating, mutation and iteration in the code space. The solution of the problem is obtained after inverse mapping from code space back to original space. The flow chart of the algorithm is shown in Figure 13 . Genetic algorithm is an adaptive stochastic parallel algorithm which is good at global search but not local search. The motor optimization is a kind of complicated nonlinear problem, while Genetic Algorithm is suitable for solving this kind of problem [25] . But it is necessary to deal with the initial group design, fitness function design, encoding and decoding, genetic operation and a series of specific issues.
The prototype motor are optimized by Genetic Algorithm, and the iteration process is shown in Figure 14 .The optimum is obtained after 315 iterations which is shown in Table 3 , i.e., cost=0.1359, Kb=13.0395%, B (T) =0.8309. Genetic Algorithm simulates the process of biological evolution, especially introduces mutation operation into optimization process, so it is advantageous to jump out of local optima into a wider region to find out the global optimum. But hop is easy to occur in this algorithm, even in the later stage of optimization. The damage caused by hop is great when the hop is close to global optimum, so the efficiency in the later stage of optimization is quite low. 
D. Pattern Search Algorithm Optimization
For some engineering problems whose objective functions are too complex to be expressed or calculate the derivative, so a direct optimization algorithm was developed not involving derivative. In this algorithm, the basis for selecting a new iteration point was only the value of objective function [26] . Pattern Search was proposed by Hooke and Jeeves in 1961 [27] , which is one kind of direct algorithms, and the convergence of the algorithm in nonlinear unconstrained optimization problems was demonstrated by Torczon in 1997 [28] .
Pattern Search starts from the reference point to search for a better point. If such a point is found, then it is selected as a base point, and a new round of search proceeded along the direction from the reference point to the base point. The Vector from the reference point to the base point is called pattern. Then the pattern move is carried out, the starting point of the pattern is the base point, and the end point is the new reference point. Hence search and pattern move are carried out alternately until the iteration point is gradually close to the optimum. The alternation of detection search and pattern move is showed in Figure 3 .
FIGURE XV. ALTERNATION OF THE SEARCH AND THE PATTERN MOVE
Pattern Search Algorithm is slow, but it is simple, especially it is easy to realize automatic optimization using computer program without derivative. Using this algorithm Ignizio solved a nonlinear programming problem and the results are satisfactory [29] . Polak and Céa studied the convergence of Pattern Search Algorithm. Polak found for the iterative sequence {x k }, Pattern Search Algorithm only produced a limited number of intermediate points before the step size was decreased, which demonstrated that any intermediate point would not block the iterative process, and the search process was bound to converge on the global stationary point x* [30] . On this basis, Céa proved the global convergence of Pattern Search Algorithm [31] .
Pattern Search algorithm was used to optimize the prototype motor, after 112 iterations, optima were obtained as shown in Figure 16 and Table 4 , namely cost=0.1362, Kb=13.9196%, B (T) =0.8303. It can be seen from the optimization process, because the initial point 1, itself is better whose distance to the optimum is smaller, the quality of the optimization results is relatively better. Whereas the initial point2 itself is poorer whose distance to the optimum is greater, the quality of the optimization results is relatively poorer. Because the optimization algorithm and optimization parameters were same, so the differences between both optimization results were caused by the different initial points. When the two initial points are far apart, the Pattern Search Algorithm will converge to two different local optima. Hence it shows that the local search ability of the algorithm is very strong, but the search scope is limited near the initial point, so there is a great correlation between the optimization results and the selection of the initial point. V. NOVEL HYBRID ALGORITHMS From the results above, it can be seen that the global search ability of Taguchi Algorithm and Genetic Algorithm is relatively strong, and the global optimum can be quickly approximated after a few iterations, but the efficiency of the two algorithms is not ideal in the later stage of optimization, which is a significant disadvantage. The diversity of individuals has been lost because the difference between most individuals and optima is quite small. On the contrary, the Pattern Search Algorithm has strong local search ability, but the result of the optimization is greatly affected by the initial point. Generally speaking, the more closer initial point to the optimum, the better the optimization is. So it is possible to combine Pattern Search with these two algorithms to form two novel hybrid optimization algorithms.
A. Taguchi-Pattern Search Hybrid Algorithm Optimization
In Taguchi-Pattern Search Hybrid Algorithm, Taguchi Algorithm was employed to carry out a multi-round global search to find a quite good point at first, which was selected as the initial point. After the optimization efficiency significantly reduced, Pattern Search Algorithm was performed to further the optimization until finding global optimum. In this experiment, the optima of Taguchi Algorithm in Section B were directly selected as initial points, Pattern Search Algorithm was implemented in same optimization parameters. It can be seen from Table 5 that distortion ratio of air gap magnetic flux reduced from 12.1812% to 12.1368%. The optimization is improved but not significant, while more significantly compared with the results of Pattern Search from prototype motor directly. 
B. Genetic-Pattern Search Hybrid Algorithm Optimization
In Genetic-Pattern Search Hybrid Algorithm, Genetic Algorithm was carried out to find local optima, which is same to Taguchi-Pattern Search Hybrid Algorithm in following steps. The optima of Genetic Algorithm in Section B were selected as the initial point, after that the Pattern Search Algorithm was implemented to further the optimization. From Table 6 , it can be seen that the optimization effect is obvious, and the distortion ratio of the air gap magnetic flux is reduced from 13.0395% to 12.1402%. This shows that the effect of Genetic Algorithm used in permanent magnet motor optimization is relatively significant, but there is still a possibility of improvement, and the optimization effect is improved obviously using Genetic-Pattern Search Hybrid Algorithm.
VI. CONCLUSIONS
It can be seen from the comparison of these experiments results shown in Figure 17 , Figure 18 and Tab.6, for the optimization of permanent magnet motor, starting from a reasonable prototype motor, all above algorithms are effectively. The results of Pattern Search Algorithm and Genetic Algorithm are quite close, but Pattern Search Algorithm is sensitive to initial point and easy to converge to local optimum. Genetic algorithm is easy to hop in the later stage, so the optimization efficiency is low and difficult to accurately approximate the global optimum.
The results are relatively close in Taguchi Algorithm, Taguchi-Pattern Search Hybrid Algorithm and Genetic-Pattern Search Hybrid Algorithm, and compared to Pattern Search Algorithm and Genetic Algorithm, these three algorithms are better. The accuracy of Taguchi algorithm in approaching the global optimum is not good, and similar with Genetic Algorithm. Both hybrid algorithms combine the advantages of the original algorithms, so a large number of low efficient calculations in the later stage of optimization can be avoided in the premise of good accuracy. Therefore, according to the requirements, combining different algorithms, playing their strengths and avoiding or limiting their shortcomings as far as possible, ,it is possible to create better novel algorithm in the optimization of permanent magnet motor. 
