Solution maps of polynomial variational inequalities by Hieu, Vu Trung
ar
X
iv
:1
80
7.
00
32
1v
2 
 [m
ath
.O
C]
  2
4 J
ul 
20
18
Noname manuscript No.
(will be inserted by the editor)
Solution maps of polynomial variational inequalities
Vu Trung Hieu
Received: date / Accepted: date
Abstract This paper investigates the boundedness, the continuity, the sta-
bility, and the finite-valuedness of the solution maps of polynomial variational
inequalities.
Keywords Polynomial variational inequality · RR0 property · Solution map ·
Local boundedness · Upper semicontinuity · Stability · Finite-valuedness ·
Semi-algebraic set
Mathematics Subject Classification (2000) 90C33 · 90C31 · 14P10 ·
47H05 · 54C60
1 Introduction
The variational inequalities whose involved maps are polynomials have been
recently investigated (see, e.g., [7,10,13,18]). These problems are natural ex-
tensions of affine variational inequalities (see, e.g., [14] and the references given
there) and special cases of weakly homogeneous variational inequalities which
have been introduced by Gowda and Sossa [8].
Many properties of polynomial complementarity problems, tensor com-
plementarity problems, tensor variational inequalities which are subclasses of
polynomial variational inequalities have been established. In particular, the
solvability, the global uniqueness, and the boundedness of solution sets are
given in [1,7,15,19,21]. The upper semicontinuity, the stability and finite-
valuedness of the solution maps of tensor complementarity problems are sys-
tematically studied in a recent paper [9]. In [13], the authors investigated the
genericity and Ho¨lder stability for semi-algebraic variational inequalities whose
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the corresponding maps are the sums of semi-algebraic maps and parametric
vectors.
The purpose this paper is to investigate the local boundedness, the upper
semicontinuity, the stability, and the finite-valuedness of the solution map of
polynomial variational inequalities. To do this, we focus on the class of RR0
polynomial variational inequalities and show that this class plays an impor-
tant role in the investigation. Several results for general perturbed polynomial
variational inequalities are obtained. Hence, the question in [13] has been par-
tially answered. The paper also gives a partial answer to the Question 5.2 in
[21] which concerning to the global uniqueness and solvability of polynomial
variational inequalities.
Firstly, since polynomial maps are weakly homogeneous, the normaliza-
tion argument (see, e.g. [8,16]) can be applied. Under the RR0 condition,
the boundedness, the upper semicontinuity, and the stability of the solution
maps are proved. Acclaimed results on the solution stability of copositive (or
monotone) linear complementarity problems and affine variational inequali-
ties have been proved in [17,4,14]. In the paper, we develop these results for
copositive (or monotone) polynomial variational inequalities. Secondly, by the
semi-algebraicity of the involved maps and the constraints, techniques in semi-
algebraic geometry (see, e.g. [3]) and differential geometry (see, e.g. [20]) can
be used. The genericity of the set of RR0 polynomial variational inequalities
and the generic finite-valuedness of the solution maps are obtained. Our paper
can be considered as a new attempt to study the solution maps of polynomial
variational inequalities, and to develop some ideas in [9].
The organization of the paper is as follows. Section 2 gives a short introduc-
tion to variational inequalities and the RR0 property of polynomial variational
inequalities. Main results are presented in the next six sections. Section 3 in-
vestigates the boundedness of the solution maps. The upper semicontinuity of
the solution maps under RR0 condition is considered in Section 4. Section 5
discusses on the global uniqueness and solvability for polynomial variational
inequalities. Results on stability of the solution map are proved in Section 6.
Genericity of the RR0 property and finite-valuedness of the solution maps are
mentioned in the last two sections.
2 Preliminaries
The scalar product of two vectors x, y ∈ Rn is denoted by 〈x, y〉. Let K be a
nonempty closed convex subset of Rn and F : K → Rn be a continuous vector-
valued map. The variational inequality defined by F and K is the problem
Find x ∈ K such that 〈F (x), y − x〉 ≥ 0, ∀y ∈ K.
The problem and the corresponding solution set are denoted by VI(K,F ) and
Sol(K,F ), respectively. Because F is continuous, Sol(K,F ) is closed.
Theorem 2.1 (The Hartman-Stampacchia Theorem, [11, Chapter 1, Theo-
rem 3.1]) If K is compact, then the solution set Sol(K,F ) is nonempty.
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Let us recall that a set C ⊂ Rm is called a cone [2, p. 89] if λ > 0 and
x ∈ C then λx ∈ C. The cone C is bounded if and only if C = {0}. Note that
C is a cone if and only if Rm \C is a cone.
When K is a cone, the complementarity problem, denoted CP(K,F ), is to
find a vector x ∈ Rn satisfying the following conditions:
x ∈ K, 〈F (x), x〉 = 0, 〈F (x), y〉 ≥ 0 ∀y ∈ K. (2.1)
It is well-known that a vector x solves CP(K,F ) if and only if x solves VI(K,F )
[6, Proposition 1.1.3]. Therefore, the solution set of CP(K,F ) is also denoted
by Sol(K,P ).
Remark 2.1 By taking λ = F (x) in (2.1), we claim that the vector x solves
CP(K,F ) if and only if there exists λ ∈ Rn such that
x ∈ K, F (x)− λ = 0, 〈λ, x〉 = 0, 〈λ, y〉 ≥ 0 ∀y ∈ K. (2.2)
Remark 2.2 If K is a cone and F is homogeneous of degree d > 0, i.e., F (tx) =
tdF (x) for all t ≥ 0 and x ∈ Rn, then the solution set of CP(K,F ) is a closed
cone. One says that CP(K,F ) has the R0 property if Sol(K,F ) = {0}.
The recession cone of K, denoted by K∞, is the set of vectors v ∈ Rn that
are limits in direction of the sequences {xk} ⊂ K, namely
K∞ =
{
v ∈ Rn : ∃tk →∞, ∃xk ∈ K with lim
k→∞
xk
tk
= v
}
.
The coneK∞ is a closed convex cone andK = K+K∞. The setK is bounded
if and only if K∞ = {0}. One has K∞ = K when K is a cone.
If P = (P1, ..., Pn) is a polynomial map and d is the maximum of the
numbers degPi, then d is called the degree of P and one denotes degP = d.
From now on, P∞ denotes the leading term (or the recession map) of the
polynomial map P of degree d which is defined by
P∞(x) := lim
λ→+∞
P (λx)
λd
, ∀x ∈ Rn .
Clearly, P∞(x) is homogeneous of degree d.
Here, Pd stands for the linear space of all polynomial maps of degree at
most d. It follows that P0 = Rn. The dimension of Pd is finite. The norm of
each Q ∈ Pd is defined as follows:
‖Q‖ =
√
‖Q1‖22 + ...+ ‖Qn‖22,
where ‖Qi‖2 is the ℓ2–norm of the polynomial Qi(i = 1, ..., n). Remind that if
{Qk} is a convergent sequence in Pd with Qk → Q, then degQk → degQ and
(Qk)∞ → Q∞.
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Definition 2.1 Let P be a polynomial map. One says that the problem
VI(K,P ) has the RR0 property (the recession-regular-0 property) or is RR0,
if the complementarity problem CP(K∞, P∞) has the R0 property, namely
Sol(K∞, P∞) = {0}.
The notion “RR0 property” follows the work [8] of Gowda and Sossa. This
is a generalization of the R0 property which has been mentioned in [12,16].
In this paper, we establish several properties of the polynomial variational
inequalities which have the RR0 property.
Remark 2.3 Assume that the polynomial map P of degree d and Q ∈ Pd−1.
One has (P +Q)∞ = P∞. So, if VI(K,P ) is RR0, then VI(K,P +Q) also is
RR0.
Remark 2.4 If K is compact, since K∞ = {0}, then VI(K,P ) is RR0 for every
polynomial map P .
Here, R(K, d) denotes the set of all polynomial maps P of degree d such
that VI(K,P ) is RR0.
Remark 2.5 The set R(K, d) is a cone. Indeed, for each t > 0 and each poly-
nomial map P , one has (tP )∞ = tF∞. This implies that
Sol(K∞, (tP )∞) = Sol(K∞, tP∞).
Moreover, it is easy to check that the last solution set coincides with Sol(K∞, P∞).
Hence, we obtain
Sol(K∞, (tP )∞) = Sol(K∞, tP∞) = Sol(K∞, P∞).
Therefore, if Sol(K∞, P∞) is bounded then Sol(K∞, (tP )∞) is bounded, for
any t > 0. This implies that the mentioned set is a cone.
Throughout the paper, we assume that the constraint set K is nonempty
closed convex, P is a polynomial map of degree d, where d is a given positive
integer. We mostly focus on the two solution maps of variational inequalities
whose involved maps are polynomial. The first one is defined by
Sol : Pd ⇒ Rn, Q 7→ Sol(K,Q), (2.3)
and the second one is given by
SolP : R
n
⇒ R
n, q 7→ Sol(K,P + q). (2.4)
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3 Boundedness of solution sets
The following proposition gives a relation between the RR0 property and the
boundedness of solution sets. Here, B(ε, d−1) stands for the open ball in Pd−1
with center at 0 and radius ε.
Theorem 3.1 Consider the following statements:
(a) VI(K,P ) is RR0.
(b) Sol(K,P +Q) is bounded, for every Q ∈ Pd−1.
(c) For any positive number ε, the set following set is bounded:
Sε :=
⋃
Q∈B(ε,d−1)
Sol(K,P +Q).
One has (a)⇒ (c)⇒ (b). Moreover, if K is a cone then the three statements
are equivalent.
Proof (a)⇒ (c) Suppose that VI(K,P ) is RR0 and, on the contrary, there is
an ε¯ such that Sε¯ is unbounded. There exists an unbounded sequence {xk}
and a sequence {Qk} ⊂ B(ε, d− 1) such that xk ∈ Sol(K,P +Qk) for every k.
By the unboundedness of {xk}, without loss of generality we can assume that
xk 6= 0 for all k, and ‖xk‖−1xk = x¯ with ‖x¯‖ = 1. Because of the boundedness
of {Qk}, we suppose that Qk → Q¯. This leads to deg Q¯ ≤ d− 1.
By assumptions, one has
〈
(P +Qk)(xk), y − xk〉 ≥ 0, ∀y ∈ K. (3.1)
Let u ∈ K be fixed. For every v ∈ K∞, one has u + ‖xk‖v ∈ K for any k.
From (3.1), we conclude that
〈
(P +Qk)(xk), u+ ‖xk‖v − xk〉 ≥ 0.
Dividing this inequality by ‖xk‖d+1 and taking k → +∞, we obtain
〈
(P + Q¯)∞(x¯), v − x¯〉 = 〈P∞(x¯), v − x¯〉 ≥ 0.
It follows that x¯ ∈ Sol(K∞, P∞) = {0}. This contradicts to ‖x¯‖ = 1. There-
fore, Sǫ¯ must be bounded. The assertion (c) is proved.
(c) ⇒ (b) Assume that (c) is true but there is Q¯ ∈ Pd−1 such that
Sol(K,P + Q¯) is unbounded. There exists ε > 0 such that Q¯ ∈ B(ε, d − 1).
Clearly,
Sol(K,P + Q¯) ⊂ Sε.
It is impossible because Sε is bounded, and (b) follows.
Assume that K is a cone, we need only prove that (b) ⇒ (a). Consider
Q = P −P∞, it is easy to see that degQ < d. The statement (b) implies that
Sol(K,P∞) is a bounded cone, consequently, one has Sol(K,P∞) = {0}. The
proof is complete. ⊓⊔
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The last section of Gowda’s paper [7] discussed on the closedness of the set
of all solvable q ∈ Rn in polynomial complementarity problem CP(Rn+, P + q).
We will investigate the closedness of the set of all solvable Q ∈ Pd−1 of the
problem VI(K,P +Q),
D = {Q ∈ Pd−1 : Sol(K,P +Q) 6= ∅} .
Corollary 3.1 If VI(K,P ) is RR0, then the set D is closed in Pd−1.
Proof Let {Qk} be a convergent sequence in D with Qk → Q¯. There is a
number ε > 0 such that {Qk} ⊂ B(ε, d− 1). Take a sequence {xk} in Rn such
that xk ∈ Sol(K,P +Qk). Theorem 3.1 implies that {xk} is bounded. Without
loss of generality we can assume that xk → x¯. For each y ∈ K, one has〈
(F + Q¯)(x¯), y − x¯〉 = lim
k→+∞
〈
(F +Qk)(xk), y − xk〉 ≥ 0.
This leads to x¯ ∈ Sol(K,P + Q¯) 6= ∅. From what has already been proved, Q¯
belongs to D. ⊓⊔
Remark 3.1 Consider the variational inequality problem VI(K,P + q), where
q ∈ Rn. We claim that if VI(K,P ) is RR0 then
D0 =
{
q ∈ Rn : Sol(Rn+, P + q) 6= ∅
}
is closed. Indeed, according to Corollary 3.1, the set D is closed in Pd−1. It
follows that D0 = π(D), where
π : Pd−1 → Rn, π(Q) = Q(0),
is closed in Rn.
Example 3.1 Consider the unconstrained variational inequality given by
P (x) + q =
[−x21 − x22
−x21 − x22
]
+
[
q1
q2
]
,
where the parameters (q1, q2) ∈ R2. A an easy computation shows that
Sol(Rn, P + q) =
{
Cq1 if 0 ≤ q1 = q2,
∅ if otherwise,
where
Cq1 = {(x1, x2) ∈ R2 : x21 + x22 = q1}.
Clearly, VI(Rn, P + q) is RR0 and D0 = {(q1, q2) : 0 ≤ q1 = q2} is closed.
Moreover, for any ε > 0, the set⋃
‖q‖≤ε
Sol(Rn, P + q) =
⋃
0≤q1≤
√
ε/2
Cq1
is bounded.
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Proposition 3.1 The cone R(K, d) is open in Pd.
Proof We need only prove the closedness of Pd \R(K, d). Let {Qk} be a se-
quence in Pd \R(K, d) such that Qk → Q. This yields (Qk)∞ → Q∞. For each
k, Sol(K∞, (Qk)∞) is unbounded. Hence, there exists an unbounded sequence
{xk} such that, for each k, xk ∈ Sol(K∞, (Qk)∞). Without loss of generality
we can assume that xk 6= 0 for all k and ‖xk‖−1xk → x¯ with ‖x¯‖ = 1. From
(2.2), for each y ∈ K∞ one has
〈(Qk)∞(xk), xk〉 = 0, 〈(Qk)∞(xk), y〉 ≥ 0.
Dividing these equation and inequality by, respectively, ‖xk‖dk+1 and ‖xk‖dk ,
where dk is the degree of Q
k, and taking k → +∞, one has
〈Q∞(x¯), x¯〉 = 0, 〈Q∞(x¯), y〉 ≥ 0.
This leads to x¯ ∈ Sol(K∞, Q∞). As ‖x¯‖ = 1, we have x¯ 6= 0. It follows that Q
belongs to Pd \R(K, d). The proof is complete. ⊓⊔
The following theorem gives a result on the local boundedness of the solu-
tion map Sol given in (2.3).
Theorem 3.2 If VI(K,P ) is RR0, then the map Sol is locally bounded at P ,
that is, there exists ǫ > 0 such that the following set is bounded,
Oε :=
⋃
Q∈B¯(ε,d)
Sol(K,P +Q),
where B¯(ε, d) is the closed ball in Pd with center at 0 and radius ε. Conse-
quently, Sol(K,P +Q) is bounded for every Q ∈ B¯(ε, d).
Proof According to Proposition 3.1, the cone R(K, d) open in Pd. Then there
is a closed ball B¯(ǫ, d) such that
P + B¯(ǫ, d) ⊂ R(K, d). (3.2)
On the contrary, we suppose that Oε is unbounded. Then there exists an
unbounded sequence {xk} and a sequence {Qk} ⊂ B¯(ǫ, d) such that xk ∈
Sol(K,P +Qk), xk 6= 0 for every k, and ‖xk‖−1xk → x¯ with ‖x¯‖ = 1.
By the compactness of B¯(ǫ, d), without loss of generality we can assume
that Qk → Q. One has
P +Qk → P +Q ∈ P + B¯(ǫ, d). (3.3)
By repeating the argument in the proof of Theorem 3.1, we can show that
x¯ ∈ Sol (K∞, (P +Q)∞). From (3.3) and (3.2), the last set has the unique
point {0}. This contradicts to ‖x¯‖ = 1. Therefore, Oǫ is bounded. ⊓⊔
8 Vu Trung Hieu
4 Upper semicontinuity of the solution map
This section focuses on the upper semicontinuity of the solution maps Sol and
SolP given by (2.3) and (2.4), respectively. We show a closed relation between
the upper semicontinuity of the maps and the RR0 property.
A set-valued map Ψ : X ⇒ Y is upper semicontinuous at x ∈ X iff for any
open set V ⊂ Y such that Ψ(x) ⊂ V there exists a neighborhood U of x such
that Ψ(x′) ⊂ V for all x′ ∈ U . If S upper semicontinuous at every x ∈ X then
Ψ is said that to be upper semicontinuous on X .
Theorem 4.1 If VI(K,P ) is RR0, then the map Sol is upper semicontinuous
at P +Q, for every Q ∈ Pd−1 satisfying Sol(K,P +Q) 6= ∅.
Proof Suppose that there exists Q ∈ Pd−1 such that Sol(K,P + Q) 6= ∅ but
Sol is not upper semicontinuous at P + Q. There is a nonempty open set V
which contains Sol(K,P +Q) such that, for every integer number k ≥ 1, there
exists Qk ∈ Pd satisfying Qk → Q and
xk ∈ Sol(K,P +Qk) \ V. (4.1)
According to Theorem 3.2, the sequence {xk} is bounded. So, without loss of
generality we can assume that xk → x¯. It easy to check that x¯ ∈ Sol(K,P+Q).
This leads to x¯ ∈ V . Since V is an open nonempty set, from the relation
(4.1), one has x¯ /∈ V . This is a contradiction. Therefore, Sol must be upper
semicontinuous at P +Q. ⊓⊔
Corollary 4.1 If K is compact, then the solution map Sol is upper semicon-
tinuous on Pd.
Proof Suppose that K is compact. Let Q be an arbitrary given polynomial in
Pd. From Remark 2.4, VI(K,Q) is RR0. Besides, Sol(K,Q) always is nonempty.
According to Theorem 4.1, Sol is upper semicontinuous at Q. ⊓⊔
Corollary 4.2 Assume that Sol(K,P + q¯) is nonempty. If VI(K,P ) is RR0,
then the solution map SolP is upper semicontinuous at q¯.
Proof Let q¯ ∈ Rn be given. Clearly, VI(K,P + q¯) also is RR0. According to
Theorem 4.1, Sol is upper semicontinuous at P + q¯. Then for any open set V
containing Sol(K,P + q¯), there exists an open ball B(ε, d) such that
V ⊃
⋃
Q∈B(ε,d)
Sol(K, (P + q¯) +Q) ⊃
⋃
‖q‖<ε
Sol(K,P + (q¯ + q)).
So, U := {q¯ + q ∈ Rn : ‖q‖ < ǫ} is an open neighbourhood in Rn of q¯ and
SolP (U) ⊂ V . It follows that SolP is upper semicontinuous at q¯. ⊓⊔
Theorem 4.2 Assume that K is a cone. If there exists Q¯ ∈ Pd−1 such that
the following two conditions are satisfied:
(a) Sol(K,P + Q¯) is nonempty and bounded,
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(b) Sol is upper semicontinuous at P + Q¯,
then VI(K,P ) is RR0.
Proof Suppose that z ∈ Sol(K,P∞) and z 6= 0. From (2.2), there exists λ ∈ Rn
such that
P∞(z)− λ = 0, 〈λ, z〉 = 0, 〈λ, y〉 ≥ 0 ∀y ∈ K.
For each t ∈ (0, 1), we denote zt = t−1z and λt = t−dλ. We will show that for
every t there exists Qt ∈ Pd, with Qt → P + Q¯ when t→ 0, and the following
system is satisfied
Qt(zt)− λt = 0, 〈λt, zt〉 = 0, 〈λt, y〉 ≥ 0 ∀y ∈ K. (4.2)
Suppose that
P + Q¯ = P∞ + [P d−1 + Q¯d−1] + · · ·+ [P 1 + Q¯1] + [P 0 + Q¯0], (4.3)
where P k, Q¯k are homogeneous polynomial maps of degree k (k = 1, ..., d− 1)
and P 0 ∈ Rn, Q¯0 ∈ Rn. Since z = (z1, ..., zn) is nonzero, there exists l ∈
{1, ..., n} such that zl 6= 0, so zkl 6= 0 with k = 1, ..., d. Taking Q ∈ Pn with
Q(x) = Qd(x) + · · ·+Q1(x),
where Qk is a homogeneous polynomial map of degree k defined by
Qk(x) =
(
ak1x
k
l , ..., aknx
k
l
)
, aki = −P
k−1
i (z) + Q¯
k−1
i (z)
zdl
, i = 1, ..., n.
It is easy to check that
P k−1(z) + Q¯k−1(z) +Qk(z) = 0. (4.4)
We take Qt = (P + Q¯) + tQ and prove that the system (4.2) is valid. Indeed,
the last one in (4.2) is obvious. The second one in (4.2) is obtained by
〈λt, zt〉 = 〈t−(m−1)λ, t−1y〉 = t−m〈λ, y〉 = 0.
Consider the left-hand side of the first equation in (4.2), from (4.3), one has
Qt(zt)− λt = [(P + Q¯) + tQ](t−1z)− t−dλ
= t−d [P∞(z)− λ] +∑dk=1 t−k [P k−1(z) + Q¯k−1(z) +Qk(z)] .
We conclude from (4.4) that Qt(zt)− λt = 0. What has already been proved,
it follows that zt ∈ Sol(K,Qt), for all t ∈ (0, 1).
Since Sol(K,P + Q¯) is bounded, there is a bounded open set V containing
Sol(K,P + Q¯). By the upper semicontinuity of Sol at P + Q¯, there exists ε > 0
such that Sol(K,P + Q¯) ⊂ V for all Q ∈ Pn satisfying ‖Q − (P + Q¯)‖ < ε.
Taking t small enough such that ‖Qt− (P + Q¯)‖ < ε, we have Sol(K,Qt) ⊂ V .
So, zt ∈ V for every t > 0 sufficiently small. This is impossible, because V is
bounded and zt = t
−1z →∞ as t→ 0. The proof is complete. ⊓⊔
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5 Existence solution and the GUS-property
We will discuss on the solvability of variational inequalities whose involved
maps are copositive and polynomial.
Let C be a nonempty closed cone. Here intC+ stands for the interior of
the dual cone C+ of C. Note that q ∈ intC+ if and only if 〈v, q〉 > 0 for all
v ∈ C and v 6= 0 [14, Lemma 6.4].
Recall that the map F is copositive on K if 〈F (x), x〉 ≥ 0 for all x ∈ K.
This map is monotone on K if for all x, y ∈ K the following inequality is
satisfied
〈F (y)− F (x), y − x〉 ≥ 0. (5.1)
If 0 ∈ K, F (0) = 0, and F is monotone on K, then F is copositive on K.
Indeed, by taking y = 0 in (5.1), F satisfies the copositive condition.
Remark 5.1 Theorem 6.1 in [8] claims that if P∞ is copositive on K∞ and
VI(K,P ) is RR0 then Sol(K,P + q) is nonempty and bounded, for all q ∈ Rn.
Lemma 5.1 If P is copositive on K, then P∞ be copositive on K∞.
Proof Assume that P is copositive on K. If K is compact then K∞ = {0}.
Thus, P∞ is copositive on {0}. We need only consider the caseK is unbounded.
Since K is nonempty closed convex, one has K = K +K∞. Let {xk} be an
unbounded sequence in K and v ∈ K∞ be arbitrary given. It is easy cho check
that x1 + ‖xk‖v ∈ K. By assumptions, we see that〈
P (x1 + ‖xk‖v), x1 + ‖xk‖v〉 ≥ 0.
Dividing this one by ‖xk‖d+1 and letting k→ +∞, we obtain 〈P∞(v), v〉 ≥ 0.
It follows that P∞ be copositive on K∞. ⊓⊔
Proposition 5.1 Let P be copositive on K. If VI(K,P ) is RR0, then Sol(K,P+
q) is nonempty and bounded, for every q ∈ Rn.
Proof Lemma 5.1 shows that P∞ be copositive on K∞. Since VI(K,P ) is
RR0, the assertion is obtained by applying Theorem 6.1 in [8]. ⊓⊔
Theorem 5.1 Let 0 ∈ K and P be copositive on K. If q ∈ int(Sol(K∞, P∞)+),
then Sol(K,P + q) is nonempty and bounded.
Proof Let q be a vector in int(Sol(K∞, P∞)+). For each k = 1, 2, ..., we denote
Kk = {x ∈ Rn : x ∈ K, ‖x‖ ≤ k}.
Clearly, the set Kk is compact. Without loss of generality we can assume
that Kk is nonempty. According to Theorem 2.1, the variational inequality
VI(Kk, P + q) has a solution, denoted by xk.
We claim that the sequence {xk} is bounded. Indeed, on the contrary,
suppose that {xk} is unbounded. We can assume that xk 6= 0 for all k, and
‖xk‖−1xk → x¯ ∈ K∞ with ‖x¯‖ = 1. For each k, one has〈
P (xk) + q, y − xk〉 ≥ 0, ∀y ∈ Kk. (5.2)
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In (5.2), by fixing y ∈ K1, dividing this inequality by ‖xk‖d+1 and letting
k → +∞, we obtain 〈P∞(x¯), x¯〉 ≤ 0. Moreover, by the copositity of P , one has〈
P (xk), xk
〉 ≥ 0. This leads to 〈P∞(x¯), x¯〉 ≥ 0. It follows that 〈P∞(x¯), x¯〉 = 0.
For any v ∈ K∞ with v 6= 0. For each k, we denote
yk :=
‖xk‖
‖v‖ v.
Since K = K +K∞ and 0 ∈ K, one has yk ∈ K for any k. It is easy to see
that ‖yk‖ = ‖xk‖ ≤ k. This leads to yk ∈ Kk. From (5.2), we conclued that
〈
P (xk) + q,
‖xk‖
‖v‖ v − x
k
〉
≥ 0.
Dividing this inequality by ‖xk‖d+1 and taking k → +∞, we obtain
〈
P∞(x¯),
1
‖v‖v
〉
≥ 〈P∞(x¯), x¯〉 = 0.
From what has already been proved, we obtain
x¯ ∈ K∞, 〈P∞(x¯), x¯〉 = 0, 〈P∞(x¯), v〉 ≥ 0 ∀v ∈ K∞.
This means that x¯ ∈ Sol(K∞, P∞).
Furthermore, in (5.2), taking y = 0, since P is copositive, we see that
− 〈q, xk〉 ≥ 〈P (xk), xk〉 ≥ 0.
Dividing this inequality by ‖xk‖, when k → +∞, we have 〈q, x¯〉 ≤ 0. It
contradicts to the assumption q ∈ int(Sol(K∞, P∞)+). Thus, the sequence
{xk} must be bounded.
Without loss of generality we can assume that xk → xˆ. We prove that xˆ
solves VI(K,P ). Indeed, for any y ∈ K, from (5.2), taking k → +∞, one has
〈P (xˆ) + q, y − xˆ〉 ≥ 0.
Hence, the nonemptiness of Sol(K,P + q) is proved.
The boundedness of Sol(K,P + q) is proved by assuming that there exists
an unbounded sequence of solutions {xk} ⊂ Sol(K,P + q) with xk 6= 0 for
all k and ‖xk‖−1xk → x¯ with ‖x¯‖ = 1. Repeating the previous argument,
we obtain x¯ ∈ Sol(K∞, P∞) and 〈q, x¯〉 ≤ 0. Hence, it contradicts to the
assumption q ∈ int(Sol(K∞, P∞)+). ⊓⊔
Remark 5.2 Theorem 5.1 develops the result in Theorem 6.2 of [8]. In our
previous proof, the condition int(K+) 6= ∅ is not necessary.
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Example 5.1 Consider the polynomial variational inequalities VI(K,P + q),
where K = R2+ and P given by
P (x) + q =
[
(x1 − x2)2
(x1 − x2)2
]
+
[
q1
q2
]
,
where the parameters q = (q1, q2) ∈ R2. Clearly, one has P∞ = P, K∞ = K,
and P is copositive on K. A an easy computation shows that
SolP (q1, q2) =


L0 if q1 = 0, q2 = 0,
L−q1 if q1 = q2, q2 < 0,
{(0, 0)} ∪ {(0,√−q2)} if q1 > q2, q2 < 0,
{(0, 0)} ∪ {(√−q1, 0)} if q1 < 0, q1 < q2,
{(0, 0)} if otherwise,
where
L−q1 = {(x1, x2) ∈ R2+ : x1 − x2 =
√−q1}.
Since Sol(K∞, P∞) = L0, one has
H := int(Sol(K∞, P∞)+) = {(q1, q2) ∈ R2 : q1 + q2 > 0}.
It is easy to see that Sol(K,P + q) is nonempty bounded for any q ∈ H.
If VI(K,P + q) has a unique solution for every q ∈ Rn, then VI(K,P ) is
said to have the GUS-property. The following theorem develops the result in
[21, Theorem 4.3] which concerning to the GUS-property of tensor variational
inequalities. This gives a partial answer to Question 5.2 in [21].
Theorem 5.2 Assume that 0 ∈ K and P is strictly monotone on K. If
VI(K,P ) is RR0, then the following statements are true:
(a) VI(K,P ) has the GUS-property;
(b) SolP is single-valued continuous on R
n.
Proof By the monotonicity of P , Q(x) := P (x)−P (0) is monotone on K. The
map Q is copositive on K because 0 belongs to K. From Remark 2.3, VI(K,Q)
is RR0. Proposition 5.1 implies that the set
Sol(K,Q+ q¯) = Sol(K,P + (P (0) + q¯))
is nonempty for all q¯ ∈ Rn. This is equivalent to the fact that Sol(K,P+q) 6= ∅
for all q ∈ Rn. Besides, by the strictly monotonicity of P , P + q also is strictly
monotone. According to [6, Theorem 2.3.3], VI(K,P + q) has at most one
solution. Hence, VI(K,P + q) has a unique solution for every q ∈ Rn. The
statement (a) is proved.
The assertion (a) implies that SolP is single-valued onR
n. Because VI(K,P )
is RR0, Corollary 4.2 shows that SolP is upper semicontinuous on R
n. So, SolP
is single-valued continuous on Rn. The statement (b) is proved. ⊓⊔
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Example 5.2 Consider the variational inequality given by
K = {x ∈ R2 : x1 ≥ 1, x2 ≥ 1}, P (x) + q =
[
x21
x22
]
+
[
q1
q2
]
,
where the parameters (q1, q2) ∈ R2. The Jacobian matrix of P is positive
definite on K. Hence, P is strictly monotone. An easy computation shows
that
SolA(q1, q2) =


{(√−q1,√−q2)} if q1 < −1, q2 < −1,
{(1,√−q2)} if q1 ≥ −1, q2 < −1,
{(√−q1, 1)} if q1 < −1, q2 ≥ −1,
{(1, 1)} if q1 ≥ −1, q2 ≥ −1.
The problem has the GUS-property, and SolP is single-valued and continuous
on R2.
6 Solution stability
In 1979, Robinson proved the important solution stability theorem for mono-
tone affine variational inequalities [17, Theorem 2]. In [14], the authors gave an
analogical result for copositive affine variational inequalities. In this section,
we will extend these results for polynomial variational inequalities.
6.1 Under the copositive condition
Recall a set in Rn is semi-algebraic if it is the union of finitely many subsets
of the form [3]
{
x ∈ Rn : f1(x) = ... = fℓ(x) = 0, gℓ+1(x) < 0, . . . , gm(x) < 0
}
,
where ℓ,m are natural numbers, and f1, . . . , fℓ, gℓ+1, . . . , gm belong to the ring
of polynomials with real coefficients R[x1, . . . , xn]. The problem VI(K,P ) is a
polynomial variational inequality if P is a polynomial map and the constraint
set K is semi-algebraic. This problem is denoted by PVI(K,P ).
Let p ∈ Rn be given. If there exist ℓ > 0, c > 0 and a neighborhood Uq of
p such that
SolP (q) ⊂ SolP (p) + ℓ‖q − p‖cB(0, 1) ∀q ∈ Up,
where B(0, 1) is the closed unit ball in Rn, then one says that SolP is locally
upper-Ho¨lder at p.
Theorem 6.1 (see [13]) Assume that SolP (q) is nonempty. The map SolP is
upper semicontinuous at p if and only if this map is locally upper-Ho¨lder at p.
Proposition 6.1 Let K be semi-algebraic with 0 ∈ K and P be copositive on
K. If q ∈ int(Sol(K∞, P∞)+), then SolP is locally upper-Ho¨lder at at q.
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Proof Since the upper semicontinuity and the local upper-Ho¨lder stability of
SolP at q are equivalent [13, Theorem 4.1], we need only to prove that SolP is
upper semicontinuous at q.
Theorem 5.1 shows that Sol(K,P + q) 6= ∅. We suppose that SolP is
not upper semicontinuous at q. There is a nonempty open set V containing
Sol(K,P + q) such that, for every integer number k ≥ 1, there exists qk ∈ Rn
satisfying qk → q and
xk ∈ Sol(K,P + qk) \ V. (6.1)
By repeating the argument in the proof of Theorem 5.1, one can prove that the
sequence {xk} is bounded. So, without loss of generality we can assume that
xk → x¯. It easy to check that x¯ ∈ Sol(K,P + q). This leads to x¯ ∈ V . Besides,
since V is an open nonempty set, the relation (6.1) implies that x¯ /∈ V . This
is a contradiction. Therefore, SolP is upper semicontinuous at q. ⊓⊔
Theorem 6.2 Let K be semi-algebraic with 0 ∈ K and P be copositive on K.
If p ∈ int(Sol(K∞, P∞)+), then there exist constants ǫ > 0, ℓ > 0 and c > 0
such that if Q ∈ Pd and q ∈ Rn, with
max{‖Q− P‖, ‖q − p‖} < ε, (6.2)
and Q is copositive on K, then the following statements hold:
(a) Sol(K,Q+ q) is nonempty and bounded;
(b) One has
Sol(K,Q+ q) ⊂ Sol(K,P + p) + ℓ(‖Q− P‖+ ‖q − p‖)c B(0, 1). (6.3)
Proof (a) We prove that there exists ε1 > 0 such that if Q ∈ Pd and p ∈ Rn
with
max{‖Q− P‖, ‖q − p‖} < ε1 (6.4)
and Q is copositive on K, then Sol(K,Q + q) is nonempty and bounded.
Suppose that the assertion is false. There exists a sequence {(Qk, qk)} such
that, for each k, Qk is copositive onK, Sol(K,Qk+qk) is empty or unbounded,
and (Qk, qk)→ (P, p). Due to Theorem 5.1, one has
pk /∈ int(Sol((Qk)∞,K∞)+).
This means that there exists xk ∈ Sol((Qk)∞,K∞) such that xk 6= 0 and〈
xk, qk
〉 ≤ 0. We can assume that ‖xk‖−1xk → x¯ ∈ K∞ with ‖x¯‖ = 1.
Clearly, one has 〈x¯, p〉 ≤ 0. If we prove that x¯ solves CP(K∞, P∞), then
this contradicts to the assumption p ∈ int(Sol(K∞, P∞)+). The assertion (a)
is proved. Thus, we only need to show that x¯ ∈ Sol(K∞, P∞). From (2.1), one
has
〈(Qk)∞(xk), xk〉 = 0, 〈(Qk)∞(vk), y〉 ≥ 0 ∀y ∈ K∞. (6.5)
Note that (Qk)∞ → P∞, by dividing the equation and inequality in (6.5) by
‖xk‖d+1 and ‖xk‖d, respectively, and taking k → +∞, we obtain
〈P∞(x¯), x¯〉 = 0, 〈P∞(x¯), y〉 ≥ 0 ∀y ∈ K∞.
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It follows that x¯ solves CP(K∞, P∞).
(b) We prove the inclusion (6.3). According to Proposition 6.1, there exist
ℓ0 > 0, c > 0 and ε such that
Sol(K,P + q) ⊂ Sol(K,P + p) + ℓ0‖q − p‖c B(0, 1) (6.6)
for all q satisfying ‖q − p‖ < ε.
Suppose that Q and q ∈ Rn satisfying (6.4), and Q is copositive on K. For
each z ∈ Sol(K,Q+ q) 6= ∅, by setting
qˆ = q + (Q− P ) (z), (6.7)
we have P (z) + qˆ = Q(z) + q and
〈Q(z) + q, y − z〉 = 〈P (z) + qˆ, y − z〉 ≥ 0 ∀y ∈ K.
This shows that z ∈ Sol(K,P + qˆ). Besides, since Sol(K,Q + q) is compact,
there exists β > 0 such that
‖(Q− P )(z)‖ ≤ β‖Q− P‖ (6.8)
for all z ∈ Sol(K,Q+ q). From (6.4), (6.7), and (6.8), one has
‖qˆ − q¯‖ ≤ ‖q − q¯‖+ ‖(Q− P )(z)‖
≤ ‖q − q¯‖+ β‖Q− P‖
≤ (1 + β)ε1.
Choosing ε1 small enough such that ‖qˆ − q¯‖ < ε, if necessary. From (6.6) and
(6.8), there exists x ∈ Sol(K,Q, q¯) such that
‖z − x‖ ≤ ℓ0‖qˆ − q¯‖c
≤ ℓ0 (‖q − q¯‖+ β‖Q− P‖)c
≤ ℓ (‖q − q¯‖+ ‖Q− P‖)c ,
where ℓ = max {ℓc0, ℓc0β}. The inclusion (6.3) is obtained. ⊓⊔
Corollary 6.1 Let K be semi-algebraic with 0 ∈ K and P is monotone on
K. Suppose one of the following conditions holds:
(a) p ∈ int(Sol(K∞, P∞)+);
(b) PVI(K,P ) is RR0 and p ∈ Rn;
(c) K is compact and p ∈ Rn.
Then there exist constants ǫ > 0, ℓ > 0 and c > 0 such that if Q ∈ Pd
and q ∈ Rn satisfying (6.2) and Q is monotone on K, then Sol(K,Q + q) is
nonempty bounded and the relation (6.3) is satisfied.
Proof We see that P is copositive on K since P is monotone on K and 0 ∈
K. If the condition (a) is satisfied, then the assertion is a consequence of
Theorem 6.2. If PVI(K,P ) is RR0, then int(Sol(K
∞, P∞)+) = Rn. Hence,
(b) follows (a), and the assertion for the condition (b) is immediate. Finally,
PVI(K,P ) is RR0 when K is compact. So, (b) implies (c), and the assertion
for (b) is obvious. ⊓⊔
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6.2 Under the monotone condition
Lemma 6.1 The conclusion
p ∈ int((0+K)+ − P (K)) (6.9)
holds if and only if for all v ∈ 0+K \ {0} there exists x ∈ K such that
〈P (x) + p, v〉 > 0.
Proof Assume that p satisfying (6.9). There exists an ε > 0 such that
B(p, ε) ⊂ (0+K)+ − P (K). (6.10)
On the contrary, there is v¯ ∈ 0+K \ {0} such that
〈P (x) + p, v¯〉 ≤ 0 ∀x ∈ K.
Since (6.10), if q ∈ B(p, ε) then there exist w ∈ (0+K)+ and x ∈ K such that
q = w − P (x). This leads to
〈q − p, v¯〉 = 〈w, v¯〉 − 〈P (x) + p, v¯〉 ≥ 0
for any q ∈ B(p, ε). It follows that v¯ = 0, and one has a contradiction.
Conversely, suppose that for all v ∈ 0+K \ {0} there exists x ∈ K such
that 〈P (x) + p, v〉 > 0, but (6.9) is false. There exists a convergent sequence
{qk} ⊂ Rn, qk → p, such that qk /∈ int((0+K)+ − P (K)) for every k ∈ N.
Clearly, one has
(P (K) + qk) ∩ (0+K)+ = ∅, k ∈ N. (6.11)
From (6.11), for each k ∈ N, there exists vk ∈ 0+K \ {0} such that, for any x
in K, one has
〈
P (x) + qk, vk
〉
< 0. It is easy to check that
vk
‖vk‖ → v¯ ∈ 0
+K \ {0}.
Hence, from the last equality, we conclude that 〈P (x) + q, v¯〉 ≤ 0. This con-
tradicts to the assumption. ⊓⊔
The Minty Lemma is useful for studying monotone variational inequalities.
The lemma will be used several times in this section.
Lemma 6.2 (The Minty Lemma, [11, Chapter 3, Lemma 1.5] ) Assume that
F is monotone on K. Then x solves VI(K,F ) if and only if x ∈ K and
〈F (y), y − x〉 ≥ 0, ∀y ∈ K.
Theorem 6.3 Let P be monotone on the K. The solution set of PVI(K,P+p)
is nonempty and bounded if and only if the condition (6.9) is satisfied.
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Proof Necessity. Assume that Sol(K,P + p) is nonempty and bounded but
(6.9) is false. According to Lemma 6.1, there exists v¯ ∈ 0+K \ {0} such that
〈P (x) + p, v¯〉 ≤ 0 for all x ∈ K. Let x0 be a solution of PVI(K,P + p). By
Lemma 6.2, one has
〈P (x) + p, x− x0〉 ≥ 0
for all x ∈ K. Hence, for each t > 0, we see that
〈P (x) + p, x− (x0 + tv¯)〉 = 〈P (x) + p, x− x0〉 − t 〈P (x) + p, v¯〉 ≥ 0,
for all x ∈ K. According to Lemma 6.2, we assert that x0 + tv¯ belongs to
Sol(K,P + p). It follows that Sol(K,P + p) is unbounded. This contradicts to
the assumption.
Sufficiency. Assume that p satisfying the condition (6.9). We will shows
that Sol(K,P + p) is nonempty. For each k ∈ N, we define Kk = K ∩ B(0, k).
Without loss of generality we can assume that Kk 6= ∅ for each k ∈ N. Ac-
cording to Theorem 2.1, there exists xk ∈ Kk such that xk ∈ Sol(Kk, P + p).
This means that 〈
P (xk) + p, x− xk〉 ≥ 0 ∀x ∈ Kk. (6.12)
Since P also is monotone on Kk, applying Lemma 6.2, we obtain〈
P (x) + p, x− xk〉 ≥ 0 ∀x ∈ Kk. (6.13)
We claim that {xk} is bounded. Indeed, on the contrary, suppose that the
sequence is unbounded. We can assume that xk 6= 0 and ‖xk‖−1xk → v¯. It
is easy to check that v¯ ∈ 0+K \ {0}. Let x ∈ K be arbitrary given. Then
there exists kx ∈ N such that x ∈ Kk for all k > kx. Dividing (6.13) by ‖xk‖
and taking k → +∞, one has 〈P (x) + p, v¯〉 ≤ 0. According to Lemma 6.1,
p /∈ int((0+K)+ − P (K)). This is a contradiction. Hence, {xk} is bounded.
So, we assume that xk → x¯. By the closedness of K, x¯ belongs to K. Let
x ∈ K be arbitrary given. From (6.12), taking k → +∞, we obtain
〈P (x¯) + p, x− x¯〉 ≥ 0.
This inequality is valid for every x ∈ K. Hence, x¯ ∈ Sol(K,P + p), and this
set is nonempty.
Now, we need only to prove that Sol(K,P+p) is bounded. On the contrary,
suppose that Sol(K,P + p) is unbounded. There is an unbounded sequence
{xk} ⊂ Sol(K,P + p). Without loss of generality we can assume that xk 6= 0
and ‖xk‖−1xk → v¯. It is easy to check that v¯ ∈ 0+K. By definition, from
Lemma 6.2, for all x ∈ K, one has〈
P (x) + p, x− xk〉 ≥ 0.
Dividing this one by ‖xk‖ and letting k → +∞, we obtain 〈P (x) + p, v¯〉 ≤ 0.
By applying Lemma 6.1, we obtain
p /∈ int((0+K)+ − P (K)).
This is a contradiction. ⊓⊔
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Theorem 6.4 Let P be a monotone polynomial map on the K and p ∈ Rn.
Then the following two properties are equivalent:
(a) Sol(K,P + p) is nonempty and bounded;
(b) There exists ε > 0 such that if (Q, q) ∈ Pd×Rn satisfying (6.2) then the
set Sol(K,Q+ q) is nonempty.
Proof (a) ⇒ (b). On the contrary, suppose that Sol(K,P ) is nonempty and
bounded but there exists a sequence {Qk, qk} such that (Qk, qk)→ (P, p) and
Sol(K,Qk + qk) = ∅ (6.14)
for each k ∈ N. Without loss of generality we can assume that
Kj = {x ∈ Rn : x ∈ K, ‖x‖ ≤ j} 6= ∅
for each j ∈ N. According to Theorem 2.1, there exists xk,j ∈ Kj such that
xk,j ∈ Sol(Kj , Qk + qk). This means that〈
Qk(xk,j) + qk, x− xk,j〉 ≥ 0 ∀x ∈ Kj. (6.15)
We claim that ‖xk,j‖ = j. Indeed, if ‖xk,j‖ < j then there exists µ > 0 such
that B(xk,j , µ) ⊂ B(0, j). From (6.15), one has
〈
Qk(xk,j) + pk, x− xk,j〉 ≥ 0 ∀x ∈ K ∩ B(xk,j , µ).
By applying [14, Proposition 5.3], we obtain xk,j ∈ Sol(Kj , Qk + qk). This
contradicts to (6.14). Hence, ‖xk,j‖ = j for every j ∈ N. Let j ∈ N be fixed,
by compactness of Kj , we assume that the sequence {xk,j}k∈N is convergent
with xk,j → xj . Clearly, one has ‖xj‖ = j. From (6.15), taking k → +∞, we
have 〈
P (xj) + p, x− xj〉 ≥ 0 ∀x ∈ Kj . (6.16)
By the monotonicity of P , from (6.16), applying Lemma 6.2, one has
〈
P (x) + p, x− xj〉 ≥ 0 ∀x ∈ Kj. (6.17)
Without loss of generality we can assume that ‖xj‖−1xj → v¯. It is easy to
check that v¯ ∈ 0+K \ {0}. For every x¯ ∈ K be fixed. From (6.17), one has
〈
P (x¯) + p, x¯− xj〉 ≥ 0, j > ‖x¯‖.
Dividing this inequality by ‖xj‖ and taking k → +∞, one has
〈P (x¯) + p, v¯〉 ≤ 0.
From Lemma 6.1, we conclude that p /∈ int((0+K)+−P (K)). Hence, applying
Theorem 6.3, we claim that Sol(K,P ) is empty or unbounded. This contradicts
to the assumption.
(b)⇒ (a). Assume that there exists ε > 0 such that for each pair (Q, q) ∈
Pd×Rn satisfying (6.2), Sol(K,Q+q) is nonempty. This implies that, for each
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q ∈ Rn such that ‖q − p‖ < ε, Sol(K,P + q) is nonempty. Let x¯ be a solution
of PVI(K,P + q). One has x¯+ v¯ ∈ K and
〈P (x¯) + q, v¯〉 = 〈P (x¯) + q, (x¯+ v¯)− x¯〉 ≥ 0.
Therefore, P (x¯) + q ∈ (0+K)+. Consequently, q ∈ ((0+K)+ − F (K)). This
inclusion is true for any q ∈ Rn such that ‖q − p‖ < ε. It follows that p ∈
int((0+K)+−F (K)). Thanks to Theorem 6.3, Sol(K,P + p) is nonempty and
bounded. ⊓⊔
Proposition 6.2 Let P be a monotone polynomial map on the K and p ∈ Rn.
If p ∈ int((0+K)+ − P (K)), then SolP is locally upper-Ho¨lder at at q.
Proof According to Theorem 6.1, the upper semicontinuity and the local upper-
Ho¨lder stability of SolP at q are equivalent. Therefore, we need only to prove
that SolP is upper semicontinuous at q.
Theorem 6.3 shows that Sol(K,P + p) 6= ∅. We suppose that SolP is
not upper semicontinuous at p. There is a nonempty open set V containing
Sol(K,P + p) such that, for every integer number k ≥ 1, there exists qk ∈ Rn
satisfying qk → q and
xk ∈ Sol(K,P + qk) \ V. (6.18)
We claim that the sequence {xk} is bounded. Indeed, on the contrary, suppose
that {xk} is unbounded. We assume that xk 6= 0 for all k, and ‖xk‖−1xk →
v¯ ∈ 0+K with ‖v¯‖ = 1. Let x ∈ K be arbitrary given. For each k, according to
Lemma 6.2, one has
〈
P (x) + qk, x− xk〉 ≥ 0. Dividing this inequality by ‖xk‖
and letting k → +∞, we obtain 〈P (x) + p, v¯〉 ≤ 0. By Lemma 6.1, it follows
that p ∈ int((0+K)+−P (K)). It is impossible. Thus, the sequence {xk} must
be bounded.
Without loss of generality we can assume that xk → x¯. It easy to check that
x¯ ∈ Sol(K,P +p). Consequently, one has x¯ ∈ V . Since V is an open nonempty
set, the relation (6.18) implies that x¯ /∈ V . We have a contradiction. Therefore,
SolP is upper semicontinuous at p. ⊓⊔
Theorem 6.5 Let P be a monotone polynomial map on the K and p ∈ Rn. If
Sol(K,P +p) is nonempty and bounded, then there exist constants ǫ > 0, ℓ > 0
and c > 0 such that if (Q, q) ∈ Pd×Rn satisfying (6.2) and Q is monotone
on K, then the following statements hold:
(a) Sol(K,Q+ q) is nonempty and bounded;
(b) The inclusion (6.3) holds.
Proof Assume that Sol(K,P + p) is nonempty and bounded. By the mono-
tonicity of P on K, applying Lemma 6.1 and Theorem 6.3, we claim that for
all v ∈ 0+K \ {0} there exists x ∈ K such that 〈P (x) + p, v〉 > 0.
(a) On the contrary, supposet that there exists a sequence {(Qk, qk)} such
that (Qk, qk) → (P, p), Qk is monotone on K, Sol(K,Qk + qk) is empty or
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unbounded, for each k ∈ N. Let x ∈ K be arbitrary given. Due to Lemma 6.1
and Theorem 6.3, there exists vk ∈ 0+K \ {0} such that
〈
Qk(x) + qk, vk
〉 ≤ 0. (6.19)
Without loss of generality we can assume that ‖vk‖−1vk → v¯. It is easy to
check that v¯ ∈ 0+K \ {0}. Dividing (6.19) by ‖vk‖ and taking k → +∞,
one has 〈P (x) + p, v¯〉 ≤ 0. By Lemma 6.1 and Theorem 6.3, we claim that
Sol(K,P + p) is empty or unbounded. This contradicts to the assumption.
(b) From Proposition 6.2, there exist ℓ0 > 0, c > 0 and ε such that
Sol(K,P + q) ⊂ Sol(K,P + p) + ℓ0‖q − p‖c B(0, 1)
for all q satisfying ‖q−p‖ < ε. We now apply the argument in the proof of part
(b) in Theorem 6.2 again, we can show that if (Q, q) ∈ Pd×Rn satisfying (6.2)
then there exist ℓ > 0 and c > 0 such that the conclusion (6.3) is valid. ⊓⊔
7 Genericity
In this section, we will prove that the RR0 property of polynomial variational
inequalities is generic.
Let S ⊂ Rm be a semi-algebraic set. Then there exists a decomposition of
S into a disjoint union of semi-algebraic subsets [3, Theorem 2.3.6]
S =
s⋃
i=1
Si,
where each Si is semi-algebraically diffeomorphic to (0, 1)
di . Here, let (0, 1)0
be a point, (0, 1)di ⊂ Rdi is the set of points x = (x1, . . . , xdi) such that
xj ∈ (0, 1) for all j = 1, . . . , di. The dimension of S is, by definition,
dim(S) := max{d1, ..., ds}.
The dimension is well-defined and not depends on the decomposition of S. If
the dimension of a nonempty semi-algebraic set S is zero then S has finitely
many points. If dim(Rm \S) < m then S generic in Rm, i.e., S contains a
countable intersection of dense and open sets in Rm.
Consider the differentiable map between manifolds Φ : X → Y , where
X ⊂ Rm and Y ⊂ Rn, a point y ∈ Rn is called a regular value for Φ if either
the level set Φ−1(y) = ∅ or the derivative map
DΦ(x) : TxX → TyY
is surjective at every point x ∈ Φ−1(y), where TxX and TyY denote respec-
tively the tangent spaces of X at x and of Y at y. So y is a regular value of P
if and only if rankDΦ(x) = n for all x ∈ Φ−1(y).
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Remark 7.1 Consider the differentiable semi-algebraic map Φ : X → Rn
where X ⊂ Rn. Assume that y ∈ Y is a regular value of Φ and Φ−1(y) is
nonempty. According to the Regular Level Set Theorem [20, Theorem 9.9],
one has dimΦ−1(y) = 0, this implies that Φ−1(y) has finite points.
Remark 7.2 Let Φ : Rp×X → Rn be a differentiable semi-algebraic map,
where X ⊂ Rn. Assume that y ∈ Rn is a regular value of Φ. According to the
Sard Theorem with parameter [5, Theorem 2.4], there exists a generic semi-
algebraic set S ⊂ Rp such that, for every p ∈ S, y is a regular value of the map
Φp : X → Rn with x 7→ Φ(p, x).
Suppose that the constraintK is represented by finitely many convex poly-
nomial functions gi(x), i ∈ I, and finitely many affine functions hj(x), j ∈ J,
as follows
K = {x ∈ Rn : gi(x) ≤ 0, i ∈ I, hj(x) = 0, j ∈ J} . (7.1)
To every index set α ⊂ I with I = {1, ..., s}, we associate the pseudo-face Kα
of K, which is denoted and defined by
Kα = {x ∈ Rn : gi(x) = 0, ∀i ∈ α, gi(x) < 0, ∀i /∈ α, hj(x) = 0, ∀j ∈ J} .
The number of pseudo-faces of K is finite. These pseudo-faces establish a
disjoint decomposition of K. So, we obtain
Sol(F ) =
⋃
α⊂I
[Sol(F ) ∩Kα] , (7.2)
For each x ∈ K, denote I(x) = {i ∈ I : gi(x) = 0} is the active index set at
x. One says that K satifies the linearly independent constraint qualification, is
written LICQ for brevity, if the gradient vectors
{∇gi(x),∇hj(x), i ∈ I(x), j ∈ J}
are linearly independent, for all point x ∈ K.
The dimension of the vector space of all homogeneous polynomials of degree
d is denoted by ρ. Here Hd stands for the space of all homogeneous polynomial
map of degree d. Clearly, Rn×ρ and Hd are isomorphic. Let Xd be a vector
whose components are monomials of degree d listed by lexicographic ordering
Xd =
(
xd1, x
d−1
1 x2, ..., x
d
n
)T
.
For any homogeneous polynomial map H ∈ Hd, one has a unique B ∈ Rn×ρ,
B =


b11 b12 · · · b1ρ
b21 b22 · · · b2ρ
...
bn1 bn2 · · · bnρ

 ,
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such that H(x) = BXd, where
Hi(x) = bi1x
d
1 + bi2x
d−1
1 x2 + ...+ biρx
d
n, (i = 1, ..., n).
The following lemma shows that the solution map of homogeneous poly-
nomial complementarity problems
ΓK : R
n×ρ
⇒ R
n, B 7→ ΓK(B) = Sol(K,BXd)
is constant on a generic semi-algebraic set of Rn×ρ.
Lemma 7.1 Assume that K is a cone given by (7.1). If K satisfies the LICQ,
then there exists a generic semi-algebraic set S ⊂ Rn×ρ such that ΓK(B) = {0}
for any B ∈ S.
Proof Firstly, since the LICQ implies the ACQ, applying [6, Proposition 1.3.4]
for the VI(K,H), we have x ∈ Sol(K,H) if and only if there exists λ ∈ R|I|
and µ ∈ R|J| such that


H(x) +
∑
i∈I
λi∇gi(x) +
∑
j∈J
µi∇hj(x) = 0,
λT g(x) = 0, λ ≥ 0, g(x) ≤ 0, h(x) = 0.
(7.3)
Since K is a closed cone, one has
{0} = {x ∈ Rn : gi(0) = 0, i ∈ I, hj(0) = 0, j ∈ J}.
Let Kα 6= {0} be a nonempty pseudo-face of K and α 6= I. Then, there exists
i0 ∈ I \ α such that if x ∈ Kα then xi0 6= 0. This implies that
Xd =
(
xd1, · · · , xdi0 , · · · , xdn
)T
is nonzero on this pseudo-face. We consider the function
Φα : R
n×ρ×Kα × R|α|+|J| → Rn+|α|+|J|,
which is defined by
Φα(B, x, λα, µ) =
(
BXd +
∑
i∈α
λi∇gi(x) +
∑
j∈J
µi∇hj(x), gα(x), h(x)
)
,
where gα(x) = (gi1(x), ..., gi|α|(x)), ij ∈ α. The Jacobian matrix of Φα is de-
termined as follows
DΦα =

DB(BXd) ∗ ∇gα(x) ∇h(x)0|α|×ρ [∇gα(x)]T 0|α|×|α| 0|α|×|J|
0|J|×ρ [∇h(x)]T 0|J|×|α| 0|J|×|J|

 ,
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where 0u×v is the zero u × v–matrix. The n × ρ–matrix DB(BXd) can be
described as follows
DB(BXd) =


Xd 01×ρ · · · 01×ρ
01×ρ Xd · · · 01×ρ
. . .
01×ρ 01×ρ · · · Xd

 .
Since Xd is nonzero on Kα, we conclude that the rank of DB(BXd) is n. By
assumptions, we claim that the rank of the matrix DΦα is n + |α| + |J | for
all x ∈ Kα. Therefore, 0 ∈ Rn+|α|+|J| is a regular value of Φα. According to
Remark 7.2, there exists a generic semi-algebraic set Sα ⊂ Rn×ρ, such that if
B ∈ Sα then 0 is a regular value of the map
Φα,B : Kα × R|α|+|J| → Rn+|α|+|J|, Φα,B(x, λα, µ) = Φα(B, x, λα, µ).
Remark 7.1 claims that if the set Ω(α,B) := Φ−1α,B(0) is nonempty then it
is a 0−dimensional semi-algebraic set. It follows that Ω(α, q) is a finite set.
Moreover, from (7.3), one has
ΓK(B) ∩Kα = π(Ω(α,B)),
where π is the projection Rn+|α| → Rn which is defined by π(x, λα) = x.
Hence, ΓK(B) ∩Kα is a finite set.
When Kα = {0} then one has ΓK(B) ∩ Kα = {0}. Hence, by the finite
decomposition (7.2), ΓK(B) = ∪α⊂IΓK(B) ∩ Kα is a finite set. Take S =
∩α⊂I Sα, it follows that ΓK(B) has finite points for any B ∈ S. Remind that
ΓK(B) is a closed cone which contains 0. Hence, Γ (B) = {0} for all B in S. ⊓⊔
Theorem 7.1 Assume that the cone K∞ given by (7.1) and satisfying the
LICQ. Then the set R(K, d) is generic in Pd.
Proof From Remark 2.3, one has the direct sums Pd = Hd⊕Pd−1 and
R(K, d) = (R(K, d) ∩Hd)⊕ Pd−1,
where Hd is the subspace of all homogeneous polynomial map of degree d.
Since Hd and Rn×ρ are isomorphic, according to Lemma 7.1, R(K, d) ∩Hd is
generic in Hd. Hence, R(K, d) is also generic in Pd. ⊓⊔
8 Finite-valuedness of the solution maps
We will show that the solution map is finite-valued on a generic semi-algebraic
set of the parametric space.
Let δ be the dimension of the space of all polynomials whose degree at
most d, and X be the vector consist of all monomials degree at most d which
is listed by lexicographic ordering
X := (1, x1, x2..., xn, x
2
1, x1x2, ..., x1xn, ..., x
d
1, x
d−1
1 x2, ..., x
d
n)
T . (8.1)
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For any polynomial map Q ∈ Pd, there exists a unique vector A ∈ Rn×δ,
A =


a11 a12 · · · a1δ
a21 a22 · · · a2δ
...
an1 an2 · · · anδ

 ,
such that Q(x) = AX . Convenient for us, we denote yj is the j–th monomial
in X given by (8.1), here j = 1, ..., δ.
For each βl ⊂ {1, ..., δ}, l = 1, ..., n, we associate the index set with a vector
Aβl ∈ Rδ, where the j–th entry of Aβl is 0 if j /∈ βl. Then, one has
AβlX =
∑
i∈βl
aliyi, (8.2)
One denotes β = (β1, ..., βn), |β| = |β1|+ ...+ |βn|, where |βl| is the cardinal
number of the set βl, and
Aβ = (Aβ1 , ..., Aβn) ∈ R|β|, Qβ(x) = (Aβ1X, ..., AβnX).
Let P (x) be given polynomial map. We will investigate the solution map which
defined by
SolP,β : R
|β|
⇒ R
n, SolP,β(Aβ) = Sol(K,P +Qβ), (8.3)
where Sol(K,F +Qβ) is the solution set of the parametric polynomial varia-
tional inequality VI(K,F +Qβ).
Recall that a set-valued map Ψ is finite-valued on X if the cardinality of
the image Ψ(x) is finite, |Ψ(x)| < +∞, for every x ∈ X . An open orthant U
in Rn is a subset defined by a system of n strict inequalities
U = {(x1, ..., xn) ∈ Rn : c1x1 > 0, ..., cnxn > 0}
where each ci is +1 or −1.
Theorem 8.1 Assume that K is a semi-algebraic subset of an open orthant
U in Rn and satisfies the LICQ. If |βl| ≥ 1 for l = 1, ..., n, then SolP,β is
finite-valued on a generic set of R|β|.
Proof For each nonempty pseudo-face Kα of K, we consider the function
Φα : R
|β|×Kα × R|α|+|J| → Rn+|α|+|J|,
which is defined by
Φα(Aβ , x, λα, µ) =
(
(F +Qβ)(x) +
∑
i∈α
λi∇gi(x) +
∑
j∈J
µi∇hj(x), gα(x), h(x)
)
,
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where gα(x) = (gi1(x), ..., gi|α| (x)), ij ∈ α. From (8.2), an easy computation
shows that the Jacobian matrix DAβQβ(x) is the following n× |β|−matrix
DAβQβ(x) =


(yi)i∈β1 01×|β2| · · · 01×|βn|
01×|β1| (yi)i∈β2 · · · 01×|βn|
. . .
O1×|β1| 01×|β2| · · · (yi)i∈βn

 . (8.4)
The conditions |βl| ≥ 1 and x ∈ U imply each vector (yi)i∈βl is nontrivial. So,
from (8.4), so we claim that the rank of DAβQβ(x) is n. Hence, the rank of
the Jacobian matrix DΦα is n+ |α|+ |J | for all x ∈ Kα. Repeat the argument
in the proof of Lemma 7.1, one can asserts that there exists a semi-algebraic
set A which is generic in R|β| such that SolP,β(Aβ) is a finite set, for each
Aβ ∈ A. ⊓⊔
Now we give another version of the above theorem in which the condition
that the constraint set is contained in an open orthant can be removed.
Theorem 8.2 Assume that K is a semi-algebraic set satisfying the LICQ. If
1 ∈ βl for l = 1, ..., n, then SolP,β is finite-valued on a generic set of R|β|.
Proof To prove this assertion, we apply the argument in the proof of Theorem
8.1 again, with noting that the first entry y1 of the vector (yi)i∈βl in (8.4)
always equals to 1, for l = 1, ..., n. Hence, the rank of DAβQβ(x) is n. ⊓⊔
Corollary 8.1 Assume that K is a semi-algebraic set satisfying the LICQ.
The following three statements are true:
(a) Sol is finite-valued on a generic set of Pd.
(b) SolP is finite-valued on a generic set of R
n.
(c) The solution map
ΛP : Pd−1 ⇒ Rn, Q 7→ Sol(F +Q),
is finite-valued on a generic set of Pd−1.
Proof The assertion (a) (resp., (b), (c) ) is obtained by applying Theorem 8.2
when βl = {1} (resp., βl = {1, ..., δ}, βl = {1, ..., δ − ρ}) for l = 1, ..., n. ⊓⊔
Remark 8.1 The finite-valuedness on a generic set of Rn of the map SolP was
announced and proved in [13, Theorem 3.2].
Remark 8.2 Similar as the assertions in [13, Theorem 4.3] and [9, Theorem
4.1], if K is a semi-algebraic set satisfying the LICQ and the map SolP,β given
by (8.3) is lower semicontinous at Aβ ∈ R|β|, then SolP,β(Aβ) has finite points.
Hence, if dimSolP,β(Aβ) ≥ 1, then Sol is not lower semicontinuous at Aβ .
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