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Abstract
This paper presents a new method for recognizing non
periodic, sporadic arm-related activities in a continuous
signal stream from body-worn inertial sensors. The method
utilizes a segmentationscheme basedon a natural, dynamic
signal partitioning.
1 Introduction
Activity recognition using body worn sensors has be-
come a major topic in the wearable community. This paper
focuses on an important problem in this area: the continu-
ous recognition of non-periodic, sporadically occurring ac-
tivities, primarilydeﬁnedbyarmmovements. Thedifﬁculty
of this task stems from a number of sources. For one, the
activities,we aimtorecognize,aredeﬁnedbyspeciﬁc,short
sequences of arm movements. Thus, for any segmentation
based recognition scheme, exact segmentation is required.
Furthermore, the activities may only occur occasionally in
between long periods of unrelated, arbitrary activities. As a
consequence, a zero class becomes difﬁcult to model.
While some success has been reported on the recogni-
tion of non periodic activities on appropriately segmented
data (e.g. [1]), reliable continuousrecognitionis still an un-
solved issue. Recognition of human gestures has been pre-
sented e.g. in [2] where a probabilistic hierarchical frame-
work was used to segment martial art movements into pre-
deﬁned sub-gestures. However, the test data in this work
contained only sequences of well deﬁned gestures, elimi-
nating the zero class modeling problem. Continuous recog-
nition has been demonstrated for sign language recogni-
tion (e.g.[3]). However, in this speciﬁc application rele-
vant signswere beingsignaled immediatelyafter each other
(or after proceeding to the predeﬁned start position) - again
eliminating the problem of zero class modeling. A promis-
ing approach has been introduced in [4] for spotting hand
gestures from continuous hand motions. To handle non-
gesture patterns, the concept of a threshold model was in-
troduced. In [5] a segmentation scheme using microphones
was used to recognize assembly related activities.
2 Approach
The lack of an appropriate zero class model and the fact
that the zero class dominates the signal means that many
continuousrecognitionschemes knownfromspeech or sign
language recognition are not directly applicable. A promis-
ing solution is to segment the signals properly, and apply
recognition methods to isolated sections. The recognition
of activities based on such segmented data can be described
as a search problem. Given a segmented signal, we need to
ﬁnd sequences of segments that contain the relevant activi-
ties. In a naive approach this can be done by evaluating all
validcombinationsofsegments. Withouta zeroclassmodel
theevaluationmustbebasedonsomesortofsimilaritymea-
sure for each relevant activity. In order for this strategy to
be applicable, the segmentation of the signal must adhere
to certain requirements. Firstly, the length of the segments
should be sufﬁciently larger than typical sampling intervals
of the sensors. Otherwise, the search would be too complex
to be feasible. Secondly, any segmentation scheme should
consider the natural boundaries within the signal stream.
With a scheme that partitions e.g. the signal into segments
of predeﬁned length, it is very likely to miss the exact be-
ginning and end of the relevant movementswhich is critical
particularly for activities of short duration. As a solution to
these problems, we propose to use a coarse search with a
dynamically varying step size based on a natural partition-
ing of the signals into ’closed motions’. We deﬁne a closed
motionto be a movementof a rigid body segmentfor which
the following is true: a.) Only a single degree of freedom
is varied or b.) the motion starts and ends with the angular
speed (or some other motion parameter) being zero.
Based on the idea of closed motions, our recognition
strategy consists of the four following stages:
Partitioning into Closed Motions We use the absolute
orientation of the lower arm segment with respect to the
vertical plane1 to partition the signals and to determine the
dynamic search steps.
1This information can be derived from the inertial sensors used.
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plexityofthe search, we assume that each arm activityhasa
certain minimum and maximum number of closed motions
as well as a minimum and maximum time duration.
Identiﬁcation of Relevant Sections Using a pre-deﬁned
set of features and an appropriate similarity measure2,a
coarse search is performed over all possible closed motion
combinations. Sections that prove similar enough to one of
the actions that the system should detect are marked.
Classiﬁcation and Insertion Removal In a ﬁnal step,
classiﬁcation is performed on all marked sections. In the
simplest case, each section is assigned to the activity for
which the similarity criterion is fulﬁlled. Additional classi-
ﬁcation stages (voting engine) will help remove insertions
and will improve the recognition.
3 Validation & Conclusion
To validate our approach, we recorded various data
sets containing sensor information from 2 body-worn, 3D-
inertial sensors while a test subject was performing the rel-
evant activities3. We recorded a separate data set for each
relevantactivity4 containingonlyisolatedinstancesofa sin-
gle activity. With those data sets we determined a appro-
priate threshold values for the similarity evaluation and did
a ﬁrst validation of our approach. Fig. 1 shows probable
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Figure 1. Probable ’handshake’ activities
found in ’handshake’ data set.
handshakesthathavebeenidentiﬁedinthe’handshake’data
set. We then recorded a ’real-life’ data set containing 10 in-
stances of each activity that are ’embedded’ into other ar-
bitrary arm movements. We then applied our identiﬁcation
scheme using two different threshold values for the simi-
larity evaluation. Table 1 summarizes the results of this
evaluation (C:Correctly classiﬁed activities, D:deletions,
I:Insertions). For the smaller threshold value some relevant
sections were not identiﬁed in the signal stream (C<10).
When the larger threshold value is used all instances of
2The standardized euclidean distance was used.
3The sensors were attached to the right wrist and the right upper arm.
4Shaking hands, inserting a coin into a vending machine, taking a sip
of water, opening a door, pressing a light button, picking up and putting
down the phone receiver
the relevant activities were found. However, in the later
case more insertions occurred. To cope with the inherent
trade-offbetweenthereductionofdeletionsandtheincrease
of insertions, we argue for a strategy where deletions are
avoided. The reason is that insertions at this stage will not
necessarily lead to a decrease in the accuracy of the whole
recognition chain (because of additional insertion removal
strategies) while any deletion will deﬁnitely lead to a de-
terioration of the performance. The results show that our
d1 =3 0 d2 =4 0
Activity C I D C I D
Handshake 8/10 4 2 10/10 21 0
Coin 4/10 0 6 10/10 11 0
Drink 9/10 0 1 10/10 0 0
Door 10/10 12 0 10/10 62 0
Light button 7/10 13 3 10/10 22 0
Phone up 8/10 0 2 10/10 8 0
Phone down 9/10 2 1 10/10 11 0
Table 1. Results based on a 30’ long data
stream with2 differentthresholdvalues d1,d 2.
segmentation and search strategy based on the concept of
closed motions is a feasible strategy for continuous recog-
nition of non periodic,sporadic activities. Currently, we are
evaluating different types of closed motions and classiﬁca-
tion methods.
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