Then, for two arbitrary integers i1, i2 in 1 i1; i2 b n 2 c, we get If we perform the above reordering and averaging process repeatedly, then the difference of two arbitrary elements in the set eventually reduces to zero. This completes the proof. In addition, J m (c) in (8) can be rearranged into [12] J m (c) = 1 
E. Proof of (23)
Therefore, combining (41), (42), and (7), we can easily show that E[Pp(1pj )] = PB(1p).
Detection of Constrained Subspace Signals in Additive Infinite-Dimensional Interference and Noise
John A. Gubner, Member, IEEE, and Louis L. Scharf, Fellow, IEEE Abstract-The detection of constrained subspace signals in additive infinite-dimensional interference and noise is motivated by consideration of multipath-Doppler channels subject to interference from partially overlapping frequency bands of other sources. Since the interference lies in an infinite-dimensional subspace, the standard method of projecting onto the subspace containing the signal plus interference does not yield a finite-dimensional detection problem. However, an alternative approach may be used to extract the appropriate finite-dimensional problem. Moreover, an energy constraint may be imposed on the desired signal. The generalized likelihood-ratio receiver for this problem is obtained, and expressions for its average probability of error are given.
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I. INTRODUCTION
Consider a communication system in which the received waveform is y(t) = a(t) + b(t) + n(t) where a contains the desired signal, b is an interfering signal, and n is additive white Gaussian noise. Detectors based on waveform observations are usually derived by extracting a finite-dimensional coefficient vector based on the projection of the received waveform onto the subspace containing the desired signal as well as the interfering signal. This is straightforward if the interfering signal lies in a finite-dimensional subspace, as in the decorrelating detector for a code-division multiple-access (CDMA) system [2] or the matched subspace detector [7] , [8] . Suppose, however, that the interfering overlaps that of the signal a. In this case, the subspace containing a and b is infinite dimensional, and the standard approach will not result in a finite-dimensional coefficient vector.
In an M -ary communication system, the sender transmits a signal s i (t) to convey message i. If s i is band limited to W and subject to multipath, then the signal a at the receiver may be modeled as
where D is proportional to the product of W and the channel multipath spread, and the h l are the delay coefficients [6] . When the coefficients h l are unknown, we can view the modulator-plus-channel as a subspace modulator. In other words, from the receiver's point of view, to send message i, the modulator transmits an arbitrary waveform from the ith signal subspace spanfsi(1 0 l=2W ); l = 0; . . . ; Dg:
In this context, the arbitrariness of the coefficients h l is imposed by the channel. On the other hand, randomization of the coefficients has been proposed as an intentional part of the modulation process under the names "stochastic process shift keying" [4] and "stochastic multipulse PAM" [5] .
To simplify the notation and to emphasize that the analysis here is not specific to the case of a band-limited signal subject to multipath and to overlapping-frequency-band interference, we use the generic subspace signal model
where ai;1; . . . ; ai;p are linearly independent waveforms. Although the coefficients u k are unknown, we assume that they satisfy an energy constraint; e.g., k ju k j 2 E. Constraints of the form max k ju k j p E are considered in Appendix A.
To summarize, although the detection of subspace signals in subspace interference and noise has been studied previously, what is new here is the fact that there is an energy constraint on the signal coefficients and the fact that the interference subspace is allowed to be infinite-dimensional. In this context, we derive the generalized likelihood ratio detector, and we analyze its average probability of error. Thus, our results generalize all prior results on M -ary subspace detection in subspace interference and noise.
II. PROBLEM FORMULATION
Let X be a complex inner product space equipped with inner product h1; 1i and corresponding norm k 1 k. Consider the following M -ary detection problem. For i = 1; . . . ; M , the ith hypothesis is Hi : y = a + b + n; kak 2 Ei; a2 Ai; b 2 B (1) where Ai X is the ith signal subspace, B X is the interference subspace, and n is zero-mean, white Gaussian noise. (Throughout the correspondence, Gaussian random vectors and processes are understood to be complex valued and proper (circularly symmetric) [3] .) The notation we use subsumes the following cases.
• When X = N , we assume that n is a zero-mean Gaussian random vector with covariance matrix 2 I ; i.e., the components of n are independent random variables with zero mean and variance 2 .
• When X =`2, we assume that n is a sequence of independent Gaussian random variables with zero mean and variance 2 .
• When X = L 2 , we assume that n is a zero-mean, wide-sensestationary Gaussian noise process with correlation function
where is the Dirac delta function, and the overbar indicates the complex conjugate. 
The sum of all the interference-free signal subspaces is G := G1 + 1 11 + GM:
B Aiu 2 Gi G, and since G B ? , applying PG to y in (4) yields P G y = P ? B A i u + P G n; i.e., the operator P G zero forces the 
The adjoint of G is the operator G 3 : X ! p given as in (3), and
Furthermore, since the gi are orthonormal, G 3 G = I and P G = GG 3 . If we put y := G 3 y, then y := PGy = Gy. Since G 3 y = y, we see that y and y are equivalent in that each is a function of the other. Hence, rather than design the optimal detector based on the waveform y, we base it on the coordinate vector y. If we put n := G 3 n, then (4) is equivalent to the coordinate-vector detection problem H i : y = G 3 P ?
where n is a p-dimensional, zero-mean, Gaussian random vector with covariance matrix R :=
This completes our conversion of the waveform channel (2) into the coordinate-vector channel (7). In the coordinate-vector channel, the interference b has been zero forced by the projection PG. The signal Aiu has been projected onto B ? and resolved onto the basis fg 1 ; . . . ; g p g of G.
Example 1: For i = 1 and 2, take A i to be the one-dimensional subspace A i = spanfa i g, where the complex waveforms a 1 (t) and a2(t) are the inverse Fourier transforms of a1(f) and a2(f) shown at the top in Fig. 1 . Observe that h a 1 ; a 2 i = 0, and by Parseval's equation, ha 1 ; a 2 i = 0 too. Thus, the signal subspaces A 1 and A 2 are orthogonal. For the interference subspace B, we take the set of high-pass waveforms whose Fourier transform is zero for jfj 1. Then B ? is B aii can be realized by sampling at time t = 0, the output of the matched filter whose transfer function is the complex conjugate of (P ? B ai)(f).
IV. THE DETECTOR DECISION RULE
Let f denote the complex, proper (circularly symmetric), zero-mean, multivariate normal density with covariance matrix R; i.e., for complex Gaussian random vectors [3, p. 122] f(y) = e 0y R y p det R ; y2 p (8) where the superscript H denotes the complex conjugate transpose. The density of y under hypothesis Hi in (7) In the case i = 1=M for all i, ij = 0 for all i and j.
To gain further insight into the structure of L i , it is convenient to rewrite it in terms of the original observation y. With regard to the inner product in (9) 
This shows that u i depends on y only through P G y. Combining this fact with (10) yields the following result. Observe that the first term on the right does not depend on u. Hence, the solution of (11), u i , depends on y only through P G y.
Next, construct a matrix Gi whose columns are given by any orthonormal basis for G i . Then P G = 
B. Calculations
Let P Cji denote the conditional probability of a correct decision given that message i is sent. Then the average probability of error is
Hence, it suffices to compute
where each L j is a function of G H j y and y is given by (7) 
where F L ji denotes the cumulative distribution function of the realvalued random variable Lj(G One of the difficulties with (18), and even (19) and (20), is that we do not have an explicit formula for the Lj(1). However, examination of (16) and Remark 4 following it suggests we consider the special case Q i = A 3 i P ? B A i . For this choice of the Q i , we do not need Lagrange multipliers, and as noted in Remark 4, in some cases, this entails no loss of generality.
Writing (13) otherwise.
We thus have an explicit formula for the function of PG y asserted in Theorem 1. In fact, L i depends on P G y only through its energy.
Remark 5:
If the constraints are inactive, i.e., all Ei = 1, we have the unconstrained matched subspace detection problem of [7] , [8] which is the unconstrained matched subspace detector. We also note that even with all E i = 1, our derivation here is more general than that in [7] , [8] because we allow the interference subspace B to be infinite dimensional, and we do not assume A i \ B = f0g. B A i u 2 G i that falls in the subspace Gj. To put it another way, the noncentrality parameter is proportional to the energy that "leaks" from subspace G i into subspace G j . If the subspaces G i and G j are orthogonal, there is no energy leakage, and the noncentrality parameter is zero for j 6 = i.
For j = i, (27) Proof: The only point worth noting is that the noncentrality parameter comes from (27) with j = i. VII. CONCLUSION
Example 4 (Binary Signaling
The detection of subspace signals in infinite-dimensional interference and noise was motivated by consideration of multipath-Doppler channels subject to interference from partially overlapping frequency bands of other sources. Since the interference lies in an infinitedimensional subspace, the standard method of projecting onto the subspace containing the signal plus interference does not yield a finitedimensional detection problem. However, we presented an alternative approach to extract the appropriate finite-dimensional problem. An additional feature of the model was the imposition of an energy constraint on the desired signal. We then derived the generalized likelihood-ratio detector, and gave expressions for its average probability of error.
Although we obtained closed-form expressions for the detector statistics L i only in the case Q i = A 3 i P ? B A i ( (21) and (23)), we emphasize that even in the general case, it is still practical to compute Li numerically because it requires solving only a quadratically constrained least squares problem. We also have the general structural result, Theorem 1, which shows that each detector statistic Li depends on the observation y only through P G y. In other words, the front end of the detector takes the measurement y and passes it through a zero-forcing or decorrelating linear filter matched to the ith interference-free signal subspace. The importance of Theorem 3 is that it allows us to obtain the general expression (18) for computing the average probability of error. The formula (18) can then be simplified in special cases as shown in the examples in Section VI.
In Appendix A, the energy constraint kuk 2 Q Ei is replaced by the magnitude constraint max k ju k j E 1=2 i . Thus, instead of having a quadratic form subject to a quadratic constraint, we have a quadratic form subject to a convex constraint. It is shown that the single convex constraint is equivalent to p i quadratic constraints. This converts the convex programming problem with one constraint into a quadratically constrained least squares problem with p i constraints. When the coefficient vector is real valued, the magnitude constraint is shown to be equivalent to 2pi linear constraints. This converts the convex programming problem into a quadratic programming problem.
APPENDIX MAGNITUDE SIGNAL CONSTRAINTS
Suppose that in (13) 
Although the objective function here is a quadratic form in u, the constraint kuk 2 1 E i is no longer quadratic. However, since the constraint
