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Abstract 
Multicast routing refers to the designation of paths from a source to multiple 
destination group members. The primary goal of multicast routing is good utilization 
of limited network resources through the construction of a multicast tree that avoids 
unreasonable repeated copies along a physical link. A secondary goal is to provide 
reliable connectivity, a lowest-cost and loop-free path to every destination. Also, 
multicast routing can be used to improve network performance in the light of the load 
of the network, propagation delay, and bandwidth utilization. 
In this thesis, a new Load-Sensitive Multicast Routing Protocol (LSMRP) which, 
in the packet-switched networks, minimizes the end-to-end cost along a multicast-tree 
path, is proposed. Ant Colony Optimization (AGO) is a distributed and load-sensitive 
problem-solving paradigm. Because of the advantages of AGO, we, in our research (1) 
adopted AGO in order to provide reliable and lowest-cost connectivity in a 
non-stationary topology and dynamic multicast group and, in this thesis (2), introduce 
a re-arranged approach for the construction of a load-sensitive multicast tree in 
best-effort routing. There is a trade-off between the stability of the multicast tree and 
the lowest-cost path tree. While the aim of traditional best-effort multicast routing 
protocols is a stable multicast tree, LSMRP proposes a balanced approach between 
stability and re-arrangement. Through several experiments, and theoretical analysis of 
LSMRP, we evaluated the end-to-end delay performance, the throughput, overhead 
and load-sensitivity of LSMRP in various multicast group members with different 
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Chapter 1. Introduction 
1.1 Introduction 
Multicasting is a fundamental communication paradigm. Many emerging 
communication applications require one or more senders to send information to 
multiple destinations through the Internet. Multicast services will play a key role in 
supporting the networked applications of tomorrow, from video conferencing to 
distributed databases. Some application examples include: news feeds, file 
distribution, multimedia streaming, and interactive games. For instance, in 
video-conferencing, both audio and video signals are transmitted to more than one 
user with real time interaction through the Internet. Currently, the most popular 
services, such as television and radio, are multicast by definition. The members of the 
multicast groups are those that tune in to the corresponding TV or radio frequency 
stations. Stock feeds and news tickers also belong to this category of one-to-many 
communication, because the same information is being received simultaneously by 
multiple recipients. To support these kinds of applications, it is necessary to develop 
multicast routing algorithms for detecting the paths from a source node to all multicast 
destination nodes. 
Multicasting will play a very important role in shaping the networking 
technologies of the future, especially in the Next-Generation Internet. From a 
technical perspective, the World Wide Web (WWW) has caused a rapid growth of the 
Internet and has succeeded in diverting a large population of the world from the 
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regular sources of information to the Internet. This trend implies that the traditional 
subscription services may shift in the Internet and a result will be a change in 
distribution. Software companies with a large customer base could rather distribute 
the latest version of their software over the Internet in an efficient manner than send it 
out by postal services. Electronic commerce will get a boost if, for example, real 
estate agents could show the video clips of available houses to a large number of 
customers in remote locations or, say, as car dealerships display the latest models to 
their customers in an efficient manner over the Internet. Multicasting can enable all 
these services. 
Routing algorithms can be, at first, broadly classified as static or adaptive. In 
static (or oblivious) routing, the path taken by a packet is determined only on the basis 
of the source and destination, without regard to the cuiTent network state. This path is 
usually, according to some cost criteria, the shortest one. Adaptive routing is, in 
principle, more attractive, because it tries to adapt the routing policy to the varying 
traffic conditions. As a drawback, adaptive routing can cause oscillations in selected 
paths. This can generate circular routes, as well as large fluctuations in performances, 
especially in regards to average delays and throughput. We considered an algorithm 
for a load sensitive routing with a slow adaptive routing to prevent oscillations and 
large fluctuations in performances (see section 3.3.1 (2)). 
The goal of load sensitive routing is the efficient use of limited network 
resources in the context of substantial user demands. To prevent traffic congestion 
from seriously effecting performance, networks rely on end-to-end congestion 
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controls and mechanisms that react to potential congestion by reducing the traffic 
offered to the network. Routing can also be used to improve network performance, by 
identifying a set of traffic paths that, in the light of the expected traffic on the network 
and each link's available bandwidth, uses the available network resources most 
efficiently in the presence of potential network congestion. However, because none of 
multicast routing considers a load sensitive in the network layer, we adopted a load 
sensitive routing in multicast routing protocol. 
1.2 Background 
Multicast service is based on the concept of a group. An arbitrary group of 
receivers expresses an interest in receiving a particular data stream. This group does 
not have any physical or geographical boundaries ~ the hosts can be located anywhere 
on the Internet. Hosts that are interested in receiving data flowing to a particular group 
must join the group using IGMP [1][2]. Hosts must be a member of the group in order 
to receive the data stream. 
Internet Group Management Protocol IGMP is used to dynamically register 
individual hosts in a multicast group on a particular LAN. Using this protocol, a host 
informs the router that it wants to join a particular IP multicast group. The router 
periodically sends out an IGMP membership query to verify that at least one host in 
one subnet is still interested in receiving traffic directed to that group. If there is no 
reply from three consecutive IGMP membership queries, the router times out the 
group and stops forwarding traffic directed toward that group. 
11 
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Multicast-capable routers create distribution trees that control the path that 
multicast traffic takes through the network in order to deliver traffic to all receivers. 
The two basic types of multicast distribution trees are group-shared trees and 
source-based trees. The two approaches differ according to whether a single tree is 
used to distribute the traffic for all senders in the group, or whether a source-specific 
routing tree is constructed for each individual sender. 
The group-shared trees only have a single common root placed at some chosen 
nodes in the network. This shared root is called the rendezyoiis point (RP) or core. 
When using a shared tree, sources must send their datagram to the RP, and then the 
datagram is forwarded down the shared tree to all receivers. The group-shared 
algorithm is based on the minimum weight tree that spans all the nodes in the 
multicast group. The well-known Steiner tree is constructed by a group-shared tree 
that is an NP-complete problem [3]. Furthermore, it remains NP-complete even if the 
link costs are assumed to be unity [4]. Due to their high complexity and excessive 
computation overhead, the Steiner tree routing is not popular for actual use. The Core 
Based Tree (CBT) [5][6][7] and Protocol Independent Multicast Sparse Mode 
(PIM-SM) [8] are also representatives of the group-shared tree approaches. These 
kinds of group-shared trees offer more scalability than source-based trees since a 
group-shared tree consists of multiple active sources. Also, only one multicast tree is 
constructed even if there is more than one sender in the group. Thus, network 
resources are saved. However, network congestion on some tree links connected to the 
RP also occurs because the datagrams from each source will have to transmit these 
12 
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links. Moreover, another disadvantage of shared trees is that, under certain 
circumstances, the paths along the source and receivers might not be the optimal paths 
- w h i c h might introduce some latency in the packet delivery. Network designers must 
carefully consider the placement of the RP when implementing an environment with 
only shared trees. The simplest form of a multicast distribution tree is a source-based 
tree, the root of which is the source of the multicast tree and the branches of which 
form a multicast tree through the network to all receivers. Because this tree uses the 
shortest path through the network, it is also referred to as the shortest path tree (SPT). 
For example, Multicast extensions to Open Shortest Path First (MOSPF) [9][10], 
Protocol Independent Multicast Dense Mode (PIM-DM) [11] and Distance-Vector 
Multicast Routing Protocol (DVMRP) [12] belong to the category of source-based 
tree approaches. The Shortest path trees have the advantage of creating the optimal 
path between the source and the receivers. This guarantees the minimum amount of 
network latency and the maximum amount of network transmission for forwarding 
multicast traffic. On the other hand, a major disadvantage of SPT is that it does not 
take into consideration efficient resource utilization in a tree construction. 
Members of multicast groups can join or leave at any time, so the distribution 
trees must be dynamically updated. The well-multicast routing algorithm is capable of 
this dynamic multicast group. When all the active receivers on a particular branch 
stop requesting the multicast service for a particular multicast group, these routers 
prune that branch from the distribution tree and stop forwarding traffic down that 
branch. If one receiver on that branch becomes active and requests the multicast 
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traffic, the router dynamically modifies the distribution tree and starts forwarding 
traffic again. 
The techniques of the packet switching networks are used in the routers that 
interconnect the Internet's end system. The nature of the packet switching networks is 
that the packets are sent whenever they happen to be present at the link. The source 
splits the large massage packet into many small packets and each of these packets 
transmits communication links and packet switches. At a result, the packet switching 
employs statistical multiplexing. Therefore variable and unpredictable delays and 
traffic congestion will occur in the packet switching networks. For the current 
multicast applications to allow users to cominunicate with real-time interaction, 
continuous play out is required and people introduce to a quality of service (QoS), the 
timing constraints or the delay constraints must be more stringent for live interactive 
applications in the Internet. With the delay requirements of current multicast services 
becoming the main issue, the meta-heuristic algorithm (ACO) provides one possible 
solution for minimizing these constraints. 
Our research involved the development of a multicast routing algorithm that 
finds the low-cost path source-based trees in a dynamic multicast group. The 
source-based trees use the time measurement as a reinforcement signal to provide a 
structural and temporal credit assignment. Moreover, this load-sensitive source-based 
tree is destination-driven, the aims being to construct a low-cost SPT by considering 
network load between different links, and to reduce a large amount of overhead by 
messages exchange. 
14 
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1.3 Ant Colony Optimization (ACO) 
Due to the explosive growth of network-centric programming [13-18], and web 
applications [19][20][21], the use of mobile agents is a new technique which has 
evolved recently. A mobile agent is a program that acts on behalf of a user to perform 
intelligent decision-making tasks. Ant Colony Optimization (ACO) routing algorithm 
is a recently proposed routing algorithm for use in the network. A C O is the solution to 
the famous Traveling Salesman Problem [22][23]. The success of the approach in 
solving the Traveling Salesman Problem has stimulated its transfer to a large number 
of other combinational optimization problems. 
Ant Colony Optimization (ACO), a meta-heuristic for the approximate solution 
of combinatorial optimization problems, was inspired by the foraging behavior of ant 
colonies [24][25]. In the ACO algorithms, sets of relatively simple agents (artificial 
ants) allocate the computational resources. This follows the behavior of real ants, 
which use a pheromone trail as their communication media. It is know that ant 
colonies are able to solve shortest-path problems in their natural environment. ACO is 
based on an indirect communication for different ants within a colony to solve the 
problems. This indirect communication is called 'stigmergy' [26-31]. The ACO 
algorithm collects all the ants' search experiences in order to construct the 
probabilistic solution (later called pheromone trail). 
The characteristics of the dynamic routing problem make the ACO algorithm 
well-suited as it encapsulates a mobile multi-agent approach. This processing 
paradigm is a good match for the distributed and non-stationary (in topology and 
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traffic patterns) nature of the problem, presents a high level of redundancy and 
fault-tolerance, and can handle multiple objectives and constraints in a flexible way. 
Also in a datagram network, it has demonstrated good performance and robustness 
under all experimental conditions. This mobile agent of the biological ant's 
problem-solving paradigm can be adopted to solve routing problems in a network. 
A balance between the exploitation of the search experience and the exploration 
of unvisited or relatively unexplored search space regions is very important, 
especially for load-sensitive routing in dynamic packet switching networks. In ACO, 
the pheroinone trails induce a probability distribution over the search space and 
determine which parts of the search space are effectively sampled. The sampling 
distribution of the pheromone trails can vary from an uniform distribution to a 
degenerate distribution which assigns a probability of one to a single solution and zero 
probability to all the others. This creates an unbalance between exploitation and 
exploration, a situation called 'Stagnation'. Stagnation occurs when all ants choose an 
optimal path and this recursively increases an ant's preference for the optimal path. 
This may lead to congestion in the optimal path and dramatically reduce the 
probability of other paths being selected. However, because this leads to congestion in 
the optimal path, better paths should be discovered due to congestion in the optimal 
path. In LSMRP, we provide a transition p a r a m e t e r t o mitigate stagnation (see 
section 3.3.1 (2)). 
1.4 Main contribution 
We propose LSMRP, a new load-sensitive destination-driven multicast routing 
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protocol for non-additive metrics such as bandwidth and buffer space. The main 
innovation and achievements of the design goals are listed below: 
• Load-sensitive: One of the main advantages of LSMRP is load-sensitivity. It 
is able to select a low-cost path and reduce the delay and improve throughput. 
LSMRP collects dynamic routing information along each path. Receivers 
have the right to choose different load-sensitive paths. Finally, LSMRP is 
able to construct a low-cost path tree. 
• Efficiency: The protocol can continuously detect feasible tree branches for all 
receivers in the group. A novel update mechanism, which is able to select the 
best branch connecting all receivers onto the tree, was designed. Also the 
source-based LSMRP requires less computation and memory resources to 
construct the trees. 
• Scalability: Scalability is achieved by significantly reducing the overhead of 
constructing a multicast tree. LSMRP involves a small sized ant for the 
searching process. The protocol can scale to large nodes of networks and 
receivers. 
• Ease of implementation: Since the unicast routing protocol has computed the 
low-cost path, the multicast routing protocol can be implemented as an 
add-on to the unicast routing protocol. 
• Dynamic Multicast group: LSMRP ensures that members either joining or 
leaving do not disrupt the ongoing multicast tree, and the multicast tree, after 
a member has left or joined still remains nearly optimal. The handling of a 
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dynamic member join/leave done by incrementally changing the multicast 
tree through the update/prune mechanism. 
• Distributed routing: LSMRP assigns different types of ants. A distributed 
routing protocol does not require a central node to be responsible for 
computing the entire routing tree. Different ants detect feasible paths for 
computing the multicast tree. Each node only needs partial knowledge about 
the entire network. 
• Destination driven: LSMRP proposes a destination driven for member 
joining/leaving. A source can respond rapidly to a member joining/leaving. 
Moreover, a periodic message exchange is not required for members joining 
or leaving, thus, a large overhead is mitigated. 
1.5 Thesis organization 
111 the Chapter 2, we first describe multicast routing in general. Four multicast 
routing techniques, best-effort multicast routing, QoS multicast routing and adaptive 
multicast routing are described. Next, in Chapter 3, we describe our theoretical 
approach, LSMRP, to network multicast routing. In Chapter 4 we discuss the 
convergence and the convergent speed of LSMRP. The results of the simulations, 
presented in Chapter 5, indicate that LSMRP is a simple, fast, deployable, efficient, 
and stable algorithm for load-sensitive multicast routing. Our conclusions, and an 
outline of areas of further research are presented in Chapter 6. 
18 
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Chapter 2. Related Work 
2.1 Multicast routing in general 
Source-based network-layer multicasting has two major types of routing. These 
two basic types of a source-based network-layer multicast are best-effort multicast 
and Quality of Service (QoS) multicast. These two approaches differ according to the 
links metrics; whether it is an optimal use of link capacity, delay or hop count for all 
receivers in the group, or whether it fulfills its QoS requirements for each individual 
receiver in the group. 
Best-effort network-layer multicast is a collection of protocols which set up a 
multicast tree at the network layer for point-to-multipoint and 
multipoint-to-inultipoint communication. Multicast routing protocols together with 
the Internet Group Management Protocol (IGMP) [1][2] set up a multicast tree at the 
network layer of the Internet. After a multicast tree is set up, a sender can transmit as 
though it is transmitting to a single destination (which is an abstract group address). 
The routers in the multicast tree do the actual replication so that the packets are 
eventually delivered to all of the group members. Multicast IP, just like Unicast IP, is 
a best-effort service. That is, the network does not guarantee delivery of the packets. 
It is up to other layers in the network model to ensure the packets were successfully 
received by the intended recipient(s). 
Although many multicast applications do not require Quality of Service (QoS), 
there are several multicast applications that would benefit significantly if the 
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underlying network provides certain Quality of Service (QoS) guarantees in terms of 
end-to-end delay and/or packet loss. In order to ensure QoS guarantees in a multicast 
network, there are two distinct aspects that need to be dealt with. First of all, an 
application needs to convey its QoS requirements to the network such that the 
network elements (routers) along the path from the sender(s) to the receivers can 
reserve enough resources to satisfy those requirements. Secondly, each router along 
the multicast tree needs to have mechanisms to serve the packets of an application in a 
way so as to guarantee the promised QoS. 
QoS-aware multicast routing itself has attracted much research attention in recent 
years. Researchers have made considerable progress on algorithms for particular 
practical systems, QoS multicast Internet protocol (QoSMIC) [32] [33] and QoS 
multicast routing protocol (QMRP) [34]. In addition to satisfying the QoS 
requirements of the receiver, a QoS-aware multicast routing protocol aims to 1) 
improve the probability of successful join, 2) minimize the cost of the joining path, 3) 
minimize the joining time, 4) be scalable to large networks. QoS-sensitive multicast 
routing proposes that a source tries to identify multiple paths to each receiver in the 
group. Of these candidate paths, each receiver selects the one that can best fulfill the 
QoS requirement. Most of the QoS metrics are used as constraints, all the QoS-aware 
multicast routing protocols try to satisfy the QoS constraints, and at the same time, 
they minimize the load of network. As a result, multicast routing constructs a tree, 
which minimizes the load of the network and optimizes the cost of router. However, 
QoS-sensitive multicast does not provide QoS guarantees or globally optimal paths. 
2 0 
L o a d - S e n s i t i v e Mult icast Roii l ing Protocol -- L S M R P 
Multicast communication is crucial to the development of two main objectives. 
First, it can minimize the total cost of a tree by using a well-known Steiner tree 
algorithm. A Steiner tree algorithm minimizes the network load to avoid loops and 
traffic concentration on a link or a sub-network. However, it is a NP-complete 
problem [3]. The second objective is to select an optimal route which is the Shortest 
Path Tree (SPT) problem. SPT optimizes the cost of the end-to-end path and it is 
simple to construct. However, SPT does not consider the total network utilization. 
Consequently, an ideal multicast routing algorithm will minimize the load of a 
network and optimize the cost of routing. In addition, an ideal multicast routing 
algorithm will consider minimizing the overhead and the amount of state for 
efficiency and scalability issues respectively. 
However, in fact, a single multicast tree cannot have minimum total cost as well 
as minimum delay. For example, consider, if the shortest-path tree optimizes the delay, 
but it can be M times (A set of receivers which belong to the multicast group) 
costlier than the Steiner tree, although empirical data suggests that, on an average, the 
shortest-path tree may only be slightly (20 percent) costlier than the Steiner tree found 
by approximation algorithms [35]. On the other hand, the average group-shared delay 
of approximation algorithms is typically larger (50 percent) than the average 
source-based delay of the shortest-path multicast tree [36]. 
To summarize, the most widely used routing algorithms in practice are shortest 
paths algorithms. Shortest path routing has a source-destination pair perspective: there 
is no a global-cost function to optimize. The objective is to determine the shortest path 
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between two nodes, where the link costs are computed (statically or adaptively) 
following some statistical description of the link states. Multicast routing should 
support the dynamic multicast routing and tree management for members' addition 
and removal. We propose a load-sensitive shortest path tree algorithm to optimize the 
adaptive cost of routing in the network. 
2.2 Multicast routing techniques 
A multicast tree is constructed to send datagrams to a group and a source relies 
on the multicast tree to transmit and duplicate datagrams to the branches of the tree. In 
order to construct the lowest total-cost and the optimal path of a multicast tree, many 
different multicast routing algorithms are used. Each algorithm incorporates its own 
method of exchanging information to construct a tree and manage members' additions 
and 丨-emovals. 
To summarize, different multicast algorithms and multicast routing generally use 
four basic routing techniques to construct the multicast tree. While all four of these 
independent techniques have their own strengths, many multicast algorithms try to 
combine these four basic routing techniques to improve performance. The remainder 
of this sub-section is organized as follows. First, we describe flooding and 
bwadcast-and-pnine. We also describe Shortest-Path Forwarding and Reverse-Path 
Forwarding [37]. Finally, we briefly describe multiple paths routing. 
One routing technique is flooding, where all information of a source and group 
members is broadcasted throughout the network. This technique provides a reliable 
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and stable multicast tree, is more robust and is also more likely to find a path if it 
exists, since every router includes all the information of a multicast tree. Also, 
flooding is a distributed and dynamic multicast routing technique. However, flooding 
has a large overhead and induces a heavy network load, thus, it is not a scalable 
algorithm. Due to this reason, a hwadcast-and-pnme (or truncated-broadcasting) is 
introduced. Broadcast-and-prune takes the group membership into account to decide 
whether the packets will be broadcast throughout the network or not. If there are no 
members on a subnet corresponding to a group, the router on the leaf node will not 
forward the packet on that subnet. This is a form of pruning that reduces the traffic 
load on the leaf nodes. Although broadcast-and-prune succeeds in reducing traffic in 
the leaf nodes, it still does not reduce the traffic in the source network. MOSPF uses 
flooding and both DVMRP [12] and PIM-DM [11] use a broadcast-and-prune 
approach to construct a multicast tree. 
The second technique, shortest-path forwarding, is the simplest way to construct 
a tree. When a new receiver requests to join the multicast, a multicast source finds the 
shortest path to a newly joining receiver. Since a source actively finds a shortest path 
without any complicated computation, shortest-path forwarding can easily re-arrange 
a multicast tree. It does not, however, consider network utilization. Also excessive 
periodic members-messages exchanged between a source and receivers are required to 
maintain the multicast membership. Moreover, a source must wait for a new receiver 
request before constructing a multicast tree. For example in MOSPF, when a source 
receives a request from a new joining receiver, called group-membership-LSA, the 
23 
L o a d - S e n s i t i v e Mult icast Roii l ing Protocol -- L S M R P 
shortest path can then be calculated and rooted at the multicast source. 
The third technique is reverse-path forwarding, which is similar to shortest-path 
forwarding. However, in this routing technique, a new joining receiver directly finds 
the shortest path, instead of relying on the source to do so. That is, the packets are 
forwarded that arrive on the reserve shortest path from the receivers in the group to 
the source. Such reverse-path forwarding is an optimal shortest path tree only if the 
link costs are symmetric. Since group membership information does not need to be 
sent to the source, reverse-path forwarding can be rapidly constructed using reverse 
shortest path tree compared with shortest-path forwarding. Thus, it requires limited 
state information at each node and it can be implemented in a distributed fashion. 
However, “Hot Potato Routing" may occur since the communication links may be 
asymmetric, having different weights depending on direction, especially considering 
that in an adaptive routing, the link cost is considered with the queuing delay. Another 
drawback of reverse-path forwarding is that excessive periodic members-messages, 
exchanged between a source and receivers, are required for tree maintenance and to 
maintain the multicast membership. 
The forth technique is multiple path routing. Instead of a shortest path from a 
source to receivers or from receivers to a source, multi-path routing provides several 
paths to the new joining receivers to choose from. The QoS-aware multicast routing 
protocol widely uses the notion of multiple paths that have a high chance of satisfying 
QoS requirements. The idea behind multiple path routing can be best illustrated 
through the analogy of driving a car at rush hour; the routing choices, as well as radio 
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traffic reports, provide the up-to-date information to avoid congestion. However, 
complicated procedures and excessive routing overhead are needed to support 
multiple path routing. 
2.3 Best-effort multicast routing 
The goal in best-effort shortest-path tree algorithms is to compute a tree rooted at 
a sender and spanning all receivers such that distance between a sender and each 
receiver along the tree in minimum. The two most well-known algorithms for 
computing shortest-path tree are due to Bellman-Ford and Dijkstra [38]. These two 
algorithms as used in a network are distance vector algorithm and link-state algorithm 
respectively. Most multicast algorithms, propose from best-effort multicast routing, 
are widely used in practice. Traditional multicast routing mechanisms, such as 
MOSPF [9][10] and DVMRP [12], are intended for use within regions where 
multicast groups are densely populated or bandwidth is universally plentiful. Both 
protocols use the source-based shortest path trees. These routing schemes require that 
each multicast router in the network keeps for all sources per group information. 
Once a router has a complete topology, it can use the Dijkstra's shortest-path 
algorithm to compute the shortest path from the sender to each receiver. These paths 
collectively constitute the shortest path multicast tree. In fact, given the network 
topology, link state algorithms will generate the shortest path tree also except that the 
technique used to gather information about network topology will be different from 
that of the distance vector algorithm. MOSPF uses link-state routing which is 
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basically Dijkstra's shortest path algorithm. DVMRP is a distributed implementation 
of Bellman-Ford shortest path algorithm based on reverse path forwarding. 
MOSPF is executed in routers to construct the multicast shortest path tree and to 
accomplish the multicast data packet forwarding. MOSPF is the multicast extension 
of OSPF Linicast routing protocol [39][40]. Each OSPF router maintains a database, 
called the link state database, which describes the network topology. In OSPF, the link 
state database is constructed using five different types of link-state advertisements 
(LSA). Each LSA is flooded throughout the routing domain. MOSPR extends OSPF 
by adding a new type of LSA, called the group membership LSA. In MOSPF, a router 
uses IGMP to keep track of group membership information on its attached network, 
and distributes this information by flooding the group membership LSA throughout 
the network. Thus, by employing the link state database, a router can compute a 
shortest-path tree for any node in the network. Upon receiving a multicast data packet, 
the router uses the topology information and the group membership information to 
compute a shortest-path tree rooted at the source of the packet and forwards the 
packets accordingly. 
DVMRP is a multicast routing protocol that employs reverse-path forwarding 
and broadcast-and-prune to send the multicast packets over a communication network. 
In DVMRP, multicast routers periodically exchange routing table update messages 
with their neighbors. If the router finds no members present on its attached 
sub-networks, it will send a prune message upstream toward the source of the data 
packet. The prune messages prune the tree branches not leading to group members, 
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thus resulting in a source-based reverse-shortest-path tree with all leaves having 
members. Pruned branches will ‘‘grow back" after a time-out period. These branches 
will again be pruned if there are still no multicast members and the data packets are 
still being sent to the group. These updates are independent of those generated by any 
interior gateway protocol, such as RIP, which maintains routing tables for unicast 
routing. Based on the updates from its neighbors, a router builds its multicast routing 
tables and forwards the multicast packet. This scheme is currently used for Internet 
multicasting over the MBONE [41][42]. 
However, compared to the total number of destinations within the greater 
Internet, the number of destinations having group members of any particular 
wide-area group is likely to be small. In the case of distance-vector multicast schemes, 
routers that are not on the multicast delivery tree still have to carry the periodic 
truncated-broadcasting of packets, and process the subsequent pruning of branches for 
all active groups. Existing link-state and distance-vector multicast routing schemes 
have good scaling properties only when multicast groups densely populate the 
network of interest. When most of the subnets or links in the network have group 
members, then the bandwidth, storage and processing overhead of broadcasting 
membership reports (link-state), or data packet (distance-vector) is warranted, since 
the information or data packets are needed in most parts of the network, anyway. 
Recent research studies have proposed other best-effort source-based multicast 
routing algorithms. For example, Hop-by-Hop Multicast Routing Protocol (HBH) 
[43] and Destination-Driven Shortest Path Tree Algorithm (DDSP) [44]. 
27 
L o a d - S e n s i t i v e Mult icast Roii l ing Protocol -- L S M R P 
Hop by hop multicast routing protocol (HBH) - HBH adopts the source-specific 
channel abstraction to simplify address allocation and implements data distribution 
using recursive unicast tree, which allows the transparent support of unicast-only 
routers in the network. HBH constructs a Reverse SPT. As a result, multicast tree 
construction in HBH can take into account unicast routing asymmetries. Asymmetric 
routing always creates routing mis-configuration. One such mechanism is well known 
as "hot-potato routing". Asymmetric routing affects multicast routing since the 
majority of multicast routing protocols construct Reverse SPT. Use of reverse SPT 
may be problematic for QoS deployment. Thus, constructing SPT, HBH provides best 
routes in asymmetric networks. 
HBH uses a tree management algorithm that provides enhanced tree stability in 
the presence of group dynamics and reduces tree bandwidth consumption in 
asymmetric networks. It uses two tables, one Multicast Control Table (MCT) and one 
Multicast Forward Table (MFT). MFT stores the address of a next branching node 
instead of the address of a receiver (except for the branching router nearest to the 
receiver). This tree management scheme minimizes the impact of member departures 
on the tree structure. 
However, HBH does not consider how a new router connects to the source. At 
the beginning, each new router does not have any knowledge about the source, it is 
necessary to broadcast or use other protocols (like session directory [45]) to transmit 
the source information to all routers. Otherwise, a new router cannot send join 
message to the correct multicast source router. Besides that, since HBH is based on 
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the unicast routing table to construct the shortest path and uses two times to manage 
multicast members. However, most unicast routing protocols only support static 
best-effort cost path (most metrics are hops and physical distance). As a result, when 
congestion occurs between a source and members, join messages and tree messages 
may be dropped after the two timers have expired, resulting in the connection between 
a source and members being broken. HBH could be modified to consider a 
load-sensitive unicast routing table. 
Destination-Driven Shortest Path Tree Algorithm (DDSP) -- the basic idea of 
DDSP is to construct a Shortest Path Tree (SPT) with Equal-Cost Multiple-Path 
(ECMP) consideration. When multiple equal shortest paths exist, a new router has the 
ability to select a path by considering link sharing between different destinations. 
DDSP keeps each destination connected with the source node along the shortest path. 
Also, the idea of ECMP consideration incurs the least extra cost. Therefore, a low-cost 
SPT is constructed. 
DDSP constructs a low-cost SPT. There are two different cost estimates for each 
router. One is the cost from the source to the destination. This is the first level cost to 
guarantee that each destination connects to the source with the shortest path. The 
other cost records from the nearest on-tree router to the destination. This cost is the 
second level cost to estimate a low-cost tree. At the beginning, the source receives 
cost is (0, 0). The first one is the first level cost and second one is the second level 
cost. When a new router joins to the source, a new router receives multiple paths of 
costs from the source. A new router only considers all the first level costs. Whenever, 
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multiple equal first level costs exist, the new router considers their second level costs. 
Since the second level cost records from the nearest destination to the new router, 
when multiple equal cost paths exist, the second level cost provides the option to 
construct a low-cost tree. 
Since ECMP is considered in DDSP, two different cost estimates for each router 
must be simple positive integer numbers, otherwise the chance of equal cost paths is 
very low. Thus, DDBP only can consider hop count for the cost of a link. Moreover, it 
may be complex in DDBP, if multiple cost metrics are considered. With the recent 
emergence of multimedia applications, hop count is not enough for an efficient 
message route. A good multicast routing should include controlling end-to-end delay 
and bandwidth utilization to effectively support real-time video and audio applications. 
As a result, the end-to-end delay and bandwidth requirement could be violated by 
DDSP. 
2.4 Quality-of-Service (QoS) multicast routing 
In this section, we study multicast routing protocols that support 
quality-of-service (QoS) level. QoS control is used to support multicast or group 
communications at high-quality levels for the Internet. Many emerging multimedia 
applications require the support of and guaranteed QoS. For example, real-time 
applications demand bounded end-to-end delay. Other related end-to-end QoS metrics 
are packet loss rate, jitter delay, queuing delay and bandwidth requirement. The 
optimization problem with two or more path constraints is known to be NP-complete 
3 0 
L o a d - S e n s i t i v e Mult icast Roi i l ing Protocol -- L S M R P 
[46]. Many practical instances of QoS routing problems have at least two constraints; 
hence, most QoS multicast routing protocols employ heuristic solutions. Thus, 
QoS-aware multicast routing is used to keep balance on the trade off between the 
network load and end-to-end optimal route in an ideal multicast routing algorithm. 
QoS multicast Internet protocol (QoSMIC) and QoS multicast routing protocol 
(QMRP) are among the recently proposed multiple path QoS multicast routing 
protocols. 
QoS multicast Internet protocol (QoSMIC} — QoSMIC is a multicast protocol 
that supports multiple QoS metrics. Two ideas are used in QoSMIC: multiple paths 
routing and QoS-aware routing. Multiple paths routing and QoS-aware routing 
provide not only the routing choice, but also multiple QoS metrics for each receiver. 
Besides multiple paths approach and QoS-aware routing, another novelty of QoSMIC 
is that it does not use a core router to join a new router. From the process of Candidate 
selection, the path is always chosen near the on-tree group members. This novelty of 
QoSMIC tries to minimize the total cost of the multicast tree. Moreover, QoSMIC 
tries to construct a low-cost multicast tree with low overhead. Instead of flooding the 
whole network to exchange the message, QoSMIC only floods a set of neighboring 
routers. 
QoSMIC uses dynamic routing information without relying on a link state 
exchange protocol to provide the routing information. Dynamic metrics help respond 
proactively to link congestion but this has scaling problems. Thus, dynamic metrics 
are not used in link stale exchange protocol, instead ii is used to evaluate and select 
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from the alternate paths available. 
QoSMIC still needs to address a number of issues to manage a feasible multicast 
tree. Firstly, the flooding in QoSMIC within the multicast tree may still reach a major 
portion of the network for a large, dense multicast group. Secondly, QoSMIC tries to 
connect a new router to nearer candidates, therefore it is an adaptive coreless routing 
protocol. However, the candidate paths are simply the unicast routing paths from the 
selected on-tree nodes to the new member. These paths may not be the best choice for 
the QoS requirements specified by other metrics such as bandwidth. Thirdly, QoSMIC 
generates large amount of message exchanges, and consequently there is a large 
number of nodes which have to participate in the route selection process. Lastly, setup 
latency varies on different structure of a multicast tree. In the worst case (a new router 
is far away from the on-tree routers), setup latency is three times more than a 
core-based single-path protocol such as PIM or CBT. 
A QoS-aware multicast routing protocol (QMRP) ~ QMRP is another multicast 
protocol that supports QoS applications. QMRP is a routing protocol for non-additive 
metrics such as bandwidth and buffer space. QMRP is designed to have both low 
average overhead and high overall performance. Also it is able to operate on top of 
any unicast routing protocol. The algorithm of QMRP is to switch between single-path 
routing and multiple-path routing according to the current network conditions, and 
incrementally add additional paths into the search process only when that is necessary. 
The search for feasible paths consists of two major modes: single path mode and 
multiple path mode. Obviously, the single path mode attempts to search the resource 
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availability of every intermediate node with single path. If any intermediate node does 
not have the required resource, it triggers the multiple path mode to search the 
resource availability with multiple paths. For loose QoS requirements that can be 
easily satisfied, searching a single path may be sufficient. The costly process of 
searching multiple paths can be avoided. For tight QoS requirements, searching 
multiple paths is necessary in order to increase the chance of success. As a result, 
single path mode can reduce average overhead and multiple path mode can increase 
overall performance. 
QMRP uses a reverse SPT algorithm that selects a path from a destination to a 
source. Most of the QoS metrics, such as jitter delay, queuing delay, bandwidth 
utilization and packet loss, must be considered in asymmetric routing. Thus, if the 
data packets from the source to a receiver follow the unicast route used to go from the 
receiver to the source, under different characteristics of QoS in the paths, the use of 
the reverse SPT may be problematic to QoS deployment. Moreover, the joining time 
may be long for single path mode and multiple paths mode. The communication 
complexity is another issue to be considered for dense networks. 
To summarize, adopting a multiple paths routing for QoS-aware multicasting has 
two problems. Firstly, multiple paths routing is very complex, and few protocols 
currently support this on the basis of requests and current network conditions. 
Secondly, multiple paths are there for some reason, and that reason is usually that 
some other user is about to use them. Hence it may be a bad idea economically to 
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make use of multiple paths that deviate very far from the best current obvious route. 
The jury is still out on this topic. Thus, the only way to alter performance for a QoS 
flow is by changing the schedule in a router or switch. QoS-aware multicast routing 
supports destination-driven reconfiguration when QoS becomes unacceptable. 
Receivers need to disconnect and reconnect to the tree. However, re-setup latency is a 
major concern when this occurs. Since receivers have to re-setup after QoS becomes 
unacceptable, it is a passive routing protocol. We propose a load-sensitive multicast 
tree algorithm to optimize the adaptive cost of routing in the network continuously. In 
other words, it is a proactive routing. As a result, re-con struct latency is low when 
re-constructing a shortest path tree. 
2.5 Adaptive multicast routing 
Many QoS routing protocols are based on a link-state framework that globally 
distributes topology, link load measurements and multicast group measurements. Due 
to this high overhead, and the fact that the link-state approach does not scale well to 
large networks or large numbers of highly dynamic groups, newer research has 
focused on distributed protocols that search a portion of the network for a feasible 
path, subject to delay and bandwidth constraints. A route can be either (i) static - the 
cost is a static, (ii) dynamic 一 the cost is based on traffic load change. There exist 
several dynamic multicast routing protocols. Most of them are centralized and 
sometimes too complicated [47] for practical application. A centralized algorithm 
requires a central node to be responsible for computing the entire routing tree, and this 
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central node must have the full knowledge about the global network. It suffers from 
some drawbacks in large networks, such as poor fault tolerance (failure of the central 
node), heavy computing load at the central node, high communication cost in keeping 
network information up-to-date, and inaccuracy of routing information. 
Recently, another dynamic updating SPT protocol has been proposed [48]. This 
dynamic algorithm is used to minimize the computational complexity required to 
update an SPT. As the same time, it maintains routing stability by making minimal 
changes to the topology of an existing SPT. However, [48] depends on the 
initialization procedure; the basic algorithm includes as special cases some 
well-known static SPT algorithms, such as Bellman-Ford and Dijkstra. As a result, the 
drawbacks of such static SPT algorithms still exist. Moreover, [48] cannot support the 
frequent change of traffic load. Since [48] is used to minimize the computational 
complexity required to update an SPT, the whole SPT is required to be re-computed if 
the traffic loads of the links are changed. Thus, [48] cannot support the high frequent 
change metrics. 
It is evident that both best-effort and QoS multicast routing have their advantages 
and disadvantages. One type of routing may perform very well under one class of 
conditions, while the other type of routing may be better in other situations. For 
example, best-effort multicast routing may perfonn very well when multicast groups 
densely populate the network of interest, while QoS multicast routing may be better 
suited for supporting multiple dynamic metrics. It would be ideal to flexibly support 
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both types of multicast routing within one multicast mechanism. 
We have motivated our design by contrasting it to the traditional dense-mode IP 
multicast routing protocols. The emphasis of our proposed work is to develop 
multicast protocols that will also efficiently support the sparsely distributed groups 
that are likely to be most prevalent in large-size networks. Moreover, it is distributed 
in nature; each node operates based on its local routing information. 
The proposed algorithm is based on an iterative approach that starts with a set of 
multicast trees which are low-cost path trees, but do not necessarily satisfy the 
receivers. This initial set of multicast trees is then iteratively modified to satisfy the 
receivers' request. 
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Chapter 3. Load-Sensitive Multicast Routing 
Protocol (LSMRP) 
3.1 Overview 
The main innovation of LSMRP is that it offers multiple routing choices. More 
precisely, LSMRP periodically detects a new feasible path for each receiver to choose. 
A new feasible path is according to the ant's experience. Ants base on the link delay, 
bandwidth and traffic load to determine a loop-free path. LSMRP, for a load-sensitive 
routing, comprises two basic phases, repeated and infinitum, to construct a feasible 
path. In the first phase, each ant detects all feasible paths from node to node. The ants 
continuously explore and exploit the paths to update the traffic load situation. In the 
second phase, ants detect feasible paths from a source to receivers. The ants 
periodically select the paths to update the multicast tree. 
3.2 Problem Formulation 
In this section, a packet-switched network is modeled as a weighted, directed 
graph G(V, E), where V is a set of vertices representing routers v, and E is a set of 
edges representing directed links c,(/’./)(or in short form e,.) which the link from a 
node V. to a node v. . A set of costs value of e丨丨 denotes c" ( c丨丨 is the 
measurement of the resource utilization), c丨丨 is a number computed by a cost 
function c.. e [ 0 , l ) . A cost function consists of two components that are static 
constraints and performance-related constraints. The static constraint consists of 
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propagation delay and bandwidth. The performance-related constraint consists of the 
traffic load of the link. 
The cost of link (c--) is defined as: 
Cij = a*(delay)+P*(bandwidth)+5*(load) (3.1) 
where a , (5,5 are the constants cost parameters for the sensitivity of the 
network, (ie: + + J = 1). The constant parameters used in this cost function are 
not problem-dependent and they simply define an appropriate scaling system for the 
computed values. 
Three constraints ~ propagation delay, bandwidth and traffic load are defined as 
follows: 
cl 




bandwidth = 1 - ^ — — ’ bandwidth e [0,1) 
load = l — ^ ， l o a d s [0,1) 
^oU 
cl.. and B.. are the propagation delay and bandwidth respectively from v. to v . 
where ke all neighbor nodes of v, w, is the number of packets queued in the buffer 
of V. and w“� is the total number of packets supported in the buffer. 
Therefore, the lowest-cost path from v, to v. is defined as: 
i i 
For the multicast routing, information is sent from a source {S-) of the multicast 
group ( G, ) to all multicast group members MG, = {c/, ”..c/"} that constructs a 
load-sensitive, source-based lowest-cost path multicast tree from S-. Therefore, 
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MG- c V - {5,} is a set consisting of all the receivers in a multicast routing. 
The load-sensitive shortest path multicast tree of G丨 is defined as: 
7XG,) = X [ " ( S , ’ M G , ) ] (3.3) 
3.3 Types of ants in LSMRP 
An ant colony of LSMRP consists of 5 types of ants: forward ants, random ants, 
backward ants, multicast ants and multicast backward ants. 
3.3.1 Forward Ants 
A forward ant is a mobile agent (routing packet) that is launched to (1) search the 
shortest path from a source to a destination and (2) explore new paths from a source to 
a destination. This is extremely important: forward ants share the same queues as data 
packets, so if they cross a congested area, they will be delayed for a long time. For 
this purpose, every node, of type store-and-forward (i.e., switch element), holds a 
buffer space where the incoming and the outgoing packets are stored. This buffer is a 
shared resource among all the queues attached to every incoming and outgoing link of 
the node. Traveling packets can be data or routing packets (i.e., ants). Packets of the 
same type have the same priority, so they are queued and served only on the basis of a 
first-in-first-out policy. 
1) Destination selection: A forward ant is launched to discover a feasible, 
lowest-cost path node and to investigate the load status of the network. 
Destinations are locally selected according to the data traffic patterns generated 
by the local workload. If 九 , i s a measure of the data packets flow from a 
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source V to a destination deV^ s, then the probability of a forward ant, 
which is created at s，with d as destination is 
f 
尸(destination selection) = ‘ .�."， 4) 
2) Path selection (a transition pwbability): At each intermediate node, each 
forward ant chooses among the neighbors toward its destination d . The 
neighbor is selected with a transition probability (goodness) P[j | /) compute as 
the sum of the pheromone trail value with a local link cost c-., then the 
transition probability of a forward ant from node i to neighbor node j is 
尸 ( / I / ) - � 卿 一 � ') ( 3 5 � 
稱 - ^ ^ - ( l - ^ ) X ( l - c , ) (3.5) 
The pheromone trail value r..,(/) is a probability value expressing the 
desirability from node i via neighbor node j to destination d . The value of 
a is a transition parameter to determine a forward ant to explore or exploit the 
path to the destination, c�丨 reflects the instantaneous state of the traffic load, it 
gives the local information associated with the network status. on the 
other hand, is the outcome of a continual learning process and captures both the 
current and the past status of the whole network, thus it gives the global 
information as seen by the local node. Correcting the local information allows 
the system to be more "reactive" to exploit a new path to the destination. 
However, con,ecting the global information allows the system to explore the 
current path. Forward ants' decisions are taken on the basis of a combination of a 
long-term learning process and an instantaneous prediction. In all the 
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experiments, we observed that the best value to assign a is around 0.5. With 
higher values, the effect of c,. is vanishing, while lower values result in slower 
adaptation. 
The last aspect is extremely important: forward ants only try to reduce a loop, 
but do not prevent any loops. It should be noted that a loop is detected, that is, if an 
ant returns to an already visited node, an ant chooses among the neighbors with an 
uniform distribution again. However, if an ant re-selects an already visited node, the 
ant still moves to that already visited node. In this case, a backward ant will process 
this loop (see section 3.3.3 (1)). In fact, if a forward ant lasted longer than the lifetime 
of an forward ant before reaching a destination (that is, two times the total number of 
nodes, 2 * / 0 , a forward ant is destroyed. Since a forward ant may waste a lot of time 
because of a wrong sequence of decisions, it prevents a forward ant stores unlimited 
and useless memory and it is counterproductive to use it to update the trip time and 
the pheroinone trail (see section 3.3.3 (2’ 3)). 
3.3.2 Random Ants 
A random ant is a kind of forward ant. It mainly exploits a new path to prevent a 
Stagnation problem. A random ant chooses among the neighboring nodes with 
uniform distribution instead of using (3.5) for transition probability. Using an uniform 
distribution to choose neighbors can prevent a pheroinone trail and cost dominated 
selection. Thus, it can identify unvisited neighbors easily. 
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3.3.3 Backward Ants 
A backward ant is launched for updating. The forward ant transfers all of its 
memory to the backward ant. A backward ant first uses the Smart update to prevent 
loops. Then a backward ant updates the two data structures (trip time and pheromone 
trail) maintained by every intermediate node. One important aspect is: unlike forward 
ants, backward ants have priority over data packets to faster propagate the 
accumulated information. 
1) Smart update: A smart update is used to handle a loop whenever a loop is 
detected by a forward ant and update every intermediate node smartly. A 
backward ant first searches all the memory transferred to it by the forward ant. If 
a loop is detected, a loop is skipped. Moreover, if a source node is detected 
before the end of a trip, all the memory before the source is also skipped, (ie: 
The forward ant moves along the path ^ Vj -> ^ v^  —> v^  — v^  — d , in this 
case, the good sub-path must be s —> v^  —> cl) Also a backward ant updates 
every intermediate node smartly. For example, the forward ant moves along the 
path after loop re-movement is s v, -^v^^d . For each node (.y, v, and Vj), 
the backward ant updates the trip time and a pheromone trail to a destination d . 
Moreover, the backward an I also updates from v, to v, , s to v, and a to 
Vj . Therefore, a backward ant updates not only from a source to a destination, 
but some sub-paths are also involved. Thus, fast convergence is obtained. 
2) Trip time update: The trip time elapsed to arrive (for the forward ant) to the node 
is used to update the deslination window W . The size of the destination window 
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W_size i ( J ) is defined as two times the total number of neighbor nodes. The 
destination window is used to compute the best trip time towards destination as 
observed in the last W_size丨(c/) samples. The best trip time plays a critical role 
in the pheromone trail update process (see section 3.3.3 (3)). 
3) Pheromone trail update and evaporation: A pheromone trail value x-.j (t) is 
increased by a measure of goodness that is associated with the trip time 
experienced by the forward ant and is decreased by normalization, the other 
pheromone trail value. It gives a clear indication about the goodness that the trip 
time experienced by the forward ant is less than the best trip time in the 
destination window. When a backward ant arrives at the node, the pheromone 
trail value is increased (updated) by the reinforcement values as follows: 
1 ) + � ( , 1 ) (3.6) 
where AT,.// 1) =p[l 1)](1 c.,,) 
In this way, 1) is determined by the goodness of trip time, that is the 
trip time experienced by the forward ant is less than the best trip time in the 
destination window, then the pheromone trail updating and evaporation rate p 
is equal to I. On the contrary, trip time of sub-path is not deemed "good", then 
p =0 .1 . In fact, it is used to prevent a Stagnation problem. Therefore, t..^, (t) 
will be increased by a value depending on the trip time experienced by the 
forward ant, local cost and the previous pheromone trail value. 
The pheromone trail r , � ‘ /� is assigned to other neighboring nodes k to 
destination d . r ,�‘ / (0 receives a negative reinforcement by normalization. 
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Thus, the pheromone trail value is decreased (evaporated) by the reinforcement 
values as follows: 
W 和 W 卜 1 ) - 彻 , ( 卜 丨 ） ( 3 - 7 ) 
where Sr.,,{t-\) =厂[r,.,."U- 1 ) ] G _ �） 
The pheromone trail update and evaporate rate p is based on the value of 
pheromone trail update process. 
3.3.4 Multicast Ants 
A multicast ant searches the lowest-cost path to destinations for all multicast 
group members. A multicast ant is a kind of forward ant. Instead of exploiting a 
new path, it mainly explores the lowest-cost path. That is, the value of a 
transition parameter a = \. Thus, the transition probability only considers the 
pheromone trail values. Moreover, multicast ants share the same queues as data 
packets, so if they cross a congested area, they will be delayed for a long time. 
3.3.5 Multicast Backward Ants 
A multicast backward ant is a kind of backward ant. It is launched for updating 
the multicast tree. The multicast ant transfers to a multicast backward ant all of its 
memory. Then a multicast backward ant updates the data structures (multicast routing 
table) maintained by every intermediate node. One important aspect is: unlike 
backward ants, multicast backward ants need not to prevent loops by Smart-up date, 
since there are shorter paths between each node-to-node pair, and so they obtain a 
higher amount of pheromone trail, which, in turn, tempts multicast ants to choose 
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them after several iterations. Thus, there must be no loop in the routing found by 
multicast ants. Moreover, similar as a backward ant, multicast backward ants have 
priority over data packets to faster propagate the accumulated information. 
1) Multicast update: Each multicast table entry includes information about the 
multicast tree (source address, group address, incoming network interface, 
outgoing network interface and time state) and the multicast entry is in the form 
of {S,G,I,Oi,T). Time state T indicates the time of first multicast update in 
one update period, as figure 3.1, 7 = r,. Suppose each multicast update period 
is A = - ^ • 
~ I / / / / / /O ^ 
ti r, + A / 2 t2 
Figure 3.1 The timeline of multicast updating at node v’,.. 
Suppose t b e the arrival time of a backward ant at node v, .Three main 
update sections can be described as follows 
i) t, < t <t, + —. In this section, multicast backward ants first check the 
I tin! I ) 
source address, group address and outgoing network interface. In fact, if the 
source address, group address or outgoing network interface are missed, then a 
multicast backward ant adds the corresponding information to the routing table. 
After that, multicast backward ants check the incoming network interface. If the 
incoming network interface is not the same as the multicast backward ant's path 
which is moving along the same path as before the multicast ant but in the 
opposite direction, it sends a prune message (see section 3.3.5 (2)) to the original 
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incoming network interface and changes to a new one. On the contrary, the 
multicast ant is destroyed. This is because, in this section period, at least one 
multicast backward ant has already updated the multicast entry. 
ii) r, +— <t_ <“_. In this section, the time is outside the multicast update 
period. Thus, no any updating is allowed. 
iii) t‘如 > • In this section, a new �Tiulticast update period begins. In this way, if 
t(…,>丁 +A，it indicates that a first multicast backward ant arrives the node v. in 
this update period. Therefore, this first arrived the multicast backward ant 
updates the time state from 7 = r, to 7 = f , . At the same time, it must check 
all information of multicast routing entry and update it as (i), but in this time, the 
multicast backward ant updates all intermediate nodes of the same path as before 
the multicast ant. The ant is destroyed until it reaches the multicast source. 
2) Prune update: If the incoming network interface is not the same as the multicast 
backward ant's path, which is moving along the same path as before the 
multicast ant but in opposite direction, the backward multicast ant sends a prune 
message to the original incoming network interface /,‘. In the node of /,，a 
prune message deletes the outgoing network interface, unless more than one 
outgoing network interface in the multicast table entry exists, otherwise, the 
prune message is sent to the incoming network interface I丨 in the node of I丨 
to update the entry. The prune message is continually updated until it is in the 
multicast source. 
All the multicast ants are launched to explore the path to member destination 
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independently and also the changing of branch of tree is distributed and independent. 
In this perspective, one part of the network may become congested. Some multicast 
ants shunt traffic away from it rapidly, however, some slow adaptive multicast ants 
remain in congested links. As a result, a path looping may occur. In this case, the time 
state mechanism can prevent a loop in the multicast tree. Under the condition and 
assumption, a "nearer-source" member must update a new path first. The time state 
mechanism only considers that the first ant updates the incoming network interface. 
The remainder of multicast backward ants must follow the first one. Therefore, this 
approach is efficient to prevent a loop in a multicast tree. 
3.4 Global Algorithm 
In the artificial ant colony approach, following an iterative process, each ant 
builds a solution by using two types of information locally accessible and information 
added by ants during previous iterations of the algorithm. In this way, each ant 
corrects information to modify the pheroinone trails to construct a load-sensitive 
multicast tree. This multicast routing algorithm is divided into two core stages. One is 
the pheroinone trails stage, and other is the multicast tree stage. 
Informally, the pheroinone trails stage and the multicast tree stage can be 
summarized as following a biological ant's foraging behavior: 
• At nest Ne, all ants (Ai,八2,...，八5) have no knowledge about the location of 
food (Fi). Hence, they randomly select paths (Rj). Suppose that ant Ai 
chooses Rj (see figure 3.2). 
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• Suppose each ant moves along different paths, each ant leaves information 
on which path it has traversed by deposition a certain amount of chemical 
substance, called pheroinone, along the paths. 
• Since R2 is a shortest path, A: reaches Fo before others ants. After A2 has 
reached F2, A2 goes back to its nest by moving along the same path as 
before but in the opposite direction (see figure 3.3). As a result, more 
pheromone trail is deposited in R2. 
• Ants have a tendency to follow these pheromone trails. Since this 
shortest-path Ro contains more pheromone trail, another ant Af, will be 
attracted by using this shortest path R2 (see figure 3.4). As a result, more 
ants use the shortest path to the food. 
• Within a fixed period, shorter paths between nest and foods can be traversed 
more often than longer paths, and so they accumulate a higher amount of 
pheromone, which, in turn, tempts a larger number of ants to choose them, 
thereby reinforcing them again. Finally, multicast ants rely on a higher 
amount of pheromone trail in a shortest path to construct a multicast tree 
(see figure 3.5). 
To compare a biological ant to a network structure, nest (Ne) is a source and 
foods (Fj) are destinations. 
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Figure 3. 3 New ant A^^ selects a path based on the pheromone trail. 
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Figure 3. 4 Finally, multicast ants rely on the pheromone trails to construct a multicast tree. 
In the following subsections, all the components and the main characteristics of 
LSMRP are explained and discussed, and a more detailed description of the algorithm 
is given: 
3.4.1 Pheromone trails stage 
At the regular interval, and concurrently with the data traffic, from each network 
node forward ants (or random ants) are asynchronously launched towards randomly 
selected destination nodes {destination selection of forward ants). Forward ants act 
concurrently and independently, and communicate in an indirect way, according to the 
"stigmergy" paradigm, through the infomiation they read and write locally to the 
nodes. Each forward ant searches for a minimum cost path from its source to 
destination nodes {path selection of forward ants). The forward ant moves 
step-by-step towards its destination node. While moving, the forward ant collect 
information about the time length and the congestion status of the path. 
Once the forward ant has arrived at the destination, the forward ant generates 
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another ant (called a backward ant) transferring to the backward ant all its memory. 
The backward ant goes back to its forward ant's source node by moving along the 
same path as before but in the opposite direction {smart update by the backward ant). 
During this backward travel, the destination window and the local routing table of 
each visited node are modified by the backward ants as a function of the path they 
followed and of their goodness {trip time update and pheromone trail update and 
evaporating of backward ants). A time period in which each forward ant performs a 
walk through the network and each backward ant updates a walk will be called 
iteration. In this system, the movements of ants are computed sequentially in each 
node and each node launches a forward ant asynchronously. 
Within several iterations, shorter paths between each node-to-node pair are found, 
and so they obtain a higher amount of pheromone trail, which, in turn, tempts a larger 
number of ants to choose them thereby reinforcing them again. 
A) Example of LSMRP behavior for the pheromone trail stage: 
Each node launches forward ants to all nodes to search a lowest-cost path, (i.e.: 
Node s launches forward ants to node ci,b,c,d,e to search a lowest-cost path.) At 
regular intervals, and concurrently with the data traffic, from each network node 
forward ants (or random ants) are asynchronously launched towards randomly 
selected destination nodes {destination selection of forward ants). For example a node 
s launches a forward ant to node e . 
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Routing table of nodes 
~ a I b 
Figure 3. 5 A forward ant chooses un\ong the neighbor nodes a,b toward its destination e. The 
neighbor node is selected with a transition pwhahility (goodness) P{a I .y), P{b I >v). 
P{a I .v) 二 汉厂、."<,(广）+ (1 The routing table of node s hcis a pheromone trail pwhabilitv 
to two neighbor nodes a,h toward destination e. Forward ant moves step-by-step towards 
its destination node. While traveling, (he forward ant collects information about the time length and the 
congestion status of the following path. 
<Z> 
Figure 3. 6 A forwairl ant only tries to reduce a loop, hut does not prevent any loops. For example, the 
forward ant max go as path s — ci — c — b — s —> a ^ c —> e . 
Figure 3. 7 A backward ant goes hack to its forward ant's source node s by moving along the same 
path as before but in the opposite direction. A backward ant must remove all the loops detected by a 
forward ant. 
During this backward travel, the destination window and the local routing table of each visited node is 
modified by the backward ant as a function of the path it followed and of its goodness. For this example, 
node s is updated the routing fable of path s —> a, s —> c, s —> e hy backward ant via node a . Node 
a is updated the routing table of path a —> c, a —> e and node c is upclatecl the roiiliug table of 
path c —> f . After several backward ants update the routing table of a node s , the routing table of a 
node s will converge to every node. 
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Figure ？ Since the forward ants collect the time length with the congestion status of the path, the 
node can easily detect the load of the path. For example, path h — d is congested, a cost of path 
b _ cl is increased, hence a transition prohahUity Pic 1 /，）> P�d I /)). « ''esult, a higher amount of 
,Hero,none trail is oinainecl in a path b ^ c . Finally, the packets folio.' a In,Her amount of 
pheromone trail to the path h — c to prevent network congestion in a path h d . 
Use the time measure as a reinforcement signal to provide pheromone-depositing 
measurement. The time measurement cannot associate to the realized performance an 
exact error measure. "Optimal" times depend on traffic and components failure states, 
and they have to be considered from a network wide point of view. It should be 
noticed that the time measurement only gives "advice" about the goodness of the 
observed trip time on the basis of the estimated best forward ant's trip times, stored in 
the destination window. 
3.4.2 Multicast tree stage 
At the regular intervals, from a multicast source, multicast ants are concurrently 
launched towards all destinations in a multicast group. Multicast ants have a tendency 
to follow a higher amount of pheromone for a low-cost path. Each multicast ant 
searches for a minimum cost path from its source to all destination nodes {path 
selection of multicast ants). Destination routers receive the trip time experienced by 
the multicast ant. The routers have to determine the path experienced by the multicast 
ant after the original path has been compared. Then the routers launch a multicast 
backward ant on the path tmveled by the multicast ant or the original path found by 
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previous multicast ants. A multicast backward ant updates the multicast routing state 
along the path {multicast update and prune update of multicast backward ants). 
Multicast backward ants' path decisions are taken on the basis of a combination of the 
multicast ant experience and original branch of tree. 
A) Example of LSMRP behavior in multicast tree stage: 
LSMRP construct a multicast tree with new member - node d . 
Figure 3. 9 The multicast ant detects the low-cost path and moves along the path S — f — h — d ’ 
and, arrived at node cl. 
Figure 3. 10 Node d launches the backward multicast ant that will travel along the same path as 
the multicast ant but in opposite direction. 
At each node {cl, h, f , S), the backward mnlticust ant will use the memory of the multicast ant to 
update the multicast wnting table entry with the value of source address, group address, incoming 
network interface, out go in network interface and time state (S, G, I’ O, T). 
Figure 3. 11 The branch of the multicast tree is constructed after the backward multicast ant reaches 
the node S. 
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LSMRP incorporates load-sensitive multicasting. In each time interval, LSMRP 
launches agents to re-construct a multicast tree if the branch of tree is congested 
Figure 3. 12 Suppose after some time, path h — d is congested. 
Figure 3. 13 Multicast ant detects another new low-cost path and moves along the path 
S — f — k — d to node d . 
\ z Z , � �� … 
Figure 3. 14 Node d launches the backward multicast ant along the same path, but in the opposite 
direction. 
Figure 3. 15 As the same time, node d launches a prune mess叩e to node li to stop furfher 
niu It least fo rwcuxling to node d . A node launches a prune message only if the one incoming network 
interface is changed. For example, the incoming network interface of node d is changed from node 
h to node k . 
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(Br 
Figure 3. 16 Since there is only one outgoing network interface in node h , node h laimched another 
prune message to node f to stop multicast forwarding. However, in node f ’ there are two outgoing 
network interfaces (node h and node k ), therefore, node f only deletes node h in the outgoing 
network interface. 
Figure 3. 17 As a result, the new branch of multicast tree is constructed along the path 
S — f —k—cl. 
Using a time state update mechanism provides a load-sensitive multicast tree. 
The routing state provides a multicast tree with slow adaptation. The update 
mechanism cannot associate to the realized situation. "Optimal" tree depend on 
continuous traffic states. It should be noted that it is impossible to update the tree 
continuously. A periodical update provides a slow adaptation multicast tree. 
3.4.3 Routing table 
The routing table is a set of probabilistic pheromone trail indicators. The 
pheromone trail r— expresses the desirability in a source node s of choosing a next 
neighbor node n when the destination node is d for 
；i^AII iieighbot.v 
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The routing table is given as follows: 
Neighbor Node of Sj  
Ha Qb He Od  
^ IsM ；^ 
^ Isa2 ； ^ ^ Ts^  
^ ； ^ ； ^ TscO  
* *, • • • _ • • • • • • . * 
dm Tsam Tsbm t^ scin Tsclm 
Table 3.1. Routing table 
The columns of table 3.1 are all of the neighbor nodes of s-. (ie: table 3.1，s-
has 4 neighbor nodes ( n " , ) ) The rows of table 3.1 are destination nodes in 
the network. The path selection follows a random scheme, proportional to the 
goodness (probability) of each of the neighboring nodes. 
The multicast table indicates the packets forwarding. The multicast entry is in 
form of { S , G J , O j , T ) which is source address, group address, incoming network 
interface, outgoing network interface and time state. 
3.4.4 Messages Exchange and Mechanisms 
In this sub-section, we describe the messages exchange and mechanisms in detail. 
LSMRP is a dynamic source-based multicast routing protocol. It supports every node 
to join or leave the multicast group at any time. LSMRP uses soft routing state, which 
means that the routing state is refreshed periodically by multicast ants. Therefore it 
provides three different stales mechanisms for member joining, refreshing state and 
member leaving. LSMRP constructs a multicast tree in Path Forwarding which 
constructs the path from a source to a member. Although using Path Forwarding 
induces more overhead than Reverse Path Forwarding, LSMRP adopts Path 
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Forwarding to prevent "Hot-potato routing". Since LSMRP is a load-sensitive routing, 
Reverse Path Forwarding must be different to Path Forwarding due to queuing and 
congestion in the network. 
To construct a source-based multicast tree, every router maintains multicast 
routing information, which enables multicast datagrams to be forwarded to all 
multicast group members. In the literature, it typically denotes a source-based 
multicast entry by (Sj, Gj). To support a destination-driven multicast routing protocol, 
many existing mechanisms provide a mapping of (Si, Gj), like the Session Description 
Protocol (SDP) [45]. In our system, we extend SDP for (Sj, Gi) mapping in LSMRP. 
One extension is timing information in multicast entry. Time information is a soft 
routing state to indicate the time of multicast mapping (see section 3.4.5). 
3.4.5 mapping 
A multicast source periodically broadcasts an announcement packet to all nodes. 
To convey sufficient information to enable joining and participating in the multicast 
group, the announcement packet includes information to receive those media (source 
address, group address, ports numbers, formats) and time for this multicast routing is 
active. Timing information is only active at the specific time slot. This timing 
information is globally consistent, irrespective of local time zone or daylight saving 
time. Normally, it lasts for a day and broadcasts an announcement packet daily. This 
manner can prevent undue updating. On the other hand, an unused multicast group 
can be deleted in the multicast routing table entry to reduce the memory used in a 
router. When a member state in a multicast routing table entry is changed from 1 to 0 
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for more than half a day, this entry is treated as an unused multicast routing table entry 
and the entry can be deleted. 
3.4.6 Members join 
LSMRP is a destination-driven and a dynamic multicast routing protocol. This 
joining members ' process starts to construct a branch of the tree when the NEW router 
sends a request to join a multicast group G of the source S . As the NEW router has 
already received the mapping, the NEW router issues a "REQUEST" message to a 
source. 
Let J be the set of NEW router who will join the multicast group. 
MG�=MG ^J 
Upon receiving the mapping and "REQUEST", a source S launches a multicast 
ant to search a lowest-cost path to member destination J . Based on the pheromone 
trails in the paths, a higher transmission rate and lower congestion path P{S,MG；) is 
found. Once J has received a multicast ant, J sends an acknowledgement packet 
(a multicast backward ant) back to S and updates the multicast routing table in all 
intermediate nodes. Each multicast table entry includes the information of the 
multicast tree. The table entry is in the form of {S,G,1,0-,T). 
3.4.7 Members update 
Since LSMRP is a load sensitive multicast routing protocol, it is necessary to 
update the multicast iree periodically to provide higher transmission rates. S sends a 
multicast ant to each destination member separately after a period of time. A multicast 
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ant selects a path a{S-MG^) . Each member router determines whether to accept the 
new searched path a{S ,MG^) or remain the original path |3(5.,MG,). 
a{S,MG) ^{SMG) Update for efficiency 
a{S,MG) ^(S,MG) unchange for stability (3.8) 
a{S,MG) >p>{S,MG) unchange 
A trade off between stability and efficiency occurs when a member router 
decides whether to use a new path. If a member router opts for stable transmission, the 
original path must be maintained. Otherwise, a new searched path must replace an 
original one to improve the performance. Thus a member router has the right to 
determine to use the newly identified path of a multicast ant. If a member router 
determines to use the searched path, it sends an update packet along the searched path 
of the multicast ant. The update packet bases on multicast update and prune update to 
update the searched path. A flowchart of member update is shown in figure 3.19 
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Figure 3. J8 Flowchart of member update mechcmisim 
3.4.8 Members leave 
Member router sends a prune message to the branch of multicast tree when 
member router decides to leave the multicast group. Since LSMRP is a 
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destination-driven routing protocol, a prune message is sent directly trom the client 
router to the multicast source to notify of the member leaving. 
Let L be the set of members who will leave a multicast group. 
MG,=MG,-L 
If L is a leaf node of the related tree, then a prune message removes the 
multicast group in the routing table and moves upward to incoming network interface 
for further pruning. In the incoming network node, a prune message removes the 
outgoing network interface 0 „ which a prune message comes from. If there is only 
one outgoing network interface 0 „ a prune message continues to move upward for 
further pruning with, while more than one outgoing network interface, a prune 
message stops any further pruning and directly conveys to the multicast source to 
block member updating and transmission to L . 
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Chapter 4. Analysis of LSMRP 
4.1 Analysis of pheromone trail values 
In this section, we analyze the pheromone trail values r.^ (t) of LSMRP for a 
given graph G=(V, E). Due to the pheromone trail updating and evaporation rule, the 
pheromone trail of the optimal paths are bounded by ^ < r..^ , (?) < 1. The analysis is 
organized as follows. Proposition 1 shows the maximum possible amount of the 
pheromone trail in an optimal path for continuous updating. Proposition 2 shows the 
minimum possible amount of the pheroinone trail for continuous evaporation. Hence, 
Propositions 1 and 2 show the upper bound and lower bound of the pheromone trail 
values. Propositions 3 and 4 analyze the pheromone trail values under some 
conditions in transition probability and the summary in Theorem 1. Finally, Lemma 
4.5 analyzes the expected rate to update the optimal value. 
Definition 4.1 
The essential parameters of the algorithm can be described as follows: 
The parameter O . is the total number of neighbor nodes of the node i . 
Let W_sizej (<:/) be the size of destination window from node i to destination d . 
Then the window size is defined as 
W_size,(^/) = 2|0, | (4.1) 
The pheromone trail values T-.^ where T丨丨(丨 is assigned to path eii,j)to destination 
d. The pheromone trail is updated and evaporated by a backward ant, the pheromone 
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trail updating and evaporation rule is interpreted as follow: 
J i j , , (,) = (t - 1 ) + AT..J ( t - l ) e(i,j) be ant searched 
\ ‘丨 it) = ^iu (卜 1) 一 彻,A-‘/ (卜 1) V / c e O , ^ ./• (4-2) 
, AT,j‘i ( r - 1 ) = y9[l- Tf-j {t — 1)](1 - c,,) pheromone update 
where (4.3) 
(, 一 1) = { t - \ ) ] { \ - C-.) pheromone evaporate 
The parameter p is the pheromone trai 1 update and evaporation rate, p is defined 
as: 
1 An optimal path f * is searched 
p = \ (4.4) 
[0.1 Otherwise 
Let P{ j I i) be a transition probability. Transition probabilities for the random moves 
of the ants from node / to neighbor node ./g O. during each cycle. Then the general 
form of the transition probabilities is 
PiJ I 0 二 r (4.5) 
The value of a is a transition parameter to determine a forward ant to explore or 
exploit the path to destination. 
Network Model 
Given a weighted, directed graph G=(V, E) where V is a set of vertices 
representing routers v. and E is a set of edges representing directed links 
e{i, j) (for short e..). c丨丨 is a number computed by a cost function c.- e [0,1). The 
optimal path f* is a lowest-cost path where V<?(/., •/•) e / * and \fe{i,k)^ f \ 
Lemma 4.1 
For any p and (：丨丨，the following holds: 
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l i m [ l - p ( l - c . ) ] ' = 0 (4.6) 
I —">00 ‘ 
Proof: For p e [0.1,1] and Vc.. g (0,1), 
= > 0 < l - p ( l - c . )<1 
= > l i m n -厂(卜 c " ) ] ' = 0 • 
Hoo •‘ 
Lemma 4.2 
For any p and (：丨丨，the following holds: 
l i m X [ l - P ( 丨 - e . , , ) ] 卜 � (4.7) 
‘ ― 厂 ( 1 — s . ) 
Proof: For /7g [0.1,1] and Vc.. g (0,1), 
=> l im> [ l - p ( l - c , , ) ] = l im  
1 
1 
=> = • 
Proposition 1 
Due to the pheromone trail update rule ( 0 = (r - 1) + Ar,^.^/{t -1) , the 
maximum possible amount of pheromone trail maxlr,:,,, I is bounded by: 
limr,,,(r) = l (4,8) 
00 
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Proof: At r �, any pheromone trail value is: 
( 。 响 ’ 
After the pheromone trail update at iteration 1, 
= "( i - ( . " ) ]+/?( i-。,） 
At iteration 2, 
= « 一 一 + — c " ) [1 一广 ( 1 一"•〜')]+ 厂 ( 1 _ c ' / ) 
. ’ J 
= + p{\-C,)[l - Ml — 6." )] + pO - S ) 
Hence, the pheromone trail at iteration n is: 
� / (K) = T,, (V丨)+ 1 - r , , (,„—丨)](1- C,) 
� / i=\ 
From (4.6) and (4.7), the maximum possible amount of pheromone trail values 
max I T..J I is, 
= limr,, 
• n-^oo ‘ 
= lim —厂 ( 1 - c , . , . ) ] " + (卜 c , , ) ] " — ' [ p ( l —(•,,)]> 
O, 二 1 
= 1 • 
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Proposition 2 
Due to the pheromone trail evaporation rule T^.^(r) = T-j.^(f - 1) - (r - 1 ) such 
that V/:€ O, g 7 , the minimum possible amount of pheromone trail values mini I is 
bounded by: 
min|r, , ,(r) | = l imr , , , ( r ) = 0 (4.9) 
Proof: At t � �, for any pheromone trail value r,.�‘/ (r()) is: 
After the pheromone trail evaporation at iteration 1, 
= r , w ( / ( ) ) + Mr"“r( , ) ] ( l -c . , , ) 
=〜(,0)[卜"(卜〔.")] 
=南[卜“(卜S)] 
At iteration 2， 
W y = (,丨)+ "[r'A./,丨)](卜。） 
Hence, the pheromone trail at iteration n is: 
^iu (L) = 丁丨 k(丨(广) + ( � - , ) ] ( 1 — 6•“) 
一 厂 ( i � ) r 
From (4.6)，the minimum possible amount of pheromone trail values mini I is, 
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= liin (卜� / ) ] " > 
n^oo (J) ‘ 
= 0 • 
Propositions (1) and (2) show that, when a pheroinone trail in an optimal path 
\/e{i, j)e f* is continuously updated, the pheromone trail value is bounded by 1. On 
the other hand, when a pheromone trail in a path \/e{i, j)^ f* is continuously 
evaporated, the pheromone trail value is bounded by 0. The pheromone trail value is 
based on the law of probability. It follows that 0 < < 1. 
Proposition 3 
Let the parameter of transition probability a = 0, due to the pheromone trail update 
and evaporation rule and transition probability rule, by choosing a sufficiently large t , 
it follows that: 
r . , / ( r ) > | , f o r a l l | 0 , | < l l (4.10) 
Proof: For a = 0. 
Pii I s) = aT'J(丨(,)+ (1 ) where C = 1 -c , , for ease notation 
a + { \ - a ) Y , i C , ) 丨 丨 
二 C" 
一 z c , , . 
.V6 <I), 
At r(), for any pheromone trail value 巧"/ is: 
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P{j\i) is transition probability to the optimal path, hence, the probability to update 
an optimal path is 1/)[r,.似（r()) + / 7 ( l ] . On the other hand, the 
probability to evaporate an optimal path is [ 1 - P(./1 /)][r,., {t^^)- pC-.Sr..^, (r,,)]. From 
(4.4)，the pheromone trail update rale p = 1 for the optimal path e(i, j) and 二 0.1 
for the rest of paths connected to node i . 
Hence, at iteration 1, 
丁,id )=尸（./• I (,(>) + p { \ - S t i j , 丨 ] + [1 - P { j I /)][r,", p C . r , . , (r。）] 
=Pi J I (,(>) + (1 - ST,, ( / o ) C , ] + [1 - P { j I / ) ] [ R " , , ( , ( ) ) - 0 . 1 C , , R , , ( Q ] 
= ( , ( ) ) + ( 1 一 丨 ( 丨 ] + [ 1 _ 一 o.ic'.j'"/ 
ve <I>, 
= Y ^ D - K ‘丨{T, ) C , + ( 1 - 0 . I C , , ) R , , (R()) + 1 C , , R , , (R()) 
.ve<t>, vect), 
f \ 
( c )2 (c C 
AS CD, .ve<I>, veil), J 
f \ 
ic y ( c ) - c 
一 被 ’ ,，=1-0.1C,「被+0.K：喷 
V6<t), V vecl), .ve(l). 
Then, 
At iteration 2， 
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= a + cib + b \ i ( � 
Hence, 
= ci + b[a + ah + Irr.^ )] 
=a + ah + air + ZrV,", ) 
Therefore, 
.1=0 
f \ / \ V 
=1 接卜。「餐+ � _ i c . '去 
/ \n 
{ c j c. 
For a sufficiently large t, 
f � , Y Y'l 1 
�.V6(I>, A vecl>, J 
/I—>oo � /I—»oo , \ /I 
(c )- c 
/A" /1A ix 
� V e^cl), vec!>, j 
f \ 
. . / ( c j O 1 
�a S , “, 0-iQ + f c 一 ic,� Y^c 
� .ve(l), .vs(l>, J 
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f Y v r - � 
( c ) M 仏、. 
_ … i j ) ^^ 
一 Z c , , 0 J C , X c , , + ( c J ^ - 0 . 1 C , C , 
_ ( c j 
.ve(I>, 
Since c.,, < <:•,� ’ /•,./•)e/* 
C,j > C,, 
1 1 
=>—— > —— 
Q c , 
Therefore, 
( c )，-




> '1 where Y C , <C.. O, 
0 . i c , j 0 , | + 0.9c.. � t ^ 1 




f o r a l l | o j < l l • 
Lemma 4.3 
Consider G with exactly two paths from a source node .9G V to a destination 
d eV . Lei the parameter of transition probability a = \,by choosing a sufficiently 
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large r, it follows that: 
� � ( 4 . 1 1 ) 
Proof: F o r a = \, 
aT,.,{t) + {\-a){C..) 
P{i\s) =~~ ^ where C,, =l-c , , , for ease of notation 
叫 丨 - 丨 丨 “ 
= T,At) (4.12) 
At /(), for any pheromone trail value (广())is: 
… = & 
P{j I i) is the transition probability to the optimal path, hence, the probability to 
update an optimal path is P { j \ i)[T..j + p { \ - St-^, )€•• ] . On the other hand, the 
probability to evaporate an optimal path is [ 1 - ; I /)][r,.^ (^o) - pC^-dr.^, (r^)]. From 
(4.4), the pheroinone trail update rate p - 1 for the optimal path e(i, j) and 厂=0.1 
for the rest of paths connected to node i . 
Hence, at iteration 1, 
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厂 ) = PUI 0[r,," (fo) + / ? ( ! - �i t , ) C , . ] + [ l - P ( . / l /.)][r"" _ pC 丨 j,丨(丨(r())] 
=PUI i)[T,ij ( , 0 ) + (1 - K 丨 W C , ] + [ l - P U \ 0 ] (,()) - 0 . I Q T,丨(r())] 
=PU I /)C, + (l - O.IC,, — PU I DC, + 0.1C,,P(./1 /))r,, ( g 
二 Q + 1 - 0 . I Q - ~ - C , + 0 . I C , , 丄 丄 
1 � f^  1 1 
c" + 丨 - 0 . IC , ,——C, , + 0. IC,,—— 
O “ o 丨 o 
‘L V ‘ ‘ /_ 厂 , \ / \ "1 
1 1 ( 1 1 
= — 1 + 1 C, - 1 0.1C, 
‘L V ‘ J V ‘ y _ 
� , \ / \ 
� 丄 1+ 1 - ~ - C,, - 1 - ~ - 0.1C, for C丨丨 > C,, 
0 0 ‘ 0 ” '人 
‘L V IJ V ’ y _ 
r / \ 
= 丄 1 + 0.9 1 - C, 
0 0 ‘ 
‘L V ‘ J 
� 丄 1 .45- 0.45 丄 for C, > 丄 
0 . | |0, | ‘ 2 
For 丄 1 . 4 5 - 0 . 4 5 — > 丄 
= > 2 < | 0 , | < 2 . 4 5 
.•、/⑴〉去 for|0, | = 2 • 
Lemma 4.4 
Let the parameter of transition probability a = \ , then T-.j{t) monotonically 
increases. 
Proof: For a = 1 and from (4.12), P{i\s) = T,^,,{t) 
P { j \ i ) is transition probability to the optimal path, hence, the probability to update 
an optimal path is /"(./• I/•)[『,",（/。）十/?(卜价",,（/。）C,.,] . On the other hand, the 
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probability to evaporate an optimal path is [1 - P { j I /)][r../ ( r j - pC^-Sr..^, (t^)]. From 
(4.4)，the pheromone trail update rate p = 1 for the optimal path e(i, j) and = 0.1 
for the rest of the paths connected to node / . 
Hence, T - . ^ ) follows: 
�a , ) = P U 1 ) + St丨“丨)C,] + [1 -厂(./• 1 / ) ] [ r " ‘ , ) 一 ( r „ _ , ) ] 
= V �丨 ) - r 真 丨 ) C " + 0 . 1 C , A / ( � ) ) r , " , ( , " _ i ) 
= � / ( “ f c , + 卜 O.IC,,-1：真、、C 丨j +0.1C, ,T真丨) 
= 、 / (。-丨)[1 + C" - 0 . I Q - ( c , , - 0 . I Q (,„—丨). 
f o i - C , . - 0 . 1 Q , � C | | - 0 . 1 C , : , 
=、丨(,"—I )[1 + 0.45(1 - r,", ))] for C , > 去 
which is the case when 
1 + 0.45(1-r,,,(r„_,))>l (4.13) 
=>『/"/(,"-丨）<1 
From propositions (1) and (2), the pheromone trail is bounded as 0 < r . < 1 . 
Consequently , (4.13) holds. 
Hence, 厂 丨 ） • 
Proposition 4 
Let the parameter of transition probability a = \ , due to the pheromone trail update 
and evaporation rule by a backward ant after each search and transition probability 
function, by choosing a sufficiently large t , it follows that: 
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� �i (4.14) 
Proof: Lemma (4.3) states that when a node degree is 2, for the optimal path 
• ( / ’ . / • )€ /*，the pheromone trail value is 丨⑴ > ^ by the pheromone trail update 
rule. On the other hand. Lemma (4.4) states that For any pheromone trail values in the 
optimal path with different numbers of a node degree, the pheromone trail value must 
monotonically increase. Hence, with the pheromone trail value bounded Q It丨丨(丨 < 1 
and a sufficiently large t , it follows that r..^(r) > ^ . • 
Theorem 1 
Due to the pheromone trail update and evaporation rule by a backward ant after each 
search and transition probability function, by choosing a sufficiently large t , for any 
value of a , it follows that: 
r , 身 I (4.15) 
aTi.i{t) + { \ - a ) { \ - c . . ) 
Proof: From (4.5), the transition probability is P{i I s) = ^； — • 
Proposition (3) states that � �去 for all a = 0 and Proposition (4) states that 
� �去 for all a = \. Since a transition parameters a is bound as < 1, 
with Propositions (3) and (4) and a sufficiently large t , 
for all 6^e[0,l]. • 
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Theorem 1 states that for any pheromone trail v a l u e , � , � ! ) > �a n d it is 
monotonic increase for a sufficiently large t. a is a transition parameter to determine 
the amount of forward ant to explore or exploit the paths. For a = 0, it is used to 
explore the paths and for a = 1, it is used to exploit the paths. 
C丨 
Since if <2 = 0，then /• I/) ~~. Hence, the transition probability is only 
/ V C ,�. 
determined by the local information c丨丨 g V/ without any previous pheromone trail 
experience by the Forward ant. Therefore, the forward ant is just exploring the paths. 
On the other hand, if a = \ , then P{i I s) = . Hence, the transition probability is 
only determined by the previous pheromone trail value (the previous experience) by 
the forward ant that is the global information for the network. Therefore, it is used to 
exploit the paths. 
For a = \ , the forward ant is used to exploit the paths, thus there is faster 
convergence. However, for a = 0, the forward ant is used to explore the paths, 
therefore it can discover faster that the load of the links have changed. As a result, 
there is a trade off between the exploration and exploitation of the paths. 
Lemma 4.5 
Consider the case in which the system is converged from a source node s to a 
destination node d with the lowest-cost path e^. At 广。，e, is congested then e丨 
be an optimal path such that 0 < ) < cie^) < 1, then, the expected rate that the 
algorithm updates an optimal path e- at least once is the following: 
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E{x) = P(i I 州去广-.�"-(',<")丨"-m�)i ( 4 . 1 6 ) 
Proof: If the trip time is shorter than the best trip time in the destination window, the 
pheromone trail update rate p is equal to 1’ then the pheromone trail value of path 
is updated. Let w,{i) be the trip time i of the destination window. Since all of 
the trip times are independent, the probability that the trip time is shorter than vt^ ,(/) 
is (去) .Hence, the probability for the trip time is shorter than all the trip times in the 
destination window is 广-.、'、',(''）.The transition probability P{i I s) is the 
probability of a source node s choosing a path e- to a node i . Hence, the 
probability to update the pheromone trail of path e?, is: 
For the expected rate that the algorithm updates an optimal path Cj at least once 
. . .£(x) = (l)P(vi^,(/)<vv'JW_sizei(^/)]) + (0)P(M^,(/)>vv,[W_sizei(^/)]) 
_ p ( j I Y)(丄)nv _.v,rt',"/)i[i-mv” • 
^ 2 
It should be noted that the average iterations R(x) for the algorithm updating an 
optimal path is 
R{x)=— (4.17) 
E � x ) 
For illustration, figure 4.1 shows that the changes of average iterations against 
the transition probability. The expected rates are general guidelines for the algorithm 
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finding an optimal path. For example, in accordance with figure 4.1, the curves are 
monotonic non-linear decreasing. When the transition probability increases, the 
average iterations will decrease non-1 inearly. It means that when a previous 
information ( r" ) and local information (1 - c,:,.) in transition probability increase, then 
the average iterations will decrease. Thus, a path is changed. 
—-—… ~“ ‘ ....  _.‘•_. 1 
i I 
25 ；- / ——— ; I  
I 
.5 _() • Degree=2 
麵’ [)egree=3 
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ra I ^  "xT — . 一 — I I "“ ——— - • ‘ ‘ ‘ 
'U X 
^ „ \ — — . . . . . — … — — 一 — 
, ― ― 
丨  I 一”—一. 
() ： I I I考"• I f I I I f I I I • 1 » I I I I I 1 i I I " I I I I I I ,!,,!,, t ,11 iii'i f f f ^ 年M ， t I I I \ I I I , 
Tninsuion Probabiliiy 
Figure 4, J The change of R(.x) with dijferenl average node Liegree against the transition probability for 
a simple network. 
There is a serious problem in mostly adaptive routing. The serious problem is 
that adaptive routing can become unstable when the network is heavily loaded. One 
part of the network may become congested. The adaptive routing shunts traffic away 
from the congestion, congesting another part of the network. The adaptive routing 
then moves the traffic back to the original route. This oscillatory behavior can persist 
indefinitely while the load remains heavy. 
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Our algorithm prevents quick oscillation. The expected rate in figure 4.1 
indicates that the algorithm has relatively slow adaptation. Slow adaptation is less 
vulnerable to looping and oscillation. Finally, what is slow to the network may be 
acceptably fast to a user. If the network is operating at relatively high speed, with an 
end-to-end delay of only 100ms, slow to the network may be one second, in this case 
ten end-to-end delays. This same one second would be a quite acceptable time in the 
network congestion, from the user's point of view, for the network to adjust to the 
presence of a large file beginning to transfer between two nodes and this slow 
adaptation keeps the network robust for less vulnerable to looping and oscillation. 
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Chapter 5, Evaluation and Experimental Results 
5.1 System model 
In this section, we conduct the simulations to evaluate LSMRP. We implement 
LSMRP using the Network Simulator (NS) and compare the result with the existing 
implementations of the source-based trees (DVMRP). There are two objectives for the 
simulations. First, the simulations compare the difference between source-based trees 
and LSMRP. Second, the simulations examine the performance of the members 
update mechanism. 
In more detail, the simulations examine the performance of the following three 
types of protocols. 
LSMRP-1. This version of routing will construct the lowest-cost path tree with 
the members update mechanism. 
LSMRP-2. This version of routing will only construct the lowest-cost path tree, 
except that the update mechanism is ignored. 
Source Based Trees. DVMRP is a multicast routing protocol which employs 
reverse-path forwarding and broadcast-and-prune to send the multicast packets over a 
communication network. 
The performance measurements that are usually taken into account are packets 
received, average throughput and total packet loss. The first measurement illustrates 
the adaptation that the algorithm has been able lo change in a certain amount of time. 
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The second one quantifies the quantity of service that the network has been able to 
offer in a certain amount of time, while the last measurement defines the quality of 
service that the exact packets loss in that certain amount of time. Three parameters 
used to evaluate algorithms performance, they are: 
Packets Received. The total number of packets received successfully during a 
certain time interval (0.5 seconds). 
Average Throughput. The average ratio of packets routed successfully during the 
whole simulation period. 
avgjhroughput = Number of packets received , ^^^^^ (5」） 
Total packets sent 
Total Packet Loss. The total packet loss during the whole simulation period. 
Total packet loss = Total packet sent - Number of packets received (5.2) 
For each run of the experiment, every experiment comprised of different 
percentages of randomly selected multicast members is created. We obtain results for 
different multicast group sizes, different network sizes and different delay constraints. 
The simulations experiment with various delay constraints: x2, x5, xlO and x20 (i.e.: 
x2 is a delay constraint for 2 times the best end-to-end transmission time from a 
source to a member). 
Five networks were used as models: 6-node ring (figure 5.1a), 8-node network 
(figure 5.1b), 5*5 grid network (figure 5.2), the NSFNET network (figure 5.3) and the 
ARPANET network [49] (figure 5.4). Assume duplex links are used in the network 
topology. If there is a simplex link from node 1 to node 2, there must be a reverse 
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simplex link from node 2 to node 1. 
6-node ring, 8-node network and 25-node grid were used to show the 
load-sensitive performance, where s is a multicast source and d are the receiver. 
The 6-node ring had two alternative paths to the destination, while the 8-node network 
had three alternative paths to the destination. The 25-nocle grid further showed the 
load-sensitive performance in different average degree in the network where the red 
line is the unicast transmission from node 1 to node 4. 
NSFNET and ARPANET are two real network topologies. NSFNET 
demonstrated the protocols performance in a small sized network, while ARPANET 
demonstrated the performance in a large sized network. NSFNET consists of 14 nodes 
and 21 bidirectional links. (Figure 5.3 shows the network with links delay in [ms]). 
ARPANET consists of 48 nodes and 68 bidirectional links. For both networks, the 
bandwidth of the links is 1.5 Mbps and some links transmit unicast packets modeling 
the case of Constant Bit Rate (CBR) with the rate 800kbps. Also, the multicast 
packets model the case of CBR with the rate 1Mbps. 
(a) (b) 
Figure 5. I (a) 6-node ring, (h) 8-node simple graph. 
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Figure 5. 2 (a) 2.24 average degree of 5^5 grid, (h) 2.8 average degree grid and (c) 3.2 average 
degree of 5*5 grid. 
Figure 5. 3 NSFNET 
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Figure 5. 4 ARPANET 
5.2 Result 
5.2.1 Packets received 
In this section, we measure the total packets received by all receivers in the 
multicast group every 0.5 seconds. The total received packets illustrate the adaptive 
performance. Figures 5.5-5.7 compare the effect of congestion. Three graphs show 
congestion in a different time. Figure 5.5 illustrates the congestion occurring in the 5 
seconds before the multicast packet was transmitted, while figure 5.6 illustrates the 
congestion that occun.ed at the time of the multicast packet transmission. Figure 5.7 
shows the congestion that occurred in the 5 seconds after the multicast packet was 
transmitted. All three graphs show that LSMRP has a higher transmission rate than 
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D V M R P in all situations. Figures 5.5 and 5.6 show that LSMRP detects the congested 
link and uses alternative paths to avoid congestion. In figure 5.7，LSMRP-1 has better 
performance than LSMRP-2 and DVMRP, since LSMRP-1 continues to update the 
multicast tree to improve performance. LSMRP-1 shows a fluctuation because 
LSMRP-1 constantly selects a low-cost path among all traffic links. When the path is 
congested, LSMRP-1 selects another path, thus, a fluctuation occurs. 
Packets received 
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Figure 5. 5 Packet received in all receivers against time. The unicast packets transmit at time 5 second 
with IA Mhps, while the multicast packets transmit at time JO second with 1Mbps. 
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Packets received 
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Figure 5. 6 Packet received in all receivers against time. The unicast packets and multicast packets 
transmit at time 5 second with 1.4 Mbps and JMhps respectively. 
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Figure 5. 7 Packet received in all receivers against time. The unicast packets transmit at time 10 
second with 1.4 Mbps, while the multicast packets tvausmit at time 5 scconci with J Mbps. 
5.2.2 Throughput 
In this section, we measure the average throughput for each source-member pair. 
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Figures 5.8 and 5.9 show the average throughput against the traffic load of link. 
Figures 5.8 and 5.9 illustrate the difference of average throughput between two 
alternative paths (figure 5.8) and three alternative paths (figure 5.9). For DVMRP, the 
average throughput degrades sharply after 70%. For LSMRP-2, the average 
throughput degrades after 90%. For LSMRP-1, it has the best performance, the 
average throughput degrades after 130%. This is because LSMRP-1 has an update 
mechanism to detect a new feasible path. Compared with figures 5.8 and 5.9, DVMRP 
improves nothing for more alternative paths. LSMRP-2 improves more for more 
alternative paths, the unicast packet can detect a new feasible path even though the 
multicast routing does not have an update mechanism. Figure 5.10 illustrates the 
improvement for more alternative paths. For this simple network, the performance 
between two and three alternative paths does not improve significantly, since 
LSMRP-1 already detects a feasible path in the 6-node ring. 
Figures 5.11-5.14 illustrate the average throughput against the transmission rate 
for different average degrees. Figure 5.11 illustrates the average throughput without 
the unicast transmission in 2.24 average degrees, figure 5.11 shows that the 
performances between three protocols are almost the same. However, figure 5.12 
illustrates the average throughput with the unicast transmission in 2.24 average 
degrees. LSMRP-1 shows higher throughput compared with the other two protocols. 
Figures 5.12-5.14 illustrates the average throughout in different average degrees. 
Figure 5.15 illustrates the performance of LSMRP-1 in different average degrees. 
When average degrees increase, the throughput performances are improved, 
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especially after 100% network load. 
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Figure 5. 8 Average throughput in 6-iu)cle ring against the load of link 
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Figure 5. 9 Avercif^e throughput in 8-no(le network against the load of link 
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Figure 5. 10 Average thwughpiU against the load of link 
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Average throughpui with degree 2.24 
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Figure 5. 12 Average throughput against different transmission rate in average degree 2.24 in 5*5 grid 
network with an unicast packet transmitted. 
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Figure 5. J3 Average throughput against different transmission rate in average degree 2.8 in 5*5 grid 
network with cm iiuicast packet ircinsmitted. 
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Average throughput with deyi.ee 3.2 
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Figure 5. J5 Average throughput against different ircinsniission rate in different average degree in 5 * 5 
grid network with an unicast packet tmnsmitted. 
The experiment results for NSFNET with different constraints are shown in 
figures 5.16-5.19. In figure 5.16, LSMRP-1 and LSIVlRP-2 provide approximately 
60% better throughput than DVMRP in small size network with a low constraint. This 
91 
L o a d - S e n s i t i v e Mult icast Roii l ing Protocol -- L S M R P 
phenomenon occurs because LSMRP applies a load-sensitive unicast routing, 
therefore unicast packets and multicast packets may be separated in different paths. 
Moreover, the high overhead of DVMRP also affects the throughput. NSFNET is a 
small sized network, both LSMRP-1 and LSMRP-2 are similar due to the smaller 
number of alternate paths available in the NSFNET, thus LSMRP-1 only has a slightly 
better throughput in figure 5.16. 
In figure 5.17’ the average throughput is improved in all three routing protocols. 
LSMRP-1 shows a better throughput throughout the experiment. In figure 5.17, a 
fluctuation is showed in LSMRP-1. This phenomenon occurs because some randomly 
selected multicast members have a larger number of alternate paths available to 
prevent congestion. As a result, the update mechanism of LSMRP-1 increases the 
average throughput. When the constraints are increased, less fluctuation occurs, since 
a large amount of packets are accepted by the multicast members. 
In figures 5.18-5.19, the average throughputs in a high range of constraints (lOx 
and 20x) are illustrated. This data clearly illustrate the advantage of load-sensitive 
routing: it processes up to 80% throughput in different sizes of multicast groups. In 
figures 5.18-5.19, we observe that, in a small multicast group with the update 
mechanism, LSMRP-1 shows the best throughput performance among the three 
routing protocols. The difference in the average throughput between LSMRP-1 and 
DVMRP is approximately 20% in figure 5.19. 
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Throughpul o\ 2x in NSFNET 
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Figure 5. 16 Average thwughpiit with 2x constraint in NSFNET. 
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Figure 5. 17 Average throughput with 5.v constraint in NSFNET. 
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ThroLighpLU of lOx in NSHNET 
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Throuohpui of 20x in NSFNET 
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Figure 5. 19 Average thnmghpnt with 20x constraint in NSFNET 
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LSMRP in clitTerenl conslrainis 
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Figure 5. 20 Average throughput in different constraint of LSMRP-J in NSFNET. 
Throughput indifferent constraints in ARPANET 
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Figure 5. 21 Average tliroiigli 丨mt in different constraint of LSMRP-1 in APR NET 
In figures 5.20-5.21, the average throughput for LSMRP-1 with different 
constraints in NSFNET and ARPANET are illustrated. There is also an interesting 
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phenomenon in these experiment results: ARPANET has more fluctuations than 
NSFNET. The essential reason is I hat more alternate paths available in ARPANET. 
Although, the average node degree of NSFNET and ARPANET are similar, 
ARPANET is a large size of network with more sub-paths available. Some randomly 
selected multicast group members have the larger number of alternate paths available, 
therefore more fluctuation occurs in APRANET. However, the throughput with 20x 
constraint in NSFNET has a slight improvement over APRANET because a large size 
of network has a higher probability of packet loss. 
In figures 5.22-5.25, the average throughputs with a large size of network 
ARPANET are illustrated. More fluctuation occurs in a small range of constraints 
because the multicast members reject many packets after a long waiting time in each 
intermediate node. In figures 5.22-5.25, LSMRP-1 provides better average throughput 
for various mullicasi members. 
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Figure 5. 2 2 Average thwughput with 2x constraint in ARPANET. 
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Throughput of 5x 
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Figure 5. 23 Average throughput with 5x constraint in ARPANET. 
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Figure 5. 24 Average throughput with J Ox constraint in ARPANET. 
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Figure 5. 2 5 Average thwughpiii with 20x constraint in ARPANET. 
5.2.3 Packet Loss 
In this section, we measure the total packet loss for each source-member pair. 
Figures 5.26 and 5.27 illustrate the total packet loss between two alternative paths and 
three alternative paths. In figures 5.26 and 5.27, LSMRP-1 shows almost constant 
packets loss before 130% network load. Also, LSMRP-1 shows little packets loss for 
more alternative paths. However, since DVMRP does not perform load-sensitive 
routing, more and more packets loss when traffic links are congested. 
Figures 2.28-2.30 illustrate the total packet loss between different average degree 
against the network load. In figure 2.28, LSMRP-1 shows constant packets loss before 
1.4 Mbps transmission and increase with the same rate as LSMRP-2 and DVMRP. 
However, when the average degree increases, as in figures 2.29 and 2.30, the packets 
loss rate of LSMRP-1 increases slower than others two protocols. 
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Packet Loss in 6-ncxle ring 
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Figure 5. 26 Total packet loss in 6-iwde ring against the load of link. 
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Figure 5. 27 Total packet loss in H-mnle network ai^ainst the load of link. 
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Figure 5. 28 Total packet loss in average degree 2.24 of 5*5 grid network with unicast data 
transmitted, 
Touil packets loss wiih degree 2.8 
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Figure 5. 29 Total packet loss in average degree 2.8 of 5 气5 grid network with unicast data transmitted. 
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Figure 5. 30 Total packet loss in average degree 3.2 of5''5 grid network with unicast data transmitted. 
The experiment results for NSFNET with clifferenl constraints are shown in 
figures 5.31-5.34. In figure 5.13, LSMRP-1 and LSMRP-2 have approximately 2,000 
packets lost in different sizes of multicast groups. Since DVMRP is a static routing, 
the number of packets lost is increase monotonically. However, LSMRP is a dynamic 
routing, it can avoid some heavy load of links, therefore the number of packets lost 
can be lower and remain constant when the size of the multicast group is increased. In 
figures 5.33-5.34, LSMRP-1 has a smaller number of packets lost. We observe that, in 
a high range of constraints (lOx and 20x), the average packets lost is approximately 
below 500 packets. 
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Packet Loss of 2x in NSFNET 
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Figure 5. 31 Total packet loss with 2x constraint in NSFNET. 
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Figure 5 . 32 Total packer loss with 5x constraint in NSFNET 
102 
Load-Sens i t ive Multicast Roiiling Protocol -- LSMRP 
Packcl 1.0SS o n Ox in NSFNET 
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Figure 5. 33 Total packet loss with I Ox constraini in NSFNET. 
Packet Loss of 20x in NSFNET 
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Figure 5. 34 Total packet loss wifli 2Ox constraini in NSFNET. 
In figures 5.35-5.38, the total packet-loss with a large size of network ARPANET 
is illustrated. The total packet loss of DVMRP increases inonotonically in a large size 
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of network. On the other hand, more fluctuations for both LSMRP-1 and LSMRP-2 
occur with a lower range of constrainls (2x and 5x). For a large sized network 
ARPANET, the packets have a high average hop distance to the receivers, therefore 
the packets have a high chance to be lost in an intermediate node. As a result, more 
fluctuations occur. Compared with the result in NSFNET, ARPANET has a high 
average hop distance between a source-receiver pair, therefore in Figures 5.35-5.38, 
the total packet loss is no longer a constant. 
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Figure 5. 35 Total packet loss with 2.\ constrain! in ARPANET. 
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Packet Loss of I Ox 
2 0 0 0 0 — — —..."――•；"•" 
18000 T ~ 1 
. . •赢 i 
16000 — 
^ 14000 ！ 
I 12000 丨 I L S M R P T 
^o 10000 — —.. ：：；•, — i - - LSMRP-2 
I 8(XX) -： ^ / : DVMRP 
4000 ^ ^ ^ 
2000 1 
0 r v - ' T ^ , ..I . ‘ ‘ ‘ ‘ ‘ 
10 20 30 40 50 60 70 80 90 
% of multicast members 
Figure 5. 37 Total packet loss with I Ox constraint in ARPANET. 
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Packet Loss of 20x 
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Figure 5. 38 Total packet loss with 20.k constraint in ARPANET. 
As expected, LSMRP-1 shows significantly better results than DVMRP. In 
general, under different constraints, experiment results clearly show that: 1) the 
load-sensitive routing possesses a higher throughput performance; 2) the update 
mechanism of LSMRP-1 has a better performance in a high average node degree 
network. 
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Chapter 6. Conclusion 
Designing an effective and practical algorithm for load-sensitive Internet 
multicast rouling has been a novel idea. The primary challenge is to design an 
efficient and stable algorithm that also meets the primary design goals of robustness, 
and simplicity. In this work we have proposed LSMRP - a new, novel solution to the 
problem of routing multicast packets — and have showed its superior performance in 
terms of high success probability in di�ferem level of delay constraints and low 
message overhead and it meets all these goals. We evaluated LSMRP through a 
combination of theoretical upper and lower bound analysis and a convergence 
analysis. LSMRP is simple, based on a simple multicast ant to detect and construct a 
multicast tree. LSMRP is fast, without any complicated computation for the multicast 
tree. LSMRP is efficient, with continuous updating of the multicast tree. However, 
there are still several open questions and fiilure research directions. 
6.1 Future work/ open questions 
LSMRP combines several link parameters for the link cost calculation. LSMRP 
detects the network load with delay and bandwidth of link for load-sensitive routing. 
When particular constraints exist in the same multicast group as QoS routing, LSMRP 
was slightly less favorable for one constraint. It would be interesting to introduce 
multiple routing tables for differeni constraints. Furthermore, it would be interesting 
to consider reducing the complicated process for constructing a multicast tree with 
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multiple routing tables. 
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