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Abstract
In this paper, we present CHOMP (Covariant Hamiltonian Optimization for Motion Planning), a
method for trajectory optimization invariant to reparametrization. CHOMP uses functional gradient
techniques to iteratively improve the quality of an initial trajectory, optimizing a functional that
trades off between a smoothness and an obstacle avoidance component. CHOMP can be used to
locally optimize feasible trajectories, as well as to solve motion planning queries, converging to low-
cost trajectories even when initialized with infeasible ones. It uses Hamiltonian Monte Carlo to
alleviate the problem of convergence to high-cost local minima (and for probabilistic completeness),
and is capable of respecting hard constraints along the trajectory. We present extensive experiments
with CHOMP on manipulation and locomotion tasks, using 7-DOF manipulators and a rough-terrain
quadruped robot.
1 Introduction
We propose a trajectory optimization technique for motion planning in high-dimensional spaces. The
key motivation for trajectory optimization is the focus on producing optimal motion — incorporating
dynamics, smoothness, and obstacle avoidance in a mathematically precise objective. Despite a rich
theoretical history and successful applications, most notably in the control of spacecraft and rockets,
trajectory optimization techniques have had limited success in motion planning. Much of this may be
attributed to two causes: the large computational cost for evaluating objective functions and their higher
order derivatives in high-dimensional spaces, and the presence of local minima when considering motion
planning as a (generally non-convex) continuous optimization problem.
Our algorithm CHOMP, short for Covariant Hamiltonian Optimization for Motion Planning, is a
simple variational strategy for achieving good trajectories. This approach to motion planning builds on
two central tenets:
• Gradient information is often available and can be computed inexpensively.
Robot motion planning problems share a common objective of producing smooth motion while
avoiding obstacles. We formalize this notion in terms of two objective functionals: a smoothness
term Usmooth[ξ] which captures dynamics of the trajectory, and an obstacle functional Uobs[ξ]
which captures the requirement of avoiding obstacles and preferring margin from them.
We define the smoothness functional naturally in terms of a metric in the space of trajectories.
By doing so, we generalize many prior notions of trajectory smoothness, including springs and
dampers models of trajectories [61]. Each of these prior notions are just one type of valid metric in
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Figure 1: From left: CHOMP running on the Willow Garage PR2, CMU ARM-S Andy, LittleDog, and
HERB platforms. The top row illustrates the simulation environments and planned trajectories, and the
bottom row demonstrates real-world experiments executing the planned trajectories.
the space of trajectories. With this generalization, we are able to include higher-order derivatives
or configuration-dependent metrics to define smoothness.
The obstacle functional is developed as a line integral of a scalar cost field c, defined so that it is
invariant to re-timing. Consider a robot arm sweeping through a cost field, accumulating cost as
is moves. Regardless of how fast or slow the arm moves through the field, it must accumulate the
exact same cost.
As a consequence, the two functionals are complementary: the obstacle functional governs the
shape of the path, and the smoothness functional governs the timing along the path.
The physical intuition of an arm sweeping through a cost field, hints at a further simplification.
Instead of computing the cost field in the robot’s high-dimensional configuration space, we compute
it in its workspace (typically 2-3 dimensional) and use body points on the robot to accumulate
workspace cost to compute Uobs[ξ]. By framing the obstacle cost in terms of obstacle distance fields
in the robot’s workspace, we are able to exploit several recent innovations in the computation of
Euclidean Distance Transforms (EDT). With this, we are able to compute functional gradients
efficiently for complex real-world scenes (Sec. 4) to enable online replanning.
• Trajectory optimization should be invariant to parametrization. Our central tenet is
that a trajectory is a geometric object unencumbered by parametrization. We treat it as a point
in a possibly infinite dimensional space (here, a Hilbert space, but easily generalizable to a Rie-
mannian manifold, see Sec. 3). Invariance guarantees identical behavior independent of the type
of parametrization used, and ensures the algorithms we chose respect the underlying problem
geometry.
This motivates our choice of variational methods for optimization. Here, a trajectory ξ is expressed
a function, mapping time t to configurations q, for example, and the optimization objective U is
expressed as a functional: a function U[ξ] of the trajectory function ξ. The functional gradient
is then the gradient of the functional U with respect to the trajectory ξ, another geometric term.
The metric structure of the trajectory space enables us to precisely define perturbations of the
trajectory in terms of the endowed norm. This gives us a clearly defined rule for modifying the
gradient making it covariant to reparametrization.
Like other optimization techniques for non-convex objectives, functional gradient optimization will
descend to a local minimum. We use the Hamiltonian Monte Carlo (HMC) algorithm to perturb the
minimal trajectory to restart the process, as well as to provide a sampling procedure for a natural
distribution over trajectories. In keeping with our central tenet, HMC is made parametrization invariant,
and adds a momentum term, to perturb the trajectory out of its current basin of attraction (Sec. 5).
Imagine the trajectory to be a ball sliding in an uneven landscape. Instead of a random restart, which
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would pick up the ball from its local minimum and randomly place it elsewhere, HMC gives the ball a
little kick of momentum, pushing it out of its current basin to explore elsewhere.
Our machinery also allows us to generalize our algorithm to constraints on the entire trajectory
which, like keeping a coffee mug upright, are crucial in robotics applications. We show in Sec. 6 how
the constrained functional gradient can be naturally formulated as an unconstrained step to minimize
the objective followed by a Newton’s method-style descent back on to the constraint manifold. For the
specific case of goal manifolds, for example those induced by the rotational symmetry of objects for
grasping, this reduces to a simple and efficient update that makes the algorithm faster still in practice.
CHOMP has been successfully implemented on several robotic platforms (Fig. 1) including the HERB
1.0 and 2.0 mobile manipulation platforms [72], the LittleDog quadruped [84], Carnegie Mellon’s Andy
Autonomous Robotics Manipulation-Software (ARM-S) platform, and the Willow Garage PR2 robot.
In our research on these platforms, we have come to see CHOMP as the planning algorithm of first
resort, surpassing randomized planners in performance for typical problems. We describe our extensive
experiments in several different simulated environments with varying clutter, comparing CHOMP with
the bidirectional RRT and RRT* algorithms in Sec. 7 and our experience with running CHOMP on the
LittleDog platform in greater detail in Sec. 8.
Our experience and successes with implementing CHOMP on several robot platforms suggests that
many real-world problems are, in fact, not hard to solve, especially with gradient information. For
example, although LittleDog traversed extremely challenging terrain, nearly all terrains shared the com-
monality that moving a foot upward could remove it from collision. This simple gradient information is
automatically conveyed to CHOMP via the obstacle functional. Likewise, most ARM-S tests involved
objects placed on a table. Here again, moving up sufficiently above the table succeeds in getting the
robot out of collision. In both cases gradient information makes a seemingly tricky motion planning
problem relatively easy to solve.
Without question, trajectory planning methods – even with the probabilistically complete general-
ization we present – are not a panacea. They play a limited role in high-dimensional motion planning,
and we would not advocate them as a complete solution for robotics problems. Rather, we propose that
such techniques play a complementary role by solving simple problems quickly and effectively, and acting
to smooth and improve the results of other techniques locally. Our focus on understanding the structure
and geometry of motion planning problems in the real world, and developing a set of algorithms that
respect natural parametrization invariances has enabled us to demonstrate good and fast performance
on many problems.
2 Prior Work
The problem of high dimensional motion planning has been studied in great detail over the last several
decades. We discuss below several types of approaches and their relationship to CHOMP.
2.1 Sampling-Based Planning
Sampling based approaches have become popular in the domain of high-dimensional motion planning,
including manipulation planning. Seminal works by Barraquand and Latombe [3] and others demon-
strated solvers for impressively difficult problems. The Probabilistic Roadmap (PRM) and Expansive
Space Trees [33] methods were shown to be well-suited for path planning in C-spaces with many degrees
of freedom [41], and with complex constraints, including kinodynamic [9, 32, 44, 46]. Rapidly-exploring
Random Trees (RRT) [50] have also been applied to differential constraints, and were shown to be
successful for general high-dimensional planning [47].
These approaches typically work in a two-step fashion: first a collision-free path is discovered without
regard for any measure of cost, and then it is improved by applying certain heuristics. One popular
approach is the so-called “shortcut” heuristic, which picks pairs of configurations along the path and
invokes a local planner to attempt to replace the intervening sub-path with a shorter one [11, 40].
Methods such as medial axis and “partial” shortcuts have also proven effective [28].
Randomized approaches are understood to be probabilistically complete [50], but capable of solving
many challenging problems quite efficiently [7]. Such approaches typically do not explicitly optimize
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an objective function, although Karaman and Frazzoli [39] suggest such optimization in the asymptotic
sense. As the sampling-based planners became increasingly well understood in recent years, it was
suggested that randomization may not, by itself, account for their efficiency [51]. Branicky et al. [7]
show that quasi-random sampling sequences can accomplish similar or better performance than their
randomized counterparts.
The method proposed here represents a departure from this motion planning paradigm in that sam-
pling is performed directly in the space of trajectories, and numerical optimization is performed explicitly
given the relevant measures of optimality. A complementary sampling process attempts to achieve a sim-
ilar degree of exploration to that attainable by classical sampling based methods.
Similar to sampling based and search based methods [53], CHOMP may benefit from pre-computed,
compositional representations of the environment [6, 29, 54]. Efficient hierarchical representations have
also been proposed by Faverjon [24], Quinlan [60] and others. It is also straight-forward to pre-compute
accurate, high-resolution distance fields and gradients for the known objects in the environment. The
computer graphics community has developed an array of high-performance methods for computing dis-
tance fields and proximity queries for arbitrary meshes, including parallelized algorithms implemented
using graphics hardware [23, 48, 71, 73]. Recent methods are capable of processing dynamic scenes in
real-time. The performance of the CHOMP algorithm can be trivially improved by leveraging these
complementary research efforts.
2.2 Resolution Complete Approaches
Although na¨ıve application of A* is typically unsuitable for high-dimensional planning problems, current
research has made advances in applying forward search to systems with many degrees of freedom. Until
recently, a major problem with A* and related algorithms had been that admissible heuristics result in
examination of prohibitively large portions of the configuration space, whereas inflated heuristics cause
significantly suboptimal behavior. Likhachev et al. [52] present a framework for efficiently updating an
A* search while smoothly reducing heuristic inflation, allowing resolution complete search in an anytime
fashion on a broader variety of problems than previously computable. Additional work has examined
inducing smoother motion while reducing the cardinality of the action set [13], as well as re-using partial
plans discovered by past searches [59].
The choice of discretization made by these approaches presents a clear contrast with CHOMP. While
resolution complete approaches necessarily discretize states, actions, and time, CHOMP allows states to
vary continuously. We believe this is a key benefit insofar as gradient information from the workspace
can be used to continuously deform trajectories around obstacles, and trajectory smoothness is directly
related to the resolution of the underlying state and action discretizations in the resolution complete
setting. Again, we stress that CHOMP is not suitable for all tasks. Difficult problems featuring bot-
tlenecks and other such “narrow passages” may indeed require complete planners; however, we believe
that CHOMP is well suited for solving the types of problems described in sections 7 and 8.
2.3 Trajectory Optimization
A number of numerical trajectory optimization techniques have also been applied in this domain. Khatib
[43] pioneered the application of the artificial potential field for real-time obstacle avoidance. The
method’s sensitivity to local minima has been addressed in a range of related work. Analytical navigation
functions that are free of local minima have been proposed for some specific environments by Rimon
and Koditschek [67].
Quinlan and Khatib [61] further extended numerical methods in motion replanning by modeling the
trajectory as a mass-spring system, an elastic band, and performing replanning by scanning back and
forth along the elastic, while moving one mass particle at a time. An extensive effort is made to construct
a model of the free space, and the cost function contains terms that attempt to control the motion of
the trajectory particles along the elastic. Brock and Khatib [8] further extend this technique. Much of
the complexity of explicit simulation of physical quantities is alleviated by the method proposed herein
via covariant gradient descent, introduced by Ratliff et al. [65]. Obstacles are considered directly in the
workspace of the robot, where the notions of distance and inner product are more natural.
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Kalakrishnan et al. [38] apply motion sampling techniques in a context similar to ours. Their method,
STOMP, obtains gradient information using trajectory samples. In contrast, our approach exploits the
availability of the gradient. Our assumption that it exists is satisfied in most relevant cases and does
not hinder the application of the method in a variety of relevant contexts, such as collision avoidance
and workspace constraint satisfaction, as we demonstrate later on.
Functional gradient based approaches have also been studied by Zˇefran et al. [79] in the context
of motion planning for systems in which the dynamic equations describing the evolution of the system
change in different regions of the state space. They utilize a control theory point of view and focus on
the planning of open loop trajectories that can be used as nominal inputs for control.
2.4 Objective Learning
A number of methods approach difficult, high-dimensional planning problems by learning the structure
of the objective function in order to simplify the problem. Dalibard and Laumond [15] use PCA to
discover promising directions for exploring an RRT. Vernaza and Lee [78] propose a method, similar
to block-coordinate descent in finite-dimensional optimization, that optimizes a trajectory over a lower-
dimensional subspace while leaving other dimensions intact. While our approach also lends itself well to
learning techniques by virtue of its formal mapping between planner parameters and its performance,
it does not make any assumptions on the structure of the objective function and therefore can perform
well even in the cases where other techniques that rely on structure would not be readily applicable.
CHOMP, nevertheless, can exploit the parameter-performance mapping to train the cost function in a
manner reminiscent of imitation learning techniques [62, 63].
Jetchev and Toussaint [35] seek to train a regressor to predict trajectories given information about
a problem instance. Here, problem instance denotes a combination of task-specific information, such as
initial and goal poses, and environment information, such as a coarse occupancy grid enumerating free
workspace. The authors show that informed predictions greatly boost the performance and convergence
time of optimization algorithms. Although the authors in this case used a variety of other optimizers such
as DDP [55], AICO [77], and RPROP [34], we view the trajectory prediction research as complementary
in that it establishes that informed priors can overcome local minima and trade-off oﬄine learning for
online optimization.
2.5 Optimal Control
CHOMP is also related to optimal control of robotic systems. Instead of focusing on computing feasible
paths, however, our goal is to directly construct trajectories which optimize over a variety of dynamic
and task-based criteria. Few current approaches to optimal control are equipped to handle obstacle
avoidance, though. Differential dynamic programming [55] is a popular approach in this category and
has been applied to a number of complex systems. The techniques presented herein may enable such
methods to naturally consider obstacle avoidance as part of optimizing the control. We also note that
by virtue of avoiding the explicit computation of second-order dynamics, CHOMP is likely to be more
efficient in many relevant scenarios.
In some similarity to the proposed approach, ILQG [75] uses quadratic approximations to the objec-
tive function and is able to incorporate nonlinear control constraints. However, many high-dimensional
planning problems, such as in manipulation, pose computational challenges to such methods. Moreover,
ILQG and similar approaches design an affine feedback control law, whereas CHOMP owes much of its
runtime efficiency to producing a single trajectory that satisfies constraints.
Other optimal control approaches, such as [70], require a description of configuration space obsta-
cles, which can be prohibitive to create in the context of high-dimensional planning problems. Many
optimal controllers which do handle obstacles are framed in terms of mixed integer programming, which
is known to be an NP-hard problem [69]. Approximate optimal algorithms exist, but so far, only con-
sider very simple obstacle representations. As our results illustrate, CHOMP demonstrates attractive
computational efficiency and convergence even in cluttered obstacle environments.
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3 Theory
CHOMP is designed to produce high quality trajectories for complex robotic systems with many degrees
of freedom which are both smooth—eliminating unnecessary motion—and collision free. Our goal was
to develop an algorithm that produces short, dynamically sound (low acceleration and jerk) trajectories
efficiently in a way that is not affected by the arbitrary choice of trajectory representation. CHOMP
satisfies these properties and can be viewed as a generalization of earlier work leveraging analogies to
masses, springs, and repulsive forces in trajectory optimization developed in e.g., [8, 60]
In this work, we consider a trajectory ξ : [0, 1] → C ⊂ Rd as a smooth function mapping time to
robot configurations.1 Since ξ is a function, any objective criterion that we may like to optimize is
best represented as an objective functional U : Ξ → R which maps each trajectory ξ in our space of
trajectories Ξ to a real number. Ideally, we want our objective to account for obstacle proximity or
collision criteria as well as dynamical quantities of the trajectory such as smoothness.
Our approach, which we discuss in detail in Section 3.3, is to define the mathematical properties
of our space of trajectories (quantities such as norm and inner product) and our objective functional
entirely in terms of physical aspects of the trajectory so that mathematical objects and calculations (e.g.
gradients and algorithmic convergence criteria) depend only on the physics of the trajectory and not on
subtle representational nuances of the problem. Leveraging the idea of covariance to reparametrization
from Riemannian geometry (see [30]) we derive CHOMP as a steepest descent optimization algorithm
that in principle operates directly on the trajectories themselves, and not on particular representations
of those mathematical objects. Changing trajectory parametrization, therefore, does not change the
algorithm’s behavior.
In practice, we work with a simple discretized waypoint representation of the trajectory for its
computational efficacy. By design, the covariant notion of gradient ensures that the behavior of our
implementation, modulo approximation error induced by the reduction to finite-dimensions, closely
matches the theoretically prescribed behavior.
In addition to this representational invariance, another key contribution of CHOMP is the use of
workspace gradient information to allow obstacles to “push” the robot into collision free configurations.
Approaches to trajectory optimization traditionally rely on separate planners to find a feasible trajec-
tory first before attempting any optimization [49]. CHOMP, however, uses this workspace gradient
information to find solutions even when the initial trajectory is infeasible.
CHOMP can be conceptualized as minimizing an objective over a set of paths through the workspace,
all jointly constrained by the configuration space trajectory and the robot kinematics, along with a
potential measuring the size of the configuration space trajectory itself. In this view, and each path
corresponds to the motion of a single point u on the robot’s body, and the objective function acts to
push these workspace paths away from obstacles. See Fig. 2 for an illustration.
3.1 The Objective Functional
Our objective functional separately measures two complementary aspects of the motion planning prob-
lem. It first penalizes a trajectory based on dynamical criteria such as velocities and accelerations to
encourage smooth trajectories. Simultaneously, it penalizes proximity to objects in the environment to
encourage trajectories that clear obstacles by a prescribed amount. We denote these two terms in our
presentation as Fsmooth and Fobs, respectively, and define our objective simply as their weighted sum:
U[ξ] = Fobs[ξ] + λFsmooth[ξ]. (1)
As stated above, the trajectory ξ is a function mapping time to robot configurations. In this section we
assume the initial configuration ξ(0) = q0 and final configuration ξ(1) = q1 are fixed, although Section
6 relaxes this assumption to allow the final configuration to lie anywhere on a smooth manifold of goal
points.
1We consider time to range from 0 to 1 here without loss of generality. Dilating the time by some constant factor
changes the updates only by scaling the gradient contribution from Fsmooth by a constant factor. One can interpret this
scaling factor as absorbed into our trade-off parameter λ.
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Figure 2: Trajectory optimization for a robot can be considered as minimizing a potential over a set of
workspace paths which are jointly constrained by the robot kinematics. Left: CHOMP seeks to minimize
the obstacle potential c(x), where x(ξ(t), u) is a workspace position indexed by the configuration ξ(t) at
time t and robot body position u. Right: A single body point x(ξ(t), u) is examined, and its velocity x′
is shown, along with the minimum distance to an obstacle D(x), and the gradient of the collision cost
at the body point ∇c(x), with orthogonal projection to the trajectory c⊥.
Fsmooth measures dynamical quantities across the trajectory such as, for example, the integral over
squared velocity norms:
Fsmooth[ξ] =
1
2
∫ 1
0
∥∥∥∥ ddtξ(t)
∥∥∥∥2 dt (2)
Our theory extends straightforwardly to higher-order derivatives such as accelerations or jerks, although
we simplify the notation and presentation here by dealing only with squared velocities.
While Fsmooth encourages smooth trajectories, the objective’s other term Fobs, encourages collision
free trajectories by penalizing parts of the robot that are close to obstacles, or already in collision. Let
B ⊂ R3 be the set of points on the exterior body of the robot and let x : C×B→ R3 denote the forward
kinematics, mapping a robot configuration q ∈ Q and a particular body point u ∈ B to a point x(q, u)
in the workspace. Furthermore, let c : R3 → R be a workspace cost function that penalizes the points
inside and around the obstacles. As discussed in Section 3.4 we typically define this workspace cost
function in terms of the Euclidean distance to the boundaries of obstacles.
Accordingly, the obstacle objective Fobs is an integral that collects the cost encountered by each
workspace body point on the robot as it sweeps across the trajectory. Specifically, it computes the
arc length parametrized line integral of each body point’s path through the workspace cost field and
integrates those values across all body points:
Fobs[ξ] =
∫ 1
0
∫
B
c
(
x
(
ξ(t), u
) ) ∥∥∥∥ ddtx(ξ(t), u)
∥∥∥∥ du dt (3)
Here, the workspace cost function c is multiplied by the norm of the workspace velocity of each body
point, transforming what would otherwise be a simple line integral into its corresponding arc-length
parametrization. The arc-length parametrization ensures that the obstacle objective is invariant to
re-timing the trajectory (i.e. moving along the same path at a different speed).
Quinlan [61] used a similar obstacle objective in his foundational elastic bands work, and provides a
useful introduction with derivations of similar gradients in [60]; however our obstacle objective, unlike
Quinlan’s, integrates with respect to arc-length in the workspace as opposed to the configuration space.
This simple modification represents a fundamental change: instead of assuming the geometry in the
configuration space is Euclidean, we compute geometrical quantities directly in the workspace where
Euclidean assumptions are more natural. Intuitively, this observation means that the objective functional
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has no incentive to directly alter the trajectory’s speed through the workspace for any point on the
robot. Section 3.2 discusses this property in terms the role the workspace gradient plays in perturbing
the trajectory during a steepest descent update.
Alternatively, it may be useful to define Fobs to choose the maximum cost over the body rather than
the integral over the body:
Fobs[ξ] =
∫ 1
0
max
u∈B
c
(
x
(
ξ(t), u
) ) ∥∥∥∥ ddtx(ξ(t), u)
∥∥∥∥ dt (4)
Intuitively, this formulation minimizes the largest violation of the obstacle constraint at each iteration.
From iteration to iteration, this maximally colliding point may shift to other body elements as the
algorithm incrementally decreases these large violations with each step. While this formulation is less
demanding computationally per iteration, it may require a greater number of iterations, since each of
these iteration is less informed.
3.2 Functional Gradients
Gradient methods are natural candidates for optimizing such objective criteria since they leverage crucial
first-order information about the shape of the objective functional. In our case, we consider the functional
gradient – the generalization of the notion of a direction of steepest ascent in the functional domain.
That is, ∇¯U is the perturbation φ : [0, 1] 7→ Rd that maximizes ∇¯U[ξ+φ] as → 0. Here, we summarize
the functional gradient for a particular family of functionals, following the derivation in [60].
Let our functional take the form U[ξ] =
∫
v(ξ(t), ξ′(t)) dt. Consider the perturbation φ applied to ξ
by a scalar amount  to arrive at the new function ξ¯ = ξ + φ. Then, holding ξ and φ constant, we may
regard U[ξ¯] to be a function f(), with
df
d
=
∫ (
∂v
∂ξ¯
· ∂ξ¯
∂
+
∂v
∂ξ¯′
· ∂ξ¯
′
∂
)
dt (5)
Consider the second term in the parentheses above. Integrating by parts, and applying the constraint
that φ(0) = φ(1) = 0 (i.e. the displacement leaves the endpoints of ξ¯ fixed), we find∫
∂v
∂ξ¯′
· ∂ξ¯
′
∂
dt = −
∫
d
dt
(
∂v
∂ξ¯
)
· ∂ξ¯
′
∂
dt (6)
So overall,
df
d
=
∫ (
∂v
∂ξ¯
− d
dt
∂v
∂ξ¯′
)
· ∂ξ¯
∂
dt (7)
When  = 0, we are essentially taking a directional derivative of U[ξ] in the direction φ, and the equation
above becomes
df
d
∣∣∣∣
0
=
∫ (
∂v
∂ξ
− d
dt
∂v
∂ξ′
)
· φdt (8)
The perturbation φ that maximizes this integral (subject to, say, a finite Euclidean norm) is the one
which is proportional to the quantity in the parentheses above, and hence the functional gradient is
defined as
∇¯U[ξ] = ∂v
∂ξ
− d
dt
∂v
∂ξ′
. (9)
As shown in [60], this can naturally be extended to incorporate higher derivatives of ξ. Furthermore,
the functional gradient vanishes at critical points of U, which include the minima we seek. In fact,
the criterion ∇¯U = 0 is the Euler-Lagrange equation, which is central in the study of calculus of
variations [27]. Hence, we can run steepest descent on the objective functional by iteratively taking
steps in the direction of the negative functional gradient:
ξi+1 = ξi − ηi∇¯U[ξ]. (10)
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until we reach a local minimum.
Since the objective is the sum of the prior and obstacle terms, we have ∇¯U = ∇¯Fobs + λ∇¯Fsmooth.
The functional gradient of the smoothness objective in (2) is given by
∇¯Fsmooth[ξ](t) = − d
2
dt2
ξ(t), (11)
and the functional gradient of the obstacle objective in (3) is given by
∇¯Fobs[ξ] =
∫
B
JT‖x′‖ [(I − xˆ′xˆ′T)∇c− cκ] du, (12)
where κ = ‖x′‖−2(I − xˆ′xˆ′T)x′′ is the curvature vector along the workspace trajectory traced by a
particular body point, x′ and x′′ are the velocity and acceleration of a body point, xˆ′ is the normalized
velocity vector, and J is the kinematic Jacobian at that body point. To simplify notation, we suppress
dependencies on time t and body point u in these expressions. The matrix (I − xˆ′xˆ′T), is a projection
matrix that projects workspace gradients orthogonally to the trajectory’s direction of motion. It acts to
ensure that the workspace gradient, as an update direction, does not directly manipulate the trajectory’s
speed profile (see Figure 2 for an illustration).2
3.3 Functionals and Covariant Gradients for Trajectory Optimization
Our objective functional defined in Section 3.1 is manifestly invariant to the choice of parametrization
since both the obstacle term Fobs and the smoothness term Fsmooth depend only on physical traits of
the trajectory. However, the steepest descent algorithm portrayed in Section 3.2, while attractive in its
simplicity, unfortunately does depend on the trajectory’s representation since the functional gradient at
its core is derived from a Euclidean norm. (Specifically, it assumes the trajectory function is represented
in terms of a basis of Dirac delta functions so that the tth component is 〈f, δt〉 =
∫
f(τ)δ(t−τ)dτ = f(t)).
This section discusses at an abstract functional level the principle behind removing this dependence on
the parametrization. Our approach revolves around properly defining a norm on trajectory perturbations
to depend solely on the dynamical quantities of the trajectory, in terms of an operator A:
‖ξ‖2A =
∫ k∑
n=1
αn(D
nξ(t))2dt, (13)
where Dn is the nth order derivative operator and αn ∈ R is a constant. More concretely, for k = 1, since
D1 operates simply by taking the first derivative, the norm in Equation 13 reduces to ‖ξ‖2A =
∫
ξ′(t)2dt.
Similarly, we can define an inner product on the space of trajectories by measuring the correlation
between trajectory derivatives:
〈ξ1, ξ2〉 =
∫ k∑
n=1
αn
(
Dnξ1(t)
)(
Dnξ2(t)
)
dt, (14)
A at this point serves primarily to distinguish this norm and inner product from the Euclidean norm,
but it’s notational purpose is clarified below in Sections 3.4 and 3.5 the concrete context of our finite-
dimensional waypoint parametrization. For simplicity of presentation, we will not discuss the role of
A in its general form beyond saying that it is an abstract operator formed of constituent differential
operators D as A = D†D so that ‖f‖2A = 〈f, Af〉 =
∫
(Df(t))2dt [30].3
Our experiments primarily use the k = 1 (total squared velocity) variant. In other words, we measure
perturbations to a trajectory in terms of how much the perturbation changes the overall velocity profile
2Alternatively, the functional gradient of (4) simply evaluates the quantity inside this integral at the maximizer u.
3Throughout this paper we assume A is constant, but in full generality A constitutes a Riemannian metric on the
manifold of trajectories, which allows A to vary smoothly across the space. For instance, if we define A to account for the
configuration of robot masses in its measurement of dynamical quantities, the form of A depends on kinematic Jacobians
along the trajectory which vary as the trajectory deforms.
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of the trajectory. Functional gradients taken with respect to this definition of norm are covariant to
re-parametrization of the trajectory in the sense that if we change the trajectory’s parametrization, we
have a clearly defined rule for changing the norm as well so that it still measures the same physical
quantity. Functional gradients computed under this norm, which we denote ∇¯AU, therefore, constitute
update directions fundamental to trajectories, themselves, and not their choice of representation.
The functional gradient that arises under this invariant norm ‖ · ‖A differs from the Euclidean func-
tional gradient only in that it is transformed by the inverse of A:
∇¯AU[ξ] = A−1∇¯U[ξ]. (15)
For much of what follows, both in this section and in Section 6, we simplify the mathematical presen-
tation by deriving results in terms of their finite-dimensional counterparts in a waypoint parametrization
(see Section 3.4). Borrowing techniques from the analysis of direct methods in the Calculus of Varia-
tions (particularly the Method of Finite Differences [27]), one can show that the limit of these results
as our discretization becomes increasingly fine converges to the prescribed functional variants; how-
ever, finite-dimensional linear algebra (such as matrix inversion) is often substantially simpler than its
infinite-dimensional counterpart (such as deriving an operator’s Green’s function). We emphasize here,
however, that the infinite-dimensional theory behind CHOMP constitutes a theoretical framework that
facilitates deriving these algorithms for very different forms of trajectory representation such as spline
parametrization or reproducing kernel Hilbert space parametrization [68].
3.4 Waypoint Trajectory Parametrization
Although so far we have remained unencumbered by a particular parametrization of the trajectory
ξ, numerically performing functional gradient descent on (1) mandates a parametrization choice. As
mentioned above, there are many valid representations, but we choose a uniform discretization which
samples the trajectory function over equal time steps of length ∆t: ξ ≈ (qT1 , qT2 , . . . , qTn )T ∈ Rn×d, with
q0 and qn+1 the fixed starting and ending points of the trajectory.
Using this waypoint parametrization, we can write the smoothness objective (2) as a series of finite
differences:
Fsmooth[ξ] =
1
2
n+1∑
t=1
∥∥∥∥qt+1 − qt∆t
∥∥∥∥2 (16)
With a finite differencing matrix K and vector e (which handles boundary conditions q0 and qn+1), we
can rewrite (16) as
Fsmooth[ξ] =
1
2
‖Kξ + e‖2 = 1
2
ξTAξ + ξTb+ c (17)
with A = KTK, b = KTe, and c = eTe/2. Hence, the prior term is quadratic in ξ with Hessian A
and gradient b. Here, the matrix A can be shown to measure the total amount of acceleration in the
trajectory.
Computation of the obstacle gradient for the waypoint parametrization is a relatively straightforward
modification of (12): the setB is discretized, and the integral is replaced with a summation. Furthermore,
to compute x′ and x′′, the workspace velocity and position of a point, we use central differences of the
elements qt of ξ and map them through the kinematic Jacobian J .
3.5 Gradient Descent
Equipped with a finite dimensional parametrization of the trajectory ξ and the gradient of U with
respect to each element qt of ξ, we can now perform gradient descent. Here we define an iterative update
rule that starts from an initial trajectory ξ0 and computes a refined trajectory ξi+1 given the previous
trajectory ξi. We typically start with a na¨ıve initial trajectory ξ0 consisting of a straight line path in
configuration space. As mentioned previously, this path is not in general feasible; however, unlike prior
trajectory optimizers, CHOMP is often able to find collision free trajectories nonetheless.
To derive the update rule, we will solve the Lagrangian form of an optimization problem [1] that
attempts to maximize the decrease in our objective function subject to keeping the difference between
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ξi and ξi+1 small. As discussed in Section 3.3, the choice of a metric on the space of trajectories (i.e.
determining what “small” means) is critical. The covariant update rule we define seeks to make small
changes in the average acceleration of the resulting trajectory, instead of simply making small changes
in the (arbitrary) parameters that define it.
We begin by linearizing U around ξi via a first order Taylor series approximation:
U[ξ] ≈ U[ξi] + (ξ − ξi)T∇¯U[ξi]
The optimization problem is now defined as
ξi+1 = arg min
ξ
U[ξi] + (ξ − ξi)T∇¯U[ξi] + η
2
‖ξ − ξi‖2M (18)
The term ‖ξ − ξi‖2M = (ξ − ξi)TM(ξ − ξi) is the squared norm of the change in trajectory with respect
to a metric tensor M , and the regularization coefficient η determines the trade-off between minimizing
U and step size. In the typical Euclidean case we would have M = I; instead, we choose M to be the
matrix A defined in the previous subsection. Again, this means we prefer perturbations which add only
small amounts of additional acceleration to the overall trajectory. If we differentiate the term on the
right hand side of (18) above with respect to ξ and set the result to zero, we arrive at the update rule
ξi+1 = ξi − 1
η
A−1∇¯U[ξi] (19)
This update rule is covariant in the sense that the change to the trajectory that results from the update
is a function only of the trajectory itself, and not the particular representation used (e.g. waypoint
based), at least in the limit of small step size and fine discretization.
We gain additional insight into the computational benefits of the covariant gradient based update
by considering the analysis tools developed in the on-line learning/optimization literature, especially
[31, 83]. Analyzing the behavior of the CHOMP update rule in the general case is very difficult to
characterize. However, by considering in a region around a local optimum sufficiently small that Fobs
is convex we can gain insight into the performance of both standard gradient methods (including those
considered by, e.g. [61]) and the CHOMP rule.
Under these conditions, the overall CHOMP objective function is strongly convex – that is, it can be
lower-bounded over the entire region by a quadratic with curvature A [64]. The authors of [31] show how
gradient-style updates can be understood as sequentially minimizing a local quadratic approximation to
the objective function. Gradient descent minimizes an uninformed, isotropic quadratic approximation
while more sophisticated methods, like Newton steps, compute tighter lower bounds using a Hessian. In
the case of CHOMP, the Hessian need not exist as our obstacle objective Fobs may not even be twice
differentiable, however we may still form a quadratic lower bound using A. This is much tighter than
an isotropic bound and leads to a correspondingly faster minimization of our objective. In particular, in
accordance with the intuition of adjusting large parts of the trajectory due to the impact at a single point
we would generally expect it to be O(n) times faster to converge than a standard, Euclidean gradient
based method that adjusts a single point due an obstacle.
We have used a variety of termination criteria for CHOMP, but the most straightforward is to
terminate when the magnitude of the gradient ∇¯U[ξ] falls below a predetermined threshold. Of course,
the algorithm may terminate with a trajectory that is not feasible (i.e. there remain collisions), and
furthermore CHOMP will fail to report if no feasible path exists. Despite the lack of completeness,
deciding whether any particular path is feasible is straightforward since the workspace cost function
(which must be evaluated at each point over the trajectory at each iteration) is aware of distances to
obstacles. After CHOMP terminates, a higher-level planner or coordination scheme may decide how to
proceed based on the quality and feasibility of the path.
Finally, we note that although the A matrix may be quite large, it is also sparse, with a very simple
band diagonal structure. Hence we can use an algorithm such as Thomas’ backsubstitution method for
tridiagonal matrices [14] to solve the system Ax = b in time O(n) rather than a na¨ıve matrix inverse
which requires O(n3) time.
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3.6 Cost Weight Scheduling
The weights in the sum in (3.1) are useful for varying the emphasis on either of the sum components
during optimization via a process referred to as weight scheduling, similar to gain scheduling in non-linear
control [42]. Early in optimization, it is beneficial to give most of the weight to collision avoidance and
similar costs and nearly remove the influence of the smoothness cost. As optimization progresses and
trajectory obstacle cost significantly reduces, the weight is shifted to the smoothness cost to ascertain
that the trajectory remains attractive with respect to dynamics measures. Even while the optimizer
focuses on obstacle avoidance, the covariant trajectory updates still maintain smoothness, as discussed
in Section 3.5.
This measure may make the overall cost function more robust to local minima. For example, if the
initial trajectory is already smooth but in collision, then the action of the collision cost will be to modify
the trajectory to bring it out of collision. If this modification would cause the trajectory to be less
smooth, the smoothness cost will in fact try to undo that change and to restore smoothness, thereby
bringing the trajectory back into collision. Indeed, the optimization may be at a local minimum of this
sort right at the outset, for example if the initial trajectory is a line in joint space. Experimental results
in Figure 23 suggest that weight scheduling indeed improves performance in practice – both in terms of
better planner convergence and the reduced number of required iterations.
4 CHOMP Obstacle Cost
For many robotic applications, obtaining the CHOMP collision cost is straightforward. Consider the
case of a many-linked robot in the workspace Rw. Assume that the robot’s configuration can be fully
described by d parameters, that is, the robot’s configuration is q ∈ Rd. Assume also that obstacles are
well-defined subsets of the workspace . Now, given a trajectory through space, we are able to define
its cost by considering the configuration of the robot at each point in time, and looking at the distance
from points on the robot’s body to obstacles.
4.1 Modeling the Robot and Obstacles
To make the optimization problem tractable, we must first develop an efficient representation of the
robot and obstacles in the environment. We do this by making simplifying assumptions about the
robot’s structure, and the structure of obstacles.
4.1.1 Simplified Robot Model
The robot’s body is made up of a set of points, B ⊆ Rw. Now, let the forward kinematics function
x(q, u) : Rd → B give the point u ∈ B of the robot, given its configuration q.
In practice, the set B can be approximated by a set of geometric primitives which enclose the body of
the robot, such as spheres, capsules, and polyhedra. For our experiments, we fit a swept-sphere capsule
to each link of the robot manipulator, and then generate a discrete set of spheres for each capsule. In this
way, the nearest distance to any point in B can be made simple to compute. For spheres, the distance
to any point is given by the distance to the center of the sphere minus its radius.
A trajectory ξ is collision-free if for every configuration qi ∈ ξ, for each point xu ∈ x(qi, u), the
distance from that point to any obstacle is greater than some threshold  > 0.
4.1.2 Obstacle Representations
Let the function D : Rw → R provide the distance from any point in the workspace to the surface of
the nearest obstacle. Assuming all obstacles are closed objects with finite volume, if the point x ∈ Rw
is inside of an obstacle, D(x) is negative, whereas if x is outside of all obstacles, D(x) is positive, and
D(x) is zero if the point x lies on the boundary of an obstacle.
In practice, the distance function D can be implemented using geometric obstacle primitives (such
as boxes, spheres, and cylinders), or it can be pre-computed and stored as a discrete array of distance
values using a Euclidean Distance Transform algorithm. Efficient algorithms to compute the discrete
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Figure 3: A simplified representation of the HERB Robot used in our experiments. We simply fit a
small set of spheres over the links of the robot arm.
(a) Field Construction (b) Signed Distance Field
Figure 4: The signed distance field is created as the difference between two distance transforms created
over a binary grid where obstacles are set to 1, and its complement, where obstacles are set to zero, so
that D(x) = d(x)− d¯(x). Here, brighter colors represent higher values.
Euclidean Distance Transform include P. Felzenswalb and D. Huttenlocher’s O(n) algorithm[25], and a
O(n log n) algorithm from E.G. Gilbert et al. [26], starting from a boolean obstacle grid. We compute
the EDT for both the obstacle grid d and its complement d¯. The signed distance field is given by the
difference of these two fields, i.e. D(x) = d(x)− d¯(x), as shown in Fig. 4. These algorithms also provide
a straightforward way to store an approximation to the gradient of the distance field, ∇D(x) via finite
differencing over the field’s contents.
Many of the objects with which robots must interact cannot be easily represented as collections
of geometric primitives. The objects are almost never convex and typically have complex shape, as
illustrated in Figure 5. In addition, we note that the efficiency of many modern robot perception systems
is due to leveraging certain domain knowledge of the problem, frequently involving detailed models of
the known objects in the environment. In an effort to leverage a symbiotic relationship of planning and
perception, we propose utilizing the same object models for efficient distance field computation.
In particular, we note and exploit the fact that the environment representations based on distance
fields are compositional under the min operation. For every available object model, a high-resolution
distance field and its gradients are computed via an extensive, but off-line computation in free space and
with respect to a certain frame of reference of the object, FO. During planning, a perception process
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(a) (b) (c) (d)
Figure 5: The figures shows two examples of objects with complex, non-convex shapes that would be
difficult to represent accurately with simple geometric primitives. The corresponding object distance
primitives are shown on the right in the figure.
generates a model of the environment which includes a set O of objects and their poses, expressed with
homogeneous transforms TFWFO in world frame FW . Then the distance field computation is reduced to a
minimization across a set of distance field primitives pre-computed for each object in O.
D(x) = min
O∈O
(
TFWFO
)−1
x (20)
Hierarchical representations, such as the k-d tree [4], may be utilized to speed up this computation.
For our experiments, we use a combination of these approaches. For static elements of the environ-
ment, we pre-compute and store a distance field, and for dynamic or sensed objects, we use oriented
bounding boxes as well as pre-computed distance fields. For raw sensor data such as point clouds, we
simply keep track of an occupancy grid over the entire workspace, and use this occupancy grid to gener-
ate a distance field. Depending on the relative speeds of the distance transform algorithm, reading files
from the hard disk, and analytic distance computations to primitives, using any one of these methods
in place of the other may provide a performance boost.
4.2 Obstacle Cost Formulation
Now, we define a obstacle cost function which penalizes the robot for being near obstacles. As in Ratliff
et al. [65], we define the general cost function c : Rw → R (the general cost of any point in the workspace)
as
0
0
ε
d(x)
c(x
)
Figure 6: A plot of (21). Note that the cost of a point in the workspace smoothly drops to zero as a
distance of the allowable threshold ε is reached.
c(x) =

−D(x) + 12ε, if D(x) < 0
1
2ε (D(x)− ε)2, if 0 < D(x) ≤ ε
0 otherwise
(21)
And define ∇c : Rw → Rn as the gradient ∂c∂x . Note that since c depends only on D and x, ∇(c) can
easily be computed via finite differencing in the distance field.
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It is also possible to modify our workspace cost function to attain some arbitrary desired Euclidean
motion. For example, given a certain point on the robot body, u ∈ B, it is natural to define a cost
function that evaluates to 0 if an element of u’s position and orientation vectors satisfies the desired
constraint and to quadratic error if it does not. Using the z-dimension of position as an example, and
supposing we desire to limit u’s pose such that its z-coordinate is greater than zmin, we can define a
workspace cost potential similar to (21) :
c (z) =
{
(z − zmin)2 if z < zmin
0 otherwise
(22)
If the desired interval is closed, another instance of (22) can be used for the other boundary, e.g. zmax.
We can now define the obstacle cost of a trajectory ξ. Assume that ξ can be expressed as a continuous
time function ξ(t) : [0, 1] → Rd, which gives the configuration of the robot at time t. We can then
express the obstacle cost as a functional over ξ.
One formulation of the obstacle cost might be as the integral over the entire trajectory of the collision-
cost of each trajectory point. While intuitive, this formulation ignores the velocity of points through
obstacles (which prevents the obstacle cost from being invariant to reparametrization), so instead we
must define the obstacle cost as:
Fobs[ξ] =
∫ 1
0
∫
u∈B
c
(
x(ξ(t), u)
) ∥∥∥∥ ddtx(ξ(t), u)
∥∥∥∥ dudt (23)
We then compute the functional gradient of the obstacle cost as
∇¯Fobs[ξ] =
∂v
∂ξ
− d
dt
∂v
∂ξ′
(24)
Where v is everything in the time integral in (23) [65]. Applying to (23), we obtain
∇¯Fobs[ξ] =
∫
u∈B
JT
(
‖x′‖((I − xˆ′xˆ′T)∇c− cκ)) (25)
Where x′ is the first derivative of x, xˆ′ denotes the normalized vector x
′
‖x′‖ , κ is the curvature of the
trajectory [65], defined by
κ =
1
‖x′‖2 (I − xˆ
′xˆ′
T
)x′′ (26)
and J is the Jacobian of the point u ∈ B on the robot given its configuration ∂∂qx(ξ(t), u). These terms
are visualized for a robot in R2 in Fig. 2.
Here, (25) represents an integration in time and workspace positions over the entire trajectory,
taking body-point velocities into account. Notice also that due to the curvature term κ, the gradient is
orthogonal to the workspace motion of each point on the robot’s body.
In practice, the obstacle cost and gradient are computed by first by discretizing the time interval into
T steps, with ∆T = 1T time between them, iterating over the discrete set of body primitives, summing all
of the pre-computed obstacle cost gradients (21), and passing the result through the kinematic Jacobian
at each discrete timestep along the trajectory. Velocities are approximated via finite differencing, and
stored for each timestep in the trajectory.
That is, assume the time interval of the trajectory is t = {t0, t1, . . . , tT }, and assume that the set
of body points is a set of primitives: B = {u1, u2, . . . , ub}, where the distance from the primitive i at
timestep j to any obstacle in the environment can be computed in constant time by D
(
x(ui, tj)
)
. Now,
the workspace velocity of a body point is simply x′i,j =
x(ui,tj)−x(ui,tj−1)
∆T . The Jacobian for that body
point at time j can likewise be computed and stored, as Ji,j , as well as the collision cost and its gradient.
Then, the gradient term (25) can be approximated as
∇¯Fj
obs
≈
∑
ui∈B
JTi,j
(
‖x′i,j‖
(
(I − ˆx′i,j ˆx′i,j
T
)∇ci,j − ci,jκ
))
(27)
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Where ∇¯Fj
obs
is a d-dimensional vector representing the functional gradient of the trajectory at discrete
timestep j. In this way, the functional gradient ∇¯Fj
obs
can be approximated in its discrete form as a
d × T matrix, where the jth column is the discrete approximation of the functional gradient over time
interval j (27).
Using this approximation of the obstacle term, for each iteration of CHOMP, we first do forward kine-
matics calculations for each body point on the robot, and simultaneously store the Jacobian evaluated
at each point, as well as the collision cost and its gradient. It then becomes straightforward to compute
the vector in the configuration space which pushes the robot out of collision.
4.2.1 Joint Limits
One practical concern is the fact that after the gradient update described in Section 3.2, the robot’s
configuration might be outside of hard joint limits. A naive way to solve this problem might be to clamp
the robot’s configuration such that it remains inside joint limits. However, this is not ideal, as it makes
the trajectory of the robot non-smooth. As in Ratliff et al [65], we handle joint limits by smoothly
projecting joint violations using the metric described in section 3.
Suppose that the robot has joint limits defined by qmin ∈ Rd, and qmax ∈ Rd. Along each point
in the trajectory ξ, if the configuration is outside of the allowed bounds, we compute the closest L1
projection to the bounds defined by {qmin, qmax}. Do this for each point in the trajectory. Call this
the violation trajectory, ξv.
Figure 7: The configuration space is shown as R2. The trajectory ξ briefly exits the joint limit subspace
(shown as a box), and re-enters. The violation trajectory ξv, is shown as a set of vectors projecting
ξ back onto the surface of the joint limit subspace. The point with the largest violation, vmax is also
shown. Note that ξv is zero whenever ξ is inside the joint limit subspace. The resulting trajectory ξ¯ is
also shown.
Then, until we are inside the joint limits, or until we have reached a maximum number of iterations for
resolving joint limits, we subtract a scaled version of the violation trajectory from the current trajectory
after passing it through the smoothness metric, i.e.:
ξ¯ = ξ + ξ∗v (28)
where ξ∗v = A
−1ξv, scaled in such a way so that it exactly cancels out the largest joint violation along
the original trajectory. That is, the element of ξ∗v with the largest absolute value (called vmax) equals
the element of ξv with the largest absolute value. We can do this and still retain smoothness because of
the invariance of the covariant gradient update to the scale of the update vector.
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5 Hamiltonian Monte Carlo
Many recent approaches to motion planning [49] center around sampling to ensure probabilistic com-
pleteness. These methods choose the most promising solution from a set of feasible candidates sampled
from an implicitly defined distribution over paths. When a problem has many possible solutions, espe-
cially those distinct homotopy classes of solutions, trajectory distributions offer a more comprehensive
representation of the breadth of the solution space. Sampling from trajectory distributions can be a
good way avoid the local optima that plague greedy gradient procedures.
Modeling distributions over a space of paths is a problem of fundamental significance to a number
of fields such as statistical physics [10], finance [45], human behavior modeling [81, 82], and robust
and stochastic control [2, 74, 76]. In all of these applications, Gibbs distributions over trajectories
p(ξ) ∝ exp{−U(ξ)} play a central role since they may be regarded as an optimal representation of the
uncertainty intrinsic to decision making [80].
In this section, we review the Hamiltonian Monte Carlo (HMC) method [56, 57], a sampling tech-
nique that leverages gradient information. The algorithm has strong ties to the simple momentum-
based optimization procedures commonly used to avoid local minima in neural network training, and
has straightforward generalizations to simulated annealing that re-frame it as an optimization proce-
dure. This technique, in the context of CHOMP, is an efficient way to better explore the full space of
solutions and to be more robust to local minima. Additionally, the sampling perspective makes CHOMP
probabilistically complete by entertaining all options with probability dependent on the trajectory cost
assigned by the cost function.
5.1 Intuition
Given an objective U(ξ), we can construct an associated probability distribution that respects the con-
tours of the function relative to its global minimum as:
p(ξ;α) ∝ exp{−αU(ξ)}. (29)
This distribution reflects the cost-tradeoffs among hypotheses by assigning high probability to low cost
trajectories and low probability to high cost trajectories. The parameter α > 0 adjusts how flat the
distribution is: as α approaches 0 the distribution becomes increasingly uniform, and as α approaches
∞ the distribution becomes increasingly peaked around the global minimum.4
Hamiltonian Monte Carlo uses a combination of gradients and momenta to efficiently search through
the space of trajectories and explicitly sample from the distribution p(ξ;α). To understand how it
works, imagine the graph of the scaled objective αU(ξ) as a landscape. Throughout this section, we
consider ξ to be a single point in an infinite-dimensional space; momenta and dynamics act on this point
within this infinite-dimensional space analogously to their behavior on a small ball in the more familiar
three-dimensional space of everyday life. We can start a ball rolling from any point in this space with a
particular initial velocity, and, in a perfect frictionless world, the ball will continue rolling forever with
constant total energy. At times the ball will transfer that energy entirely to potential energy by pushing
uphill into higher cost regions, and at times the ball will convert much of its energy into kinetic energy
by plummeting down into local minima, but the principle of energy conservation dictates that its total
energy always remain constant.
The total energy of the system, accordingly, is a function of two things: how high the ball starts
(its initial potential energy), and how fast it starts (its initial kinetic energy). By changing the amount
of total energy the ball starts with, we modulate the amount of time the ball spends moving quickly
through local minima relative to the amount of time it spends pushing up into higher cost regions. If
we set it off with very little energy, either by starting it low or giving it very little initial momentum
(or both), the ball will easily get stuck in some local bowl and not have enough energy to escape. On
the other hand, if we set it off will a lot of energy, either by placing it very high in the beginning or by
throwing it very hard in some direction (or both), the ball will have enough energy to shoot out of local
minima and visit many distinct regions as it travels.
4There are number of technical criteria, such as measurability and differentiability, that we gloss over in this presentation
in favor of simplicity and stronger intuition. See [56] for the details.
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The way we schedule these energy levels over time (i.e. whether we choose them randomly, mono-
tonically decrease them to zero, or some combination of the two), dictates how we may interpret the
behavior of the ball and the distribution of locations the ball visits in its lifetime. If we randomly catch
the ball and send it off in some other direction with a random (normally distributed) speed, then one can
show that the distribution of points where we catch the ball converges to the Gibbs distribution p(ξ).
On the other hand, if we consistently decrease the ball’s energy by again catching the ball randomly
and but this time sending it off again in random directions now with less energy on average, the ball
will consistently be losing energy over time which means it will generally move downhill. Eventually,
the ball will have essentially no energy at all, at which point it must be in a local minimum of the
energy landscape. This energy profile defines an optimization procedure, one which starts by exploring
a multitude of local minima before finally converging with high probability on a relatively deep basin.
The following sections formalize these ideas as Hamiltonian Monte Carlo [56, 57], in terms of both
its use as a sampler (Section 5.2) and as an optimizer using simulated annealing (Section 5.4). Section
5.3 reviews some theoretical analysis behind the general Hamiltonian Monte Carlo algorithm and briefly
derives the algorithm for a constant metric A.
5.2 Hamiltonian Monte Carlo
Let γ denote a variable that represents the momentum of a trajectory ξ. As we note above, in this context
we think of the trajectory as a single infinite-dimensional point in the space of trajectory functions.
Accordingly, the momentum refers to how the entire trajectory changes over time (such as how quickly
it morphs from a straight-line into an S-shaped trajectory).
Following the analogy from above, the energy of the system is defined by both its potential energy
U(ξ) and its kinetic energy K(γ) = 12γ
′γ. We will review the basic algorithm in terms of Euclidean
metrics here, and then later generalize it in Section 5.3.2 to arbitrary constant metrics A. Rather than
addressing the marginal p(ξ) directly, Hamiltonian Monte Carlo [56] operates on the joint probability
distribution between the trajectory variable ξ and its momentum γ:
p(ξ, γ) ∝ exp{−U(ξ)−K(γ)} = exp{−H(ξ, γ)}. (30)
In this way, the probability of any given system configuration is related to its total energy. Low energy
configurations have high probability while high energy configurations have low probability. An algorithm
that successfully samples from the joint distribution also implicitly gives us samples from the marginal
since the two random variables are independent. Simply throwing away the momentum samples leaves
us with samples from the desired marginal p(ξ).
In physics, U(ξ) and K(γ) are the potential energy and kinetic energy, respectively, and the combined
function H(ξ, γ) is known as the Hamiltonian of the dynamical system. H(ξ, γ) reports the total energy
of the system, and since energy is conserved in a closed system physically simulating the system is central
to the algorithm. Physical simulations move the system from one infinite-dimensional point ξt to another
ξt+1, the latter likely in a very different region of the space, without a significantly changing the total
energy H. Any observed change stems solely from errors in numerical integration.
The following system of first-order differential equations models the system dynamics:{
dξ
dt = γ
dγ
dt = −∇¯U(ξ)
. (31)
Throughout this presentation we refer to these equations as the instantaneous update equations. Con-
sidering ξ as a particle with momentum γ, this system simply restates the physical principles that a
particle’s change in position is given by its momentum, and its change in momentum is governed by the
force from the potential field, which have defined as U(ξ) for our problem. A straightforward analysis of
this system demonstrates that all integral curves conserve total energy (see Section 5.3.1). This obser-
vation indicates that if (ξ(t), γ(t)) is a solution to System 31 the value of the Hamiltonian H(ξ(t), γ(t))
is always the same independent of t.
In terms of our joint distribution in Equation 30, this constancy along solution paths implies these
system solutions also trace out isocontours of the Hamiltonian H(ξ, γ). Simulating the Hamiltonian
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dynamics of the system, therefore, moves us from one point (ξ(0), γ(0)) to another point (ξ(t), γ(t)),
where ξ(0) and ξ(t) may be very different from one another, without significantly changing the probability
p(ξ, γ) ∝ exp{−H(ξ, γ)}.
The Hamiltonian Monte Carlo algorithm capitalizes on the system’s conservation of total energy by
leveraging the decomposition p(ξ, γ) ∝ exp{−U(ξ)} exp{−K(γ)}. If computers were able to simulate
the dynamical system exactly, then the following sampling procedure would be exact: (1) sample the
momentum term from the Gaussian p(γ) ∝ exp{− 12γT γ}; and (2) simulate the system for a random
number of iterations from its current ξt to get the new sample ξt+1. Unfortunately, though, numerical
inaccuracies in approximate integration may play a significant role. The Hamiltonian Monte Carlo
algorithm is essentially the above procedure with an added rejection step to compensate for the lost
accuracy from numerical integration.
Most presentations of Hamiltonian Monte Carlo use the second-order leapfrog method of numerical
integration to simulate the system dynamics because of its relative simplicity and its reversibility property
(running it forward for T iterations and then backward for T iterations gets you back where you started,
up to floating point precision), the latter of which is of theoretical importance for Markov Chain Monte
Carlo algorithms [56]. The leapfrog method updates are given by
γt+ 2 = γt − 2∇¯U(ξt)
ξt+ = ξt + γt+ 2
γt+ = γt+ 2 − 2∇¯U(ξt+)
. (32)
It is common to see these equations written as presented, but in practice it is more efficient when chaining
multiple leapfrog steps together to combine the last half-step momentum update of the current iteration
and the first half-step update of the next iteration to void extraneous function and gradient evaluations
since those steps together simply amount to a full step update.
The full numerically robust Hamiltonian Monte Carlo sampling algorithm therefore iterates the
following three steps:
1. Sample an initial trajectory momentum γ: Sample a random initial trajectory momen-
tum from the Gaussian formed by the marginal kinetic energy term p(γ) ∝ exp{−K(γ)} =
exp{− 12γT γ}.
2. Simulate the system: Simulate the system for a random number of iterations5 using the leapfrog
method of numerical integration given in Equation 32.
3. Reject: Compensate for errors in numerical integration. If the final point is more probable than the
initial point, accept it without question. Otherwise, reject it with probability p(ξt+1, γt+1)/p(ξt, γt).
5.3 Theoretical considerations
This section briefly explores some of the theoretical considerations describing both why the instantaneous
update rule is correct and how we can properly account for arbitrary constant metrics A on the space
of trajectories.
5.3.1 Brief analysis
By analyzing the time derivative of H, one can see that the instantaneous update rule in System 31 does
not change the Hamiltonian H(ξ, γ):
d
dt
H(ξ, γ) =
d∑
i=1
(
dξi
dt
∂H
∂ξi
+
dγi
dt
∂H
∂γi
)
=
d∑
i=1
(
dξi
dt
∂E
∂ξi
+
dγi
dt
γi
)
=
d∑
i=1
(
γi
∂E
∂ξi
− ∂E
∂ξi
γi
)
= 0, (33)
5Technically, since Monte Carlo algorithms require reversibility, some presentations suggest at this point randomly
choosing whether to simulate the system forward or backward in time. In our case, though, since the marginal over
momenta is symmetric, randomly resampling the momentum at each iteration automatically provides reversibility.
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where we arrive at Equation 33 by use the instantaneous update equations.
5.3.2 HMC with constant metric A
Given the covariant update rule with metric A, one might suspect that the following system is the
analogous instantaneous HMC update rule under a constant metric A:{
dξ
dt = γ
dγ
dt = −A−1∇¯U(ξ)
. (34)
We can see that this system is covariant using a simple change of variable argument. Using HA(ξ, γ) =
E(ξ) + 12γ
TAγ as the Hamiltonian, let ξ˜ = A
1
2 ξ and γ˜ = A
1
2 γ be a change of variable transformation
such that Euclidean inner products in ξ˜ and γ˜ are A-inner products in the original space. The Euclidean
update rules given by Equation 31 of this modified Hamiltonian in the transformed space are dξ˜dt = γ˜
and dγ˜dt = −∇¯ξ˜U(A−
1
2 ξ˜). Substituting the identities
dξ˜
dt = A
1
2
dξ
dt ,
dγ˜
dt = A
1
2
dγ
dt , and ∇¯ξ˜U(ξ) = A−
1
2 ∇¯ξU(ξ), (35)
into the covariant system 34 reduces it to the Euclidean system in terms of ξ˜ and γ˜. Therefore, under
these instantaneous update equations, HA never changes.
Moreover, in terms of ξ˜ and γ˜ Hamiltonian Monte Carlo prescribes Euclidean sampling of the mo-
menta. So, in terms of our original variables ξ and γ, since 12 γ˜
T γ˜ = 12γ
TAγ, the analogous rule under
HA is to sample from pA(ξ) ∝ exp{− 12γTAγ}. In retrospect, this alteration is intuitive since this dis-
tribution pA gives high probability to smooth momenta trajectories and low probability to non-smooth
trajectories.
The final altered algorithm reads
1. Sample an initial momentum: Sample γt from pA(γ) ∝ exp{− 12γTAγ}.
2. Simulate the system: Use to leapfrog method to simulate the system in Equation 34.
3. Reject: If the final point is more probable than the initial point, accept it without question.
Otherwise, reject it with probability pA(ξt+1, γt+1)/pA(ξt, γt).
5.4 Optimization and simulated annealing
Finally, we can use simulated annealing to turn these efficient gradient-based sampling algorithms into
optimization procedures that better explore the space of trajectories to avoid bad local minima. Simu-
lated annealing builds off the observation that the family of distributions p(ξ, γ;α) ∝ exp{−αH(ξ, γ)}
ranges from the uniform distribution at α = 0 to the true distribution at α = 1 and then toward a dis-
tribution increasingly peaked around the global minimum as α→∞. As α increases, sampling from the
distribution should sample increasingly close to the global minimum. Generally, the larger α becomes,
the regions around the local / global minima become narrower which generally increases the burn-in
time of the sampler. However, simulated annealing circumvents these long burn-in periods by stepping
from α = 0 toward larger αs in small steps to coax the samples toward the minima incrementally over
time (see [56]).
Effective practical variants on this robust optimization procedure may relax theoretical rigor in lieu of
a simple strategy for combining momentum-based updates with periodic perturbations to the momentum
(including entire resamplings thereof) to efficiently skip past local minima and quickly converge on a
globally strong solution.
6 Constraints
In many real-world problems, the ability to plan a trajectory from a starting configuration to a goal
configuration that avoids obstacles is sufficient. However, there are problems that impose additional
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constraints on the trajectory, like carrying a glass of water that should not spill, or lifting a box with
both hands without letting the box slip. In this section, we derive an extension of the original CHOMP
algorithm that can handle trajectory-wide equality constraints, and show its intuitive geometrical in-
terpretation. We then focus on a special type of constraint, which only affects the endpoint of the
trajectory. This type of constraint enables the optimizer to plan to a set of possible goals rather than
the typical single goal configuration, which adds more flexibility to the planning process and increases
the chances of converging to a low-cost trajectory.
6.1 Trajectory-Wide Constraints
We assume that we can describe a constraint on the Hilbert space of trajectories in the form of a nonlinear
differentiable vector valued function H : Ξ→ Rk, for which H[ξ] = 0 when the trajectory ξ satisfies the
required constraints.
At every step, we optimize the regularized linear approximation of U from (18), subject to the
nonlinear constraints H[ξ] = 0:
ξi+1 = arg min
ξ∈Ξ
U[ξt] + ∇¯U[ξi]T (ξ − ξi) + ηi
2
‖ξ − ξi‖2A (36)
s.t. H[ξ] = 0
We first observe that this problem is equivalent to the problem of taking the unconstrained solution
in (19) and projecting it onto the constraints. This projection, however, measures distances not with
respect to the Euclidean metric, but with respect to the Riemannian metric A. To show this, we rewrite
the objective:
minU[ξi] + ∇¯U[ξi]T (ξ − ξi) + ηi
2
‖ξ − ξi‖2A ⇔
min ∇¯U[ξi]T (ξ − ξi) + ηi
2
(ξ − ξi)TA(ξ − ξi)⇔
min
(
ξi − 1
ηi
A−1∇¯U[ξi]− ξ
)T
A
(
ξt − 1
ηi
A−1∇¯U[ξi]− ξ
)
.
The problem can thus be written as:
ξt+1 = arg min
ξ∈Ξ
‖ξt
unconstr. (19)︷ ︸︸ ︷
− 1
ηi
A−1∇¯U[ξi] −ξ‖2A (37)
s.t. H[ξ] = 0
This interpretation will become particularly relevant in the next section, which uncovers the insight
behind the update rule we obtain by solving (36).
To derive a concrete update rule for (36), we linearize H around ξi: H[ξ] ≈ H[ξi] + ∂∂ξH[ξi](ξ− ξi) =
C(ξ − ξi) + b where C = ∂∂ξH[ξi] is the Jacobian of the constraint functional evaluated at ξt and
b = H[ξi]. The Lagrangian of the constrained gradient optimization problem in (36), now with linearized
constraints, is Lg[ξ, λ] = U[ξi]+ ∇¯U[ξi]T (ξ− ξi)+ ηi2 ‖ξ− ξi‖2A+λT (C(ξ− ξi)+ b), and the corresponding
first-order optimality conditions are:
{ ∇¯ξLg = ∇¯U[ξi] + ηiA(ξ − ξi) + CTλ = 0
∇¯λLg = C(ξ − ξi) + b = 0 (38)
Since the linearization is convex, the first order conditions completely describe the solution, enabling
the derivation of a new update rule in closed form. If we denote ληi = γ, from the first equation we get ξ =
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Figure 8: The constrained update rule takes the unconstrained step and projects it w.r.t. A onto
the hyperplane through ξt parallel to the approximated constraint surface (given by the linearization
C(ξ − ξt) + b = 0). Finally, it corrects the offset between the two hyperplanes, bringing ξt+1 close to
H[ξ] = 0. Image reproduced from [21].
ξi− 1ηiA−1∇¯U[ξi]−A−1CT γ. Substituting in the second equation, γ = (CA−1CT )−1(b− 1ηiCA−1∇¯U[ξi]).
Using γ in the first equation, we solve for ξ:
ξ = ξi
unconstr. (19)︷ ︸︸ ︷
− 1
ηi
A−1∇¯U[ξi] +
zero set projection︷ ︸︸ ︷
1
ηi
A−1CT (CA−1CT )−1CA−1∇¯U[ξi]
offset︷ ︸︸ ︷
−A−1CT (CA−1CT )−1b (39)
The labels on the terms above hint at the goal of the next section, which provides an intuitive geometrical
interpretation for this update rule.
6.2 Geometrical Interpretation
Looking back at the constrained update rule in (39), we can explain its effect by analyzing each of its
terms individually. Gaining this insight not only leads to a deeper understanding of the algorithm, and
relates it to an intuitive procedure for handling constraints in general. By the end of this section, we will
have mapped the algorithm indicated by (39) to the projection problem in (37): take an unconstrained
step, and then project it back onto the feasible region.
We split the update rule in three parts, depicted in Fig. 8: take the unconstrained step, project it
onto a hyperplane that passes through the current trajectory and is parallel to the approximation of the
constraint surface, and finally, correct the offset between these two hyperplanes:
1. The first term computes the unconstrained step: smooth the unconstrained Euclidean gradient
∇¯U[ξi] through A−1 and scale it, as in (19). Intuitively, the other terms will need to adjust this
step, such that the trajectory obtained at the end of the iteration, ξi+1, is feasible. Therefore,
these terms implement the projection onto the constraint with respect to A, as shown in (37).
2. Linearizing H provides an approximation of the constraint surface, given by C(ξ − ξi) + b = 0.
The current trajectory, ξi, lies on a parallel hyperplane, C(ξ − ξi) = 0. When ξi is feasible, b = 0
and the two are identical, intersecting the constraint surface at ξi. What the second term in the
update rule does is to project the unconstrained increment onto the zero set of C(ξ − ξi) with
respect to the metric A, as depicted in Fig. 8. Formally, the term is the solution to the problem
that minimizes the adjustment to the new unconstrained trajectory (w.r.t. A) needed to satisfy
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Figure 9: One iteration of the goal set version of CHOMP: take an unconstrained step, project the final
configuration onto the constraint surface, and propagate that change to the rest of the trajectory. Image
reproduced from [21].
C(ξ − ξi) = 0:
min
∆ξ
1
2
‖∆ξ‖2A (40)
s.t. C
( (
ξi − 1
ηi
A−1gt + ∆ξ
)
− ξi
)
= 0
Therefore, the second term projects the unconstrained step onto the zero set of C(ξ− ξi). If b 6= 0,
the trajectory is still not on the approximation to the constraint surface, and the third step makes
this correction.
3. The first two steps lead to a trajectory on C(ξ − ξi) = 0, at an offset from the hyperplane that
approximates the feasible region, C(ξ − ξi) + b = 0. Even if the Euclidean gradient ∇¯U[ξi] is 0
and the previous two terms had no effect, the trajectory ξi might have been infeasible, leading to
b 6= 0. The third term subtracts this offset, resulting in a trajectory that lies on the approximate
constraint surface. It is the solution to the problem that minimizes the adjustment to ξi (again,
w.r.t. the Riemmanian metric A) such that the trajectory gets back onto the target hyperplane:
min
∆ξ
1
2
‖∆ξ‖2A (41)
s.t. C ( (ξi + ∆ξ)− ξi ) + b = 0
As Fig. 8 shows, adding the third term to the result of the previous two steps (ξi when the
unconstrained step is zero, somewhere else along C(ξ − ξi) = 0 otherwise) brings the trajectory
onto the approximation of the constraint surface.
Overall, the algorithm can be thought of as first taking an unconstrained step in the direction dictated
solely by the cost function, and then projecting it onto its guess of the feasible region in two steps, the
last of which aims at correcting previous errors. For the special case of endpoint constraints, which the
next section addresses, the projection further simplifies to a purely Euclidean operator, which is then
smoothed through the matrix A.
6.3 Goal Set Constraints
Goal sets are omnipresent in manipulation: picking up objects, placing them on counters or in bins,
handing them off — all of these tasks encompass continuous sets of goals. Sampling-based planners do
exist that can plan to a goal set [5]. However, the CHOMP algorithm described thus far plans to a single
goal configuration rather than a goal set. This single goal assumption limits its capabilities: goal sets
enlarge the space of candidate trajectories, and, as Sec. 7.3 will show, enable the optimizer to converge
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to better solutions. In this section, we use the trajectory parametrization from Sec. 3.4 to explain the
algorithm above in the context of goal sets.
In order to exploit goal sets, the trajectory endpoint, which is a constant in the original CHOMP,
becomes a variable. That is, we use trajectory functions ξ defined on (0, 1] as opposed to (0, 1). When
using vectors of waypoints as a trajectory parametrization, this leads to a small change in the finite
differencing matrix K and the vector e from Sec. 3.4.
The goal set variant of CHOMP thus becomes a version of the constrained CHOMP from (36), in
which the trajectories satisfying H(ξ) = 0 (the constraint function under the waypoint parametrization)
are the ones that end on the goal set. Constraints that affect only the goal are a special case of trajectory
constraints, for which H(ξ) = Hn(qn) (the constraint is a function of only the final configuration of the
trajectory). Therefore, a large portion of the update rule will focus on the last configuration. Since
C = [0, . . . , 0, C˜], in this case C only affects the last block-row of A−1, which we denote by Bn ∈ Rd×nd.
Also note that the last d× d block in A−1, Bnn, is in fact equal to βId, since there are no cross-coupling
terms between the joints. Therefore, the update rule becomes:
ξi+1 = ξi − 1
ηi
A−1∇U(ξi) + 1
ηiβ
BTn C˜
T (C˜C˜T )−1C˜Bn∇U(ξi) + 1
β
BTn C˜
T (C˜C˜T )−1b (42)
Although not the simplest version of this update rule, this form lends itself to an intuitive geometrical
interpretation. The goal set CHOMP algorithm, as depicted in Fig. 9, follows the “take an unconstrained
step and project it” rule, only this time the projection is much simpler: it is a configuration-space
projection with respect to the Euclidean metric, rather than a trajectory-space projection with respect
to the Riemmanian metric A. The same projection from Fig. 8 now applies only to the end-configuration
of the trajectory. To see this, note that 1ηiBn∇U gets the unconstrained step for the end configuration
from 1ηtA
−1∇U, a d× d vector, and C˜T (C˜C˜T )−1C˜ projects it onto the row space of C˜. This correction
is then propagated to the rest of the trajectory, as illustrated by Fig. 9, through 1βB
T
n . The entries of
Bn, on each dimension, interpolate linearly from 0 to β. Therefore,
1
βB
T
n linearly interpolates from a
zero change at the start configuration to the correction at the end point. Since BTn multiplies the last
configuration by β, 1β scales everything down such that the endpoint projection applies exactly.
So far in this section, we showed that the projection onto a linearized version of the goal set constraint
simplifies to a two step procedure. We first project the final configuration of the trajectory onto the
linearized goal set constraint with respect to the Euclidean metric in the configuration space, which gives
us a desired perturbation ∆qn of that final configuration. We then smooth that desired perturbation
linearly back across the trajectory so that each configuration along the trajectory is perturbed by a
fraction ∆qn; in particular for our prior, the perturbation at the configuration at t is ∆qt = t/n∆qn.
One can show that the linearization of the constraints is not required in general. For any goal set, the
projection of a trajectory onto the set may be decomposed as prescribed above.6
7 Experimental Results on Manipulator Planning Tasks
In this section, we evaluate CHOMP’s performance on common motion planning problems for a typ-
ical robotic manipulator. Such problems are posed in a high-dimensional state space (e.g. that of
7-dimensional arm configurations), but the distribution of obstacles in the robot’s workspace is struc-
tured.
We begin by focusing on the problem of planning to a pre-grasp pose among clutter (Section 7.1).
We show that CHOMP can solve most such tasks quickly and obtain good solutions, and compare its
performance to sampling-based algorithms like RRT or the more recent, optimality-driven, RRT* [39].
CHOMP has a lower success rate than the RRT; however, when it succeeds it does so more quickly, and
6Specifically, one can show that for any single point in the goal set, the magnitude of the optimal projection is propor-
tional to the Euclidean distance between the final configurations of the original trajectory and the projected trajectory.
Therefore, the optimal projection is dictated by that Euclidean distance. Moreover, the optimal projection onto each of
those given points in the goal set is given by the smoothing procedure described above.
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Figure 10: Grasping in clutter scenes, with different starting configurations, target object locations,
and clutter distribution (from left to right: no clutter, low, medium and high clutter).
directly produces a trajectory of much lower cost. We also show that when initializing the determin-
istic version of CHOMP with a straight-line trajectory fails, using Hamiltonian Monte Carlo leads to
successful, low-cost trajectories.
We then focus on extensions to CHOMP which allow it to be used for a more general class of problems.
In Section 7.3, we apply the constrained planning approach formalized in Section 6 to goal sets, enabling
the the algorithm to converge to better solutions. In Section 7.5, we show that certain modifications for
efficiency enable CHOMP to perform trajectory replanning in dynamic environments.
7.1 Comparison on Common Motion Planning Tasks for Manipulation
Here, we focus on a motion planning problem which arises in common manipulation tasks: planning to
a pre-grasp pose among clutter. A pre-grasp pose is an arm configuration which positions the hand in a
pre-grasp position relative to an object. To solve such problems in high-dimensional spaces, a historical
dichotomy exists between trajectory optimization (e.g. CHOMP) and sampling-based approaches (e.g.
the Rapidly-exploring Random Tree). Recently, algorithms such as RRT* have brought optimization
to sampling-based planners. We are interested in evaluating the performance of CHOMP on motion
planning problems commonly encountered in real-world manipulation domains, and comparing it with
such sampling-based approaches.
It is important to observe that the experiments presented in this section are not “apples to apples”
comparisons in that we are juxtaposing a (local) optimization algorithm with global randomized search
algorithms. Obviously the effectiveness of our approach depends strongly upon the inherent structure
underlying the planning problem, including the sparsity and regularity of obstacles. Certainly, there
exist any number of maze-like motion planning problems for which CHOMP is ill-suited. However, as
we hypothesize below, it can come to fill some of the space which has until recently been occupied by
sampling-based methods; hence, we feel the comparison between heterogeneous systems is well motivated.
7.1.1 Experimental Design
We explore day-to-day manipulation task of grasping in cluttered environments. For the majority of our
experiments, we use a canonical grasping in clutter problem: the robot is tasked with moving to grasp
a bottle placed on a table among a varying number of obstacles, as in Fig. 10.
We test the following hypotheses:
H1: CHOMP can solve many structured, day-to-day manipulation tasks, and it can do so very fast.
H2: For a large number of structured, day-to-day manipulation tasks, CHOMP obtains a feasible, low-
cost trajectory in the same time that an RRT obtains a feasible, high-cost trajectory.
We compare CHOMP, RRT and RRT*. To ensure fairness of the comparison, we conduct the
experiments in a standard simulation environment – OpenRAVE [17] version 0.6.4, and use the standard
implementations for RRT (bi-directional RRT-Connect) and RRT* from the Open Motion Planning
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Library (OMPL) version 0.10.27. We use HERB, the Home Exploring Robot Butler, as our experimental
platform. We run each algorithm on each problem 20 times, for 20 seconds each (single-thread CPU
time). The RRT shortcuts the path (using the shortcutting method available in OpenRAVE) until the
final time is reached. We measure at each time point if the algorithm has found a feasible solution, and
we use the path length for cost to ensure a fair comparison, biased towards the randomized planners:
this is the cost that the RRT shortcutting method optimizes, but not directly the cost that CHOMP
optimizes. Instead, CHOMP minimizes sum squared velocities (which correlates to, but is different from,
path length), while pulling the trajectory far from obstacles.
We created grasping in clutter problems with varying features: starting configurations, target loca-
tions and clutter distributions. We split the problems into a training and testing set, such that no testing
problem has any common features with a training one. This is important, as it tests true generalization
of the parameters to different problems. We used the training set to adjust parameters for all algorithms,
giving each the best shot at performing well. We had 170 testing problems, leading to 3400 runs of each
algorithm. Below, we present the results for the deterministic version of CHOMP vs. RRT, and then
discuss the benefits of HMC and the comparison with RRT*.
7.1.2 Time to Produce a Feasible Solution
Validating H1, CHOMP (the deterministic version) succeeded on about 80% of the problems, with an
average time of 0.34s (SEM = 0.0174). On problems where both CHOMP and RRT succeed, CHOMP
found a solution 2.6 seconds faster, and the difference is statistically significant (as indicated by a paired
t-test, t(2586) = 49.08, p < 0.001). Overall, CHOMP has a lower success rate than an RRT on these
problems. When it does succeed, it does so faster. See Fig. 11 for the paired time comparison.
The CHOMP times do not include the time to compute the Signed Distance Field from the voxelized
world (which the robot acquires in practice through a combination of cached voxelized static environ-
ments and voxel grids obtained online via laser scans). The SDF computation takes an average of 0.1
seconds.
7.1.3 Collision Checking - The Grain of Salt
The time taken by the RRT heavily depends on the time it takes to perform collision checks. Our imple-
mentation uses OpenRAVE for collision checking, and the average time for a check was approximately
444 microseconds (averaged over 174 million checks) – see Fig. 12 for the distribution. This is faster
than the times reported in the benchmark comparison from [66] for an easier problem, indicating that
our results for the RRT are indicative of its typical performance. However, the RRT may be improved
with recent, more advanced collision checkers (e.g. FCL [58]). For example, if collision checking were
5 times faster (an optimistic estimate for state-of-the-art performance), the difference in success rate
would be much higher in favor of the RRT, and the planning time when both algorithms succeed would
become comparable, with an estimated average difference of only 0.2s in favor of CHOMP. H2, as we
will see in following section, would remain valid: for many problems (namely 78%), CHOMP produces
a low-cost feasible trajectory in the same time that an RRT produces a high-cost feasible trajectory.
7.1.4 Cost and Feasibility Comparison when the RRT Returns its First Solution
3067 of the 3400 RRT runs yielded feasible trajectories. For every successful RRT run, we retrieved the
CHOMP trajectory from the same problem at the time point when the RRT obtained a solution. In 78%
of the cases, the CHOMP trajectory was feasible, and its path length was on average 57% lower. This
difference in path length was indeed significant (t(2401) = 65.67, p < 0.001): in 78% of the cases, in the
same time taken by an RRT to produce a feasible solution, CHOMP can produce a feasible solution with
significantly lower cost (H2). See Fig. 13 for the cost vs. cost comparison. Note that that the CHOMP
trajectories evaluated here were not the ones with the smallest path length: the algorithm is optimizing
a combination of a smoothness and an obstacle cost. Therefore, CHOMP is increasing the path length
even after the trajectory becomes feasible, in order to keep it far from obstacles.
7The bug fix for RRT* (path improvement) in 0.11.1 did not alter the results on our problems, for our time intervals.
We did verify that the issue was indeed fixed by finding problems on which the RRT* did eventually improve the path.
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Figure 11: From left to right: a paired time comparison between RRT and CHOMP when both
algorithms succeed, success rates for both algorithms within the 20 s time interval and the planning
time histograms for both algorithms. In the time comparison chart on the left, each data point is one
run of the RRT algorithm vs. the discrete run of CHOMP on a problem. Due to the large number of
data points, the standard error on the mean is very small.
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Figure 12: Distribution of per-problem average collision times over all test problems.
∞
0
5
10
∞0 5 10 15 20 25 30
C
H
O
M
P
P
at
h
L
en
gt
h
(r
a
d
)
RRT Path Length (rad)
70.6%
19.6%
1.6%
8.2%
Figure 13: Comparison of path lengths of CHOMP and RRT at the RRT first-feasible time. Each RRT
run is paired with the deterministic CHOMP run for its problem, and the pair is plotted here by path
length. Infeasible paths are assigned an infinite path length; the grey bands show the distribution of
lengths when one of the results was infeasible. The table also shows the distribution of feasible paths
found by each planner.
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Time Success (Percentage) Average Path Length (radians)
Budget RRT CHOMP RRT CHOMP
1 s 16.5 24.7 4.37 3.69
2 s 47.0 68.2 6.85 4.89
3 s 57.1 70.6 6.64 4.94
5 s 66.3 74.1 6.69 5.00
10 s 88.0 74.7 6.79 5.03
20 s 90.2 74.7 6.58 5.03
Table 1: Comparison of CHOMP and RRT for different time budgets.
7.1.5 Time Budgets
In practice, planners are often evaluated within fixed time budgets. Here, we allow each planner a fixed
planning time, and evaluate its result (for both feasibility and path length). We found that the relative
performance of CHOMP and RRT depends greatly on the time budget allotted (and of course, on the
collision checker). For CHOMP, we run iterations until such time that a final full-trajectory collision
check will finish before the given budget; the check is then performed, and the result is reported. Note
that a CHOMP trajectory can oscillate between feasible and infeasible during optimization; it may be
the case that an infeasible CHOMP result was in fact feasible at an earlier time, but the algorithm is
unaware of this because it only performs the expensive collision check right before it returns. For the
RRT, we simply stop planning or shortcutting at the end of the budget. We evaluated time budgets of
1, 2, 3, 5, 10, and 20 s. The summary of these results is shown in Table 1. Snapshots of the distribution
of each pair of planning runs are also shown in Fig. 14.
The results illustrate the differences between the planners. For short time budgets (< 5 s), the
deterministic CHOMP has a higher success rate than the RRT; however, it plateaus quickly, and does
not exceed 75% for any budget. The addition of HMC can improve this performance further (see
Section 7.1.6). The RRT continues to improve, with a 90.2% success rate within the longest budget.
Across all feasible solutions for all budgets, CHOMP significantly outperforms the RRT when evaluated
by path length.
7.1.6 HMC
The deterministic CHOMP algorithm resulted in a feasible path after a 20 s time budget with a 74.7%
success rate (see Fig. 15) on our testing suite of clutter problems. A further 5.9% of problems yielded
no successful paths at any point during the runs of any of the planners we tested, and are thus classified
as unsolvable here. The Hamiltonian Monte Carlo component of CHOMP aims to improve performance
on the remaining 19.7% of the cases.
We implemented HMC by adding a trajectory momentum term to the optimizer as described in Sec-
tion 5. The momentum of the trajectory was repeatedly resampled after a random number of iterations
given by an exponential distribution with parameter λexp = 0.02. Momenta were sampled from the dis-
tribution p(γ) ∝ exp (− 12αγT γ), with the parameter α increasing exponentially as α = 100 exp (0.02 k)
with k the iteration number.
On those solvable problems on which deterministic CHOMP failed, the addition of HMC resulted in
a 56% success rate during the 20 s time budget. Fig. 15 shows an example problem and also illustrates
the behavior of the algorithm.
7.1.7 RRT*
We compared the performance of CHOMP and Bi-Directional RRT-Connect to the RRT* implementa-
tion in OMPL. The RRT* range (step size) parameter was set equal to that of the RRT (corresponding
to a workspace distance of 2 cm). We chose other algorithm parameters (goal bias, ball radius constant,
and max ball radius) as directed by the implementation documentation. RRT* had a 5.97% success rate
on our testing suite of clutter problems. When it did succeed, it found its first feasible solution after an
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(a) Planning results with a 1 s time budget.
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(c) Planning results with a 20 s time budget.
Figure 14: The performance of CHOMP and RRT on the testing set of clutter problems for different
time budgets. Infeasible (CHOMP) or unfound (RRT) results are assigned an infinite length, partitioning
the data as shown in the table. For short budgets (a), the planners find short paths for some problems,
but fail for most. As the budget is increased (b), CHOMP can solve more problems, also yielding
significantly shorter paths. Long budgets (c) favor the RRT, with a better success rate and improved
path lengths.
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(a) Summary of HMC results on clutter problems. (b) Example problem requiring HMC.
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(c) Comparison of CHOMP with and without HMC to RRT over a 20 s time budget.
Figure 15: In cases where the deterministic CHOMP algorithm is unable to find a feasible solution due
to local minima, the addition of Hamiltonian Monte Carlo sampling is often able to improve performance.
Restricted to the 33 solvable problems on which deterministic CHOMP failed (Fig 15(a)), HMC resulted
in a feasible path 56% of the time. Fig 15(b) shows an example problem for which HMC was necessary;
the problem is difficult because the initial trajectory passes directly through the table. Fig 15(c) shows
the time performance of the RRT and CHOMP (with and without HMC) on the problem from Fig 15(b).
Deterministic CHOMP falls immediately into an infeasible local minimum. Driven by significant initial
momenta, each run of CHOMP with HMC begins by initially exploring different parts of the space of
trajectories before settling down. In this problem, 18 of the 20 runs resulted in feasible trajectories. The
performance of the RRT is also shown for comparison.
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Figure 16: An easy (left) and a difficult (right) starting configuration. Although they might seem very
similar, the local gradient information leads CHOMP to vastly different results: while it can solve 91%
of problems using the first configuration as the start, it can only solve 55% of those using the second
one. The RRT is less affected by this, with a difference in success rate of 15% instead of CHOMP’s 36%.
average of 6.34 s, and produced an average path length of 11.64 rad. On none of our testing problems
was it able to improve its first path within the 20 s time budget (although we did verify that for other
problems, this does happen with a long enough time budget).
7.1.8 Problem Type Effects on Performance
Our problems varied in the starting configuration, target object location, and clutter amount. We also
chose a goal configuration for each problem from a goal set of feasible grasps of the target object. For
this final stage of our analysis, we are interested in capturing the effects of such environment features on
the performance of CHOMP. We used these features as factors in an ANOVA with the amount of time
taken by CHOMP to produce a feasible trajectory as the response, and found that the fit was rather poor
(R2 = 26.24%). This indicates that the complexity of the problem is far more subtle than, for example,
a general notion of how much clutter is found around the goal, or how far the starting configuration is.
The fit was better when using path length as a response (R2 = 51.9%), and all factors had significant
effects. The result is intuitive: the length of the final path produced by seeding deterministic CHOMP
with a straight line trajectory is in large determined by the start and goal configurations.
We also analyzed the effects of these features on the success rate of CHOMP. We found that the
starting configuration has a large effect on this measure, with an easy starting configuration leading to
a 91% success rate, and a difficult one to merely 55%. What is more, the difference is not intuitive to
the naked eye (see Fig. 16): covariant gradients in high-dimensional spaces can have unintuitive effects.
7.2 Beyond Grasping in Clutter
Our experiments so far focused on grasping an object surrounded by clutter. But how does CHOMP
perform on more complex tasks, defined by narrow spaces? To explore this question, we investigated
the algorithm’s performance on the problem setup depicted in Fig. 17: reaching to the back of a narrow
microwave placed in a corner, with little free space for the arm to move through. We ran CHOMP
and BiRRT-Connect for 8 different scenarios (with different start and goal IK configurations). CHOMP
was able to solve 7 of the 8 scenarios, taking an average of 1.04 seconds. The RRT had a total success
rate of 67.1%, taking an average of 63.36 seconds to first-feasible when it succeeds. On the problem
for which CHOMP failed, the RRT had a 10% success rate. A collision check here took an average of
2023 microseconds (requiring a speed up of 60x to make the RRT first-feasible time equal to that of
CHOMP).
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Figure 17: The start and the goal for a complex problem of reaching into the back of a narrow microwave.
The robot is close to the corner of the room, which makes the problem particularly challenging because
it gives the arm very little space to move through. The goal configuration is also very different from the
start, requiring an “elbow flip”. Two starts were used, one with a flipped turret (e.g. J1 and J3 offset
by pi, and J2 negated), leading to very different straight-line paths.
7.3 Goal Set Constraints
Sec. 6 derived the CHOMP algorithm under trajectory-wide constraints, and analyzed the particular case
of constraints that affect only the endpoint of the trajectory. This type of constraint enables relaxing
the constant goal assumption made in Sec. 3 and allows the optimizer the flexibility of a set of goal
configurations.
7.3.1 Experimental Setup
Hypothesis: Taking advantage of the goal set describing manipulation tasks during optimization results
in final trajectories with significantly lower cost.
We use a 7-DOF Barrett WAM mounted atop of a Segway base for most of this section of our
experiments. To ensure a fair comparison, we use the same parameter set for both algorithms. We also
restrict ourselves to deterministic optimization: these experiments run CHOMP from a straight line
trajectory and do not use HMC.
We focus on day-to-day manipulation tasks, and define four types of tasks: grasping in cluttered
scenes with both an easy and a difficult starting pose of the arm, handing off an object, or placing it in
the recycle bin – see Fig. 18. We set up various scenarios that represent different obstacle configurations
and, in the case of hand-offs and recycling, different initial poses of the robot. Each scenario is associated
with a continuous goal set. e.g. the circle of grasps around a bottle, or the rectangular prism in workspace
that ensures the object will fall into the bin. We compare the algorithms starting from straight line
trajectories to each goal in a discretized version of this set. This reduces the variance and avoids biasing
the comparison towards one algorithm or the other, by selecting a particularly good goal or a particularly
bad one. For each scenario and initial goal, we measure the cost of the final trajectory produced by each
algorithm.
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Figure 18: A cost comparison of the single goal with the goal set variant of CHOMP on problems
from four different environment types: grasping in clutter from a difficult, and from an easy starting
configuration, handing off an object, and placing it in the recycle bin.
Figure 19: The goal set algorithm modifies the trajectory’s goal in order to reduce its final cost. The
figure plots the initial vs. the final goals obtained by the single goal and the goal set algorithm on a
grasping in clutter problem. The area of each bubble is proportional to the cost of the final trajectory.
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Figure 20: The end effector trajectory before and after optimization with Goal Set CHOMP. The initial
(straight line in configuration space) trajectory ends at a feasible goal configuration, but collides with
the clutter along the way. The final trajectory avoids the clutter by reaching from a different direction.
7.3.2 Results and Analysis
We ran CHOMP and Goal Set CHOMP for various scenarios and goals, leading to approximately 1300
runs of each algorithm. Fig. 18 shows the results on each task type: the Goal Set Algorithm does achieve
lower costs. We used a two-tailed paired t-test on each task to compare the performances of the two
algorithms, and found significant differences in three out of the four: on all task but grasping in clutter
from a hard starting configuration, taking advantage of goal sets led to significantly better trajectories
(p < 0.05). Across all tasks, we found a 43% improvement in cost in favor of Goal Set CHOMP, and the
difference was indeed significant (p < 0.001), confirming our hypothesis.
We did find scenarios in which the average performance of Goal Set CHOMP was in fact worse than
that of CHOMP. This can be theoretically explained by the fact that both these algorithms are local
methods, and the goal set one could make a locally optimal decision which converges to a shallower local
minima. At the same time, we do expect that the average performance improves by allowing goal sets.
A further analysis of these scenarios suggested a different explanation: although on most cases the goal
set version was better, there were a few runs when it did not converge to a “goal-feasible” trajectory
(and therefore reported a very high cost of the last feasible trajectory, which was close to the initial one).
We noticed that this is mainly related to the projection being impeded by joint limits. Formalizing joint
limits as trajectory constraints and projecting onto both constraint sets at the same time would help
mediate this problem.
Fig. 19 shows one of the successful scenarios. Here, the target object is rotationally symmetric and
can be grasped from any direction. The figure depicts how Goal Set CHOMP changed the grasp direction
and obtained lower costs (as indicated by the size of the bubbles). The next figure, Fig. 20, shows a
similar setup for a different mobile manipulator. Although the initial trajectory ends at a collision-free
goal, it intersects with the clutter. Goal Set CHOMP converges to a trajectory ending at a goal in free
space, which is much easier to reach.
7.4 Trajectory-Wide Constraints
Our experience with trajectory-wide constraints on CHOMP has been mixed. CHOMP does successfully
find collision-free trajectories that abide by such constraints, as the theory shows. For example, we solved
the task of bimanually moving a box by enforcing a fixed relative transform between the robot’s hands,
and the task of keeping an object upright while extracting it from the microwave (Fig. 21). However, this
is computationally expensive when the constraint affects all points along the trajectory. Every iteration
requires the inversion of a new matrix CA−1CT , an O((nd)2.376) operation (where n is the number of
trajectory points and d is the dimensionality of the constraint at each point). For example, for the task
in Fig. 21, d is 2 and CHOMP solves the problem in 17.02 seconds.
Furthermore, handling joint limits separately, as CHOMP usually does, can sometimes oppose the
constraint projection: joint limits need to also be handled as hard constraints, and the unconstrained
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Figure 21: The trajectory obtained by CHOMP for extracting the bottle from the microwave while
keeping it upright (a trajectory-wide constraint).
Figure 22: Comparison with a standard configuration of CHOMP by Ratliff et al. [65] was performed in
randomized simulated clutter scenes similar to this one.
step needs to be projected on both constraints at once.
7.5 Fast Replanning Configuration
Simulated and real-robot experimental results are presented in the context of efficient replanning due
to unforeseen changes in the environment or moving obstacles. To this end, we configure the CHOMP
algorithm with pre-computed compositional distance fields (Section 4.1.2) and weight scheduling (Section
3.6). This configuration, particularly well suited for replanning, is henceforth referred to as CHOMP-R.
We first demonstrate that this configuration performs well with respect to the original formulation of
CHOMP described in [65]. Second, we apply it to replanning on a physical robot and demonstrate fast
real-time replan rates in realistic scenarios.
In comparing to the original CHOMP, we utilized a simulated model of a manipulator robot that
operates in a set of scenes that include dense clutter due to a collection of 50 randomly placed box
obstacles of random size, as illustrated in Figure 22. Ten different scenes were generated and 100
planning queries were performed by selecting random initial and final arm configurations. The baseline
implementation was executed on these planning queries, and the results were considered the control
group, i.e. baseline. The methods described in this paper were then attempted also, and the results were
compared to this control group. Three different planner configurations were compared to CHOMP:
• The standard signed distance field was replaced with the compositional distance field in Section
4.1.2.
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Figure 23: A replanning configuration of CHOMP, referred to as CHOMP-R, is compared to the original
configuration of the algorithm described in [65], here considered the baseline. Two major components of
CHOMP-R – compositional distance fields (left) and weight scheduling (center) – are compared to the
baseline individually, along with their combination (right). The convergence category (leftmost bar in
each set) is the reciprocal of the ratio of successful planning queries, such that lower bar values represent
more attractive performance throughout the plot.
• The cost function weights were scheduled as described in Section 3.6.
• CHOMP-R: both object distance primitives and weight scheduling were combined.
Figure 23 demonstrates how the three planner configurations compare to baseline. It uses three
measures for the comparison: the (reciprocal of) ratio of the planning queries that were solved by
a planner (failure means exceeding 500 iterations), the number of iterations a planner took and the
amount of time (in seconds) that was required to find a solution. These measures are color-coded in the
figure as light gray, dark gray and white, respectively, and presented as ratios: each of the quantities
was measured with each of the variants above and divided by the respective quantity measured using
baseline.
In particular, the three bars on the left of the plot demonstrate that replacing the standard distance
field with the compositional one does not affect performance, except by requiring far less runtime (in
seconds) for each planning query. A reduction of over an order of magnitude is attained by virtue of
eliminating the need to re-compute the distance field on-line during planning.
The advantage of the cost function weight scheduling is demonstrated in the center of the plot. The
improvement is two-fold: both in the greater ratio of queries solved and in reducing the number of
iterations – with an advantage of about 20% in each category. Runtime in seconds is also lower as a
consequence of the reduction in iterations.
Lastly, the three bars on the right of the figure compare CHOMP-R, the combination of the two
features compares thus far, to baseline. This instance of the design is the one that we apply to the real
robot replanning experiments that follow.
The ARM-S manipulator robot, featuring a 7-DOF Barrett arm, was used for physical experimen-
tation. The arm repeatedly executes a pre-defined trajectory, which becomes invalidated due to an
unexpected obstacle. Once the perception system localizes the obstacle, the replanner reacts to it by
modifying the trajectory to avoid the obstacle. 100 trials of the experiment were performed in two
configurations: CHOMP-R with and without the end-effector workspace pose constraint, implemented
via (22), compared to standard CHOMP. As Figure 24 shows, CHOMP-R resulted in notable replanning
speedup on this platform.
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Figure 24: CHOMP and CHOMP-R are compared on the ARM-S robot platform. The figure shows
that the constraint claimed greater runtime in seconds. The average CHOMP replan runtime was 2.03
sec, while the average CHOMP-R runtime was 0.28 and 0.17 sec. with and without the end-effector
constraint implemented via (22), respectively. This result is significant in demonstrating that CHOMP-
R is sufficiently fast to be responsible for the robot’s reactive behavior. In addition, it demonstrates
that satisfying workspace pose constraint maintains sub-second replan rate.
Figure 25: Boston Dynamics Inc. LittleDog quadruped robot, shown crossing several types of rough
terrain. Images reproduced from [84].
8 Implementation on a Quadruped Robot
In Section 7, we describe a number of experiments conducted to compare CHOMP with other planning
approaches, and to investigate the effectiveness of the various extensions to the algorithm. In this
section, however, we describe how CHOMP was successfully integrated into a larger system to achieve
high performance quadruped locomotion over rough terrain.
In 2007-2010, the Robotics Institute fielded one of six teams participating in the DARPA Learning
Locomotion project, a competitive program focusing on developing strategies for quadruped locomotion
on rough terrain [84]. Each team developed software to guide the LittleDog robot, designed and built
by Boston Dynamics Inc., over standardized terrains quickly and robustly. With legs fully extended,
LittleDog has approximately 12 cm clearance off of the ground. As shown in figure 26, some of the
standardized terrains require stepping over and onto obstacles in excess of 7 cm.
Our approach to robotic legged locomotion decomposes the problem into a footstep planner which
informs the robot where to place its feet as it traverses the terrain [12], and a footstep controller which
generates full-body trajectories to realize the planned footsteps. In the final two years of the project,
our team came to rely on CHOMP as a critical component of our footstep controller.
Footsteps for the LittleDog robot consist of a stance phase, where all four feet have ground contact,
and a swing phase, where the swing leg is moved to the next support location. During both phases, the
robot can independently control all six degrees of trunk position and orientation via the supporting feet.
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Figure 26: Using CHOMP with the Boston Dynamics LittleDog quadruped robot. Top row: the initial,
heuristically determined input trajectory has significant collisions between the barrier and the robot’s
knee, shin, and foot during the leg swing. Bottom row: CHOMP pitches the trunk down and tips forward
to bring the leg out of collision.
Additionally, during the swing phase, the three degrees of freedom for the swing leg may be controlled.
For a given footstep, we run CHOMP as coordinate descent, alternating between first optimizing the
trunk trajectory ξT given the current swing leg trajectory ξS , and subsequently optimizing ξS given the
current ξT on each iteration. The initial trunk trajectory is given by a Zero Moment Point (ZMP) preview
controller [36], and the initial swing leg trajectory is generated by interpolation through a collection of
knot points intended to guide the swing foot a specified distance above the terrain (see right hand side
of Figure 27).
To construct the signed distance field (SDF) representation of the terrain, we begin by scan-converting
triangle mesh models of the terrain into a discrete grid representation. To determine whether a grid
sample lies inside the terrain, we shoot a ray through the terrain and use the even/odd rule. Typical
terrains are on the order of 1.8 m × 0.6 m × 0.3 m. We set the grid resolution for the SDF to 5 mm.
The resulting SDFs usually require about 10-20 megabytes of RAM to store. The scan-conversion and
computation of the SDF is created as a preprocessing step before optimization, and usually takes under
5 seconds on commodity hardware.
When running CHOMP with LittleDog, we exploit domain knowledge by adding a prior to the
workspace potential function c(x). The prior is defined as penalizing the distance below some known
obstacle-free height when the swing leg is in collision with the terrain. Its effect in practice is to add a
small gradient term that sends colliding points of the robot upwards regardless of the true gradient of
the SDF.
For the trunk trajectory, in addition to the workspace obstacle potential, the objective function in-
cludes terms which penalize kinematic reachability errors (which occur when the desired stance foot
locations are not reachable given desired trunk pose) and which penalize instability resulting from the
computed ZMP straying towards the edges of the supporting polygon. Penalties from the additional ob-
jective function terms are also multiplied through A−1 when applying the gradient, just as the workspace
potential is.8
Although we typically represent the orientation of the trunk as a unit quaternion, we represent it
to CHOMP as an exponential map vector corresponding to a differential rotation with respect to the
“representative orientation” of the trajectory. The exponential map encodes an (axis, angle) rotation
as a single vector in the direction of the rotation axis whose magnitude is the rotation angle [18]. The
representative orientation is computed as the orientation halfway between the initial and final orientation
of the trunk for the footstep. Because the total amount of body rotation over a footstep is generally
quite small (well under 30◦), the error between the inner product on exponential map vectors and the
true quaternion distance metric is negligible.
8Since the ZMP is a dynamical constraint, it would be best handled using the theory defined in Section 6; however,
the quadruped implementation predates that work. Instead, we exploit the fact that smoothly moving the robot center of
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Figure 27: Another illustration of CHOMP optimizing a step over a barrier. Left: Initial trajectory.
Right: After optimization. Note that although the initial trajectory results in severe collisions between
the knee and the barrier, the optimized trajectory keeps the swing leg free of collisions. Images reproduced
from [84].
Timing for the footstep is decided by a heuristic which is evaluated before the CHOMP algorithm
is run. Typical footstep durations run between 0.6 s and 1.2 s. We discretize the trajectories at the
LittleDog host computer control cycle frequency, which is 100 Hz. Currently, trajectories are pre-
generated before execution because in the worst-case, optimization can take slightly longer (by a factor
of about 1.5) than execution to return a collision free trajectory; however, CHOMP typically converges
after less than 0.5s.9
As shown in figures 26 and 27, the initial trajectory for the footstep is not always feasible; however,
the CHOMP algorithm is almost always able to find a collision-free final trajectory, even when the
initial trajectory contains many collisions. CHOMP was developed as part of Phase II of our approach
during the three phases of the Learning Locomotion program, and refined during Phase III. It aided
substantially in raising our mean walking speed across standardized terrains from 2.6 cm/s in Phase I,
to 5.6 cm/s in Phase II, and finally to 9.0 cm/s in Phase III (the program’s metric speeds to beat in each
phase were 1.2 cm/s, 4.2 cm/s, and 7.2 cm/s, respectively). The CHOMP algorithm was also adopted
by another team participating in the program [37].
9 Limitations
Our work is limited in many ways, from the optimizer itself to our experimental evaluation.
CHOMP inherits the problems of optimization in high-dimensional spaces on non-convex cost func-
tions. Finding the global optimum may be intractable, and the optimizer can converge to high-cost
local minima. Complex problems (described by narrow passages) are difficult to solve if the optimizer is
initialized with a trajectory far from a collision free solution. This high-cost minima issue can be allevi-
ated to a certain extent through exploration (Hamiltonian Monte Carlo, Sec. 5, which makes CHOMP
probabilistically complete), or through learning from previous experiences to initialize the optimizer in
a good basin of attraction [16, 20].
Finding the right cost function to optimize is also a challenge. A limitation of CHOMP is that the
current cost does not always align with our (or a user’s) actual preferences. For example, a trajectory that
is in collision briefly but stays far away from obstacles on average can have lower cost than a trajectory
that never collides, but stays close to obstacles [21]. This cost function also does not necessarily create
trajectories that are what a human observer would want or expect from the robot, and in fact different
mass using A−1 has a very similar effect to treating the ZMP correctly.
9Here, using the speedups discussed in Section 7.5 would have presumably helped achieve better real-time performance,
but again, the quadruped implementation predates that work.
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observers have different expectations [22]. Learning an appropriate cost function and customizing it for
the user is an active area of research.
CHOMP also depends on several parameters, which require tuning, like the trade-off between obstacle
and smoothness cost or the step size schedule.
An additional limitation relates to handling constraints. While CHOMP can handle trajectory-wide
constraints, hard constraints can be time-consuming (they require matrix inversion at every iteration),
and soft constraints (in the form of penalty functions) can lead to poor solutions when the penalty and
the cost have opposing gradients.
Finally, our work does not lead to a clear understanding of what problems are easier and what prob-
lems are harder for CHOMP. Further work is needed to investigate what makes day-to-day, structured
problems too complex to solve in a practically suitable amount of time.
Our experimental evaluation also has several limitations. We compared CHOMP with RRT-based
algorithms, but other algorithms would also constitute good basis for comparisons (e.g. PRMs [41]).
Although our goal was to provide the fairest comparison, every decision comes with alternatives that
could shift the results. In our comparison, we used the standard implementations from OMPL of RRT
and RRT* (coming from the author of the algorithm) and the standard collision checker from the
OpenRAVE simulator. This collision checker, albeit standard, is not state-of-the art. Recent advances,
e.g. FCL [58], would drastically improve the RRT performance. CHOMP, on the other hand, uses
a different type of collision checking, via the Signed Distance Field. This is much faster, but also
approximate – CHOMP has a built-in tolerance for this approximation via the obstacle cost function.
Nonetheless, a similar collision checking method could be used for the RRT. We chose standard libraries
instead in order to provide a comparison with the typical performance of RRTs on our scenes.
Our scene selection is limited as well. Firstly, it is mostly restricted to grasping in clutter (outside
of a few additional examples), and fails to explore a wide range of real-world situations. This is a
common issue in motion planning: the community still lacks real-world scene generators that would
enable thorough testing of planners. Secondly, the clutter is generated in an artificial manner, by
placing the same object in random positions around the target. It fails to capture the complexity of the
real world. Thirdly, the amount of clutter still allows for feasible grasping configurations. If we imagine
reaching into a real cluttered fridge, however, the clutter would not be distributed in a way that enables
this – the robot would have to adopt more complex strategies than planning from a start to a goal (or
goal set), e.g. pushing objects aside to make room [19].
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