Abstract. The approximation of forced mean curvature ow via a singularly perturbed double obstacle problem is studied. This approach di ers from the usual Allen-Cahn approximation because it is insensitive to the choice of the potential. We continue the investigation started in 6] by analyzing evolutions past singularities. We prove that the zero level sets of the solution to the double obstacle problem converge to the generalized motion by mean curvature with forcing term, provided no fattening occurs. Moreover an order one interface error estimate is proved, if the underlying viscosity solution satis es an additional non-degeneracy property. The proofs are based on the construction of barriers for the double obstacle problem and on a comparison lemma.
Introduction
In this note we continue the investigation started in 6] of a singularly perturbed double obstacle problem, which is used to approximate forced mean curvature ow. The classical forced mean curvature ow is the motion of an interface (t) according to the evolution law (1.1) V (x; t) = (x; t) + g(x; t):
Here V (x; t) denotes the velocity of any point x of (t) in the inner normal direction n(x;t), (x; t) is the sum of the principal curvatures of (t) at x, and g(x; t) is a given forcing term. Consider u " solution of the singularly perturbed reactiondi usion equation p (s)ds, as well as appropriate initial and boundary conditions. It is known that the zero level set of u " converges for " # 0 to an interface (t) which moves according to the law (1.1). This result has been 1991 The advantage of potential (1.3) is that the resulting solution u " attains values in (?1; 1) only into a transition region T " (t) of width O(") and the values +1 or ?1 elsewhere. This property allows to solve numerically equation (1.2) only in the transition region T " , and thus to save computational e orts. Furthermore, in 7,8], optimal interface error estimates of order O(" 2 ) have been proved for the smooth regime. An O(") estimate can be found in 9] which is valid even beyond the onset of singularities, provided the limit interface does not develop interior.
In this paper we consider a di erent singularly perturbed double obstacle problem, where the right hand side of (1.2) is modi ed following the phase-eld equation proposed by Bene s 1]. The equation reads now
with de ned as in (1.3). Initial and boundary conditions coupled to (1.4) will be speci ed later on. The independence of equation (1.4) from the energy potential underlines the convenience of using (1.4) instead of (1.2). In 6] optimal interface error estimates of order O(" 2 ) are proved before the onset of singularities. The goal of this paper is to prove convergence of the zero-level set " (t) of the solution u " for the double obstacle problem (1.4) to the generalized motion (t), interpreted in the viscosity sense. Moreover an O(") interface error estimate, which is valid even beyond the onset of singularities, is proved provided a non-degeneracy property is satis ed by the viscosity solution.
The outline of this paper is the following. In x2 we show how to obtain an explicit representation of an approximate traveling wave. In x3 we recall the generalized notion of mean curvature ow by means of the level set approach, as well as the key properties of the distance function d(x; t) from the generalized evolution (t). Further we introduce the notion of viscosity supersolutions to the double obstacle problem. In x4 we rigorously construct supersolutions to (1.4), and note that a similar procedure can be used for subsolutions. A comparison lemma is stated and proved in x5. Finally, in x6, we prove the convergence of " (t) to (t) together with the interface error estimate. More precisely we characterize our "-approximate traveling wave q as a function in We study the approximation of (t) via the singularly perturbed double obstacle problem (1.4) subject to the initial and boundary condition u " (x; 0) = sgn(d 0 (x)) for x 2 and u " = 1 on (0; T ). This problem has a viscosity interpretation. The de nition of viscosity subsolution is the same as De nition 3.1 but with reversed inequalities and being (x 0 ; t 0 ) a maximum point. A function u " is called a viscosity solution of (1.4) if it is both subsolution and supersolution. 4. Supersolutions In this section we construct supersolutions, to the double obstacle problem (1.4). To reach this aim we intend to use (3.1). An equivalent procedure can be used for subsolutions. We de ne u " (x; t) < 1 we have y(x; t) < 2 . We consider two cases.
Case 1: If y(x; t) < ? 2 then (y(x; t)) = ?1, 0 (y(x; t)) = 00 (y(x; t)) = 0 and I(u + " )(x; t) = 1 " > 0.
Case 2: If ? 2 y(x; t) < 2 , then we have ? 2 d(x;t) " ? 2 ? (t) < 2 , whence 0 < d(x; t) < "( (t) + ). Therefore we estimate jg(x; t) ? g(x ? d(x; t)rd(x; t); t)j jjrgjj L 1 (Q) 
Using that 00 + = 0 in (? 2 
where we have dropped the argument of y. For > 0 su ciently large, we can conclude that the rightmost term is positive. Proof (rigorous).
We have u holds.
First of all we observe that it is always possible to assume the minimum of u + " ?'
at (x 0 ; t 0 ) to be strict, or in other words As before we can distinguish two possible cases, namely y 0 < ? 2 and ? 2 y 0 < 2 . To do so, we construct a smooth function (x; t), that plays the same role for ' as the distance function d for u + " . Since is not strictly increasing over the whole domain, we de ne as follows. Let be a regularization of by convolution with a smooth kernel , whose support is contained in (? ; ), and 0 < is su ciently small. Let and equality holds at (x ; t ). We thus deduce with the help of (4.4) that (x ; t ) is also a minimum for d ? and 0 < d(x ; t ) = (x ; t ). Consequently, ( In light of (4.6), we distinguish two more possible situations, namely ? 2 ? < y ? 2 + and ? 2 + < y < 2 ? . We rst consider ? 2 + < y < 2 ? .
Recalling that 00 + = 0 in (? 2 ; 2 ) we can write From the assumption ? 2 + < y < 2 ? we have jy j = (x ;t ) " ? 2 ? (t ) < 2 , and thus 0 < (x ; t ) < "( (t ) + ). Therefore we can write jg(x ? (x ; t )r (x ; t ); t ) ? g(x ; t )j jjrgjj L 1 (Q) (x ; t ) "jjrgjj L 1 (Q) ? (t ) + Proof. We split the proof into several steps.
Step 1: Letĝ := e ? t g and^ := " ? " is a viscosity supersolution of (1.4). Therefore as e t > 0 we have @ t' ? " ' +^ ' ? "jr'jĝ 0 at (x 0 ; t 0 ); which concludes the proof of Step 1.
Step 2: Since no confusion is possible we set u " =û " and g =ĝ. We argue by contradiction. Let u " (x; t) be the solution of (1.4) provided the initial and boundary conditions u " (x; 0) = sgn(d 0 (x)) for all x 2 , u " (x; t) = 1 on (0; T ).
In the same way as in 9] we can prove the convergence of the zero level sets " (t) = fx 2 : u " (x; t) = 0g to the generalized motion (t) emanating from 0 .
Let l " := ( e 2GT + )" = ( (0)+ )" and 0;" := fx 2 : d 0 (x) = l " g. We denote by " (t) = fx 2 : !(x; t) = l " g the generalized evolving fronts emanating from 0;" . We consider u " the supersolution and subsolution de ned in x4 in terms of the signed distance functions d " from " (t). Since u + " is lower semicontinuous, u ? " is upper semicontinuous and it is easy to check that u ? " u " u + " on the parabolic boundary of Q, we can conclude by the comparison Lemma that u ?
" (x; t) u " (x; t) u + " (x; t) 8(x; t) 2 Q:
This result allows us to prove the following theorem.
Theorem 6.1. Let I(t) = fx 2 : !(x; t) < 0g, O(t) := fx 2 : !(x; t) > 0g, and x 2 I(t) (or resp. x 2 O(t)). Then for " su ciently small u " (x; t) = ?1 (resp. u " (x; t) = 1), Theorem 6.1 states the convergence of " (t) to (t) as " # 0 in case (t) has empty interior.
To derive interface error estimates we have to assume more regularity for (t).
We de ne (t), the regular part of (t), as the set of all x 2 (t) such that !( ; t) is of class C 1 in a neighborhood of x, and the non-degeneracy condition jr!(x; t)j > 0 is satis ed. Then the following theorem holds Theorem 6.2. For x 2 (t) , there exists " 0 (x; t) > 0 such that dist (x; " (t)) 2l " jr!(x; t)j ?1 " 8" " 0 (x; t)
We refer to 9] for the proofs of Theorems 6.1 and 6.2.
