Liquid-vapor isotopic fractionation factors of diatomic fluids: A direct comparison between molecular simulation and experiment J. Chem. Phys. 125, 034510 (2006) The Gibbs ensemble molecular dynamics algorithm introduced in the preceding paper ͑paper I͒ ͓C. Bratschi and H. Huber, J. Chem. Phys. v 126, 164104 ͑2007͔͒ is applied to two recently published CO 2 ab initio pair potentials, the Bock-Bich-Vogel and symmetry-adapted perturbation theory site-site potentials. The critical properties of these potentials are calculated for the first time. Critical values and points in the single and two-phase zones are compared with Monte Carlo results to demonstrate the accuracy of the molecular dynamics algorithm, and are compared with experiment to test the accuracy of the potentials. Pressure calculations in the liquid, gas, and supercritical states are carried out and are used to explain potential-related effects and systematic discrepancies. The best ab initio potential yields results in good agreement with experiment.
I. INTRODUCTION
The simplest method to calculate the critical temperature in a direct way is to increase the temperature and to measure observables until a phase separation is no longer observable. The problem with this method is that the correlation length diverges at the critical point and a finite sized system used in molecular dynamics is not able to sample a macroscopic effect. As the critical point is approached, the correlation length increases and at a certain temperature the correlation length is equal to the box length. After this crossover temperature the values obtained are no longer sufficiently accurate. Even experiments are limited by the size of the vessel, and external disturbances, e.g., gravity, have to be zero to get precise results.
An indirect method must therefore be used to accurately determine the location of the critical point. The temperature dependence of the liquid and vapor densities of two phases in equilibrium can be related to the critical point by two laws ͑see Sec. III͒. If values of the equilibrium liquid and vapor phase densities are known over a range of temperatures, these laws can be used to determine the critical temperature and pressure by extrapolation. The two-phase equilibrium properties can be calculated using the Gibbs ensemble method with either a Monte Carlo algorithm 1 or the molecular dynamics algorithm introduced in paper I. 2 Carbon dioxide is an important solvent in the pharmaceutical and chemical process industries and is needed in large quantities for the production of methanol and urea. If CO 2 is dissolved in oil, the oil becomes less viscous and can be more easily extracted from a well. Supercritical CO 2 is used as a solvent in a wide range of industrial applications. It has a similar solvent power to petroleum and has the ability to dissolve fluorinated organic compounds. Supercritical CO 2 is used for the decaffination of coffee and tea and has a huge potential in its use as a solvent in polymerization processes. At ambient conditions CO 2 is gaseous and can be easily separated and recycled from liquid and solid substances, and it is therefore an attractive replacement for more toxic chemicals. In the atmosphere it is a greenhouse gas responsible for global warming.
Supercritical fluids are used as solvents for extraction processes and chemical reactions. The temperature must be above the critical temperature to be in the supercritical region. We note that the supercritical region is often defined to start where the pressure is also larger than the critical pressure, but in this manuscript we only require the temperature to be above the critical temperature for the fluid to be classed as a supercritical fluid. An advantage of being in the critical region is that physical properties can be optimized by varying the pressure and temperature over a wide range without any phase changes, because no liquid phase exists. Supercritical fluids have the ability to fill any volume like a gas and dissolve materials like a liquid. Small changes in temperature or pressure of the fluid change the properties dramatically, and the desired properties can be tuned. In gaslike densities the diffusion rates are high and the viscosity is low, both attributes accelerating diffusion limited reactions.
Supercritical fluids exhibit interesting phenomena in the vicinity of the critical point. These phenomena occur for all substances. Close to the critical point, the correlation length ͑the width of homogeneous fluid behavior͒ gets larger and it approaches infinity at the critical point. Critical opalescence is a consequence of this divergence. Due to the presence of regions of different densities, strong scattering of light of the same wavelength as the diameter of a region of homogea͒ neous density occurs. At the critical point CO 2 is perfectly reflecting and in this vicinity it has a pale red color. 3 The speed of sound drops to a minimum at the critical point.
II. SIMULATIONS
Two different types of Gibbs ensemble molecular dynamics simulations are discussed in this section. First, a simulation in the single phase region is carried out, and the parameters used are given and some properties of the system are presented. Afterwards, the liquid-vapor two-phase zone from temperatures above the triple point to the critical point is investigated.
All simulations started with the molecules on cubic lattices with random orientations. The initial configuration of each subsystem was different. 40 000 preparation steps were performed using a velocity rescaling algorithm to maintain the temperature. A time step of 1 fs was used. For the production simulations, either the Gibbs ensemble molecular dynamics algorithm that was introduced in paper I was used, or a modified version of this which uses single step transfers like in the Monte Carlo method. 1 The intermolecular interactions between the rigid CO 2 molecules were determined using ab initio pair potential, as discussed below. The potential functions were fitted to pure ab initio results without any scaling to experimental values. The SHAKE algorithm 4 was used to maintain the constraints. The thermostats and barostats were coupled to the molecular quantities ͑see paper I͒.
A. Potentials
Two recently published CO 2 ab initio pair potentials were used for the following simulations. 5, 6 Both potentials have five interaction sites per molecule. The site-site interactions were fitted to the four dimensional hypersurface given by two rigid monomers, using potential functions with an exponential term for the short-range interactions and polynomial terms for the long-range interactions, combined with a damping function. An additional term was included to account for the Coulomb interactions. The charge distribution on the CO 2 molecule reproduces the experimental quadrupole moment, and the bond length gives the experimental rotational constant.
The Bock-Bich-Vogel ͑BBV͒ potential function 5 ͑see Fig. 1͒ uses the potential form developed by Steinebrunner et al. 7 Energies for 1060 unique dimer configurations were calculated at the MP2 level with full counterpoise correction. The basis sets cc-pVDZ, cc-pVTZ, and cc-pVQZ from the correlation-consistent series of Dunning 8 were used, and an exponential extrapolation to a complete basis set was carried out to obtain the final data used to fit the site-site potential function. The CO bond length is 1.161 Å, the oxygen charge is −0.3321͉e͉, and the carbon charge is 0.6642͉e͉. The dummy sites are in the middle of the CO bond and are not charged.
The symmetry-adapted perturbation theory site-site ͑SAPT-s͒ potential 6 was fitted to points from 220 dimers calculated with many-body symmetry-adapted perturbation theory with a 5s3p2d1f basis set including bond functions ͑see Fig. 2͒ . Tang-Toennies 9 damping functions are used for the Coulomb and long-range interaction terms. The carbondummy site distance is 0.8456 Å and the CO distance is 1.162047 Å. The dummy sites are closer to the oxygen and are negatively charged, whereas the carbon and the oxygens have a positive charge.
The main difference between the two potential functions is the number of terms in the long-range part. The slowest polynomial decay is in both cases of order r −6 which represents the dispersion interactions. The fastest polynomial decay of the SAPT-s potential is proportional to r −8 where the BBV potential also has r −10 and r −12 terms. A difference was observed in the long-range corrections 10 to the energy and pressure. The long-range corrections to the pressure are mostly negligible for the BBV potential, whereas the SAPT-s values are approximately 100 times larger and no longer negligible, even for large cutoff radii.
B. Single phase
A Gibbs ensemble molecular dynamics simulation 2 using two subsystems was initiated in the liquid single phase re- , an initial position of the fractional particle 0 of 0, a maximum imposed distance between the fractional particle and real particle ␥ of 4 Å, and an initial exchange velocity v 0 of 0.001. The maximum break between exchanges was 100 time steps, and the exchanges were commenced after the first 100 production steps. The simulation was performed over 500 ps. The value of ␥ was chosen to be above the highly repulsive part of most orientations of the potential ͑see Fig. 1͒ . The cutoff radius was half the box length of the smallest subsystem and never smaller than 10 Å which includes the first and second solvation shells.
The temperatures were controlled by the Nosé-Hoover thermostats which are coupled to each individual subsystem using an equal frequency. Both values in Table I are close to the external temperature, generating the expected NVT ensemble. The pressure is not fixed to an external value but both subsystems are coupled to have the same pressure. The difference between the average pressure and the pressure of a subsystem is small, showing that the barostatting is efficient. The average pressure of 650 bars is comparable to the value of 659± 7 bars obtained in normal single system simulations, whereas the experimental pressure is 720 bars. 11 The values of pressure stated in the rest of this paper are the average pressures of the two subsystems. The density histogram in Fig. 3͑a͒ shows a Gaussian distribution of the densities. Figure 3͑b͒ shows the density fluctuations during the whole simulation. In the single phase equilibrium state the number of molecules is nearly constant ͑see Fig. 4͒ which in general is not necessary to fulfill the equilibrium conditions, but it shows that the exchange probabilities are equivalent and the system as a whole is in equilibrium.
C. Liquid-vapor coexistence zone
Simulations using the BBV potential were carried out at temperatures in steps of 10 K from 220 to 300 K ͑see Table  II͒ . The experimental triple point of CO 2 is at 217 K and 5.2 bars, 11 therefore simulations in the complete liquid-vapor coexistence zone were performed. 250 molecules in two subsystems were equilibrated for 40 ps using velocity rescaling with a time step of 1 fs, after that averages were taken over 500 ps with an initial thermostat mass Q of 1 ϫ 10 −44 kg m 2 , a barostat mass Q P of 1 ϫ 10 −42 kg m 2 , an exchange mass Q E of 1 ϫ 10 −21 kg m 2 , a 0 of 0, a ␥ of 4 Å, and a v 0 of 0.001. The maximum break between exchanges was 100, and the exchanges were started after the first 100 production steps. The potential cutoff radius was always larger than 10 Å, where the g function is equal to the distribution of an ideal gas. The same parameters were used as shown in the single phase section above. These simulations were continued, giving a total simulation length of several million time steps.
At 220 and 230 K the barostat mass was reduced to 1 ϫ 10 −41 kg m 2 because the volume difference is high and the density of the vapor phase is already close to zero.
At 280 K and above the free energy difference between both phases, close to the critical point, is getting smaller and phase changes in the two subsystems occur ͑see Fig. 5͒ . The average densities of both phases had to be extracted from the maxima in the histograms.
The simulations at 300 K are in the vicinity of the critical point. Often no clear phase separation was seen in the density histograms, only the vapor maximum with a wide liquid distribution was observed.
The 310 K BBV simulation is above the critical temperature, already in the supercritical region. The density histogram in Fig. 6 shows a single phase which is much broader than the liquid phase at 280 K shown in Fig. 3͑a͒ .
The SAPT-s simulations were carried out at temperatures between 250 and 330 K ͑see Table III͒ , and at 330 K only a single phase was present. The triple point temperature had to be estimated, based on the temperature shift of the two-phase region, to be close to 250°. This temperature was selected as the lower limit for the simulations. A combined Monte Carlo and molecular dynamics algorithm was used which is different to the one described in paper I. Instead of transfers which are carried out over many time steps, single step exchanges were performed. Both particle transfer algorithms deliver equal average values, however, single step transfers are in this case more efficient. This is true for atoms ͑three degrees of freedom͒ and small, particularly linear molecules ͑two additional degrees of freedom͒, whereas for larger molecules the multiple step algorithm is more efficient. We cannot make a general statement on where the crossover occurs, since it also depends on the density. Test calculations showed that the number of steps scales linearly with density.
432 molecules in two subsystems were equilibrated for 40 ps and afterwards averages were taken of several continued 500 ps production cycles. The molecular dynamics simulation used an initial thermostat mass of Q of 1 ϫ 10 −44 kg m 2 and a barostat mass Q P of 1 ϫ 10 −42 kg m 2 . For the Monte Carlo part, single step exchanges were used with a maximum interval of 100 steps between each ex- change. This interval was reduced to 50 steps for the simulations at 250 and 260 K to increase the exchange efficiency.
III. RESULTS
The Gibbs ensemble molecular dynamics simulations deliver the density of the liquid l and the gas phase g . To obtain the critical temperature T c and density c , two laws are used.
12-14 Panagiotopoulos showed in Ref. 13 that system size effects on the coexistence curve are small and that the crossover temperature is close to the critical temperature. Therefore both laws can be used, even for small systems, to extrapolate the missing near critical values.
The first law is the law of rectilinear diameters,
and the second one is the scaling law,
A and B are constants without physical meaning obtained from the fit. ␤ is called the critical exponent ͑so-called Ising parameter͒ which is usually 0.32 for a three dimensional system. 12 Sengers et al. 14 have carried out experiments in the critical region and calculated a value of approximately 0.35 for CO 2 and N 2 O.
A. Critical properties
To obtain T c , the scaling law was fitted including ␤ as a fit parameter ͑see Fig. 7͒ . The best fit for the simulation data was obtained with a ␤ value close to the experimental one of 0.35. 14 The experimental points with a ␤ close to the Ising value of 0.32 give a critical temperature which is in agreement with the literature value in Table IV . As was shown by Venkatraj et al. 15 for neon, T c is not sensitive to the value of ␤. The value of c was then determined by fitting the data to the law of rectilinear diameters.
The vapor pressure was fitted to the Clausius-Clapeyron equation
to determine the enthalpy of vaporization ⌬H vap and the constant C. This was then used to determine the pressure at the critical temperature for experimental data 11 and both potential models.
A value of ⌬H vap of 16.52± 0.02 kJ mol −1 was obtained using the experimental pressures, 11 17.90± 0.07 kJ mol −1 using the BBV pressures, and 14.87± 0.04 kJ mol −1 using the SAPT-s pressures ͑see Fig. 8͒ .
Vorholz et al. 16 performed Gibbs Monte Carlo calculations using the empirical EPM2 CO 2 At lower temperatures, all calculated BBV values are in good agreement with experiment ͑see Fig. 9͒ , and the differences increase until the critical point is reached. The liquid BBV values reproduce the experimental values very well whereas the vapor density is always larger than the experimental values. Several of the high temperature points were recalculated with a larger system of 432 molecules but the same average values were obtained. No improvement was seen with the larger cutoff radii. The fact that the critical density is higher than experiment is consistent with the observation of a maximum in the anomalies in the supercritical zone at this density. The rotational relaxation time 18, 19 has a minimum in the vicinity of the critical point ͑see Fig. 10͒ . Therefore, the deviation from the experiment is not an error in the Gibbs ensemble calculations, it is a characteristic of the specific potential used. The fits show that the scaling laws are valid for the simulation values.
The SAPT-s potential generally produces a much poorer liquid-vapor coexistence curve than the BBV potential, except at the lowest densities.
B. Pressure
The BBV pressures, shown in Fig. 8 , are always above the experimental ones. The values are between 10% and 40% higher because of the higher average densities. Single phase isodensity pressure comparisons show a higher pressure of approximately 20 bars ͑see Tables V and VI͒. Comparisons to experimental isobars show an excellent agreement in the gas and supercritical phase at 20 bars ͑see Table VII͒ and a maximum deviation of 10% at 50 bars and temperatures below the critical temperature ͑see Table VIII͒. At 400 bars ͑see Table IX͒ the liquid values are 10%-15% below the experimental pressure and the supercritical states get closer to experiment with higher temperatures.
The SAPT-s pressures are mostly below the experimental ones. Along isobars, they are at low temperatures below the experimental and BBV values, and approach the experimental pressures at higher temperatures. At lower temperatures, the BBV values are better than the SAPT-s values. This fact was also observed by Bock et al. in their comparison of the second virial coefficients. 5 Both potentials are much more accurate than earlier published ab initio potentials. 7, 20 Gann et al. 21 found that pressures along isodensity states exhibit a constant deviation to the experimental values ͑see Tables V and VI͒. They were able to show that this can be attributed to missing parts of the dispersion energy. The different magnitude in this behavior for the BBV and SAPT-s potentials could be due to different quantum chemical models ͑basis set and method͒ or to the different ansatz for the fit. Therefore, improved quantum chemical calculations and enough flexibility in the ansatz for the fit might further improve the results of the simulations.
An important discussion that has been going on for decades questions whether ab initio pair potentials will ever be able to produce accurate results or whether many-body inter- actions have to be included. While for polar systems like water many-body interactions are of course important, Venkatraj et al. 22 showed that for neon excellent agreement with experiment is obtained with a virtually perfect ab initio pair potential. 23 Small deviations occur at very high densities ͑typically around 1%, probably due to missing many-body effects͒ and larger deviations at extremely low temperatures where translational quantum effects become important. Similar results were found for neon by Kirchner et al. 24 with a less accurate ab initio potential but explicitly including three-body interactions. Between the extrema, water and neon, we find CO 2 dioxide with no dipole but a strong quadrupole moment. The high accuracy obtained for most properties and the plausible explanation for the overestimated pressures ͑i.e., missing dispersion parts͒ makes us confident that good pair potentials will soon be in reach for many nonpolar organic solvents, and fluid properties will be able to be predicted from simulations with ab initio pair potentials.
For water, it is becoming feasible to carry out sufficiently long first principles simulations that fluid-phase equilibria can be calculated using first principles descriptions ͑in which many-body interactions are automatically included͒. [25] [26] [27] However, as shown by McGrath et al., the liquid-vapor coexistence curve is very sensitive to the density functional used for representation of water. The functionals used so far give results that are considerably different from the experimental results, and this is possibly due to the inadequate modeling of dispersion forces. 25 This suggests that calculation of liquid-vapor coexistence curves provides a sensitive indication of the accuracy of the potentials used.
C. Particle exchanges
The duration of particle exchanges scales linearly with the liquid density ͑see the last column of Table X͒; the particle exchange algorithm is therefore very efficient and suitable for Gibbs ensemble molecular dynamics simulations of systems containing small and large molecules. It should even be possible to use the Gibbs ensemble molecular dynamics algorithm for solid phases.
IV. SUMMARY
A new Gibbs ensemble molecular dynamics algorithm was developed and applied to calculate the critical properties of two recently published ab initio CO 2 pair potentials. The BBV and SAPT-s potentials were obtained by fits to pure theoretical results without any corrections or scalings to empirical values. Single phase calculations show that both potentials deliver results comparable to experiment. Both potentials are much better than all previous published ab initio potentials.
The Gibbs ensemble molecular dynamics algorithm, which uses modern non-Hamiltonian techniques, was introduced in paper I. The results obtained using that algorithm for the BBV potential and a slightly modified version, which uses single step particle exchanges, for the SAPT-s potential show that accurate pair potentials are not only able to reproduce single phase point properties, they even deliver close results in the two-phase zone up to the critical point. The BBV potential which, overall, delivers the most accurate values is able to reproduce the critical temperature and critical density. The critical pressure is approximately 20 bars ͑30%͒ too high. The SAPT-s potential also has a pressure that is too high, and in addition has critical temperature that is overestimated by 27 K.
We showed that pressure differences are constant along isodensity states. While the BBV potential overestimates the pressures, the pressures of the SAPT-s potential are below 
