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STOCHASTIC DIFFERENTIAL EQUATION INVOLVING
WIENER PROCESS AND FRACTIONAL BROWNIAN MOTION
WITH HURST INDEX H > 1/2
YU.S. MISHURA AND G.M. SHEVCHENKO
Abstract. We consider a mixed stochastic differential equation driven by
possibly dependent fractional Brownian motion and Brownian motion. Under
mild regularity assumptions on the coefficients, it is proved that the equation
has a unique solution.
Introduction
Fractional Brownian motion (fBm) with a Hurst parameter H ∈ (0, 1) is de-
fined formally as a continuous centered Gaussian process BHt = {B
H
t , t ≥ 0} with
the covariance EBHt B
H
s = 1/2(s
2H + t2H − |t − s|2H). For H > 1/2 it exhibits a
property of long-range dependence, which makes it a popular model for long-range
dependence in natural sciences, financial mathematics etc. For this reason, equa-
tions driven by fractional Brownian motion have been an object of intensive study
during the last decade.
There are two principal ways to define an integral with respect to fractional
Brownian motion.
One possibility is Skorokhod, or divergence integral introduced in the fractional
Brownian setting in [3]. However this definition is not very practical: it is based
on Wick rather than usual products, and unlike Brownian case, in the fractional
Brownian case this makes difference when integrating non-anticipating functions
because of dependence of increments. This makes this definition worthless for
most applications (most notably, those in financial mathematics). Moreover, it is
impossible to solve stochastic differential equations with such integral except the
cases of additive or multiplicative noise; the latter case was considered in [9].
Another approach is a pathwise integral, defined first in [16] for fBm with H >
1/2 as a Young integral. The papers [7, 13, 14] were the first to prove existence and
uniqueness of stochastic differential equations involving such integrals. Later the
pathwise approach was extended with the help of Lyons’ rough path theory to the
case of arbitrary H in [1] where also unique solvability of equations with H > 1/4
was proved. Numerical methods for pathwise stochastic differential equations with
fBm were considered in [11, 12, 2, 4].
In this paper we focus on the following mixed stochastic differential equation
involving Wiener process and fractional Brownian motion with Hurst index H ∈
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(1/2, 1):
(1) Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dWs +
∫ t
0
c(s,Xs)dB
H
s , t ∈ [0, T ],
where the integral w.r.t. Wiener process is the standard Itoˆ integral, and the inte-
gral w.r.t. fBm is pathwise generalized Lebesgue–Stieltjes, or Young integral. The
motivation to consider such equations comes e.e. from financial applications, where
Brownian motion as a model is inappropriate because of the lack of memory, and
fractional Brownian motion with H > 1/2 is too smooth.
Unique solvability or (1) was proved in [8] for time-independent coefficients and
zero drift, [10] forH ∈ (3/4, 1) and bounded coefficients, and in [5] for anyH > 1/2,
but under the assumption that W and BH are independent. We generalize the
latter result proving that (1) has a unique solution for any H ∈ (1/2, 1) with W
and BH possibly dependent. The paper is organized as follows. In Section 1,
we give necessary definitions and main hypotheses. In Section 2, we define Euler
approximations of (1) and establish useful facts for them. In Section 3, we prove
fundamental property of Euler approximations, and Section 4 contains the main
result about existence and uniqueness of solution to (1).
1. Basic definitions and assumptions
1.1. Fractional derivatives, integrals and norms. Let (Ω,F ,Ft, P ) be a com-
plete probability space equipped with a filtration satisfying standard assumptions.
Denote {Wt, t ∈ [0, T ]} a standard Ft-Wiener process, and {B
H
t , t ≥ 0} an fBm
adapted to the filtration Ft.
To integrate with respect to fractional Brownian motion, we use the generalized
(fractional) Lebesgue-Stieltjes integral (see [13, 16]). It is defined as follows.
Consider two continuous functions f and g, defined on some interval [a, b] ⊂ R.
For α ∈ (0, 1) define fractional derivatives
(
Dαa+f
)
(x) =
1
Γ(1− α)
(
f(x)
(x− a)α
+ α
∫ x
a
f(x)− f(u)
(x− u)1+α
du
)
1(a,b)(x),
(
D1−αb− g
)
(x) =
e−ipiα
Γ(α)
(
g(x)
(b− x)1−α
+ (1− α)
∫ b
x
g(x)− g(u)
(x− u)2−α
du
)
1(a,b)(x).
Assume that Dαa+f ∈ Lp[a, b], D
1−α
b− g ∈ Lq[a, b] for some p ∈ (1, 1/α), q = p/(p−1).
Under these assumptions, the generalized (fractional) Lebesgue-Stieltjes, or Young
integral
∫ b
a f(x)dg(x) is defined as∫ b
a
f(x)dg(x) = eipiα
∫ b
a
(
Dαa+f
)
(x)
(
D1−αb− g
)
(x)dx.
It was shown in [15] that for any α ∈ (1−H, 1) there exists the fractional derivative
D1−αb− B
H ∈ L∞[a, b]. Hence, for f with D
α
a+f ∈ L1[a, b] we can define the integral
w.r.t. fBm according to this formula:
(2)
∫ b
a
fsdB
H
s = e
ipiα
∫ b
a
(
Dαa+f
)
(x)
(
D1−αb− B
H
)
(x)dx.
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In view of this, we will consider the following two norms for α ∈ (1−H, 1/2):
‖f‖
2
2,α,[a,b] =
∫ b
a
(
|f(s)|+
∫ s
a
|f(s)− f(z)| (s− z)−1−αdz
)2 (
s−α + (t− s)−α−1/2
)
ds,
‖f‖∞,α,[a,b] = sup
s∈[a,b]
(
|f(s)|+
∫ s
a
|f(s)− f(z)| (s− z)−1−αdz
)
.
It is clear that ‖f‖2,α,[a,b] ≤ Cα,a,b ‖f‖∞,α,[a,b]. Throughout the paper there will
be no ambiguity about α, so for the sake of shortness we will denote ‖f‖x,t =
‖f‖x,α,[0,t], where x ∈ {2,∞}.
1.2. Estimates for stochastic integrals and increments. Recall that the clas-
sical Garsia–Rodemich–Rumsey inequality [?] states that for a function f ∈ C([0, T ])
and any p > 0, θ > 1/p
(3) sup
0≤v<u≤T
|f(u)− f(v)|
(u− v)θ−1/p
≤ Cα,p,θ
(∫ T
0
∫ T
0
|f(x)− f(y)|
p
|x− y|θp+1
dx dy
)1/p
.
Setting in this inequality for η ∈ (0, 1/2) p = 2/η, θ = (1 − η)/2, we get that for
any t > 0, u, v ∈ [0, t]
(4) |Wu −Wv| ≤ K
W,η
t |u− v|
1/2−η
,
where
(5) KW,ηt = Cη
(∫ t
0
∫ t
0
|Wx −Wy|
2/η
|x− y|
1/η
dx dy
)η/2
,
Cη is a nonrandom constant.
Similarly, we get for any η ∈ (0, H)
(6)
∣∣BHu −BHv ∣∣ ≤ KB,ηt |u− v|H−η ,
where
KB,ηt = CH,η
( ∫ t
0
∫ t
0
|BHx −B
H
y |
2/η
|x− y|2H/η
dx dy
)η/2
.
Hence it is easy to deduce that for any α ∈ (1 −H, 1/2), ε < α+H − 1
sup
0≤u<v≤t
∣∣(D1−αv− BH)(u)∣∣ ≤ Cα,H,εKB,εt .
Thus, thanks to (2), the stochastic integral with respect to fBm admits the following
estimate:
(7)∣∣∣ ∫ v
u
f(s)dBHs
∣∣∣ ≤ CαKB,εt
∫ v
u
(
|f(s)| (s−u)−α+
∫ s
u
|f(s)− f(z)| (s−z)−α−1dz
)
ds
for any α ∈ (1−H, 1/2), t > 0, u ≤ v ≤ t and any f such that the right-hand side
of this inequality is finite.
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1.3. Assumptions. In what follows we will assume the following standard hy-
potheses.
(A) Linear growth: for any t ∈ [0, T ] and any x ∈ R
|a(t, x)|+ |c(t, x)| ≤ K(1 + |x|).
(B) Lipschitz continuity of a, b: for any t ∈ [0, T ] and x, y ∈ R
|a(t, x)− a(t, y)|+ |b(t, x)− b(t, y)| ≤ K|x− y|.
(C) Ho¨lder continuity in time: the function c(t, x) is differentiable in x and
there exists β ∈ (1−H, 1) such that for any s, t ∈ [0, T ] and any x ∈ R
|a(s, x)−a(t, x)|+|b(s, x)−b(t, x)|+|c(s, x)−c(t, x)|+|∂xc(s, x)−∂xc(t, x)| ≤ K|s−t|
β.
(D) Lipschitz continuity of ∂xc: for any t ∈ [0, T ] and any x, y ∈ R
|∂xc(t, x)− ∂xc(t, y)| ≤ K|x− y|.
(E) Boundedness of b and ∂xc: for any T ∈ [0, T ] and x ∈ R
|b(t, x)|+ |∂xc(tx)| ≤ K.
Here K is a constants independent of x, y, s and t.
2. Auxiliary properties of Euler approximations
For n ≥ 1 consider the following partition of the fixed interval [0, T ] : {0 = ν0 <
ν1 < · · · < νn = T, δ = T/n}, νk = kδ.
Consider Euler approximation for equation (1):
Xδνk+1 = X
δ
νk
+ a(νk, X
δ
νk
)(νk+1 − νk) + b(νk, X
δ
νk
)(Wνk+1 −Wνk) + c(νk, X
δ
νk
)(BHνk+1 −B
H
νk
),
with Xδν0 = X0.
Set tδu = max{νn : νn ≤ u} and define continuous interpolation by
Xδu = X
δ
tδu
+ a(tδu, X
δ
tδu
)(u− tδu) + b(t
δ
u, X
δ
tδu
)(Wu −Wtδu) + c(t
δ
u, X
δ
tδu
)(BHu −B
H
tδu
),
or, in the integral form,
(8) Xδu = X0 +
∫ u
0
a(tδs, X
δ
tδs
)ds+
∫ u
0
b(tδs, X
δ
tδs
)dWs +
∫ u
0
c(tδs, X
δ
tδs
)dBHs .
Observe that the estimates (4) and (6) together with our main hypotheses imply
that
(9)
∣∣∣Xδs −Xδtδs
∣∣∣ ≤ CKηs (s− tδs)1/2−η(1 + ∣∣Xδtδs∣∣).
withKηs = K
B,η
s +K
W,η
s . For N ≥ 1 define a stopping time τN = inf {t : K
η
t ≥ N}∧
T and a stopped process Xδ,Nt = X
δ
t∧τN .
The following lemma provides an estimate of Euler approximations, which is
essential to establishing the main result, because it is independent of δ.
Lemma 2.1. For α ∈ (1−H, 12 ∧ β), p > 0, N ≥ 1
sup
δ
E
[∥∥Xδ,N∥∥p
∞,T
]
<∞.
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Proof. Take any η ∈ (0, 1/2 − α). In this proof by C we will denote a generic
constant, which may depend on p, α, η, T , λ, X0 and the constants from the main
hypotheses, but is independent of N and δ.
Denote ‖f‖t = |f(t)|+
∫ t
0 |f(t)− f(s)| (t−s)
−1−αds, so that ‖f‖∞,t = sups∈[0,t] ‖f‖s.
Now fix any t < τN . Write∥∥Xδ∥∥
t
≤ |X0|+ Ia(t) + Ib(t) + Ic(t) :=
|X0|+
∥∥∥∥
∫ ·
0
a(tδs, X
δ
ts)ds
∥∥∥∥
t
+
∥∥∥∥
∫ ·
0
b(tδs, X
δ
ts)dWs
∥∥∥∥
t
+
∥∥∥∥
∫ ·
0
c(tδs, X
δ
ts)dB
H
s
∥∥∥∥
t
.
Estimate
Ia(t) ≤
∫ t
0
∣∣a(tδs, Xδts)∣∣ds+
∫ t
0
∫ t
s
∣∣a(tδv, Xδtv )∣∣dv(t− s)−1−αds
≤ C
(∫ t
0
(
1 +
∣∣Xδtδs ∣∣)ds+
∫ t
0
∫ t
s
(
1 +
∣∣Xδtδv ∣∣)dv(t− s)−1−αds
)
≤ C
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,v
ds+
∫ t
0
∥∥Xδ∥∥
∞,v
(t− v)−αdv
)
≤ C
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,v
(t− v)−αdv
)
.
Further, write
Ic(t) ≤ I
′
c + I
′′
c :=
∣∣∣∣
∫ u
0
c(tδs, X
δ
ts)dB
H
s
∣∣∣∣+
∫ t
0
∣∣∣∣
∫ t
s
c(tδv, X
δ
tv )dB
H
v
∣∣∣∣ (t− s)−1−αds.
By (7) and (9) (recall that t < τn)
I ′c ≤ CK
η
t
∫ t
0
(∣∣c(tδs, Xδts)∣∣s−α +
∫ s
0
∣∣c(tδs, Xδts)− c(tδz , Xδtz)∣∣(s− z)−1−αdz
)
ds
≤ CN
∫ t
0
((
1 +
∥∥Xδ∥∥
∞,s
)
s−α +
∫ tδs
0
(
(tδs − t
δ
z)
β +
∣∣Xδtδs −Xδtδz ∣∣)(s− z)−1−αdz
)
ds
≤ CN
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
s−αds+
∫ t
0
∫ tδs
0
(
(s− z)β + (z − tδz)
β + δβ
)
(s− z)−1−αdz ds
+
∫ t
0
∫ tδs
0
(∣∣Xδs −Xδz ∣∣+ ∣∣Xδs −Xδtδs∣∣+ ∣∣Xδz −Xδtδz ∣∣)(s− z)−1−αdz
)
≤ CN
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
s−αds+ tβ−α+1 + δβ−α +
∫ t
0
∥∥Xδ∥∥
∞,s
ds
+CN
∫ t
0
∫ tδs
0
[(
1 +
∣∣Xδtδs∣∣)(s− tδs)1/2−η + (1 + ∣∣Xδtδz ∣∣)(z − tδz)1/2−η
]
(s− z)−1−αdz ds
)
≤ CN2
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
s−αds+
∫ t
0
∥∥Xδ∥∥
∞,s
(s− tδs)
1/2−η−αds+ Jc
)
.
Here the inequality
∫ t
0
∫ tδs
0 (z − t
δ
z)
δ(s− z)−1−αdz ds < Cδβ−α is obtained similarly
to the following estimate of Jc, in which we change the order of integration noting
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that z < tδs ⇐⇒ t
δ
z + δ ≤ s:
Jc =
∫ t
0
∫ tδs
0
(
1 +
∣∣Xδtδz ∣∣)(z − tδz)1/2−η(s− z)−1−αdz ds
=
∫ tδt
0
(
1 +
∣∣Xδtδz ∣∣)(z − tδz)1/2−η
∫ t
tδz+δ
(s− z)−1−αds dz
=
∫ tδt
0
(
1 +
∣∣Xδtδz ∣∣)(z − tδz)1/2−η(tδz + δ − z)−αds dz
=
[t/δ]∑
k=1
(
1 +
∣∣Xδνk−1 ∣∣)
∫ νk
νk−1
(z − νk−1)
1/2−η(νk − z)
−αdz
=
[t/δ]∑
k=1
(
1 +
∣∣Xδνk−1∣∣)δ · δ1/2−η−αB(3/2− η, 1− α) ≤ C
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
ds
)
.
Hence we can write
I ′c ≤ CN
2
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
s−αds
)
.
Further, denoting cs = c(ts, X
δ
tδs
),
I ′′c ≤ CN
∫ t
0
∫ t
s
(
|cv| (v − s)
−α +
∫ v
s
|cv − cz| (v − z)
−1−αdz
)
dv(t− s)−1−αds
≤ CN
(∫ t
0
∫ v
0
(1 +
∥∥Xδ∥∥
∞,v
)(v − s)−α(t− s)−1−αds dv
+
∫ t
0
∫ v
0
(
(tδv − t
δ
z)
β +
∣∣Xδtδv −Xδtδz ∣∣
)
(v − z)−1−α(t− z)−αdz dv
)
≤ CN(H1 +H2 +H3),
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where
H1 ≤
∫ t
0
(
1 +
∥∥Xδ∥∥
∞,v
) ∫ v
0
(v − s)−α(t− s)−1−αds dv
≤ C
∫ t
0
(
1 +
∥∥Xδ∥∥
∞,v
)
(t− v)−2αdv ≤ C + C
∫ t
0
∥∥Xδ∥∥
∞,v
(t− v)−2αdv,
H2 ≤
∫ t
0
∫ tδv
0
(
(v − z)β + (z − tδz)
β
)
(v − z)−1−α(t− z)−α dz dv
≤ C +
∫ t
0
∫ tδv
0
(z − tδz)
β(v − z)−1−α(t− z)−αdz dv,
H3 ≤
∫ t
0
∫ tδv
0
(∣∣Xδv −Xδz ∣∣ + ∣∣Xδv −Xδtδv ∣∣+ ∣∣Xδz −Xδtδz ∣∣)(v − z)−1−α(t− z)−αdz dv
≤ C
∫ t
0
∫ v
0
∣∣Xδv −Xδz ∣∣(v − z)−1−αdz(t− v)−αdv
+CN
∫ t
0
(v − tδv)
1/2−η−α
(
1 +
∥∥Xδ∥∥
∞,v
)
(t− v)−αdv
+CN
∫ t
0
∫ tδv
0
(z − tδz)
1/2−η
(
1 +
∣∣Xδtδz ∣∣)(v − z)−α−1(t− z)−αdz dv
≤ CN
∫ t
0
(
1 +
∥∥Xδ∥∥
∞,v
)
(t− v)−αdv + CNH ′3.
Here H ′3 is the integral appearing in the penultimate line; we skip the estimation
of the last integral in H2, because it is analogous to the estimation of H
′
3, but
somewhat simpler.
Write (abbreviating r = 1/2− η and changing the order of integration)
(10)
H ′3 =
∫ tδt
0
(z − tδz)
r
(
1 +
∣∣Xδtδz ∣∣)(t− z)−α
∫ t
tδz+δ
(v − z)−α−1dv dz
≤ C
∫ tδt
0
(
1 +
∣∣Xδtδz ∣∣)(z − tδz)r(t− z)−α(tδz + δ − z)−αdz
= C
[t/δ]∑
k=1
(
1 +
∣∣Xδνk−1∣∣)
∫ νk
νk−1
(z − νk−1)
r(νk − z)
−α(t− z)−αdz
≤
[t/δ]−1∑
k=1
(
1 +
∣∣Xδνk−1∣∣)(t− νk)−α
∫ νk
νk−1
(z − νk−1)
r(νk − z)
−αdz
+
(
1 +
∣∣Xδtδt−δ∣∣)δr
∫ tδt
tδt−δ
(tδt − z)
−α(t− z)−αdz
≤
[t/δ]−1∑
k=1
(
1 +
∥∥Xδ∥∥
∞,νk
)
(t− νk)
−αds+
(
1 +
∥∥Xδ∥∥
∞,tδt−δ
)
δr(t− tδt )
1−2α
≤
∫ t
0
(
1 +
∥∥Xδ∥∥
∞,s
)
(t− s)−2αds.
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As a result,
Ic(t) ≤ CN
2
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
(
s−α + (t− s)−2α
)
ds
)
.
Adding the estimate for Ia(t), we get for t ≤ τN
∥∥Xδ∥∥
t
≤ CN2
(
1 +
∫ t
0
∥∥Xδ∥∥
∞,s
(
s−α + (t− s)−2α
)
ds
)
+ Ib(t)
≤ CN2
(
1 + sup
s∈[0,T ]
Ib(s) + t
−2α
∫ t
0
∥∥Xδ∥∥
∞,s
s−2α(t− s)−2αds
)
.
Therefore, by the generalized Gronwall lemma [13, Lemma 7.6], for t ≤ τN∥∥Xδ∥∥
∞,t
≤ CN2 sup
s∈[0,T ]
Ib(s) exp
{
CtN2/(1−2α)
}
≤ CN sup
s∈[0,T ]
Ib(s).
Putting t = T ∧ τN and using the obvious fact that
∥∥Xδ,N∥∥
∞,T
=
∥∥Xδ∥∥
∞,T∧τN
,
we get ∥∥Xδ,N∥∥
∞,T
≤ CN sup
s∈[0,T ]
Ib(s).
So it remains to prove that E[ sups∈[0,T ] Ib(s)
p] is bounded uniformly in δ. Write
E[ sup
s∈[0,T ]
Ib(s)
p] ≤ I ′b + I
′′
b ,
where, denoting bδs = b(t
δ
s, X(t
δ
s)),
I ′b = E
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
bδsdWs
∣∣∣∣
p
]
≤ C
∫ T
0
E
[ ∣∣b(tδs, X(tδs))∣∣p ] ds ≤ C,
I ′′b = E
[
sup
t∈[0,T ]
(∫ t
0
∣∣∣∣
∫ t
s
b(tδz , X(t
δ
z))dWz
∣∣∣∣ (t− s)−1−αds
)p ]
.
It follows from the Garsia–Rodemich–Rumsey inequality that
∣∣∣∫ ts b(tδz, X(tδz))dWz
∣∣∣ ≤
ξδ |t− s|
1/2−η
, where
ξδ = C
(∫ T
0
∫ T
0
∣∣∫ y
x b
δ
vdWv
∣∣2/η
|x− y|
1/η
dx dy
)η/2
We have
E[ ξpδ ] ≤ C
∫ T
0
∫ T
0
E
[ ∣∣∫ y
x
bδvdWv
∣∣2p/η]
|x− y|
p/η
dx dyC
∫ T
0
∫ T
0
∣∣∫ y
x E
[
(bδv)
2
]
dv
∣∣p/η
|x− y|
p/η
dx dy ≤ C,
whence (recalling that 1/2− η > α)
I ′′b = E[ ξ
p
δ ] sup
t∈[0,T ]
(∫ t
0
(t− s)−1/2−η−αds
)p
≤ C,
as required. 
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3. A fundamental property of the sequence of Euler approximations
Consider a pair of partitions defined as {νi = iT/n, 0 ≤ i ≤ n} and {θj =
jT/(n2m), 0 ≤ j ≤ n2m}.
Denote the diameters of these partitions, correspondingly, by δ = T/n and µ =
δ2−m.
Let tδu = max{νn : νn ≤ u} and t
µ
u = max{θk : θk ≤ u}. Continuous interpola-
tions of corresponding Euler approximations can be written in the integral form:
(11)
Xδu = X
δ
0 +
∫ u
0
a(tδs, X
δ
tδs
)ds+
∫ u
0
b(tδs, X
δ
tδs
)dWs +
∫ u
0
c(tδs, X
δ
tδs
)dBHs ,
Xµu = X
µ
0 +
∫ u
0
a(tµs , X
µ
tµs
)ds+
∫ u
0
b(tµs , X
µ
tµs
)dWs +
∫ u
0
c(tµs , X
µ
tµs
)dBHs .
Define, as before, a stopping time τN = inf {t : K
η
t ≥ N}∧T and X
δ,N
t = X
δ
t∧τN ,
Xµ,Nt = X
µ
t∧τN . For R ≥ 1 define B
R,δ,µ
t =
{∥∥Xδ∥∥
∞,t
+ ‖Xµ‖∞,t ≤ R
}
.
Theorem 3.1. Let α ∈ (1 −H,κ), where κ = 12 ∧ β. Then for any 0 < η < κ− α
and N,R ≥ 1 the following estimate holds
E
[∥∥Xδ,N −Xµ,N∥∥2
2,T
1IBR,δ,mu
T
]
≤MR,Nδ
2(κ−α−ε),
where the constant MR,N is independent of δ, µ.
Moreover, a similar estimate is valid for E
[
supt∈[0,T ]
∣∣Xδ,Nt −Xµ,Nt ∣∣2 1IBR,δ,mu
T
]
.
Proof. As in the proof of Lemma 2.1, by C we will denote a generic constant,
which may depend on α, η, T , X0, the constants from the main hypotheses, but
is independent of δ and µ, N and R. For the sake of shortness for a process Z
define Zt,s = Zt − Zs and denote r = 1/2 − η, h(t, s) = (t − s)
−1−α, g(t, s) =
s−α + (t− s)−α−1/2, 1It = 1IBR,µ,δt
.
It follows from (11) that
(12)
Xδ,Nu −X
µ,N
u =
∫ u(N)
0
a∆(s)ds+
∫ u(N)
0
b∆(s)dWs +
∫ u(N)
0
c∆(s)dB
H
s
=: Ia(u) + Ib(u) + Ic(u),
where d∆(s) := d(t
δ
s, X
δ
tδ,Ns
)− d(tµs , X
µ
tµ,Ns
), d ∈ {a, b, c}. Due to our hypotheses, on
(13)
|d∆(s)| ≤ C
(
|tδs − t
µ
s |
β +
∣∣Xδ,N
tδs
−Xµ,N
tµs
∣∣) ≤ C((s− tδs)β + ∣∣Xδ,Ntδs,tµs ∣∣+ ∣∣Xδ,Ntµs −Xµ,Ntµs ∣∣
)
≤ C
(
(s− tδs)
β + CKηt (s− t
δ
s)
r
(
1 +
∣∣Xδ,N
tδs
∣∣)+ ∣∣Xδ,Ns −Xµ,Ns ∣∣).
Define
∥∥f∥∥2
R,t
=
∫ t
0
(
|f(s)|+
∫ s
0
|f(s)− f(z)| (s− z)−1−αdz
)2
g(t, s)1Isds
and ∆t =
∥∥Xδ,N −Xµ,N∥∥2
R,t
.
Write∥∥Xδ,N −Xµ,N∥∥2
R,t
≤ 3(‖Ia‖
2
R,t + ‖Ib‖
2
R,t + ‖Ic‖
2
R,t) ≤ 6(I
′
a + I
′′
a + I
′
b + I
′′
b + I
′
c + I
′′
c ),
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where I ′d =
∫ t
0 |Id(s)|
2g(t, s)1Isds, I
′′
d =
∫ t
0
( ∫ s
0 |Id(s)−Id(u)|h(s, u)du
)2
g(t, s)1Isds,
d ∈ {a, b, c}. We estimate this terms one by one. Note that some first estimates
may be very rough. The reason is that we do not need them to be finer than the
(apparently worse) estimates that follow.
We will need the following trivial formula, checked directly for t > τN and t ≤ τN :
(14)∫ t
0
∫ t(N)
s(N)
f(t, s, v)dv ds =
∫ t(N)
0
∫ t(N)
s
f(t, s, v)dv ds =
∫ t(N)
0
∫ v
0
f(t, s, v)ds dv.
By (13) and the Cauchy–Schwartz inequality, we can write
I ′a ≤ C
∫ t
0
∫ s(N)
0
(
δβ +RNδr +
∣∣Xδ,Nu −Xµ,Nu ∣∣)2du g(t, s)1Isds
≤ C
∫ t
0
∫ s
0
(
δ2β +RNδ2r +
∣∣Xδ,Nu −Xµ,Nu ∣∣21Iu)du g(t, s)ds ≤ CR,N
(
δ2(κ−η) +
∫ t
0
∆s g(t, s)ds
)
.
Similarly,
I ′′a ≤ CR,N
∫ t
0
(∫ s
0
∫ s(N)
u(N)
(
δκ−η +
∣∣Xδ,Nv −Xµ,Nv ∣∣)1Ivdv h(s, u)du
)2
g(t, s)ds
≤ CR,N
∫ t
0
(
δκ−η +
∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣(s− v)−α1Ivdv
)2
g(t, s)ds
≤ CR,N
(
δ2(κ−η) +
∫ t
0
∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣2(s− v)−α1Ivdv g(t, s)ds
)
≤ CR,N
(
δ2(κ−η) +
∫ t
0
∆s g(t, s)ds
)
.
Further, by (7)
I ′c ≤ CN
∫ t
0
[∫ s(N)
0
(
|c∆(u)|u
−αdu+
∫ u
0
|c∆(u)− c∆(z)|h(u, z)dz
)
du
]2
1Isg(t, s)ds
≤ CN
∫ t
0
[(∫ s
0
|c∆(u)|u
−α1Iudu
)2
+
(∫ s
0
∫ u
0
|c∆(u)− c∆(z)|h(u, z)dz1Iudu
)2]
g(t, s)ds
=: CN(J ′c + J
′′
c ).
Analogously to I ′a,
J ′c ≤ CR,N
(
δ2(κ−η) +
∫ t
0
∆s g(t, s)ds
)
.
By [13, Lemma 7.1], the hypotheses (A)–(D) imply that for any t1, t2, x1, . . . , x4
(15)
|c(t1, x1)− c(t2, x2)− c(t1, x3) + c(t2, x4)| ≤ K |x1 − x2 − x3 + x4|
+K |x1 − x3| |t2 − t1|
β
+K |x1 − x3| (|x1 − x2|+ |x3 − x4|).
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Therefore, taking into account Ho¨lder continuity of c in the first variable and Lip-
schitz continuity in the second, we get
(16)
|c∆(u)− c∆(z)| =
∣∣c(tδu, Xδ,Ntδu )− c(tδz, Xδ,Ntδz )− c(tµu, Xµ,Ntµu ) + c(tµz , Xµ,Ntµz )∣∣
≤
∣∣c(u,Xδ,Nu )− c(z,Xδ,Nz )− c(u,Xµ,Nu ) + c(z,Xµ,Nu )∣∣+ C((u− tδu)β + (z − tδz)β
+(u− tµu)
β + (z − tµz )
β +
∣∣Xδ,N
u,tδu
∣∣+ ∣∣Xδ,N
z,tδz
∣∣+ ∣∣Xµ
u,tµu
∣∣+ ∣∣Xµ
z,tµz
∣∣)
≤ CR,N
(∣∣Xδ,Nu −Xδ,Nz −Xµ,Nu +Xµ,Nz ∣∣+ ∣∣Xδ,Nu −Xµ,Nu ∣∣(u− z)β
+
∣∣Xδ,Nu −Xµ,Nu ∣∣(∣∣Xδ,Nu,z ∣∣+ ∣∣Xµ,Nu,z ∣∣)+ (u − tδu)κ−η + (z − tδz)κ−η
)
.
Note also that
|c∆(u)− c∆(z)| =
∣∣c(tµu, Xµtµu)− c(tµz , Xµtµz )∣∣ ≤ C( |tµu − tµz |β + ∣∣Xµtµu,tµz ∣∣)
for z ∈ [tδu, t
µ
u) and |c∆(u)− c∆(z)| = 0 for z ∈ [t
µ
u, u), hence J
′′
c admits an estimate
J ′′c ≤ CR,N
∫ t
0
[ ∫ s
0
∫ tδu
0
(∣∣Xδ,Nu −Xδ,Nz −Xµ,Nu +Xµ,Nz ∣∣+ ∣∣Xδ,Nu −Xµ,Nu ∣∣(u− z)β
+
∣∣Xδ,Nu −Xµ,Nu ∣∣(∣∣Xδ,Nu,z ∣∣+ ∣∣Xµ,Nu,z ∣∣)
+(u− tδu)
κ−η + (z − tδz)
κ−η
)
h(u, z)dz du
]2
g(t, s)1Isds
+
∫ t
0
(∫ s
0
∫ tµu
tδu
(
(tµu − t
µ
z )
β +
∣∣Xµ,N
tµu,t
µ
z
∣∣)h(u, z)dz du)2g(t, s)1Isds ≤ CR,N (H1 +H2 +H3 +H4).
Here we split integrand simply by the rows to estimate them apart. Write
H1 ≤ CR,N
∫ t
0
[ ∫ s
0
(∫ u
0
∣∣Xδ,Nu −Xδ,Nz −Xµ,Nu +Xµ,Nz ∣∣h(u, z)dz
)2
1Iudu
+
(∫ s
0
∣∣Xδu −Xµu ∣∣(u − tδu)β−α1Iudu
)2]
g(t, s)ds ≤ CR,N
∫ t
0
∆s g(t, s)ds.
Further,
H2 ≤ CR,N
∫ t
0
(∫ s
0
∣∣Xδ,Nu −Xµ,Nu ∣∣
∫ u
0
(∣∣Xδ,Nu,z ∣∣+ ∣∣Xµ,Nu,z ∣∣)h(u, z)dz1Iudu
)2
g(t, s)ds
≤ CR,N
∫ t
0
(∫ s
0
∣∣Xδ,Nu −Xµ,Nu ∣∣(∥∥Xδ,N∥∥∞,u + ∥∥Xµ,N∥∥∞,u)1Iudu
)2
g(t, s)ds
≤ CR,N
∫ t
0
∫ s
0
∣∣Xδ,Nu −Xµ,Nu ∣∣21Iudu g(t, s)ds ≤ CR,N
∫ t
0
∆s g(t, s)ds.
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Analogously to (10),
H3 ≤ CR,N
∫ t
0
(∫ s
0
∫ tδu
0
(
(u − tδu)
κ−η + (z − tδz)
κ−η
)
h(s, z)dz du
)2
g(t, s)1Isds
≤ CR,N
∫ t
0
[(∫ s
0
(u− tδu)
κ−α−ηdu
)2
+
∫ t
0
(∫ tδs
0
(z − tδz)
κ−η(tδz + δ − z)
−αdz
)2]
g(t, s)ds
≤ CR,N
∫ t
0
[
δ2(κ−α−η) +
( [s/δ]∑
k=1
∫ νk
νk−1
(z − νk−1)
κ−η(νk − z)
−αdz
)2]
g(t, s)ds
≤ CR,N
(
δ2(κ−α−η) +
∫ t
0
( [s/δ]∑
k=1
δ · δκ−α−η
)2
g(t, s)ds
]
≤ CR,Nδ
2(κ−α−η).
Similarly,
H4 ≤ C
∫ t
0
(∫ s
0
∫ tµu
tδu
(
(tµu − t
µ
z )
β +RN(tµu − t
µ
z )
r
)
h(u, z)dz du
)2
g(t, s)1Isds
≤ CR,N
∫ t
0
(∫ s
0
∫ tµu
tδu
(
(u − z)κ−η + (z − tz)
κ−η
)
h(u, z)dz du
)2
g(t, s)ds ≤ CR,Nµ
2(κ−α−η).
Now turn to I ′′c . By (7) and (14), we can write
I ′′c ≤ N
∫ t
0
(∫ s(N)
0
∫ s(N)
u
(
|c∆(v)| (v − u)
−α
+
∫ v
u
|c∆(v)− c∆(z)|h(v, z)dz
)
dv h(s, u)du
)2
g(t, s)1Isds
≤ CN
∫ t
0
(∫ s
0
(
|c∆(v)| (s− v)
−2α +
∫ v
0
|c∆(v)− c∆(z)|h(v, z)(s− z)
−αdz
)
1Ivdv
)2
g(t, s)ds
≤ CN (L
′
c + L
′′
c ),
where we have used that
∫ v
0
(v − u)−αh(s, u)du ≤ C(s − v)−2α. The term L′c is
estimated similarly to I ′′a :
L′c ≤ CR,N
∫ t
0
(∫ s
0
(
δκ−η +
∣∣Xδ,Nv −Xµ,Nv ∣∣)(s− v)−2α1Ivdv
)2
g(t, s)ds
≤ CR,N
(
δ2(κ−η) +
∫ t
0
∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣2(s− v)−2α1Ivdv g(t, s)ds
)
≤ CR,N
(
δ2(κ−η) +
∫ t
0
∆s g(t, s)ds
)
.
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To handle L′′c , we use the estimate (16) and proceed exactly as with J
′′
c :
L′′c ≤ CR,N
∫ t
0
(∫ s
0
∫ tδv
0
(∣∣Xδ,Nv −Xδ,Nz −Xµ,Nv +Xµ,Nz ∣∣+ ∣∣Xδ,Nv −Xµ,Nv ∣∣(v − z)β
+
∣∣Xδ,Nv −Xµ,Nv ∣∣(∣∣Xδ,Nv,z ∣∣+ ∣∣Xµ,Nv,z ∣∣)
+(v − tδv)
κ−η + (z − tδz)
κ−η
)
h(v, z)(s− z)−αdz dv
)2
1Isg(t, s)ds
+
∫ t
0
(∫ s
0
∫ tµv
tδv
(
(tµv − t
µ
z )
β +
∣∣Xµ,N
tµv ,t
µ
z
∣∣)h(v, z)(s− z)−αdz dv)21Isg(t, s)ds ≤ CR,N 4∑
k=1
Gk.
Now
G1 ≤
∫ t
0
(∫ s
0
∫ v
0
∣∣Xδ,Nv −Xδ,Nz −Xµ,Nv +Xµ,Nz ∣∣h(v, z)dz(s− v)−α1Ivdv
)2
g(t, s)ds
+
∫ t
0
(∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣
∫ v
0
(v − z)β−α−1(s− z)−αdz dv1Iv
)2
g(t, s)ds
≤
∫ t
0
∫ s
0
(∫ v
0
∣∣Xδ,Nv −Xδ,Nz −Xµ,Nv +Xµ,Nz ∣∣h(v, z)dz
)2
(s− v)−α1Ivdv g(t, s)ds
+
∫ t
0
(∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣(s− v)β−2α1Ivdv
)2
g(t, s)ds ≤ C
∫ t
0
∆s g(t, s)ds.
Further,
G2 ≤ C
∫ t
0
(∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣(∥∥Xδ,N∥∥∞,v + ∥∥Xµ,N∥∥∞,v)(s− v)−α1Ivdv
)2
g(t, s)ds
≤ CR
∫ t
0
∫ s
0
∣∣Xδ,Nv −Xµ,Nv ∣∣2(s− v)−α1Ivdv g(t, s)ds ≤ CR
∫ t
0
∆s g(t, s)ds,
G3 ≤ C
∫ t
0
(∫ s
0
(v − tδv)
κ−α−η(s− v)−αdv
+
∫ tδs
0
(z − tδz)
κ−η(s− z)−α(tδz + δ − z)
−αdz
)2
g(t, s)1Isds ≤ Cδ
2(κ−η−α).
Here the last integral is estimated analogously to the term H ′3 (equation (10)) in
the proof of Lemma 2.1:
∫ tδs
0
(z − tδz)
κ−η(s− z)−α(tδz + δ − z)
−αdz
≤
[s/δ]−1∑
k=1
(s− νk)
−α
∫ νk
νk−1
(z − νk−1)
κ−η(νk − z)
−αdz + δκ−η
∫ tδs
tδs−δ
(s− z)−α(tδs − z)
−αdz
≤ C
( [s/δ]−1∑
k=1
(s− νk)
−αδ · δκ−α−η + δκ−αδ1−2α
)
≤ Cδk−α−η
(∫ s
0
(s− z)−αdz + 1
)
≤ Cδk−α−η .
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Similarly,
G4 ≤ C
∫ t
0
(∫ s
0
∫ tµv
0
(
(tµv − t
µ
z )
β +RN(tµv − t
µ
z )
r
)
h(v, z)(s− z)−αdz dv
)2
g(t, s)ds
≤ CR,N
∫ t
0
(∫ s
0
∫ tµv
0
(
(v − z)κ−η + (z − tµz )
κ−η
)
h(v, z)dz (s− z)−αdz dv
)
g(t, s)ds
≤ CR,Nµ
2(κ−α−η).
Summing up, we have an estimate
‖Ia‖
2
R,t + ‖Ic‖
2
R,t ≤ CR,N
(
δ2(κ−α−η) +
∫ t
0
∆s g(t, s)ds
)
.
Hence,
(17) E
[(
‖Ia‖R,t + ‖Ic‖R,t
)2
1IBRt
]
≤ CR
(
δ2(κ−α−2η) +
∫ t
0
E
[
∆s
]
g(t, s)ds
)
.
Now turn to I ′b and I
′′
b . Using (13) and noting that B
R
s ⊂ B
R
u ∈ Fu for u < s, we
have
E
[
I ′b
]
=
∫ t
0
E
[(∫ s(N)
0
b∆(u)dW (u)
)2
1Is
]
g(t, s)ds
≤
∫ t
0
∫ s
0
E
[
b∆(u)
21Iu
]
du g(t, s)ds
≤ C
∫ t
0
∫ s
0
E
[(
δβ +RNδr +
∣∣Xδ,Nu −Xµ,Nu ∣∣)21Iu] du g(t, s)ds
≤ CR,N
(
δ2(κ−η) +
∫ t
0
E
[
∆s
]
g(t, s)ds
)
.
Further,
E[I ′′b ] =
∫ t
0
E
[(∫ s(N)
0
∣∣∣∣∣
∫ s(N)
u
b∆(v)dWv
∣∣∣∣∣ (s− u)−1−αds
)2
1Is
]
g(t, s)ds
≤
∫ t
0
∫ s
0
E
[(∫ s(N)∨u
u
b∆(v)dWv
)2
1IBRs
]
(s− u)−3/2−αdu
∫ s
0
(s− u)−1/2−αdu g(t, s)ds
≤ C
∫ t
0
∫ s
0
∫ s
u
E
[(
δβ +RNδr +
∣∣Xδ,Nv −Xµ,Nv ∣∣)21Iv] dv(s− u)−3/2−αdu g(t, s)ds
≤ CR,N
(
δ2(κ−η) +
∫ t
0
∫ s
0
E
[∣∣Xδ,Nv −Xµ,Nv ∣∣21Iv](s− v)−1/2−αdv g(t, s)ds
)
≤ CR,N
(
δ2(κ−η) +
∫ t
0
E
[
∆s
]
g(t, s)ds
)
.
Combining this with (17), we get
E
[
∆t
]
≤ CR,N
(
δ2(κ−α−η) +
∫ t
0
E
[
∆s
]
g(t, s)ds
)
≤ CR,N
(
δ2(κ−α−η) + t1/2+α
∫ t
0
E
[
∆s
]
(t− s)−1/2−αs−1/2−αds
)
,
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whence by the generalized Gronwall lemma
E[∆t] ≤ CR,N δ
2(κ−α−η).
Obviously, ‖f‖2,T 1IT ≤ ‖f‖R,T , so the first statement of the theorem is proved.
To prove the second, for we derive for ω ∈ BRs absolutely similarly to the previous
estimates (it is easy to check that the terms δa with a > 0 enter with bounded
coefficients before the integration with respect to s) that
Ia(s)
2 + Ic(s)
2 ≤ CR,N
(
δ2(κ−α−η) +∆s
)
.
The remaining term Ib(s) estimated similarly with the help of Burkholder inequal-
ity:
E
[
sup
u≤s
Ib(u)
21Is
]
≤ CR,N
(
δ2(κ−η) + E
[
∆s
])
,
whence
E
[
sup
s≤T
(
Ia(s)
2 + Ib(s)
2 + Ic(s)
2
)
1Is
]
≤ CR,N
(
δ2(κ−α−η) + E
[
∆T
]
≤ CR,N
(
δ2(κ−α−η),
but (Xδ,Ns −X
µ,N
s )
2 ≤ 3
(
Ia(s)
2+Ib(s)
2+Ic(s)
2
)
, so the second statement follows.

4. Existence and uniqueness
Theorem 4.1. Equation (1) has a solution such that for any α ∈ (1 −H,κ)
(18) ‖X‖
2
∞,α,[0,T ]] <∞ a.s.
This solution is unique in the class of processes satisfying (18) for some α > 1−H.
Remark 4.1. It is possible to generalize this result almost verbatim to a multidi-
mensional case. Moreover, instead of fractional Brownian motion one can take any
process, which is almost surely Ho¨lder continuous with Ho¨lder exponent γ > 1/2.
Proof. As in the previous proof, we denote Zt,s = Zt − Zs, r = 1/2 − η, h(t, s) =
(t − s)−1−α, g(t, s) = s−α + (t − s)−1/2−α. C is a generic constant, which may
depend on fixed parameters, but is independent of variables.
Existence. Let δk = T/2
k. To keep notations simple, denote Xk = Xδk , Xk,N =
Xδk,N , tks = t
δk
s , ‖·‖ = ‖·‖2,T , ‖·‖∞ = ‖·‖∞.
It is easy to see that for each N ≥ 1 the sequence
{
Xk,Nt , k ≥ 1
}
is fundamental
in the norm
(
E[‖·‖
2
]
)1/2
. Indeed, define AR,N,k,l =
{∥∥Xk,N∥∥+ ∥∥X l,N∥∥ ≤ R}, take
p > 1, denote q = p/(p− 1) and write
E
[∥∥Xk,N −X l,N∥∥2]
≤ E
[∥∥Xk,N −X l,N∥∥21IAR,N,k,l]+ E [(∥∥Xk,N∥∥∞ + ∥∥X l,N∥∥∞)21IΩ\AR,N,k,l
]
≤ E
[∥∥Xk,N −X l,N∥∥21IAR,N,k,l]+ (E [(∥∥Xk,N∥∥∞ + ∥∥X l,N∥∥∞)2p
])1/p
P
(
Ω \AR,N,k,l
)1/q
.
By Theorem 3.1, the first term vanishes as k, l →∞, so we can write
lim
k,l→∞
E
[∥∥Xk,N −X l,N∥∥2] ≤ sup
k,l
(
E
[(∥∥Xk,N∥∥
∞
+
∥∥X l,N∥∥
∞
)2p])1/p
P (Ω \AR,N,k,l)1/q.
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Lemma 2.1 implies that supk,l E
[( ∥∥Xk,N∥∥
∞
+
∥∥X l,N∥∥
∞
)2p]
<∞ and also, through
Markov inequality, that supk,l P (Ω \A
R,N,k,l) → 0, R → ∞. Therefore, letting
R→∞, we get
lim
k,l→∞
E
[∥∥Xk,N −X l,N∥∥2] = 0,
as claimed. Similarly, from the second statement of Theorem 3.1 we obtain
lim
k,l→∞
E
[
sup
t∈[0,T ]
∣∣Xk,N −X l,N ∣∣2 ] = 0.
Thus, for eachN ≥ 1 there exists a processXN such that E
[∥∥Xk,N −XN∥∥2]→
0 and E
[
supt∈[0,T ]
∣∣Xk,N −XN ∣∣2 ] → 0, k → ∞; the limits agree because each of
this two facts implies the convergence in L2([0, T ] × Ω). Using a usual argument
we can show that there exists a subsequence {kj , j ≥ 1} such that for any N ≥ 1∥∥Xkj,N − XN∥∥ + supt∈[0,T ] ∣∣Xkj,N −XN ∣∣ → 0 a.s., j → ∞. Without loss of
generality we can assume that the sequence itself converges a.s. to zero:
(19)
∥∥Xk,N −XN∥∥+ sup
t∈[0,T ]
∣∣Xk,N −XN ∣∣→ 0 a.s. as k →∞.
Note that for each N ≥ 1, p > 0 E[
∥∥XN∥∥p
∞
] < ∞. Indeed, we already have
a uniform convergence, so it is enough to show boundedness of the integral in the
definition of ‖·‖∞. By the Fatou lemma,∫ t
0
∣∣XNt,z∣∣(t− z)−1−αdz ≤ lim
k→∞
∫ t
0
∣∣Xk,Nt,z ∣∣(t− z)−1−αdz ≤ lim
k→∞
∥∥Xk,N∥∥
∞
,
therefore
sup
s∈[0,T ]
∫ t
0
∣∣XNt,z∣∣(t− z)−1−αdz ≤ lim
k→∞
∥∥Xk,N∥∥
∞
,
and applying the Fatou lemma again, we get
E
[(
sup
s∈[0,T ]
∫ t
0
∣∣XNt,z∣∣(t− z)−1−αdz
)p ]
≤ lim
k→∞
E
[ ∥∥Xk,N∥∥p
∞
]
<∞.
Further, for N ′ ≤ N ′′ and t ≤ τN ′ X
N ′
t = X
N ′′
t a.s. Indeed, for any t X
k,N ′
t →
XN
′′
t and X
k,N ′′
t → X
N ′′
t a.s. as k → ∞; but for t ≤ τN ′ X
kj,N
′′
t = X
kj,N
′′
t , so
XN
′
t = X
N ′′
t a.s.
Hence there exists a process X such that for any N and any t XNt = Xt∧τN .
We are going to prove that X solves (1). This will be done by showing that each
of the integrals in (8) converges to a corresponding integral in (1). To this end,
consider the differences between these integrals:
INa (t) =
∫ t(N)
0
a∆(s)ds, I
N
b (t) =
∫ t(N)
0
b∆(s)dWs, I
N
c (u) =
∫ t(N)
0
c∆(s)dB
H
s ,
here d∆(s) = d(s,Xs)− d(t
k
s , X
k
tks
), d ∈ {a, b, c}. Similarly to (13),
(20) |d∆| ≤ C
(
(s− tks )
β + CKηt (s− t
δ
k)
r
(
1 +
∣∣Xk,N
tks
∣∣)+ ∣∣Xk,Ns −Xs∣∣)
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Estimate
∣∣INa (t)∣∣ ≤
∫ t
0
|a∆(s(N))| ds ≤ C
(
δβk +Nδ
r
k
(
1 +
∥∥Xk,N∥∥)+ ∥∥Xk,N −XN∥∥).
Thanks to (19), the norm
∥∥Xk,N∥∥ is a.s. bounded in k. Consequently, INa (t) → 0
a.s., k →∞.
Further,
E
[(
INb (t)
)2]
≤
∫ t
0
E
[
b∆(s)
2
]
ds
≤ C
(
δβk + δ
r
kE
[(
1 +
∥∥Xk,N∥∥)2]+ E [∥∥Xk,N −XN∥∥2] )→ 0, k →∞.
We can extract a subsequence {kj , j ≥ 1} such that for each N ≥ 1 I
N
a (t) → 0
a.s., j → ∞. Again, we will assume without loss of generality that sequence itself
vanishes.
Finally,
∣∣INc (t)∣∣ ≤ CN
∫ t
0
(
|c∆(s)|s
−αds+
∫ s
0
|c∆(s)− c∆(z)|h(s, z)dz
)
ds =: CN
(
I ′c + I
′′
c
)
.
Similarly to INa (t), I
′
c → 0, k →∞. Using an estimate similar to (16), write∫ t
0
∫ tδs
0
(∣∣XNs −XNz −Xk,Ns +Xk,Nz ∣∣+ ∣∣XNs −Xk,Ns ∣∣(s− z)β
+
∣∣XNs −Xk,Ns ∣∣(∣∣XNs,z∣∣+ ∣∣Xk,Ns,z ∣∣)+ (s− tks )β + (z − tδk)β + ∣∣Xk,Ns,tks ∣∣+ ∣∣Xk,Nz,tkz ∣∣
)
h(s, z)dz ds
+
∫ t
0
∫ s
tδs
(
(s− z)β +
∣∣Xks,z∣∣)h(s, z)dz ds
≤ CN
(∥∥Xk,N −XN∥∥(1 + ∥∥XN∥∥
∞
+
∥∥Xk,N∥∥
∞
)
+ δβk
+
(
1 +
∥∥Xk,N∥∥) ∫ t
0
∫ tδs
0
(
(s− tδs)
r + (z − tδz)
r
)
h(s, z)dz ds+ δβ−αk + δ
r−α
k
(
1 +
∥∥Xk,N∥∥))
≤ CN
(∥∥Xk,N −XN∥∥(1 + ∥∥XN∥∥
∞
+
∥∥Xk,N∥∥
∞
)
+ δβ−αk + δ
r−α
k
(
1 +
∥∥Xk,N∥∥
∞
))
→ 0, k →∞.
The last holds since
∥∥XN∥∥
∞
is almost surely finite and
∥∥Xk,N∥∥
∞
is bounded in
probability uniformly in k.
As a result,
∣∣INa (s)∣∣+ ∣∣INa (s)∣∣+ ∣∣INa (s)∣∣→ 0, k →∞. But since XNt −Xk,Nt =
INa (t) + I
N
b (t) + I
N
c (t) and X
k solves (8) with δ = δk, we get that X solves (1) up
to each of the moments τN . But (since K
η
T is finite a.s.) τN → T a.s., N → ∞,
which implies that X is a solution to (1).
Uniqueness. Let X1, X2 be two solutions of (1). Define a stopping time
σN = inf
{
t : Kηt +
∥∥X1∥∥
α,t
+
∥∥X2∥∥
α,t
≥ N
}
and denote X1,Nt = X
1
t∧σN , X
2,N
t = X
2
t∧σN , ∆s =
∥∥X1,N −X2,N∥∥2
2,s
.
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We have
X1,Nu −X
2,N
u =
∫ u(N)
0
a∆(s)ds+
∫ u(N)
0
b∆(s)dWs +
∫ u(N)
0
c∆(s)dB
H
s
=: Ia(u) + Ib(u) + Ic(u),
where d∆(s) = d(s,X
1,N
s ) − d(s,X
2,N
s ), d ∈ {a, b, c}, we have |d∆(s)| ≤ C
∣∣X1,Ns −
X2,Ns
∣∣. Thus,
∆2t ≤ 3(‖Ia‖
2
2,t + ‖Ib‖
2
2,t + ‖Ic‖
2
2,t .
The estimates will be similar to those of Theorem 3.1, so we skip some minor details.
Estimate
‖Ia‖
2
2,t ≤
∫ t
0
(∫ s
0
∣∣a∆(u)∣∣du ds+
∫ s
0
∫ s
u
|a∆(v)| dv h(s, u)du
)2
g(t, s)ds
≤ C
∫ t
0
[
∆s +
(∫ s
0
∣∣X1,Nv −X1,Nv ∣∣(s− v)−αdv
)2]
g(t, s)ds ≤ C
∫ t
0
∆s g(t, s)ds.
Further, ‖Ic(t)‖
2
2,t ≤
∫ t
0
[
Ic(s)
2 +
(∫ s
0 |Ic(s)− Ic(u)|h(s, u)du
)2]
g(t, s)ds =: I ′c +
I ′′c . Using (7) and (15), write
I ′c ≤ CN
∫ t
0
[ ∫ s
0
(
|c∆(u)|u
−α +
∫ u
0
|c∆(u)− c∆(z)|h(u, z)dz
)
du
]2
g(t, s)ds
≤ CN
∫ t
0
∆s g(t, s)ds+ CN
∫ t
0
∫ s
0
(∫ u
0
(∣∣X1,Nu −X1,Nz −X2,Nu +X2,Nz ∣∣
+(u− z)β
∣∣X1,Nu −X2,Nu ∣∣+ ∣∣X1,Nu −X2,Nu ∣∣(∣∣X1,Nu,z ∣∣+ ∣∣X2,Nu,z ∣∣))h(s, z)dz
)2
du g(t, s) ds
≤ CN
∫ t
0
∆s g(t, s)ds.
Similarly, by (7) and (15)
I ′′c ≤ CN
∫ t
0
[∫ s
0
∫ s
0
(
|c∆(v)| (v − u)
−α +
∫ v
u
|c∆(v)− c∆(z)|h(v, z)dz
)
dv h(s, u)du
]2
g(t, s)ds
≤ CN
∫ t
0
[ ∫ s
0
(∣∣X1,Nv −X2,Nv ∣∣(s− v)−2α +
∫ v
0
|c∆(v) − c∆(z)|h(v, z)dz
)
(s− v)−αdv
]2
g(t, s)ds
≤ CN
∫ t
0
∆s g(t, s)ds+ CN
∫ t
0
∫ s
0
(∫ v
0
(∣∣X1,Nv,z −X2,Nv,z ∣∣+ ∣∣X1,Nv −X2,Nv ∣∣ (v − z)β
+
∣∣X1,Nv −X2,Nv ∣∣( ∣∣X1,Nv,z ∣∣+ ∣∣X2,Nv,z ∣∣ ))h(v, z)dz
)2
(s− v)−αdv g(t, s)ds ≤ CN
∫ t
0
∆sg(t, s) ds.
Summing the estimates for Ia(t) and Ic(t) and using the Cauchy–Schwartz inequal-
ity, we get
E
[(
‖Ia(t)‖2,t + ‖Ic(t)‖2,t
)2]
≤ CN
∫ t
0
E
[
∆s
]
g(t, s)ds.
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Finally,
E
[
‖Ib(t)‖
2
2,t
]
≤ 2
∫ t
0
E
[
|Ib(s)|
2
]
g(t, s)ds+ 2
∫ t
0
E
[(∫ s(N)
0
∣∣∣∣∣
∫ s(N)
u
bv dWv
∣∣∣∣∣h(s, u)du
)2]
g(t, s)ds
≤ C
∫ t
0
∫ s
0
E
[
b∆(u)
2
]
du g(t, s)ds+ C
∫ t
0
∫ s
0
∫ s
u
E
[
b∆(v)
2
]
dv(s− u)−3/2−αdu g(t, s)ds
≤ C
∫ t
0
E[∆s]g(t, s)ds.
As a result,
E[∆t] ≤ CN
∫ t
0
E[∆s]g(t, s)ds,
so by the generalized Gronwall lemma E[∆t] = 0 for all t. This implies X
1
t = X
2
t
a.s. for all t < τN . By letting N →∞ we get X
1
t = X
2
t a.s. for all t. 
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