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CONSIDERACIONES SOBRE LOS FUNDAMENTOS 




Las consideraciones sobre los fundamentos y el desarrollo de la econometría 
que se realizan en este trabajo se agrupan en los siguientes punt9s: definición de la 
Econometría, Teoría económica y datos económicos, la distribución de Haavelmo, el proceso 
reductor para la obtención de los modelos econométricos, exogeneidad y determinación de 
los parámetros de interés, esquema integrador de los modelos ec<;>nométricos más usuales y 
diseño y evaluación de modelos. 
!) 
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1.- LA ECONOMETRIA 
De acuerdo con Samuelson, Koopmans y Stone (1954), la Econometría se 
puede definir como la disciplina que trata del "análisis cuantitativo de los fenómenos 
económicos reales basados en el desarrollo concurrente de la teoría y la observación, 
relacionados por métodos apropiados de inferencia". 
Un punto básico de la definición anterior reside en el término de "métodos 
apropiados de inferencia", lo que conduce al tema de los fundamentos estadísticos de la 
Econometría. Un planteamiento a fondo del problema se encuentra en el trabajo de Haavelmo 
(1944), "El enfoque probabilístico en Econometría", sobre el que Hendry et al. (1989) dicen 
que "merecidamente es considerado como el trabajo que constituyó a la Econometría moderna 
como una disciplina separada". 
2.- TEORIA ECONOMICA Y DATOS ECONOMICOS 
Para Haavlemo, las relaciones que describe la Teoría Económica no pueden 
ser exactas y lo que se desea son "teorías que sin involucrarnos en contradicciones lógicas 
directas, afirmen que las observaciones se agruparán como norma general en un subconjunto 
limitado del conjunto de todas las observaciones concebibles, al tiempo que sea consistente 
con la teoría que de tanto en tanto una observación esté fuera de ese subconjunto" (Haavelmo 
1944, pág. 40). 
En cuanto al realismo de las distribuciones probabilísticas utilizadas en el 
análisis de datos económicos, Haavelmo con mucha certeza afirma que no es necesario que 
las probabilidades sean reales para poder considerar las observaciones económicas como 
realizaciones de variables aleatorias, basta con que sean concebibles. Lo importante "no es 
si las probabilidades existen o no, sino si procediendo como si existieran (concibiéndolas en 
la mente) , somos capaces de realizar afirmaciones sobre fenómenos reales que son correctas 
para fines prácticos" (Haavelmo (1944), pág. 43, el término entre paréntesis es añadido). En 
este sentido, Haavelmo insiste en que la experiencia demuestra que la pura noción hipotética 
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de distribución de probabilidades es útil para derivar afirmaciones de que la probabilidad de 
que una observación futura caiga en un determinado subconjunto de valores es casi uno. 
La conclusión es que la correspondencia entre variables económicas y 
observaciones pasivas de la naturaleza puede verse como la correspondencia entre universo 
poblacional y muestra de la teoría probabilística. Es decir, los datos observados son una 
realización del esquema teórico estocástico que, en terminología más actual, podemos 
denominar Qroceso generador de gatos (PGD). Esta visión probabilística de Haavelmo ha sido 
plenamente asumida por la Econometría moderna, en la que el PGD es el punto de partida 
par derivar todos los modelos econométricos. Así, en la concepción actual, los modelos 
econométricos sólo pueden justificarse en tanto en cuanto vengan derivados de dicho procedo, 
encontrando en él, en consecuencia, su fundamento estadístico. 
3.- LA DISTRIBUCION DE HAA VELMO 
Para desarrollar lo anterior hagamos referencia a un conjunto de observaciones 
como en (1.1), pero en un contexto más general, es decir, sin especificar las variables 
económicas a las que se refieren y, sobre todo, sin determinar si se trata de series temporales 
u observaciones sobre agentes individuales. Así, supóngase que -en la terminología de 
Haavelmo (1944), pág. 69- xh x2, .. . , X0 , es un conjunto den fenómenos económicos, y (x1¡¡, 
X2¡¡ , •.. , xnJ es un vector de observaciones conjuntas de dichos n fenómenos. Sea 
(xltl X2u · · · Xnu) 
(xlt2 X212 · · · Xad 
(x¡tN X2tN · · · XatN) 
(1.2) 
un sistema de N observaciones correspondientes a los n fenómenos. El indicador ~ (i = 1, 
... ,N) puede referirse a tiempo o a individuos. El sistema de nN valores precedente, puede 
considerarse -al igual que se hizo en el epígrafe anterior- "como un punto muestral E en el 
espacio muestral de nN variables aleatorias (x1u x21, ... , X0 J, t = t¡, .. . , tN," con una cierta 
función de distribución conjunta P(w), en donde w es un punto arbitrario en dicho espacio 
muestral. A tal supuesto Haavelmo lo denomina: "SUQUesto fundamental sobre la naturaleza 
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de los datos económicos", ya que "realmente es difícil concebir un caso en contradicción con 
este supuesto" (Haavelmo 1944, pág. 70). 
Es decir, el sistema de (nN) valores observados que constituyen una muestra 
son vistos como una realización de nN variables aleatorias que siguen una determinada 
función de distribución conjunta, a la que Spanos (1989) denomina la distribución de 
Haavelmo. 
En la Cowles Commission el "supuesto fundamental" de Haavelmo se vio 
como su gran aportación, y, así, por ejemplo, en la Monografía Díez (Koopmasn (1950)) en 
la sección 1.2, se habla de la "Especificación de la distribución de todas las variables" . 
En términos prácticos, la distribución de Haavelmo puede considerarse como 
el "proceso generador de los datos", introducido anteriormente. 
Con ello los fundamentos estadísticos de los modelos econométricos se 
encuentran en la función de distribución conjunta de los datos. No obstante, esta función 
resulta ser excesivamente compleja y es necesario simplificarla para que la inferencia con un 
única observación de las variables sea operativa. Este proceso simplificador debe realizarse 
según las orientaciones de la teoría y debe concluir con una distribución capaz de recoger las 
principales características de los datos. 
En el proceso reductor se tiene en cuenta también la estructura de los datos, 
de modo que tal proceso sea lo más restrictivo posible, pero teniendo al mismo tiempo 
fuertes razones para creer que el conjunto de hipótesis admisibles, que se contienen sobre los 
datos en el espacio probabilístico resultante, incluye la hipótesis verdadera. A esto último se 
puede denominar como el principio de adecuación estadística (véase, por ejemplo, Hendry 
et al. (1989) y Spanos (1989)). 
Tal como han señalado diversos autores es sorprendente que a pesar de la 
influencia de Haave1mo en la Cowles Commission, la econometría teórica y aplicada 
posterior no ha tomado durante muchos años como punto central en la investigación a dicha 
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distribución. No obstante, más recientemente ha habido una vuelta a Haavelmo. Este 
redescubrimiento de Haavelmo está en la orientación econométrica denominada LSE. 
Artículos sobre la aportación de Haavelmo o la conexión de la metodología 
mencionada con él se encuentran en Spanos (1986), (1988), (1989) y Hendry et al. (1989). 
Asimismo, en Raymond (1992) se realiza una reflexión profunda sobre la evolución histórica 
de los modelos econométricos, en la que se analiza la influencia de la Cowles Commission 
y, en concreto, la importancia que en ella tuvieron los trabajos de Haavelmo. 
4.- PROCESO REDUCTOR PARA LA OBTENCION DE LOS MODELOS 
ECONOMETRICOS 
La estrategia de reducción que se desea sistematizar parte del proceso 
generador de datos, que en un sentido amplio puede definirse -véase Granger (1990) págs. 
6 a 8- como la distribución conjunta de todas las variables que determinan y representan 
todas las decisiones de todos los agentes económicos. Estas decisiones básicas constituyen 
millones y millones de variables , por lo que en el análisis económico se procede a trabajar 
con variables que han sufrido un proceso previo de agregación sobre individuos -agregación 
transversal- o a lo largo del tiempo -agregación temporal. 
En un determinado estudio empírico estas variables agregadas se pueden 
agrupar en tres conjuntos: (1) el vector Yt, que recoge aquellas variables que se quieren 
explicar y que podemos denominar variables de interés, (2) el vector Zu que recoge aquellas 
variables que se utilizan para explicar Yt y (3) St el vector correspondiente a las variables 
restantes. 
Si se denomina Wt al vector 
Wt = (Y\, Z'¡, S'¡)', 
tenemos que el verdadero proceso generador de datos definido anteriormente se puede 
aproximar por la distribución conjunta de todos los vectores Wt: 
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(II.2) 
donde Tes el número de observaciones sobre W, W0 representa las condiciones iniciales y 
,¡;<t> el vector de parámetros relevante, que para recoger el hecho de que sus elementos 
corresponden a parámetros que pueden cambiar con t, representamos el vector como y;<t>. Esta 
función puede identificarse con la función de distribución de Haavelmo. Esta función es 
extraordinariamente amplia y compleja por lo que es necesario aplicar sobre ella el proceso 
reductor. 
forma: 
Los pasos a seguir en el proceso reductor los podemos clasificar de la siguiente 
(O) El proceso generador de datos (PGD) 
(1) Marginalización del PGD respecto a las variables que no entran en el estudio del 
problema considerado. 
(2) Condicionalización según la recursividad temporal. 
(3) Restricciones de homogeneidad. 
(4) Restricciones distribucionales. 
(5) Restricciones en la dependencia de los datos (memoria). 
(6) Condicionalización contemporánea. 
(1) Marginalización del PGD respecto a las variables que no entran en el estudio del 
problema considerado. 
Del vector W1 sólo se van a considerar en el análisis las variables Y1 y~ que 
se pueden agrupar en el vector 
X =(Y' Z' \' t l tJ , (II.3) 
por tanto, el modelo econométrico sobre X1 se ha de basar en marginalizar Fw(·) respecto a 
las variables S1• Con ellos se obtiene la función de distribución de X= (X1, X2, • • XT) como: 
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donde ()<1> es un vector de funciones del vector de parámetros ,¡;<1>. 
Tras los procesos de agregación, transversal y temporal, y de marginalización 
respecto a las variables que no intervienen en un determinado problema económico, el 
proceso generador de datos en cuestión puede verse como la distribución conjunta en las 
correspondientes variables teóricas (poblacionales). Las relaciones o funciones estocásticas 
entre las variables económicas que se derivan de tal función de distribución conjunta son 
múltiples, y el objetivo de la Teoría Económica es "realizar elecciones provechosas de tales 
formas" , que, a su vez, deberán que tener en cuentas las características de los datos, de 
modo que las funciones estocásticas resultantes sean teóricamente coherentes y compatibles 
con los datos. Estas funciones estocásticas, o una reformulación de las mismas, constituyen 
los modelos econométricos. 
(2) Condicionalización según la recursividad temporal 
En variables observadas a lo largo del tiempo, parece natural suponer que el 
futuro no influye en el pasado, con lo que utilizando la notación 
X j - (X' X ' X')' t> . > 1 ,- jl j+ll"'' 1 ' J- (II.5) 
XT1 recoge todos los datos de la muestra, y 
(II.6) 
es una submuestra que incluye las condiciones iniciales Xo, con lo que se puede escribir 
(II.7) 
y repitiendo este proceso de factorización respecto a X1T_1, X\_2 , ... , X1 se obtiene 
6 
T 
Dx (X1T/Xo; (J(I)) = 11 D(X/ XI-I+; f.J . 
t• l 
En (11.8) el vector A• = (A1', ••• ,A/)' = f(fJ<1>), es una función de fJ<1>. 
(3) Restricciones de homogeneidad. 
(11. 8) 
En (11.8) las funciones de densidad condicional son heterogéneas en el tiempo 
y dado que hay una única observación de todas las variables, la reducción es imprescindible. 
Usualmente la restricción que se incorpora es que los parámetos A¡ no son dependientes del 
tiempo, es decir, A¡= A. Con ello, 
T 
Dx (X1T/Xo; O) = 11 D(X/ X\_1; A). (11.9) 
t • l 
Obsérvese que esta restricción recogida en (II.9) normalmente implicará que 
los coeficientes de las esperanzas matemáticas condicionales son constantes, pero abarca 
también la situación conocida en la literatura como modelos con coeficientes que varían de 
forma estocástica, pues entonces en tales modelos existen unos "meta-parámetros" que son 
constantes, y se recogen en el vector A. 
En modelos dinámicos la expresión (11.9) se cumple con la hipótesis de 
estacionariedad. La falta de estacionariedad tendrá que abordarse en función del tipo de no-
estacionariedad presente en los datos. Así, si ésta consistiese en la presencia de un vector de 
medias determinísticas no estacionarias, esto implicaría la sustitución del subvector de 
parámetros en el vector A que recoge las ordenadas en el origen, por funciones adecuadas 
de tiempo. 
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Una no estacionariedad debida a raíces unitarias implicará muchas veces una 
reparametrización del modelo en términos de, modelos en diferencias, modelos con 
mecanismos de corrección del error, sistemas cointegrados (Phillips (1991)) o modelos 
estructurales los componentes no observables (Harvey (1989)). En los dos primeros casos la 
formulación del modelo es directamente sobre variables estacionarias y en el tercer caso es 
también posible una reformulación en tal sentido. Así, los modelos con raíces unitarias 
pueden reformularse y verse como modelos sobre variables transformadas que son 
estacionarias. En estos casos los fundamentos para la inferencia pueden ser más complejos, 
pero en tanto en cuanto el sistema se estime incorporando la información sobre las raíces 
unitarias presentes, los estimadores resultantes tienen propiedades asintóticas óptimas, y los 
contrastes de hipótesis pueden realizarse mediante los procedimientos habituales (véase 
Phillips (1991) y Banerjee et al. (1992)). 
La falta de estacionariedad en los segundos momentos inducirá, normalmente, 
que los parámetros del modelo dependan del tiempo y habrá que afrontarlo mediante 
esquemas variables en función de unos meta-parámetros estables. 
(4) Restricciones distribucionales. 
Generalmente la restricción utilizada es la de expectativas condicionales 
lineales procedentes de una función de densidad normal. En bastantes casos en los que los 
datos no cumplen tal restricción, una transformación de los mismos, mediante el empleo de 
logaritmos, ratios, transformaciones de Box-Cox, puede hacer que los datos transformados 
cumplan la hipótesis de linealidad condicional normal. En tal caso D(X/X\_1; A) en (II.9) 
se puede formular como 
X/X\_1 - N(J.I., 0), (II.lO) 
y el vector A que se recoge en (11.9) incorpora los parámetros del vector f.1. y de la matriz O 
que no son redundantes. 
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En la formulación de las restricciones distribucionales es conveniente 
establecer dos niveles. (a) la forma de la función de la esperanza matemática condicional, con 
lo que a partir de ella se puede definir 
(11. 11) 
que es una innovación respecto a x+ t-t, y (b) la función de distribución condicional de las 
innovaciones. Ciertamente, si Dx(X\/Xo; O) sigue una función de distribución multinormal, 
se cumple que: 
(a) E(X/X\_1) es lineal , y 
(b) ~/X\_1 - N(O, 0). 
Pero para que se cumpla (a) -condicionalidad lineal- no es necesario la normalidad de Dx(·). 
Lo anterior supone que la varianza condicional tiene una forma funcional muy 
concreta: es constante. Sin embargo, esto puede también generalizarse. No obstante, en lo 
que sigue supondremos, para simplificar la exposición, que la varianza condicional es 
constante. 
Lo que se lleva dicho pone de manifiesto que la formulación de modelos no 
lineales y dinámicos a partir de E(X/Xt-t +) es posible dentro de este contexto que estamos 
desarrollando. Sin embargo, en la inferencia sobre tales modelos se presentan enormes 
problemas a no ser que la función no lineal y la estructura dinámica sean conocidas a priori. 
Por eso, cuando la linealidad condicional normal no se cumple en los datos -o en una 
transformación de los mismos- es, en general, muy difícil detectar la estructura no lineal y 
la función de densidad que los datos requieren. 
En tales casos se podría proceder sin realizar ningún supuesto sobre la forma 
funcional de la distribución conjunta, a través de modelos no paramétricos. Pero en dichas 
circunstancias si el número de variables es alto el análisis no-paramétrico requiere un 
elevadísimo número de observaciones, que no suele estar disponible en variables económicas. 
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Por eso, el futuro de la Econometría no paramétrica es de aplicación muy limitada excepto, 
quizás, para series financieras de observación en tiempo continuo, prácticamente. Sin 
embargo, entre la completa descripción de las funciones de distribución de los datos y la 
ausencia de supuestos sobre su forma funcional, existe una situación intermedia que consiste 
en formular ciertos aspectos de la función de densidad, por ejemplo, la esperanza matemática 
condicional, y no otros, pero continuando estando interesado en ellos, con lo que se concluye 
en modelos semiparamétricos. 
La aplicación de la Econometría semiparamétrica requiere muchas 
observaciones, pero menos que la correspondiente formulación no-paramétrica, por lo que 
su implantación es factible, sobre todo con datos financieros intra-diarios o muestras de corte 
transversal sobre miles de agentes económicos. Ciertamente las aplicaciones econométricas 
semiparamétricas son muy escasas, no obstante en Robinson (1991) se comentan ciertas 
aplicaciones de sus colaboradores. Sin embargo, un gran obstáculo actual para su aplicación 
es el desconocimiento de la técnica entre los economistas. En este sentido Delgado y 
Robinson (1992) presentan un repaso muy útil de los métodos no-paramétricos y 
semiparamétricos "con la esperanza de que a medida que la metodología sea más conocida 
y mejor entendida, pasará a ser más usada por los economistas en sus aplicaciones 
empíricas" . 
El desarrollo que sigue será exclusivo sobre la Econometría paramétrica. 
(5) Restricciones en la dependencia de los datos (memoria). 
La hipótesis utilizada en el modelo de regresión clásico de que las 
observaciones son independientes, no se aplica, ciertamente, a las series temporales, por lo 
que tal hipótesis de independencia debe substituirse por alguna forma de independencia 
asintótica. A este tipo de restricciones Spanos (1986) las clasifica en una categoría que 
denomina "memoria" . En la presencia de raíces unitarias tal independencia asintótica se 
refiere a las variables transformadas que, como se ha indicado, son estacionarias. 
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Una forma de introducir esa independencia asintótica es truncando la longitud 
de los retardos sobre los cuales se condiciona en (ll.9), es decir, aproximando en (II.lO) Xt_1 + 
por xt-\_1, en donde Les el orden del mayor retardo considerado. Con ello (II.9) se convierte 
en 
T 
Dx(X\IX0; 8) = Il D(X/Xt-.t_1; A). (II. 12) 
t=l 
Otra forma más general de introducir esa independencia asintótica es mediante 
la hipótesis de ergodicidad e invertibilidad. En procesos estacionarios gaussianos la 
ergodicidad implica que las autocorrelaciones o correlaciones entre variables tienden a cero 
a medida que el desfase entre las variables tiende a infinito y la invertibilidad implica que 
eso se puede obtener mediante formulaciones autorregresivas, posiblemente de orden infinito, 
pero convergentes. 
Como cuestión de notación y cuando sea conveniente explicitar que el 
condicionamiento respecto al pasado cumple las hipótesis de ergodicidad e invertibilidad, 
pondremos el superíndice "e" sobre el conjunto respecto al que se condiciona. 
Así, con tal supuesto, la expresión (11.9) toma la forma: 
T 
Dx(X1T/X0; 8) = Il D(X/X+et_1; A) . (II. 13) 
t=l 
Con las hipótesis recogidas en II.l.l a II.1.5 el modelo 
(II. l4) 
que se deriva de la distribución conjunta Dx(X\IX0;8), es operativo y puede estimarse con 
una única realizacion de variables. 
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Sin embargo, en Dx(X\1~; O) es posible continuar el proceso de 
condicionalización, pero realizándolo ahora sobre variables contemporáneas, tal como se 
ilustra en el punto siguiente. 
(6) Condicionalización contemporánea. 
Utilizando la notación introducida en (11 .3), es posible condicionalizar Yt, 
respecto al pasado, X\_1, y a los valores contemporáneos de~. Así, 
T 
Dx(X\IX0 ; 8) = Dx(Y1T, Z 1T/X0 ; 0) = II D(Y1, Z1 /X+\_1; A) = 
tzl 
T 
= II D(Y/Zu x+e1_1; A1) D(Z/ x+e1_1; A2) . 
t • l 
Es decir, se ha factorizado D(Yu ~/X+\_1 ; A) de la forma: 
(II.l5) 
(II . 16) 
La descomposición que aparece en (11.15) es siempre posible y, por tanto, sin 
ningún tipo de pérdida de generalidad respecto a (II.l3). 
La utilidad de esta descomposición radica en que X1 es un vector de dimensión 
n y sólo se está interesado en el explicar el comportamiento del subvector Yu de dimensión 
m, en función de otras k (k = n-m) variables ~. En tal situación, se puede pensar en no 
abordar la modelización a partir de D(Yu ~/ x +e1_1; A) sino restringirse a realizar la 
modelización a partir de D(Y/~, x +e1_1; A1) ignorando la función de densidad marginal de 
~· Esto simplifica el problema de modelización ya que en vez de operar con el sistema de 
n ecuaciones que se deriva de D(X/ x +e1_1; A) se opera con un sistema de (n-k) ecuaciones. 
12 
Sin embargo, tal proceder implicará, normalmente, una pérdida de generalidad y el problema 
que se plantea es señalar las condiciones bajo las que es posible utilizar solamente la función 
de densidad condicional, D(Y/~, x+et_1; >-.1), sin que eso acarree una pérdida de información. 
Esto conduce al tema de exogeneidad que se trata más adelante. 
Con los supuestos incluidos en II.1.5 a II.1.5 se derivaba el modelo (11.14), 
ahora añadiendo el supuesto de condicionalidad contemporánea se obtiene: 
(II.17) 
(7) El proceso reductor en datos de corle transversal o de panel. 
El proceso reductor ha sido descrito poniendo cierto énfasis en su aplicación 
a datos de series temporales, pero es igualmente aplicable a datos de corte transversal o de 
panel. Una interesante discusión para el caso de panel se encuentra en Spanos (1988). 
Conclusión. 
La discusión precedente ha puesto de manifiesto que los modelos 
econométricos se derivan de la distribución conjunta de los datos - 11 supuesto fundamental 
sobre la naturaleza de los datos económicos 11 - aplicando un proceso simplificador a partir de 
una distribución plenamente general. Este proceso incorpora las orientaciones de la teoría 
económica y a su vez tiene en cuenta las características fundamentales de los datos. Así pues, 
presenta un contexto general en el que encuadrar los temas de la Teoría Econométrica, 
dotándolos del fundamento estadístico necesario. 
El procedimiento es válido tanto para datos de series temporales como de corte 
transversal o de panel. 
En los datos de series temporales es deseable, dada la dependencia que se 
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encuentra en tales datos, una condicionalización basada en la recursividad temporal, con lo 
que introduciendo solamente los supuestos de homogeneidad, distribucionales y de memoria 
pertinentes, se puede formular el modelo recogido en (II.14), como modelo más general para 
el análisis. Este modelo genera unas innovaciones t; y la desviación estándar de las mismas 
pasa a ser el punto de referencia con el que comparar las desviaciones estándares 
innovacionales de otros modelos más restrictivos. 
Si a las hipótesis anteriores se añade la de condicionalización contemporánea 
se obtiene, para cualquier tipo de datos, el modelo (II. 17), que en el contexto del análisis 
condicional contemporáneo pasa a ser la hipótesis general mantenida sobre Y1• 
Todo este proceso pone de manifiesto que, tanto en (11. 14) como (11.17) los 
residuos no son autónomos, sino derivados del proceso generador de los datos, es decir, de 
las características aleatorias de las variables económicas. En otras palabras, la aleatoriedad 
genuina o de partida no está en los residuos, que luego se la contagian a las variables, sino 
en las variables mismas, de modo que de ellas se derivan los residuos aleatorios. 
5.- EXOGENEIDAD Y DETERMINACION DE WS PARAMETROS DE INTERES 
En lo que antecede se ha ilustrado cómo la condicionalización contemporánea 
simplifica el problema. No obstante, con tal condicionalización lo que se pretende 
principalmente es concentrar la atención en los parámetros de interés que determina la teoría 
económica, determinación que se realiza, normalmente, buscando aislar parámetros 
invariantes. Así, por ejemplo, el conjunto de parámetros que aparece en E(X/X+\_1) en el 
modelo (1!.14), puede contener elementos variantes, pero puede ocurrir que determinadas 
funciones de ellos no lo sean. Este intento de aislar invariantes se realiza utilizando los 
resultados que proporciona la teoría económica, siendo en ello básico la elección del conjunto 
informativo -dígase D1- sobre el que se condiciona. Así, tanto (II.l4) como (II. l7) se pueden 
representar como: 
X1 = E(X/D 11) + ext y 




En (II .25) el conjunto informativo relevante no viene sugerido exclusivamente 
por la teoría, sino también por la naturaleza de los datos, que es quien básicamente ha 
determinado los supuestos de homogeneidad, distribucionales y de memoria en el proceso 
reductor. La modelización realizada en (II.24) y (11.25) se obtiene a partir de la naturaleza 
estocástica de las variables eligiendo apropiadamente el conjunto informativo condicionante 
Dt. 
La condicionalización debida a la recursividad temporal no ofrece, como se 
comentó en su momento, especial controversia, ya que las condicionalizaciones alternativas 
llevan a que el presente dependa del futuro. Sin embargo, en la condicionalización 
contemporánea las condicionalizaciones alternativas pueden importar en un mundo que puede 
cambiar hacia el futuro , y se trata de elegir la condicionalización con parámetros invariantes 
(estructurales) . Este aspecto es importante, ya que puede ocurrir que la inversión de un 
modelo econométrico, dígase de demanda de dinero, para obterner otro, por ejemplo, un 
modelo de determinación de precios a partir del modelo de demanda anterior, sea inválida 
(véase Hendry y Ericsson (1991)). 
La condicionalización contemporánea recogida en (II.16) se realiza para 
derivar de ella, ignorando la función de densidad marginal de ~. el modelo (11.25) . Para 
estudiar bajo qué condiciones el modelo (II.25) se obtiene sin pérdida de generalidad en 
cuanto a las variables Y0 que en él se determinan, es necesario discutir los diferentes 
conceptos de exogeneidad que se formulan en Engle et al. (1983), que se corresponden a los 
diferentes objetivos que se pretendan en la modelización. 
Esto último es muy importante en el análisis econométrico. No existen 
variables con un status de exógenas. Tal propiedad depende del tipo de análisis que se quiere 
realizar. Que una variable es exógena implica que tal variable puede considerarse como dada 
para el propósito que se pretende, pero tal condición de poder ser considerada como dada 
depende del propósito en el que se esté involucrado. Así, una variable puede ser exógena 
para unos fines pero no para otros. 
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Con fines de inferencia condicional, el concepto relevante es de exogeneidad 
débil. Para definirlo es necesario precisar sobre qué parámetro o parámetros, denominados 
de interés, cp, se quiere realizar la inferencia. Con ello se dice que las variables Z en (II . l6) 
son débilmente exógenas para la inferencia sobre los parámetros de interés si: 
(II.l6) 
(a) los conjuntos paramétricos A1 y A2 no tienen elementos comunes y además son de 
variación libre, es decir, no están sometidos a restricciones cruzadas entre ellos, 
(b) el conjunto de parámetros de interés es función exclusivamente de A1• 
Esta exogeneidad débil va referida por tanto a parámetros de interés, pudiendo 
darse el caso de que una variable sea exógena respecto a cp¡ pero no respecto a cpj. 
Para fines de predicción la exogeneidad débil no es suficiente, ya que si Yt-j 
influye en Z0 tal como es posible en la distribución marginal de ~ en (II.16), ésta no se 
podrá considerar como dada en la predicción de Y. La exogeneidad en la predicción requiere 
que la función de distribución conjunta se pueda factorizar de la forma: 
(II.28) 
Para fines de simulación y control es necesario que las variables Z sean 
superexógenas ante la clase de intervenciones o cambios que se van a hacer en su función 
de densidad marginal. Para mantener esta exposición dentro de unos límites razonables 
obviaré desarrollar este concepto. 
6.- ESQUEMA INTEGRADOR DE LOS MODELOS ECONOMÉTRICOS MÁS 
USUALES 
Con todo el preámbulo realizado en los tres epígrafes anteriores es posible 
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Modelos V AR c:on mecanismo de c:orrcc:c:ión 
del error (Johansc:n 199la, Stock y Watson 1988), 
Tornado de Espasa y Cancelo, (eds.), (1993), Métodos CUantitativos para el análisis de la coyuntura económica, Alianza Ed . , Madrid. 
presentar un esquema sintetizador de los modelos econométricos lineales más usuales, que 
se recoge en el cuadro 1, tomado de Espasa y Cancelo (1992). 
(1) Modelos sin restricciones de teoría económica. 
Con las restricciones (1) a (5) del proceso reductor comentadas anteriormente 
se concluía con el prototipo de modelo recogido en (II.l4). La información teórica que se 
utiliza en su formulación se reduce a especificar los elementos del vector X, por lo que 
implícitamente se está señalando los elementos del vector St sobre los que se está 
marginalizando. Aceptado el supuesto de marginalización respecto a Su (11.14) es el modelo 
más general con el que se va a trabajar. Debido a la escasa implicación que tiene la teoría 
económica en la formulación de estos modelos, su desarrollo se ha producido 
fundamentalmente en el campo de la Estadística, en la rama de Series Temporales, y su 
introducción se encuentra en Quenouille (1957). 
en donde 
Bajo las hipótesis de linealidad y ergodicidad recogidas en (II.14) se tiene que 
4>· = J 
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y 
con lo que denominando 
se tiene que 
e= lt 
~P(L) = 1 - ~1L- . . . - ~P U , y 




que es la formulación compacta del modelo ARMA multivariante de orden (p,q) o modelo 
V ARMA (p,q) . 
De (11.43) se obtiene, bajo la hipótesis de invertibilidad, que 




que es un modelo autorregresivo vectorial y se denomina V AR (r). Este modelo se deduce 
directamente de (11.14) empleando la hipótesis de truncamiento temporal en la restricción de 
dependencia del proceso reductor. Esta obtención directa del VAR a partir de (11.14) no 
explicita la condición de invertibilidad, lo que ha llevado en muchas ocasiones a un uso 
indebido de estos modelos. 
El uso de los modelos V AR en economía ha sido defendido por Sargent y Sims 
(1977) y Sims (1980) y durante la década de los ochenta han encontrado una respuesta 
relativamente amplia dentro de la profesión. 
Esta popularidad de los modelos VAR frente a los modelos V ARMA, se debe, 
en gran parte, a que la estimación de un VAR sin restricciones se puede realizar sin pérdida 
de eficiencia mediante la aplicación de mínimos cuadrados ordinarios, ecuación por ecuación. 
(2) Modelos con la restricción de variables exógenas. 
Si la teoría económica determina los parámetros de interés dentro del vector 
A de la función de distribución conjunta que aparece en (11.13), es posible que en el vector 
X1 exista un subvector de variables exógenas. Excepto allí donde sea necesario, se utilizará 
simplemente el término "exógenas" sin precisar si son exógenas débiles , fuertes o 
superexógenas. La presencia de variables exógenas conlleva que sea posible la 
condicionalización contemporánea sin pérdida de generalidad, con lo que el prototipo de 
modelo que se obtiene es el recogido en (11.17), que se diferencia de (11.14) en que ahora en 
el conjunto informativo condicional se añade Z¡. Con eso la expectativa E(Y¡IZ¡, x+e1_1) 
diferirá de (11.42) para el subvector Y1 en Xu en que ahora, además de lo explicitado en 
(I1.42), aparecen también términos {30Z¡, donde {30 es una matriz m X k. Con ello agrupando 
los distintos términos adecuadamente se obtiene 
(11.45) 
En la literatura estadística de series temporales a estos modelos se les denomina VARMAX, 
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en donde la X que aparece en tal denominación hace referencia a que el modelo V ARMA, 
respecto a las variables endógenas Y, está ampliado con variables explicativas exógenas1• 
En la derivación que se ha realizado del modelo V ARMAX para las variables 
Yt queda muy claro que es un modelo restringido respecto al modelo VARMA 
correspondiente a Xu ya que el primero incorpora la restricción de exogeneidad. Sin 
embargo, la terminología V ARMAX, o la de "modelos multivariantes de función de 
transferencia con múltiples inputs y múltiples outputs" empleada en Jenkins (1979), puede 
inducir confusión pues presentan el modelo V ARMAX sobre Yt como un modelo más general 
que el modelo V ARMA sobre Yt ("modelos estocásticos multivariantes con múltiples outputs" 
según Jenkins (1979)). Esto último es obvio. La confusión puede venir por el hecho de que 
el modelo V ARMA sobre Yt se obtiene marginalizando el proceso generador de los datos 
respecto a Zt, aspecto claramente inadecuado, que se pone de manifiesto al considerar los 
modelos V ARMAX en los aparecen las variables ~-
El comentario anterior sirve para ilustrar la importancia del paso de la 
marginalización en el proceso reductor que se realiza en todo análisis aplicado. Esta es una 
decisión que afecta a todas las etapas restantes del proceso reductor y un cambio sobre el 
conjunto de variables sobre las que se ha marginalizado, implica revisar todo el proceso 
reductor. No hacerlo puede llevar a finalizar el análisis con la elección del modelo 
V ARMAX sobre el modelo V ARMA respecto a las variables Y0 en una comparación entre 
ambos, cuando la hipótesis de exogeneidad del V ARMAX sea inaceptable. Considerar el 
modelo V ARMAX como el más general puede suponer una negligencia en el analista, 
introduciendo una restricción de exogeneidad sin percatarse de ello. 
Si en (II.l7) el término E(Y/~, x+el_1) se reemplaza por E(Y/~, xt-\_1) 
haciendo uso de la hipótesis de truncamiento temporal en la restricción de dependencia se 
concluye con el modelo 
1 En la literatura de series temporales se suele utilizar la letra X para representar el vector de 
variables que se toma como dado en el análisis. Nosotros por contra venimos utilizando la letra Z . 
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(II.46) 
que se denomina modelo VARX. 
Al igual que lo dicho para los modelos VAR y V ARMA, se tiene que en la 
práctica económica los modelos VARX son mucho más populares que los VARMAX. 
En (11.46) se puede despejar Y1 con lo que se obtiene: 
(11.47) 
que, en terminología econométrica, es un modelo de forma reducida propiamente dicho, ya 
que incluye variables exógenas. En él, el residuo es ruido blanco, pero si existen factores 
comunes entre él>P(L) y {35(L) se podría reformular (II.47) con un residuo autorregresivo. 
De (11.45) se obtiene 
(11.48) 
en donde el residuo sigue un proceso vectorial de medias móviles. Ciertamente dichas medias 
móviles se pueden aproximar mediante un esquema autorregresivo y eliminarlo del 
componente residual ampliando adecuadamente él>p(L) y B.(L). La utilización del esquema 
resultante -que será del tipo (11.47)- o de (11.48) se reduce a un problema de parquedad en 
la parametrización. 
(3) Modelos identificados con restricciones teóricas: MODELOS ESTRUCTURALES. 
Los modelos V ARMAX han sido derivados a partir del siguiente esquema: 
(II.50) 
que podemos representar más escuetamente como 
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(II .51) 
en donde p.11 que es una esperanza matemática condicional, es ortogonal a las innovaciones 
t;. Si denominamos a Jlt a la parte sistemática del modelo, tenemos que en (11.51) la parte 
sistemática es ortogonal a las innovaciones. De forma similar, se han derivado los modelos 
V ARMA. Por su modo de derivación a ambos modelos podemos denominarlos modelos 
estadísticos, pues proceden directamente de una distribución condicional. 
Por otra parte, los modelos teóricos, a los que denominaremos modelos 
estructurales, pueden tener una formulación distinta a la representada en (11.50). Tales 
modelos teóricos se pueden escribir como: 
... 
(II.52) 
en donde xt indica que en la ecuación para y¡ G = 1, .. . , m) el vector xt se obtiene 
excluyendo de Xt la variables Yit· 
Si nos fijamos en una ecuación de este sistema, que sin pérdida de generalidad puede ser la 
primera, partiendo Yt como (y1t Y'J' tenemos que 
(II.53) 
en donde f1(·) puede no ser la E(ytt/Yt, ~. X\_1), en cuyo caso, la parte sistemática de 
(II.53) -f1(·)- no es ortogonal con att. Es decir, los modelos estructurales se formulan según 
los dictámenes de la teoría sin una preocupación por la ortogonalidad, característica que se 
da en los modelos estadísticos, por lo que, la parte sistemática de un modelo estructural 
puede no ser ortogonal con la innovación. Si no existe tal ortogonalidad, la estimación de los 
parámetros del modelo ha de realizarse con variables instrumentales. En estos modelos la 
falta de ortogonalidad se da por la dependencia simultánea entre las variables que se permite 
en (ll.53). 
22 
Si F es lineal existe una reformulación del modelo 
(11.54) 
en la que Dt es ortogonal a et y en donde los parámetros de E(y1/ DJ son los de f1(~\,~, 
X\.¡)-
Los parámetros estructurales se podrán estimar si se dispone de suficientes 
variables instrumentales, derivadas de la existencia de restricciones (teóricas) sobre los 
parámetros. Sin que aquí se entre en ello, el problema de identificación estructural es un 
problema de disponer de suficientes instrumentos (restricciones) para la estimación de los 
parámetros. 
A los modelos estructurales, por la simultaneidad que permiten en la matriz 
4>0, se les denomina modelos de ecuaciones simultáneas, SEM ~imultaneous ~uation 
models). Si en los modelos estructurales se despeja el vector Yt premultiplicando el modelo 
para la matriz 4> 0 -
1
, se obtiene un modelo V ARMAX con las restricciones que se derivan del 
modelo estructural. A ese modelo resultante se le denomina modelo de forma reducida (RF) 
y se trata de un modelo de los que se han denominado estadísticos. 
Los modelos , que en terminología tomada de la literatura de series temporales, 
hemos denominado modelo V ARX o V ARMAX no son más que modelos de forma reducida 
en la terminología econométrica. 
La discusión llevada a cabo en este epígrage sobre modelos estructurales es 
válida para modelos sobre datos de corte transversal, si bien, en tal caso las formulaciones 
SEM y de forma reducida serán mucho más sencillas ya que no tendrán una dimensión 
dinámica. 
(4) Enfoque de infonnación limitada: planteamiento uniecuacional 
El objetivo último de este enfoque es que el analista pueda escoger entre 
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realizar un estudio complejo que optimice la información disponible, o un análisis más 
sencillo, donde la sencillez tendrá un coste determinado que será aceptable o no en función 
del tipo de resultados requeridos. 
Los estimadores que se manejan en el análisis estadístico-econométrico de 
series temporales se valoran, entre otras, en función de dos características, la consistencia 
y la eficiencia. El tratamiento multiecuacional del sistema garantiza la obtención de 
estimadores consistentes y eficientes; en cambio, si el sistema no es recursivo , el 
planteamiento uniecuacional dará lugar, salvo las excepciones señaladas, a estimadores 
ineficientes e incluso, según el tipo de modelos, inconsistentes. 
El problema de inconsistencia que aparece con los modelos estructurales no 
se puede, en el caso de modelos estructurales sobreidentificados, resolver a partir de 
estimadores consistentes de la forma reducida no restringida, pues, para tales modelos, de 
dicha forma reducida no se pueden obtener los parámetros estructurales directamente. Las 
restricciones se pueden poner por el procedimiento de distancia mínima propuesto por 
Malinvaud (1966) sección 19.3, aunque dicho procedimiento, al igual que el de la máxima 
verosimilitud, requiere la optimización de una función no lineal, incluso para modelos 
lineales. Sin embargo, podemos emplear una técnica especial, denominada estimación por 
variables instrumentales que da estimadores lineales para procesos lineales. 
En cuanto a la ineficiencia relativa a un conjunto de información mayor de los 
estimadores de información limitada, no hay ninguna manera de compensar la pérdida de 
información que, normalmente, resulta del tratamiento uniecuacional en modelos que no son 
recursivos. El no tener en cuenta las interrelaciones entre todas las variables endógenas del 
modelo forzosamente conlleva una visión limitada y parcial del sistema económico, lo que 
se traduce, en general , en una pérdida de precisión de los estimadores resultantes. 
En ese sentido el coste de un planteamiento uniecuacional se puede medir 
como la pérdida de precisión, en términos de varianza de la innovación, que se produce al 
pasar de un tratamiento multiecuacional al uniecuacional. 
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Al analista le corresponde así la decisión de intercambiar eficiencia por 
simplificación del análisis; si prefiere la eficiencia, necesariamente deberá plantearse un 
modelo multivariante; si por el contrario espera que la ganancia en eficiencia no compense 
la mayor complejidad del modelo multivariante, puede decidirse por la solución 
uniecuacional. 
Sin embargo, conviene señalar que la mayor eficacia del modelo completo 
supone que éste se puede especificar adecuadamente, ya que un error con una ecuación del 
mismo distinta a la ecuación de interés, puede conducir a estimadores inconsistentes. Muchas 
veces la formulación del modelo completo es muy compleja pero la del uniecuacional no, con 
lo que la mencionada pérdida de eficiencia es en esos casos más teórica que real. En tales 
circunstancias en las que el modelo global no se puede especificar la máxima eficiencia 
factible es la que se obtiene con el enfoque de información limitada. Este enfoque en 
cualquier caso debe verse como un procedimiento sólido frente al riesgo de errores de 
especificación en el resto del modelo global. 
(5) El planteamiento de infonnación limitada en sistemas cointegrados. 
Cuando un sistema de ecuaciones incorpora variables endógenas no 
estacionarias que están cointegradas2, los problemas que aparecen respecto a sistemas 
estacionarios son varios. Phillips (1991) realiza un excelente tratamiento de esta cuestión. Los 
principales resultados de dicho trabajo se pueden resumir así: 
1) Es importante que la estimación de sistemas cointegrados se realice incorporando la 
información sobre las raíces unitarias presentes. Con ello los estimadores tienen propiedades 
asintóticas óptimas, y los contrastes de hipótesis pueden realizarse mediante los 
procedimientos habituales. 
2 Si no hay ninguna relación de cointegraci6n entre ellas, diferenciando las variables se obtiene 
un sistema estacionario. 
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2) Por el contrario, si las raíces unitarias se estiman como unos parámetros más del sistema, 
se obtiene que las distribuciones asintóticas necesarias para la inferencia no son distribuciones 
de tipo estándar, con lo que es necesario tabular tales distribuciones3 • Esto es cierto, tal 
como puntualizan Sims et al. (1990), para las variables que no se pueden expresar en una 
reparametrización del modelo como variables 1(0) con media nula. 
3) Con fines de estimación e inferencia operar a partir de una ecuación extraída del sistema 
(enfoque uniecuacional) sólo es válido si las variables explicativas son fuertemente exógenas. 
4) Si se aplica un enfoque uniecuacional cuando no se cumple la propiedad de exogeneidad 
anterior, se tiene que los estimadores resultantes incorporan los inconvenientes señalados en 
el punto segundo. Por ello en sistemas cointegrados el tratamiento simultáneo es más 
apremiante que en el contexto clásico de variables estacionarias. 
Como comentario final se puede señalar que la teoría de la cointegración ha 
proporcionado una terminología que se ha aceptado y sobre todo asumido tanto en 
econometría como en macroeconomía, lo que ha servido para establecer una comunicación 
mucho más fluida entre ambas disciplinas. Además, la cointegración está sirviendo para 
unificar distintas metodologías econométricas. En Granger (ed., 1990) se recogen una serie 
de trabajos conducentes a ilustrar el estado actual de la econometría de series temporales, y 
en ellos se presentan las principales metodologías existentes en la actualidad. Pues bien, las 
siguientes metodologías: (a) de modelos uniecuacionales dinámicos con mecanismo de 
corrección del error (LSE), (b) de modelos V AR, o (e) de ecuaciones simultáneas, están 
mostrando una fuerte convergencia con el desarrollo de la teoría de la cointegración. 
En efecto, la teoría de la cointegración ha puesto de manifiesto que la 
formulación de modelos simultáneos puede exigir la estimación de raíces unitarias, lo que 
conduce a problemas en la estimación y sobre todo en la contrastación a partir de tales 
estimaciones. Por eso, la formulacion en términos de mecanismos de corrección del error es 
3 Una alternativa es la empleada por Ferreti y Romo (1992) para un modelo univariante AR(l) 
consistente en utilizar métodos de remuestreo. 
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mucho más interesante, ya que con ellos los problemas anteriores desaparecen. 
Sin embargo, la formulación que se emplea en la metodología de la LSE de 
modelos de información limitada puede ser, en presencia de variables cointegradas, 
extraordinariamente más compleja, con lo que la formulación del sistema multiecuacional 
aparece más importante. Este sistema puede ser del tipo de vectores de mecanismos de 
corrección del error, lo que supone una ampliación de los VAR tradicionales, mediante la 
incorporación de dichos mecanismos. 
Todos estos puntos aparecen tratados con profundidad en los excelentes 
trabajos de Phillips (1991) y Johansen (1988, 1991 y 1992). 
En la teoría de la cointegración, las variables integradas se consideran orden 
uno o de orden dos, pero ninguna de las dos hipótesis es plenamente aceptable para describir 
el comportamiento a largo plazo de las variables económicas que muestran crecimiento. Una 
generalización se encuentra en la teoría de diferenciación fracciona!, en que el orden de 
integración de las variables integradas puede tomar cualquier valor a partri de 0,5. En 
economía la diferenciación fracciona! entre 0,5 y 1,5 parece muy prometedora hacia el 
futuro. 
7.- DISEÑO Y EVALUACIÓN DE MODEWS ECONOMÉTRICOS 
En la construcción de un modelo econométrico está presente el proceso 
reductor descrito, en el que se introducen supuestos que implican, en general, restricciones 
sobre el comportamiento de las variables observadas, por lo que son susceptibles de 
contrastación. En consecuencia, para asegurarnos que el modelo empleado en un determinado 
estudio cumple con el principio de adecuación estadística mencionado anteriormente, será 
necesario evaluarlo. Asimismo, en el proceso de diseño de un modelo habrá que constrastar 
si la característica que una determinada reducción supone es compatible con los datos. 
Con ello tenemos que en el aprendizaje econométrico, siendo importantes las 
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técnicas de estimación, no constituyen el único tema central de la disciplina. Las técnicas de 
estimación han dominado excesivamente en una orientación econométrica, que podemos 
calificar de incorrecta, pero muy extendida, a la que Spanos (1986) denomina "enfoque 
econométrico de libro de texto" y Gilbert (1986) "enfoque econométrico AER" ("-ªverage 
~onomic regression"). 
En este enfoque la Teoría da cuenta de toda la información que hay en los 
datos, excepto un cierto error de carácter no sistemático, que es el único elemento aleatorio 
en el modelo econométrico. Es decir, los supuestos estocásticos se realizan exclusivamente 
sobre los errores. Como señala Spanos (1986), en el capítulo introductorio, esto supone 
utilizar la Econometría para proveer cifras a nuestras propias construcciones rechazando el 
objetivo de explicar los fenómenos de interés. 
En contraposición a lo anterior, en el enfoque econométrico que se deriva de 
lo que llevamos dicho, se tiene que los temas centrales de la disciplina vienen determinados 
por una metodología de "diseño, estimación y evaluación" necesaria para la construcción de 
modelos. Como señalan Ericsson y Hendry (1985), pág. 261, este enfoque está dentro del 
espíritu de la metodología Box-Jenkins para el análisis univariante. No obstante, en el 
enfoque econométrico en el que esta memoria se entronca, se pone cierto enfásis en el 
modelo contemplado más general, con el fin de establecer una medida para la varianza 
innovacional. Además, la Teoría Económica y, como se explica más adelante, los modelos 
previamente existentes juegan también un papel importante. 
En consecuencia la enseñanza de la Econometría, que se desarrolla en los 
progamas adjuntos en esta Memoria tiene muy en cuenta la problemática de diseño y 
evaluación de modelos. Tales actividades en el proceso de modelización giran en torno a un 
conjunto de criterios asociados a características que, en las distintas etapas del proceso 
reductor, se supone que deben satisfacer los modelos y que se contrastan mediante una 
batería de estadísticos. 
Desde el punto de vista del diseño de un modelo, el que los datos no rechacen 
un criterio se interpreta como que no hay pérdida de información por adoptar la reducción 
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asociada al mismo. Desde el punto de vista de la evaluación un criterio es una hipótesis nula, 
sobre la que se desea determinar su validez.Así pues, la inferencia y contrastación de 
hipótesis en la construcción de modelos están plenamente vinculadas a los fundamentos y 
esquemas estadísticos de los que se han derivado éstos. Diseño, evaluación y rediseño de 
modelos son aspectos que se cubren sistemáticamente en todos los programas de Econometría 
de la Licenciatura y el Doctorado. 
En consecuencia, la enseñanza de la econometría no puede realizarse 
proponiendo una secuencia de instrumentos prácticos cada vez más complejos, 
despreocupandose de la conexión teórica que entre ellos existe, sino que desde el principio 
deben presentarse los fundamentos estadísticos en los que la tarea econométrica cobra su 
sentido y justificación, así como el planteamiento que de ellos se deriva para la modelización 
econométrica. La enseñanza de la Econometría tiene poco sentido, si alguno, si no está 
orientada hacia la aplicación práctica, y, precisamente, para que tal aplicación pueda hacerse 
con confianza y produciendo resultados con garantías de objetividad, es necesario que se base 
en una formación teórica adecuada. 
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