study conducted in Portugal where the authors uncovered considerable deviation between the population represented in the PISA samples in 2006, 2009 and 2012 and the effective Portuguese population. The research team therefore addressed problems of representativeness of the PISA samples and recalculated scores using post-stratified weights on the PISA samples in 2006, 2009 and 2012 for Portugal, concluding that the recalculated scores were lower than the ones officially reported by PISA in 2006 and 2009, but in line with the reported findings from 2012. In the PISA 2012 report from Portugal, it is claimed that there is stagnation in school performance from 2009 to 2012, whilst the recalculated scores obtained by the authors of this article actually show an improvement. The authors note that Portugal has always had lower participation rates than the OECD average in PISA, and that they also have a high retention rate among students, which influences the sample. Countries with similar problems of representativeness could, such as England, which did not meet the PISA response rate standard in PISA 2000 and 2003 (Baird, Ahmed, Hopfenbeck, Brown, & Elliott, 2013; UK Statistics Authority, 2012) can benefit from the strategy suggested in this article, and re-analyse their data using post-stratified weights. As the authors note, it would also strengthen the political value of its reports' conclusion.
In the article How is formative assessment related to students' reading achievement? Findings from PISA 2009, Li Hongli reports from the 2009 US PISA study US data-set, and provides an analysis of a total of 5233 students from 165 schools. Formative assessment was measured using nine student questionnaire items, where students had to report on a four-point Likert scale whether they agreed or disagreed with statements such as The teacher explains beforehand what is expected of the students, and The teacher tells students in advance how their work is going to be judged. Hongli found that formative assessment was positively related to students' reading achievement both directly and indirectly; formative assessment had a positive relationship with students' reading achievement via teacher-student relationships and also with attitudes towards reading. Hongli argues that the nationally representative data-set from PISA confirms previous research claims that formative assessment can improve student learning (Black & Wiliam, 1998; Shepard, 2005) and offers evidence in a research field where there is a significant lack of empirical evidence.
Hongli's study also represents an interesting example of how PISA can be used for secondary analysis in areas such as formative assessment, but there still needs to be a critical review of the student questionnaire in PISA: What are the possibilities and limitations of using student self-report questionnaire data, in addition to the test performance data, from PISA and other International Large Scale Assessment studies? The questionnaire instrument has previously been criticised for not giving reliable results (Hopfenbeck & Maul, 2011; Samuelstuen, Bråten, & Valås, 2007) , and OECD has acknowledged such limitations (Lie & Turmo, 2005; OECD, 2010) . Still, as in much survey research, PISA has continued to use student questionnaires to assess students' approaches to learning, use of formative assessment, motivation and interest. Particular cautions should be given to the interpretation of the student questionnaire.
John Jerrim in this issue has used data from PISA 2012 to investigate whether students' skills in Mathematics differ between paper and computer versions of the PISA mathematics test (Jerrim, 2016) . Analysing data from 200,000 students in 32 countries, Jerrim found a substantial drop of more than 50 PISA test points (half a standard deviation) in the average performance of children in Shanghai China when comparing the computer test with the paper and pencil test. Jerrim points out that, although Shanghai is a high-performing jurisdiction, it is only on the paper and pencil PISA test that it is exceptional. Students performed better on the paper and pencil tests in 11 other countries, of which some were also high-performing jurisdictions, such as Chinese-Tapei, Hong Kong and Singapore. Examining the percentages of students who reached the highest proficiency level in PISA, it was revealed that the decline in achievement was driven for the most part by fewer students being able to reach the top level when administering the computer version of the test in Shanghai-China and Chinese-Tapei. In contrast, Jerrim found that 13 countries performed better on the computer test, among them countries such as Brazil, Columbia and Chile. He further suggests that his findings could have implications for how we should interpret the PISA 2015 results, particularly since the vast majority of countries used computer-based assessments. In a third of the economies, Jerrim has found a difference of more than 10 PISA points between the two versions. As Jerrim rightly points out, first, the OECD has previously claimed changes in the magnitude of 10 points (0.1 standard deviation) as substantial (OECD, 2011, p. 201) and second, since this study has identified patterns where results differ on the two versions of the PISA test, the two modalities for offering PISA -pencil and paper and computer -should be monitored carefully. Jerrim further advises academics, policy-makers and journalists to take great care when interpreting results from PISA 2015. I echo this advice.
This thematic issue brings to the readership's attention four key issues requiring further investigation, namely issues of language, secondary analysis of PISA data, the reliability of the self-report in student questionnaire and the two different modalities of PISA -computer-based and pencil and paper version -and how these might impact on attained performance levels. The power and influence of PISA on educational research and policy (Hopfenbeck et al., in press ) makes it of seminal importance to further monitor and examine these key very real issues that carry weighty implications for consequential validity (Messick, 1989 ) not only for systems but also for individuals. 
