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Abstract
This paper presents a recursive algorithm where a time delay is considered in the estimation of the
forces applied to a structure and the corresponding system states. In particular when the measured
response is not collocated with the estimated forces, essential information on the estimated forces
and/or system states is contained in the response at L consecutive time steps following the time step
where the estimation is performed. The main focus in this paper is on the reduction in estimation
incertainty that can be achieved by so-called smoothing, i.e. by considering a time delay in the
estimation. When the calculation of the gain matrices is included in the recursive estimation, the
calculation time of the algorithm largely increases with the time delay. It is shown that a prior
calculation of the steady-state gain matrices allows for a significant reduction of the calculation
time. The presented algorithm is first verified using numerical simulations. Next, a validation is
performed using data obtained from a field test on a footbridge.
Keywords: joint input-state estimation, smoothing, time delay, force identification, response
estimation, data fusion
1. Introduction
For many civil engineering structures, the dynamic loads cannot be directly measured. This
is for example the case for wind loads acting on wind turbines or tall buildings, where data on
such loads can be of interest for the design of future structures and the validation of load models
prescribed by the Eurocodes or other design guidelines. In addition, it is practically and economi-
cally infeasible to measure the response of the structure at all locations of interest. For example,
direct strain measurements in the tower of an offshore wind turbine below the water surface are
difficult due to very harsh conditions. In these cases, inverse techniques can be applied for force
and response estimation, hereby combining vibration data from a limited number of sensors with
the information obtained from a dynamic model of the structure.
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A wide variety of system inversion algorithms for force and state/response estimation has
been proposed in the literature, tackling the system inversion problem in the frequency or time
domain. Within the time domain approaches, a distinction can be made between deterministic
approaches [1, 2, 3] and recursive filtering and smoothing approaches [4, 5, 6]. Filtering algorithms
predict the input and states at time step k from the (known) response measured from time step
0 up to time step k, i.e. no delay is applied in the estimation. Note that only the response at
time step k is explicitly used in the estimation of the input and/or states at the same time step
k. Through recursion, the estimates at time step k depend on the response at all previous time
steps, however. If a delay L is adopted in the estimation, i.e. the response from time step 0
to k + L is used to (recursively) estimate the input and states at time step k, with L > 0, the
estimation algorithm is classified as a smoothing algorithm. Smoothing algorithms can alternatively
be classified as a specific type of moving horizon estimation (MHE) algorithms, which use the
observations within a predefined time window (k to k+L) to estimate unknown variables, e.g. the
system states [7]. Whereas MHE algorithms generally use (iterative) optimization to minimize the
estimation uncertainty for separate time windows, smoothing algorithms implicitly optimize the
solution through the choice of the gain matrices, which depend on the assumed noise statistics.
Both filtering and smoothing algorithms are generally less computationally expensive than MHE
algorithms, making them particularly suited for continuous health monitoring of structures over
their lifetime. Because MHE algorithms are based on iterative optimization, the formulation of the
system inversion problem is more general and allows including a priori information on the solution,
however.
Recently, much focus has gone to joint input-state estimation, where the forces applied to the
structure and the corresponding system states are simultaneously estimated. Joint input-state
estimation is mostly performed by use of recursive Kalman filter based techniques [8, 9, 10, 11, 12,
13]. The conditions for (instantaneous) system inversion have been extensively documented in the
literature [14, 15, 16]. Floquet and Barbot [17] showed that these conditions can be relaxed by
allowing some delay in the estimation. Recently, Hsieh [18] developed a time delayed joint input-
state estimation algorithm as an extension of an existing recursive three-step filtering algorithm [19].
This paper presents a recursive smoothing algorithm where a time delay is considered in joint
input-state estimation. The developed approach is similar to that given in [18] and [20], but with
a different filtering structure. The smoothing algorithm can be applied for force identification and
response estimation and is an extension of a state-of-the-art filtering algorithm for joint input-state
estimation [10, 13]. Where recent work on time-delayed system inversion has mainly focused on the
relaxation of the invertibility criteria through the introduction of a time delay [18, 20], this paper
mainly focuses on the reduction in estimation uncertainty. It is shown by numerical simulations that
introducing a time delay in the estimation allows to significantly reduce the estimation uncertainty
due to measurement noise in the case where the data originates from sensors that are not collocated
with the estimated forces. It is also investigated how the calculation time of the algorithm increases
with the time delay assumed in the estimation. A steady-state initialization is proposed to enable a
significant speed-up of the calculations. The presented algorithm is validated using data obtained
from a field test on a footbridge. This allows to investigate the influence of modeling errors in the
estimation, which are inevitable when dealing with real structures.
The outline of the paper is as follows. Section 2 presents the smoothing algorithm for joint input-
state estimation and its application for response estimation. Next, Section 3 shows an illustration
of the algorithm based on numerical simulations for a cantilever steel beam. Section 4 presents
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a validation of the smoothing algorithm using data obtained from a field test on a footbridge.
Finally, in Section 5, the work is concluded.
2. Mathematical formulation
2.1. System model
Consider the following linear discrete-time combined deterministic-stochastic state-space de-
scription of a system:
x[k+1] = Ax[k] +Bp[k] +w[k] (1)
d[k] = Gx[k] + Jp[k] + v[k] (2)
where x[k] ∈ R
ns is the state vector, d[k] ∈ R
nd is the measured output vector, and p[k] ∈ R
np is
the input vector, to be estimated, with ns the number of system states, nd the number of outputs,
and np the number of inputs. The system matrices A, B, G, and J are assumed to be known.
System noise is represented by the process noise vector w[k] ∈ R
ns and measurement noise vector
v[k] ∈ R
nd.
2.2. Smoothing algorithm
The system under consideration is described by Eqs. (1) and (2). Consider a vector dL[k] ∈
R
(L+1)nd that contains the response d[k] over L+ 1 consecutive time steps (L ≥ 0):
dL[k] ,


d[k]
d[k+1]
...
d[k+L]

 (3)
Similar definitions are used for the input vector pL[k] and the noise vectors wL[k] and vL[k]. It is
readily obtained from Eqs. (1), (2), and (3) that:
dL[k] = OLx[k] +HLpL[k] +NLwL−1[k] + vL[k] (4)
where OL ∈ R
(L+1)nd×ns and HL ∈ R
(L+1)nd×(L+1)np denote the extended observability matrix
and the Toeplitz matrix, respectively, defined by:
OL ,


G
GA
GA2
...
GAL

 , HL ,


J 0 0 . . . 0
GB J 0 . . . 0
GAB GB J . . . 0
...
...
...
. . .
...
GAL−1B GAL−2B GAL−3B . . . J

 (5)
The matrix NL is defined recursively as follows:
N 0 , 0, N 1 ,
[
0
G
]
, N k ,
[
0 0
Ok−1 N k−1
]
(k ≥ 2) (6)
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where N 0 ∈ R
nd×ns and N k ∈ R
(k+1)nd×kns for k > 0.
Similarly to smoothing approaches that have been previously presented in [18] and [20], the
recursive smoothing algorithm proposed in this paper estimates the system states x[k] and the
forces p[k] from a set of response measurements d[k] obtained at L + 1 consecutive time steps,
contained in the vector dL[k]. A state estimate xˆ[k|l] is defined as an estimate of x[k], given the
output sequence d[n], with n = 0, 1, . . . , l. The corresponding error covariance matrix, denoted by
Px[k|l], is defined as:
Px[k|l] , E
[
(x[k] − xˆ[k|l])(x
T
[k] − xˆ
T
[k|l])
]
(7)
An input estimate pˆ[k|l] and its error covariance matrix Pp[k|l] are defined similarly.
In the derivation of the smoothing algorithm, the noise processes w[k] and v[k] are assumed to
be zero mean and white, with known covariance matrices Q, R, and S, defined by:
E
[(
w[k]
v[k]
)(
wT[l] v
T
[l]
)]
=
[
Q S
ST R
]
δ[k−l] (8)
with R > 0,
[
Q S
ST R
]
≥ 0, where E[·] indicates the expectation operator.
A summary of the smoothing algorithm is presented in the following. The reader is referred
to Appendix A for the derivation of the algorithm.
The smoothing algorithm is initialized using an initial state estimate vector xˆ[0|L−1] and its
error covariance matrix Px[0|L−1]. The estimate xˆ[0|L−1] is assumed unbiased and independent of
the noise processes w[k] and v[k] for all k. The algorithm proceeds by computing the force and
state estimates recursively in two steps, i.e. the input estimation step and state estimation step:
Input estimation
Pxw[k] =
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)QiL −KL[k−i]S−iTL )

 (9)
Pxv[k] =
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)SiL −KL[k−i]RiL+1)


(10)
R¯[k] = OLPx[k|k+L−1]O
T
L +R
0
L+1 +NLQ
0
LN
T
L +NLS
0
L + S
0T
L N
T
L . . .
+OLPxw[k]N
T
L +NLP
T
xw[k]O
T
L +OLPxv[k] +P
T
xv[k]O
T
L (11)
ML[k] = I˘np
(
HTLR¯
−1
[k]HL
)†
HTLR¯
−1
[k] (12)
pˆ[k|k+L] = ML[k]
(
dL[k] −OLxˆ[k|k+L−1]
)
(13)
Pp[k|k+L] = ML[k]R¯[k]M
T
L[k] (14)
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State estimation
S¯[k] = APx[k|k+L−1]O
T
L + I˘nsQ
0
LN
T
L + I˘nsS
0
L +APxw[k]N
T
L + I˘nsP
T
xw[k]O
T
L +APxv[k] (15)
T¯[k] = APx[k|k+L−1]A
T +Q+APxw[k]I˘
T
ns
+ I˘nsP
T
xw[k]A
T (16)
KL[k] = S¯[k]R¯
−1
[k] −
(
S¯[k]R¯
−1
[k]HL − B˘
)(
HTLR¯
−1
[k]HL
)†
HTLR¯
−1
[k] (17)
xˆ[k+1|k+L] = Axˆ[k|k+L−1] +KL[k](dL[k] −OLxˆ[k|k+L−1]) (18)
Px[k+1|k+L] = KL[k]R¯[k]K
T
L[k] −KL[k]S¯
T
[k] − S¯[k]K
T
L[k] + T¯[k] (19)
where † denotes the Moore Penrose pseudo inverse of a matrix,
∑j
i=1 (·) , 0 for i > j,
∏j
i=1 (·) ,
I for i > j, I˘ns = [Ins 0 . . . 0] ∈ R
ns×Lns , with Ins ∈ R
ns×ns an identity matrix, I˘np =
[Inp 0 . . . 0] ∈ R
np×(L+1)np , with Inp ∈ R
np×np an identity matrix, and B˘ = [B 0 . . . 0] ∈
R
ns×(L+1)np . The extended noise covariance matrices QiL ∈ R
Lns×Lns , RiL+1 ∈ R
(L+1)nd×(L+1)nd
and SiL ∈ R
Lns×(L+1)nd are defined as:
QiL , E
[
wL−1[k−i]w
T
L−1[k]
]
= diagiL(Q,Q, . . . ,Q)
RiL+1 , E
[
vL[k−i]v
T
L[k]
]
= diagiL+1(R,R, . . . ,R) (20)
SiL , E
[
wL−1[k−i]v
T
L[k]
]
= [diagiL(S,S, . . . ,S),0] for i ≥ 0
= [0,diagi+1L (S,S, . . . ,S)] for i < 0
where diagij(·) denotes a block matrix with the j matrices between the brackets on the i-th block
diagonal below the main diagonal and zeros elsewhere.
The gain matrices M[k] and K[k] are determined such that – in absence of modeling errors –
the input estimates pˆ[k|k+L] and state estimates xˆ[k|k+L] are minimum variance and unbiased [10]
(see also Appendix A). The uncertainty on the force and state estimates, as given by the trace of
the error covariance matrices, tr(Pp[k|k+L]) and tr(Px[k+1|k+L]), is minimized, and the error on the
estimated forces pˆ[k|k+L] and states xˆ[k+1|k+L] does not depend on the actual forces pL[k]. Finally,
note that for L = 0 the force and state estimates in Eqs. (13) and (18) are identical to those
obtained from the filtering algorithm presented in [13].
2.3. Response estimation
Consider a vector de[k] ∈ R
nd,e of output quantities that are to be identified from the estimated
forces and states through response estimation, a.k.a. virtual sensing. This vector de[k], hereafter
referred to as the vector of extrapolated output quantities, is described by the following (discrete-
time) output equation:
de[k] = Gex[k] + Jep[k] + ve[k] (21)
The matrices Ge ∈ R
nde×ns and Je ∈ R
nde×np relate to the extrapolated output quantities and
are therefore different from the matrices G and J in Eq. (2) that relate to the measured output
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quantities. The measurement noise vector ve[k] in Eq. (21) accounts for modeling errors and
unknown excitation (see also [13]).
From the estimated state vector xˆ[k|k+L−1] and force vector pˆ[k|k+L], the extrapolated re-
sponse de[k] can be estimated using the following modified output equation:
dˆe[k|k+L] = Gexˆ[k|k+L−1] + Jepˆ[k|k+L] (22)
Under the assumption of white noise processes w[k], v[k], and ve[k], the error covariance matrix
Pde[k|k+L] corresponding to the response estimate dˆe[k|k+L] is given by:
Pde[k|k+L] , E
[
(de[k] − dˆe[k|k+L])(d
T
e[k] − dˆ
T
e[k|k+L])
]
= GePx[k|k+L−1]G
T
e + JePp[k|k+L]J
T
e +Re +GePxp[k|k+L]J
T
e . . .
+ JePpx[k|k+L]G
T
e +GePxve[k] +Pvex[k]G
T
e + JePpve[k] +Pvep[k]J
T
e (23)
where Re ∈ R
nd,e×nd,e represents the covariance matrix of the (white) noise process ve[k]:
E
[
ve[k]v
T
e[l]
]
= Reδ[k−l] (24)
The covariance matrices Pxp[k|k+L] and Ppx[k|k+L] are given by:
Pxp[k|k+L] =P
T
px[k|k+L] , E
[
(x[k] − xˆ[k|k+L−1])(p
T
[k] − pˆ
T
[k|k+L])
]
= −
(
Px[k|k+L−1]O
T
L +Pxw[k]N
T
L +Pxv[k]
)
MTL[k] (25)
The covariance matrices Pxve[k], Pvex[k], Ppve[k], and Pvep[k] are given by:
Pxve[k] = P
T
vex[k]
, E
[
x˜[k|k+L−1]v
T
e[k]
]
(26)
=
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)SiTc −KL[k−i]RiTc )


Ppve[k] = P
T
vep[k]
, E
[
p˜[k|k+L]v
T
e[k]
]
(27)
=−ML[k]
(
OLPxve[k] +NLS
0T
c +R
0T
c
)
The extended noise covariance matrices Ric ∈ R
nd,e×(L+1)nd and Sic ∈ R
nd,e×Lns are block matrices
with the matrices Rc ∈ R
nd,e×nd , and Sc ∈ R
nd,e×ns in block column i+ 1, respectively, where Rc
and Sc represent the covariance matrices of the (white) noise processes:
E
[
ve[k]v
T
[l]
]
= Rcδ[k−l], and E
[
ve[k]w
T
[l]
]
= Scδ[k−l] (28)
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3. Illustration
This section shows an illustration of the smoothing algorithm proposed in Section 2 using
numerical simulations for a cantilever steel beam.
3.1. Cantilever beam
The structure under consideration is a cantilever steel beam, shown in Fig. 1. The same
structure has been considered previously in [13]. The beam has a length of 1 m and rectangular
cross section with a width of 50.8 mm and a height of 25.4 mm. The Young’s modulus and material
density are taken as 210 GPa and 7750 kg/m3, respectively.
x
y
z
d1 d2 d3 d4
a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
a11
p
Fig. 1: Side view of the cantilever beam, including the force and sensor configuration (p: force, ai: accelerometer i,
and di: displacement sensor i).
The beam is modeled using a two-dimensional finite element (FE) model with 100 Euler-
Bernoulli beam elements. Shear deformation is not accounted for. Only bending in the vertical
plane is considered. The first four natural frequencies obtained from the beam model are 21.4 Hz,
133.7 Hz, 374.0 Hz, and 731.6 Hz. The corresponding bending mode shapes are shown in Fig. 2.
A modal damping ratio of 2.5% is assumed for the four modes.
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Fig. 2: Mass normalized bending mode shape for (a) mode 1, (b) mode 2, (c) mode 3, and (d) mode 4. The undeformed
neutral axis is shown by a black dashed line. The markers indicate the sensor positions (black: accelerometer, white:
displacement sensor, gray: location for acceleration estimation). The arrow indicates the force location.
A modally reduced order model of the structure is applied in the numerical simulations. When
proportional damping is assumed, the continuous-time decoupled equations of motion are given
by:
z¨(t) + Γz˙(t) +Ω2z(t) = ΦT (Sp(t)p(t) + SpS(t)pS(t)) (29)
where z(t) ∈ Rnm is the vector of modal coordinates, with nm the number of modes taken into
account in the model. The excitation is split in (1) the contribution of forces p(t) that are to be
estimated and (2) the contribution of additional unknown forces pS(t). The latter represent for
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example the wind loads that are acting on a bridge when estimating the vehicle loads applied to
the structure. Both excitation sources are written as the product of a matrix specifying the force
locations, Sp(t) ∈ R
ndof×np and SpS(t) ∈ R
ndof×npS , and a time history vector, p(t) ∈ Rnp and
pS(t) ∈ R
npS , with np the number of forces to be estimated and npS the number of additional
forces (which is generally unknown). The number of degrees of freedom is denoted by ndof . For the
remainder of this example, the selection matrix Sp(t) is assumed to be time-invariant. Γ ∈ R
nm×nm
is a diagonal matrix containing the terms 2ξjωj on its diagonal, where ωj and ξj are the natural
frequency and modal damping ratio corresponding to mode j, respectively. Ω ∈ Rnm×nm is a
diagonal matrix as well, containing the natural frequencies ωj on its diagonal, and Φ ∈ R
ndof×nm
is a matrix containing the mass normalized mode shapes φj as columns.
The output vector d(t) ∈ Rnd is written as a combination of acceleration, velocity and displace-
ment or strain measurements:
d(t) = Sd,aΦz¨(t) + Sd,vΦz˙(t) + Sd,dΦz(t) + vM[k] (30)
where Sd,a, Sd,v, and Sd,d ∈ R
nd×ndof are selection matrices indicating the degrees of freedom
corresponding to the acceleration, velocity and displacement or strain measurements, respectively.
The vector vM[k] ∈ R
nd represents the measurement errors.
Eqs. (29) and (30) can be rewritten in state-space form. After time discretization, Eqs. (1)
and (2) are obtained. The state vector x[k] consists of the modal displacements and velocities:
x[k] = [z
T
[k] z˙
T
[k]]
T. The state-feedback matrix A and state-input matrix B in Eq. (1) are here
calculated as:
A = exp
([
0 Inm
−Ω2 −Γ
]
∆t
)
(31)
B = (A− Ins)
[
0 Inm
−Ω2 −Γ
]−1 [
0
ΦTSp
]
(32)
where Inm ∈ R
nm×nm and Ins ∈ R
ns×ns are identity matrices, with nm the number of modes
included in the system model and ns the number of system states (= 2nm), and ∆t is the sampling
time step. The expressions for A and B in Eqs. (31) and (32) are obtained by applying a zero
order hold assumption on the input vector p[k] in the discretization of the system. The reader is
referred to [21] for a detailed overview of other common time discretization schemes.
The expressions for the state-output matrix G and the direct transmission matrix J in Eq. (2)
are independent on the time discretization scheme and are calculated as:
G =
[
Sd,dΦ− Sd,aΦΩ
2 Sd,vΦ− Sd,aΦΓ
]
(33)
J =
[
Sd,aΦΦ
TSp
]
(34)
In absence of modeling errors, the process noise w[k] and measurement noise v[k] account for
the unknown excitation and measurement noise and are given by:
w[k] =B
′pS[k] (35)
v[k] =J
′pS[k] + vM[k] (36)
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The matrices B′ ∈ Rns×npS and J′ ∈ Rnd×npS relate the state vector x[k+1] and the output vector
d[k], respectively, to the vector of stochastic forces pS[k] (see also [13]).
The model considered in the numerical simulations is constructed from the first four bending
modes of the beam (see Fig. 2). A sampling frequency of 4 kHz is applied in the time discretization.
The input p[k] consists of one vertical force p, applied at a distance of 0.1 m from the free end of
the beam (see Fig. 1). The presented smoothing algorithm is applied for the estimation of (1) the
vertical force p and (2) the corresponding vertical acceleration a11 (see Fig. 1).
3.2. Conditions for invertibility
The conditions which need to be satisfied by the sensor network to allow for system inversion
without any time delay (L = 0), a.k.a. instantaneous system inversion, have been previously
discussed in [16]. A distinction is made between (1) invertibility conditions, (2) stability conditions,
and (3) conditions to ensure that a unique solution can be obtained by the system inversion. The
invertibility conditions can be relaxed by adopting a time delay L > 0, as follows from Theorem 3.1.
Theorem 3.1. The system described by Eqs. (1) and (2) can be inverted with a delay L if and
only if
rank (HL)− rank (HL−1) = np (37)
where rank (H−1) = 0.
Proof. The proof is given by Sain and Massey in [22].
It follows directly from Theorem 3.1 that if the system can be inverted with a delay L0, it can
also be inverted with a delay L ≥ L0. For L = 0 the invertibility condition given in Eq. (37) reduces
to the condition presented in [16], i.e. rank(J) = np. It is proven in [16] that direct invertibility
(L = 0) requires at least np acceleration measurements. The application of a time delay L > 0
may allow relaxing the conditions on the minimally required number of accelerations.
As shown in [16] the minimally required number of displacement and/or strain measurements
is determined by the stability and uniqueness conditions for system inversion. The stability and
uniqueness conditions are system characteristics and therefore do not change with the delay applied
in the estimation. Including a time delay in the estimation therefore does not allow reducing the
minimally required number of displacement/strain measurements. The reader is referred to [16]
for a detailed overview and illustration of the stability and uniqueness conditions.
Although the invertibility condition given in Theorem 3.1 ensures the invertibility of the
discrete-time reduced-order model given by Eqs. (1) and (2) for a given delay L, it does not
necessarily impose invertibility of the underlying physical structure. Indeed, if the time delay L∆t
applied in the system inversion is smaller than the wave travel time between the force and response
in the real system, the measured response dL[k] does not contain information on the applied forces
p[k]. In this case, the system inversion problem is ill-posed, which can result in large estimation
uncertainty (see also [3]).
In the following, a distinction is made between two sensor configurations S1 and S2 (see Ta-
ble 1). Sensor configuration S1 consists of one acceleration a9 that is collocated with the estimated
force p and one displacement d4. Sensor configuration S2 consists of one acceleration a1 and one
displacement d1, which are both not collocated with the estimated force p.
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Configuration Sensors
S1 a9, d4
S2 a1, d1
Table 1: Overview of the sensor configurations used in the illustration.
The sensor configurations S1 and S2 both satisfy the conditions for instantaneous system inver-
sion presented in [16] and therefore allow for system inversion with any delay L ≥ 0 (Theorem 3.1).
The acceleration ensures a direct feedthrough necessary for instantaneous inversion (L = 0). For
sensor configuration S1, the acceleration a9 can be omitted for L > 0. It is indeed found that
Eq. (37) holds for L > 0 when the response consists of a single displacement d4, meanwhile satis-
fying the stability and uniqueness conditions. In order to allow for a fair comparison of the results
obtained for smoothing (L > 0) and filtering (L = 0), both the displacement d4 and acceleration
a10 are accounted for in the following, however. For sensor configuration S2, omitting acceleration
a1 leads to unstable transmission zeros and therefore instability of the system inversion [16]. Im-
posing a time delay L > 0 in this case therefore does not allow reducing the sensor configuration.
3.3. Sensor configuration S1
The smoothing algorithm introduced in Section 2.2 is first applied for the identification of an
impact force p and the estimation of the corresponding extrapolated response a11 in the case of a
collocated acceleration measurement. The impact force is a triangular pulse that increases linearly
from zero at time t = 0.2 s to 100 N at t = 0.202 s, before decreasing linearly to zero at t = 0.204 s
(see Fig. 4). The system response d[k] considered in the estimation consists of one acceleration a9,
that is collocated with the estimated force p, and one displacement d4, see also Fig. 3. It was found
in [13] that collocated acceleration measurements generally allow for accurate force and response
estimation.
x
y
z
d4
a9
a11
p
Fig. 3: Force and sensor configuration S1 (p: force, ai: accelerometer i, and di: displacement sensor i).
Process and measurement noise are introduced by considering stochastic unmodeled forces
pS[k] that are acting on the structure in addition to the force p that is to be identified. The
stochastic forces pS[k] consist of ten vertical forces, acting at the location of accelerometers a1 –
a10 (see Fig. 1). The time history of each stochastic force is drawn independently from a normal
distribution with zero mean value and a standard deviation σp
S
of 0.1 N. The response d[k] is
contaminated by (stochastic) additive measurement errors, that are drawn independently from a
normal distribution with zero mean value and a standard deviation of 10−6 m and 10−2 m/s2 for
the displacement and acceleration measurements, respectively.
For the application of the smoothing algorithm, the initial state vector x[0|L−1] and its corre-
sponding error covariance matrix Px[0|L−1] are both assigned a zero value. The noise covariance
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matrices Q, R, and S in this case correspond to the white noise processes and are calculated as:[
Q S
ST R
]
=
[
B′
J′
]
Cp
[
B′T J′T
]
+
[
0 0
0 RM
]
(38)
where Cp ∈ R
npS×npS is the covariance matrix of the stochastic forces pS[k], which equals σ
2
p
S
InpS
for the case of npS independent stochastic forces with standard deviation σpS , as considered in this
example. The measurement error covariance matrix RM ∈ R
nd×nd is diagonal with the variance
of the measurement errors on its diagonal, i.e. 10−12 m2 and 10−4 (m/s2)2 for the displacement
and acceleration measurements, respectively. The noise covariance matrices Re, Rc, and Sc are
similarly obtained as:
Re = J
′
eCpJ
′T
e , Rc = J
′
eCpJ
′T, Sc = J
′
eCpB
′T (39)
where the matrix J′e relates the vector of extrapolated output quantities de[k] to the vector of
stochastic forces pS[k].
It is noted that the so-called noise covariance matrices adopted in the estimation must not
necessarily agree with the true noise covariance, as is the case here (see also Section 4). Any other
value of these matrices can be applied but results in a different estimation uncertainty. The error
covariance matrices Pp[k|k+L], Px[k|k+L−1], and Pde[k|k+L] only represent the actual error on the
estimated quantities when the noise covariance matrices represent the actual noise covariance. For
any choice of the noise covariance matrices, the estimation errors can be quantified by means of
the uncertainty quantification approach presented in [13], that can be readily extended for the
smoothing algorithm presented in this paper. This approach also allows to distinguish between
the uncertainty introduced by (1) measurement noise and (2) unmodeled stochastic excitation, as
illustrated hereafter.
In the following, the smoothing algorithm is first applied for a time delay L = 5 to verify the
correct implementation of the algorithm. Next, a sensitivity analysis is performed to investigate
how the estimation uncertainty introduced by the noise processes changes with the time delay L.
Fig. 4 compares the estimated force obtained from the smoothing algorithm for L = 5 to
the applied impact force. Fig. 5 compares the estimated acceleration aˆ11 (for L = 5) to the
actual acceleration as obtained from a forward time domain calculation. A very good agreement
between the time history of the actual and estimated quantities is observed. Small errors remain,
however, as seen from the frequency spectra. These errors are due to the noise processes, i.e. the
measurement noise and stochastic excitation. Fig. 6 shows the evolution of the diagonal value of
the error covariance matrices Pp[k|k+L] and Pde[k|k+L] over time, representing the error variance of
the estimated force pˆ and the estimated acceleration aˆ11, respectively. The error variance evolves
towards a steady-state value, which depends on the noise statistics Q, R, and S, as well as on
the sensor configuration. Only a low number of time steps is required to reach the steady state
values. In the case of white noise, the error covariance matrices Pp[k|k+L] and Pde[k|k+L] represent
the covariance of the error on the estimated quantities. It is indeed found that the error on the
estimated force pˆ and acceleration aˆ11 has a variance of 0.052 N
2 and 0.027 (m/s2)2, respectively,
which corresponds to the steady-state values observed in Figs. 6a and 6b, respectively.
Fig. 7 shows the error variance on the estimated force pˆ and the estimated acceleration aˆ11
as a function of the time delay L adopted for smoothing. The error variance is obtained from
the steady-state error covariance matrices Pp[k|k+L] and Pde[k|k+L], as discussed previously. The
error variance can be decomposed in its contributions due to measurement noise and unknown
11
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Fig. 4: (a) Time history, (b) detail time history, and (c) amplitude of the narrow band frequency spectrum of the
applied impact force (black dashed line) and the estimated force (gray solid line, L = 5) for sensor configuration
S1. The begin and end of the impact are indicated in (b) by a vertical dashed line.
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Fig. 5: (a) Time history, (b) detail time history, and (c) amplitude of the narrow band frequency spectrum of
the actual acceleration a11 (black dashed line) and the estimated acceleration (gray solid line, L = 5) for sensor
configuration S1. The begin and end of the impact are indicated in (b) by a vertical dashed line.
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Fig. 6: Evolution of (a) the error variance of the estimated force pˆ and (b) the error variance of the estimated
acceleration aˆ11 with time for L = 5 (sensor configuration S1).
stochastic forces following the uncertainty quantification approach presented in [13]. It is observed
from Fig. 7 that for this case of a collocated acceleration measurement the estimation errors on
both the estimated force and acceleration are mainly originating from the unknown stochastic
excitation. The contribution of the measurement noise to the estimation errors is small, as the
direct feedthrough from the force p to the collocated acceleration a9 makes the estimation less
sensitive to measurement noise (see also [13]). The large direct feedthrough is observed from the
impulse response in Fig. 8, which shows the acceleration a9 due to a unit impulse force (p[0] = 1 N,
p[k] = 0 N for k > 0). As the instantaneous response is far more informative than the response at
future time steps, the algorithm in the system inversion mainly relies on the instantaneous response
(at time step k) and only a very small weight is assigned to the response at time steps k + 1 to
k+L. As a result, no significant dependence of the error variance on the time delay L is observed.
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Fig. 7: Error variance of (a) the estimated force pˆ and (b) the estimated acceleration aˆ11 as a function of the
time delay L for sensor configuration S1 (blue dashed line). The error variance due to measurement noise and
unmodeled stochastic forces is given by a red dash-dotted line and a green solid line, respectively.
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Fig. 8: Impulse response for acceleration a9 and force p.
3.4. Sensor configuration S2
It was found in [13] that sensor configurations which do not include collocated acceleration mea-
surements can result in a very high sensitivity to measurement noise. It is therefore investigated
in this subsection how the error variance changes with the delay L for the case of non-collocated
response measurements. The system response considered in the estimation consists of one accel-
eration a1 and one displacement d1, that are both non-collocated with the estimated force p (see
also Fig. 9).
x
y
z
d1
a1
a11
p
Fig. 9: Force and sensor configuration S2 (p: force, ai: accelerometer i, and di: displacement sensor i).
The same process and measurement noise are considered as in Section 3.3, i.e. ten independent
zero mean Gaussian white stochastic forces with a standard deviation σp
S
of 0.1 N are acting on
the beam and zero mean Gaussian white measurement noise is applied with a standard deviation
of 10−6 m and 10−2 m/s2 for the displacement and acceleration measurements, respectively. The
noise covariance matrices Q, R, S, Re, Rc, and Sc assumed for smoothing are obtained from
Eqs. (38) and (39).
Fig. 10 shows the error variance on the estimated force pˆ and the estimated acceleration aˆ11
as a function of the time delay L adopted for smoothing in the case of non-collocated response
measurements. As for sensor configuration S1, the individual contributions of the measurement
noise and the unknown stochastic forces to the error variance is shown. In addition, a compari-
son is made with the (total) error variance obtained in case of filtering (L = 0) for both sensor
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configurations. As opposed to the case of collocated measurements (Fig. 7), the error variance for
non-collocated measurements is significantly affected by the delay L adopted for smoothing. This
mainly holds for the contribution of the measurement noise, which dominates the estimation errors
for a time delay L up to about 30. It is observed from the impulse response for acceleration a1 in
Fig. 11 that for this case of a non-collocated acceleration measurement the direct feedthrough is
of comparable magnitude as the response at future time steps. Taking into account the response
at future time steps k + 1 to k + L therefore makes the estimation less sensitive to measurement
noise with respect to filtering (L = 0). The contribution of the error variance due to the unmod-
eled stochastic forces also depends on the weighing of the data, as observed from Fig. 10. Note
that this contribution is not monotonically decreasing with the time delay L, as opposed to the
contribution of the measurement noise (Fig. 10a). Through the choice of the gain matrices, the
smoothing algorithm minimizes the total error variance of the estimated quantities, including both
the contributions of measurement noise and unknown stochastic forces. Although the total estima-
tion error decreases as more data is used in the estimation (i.e. with increasing L), the individual
components do not necessarily show a monotonic decrease.
For large values of L, the error variance of the estimated force pˆ (Fig. 10a, Pp[k|k+L] = 5.56 N
2)
is still significantly larger than the error variance obtained for filtering in case of collocated accel-
eration measurements (Pp[k|k] = 0.052 N
2). For the acceleration aˆ11, however, the application of a
large time delay L ≥ 30 in this example results in more accurate response estimates as compared to
sensor configuration S1 (see Fig. 10b). This conclusion cannot be generalized and is case-specific.
As will be discussed in the next subsection, filtering (L = 0) requires a much smaller calculation
time and should therefore be preferred when collocated measurements are available. When collo-
cated measurements cannot be performed, however, the application of a delay in the estimation
can significantly reduce the estimation uncertainty introduced by the noise processes.
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Fig. 10: Error variance of (a) the estimated force pˆ and (b) the estimated acceleration aˆ11 as a function of the
time delay L for sensor configuration S2 (blue dashed line). The error variance due to measurement noise and
unmodeled stochastic forces is given by a red dash-dotted line and a green solid line, respectively. The error variance
obtained for filtering (L = 0) is indicated by a black dashed line (sensor configuration S2) and a black dash-dotted
line (sensor configuration S1).
3.5. Computational cost
This section investigates how the calculation time of the smoothing algorithm changes with the
time delay L. Fig. 12a shows the average calculation time for one time step T¯c(L) as a function
of the time delay L. The calculation includes the evaluation of Eqs. (9) to (18). The additional
response estimation step in Eq. (22) is not included in the comparison, since it is computationally
inexpensive (T¯c = ±10
−5 ms) and independent of the time delay L. The calculations have been
performed in MATLAB using an IntelR© CoreTM i7-2720QM 2.20GHz CPU. The calculation time
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Fig. 11: Impulse response for acceleration a1 and force p.
T¯c(L) is obtained by averaging over 8000 time steps. As in the previous sections, a comparison
is made to filtering (L = 0). It is observed from Fig. 12a that the calculation time significantly
increases with the adopted time delay L. Even more, the smoothing algorithm for the presented
example cannot be applied in real time since T¯c(L) > ∆t = 0.25 ms, where ∆t is the sampling time
step.
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Fig. 12: Calculation time T¯c(L) as a function of the time delay L (a) for the original smoothing algorithm and (b)
with steady-state initialization. The calculation time for filtering (L = 0) is indicated by a black dashed line.
On the condition that the smoothing algorithm is stable (see Section 3.2), the error covariance
matrices Pp[k|k+L] and Px[k+1|k+L], as well as the gain matrices ML[k] and KL[k] evolve towards
a steady-state value as the algorithm proceeds in time. The steady-state value of the matrices
depends on the noise covariance matrices Q, R, and S, on the forces to be estimated, as well as on
the sensor configuration. As illustrated in Fig. 6, only a low number of time steps is required to reach
the steady state. Since the calculation of the gain matricesML[k] andKL[k] is computationally very
expensive, one could pre-compute the steady-state value of these matrices, before their continuous
application in the input and state estimation step over time, i.e. Eqs. (13) and (18), respectively.
By applying a steady-state initialization of the algorithm, the calculation time is significantly
reduced and becomes nearly independent on the time delay L, as evidenced by Fig. 12b. For every
time delay considered, the calculation time T¯c(L) is much smaller than the sampling time step
∆t = 0.25 ms, enabling real-time joint input-state estimation even for large values of the delay L.
In the steady-state initialization, the convergence towards the steady-state is checked by means
of the convergence rate Rss[k], that is defined as follows:
Rss[k] =
tr
(
|Pp[k|k+L] −Pp[k−1|k+L−1]|
)
tr
(
Pp[k|k+L]
) (40)
where | · | returns the absolute value of all elements in a matrix. It is assumed that steady-state is
reached when Rss[k] < 10
−6.
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4. Experimental validation
The structure under consideration in the validation study is a footbridge, located in Ninove
(Belgium). The two-span cable-stayed steel bridge, shown in Fig. 13, has a main and secondary
span of 36 m and 22.5 m, respectively.
Fig. 13: The footbridge in Ninove, Belgium.
The structure is excited by a sequence of hammer impacts, applied vertically on the bridge deck.
The sensor configuration is shown in Fig. 14. The acceleration response of the footbridge has been
recorded in three orthogonal directions at 12 locations on the bridge deck, using 12 wireless GeoSIG
GMS-18 units. In addition, a National Instruments (NI) PXI data acquisition system has been
used to record (1) the vertical acceleration at nodes 27 and 48, obtained from PCB 393B04 uniaxial
accelerometers, (2) the vertical displacement of the bridge deck at nodes 27 and 40, obtained from
AWLG 008M optical displacement sensors, and (3) the impact loads applied vertically at nodes 27
and 48 using PCB 086D50 instrumented hammers (mass 5.5 kg).
Fig. 14: Sensor configuration Ninove footbridge (white circle: GMS-18 unit, black circle: uniaxial accelerometer,
gray circle: optical displacement sensor, white square: instrumented hammer).
The measured response and force signals used in the analysis are all digitally lowpass filtered
by means of an eighth-order Chebyshev type I lowpass filter with a cutoff frequency of 16 Hz, in
both the forward and the reverse direction to remove all phase distortion, and then re-sampled
at 40 Hz. Next, the acceleration signals obtained from the NI system and the GMS-18 units are
additionally digitally highpass filtered by means of a fifth order Butterworth filter with a cutoff
frequency of 0.5 Hz and 0.1 Hz, respectively, in both the forward and the reverse direction. The
aim of the filter is to remove the low frequency components from the signals that are contaminated
by measurement noise. Finally, a detrend operation is applied to all acceleration signals to remove
the (physically meaningless) DC component. The measured displacement signals are relative to
the displacements at the start of the experiment.
The force identification is based on a state-space description of the system, given by equa-
tions (1) and (2). The system model used in the present analysis is based on a detailed finite
element (FE) model of the structure, that is built using the FE program ANSYS. The reader is
referred to [23] for a detailed description of the FE model and the calibration of the model based on
the experimental modal parameters that have been obtained through operational modal analysis
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(OMA). A reduced-order discrete-time state-space model is constructed from the first 18 modes of
the bridge deck, i.e. all modes with a natural frequency that falls within the frequency range 0 Hz
to 20 Hz. For each mode, the mass-normalized mode shape of the FE model is used. The natural
frequency and modal damping ratio are taken as the experimentally identified values. A zero order
hold assumption is applied on the input vector p[k] in the time discretization.
The remainder of this section shows a comparison of filtering (L = 0) and smoothing (L > 0)
for the identification of impact forces applied vertically to the bridge deck at nodes 27 and 48. It
was shown in [23] that the application of acceleration measurements that are collocated with the
applied forces allows for accurate reconstruction of the impact forces applied to the bridge deck.
The sensor configuration considered in this paper consists of two vertical displacements at nodes
27 and 40 and two vertical accelerations at nodes 7 and 8, measured at a large distance from the
forces at nodes 27 and 48.
The noise covariance matrices Q, R, and S used in the estimation are based on the PSD of
the unknown stochastic excitation, that has been estimated from the response of the structure
under ambient loading (see also [23]), and the noise characteristics of the sensors. The initial state
estimate vector x[0|L−1] and its error covariance matrix P[0|L−1] are both assumed zero. A digital
highpass filter with a cutoff frequency of 0.2 Hz is applied to the estimated force signals in order
to remove low frequency force components that compensate for wind loads.
Fig. 15 shows the results obtained by filtering (L = 0). A large discrepancy between the
measured and estimated forces is observed. The large estimation uncertainty stems from the ill-
posedness of the force identification problem, since the non-collocated response measurements are
not instantaneously affected by the system input. Three time intervals can be distinguished for
a single impact; (1) the actual impact, (2) the free vibration right after the impact, and (3) am-
bient vibration. During the impact, the broad band hammer force excites the entire frequency
range considered. During the subsequent free vibration phase, the structure vibrates at its natural
frequencies and modeling errors result in errors on the estimated forces that generally decay expo-
nentially over time. After the free vibration phase, the measured response is predominantly due
to ambient loads, mainly consisting of wind loads in this case. During this phase, the errors on
the estimated forces originate from ambient excitation and measurement noise. As found in [13],
sensor configurations which do not include collocated acceleration measurements can result in a
very high sensitivity to noise, leading to large errors in the force estimation as observed here. The
largest estimation errors are obtained for the force applied at node 48. In this case, modeling
errors are caused by small errors on the modal properties of the structure and the contribution of
out-of-band modes, which have not been accounted for in the model. These modeling errors are
the cause of a clear free vibration phase as observed from the time history in Figs. 15a and 15d.
Fig. 16 shows the results obtained by smoothing, assuming a time delay L = 30. The estimation
errors during the ambient vibration phase and the free vibration phase are significantly lower than
those obtained for filtering (L = 0, Fig. 15). Although a reasonably good estimate of the forces is
obtained, the estimation errors are larger than in the case of collocated measurements (see [23]).
Even more, modeling errors prohibit a proper distinction between the two forces, as seen from the
spurious peaks in the estimated force at node 48 occuring when an impact force is applied at node
27 (see Fig. 16e).
Fig. 17 shows the error variance of the estimated forces as a function of the time delay L adopted
for smoothing. This error variance accounts for measurement noise and unmodeled stochastic forces
and is calculated by means of the uncertainty quantification approach presented in [13]. For the case
17
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Fig. 15: Time history (left), detail of the time history (middle), and averaged amplitude of the narrow band frequency
spectrum (right) of the hammer forces applied at node 27 ((a) – (c)) and node 48 ((d) – (f)) for L = 0 (filtering).
The measured force signals are shown by a solid black line, the identified force signals by a dotted red line.
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Fig. 16: Time history (left), detail of the time history (middle), and averaged amplitude of the narrow band frequency
spectrum (right) of the hammer forces applied at node 27 ((a) – (c)) and node 48 ((d) – (f)) for L = 30 (smoothing).
The measured force signals are shown by a solid black line, the identified force signals by a dotted red line.
of non-collocated measurements, it is found that the force error variance is significantly affected by
the delay L adopted for smoothing. This mainly holds for a time delay L up to about 30. Further
increasing the delay does not significantly affect the results.
5. Conclusions
This paper presents a recursive smoothing algorithm where a time delay is assumed for joint
input-state estimation. The algorithm can be applied for force identification and response esti-
mation when the dynamic behavior of the structure is adequately represented by a linear model.
An illustration for a cantilever steel beam shows that assuming a time delay in the estimation can
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Fig. 17: Error variance of the estimated force at node 27 (solid black line) and node 48 (dash-dotted red line) in the
frequency interval from 0.2 Hz to 16 Hz as a function of the delay L.
lead to a significant reduction of the estimation uncertainty introduced by measurement noise, in
particular when the response measurements are not collocated with the estimated forces. When
the calculation of the gain matrices is included in the recursive estimation, the smoothing process
becomes very time-consuming, even for very small values of the time delay. The calculation time
of the algorithm can be significantly reduced, however, by pre-computing the steady-state gain
matrices. A validation study based on data obtained from a field test on a footbridge confirms the
need for a time delay to reduce estimation errors in case of non-collocated response measurements,
but also demonstrates that an accurate dynamic model of the structure is essential for accurate
force identification.
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Appendix A. Smoothing algorithm for joint input-state estimation
The system under consideration is described by the following linear discrete-time combined
deterministic-stochastic state-space description:
x[k+1] = Ax[k] +Bp[k] +w[k] (A.1)
d[k] = Gx[k] + Jp[k] + v[k] (A.2)
where x[k] ∈ R
ns is the state vector, d[k] ∈ R
nd is the measured output vector, and p[k] ∈ R
np is
the input vector, to be estimated. The system matrices A, B, G, and J are assumed known. As
derived in Section 2.1, the response over L+ 1 consecutive time steps dL[k], defined in Eq. (3), is
given by:
dL[k] = OLx[k] +HLpL[k] +NLwL−1[k] + vL[k] (A.3)
The extended observability matrix OL ∈ R
(L+1)nd×ns , the Toeplitz matrix HL ∈ R
(L+1)nd×(L+1)np ,
and the matrix NL ∈ R
(L+1)nd×Lns are defined in Eqs. (5) and (6).
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In the derivation of the smoothing algorithm, the process noise vector w[k] ∈ R
ns and mea-
surement noise vector v[k] ∈ R
nd are assumed to be zero mean and white, with known covariance
matrices Q, R, and S, defined by:
E
[(
w[k]
v[k]
)(
wT[l] v
T
[l]
)]
=
[
Q S
ST R
]
δ[k−l] (A.4)
with R > 0,
[
Q S
ST R
]
≥ 0, and δ[k] = 1 for k = 0 and 0 otherwise.
Finally, it is assumed that an unbiased estimate xˆ[0|L−1] of the initial state is available, with error
covariance matrix Px[0|L−1] (i.e. E[x[0]−xˆ[0|L−1]] = 0, Px[0|L−1] = E[(x[0]−xˆ[0|L−1])(x
T
[0]−xˆ
T
[0|L−1])]).
In addition, the estimate xˆ[0|L−1] is assumed independent of the noise processes w[k] and v[k] for
all k.
The smoothing algorithm estimates the system states x[k] and the forces p[k] from a set of
response measurements d[k] obtained at L+1 consecutive time steps (i.e. from the response vector
dL[k]). A state estimate xˆ[k|l] is defined as an estimate of x[k], given the output sequence d[n], with
n = 0, 1, . . . , l. An input estimate pˆ[k|l] is defined similarly.
Consider the following two-step recursive smoothing algorithm:
pˆ[k|k+L] =ML[k]
(
dL[k] −OLxˆ[k|k+L−1]
)
(A.5)
xˆ[k+1|k+L] = Axˆ[k|k+L−1] +KL[k](dL[k] −OLxˆ[k|k+L−1]) (A.6)
The first step in Eq. (A.5), hereafter referred to as the “input estimation step”, yields an estimate
of the unknown input vector p[k], given the measured output up to time step k + L. The second
step in Eq. (A.6), referred to as the “state estimation step”, yields an estimate of the state vector
x[k+1], given the measured output up to time step k + L. The gain matrices ML[k] ∈ R
np×(L+1)nd
and KL[k] ∈ R
ns×(L+1)nd are determined such that both the input estimates pˆ[k|k+L] and the
state estimates xˆ[k+1|k+L] are minimum variance and unbiased (MVU). The calculation of the gain
matrices is discussed in the following sections.
Appendix A.1. Input estimation
The input estimation step is given by Eq. (A.5). First, it is checked what condition the gain
matrix ML[k] should satisfy for unbiased input estimation. Combination of Eqs. (A.3) and (A.5)
yields the error on the input estimate pˆ[k|k+L], denoted by p˜[k|k+L]:
p˜[k|k+L] , p[k] − pˆ[k|k+L]
=
(
I˘np −ML[k]HL
)
pL[k] −ML[k](OLx˜[k|k+L−1] +NLwL−1[k] + vL[k]) (A.7)
with I˘np = [Inp 0 . . . 0] ∈ R
np×(L+1)np , where Inp ∈ R
np×np denotes an identity matrix. Let
the state estimate xˆ[k|k+L−1] be unbiased, then it follows immediately from Eq. (A.7) that the
estimator (A.5) is unbiased for all possible pL[k] if the following equality holds:
I˘np =ML[k]HL (A.8)
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Assuming in addition that the initial state estimate xˆ[0|L−1] is unbiased and independent of the
noise processes w[k] and v[k] for all k, and assuming the noise processes zero mean and white, with
noise covariance matrices Q, R, and S, given by Eq. (A.4), the covariance matrix of the error on
the input estimate pˆ[k|k+L] is given by:
Pp[k|k+L] , E
[
p˜[k|k+L]p˜
T
[k|k+L]
]
=ML[k]R¯[k]M
T
L[k] (A.9)
where
R¯[k] = OLPx[k|k+L−1]O
T
L +R
0
L+1 +NLQ
0
LN
T
L +NLS
0
L + S
0T
L N
T
L . . .
+OLPxw[k]N
T
L +NLPwx[k]O
T
L +OLPxv[k] +Pvx[k]O
T
L (A.10)
The expression for the state error covariance matrix Px[k|k+L−1] (= E[x˜[k|k+L−1]x˜
T
[k|k+L−1]]) is
derived in Appendix A.2 (see Eq. (A.23)). The extended noise covariance matrices QiL ∈ R
Lns×Lns ,
RiL+1 ∈ R
(L+1)nd×(L+1)nd and SiL ∈ R
Lns×(L+1)nd are defined as:
QiL , E
[
wL−1[k−i]w
T
L−1[k]
]
= diagiL(Q,Q, . . . ,Q)
RiL+1 , E
[
vL[k−i]v
T
L[k]
]
= diagiL+1(R,R, . . . ,R) (A.11)
SiL , E
[
wL−1[k−i]v
T
L[k]
]
= [diagiL(S,S, . . . ,S),0] for i ≥ 0
= [0,diagi+1L (S,S, . . . ,S)] for i < 0
where diagij(·) denotes a block matrix with the j matrices between the brackets on the i-th block
diagonal below the main diagonal and zeros elsewhere. The following closed form expressions for
the covariance matrices Pxw[k], Pwx[k], Pxv[k], and Pvx[k] in Eq. (A.10) are obtained:
Pxw[k] = P
T
wx[k] , E
[
x˜[k|k+L−1]w
T
L−1[k]
]
(A.12)
=
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)QiL −KL[k−i]S−iTL )


Pxv[k] = P
T
vx[k] , E
[
x˜[k|k+L−1]v
T
L[k]
]
(A.13)
=
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)SiL −KL[k−i]RiL+1)


where
∑j
i=1 (·) , 0 for i > j,
∏j
i=1 (·) , I for i > j, and I˘ns = [Ins 0 . . . 0] ∈ R
ns×Lns , with
Ins ∈ R
ns×ns an identity matrix.
The gain matrix ML[k] that yields MVU input estimates is obtained by minimizing the trace
of the error covariance matrix Pp[k+1|k+L] in Eq. (A.9), under the constraint that Eq. (A.8) holds.
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In a similar way as for the filtering algorithm in [13], the constraint in Eq. (A.22) is introduced
in the optimization problem using Lagrange multipliers. After introduction of the constraint, the
optimization problem is written as:
M⋆L[k] = arg min
ML[k]∈R
np×(L+1)nd
(
tr
{
ML[k]R¯[k]M
T
L[k]
}
+ 2 tr
{
(I˘np −ML[k]HL)Λ
T
p[k]
})
(A.14)
where Λp[k] ∈ R
np×(L+1)np is the matrix of Lagrange multipliers. The factor 2 in the second
term of the right hand side is introduced for notational convenience. Setting the derivative of the
Lagrangian in Eq. (A.14) with respect to ML[k] and Λp[k] equal to zero yields respectively:
R¯[k]M
T
L[k] −HLΛ
T
p[k] = 0 (A.15)
I˘np =ML[k]HL (A.16)
Eqs. (A.15) and (A.16) can be written as a linear system of equations:
[
R¯[k] −HL
−HTL 0
][
MT
L[k]
ΛTp[k]
]
=
[
0
−I˘Tnp
]
(A.17)
The matrix R¯[k] ∈ R
(L+1)nd×(L+1)nd is nonsingular. The Hankel matrix HL and therefore the
Schur complement of the matrix R¯[k] in the coefficient matrix of Eq. (A.17), i.e. H
T
LR¯
−1
[k]HL ∈
R
(L+1)np×(L+1)np , are not necessarily of full rank (L+1)np. If the invertibility conditions presented
in Section 3.2 are satisfied, however, the linear system of equations in Eq. (A.17) can be solved for
the gain matrixML[k] using the Moore Penrose pseudo-inverse of the Schur complementH
T
LR¯
−1
[k]HL
as follows:
M⋆L[k] = I˘np
(
HTLR¯
−1
[k]HL
)†
HTLR¯
−1
[k] (A.18)
In the special case where the direct transmission matrix J is of full rank np, both the Hankel matrix
HL and Schur complement H
T
LR¯
−1
[k]HL are of full rank (L+ 1)np, such that the pseudo-inverse of
the matrix HTLR¯
−1
[k]HL equals its inverse. This requires at least np acceleration measurements (see
also [16]).
Finally, note that the expression for M⋆
L[k] in Eq. (A.18) meets the necessary and sufficient
condition for unbiased input estimation, i.e. M⋆
L[k]HL = I˘np.
Appendix A.2. State estimation
The state estimation step is given by Eq. (A.6). First, it is checked what condition the gain
matrix KL[k] should satisfy for unbiased state estimation. From Eqs. (A.1) and (A.6) it is found
that the error on the state estimate xˆ[k+1|k+L], denoted by x˜[k+1|k+L], is given by:
x˜[k+1|k+L] , x[k+1] − xˆ[k+1|k+L]
= Ax˜[k|k+L−1] +Bp[k] +w[k] −KL[k]d˜L[k] (A.19)
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where d˜L[k] , dL[k] −OL[k]xˆ[k|k+L−1]. It follows from Eq. (A.3) that:
d˜L[k] = OLx˜[k|k+L−1] +HLpL[k] +NLwL−1[k] + vL[k] (A.20)
By combining Eqs. (A.19) and (A.20), the following expression for x˜[k+1|k+L] is obtained:
x˜[k+1|k+L] = (A−KL[k]OL)x˜[k|k+L−1] + (B˘−KL[k]HL)pL[k] . . .
+ (I˘ns −KL[k]NL)wL−1[k] −KL[k]vL[k] (A.21)
with B˘ = [B 0 . . . 0] ∈ Rns×(L+1)np . It is immediately concluded from Eq. (A.21) that the
estimator (A.6) is unbiased for all possible pL[k] if the following equality holds:
B˘ = KL[k]HL (A.22)
Assuming in addition that the initial state estimate xˆ[0|L−1] is unbiased and independent of the
noise processes w[k] and v[k] for all k, and assuming the noise processes zero mean and white, with
noise covariance matrices Q, R, and S given by Eq. (A.4), the covariance matrix of the error on
the state estimate xˆ[k+1|k+L] is given by:
Px[k+1|k+L] = KL[k]R¯[k]K
T
L[k] −KL[k]S¯
T
[k] − S¯[k]K
T
L[k] + T¯[k] (A.23)
where R¯[k] is given by Eq. (A.10) and S¯[k] and T¯[k] are given by:
S¯[k] = APx[k|k+L−1]O
T
L + I˘nsQ
0
LN
T
L + I˘nsS
0
L +APxw[k]N
T
L + I˘nsPwx[k]O
T
L +APxv[k]
(A.24)
T¯[k] = APx[k|k+L−1]A
T +Q+APxw[k]I˘
T
ns
+ I˘nsPwx[k]A
T (A.25)
The gain matrix KL[k] that yields MVU state estimates is obtained by minimizing the trace of
the error covariance matrix Px[k+1|k+L], under the constraint that Eq. (A.22) holds. Similarly to
the previous section, the constraint in Eq. (A.22) is introduced in the optimization problem using
Lagrange multipliers. After introduction of the constraint, the optimization problem is written as:
K⋆L[k] = arg min
KL[k]∈R
ns×(L+1)nd
(
tr
{
KL[k]R¯[k]K
T
L[k] −KL[k]S¯
T
[k] − S¯[k]K
T
L[k] + T¯[k]
}
+2 tr
{
(B˘−KL[k]HL)Λ
T
x[k]
})
(A.26)
where Λx[k] ∈ R
ns×(L+1)np is the matrix of Lagrange multipliers. The factor 2 in the second
term of the right hand side is introduced for notational convenience. Setting the derivative of the
Lagrangian in Eq. (A.26) with respect to KL[k] and Λx[k] equal to zero yields respectively:
R¯[k]K
T
L[k] − S¯
T
[k] −HLΛ
T
x[k] = 0 (A.27)
B˘ = KL[k]HL (A.28)
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Eqs. (A.27) and (A.28) can be written as a linear system of equations:
[
R¯[k] −HL
−HTL 0
][
KT
L[k]
ΛTx[k]
]
=
[
S¯T[k]
−B˘T
]
(A.29)
The matrix R¯[k] ∈ R
(L+1)nd×(L+1)nd is nonsingular. Similar as for the input estimation step, the
linear system of equations in Eq. (A.29) is solved for the gain matrixKL[k] using the Moore Penrose
pseudo-inverse of the Schur complement HTLR¯
−1
[k]HL:
K⋆L[k] = S¯[k]R¯
−1
[k] −
(
S¯[k]R¯
−1
[k]HL − B˘
)(
HTLR¯
−1
[k]HL
)†
HTLR¯
−1
[k] (A.30)
Note that the expression for K⋆
L[k] in Eq. (A.30) meets the necessary and sufficient condition for
unbiased state estimation, i.e. K⋆
L[k]HL = B˘.
Appendix A.3. Summary of the algorithm
The smoothing algorithm is initialized using an initial state estimate vector xˆ[0|L−1] and its error
covariance matrix Px[0|L−1]. The algorithm proceeds by computing the force and state estimates
recursively in two steps, i.e. the input estimation step and the state estimation step:
Input estimation
Pxw[k] =
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)QiL −KL[k−i]S−iTL )


Pxv[k] =
min(k,L)∑
i=1



i−1∏
j=1
(
A−KL[k−j]OL
)((I˘ns −KL[k−i]NL)SiL −KL[k−i]RiL+1)


R¯[k] = OLPx[k|k+L−1]O
T
L +R
0
L+1 +NLQ
0
LN
T
L +NLS
0
L + S
0T
L N
T
L . . .
+OLPxw[k]N
T
L +NLP
T
xw[k]O
T
L +OLPxv[k] +P
T
vx[k]O
T
L
ML[k] = I˘np
(
HTLR¯
−1
[k]HL
)†
HTLR¯
−1
[k]
pˆ[k|k+L] = ML[k]
(
dL[k] −OLxˆ[k|k+L−1]
)
Pp[k|k+L] = ML[k]R¯[k]M
T
L[k]
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State estimation
S¯[k] = APx[k|k+L−1]O
T
L + I˘nsQ
0
LN
T
L + I˘nsS
0
L +APxw[k]N
T
L + I˘nsP
T
xw[k]O
T
L +APxv[k]
T¯[k] = APx[k|k+L−1]A
T +Q+APxw[k]I˘
T
ns
+ I˘nsP
T
xw[k]A
T
KL[k] = S¯[k]R¯
−1
[k] −
(
S¯[k]R¯
−1
[k]HL − B˘
)(
HTLR¯
−1
[k]HL
)†
HTLR¯
−1
[k]
xˆ[k+1|k+L] = Axˆ[k|k+L−1] +KL[k](dL[k] −OLxˆ[k|k+L−1])
Px[k+1|k+L] = KL[k]R¯[k]K
T
L[k] −KL[k]S¯
T
[k] − S¯[k]K
T
L[k] + T¯[k]
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