Abstract. We say that a graph G has the Ramsey property w.r.t. some graph F and some integer r ≥ 2, or G is (F, r)-Ramsey for short, if any r-coloring of the edges of G contains a monochromatic copy of F . Rödl and Ruciński asked how globally sparse (F, r)-Ramsey graphs G can possibly be, where the density of G is measured by the subgraph H ⊆ G with the highest average degree. So far, this so-called Ramsey density is known only for cliques and some trivial graphs F . In this work we determine the Ramsey density up to some small error terms for several cases when F is a complete bipartite graph, a cycle or a path, and r ≥ 2 colors are available.
Introduction
Ramsey's celebrated theorem [Ram30] states that for any integers r and , any r-coloring of the edges of a large enough complete graph contains a monochromatic clique on vertices, i.e., a clique whose edges all receive the same color. In this context we say that a graph G has the Ramsey property w.r.t. some graph F and some integer r ≥ 2, or G is (F, r)-Ramsey for short, if any r-coloring of the edges of G contains a monochromatic copy of F . While Ramsey's theorem seems to rely on the fact that a large complete graph is very dense, Folkman [Fol70] proved that there are graphs that are Ramsey with respect to K and r = 2 colors which do not contain a K +1 as a subgraph. This result was later generalized by Nešetřil and Rödl [NR76] to the case of more than 2 colors. The smallest currently known graph that is (K 3 , 2)-Ramsey and K 4 -free has 941 vertices [DR08] .
Not allowing a K +1 -subgraph is an entirely local density restriction and still allows for graphs that are very dense globally, in the sense that they contain many edges. Motivated by this fact, Rödl and Ruciński [RR93] asked how globally sparse Ramsey graphs can possibly be. They introduced the Ramsey density of F and r, defined as m * (F, r) := inf{m(G) | G is (F, r)-Ramsey} ,
where
and e(H) and v(H) denote the number of edges and vertices of H, respectively. The parameter m(G) measures the global density of G; it is equal to half the average degree of H, maximized over all subgraphs H ⊆ G. This density parameter and variations of it arise naturally in the theory of random graphs [JŁR00, Bol01] , and also in Nash-Williams' theorem for the arboricity of a graph [NW64] (this theorem actually plays a crucial role in our lower bound proofs later on; see also the remarks at the end of this paper).
Kurek and Ruciński [KR05] proved the somewhat surprising fact that the sparsest graph that is (K , r)-Ramsey (in the sense of (1)), is a large complete graph on as many vertices as the Ramsey number R(K , r) tells us; recall that the Ramsey number R(F, r) of F and r is defined as the minimal N = N (F, r) such that K N is (F, r)-Ramsey. Their result shows that the Ramsey density of cliques is m * (K , r) = m(K R(K ,r) ) = R(K , r) − 1 2 .
Apart from cliques, the only graphs for which the Ramsey density is known exactly are the trivial cases of stars S with rays and r ≥ 2 colors and the path P 3 on 3 edges and r = 2 colors: For stars any easy pigeonholing argument shows that m * (S , r) = m(S r( −1)+1 ) = r( − 1) + 1 r( − 1) + 2 .
For P 3 we have m * (P 3 , 2) = 1, which is also not hard to see (for the upper bound proof consider the 5-cycle with an additional dangling edge attached to every vertex).
Also for an analogous parameter defined for vertex -colorings, the so-called vertex-Ramsey density introduced in [RR93] and further studied in [KR94] , relatively little is known (even though one might suspect that vertex-colorings are much easier to deal with than edge-colorings). The authors of [KR94] offered a prize money of 400,000 złoty (Polish currency in 1993) for the exact determination of the vertex-Ramsey density for the case where the forbidden graph F is the path on 3 vertices and r = 2 colors are available.
Our results.
In this work we determine the Ramsey density m * (F, r) up to some small error terms for several cases when F is a complete bipartite graph, a cycle or a path, and r ≥ 2 colors are available.
Complete bipartite graphs. The first theorem summarizes our results for the case where F is a complete bipartite graph K a,b , a ≤ b. In [Kur97] a general upper bound of m * (K a,b , r) < r(a − 1) + 1 has been derived. We are able to prove an almost matching lower bound for the case where b is somewhat larger than a.
Theorem 1 (Complete bipartite graphs). For any integers a ≥ 2, b ≥ (a − 1) 2 + 1 and r ≥ 2 we have
where ε = ε(a, b, r) := r(a−1)−1 max{R(K a,b ,r),2r(a−1)+1} < 1/2.
From the best known general lower bound
a+b a+b e 2 r ab−1 a+b from [CG75] , it follows that ε tends to 0 for larger values of a, b and/or r. See [CG75, Rad94] for better lower bounds on R(K a,b , r) in special cases that can be plugged into the lower bound in (5); see also the remarks at the end of this paper.
We note here that the upper bound for complete bipartite graphs K a,b stated in Theorem 1 (which holds for arbitrary values of a and b) can be slightly improved; see the remarks at the end of this paper.
Cycles. The next theorem summarizes our results for the case where F is a cycle C . The upper bound for even cycles and the lower bound for odd cycles follow from results presented in [RR93] . For even cycles we are able to prove an almost matching lower bound.
Theorem 2 (Cycles). For any even ≥ 4 and any integer r ≥ 2 we have
where ε = ε( , r) := r−1 max{R(C ,r),2r+1} < 1/2. There is a function f () such that for any odd ≥ 3 and any integer r ≥ 2 we have
The dominant terms r and 2 r in these bounds for even and odd cycles, respectively, are very similar to those known for the Ramsey number R(C , r) (see [BE73, GRS90, ŁSS11] ). However, Theorem 2 shows that, unlike the Ramsey number, the Ramsey density does not grow unbounded for fixed r and → ∞.
Using the best known general lower bound R(C , r) ≥ (r − 1)( − 2) + 2 from [YYXB06] , it follows that ε tends to 0 for larger values of and/or r. See [YYXB06, Rad94] for better lower bounds on R(C , r) in special cases that can be plugged into the lower bound in (6); see also the remarks at the end of this paper.
The existence of an upper bound for m * (C , r) which is independent of , expressed by the function f (r) in (7), can be derived from the results in [HKŁ95] . Unfortunately, due to the use of the regularity lemma those methods do not yield quantitative estimates for f (r) that come close to the lower bound stated in (7). For fixed odd and r → ∞, however, the trivial bound m * (C , r) ≤ m(K R(C ,r) ) together with the bound R(C , r) ≤ (r + 2)! from [BE73] shows that m * (C , r) ≤ 2 r log 2 (r)(1+o(1)) .
Paths.
We denote by P the path on edges. Note that as P , ≥ 3, is a subgraph of C 2 , we have the upper bound
= r + Θ(1) .
(8) Our next theorem bounds away m * (P , r) from the Ramsey density of even cycles by showing that m * (P , r) ≤ c · r + Θ(1) for some constant c = c( ) that is strictly smaller than 1. For paths of length = 3 and = 4 we obtain almost matching bounds: m * (P , r) = 1 2 r + Θ(1), i.e., here the truth is basically half the value on the right hand side of (8). (Note that paths of length = 1 and = 2 are already covered by (4).)
Theorem 3 (Paths). For any integers ≥ 3 and r ≥ 2 we have
where ε = ε( , r) := r/2 −1 max{R(P /3 ,r),2 r/2 +1} < 1/2.
We remark that the upper bound stated in Theorem 3 for P 3 has already been found in [Kur97] . See [Rad94] for the best known lower bounds on R(P /3 , r) that can be plugged into the lower bound in (9).
1.2.
Organization of this paper. In Section 2 we collect a few general bounds for the Ramsey density m * (F, r). We then prove Theorem 2 in Section 3. We defer the proof of Theorem 1 to Section 4, as it reuses some of the ideas from the proof of Theorem 2 and is somewhat more technical. In Section 5 we present the proof of Theorem 3. Some concluding remarks and open problems are presented in Section 6.
Some useful general bounds
We first collect several lower bounds for the Ramsey density m * (F, r) in terms of various graph parameters of F : the chromatic number χ(F ), the 2-density m 2 (F ) := max H⊆F :v(H)≥3
e(H)−1 v(H)−2 , the minimum degrees δ(H) of subgraphs H ⊆ F and the clique number ω(F ).
Lemma 4 (General lower bounds). For any graph F and any r ≥ 2 we have
For each of the four lower bounds stated in Lemma 4, it is easy to find graphs F for which this bound outmatches the other given bounds. We further note that in the second lower bound stated in Lemma 4, the precondition m 2 (F ) ≥ 3 can be relaxed to m 2 (F ) > 1 in the case r = 2 [RR93] (see also [Kur97] ).
The next lemma states an upper bound for the parameter m * (F, r) for the case where F is bipartite. This lemma generalizes and in certain cases improves the upper bounds derived in [RR93] and [Kur97] for bipartite graphs.
Lemma 5 (Upper bound for bipartite graphs). For any bipartite graph F = (A . ∪ B, E) and any r ≥ 2 we have m
and ∆ A (F ) and ∆ B (F ) denote the maximum degree of all vertices in A and B, respectively.
Observe that for bipartite graphs F that satisfy the condition max H⊆F δ(H) = d(F ), such as kregular or complete bipartite graphs, the lower and upper bounds given by the third part of Lemma 4 and by Lemma 5, respectively, differ only by a factor of 2.
Note that for families of bipartite graphs F for which the parameter d(F ) is constant (e.g. even cycles C , complete bipartite graphs K 2, , K 3, etc.), the bound on m * (F, r) stated in Lemma 5 is independent of the size of F . Observe also that for large values of r the upper bound given by Lemma 5 for bipartite graphs F is much smaller than the lower bound given by the first part of Lemma 4 for non-bipartite graphs. In other words, depending on whether F is bipartite or not we observe a dichotomy of the growth of the Ramsey density m * (F, r) in the number r of colors, a phenomenon very similar to what can be observed for the ordinary Ramsey numbers R(F, r) (cf. [FS09, GRS90] ).
This dichotomous behavior of the Ramsey density does not occur for the already mentioned vertexRamsey density introduced in [RR93] , the analogous quantity in the vertex-coloring setting -for this parameter general bounds which differ only by a factor of 2 and which are based only on degree conditions on F have been proven in [KR94] .
Proof of Lemma 4.
We only need to prove the last two bounds stated in Lemma 4.
Proof of (3) in Lemma 4. Observe that for any graph G = (V, E) and
To prove the claimed lower bound fix a subgraph H ∈ arg max H⊆F δ(H) and let G be a graph with m(G) < 1 2 r(δ(H ) − 1) + 1 . By the above observation we can order the vertices of G from v 1 , . . . , v n such that for every i = 1, . . . , n the degree of v i in G[{v 1 , . . . , v i }], the graph induced by the vertices v 1 , . . . , v i , is at most r(δ(H ) − 1). For each i = 1, . . . , n, we color all edges incident to v i in G[{v 1 , . . . , v i }] by using each of the r colors at most δ(H ) − 1 times. This clearly yields a coloring of G without a monochromatic copy of H and therefore without a monochromatic copy of F .
Proof of (4) in Lemma 4. This bound follows trivially from the observation that F ⊆ F implies that m * (F, r) ≤ m * (F , r).
Proof of Lemma 5.
For the proof we use a construction from [SZZ10] . In that paper, the authors construct Ramsey graphs with small minimum degree. As a priori a small minimum degree does not imply sparseness (w.r.t. the m-density), it is somewhat surprising that the same construction also yields sparse Ramsey graphs.
For integers n ≥ 1, 1 ≤ k ≤ n and m ≥ 1 we define a bipartite graph
(11a) and edge set
(here [n] denotes the set {1, . . . , n} and Lemma 6 (G is sparse).
Proof. Note that as the degree of all vertices in the set M is exactly k, we have for any two nonempty subsets A ⊆ N and B ⊆ M that
proving the claim.
The following lemma was proved in [SZZ10] (Lemma 2.6 in that paper; the proof there is stated only for r = 2 colors, but generalizes straightforwardly to the general case).
Lemma 7 (G is Ramsey [SZZ10]).
• Let F = (A . ∪ B, E) be a bipartite graph and let d(F ) be defined as in (10). There are integers n = n(F ) and m = m(F ) such that F is a subgraph of the graph G(n, d(F ), m) defined in (11).
• For any integers n ≥ 1, 1 ≤ k ≤ n, m ≥ 1 and r ≥ 2 there are integers n = n (n, k, r) and
∪ B, E) be a bipartite graph and let d(F ) be defined as in (10). Combining the two parts of Lemma 7 shows that there are integers n and m such that the graph
Proof of Theorem 2
The upper bound for even cycles and the lower bound for odd cycles follow immediately from Lemma 5 and the first part of Lemma 4, respectively, so it remains to prove the claimed lower bound for even cycles and the claimed upper bound for odd cycles.
In fact, the claimed lower bound holds for cycles of arbitrary length, not just for even cycles, but is rather weak for odd cycles.
For the proof we will apply a well-known result of Nash-Williams on the arboricity of a graph [NW64] . To state the result we define for any (multi)graph G m 1 (G) := max
(cf. (2)).
Theorem 8 (Nash-Williams' arboricity theorem [NW64] ). Let r ≥ 1 be an integer. A loopless multigraph G can be partitioned into at most r forests if and only if m 1 (G) ≤ r.
We next state an application of Theorem 8. To do so we define for any graph G = (V, E) and any integer k ≥ 2
Note that we have
Proposition 9 (Partition into C -free graphs). Let ≥ 3 and r ≥ 1 be integers. Any graph G satisfying m 1 (G, R(C , r)) ≤ r can be partitioned into r graphs which contain no C as a subgraph.
Proposition 9 also holds if G is a multigraph, but we do not need this generalization here (but we do need the multigraph version of Theorem 8 to prove Proposition 9).
For the proof of Proposition 9 we need the following lemma.
Lemma 10 (Contraction lemma). Let k ≥ 2 and r ≥ 1 be integers. For any graph G with m 1 (G, k) ≤ r there is a family H of vertex-disjoint subgraphs of G such that any H ∈ H satisfies v(H) < k and the multigraph G obtained from G by contracting every H ∈ H into a single vertex satisfies m 1 (G) ≤ r.
Proof. We define a sequence of multigraphs (G i ) i≥0 and a sequence (H i ) i≥0 , where H i is a family of subgraphs of G i as follows: Set G 0 := G, and for each i ≥ 0 we define H i and G i+1 inductively:
We define H i as the family of all subgraphs H ⊆ G i that satisfy e(H)/(v(H) − 1) > r and that are maximal with respect to this property (i.e., every proper supergraph H H of G i satisfies e(H )/(v(H ) − 1) ≤ r). Then we let H i be a maximal subfamily of H i with the property that any two different graphs H, H ∈ H i are vertex-disjoint subgraphs of G i . Let G i+1 denote the multigraph obtained from G i by contracting every subgraph H ∈ H i into a single vertex (note that this may create multiple edges, but no loops).
We claim that for any i ≥ 1 and any subgraph H ∈ H i of G i , all vertices of H are also vertices of G 0 = G, i.e., none of the vertices of H is obtained by contracting some H ∈ H j , j < i. To see this, suppose the claim was false, and consider the smallest i ≥ 1 for which the claim was violated, i.e., consider a subgraph H ∈ H i of G i and a nonempty maximal set of graphs H ⊆ 0≤j<i H i such that H contains the vertices obtained from contracting each graph H ∈ H . By the minimal choice of i, all graphs in H are vertex-disjoint subgraphs of G 0 = G. We clearly have
Let 0 ≤ j < i be the minimal integer for which a graph J from H j is contained in H . We show that the graph
which is a proper supergraph of J, satisfies e(J + )/(v(J + )−1) > r, contradicting the maximal choice of J in G j . Note that we have
Combining the above observations yields
> r , the desired contradiction.
By
Therefore, using that the subgraphs H ∈ H of G are vertex-disjoint and that v(H) < R(C , r) holds for each of them, we can partition the edges contained in all those subgraphs into r sets E 1 , . . . , E r , such that none of those edge sets contains a C as a subgraph.
Furthermore, using that m 1 (G) ≤ r we can apply Theorem 8 to partition the edges of G into at most r forests. This clearly also yields a partition of the corresponding edges of G into at most r forests F 1 , . . . , F r . It is easy to see that E 1 ∪ F 1 , . . . , E r ∪ F r is a C -free partition of the edges of G, as desired.
The next lemma shows that m(G) is not much smaller than m 1 (G, k).
Lemma 11 (Small m-density implies small m 1 -density). For any integers k ≥ 2 and r ≥ 1 and any graph G, if m(G) < r − r−1 max{k,2r+1} then we have m 1 (G, k) ≤ r.
Proof. We prove the contrapositive. If m 1 (G, k) > r then by the definition in (13) there is a subgraph
and
Clearly, we must have e(H) ≤
, which combined with (16) and using that v(H) and r are integers yields v(H) ≥ 2r + 1 .
(18) Again using that e(H), v(H) and r are all integers, it follows from (16) that
Combining the previous observations we obtain that
≥ r − r − 1 max{k, 2r + 1} , as claimed.
Proof of Theorem 2: lower bound for even cycles. Let G be a graph with m(G) < r− r−1 max{R(C ,r),2r+1} . By Lemma 11 we have m 1 (G, R(C , r)) ≤ r. Applying Proposition 9 shows that there is a coloring of the edges of G with r colors that avoids monochromatic copies of C .
Proof of Theorem 2: upper bound for odd cycles. In [HKŁ95] Haxell, Kohayakawa and Łuczak defined for any integer r ≥ 2 and for any sufficiently large integer n ≥ 1 a graph G = G(n, r) which (besides a number of other important properties) has a maximum degree that is bounded by a function depending only on r (Lemma 9 in [HKŁ95] ). It follows that also m(G) is bounded by a function depending only on r. The authors proved that for any fixed r ≥ 2, the graph G = G(n, [HKŁ95] ). Together these two results prove the existence of an upper bound on m * (C , r) that depends only on r.
Proof of Theorem 1
The upper bound follows immediately from Lemma 5, so it remains to prove the claimed lower bound.
We will apply Nash-Williams' arboricity theorem (Theorem 8) to prove the following proposition.
Proposition 12 (Partition into K a,b -free graphs). Let a ≥ 2, b ≥ (a − 1) 2 + 1 and r ≥ 1 be integers. Any graph G satisfying m 1 (G, R(K a,b , r)) ≤ r(a − 1) can be partitioned into r graphs which contain no K a,b as a subgraph.
As we shall see, the proof of Proposition 12 is very similar to the proof of Proposition 9 presented in Section 3. The idea is to partition the edges of G into r(a − 1) forests, and then group them into r groups of size a − 1 (this is where the proof differs from the cycle case where the r forests are already the final partition). The next lemma shows that we do not create a copy of K a,b by taking the union of a − 1 forests.
Lemma 13 (K a,b -free union of forests). Let a ≥ 2 and b ≥ (a − 1) 2 + 1 be integers. Furthermore, let G be a graph and H a family of vertex-disjoint subgraphs of G such that the following conditions hold: The graphs H ∈ H in G are all K a,b -free, and denoting by G the multigraph obtained from contracting every subgraph H ∈ H of G into a single vertex, G is the union of at most a − 1 forests F 1 , . . . , F a−1 . Then G contains no K a,b as a subgraph.
Proof. Suppose for the sake of contradiction that G contains a K a,b as a subgraph. We denote by A and B, |A| = a, |B| = b, the sets of vertices of G corresponding to the two partition classes.
First observe that at most a − 1 vertices from the set A are contained in the same subgraph H ∈ H: Otherwise, as H is K a,b -free, at least one vertex v from B would not belong to H, and a edges from v would lead to vertices of H, i.e., there were a parallel edges in G, contradicting the fact that G is the union of at most a − 1 forests.
We now define an auxiliary edge-colored multigraph P on the vertex set A, where for each vertex v ∈ B, we add exactly one edge to P as follows: We first consider the case that v is contained in some graph H ∈ H that also has some vertex u in common with the set A. In this case, by the above observation there is a vertex u ∈ A which does not belong to H. Clearly, the edge {u , v} belongs to some forest F i , i ∈ {1, . . . , a − 1}. We then add the edge {u , u} in color i to P . The second case is that v is not contained in a graph H ∈ H which has vertices in common with the set A (either because v is not contained in any H ∈ H or because v is contained in some H ∈ H, but V (H) ∩ A = ∅). In this case each of the edges between v and the vertices in A belongs to one of the forests F 1 , . . . , F a−1 . By the pigeonhole principle at least two edges from the same forest F i lead to vertices in the set A. We pick two such vertices u, u ∈ A and add the edge {u, u } in color i to P .
Observe that by construction of the multigraph P , we have that if P contains a monochromatic cycle, then the edges of one of the graphs F i , i ∈ {1, . . . , a − 1}, form a cycle in G.
As the number of vertices in B is at least (a − 1) 2 + 1, P contains at least this many edges. By the pigeonhole principle at least a of them have the same color. As P has only a vertices, it follows that those a edges of the same color must form a cycle in P , implying that the edges of one of the graphs F i , i ∈ {1, . . . , a − 1}, form a cycle in G, contradicting the fact that all those graphs are forests.
Proof of Proposition 12. Let G be a graph with m 1 (G, R(K a,b , r) ) ≤ r(a − 1). By Lemma 10 there is a family H of vertex-disjoint subgraphs of G such that any H ∈ H satisfies v(H) < R (K a,b , r) and the multigraph G obtained from G by contracting every H ∈ H into a single vertex satisfies m 1 (G) ≤ r(a − 1). Therefore, using that the subgraphs H ∈ H of G are vertex-disjoint and that v(H) < R(K a,b , r) holds for each of them, we can partition the edges contained in all those subgraphs into r sets E 1 , . . . , E r , such that none of those edge sets contains a K a,b as a subgraph.
Furthermore, using that m 1 (G) ≤ r(a − 1) we can apply Theorem 8 to partition the edges of G into at most r(a − 1) forests. We denote the corresponding forests in G by Proposition 14 (Partition into P -free graphs). Let ≥ 3 and r ≥ 2 be integers. Any graph G satisfying m 1 (G, R(P /3 , r)) ≤ r/2 can be partitioned into r graphs which contain no P as a subgraph.
The proof of Proposition 14 is very similar to the proof of Proposition 9 presented in Section 3. The idea is to first partition the edges of G into r/2 forests, and then to split each of those forests again into two forests of stars.
Proof of Proposition 14. Let G be a graph with m 1 (G, R(P /3 , r)) ≤ r/2 . By Lemma 10 there is a family H of vertex-disjoint subgraphs of G such that any H ∈ H satisfies v(H) < R(P /3 , r) and the multigraph G obtained from G by contracting every H ∈ H into a single vertex satisfies m 1 (G) ≤ r/2 . Therefore, using that the subgraphs H ∈ H of G are vertex-disjoint and that v(H) < R(P /3 , r) holds for each of them, we can partition the edges contained in all those subgraphs into r sets E 1 , . . . , E r , such that none of those edge sets contains a P /3 as a subgraph.
Furthermore, using that m 1 (G) ≤ r/2 we can apply Theorem 8 to partition the edges of G into at most r/2 forests. By splitting each of those forests into two forests of stars in G, we obtain a partition of the corresponding edges of G into star forests F 1 , . . . , F r . We claim that E 1 ∪ F 1 , . . . , E r ∪ F r is a P -free partition of the edges of G. To see this note that any path in G within one of the edge sets E i ∪ F i , i ∈ {1, . . . , r}, can contain at most 2 edges from F i (the edges in F i form a star forest in G!). Those two edges connect at most 3 paths of length at most /3 −1 from E i , showing that the total length of such a path is bounded by 2 + 3( /3 − 1) = 3 /3 − 1 < .
Proof of Theorem 3: lower bound. Let G be a graph with m(G) < r/2 − r/2 −1 max{R(P /3 ,r),2 r/2 +1} . By Lemma 11 we have m 1 (G, R(P /3 , r)) ≤ r/2 . Applying Proposition 14 shows that there is a coloring of the edges of G with r colors that avoids monochromatic copies of P .
Upper Bound.
In this section we will construct a sparse (P , r)-Ramsey graph by using the bipartite graph G = G(n, k, m) = (N . We call a coloring of the edges of a complete bipartite graph with vertex partition A and B an A-centered star coloring, if each color class induces a star with its center at a vertex in A and |B| many rays. Note that in such a coloring, |A| many different colors occur, and every vertex in B is incident to edges in all those colors.
The next lemma states that any r-coloring of the edges of a large enough G(n, k, m) that contains no monochromatic copies of P must contain a star colored complete bipartite graph as a subgraph.
For integers
where R(G 1 , . . . , G r+1 ) denotes the generalized Ramsey number w.r.t. the graphs G 1 , . . . , G r+1 , i.e., the smallest integer N = N (G 1 , . . . , G r+1 ) such that any (r +1)-coloring of the edges of K N contains a copy of G i in color i for some i ∈ {1, . . . , r + 1}. The proof of Lemma 15 proceeds by repeatedly applying the pigeonhole principle.
Proof. We fix an r-coloring of the edges of G with no monochromatic copies of P and show that we can find the desired star colored subgraph. For each k-element subset A ⊆ N we call the subgraph
is colorful this coloring is not necessarily an A-centered star coloring).
The proof consists of two parts. In the first part we prove that there is at least one k-element subset
In the second part we prove that there is an s-element subset B ⊆ M (A) ⊆ M such that the coloring on the subgraph G[A ∪ B] is an A-centered star coloring.
Suppose for the sake of contradiction that for every k-element subset A ⊆ N , the graph G[A∪M (A)] is not colorful. Then we iteratively construct an auxiliary edge-colored complete graph P on the vertex N as follows: Initially, P has no edges. As long as P has an independent set of size k, we pick one such set A, and we pick a vertex v ∈ M (A) in G with two incident edges {a 1 , v} and {a 2 , v} of the same color (such a vertex exists as G[A ∪ M (A)] is not colorful), and we add the edge {a 1 , a 2 } in this color to P . If P has no independent set of size k anymore, we add all the remaining non-edges to P and assign them an additional (r + 1)-st color. Note that by our construction, P contains no clique of size k in color r + 1. By the definition in (20a) (recall that |N | = n), P therefore must contain a monochromatic path of length /2 in one of the colors 1, . . . , r. But this path clearly corresponds to a monochromatic path of length in G, contradicting our assumption that the coloring of G contains no monochromatic copies of P . This completes the first part of the proof.
For the second part we fix some k-element subset A ⊆ N such that G[A ∪ M (A)] is colorful. Note that each vertex in M (A) has k edges in k different colors incident to it. As the total number of colors is r, there are We now define a huge graph G * = G * ( , k, r) by repeatedly gluing together copies of the graph G(n, k, m) defined in (11). We later show that G * satisfies m(G * ) < k and that this graph is (P , r)-Ramsey for a suitable choice of k (see Lemma 17 and Lemma 19 below). To show the Ramsey property we will repeatedly apply Lemma 15 to find star colored subgraphs of G * . For the reader's convenience the following definition is illustrated in Figure 1 .
Definition 16. Let ≥ 3, k ≥ 2 and r ≥ k be fixed integers. In the following we define the graph G * = G * ( , k, r). The definition proceeds in two steps. We first define sequences of integers n i = n i ( , k, r), s i = s i ( , k, r) and m i = m i ( , k, r) for i = 1, . . . , /2 as follows: Let n i := n( , k, r) for all i = 1, . . . , /2 where n() is defined in (20a) (so we have n 1 = · · · = n /2 ). Furthermore, let s 1 := (k + 1) · n 2 , s i := n i+1 for i = 2, . . . , /2 − 1, and s /2 := 1. Then define m i := m(s i , k, r) for i = 1, . . . , /2 with m() as defined in (20b) (note that we have s 1 ≥ s 2 = · · · = s /2 −1 ≥ s /2 and therefore m 1 ≥ m 2 = · · · = m /2 −1 ≥ m /2 ). Now we inductively define a sequence of graphs G 1 ⊆ · · · ⊆ G /2 as follows: First we set G 1 := G(n 1 , k, m 1 ) with G(n 1 , k, m 1 ) as defined in (11). Similarly to before, for any k-element subset A ⊆ [n 1 ] we denote by M 1 (A) the set of vertices in G 1 that are adjacent to all the vertices in A. Furthermore, we set T 1 := A∈(
is a family of m 1 -element sets). For i = 1, . . . , /2 − 1 we construct G i+1 from G i as follows: For every M ∈ T i (M has size m i ) we glue a copy of G(m i , k, m i+1 ) onto the vertices in M (such that the two vertex sets of size m i are identified). For any k-element subset A of M we define M i+1 (A) as the set of vertices in this copy that are adjacent to all the vertices in A. Furthermore, we define
Eventually we set G * := G /2 .
Lemma 17 (G * is sparse). The graph G * = G * ( , k, r) from Definition 16 satisfies m(G * ) < k.
For the proof of Lemma 17 we use the following lemma, which follows immediately from Theorem 8, and which was used in similar form in [AMR92] .
Lemma 18 (Arboricity and orientations). Let k ≥ 1 be an integer. The edges of a graph G can be oriented acyclically such that the in-degree at each vertex is at most k if and only if m 1 (G) ≤ k.
Proof of Lemma 17. Note that we can orient the edges of G * acyclically such that the in-degree at each vertex is exactly k. Such an orientation can be found for each of the graphs G /2 = G * from Definition 16 by orienting all edges in G 1 away from the set [n 1 ], and for each i = 1, . . . , /2 − 1 by orienting all edges in which G i+1 and G i differ away from the vertices already present in G i (in Figure 1 , this corresponds to orienting all edges from the left to the right). By Lemma 18 we therefore have m 1 (G * ) ≤ k. Using the definitions in (2) and (12) it follows that m(G * ) < k, as claimed.
Lemma 19 (G * is Ramsey). Let ≥ 3 and r ≥ 2 be integers. For
the graph G * = G * ( , k, r) from Definition 16 is (P , r)-Ramsey.
Proof. For the reader's convenience, the notations used in the proof are illustrated in Figure 1 .
, which is clearly a copy of G(n i+1 , k, m i+1 ) (B i,j has size n i+1 ). If this graph contains a monochromatic copy of P , we are done. Otherwise we apply Lemma 15 to this graph and obtain a k-element subset A i+1,j ⊆ B i,j and an s i+1 -element subset
For j = 1, . . . , k + 1 we define a matrix C j ∈ {0, 1} /2 ×r which encodes information about the colors of the edges of the subgraphs Note that each row of C j contains exactly k entries equal to 1, and that in the first row the first k entries are equal to 1.
Observe that for each color s = 1, . . . , k, if the first t entries of the s-th column of one of the matrices C j are all equal to 1, then the graph G * contains a path of length t in color s that starts at a s ∈ A 1 and contains a vertex in each of the sets A 2,j , . . . , A t+1,j (in Figure 1 , such a path goes from the left to the right).
The choice of k in (21) ensures that r − (r − k) /2 ≥ 1, implying that for each of the matrices C j , j = 1, . . . , k + 1, in one of the first k columns all /2 entries are equal to 1. By the pigeonhole principle these all-one columns are the same for two of these matrices, implying that G * contains a monochromatic path of length 2 /2 ≥ , as claimed.
Proof of Theorem 3: upper bound. The proof follows immediately by combining Lemma 17 and Lemma 19.
Concluding remarks and open questions
• Even though the results presented in this paper shed some light on the behavior of the Ramsey density for various interesting graph classes, some other graph classes are still very poorly understood. In particular, it would be very interesting to derive tight bounds for the Ramsey density of non-bipartite graphs F , specifically for odd cycles (cf. Theorem 2 and the first part of Lemma 4). 
while Theorem 1 only yields an upper bound of m * (K a,b , r) < r(a − 1) + 1 = p. The difference p 2 p+q between the two bounds is always less than 1, however. For the special case K 2,2 = C 4 and r = 2 the best bounds we know are 11 6 ≤ m * (C 4 , 2) ≤ 21 10 , where the upper bound follows from (22) and the lower bound from (5) (or alternatively, from (6)) using that R(K 2,2 , 2) = R(C 4 , 2) = 6 [CH72].
• For any integer d ≥ 2 and any graph G, define a d (G) as the minimum number of forests into which we can partition the edges of G such that the components (=trees) of every forest in the partition have diameter at most d. For d = ∞, this is the well-known arboricity of G [NW64] , and for d = 2 this is the so-called star arboricity [AA89, AMR92] . By Nash-Williams' theorem (Theorem 8), we have a ∞ (G) = m 1 (G) for any graph G. It is also not hard to see that
for any d and any G. In our proof of the upper bound for m * (P 3 , r) stated in Theorem 3 we exploited the fact that for d = 2 and any integer k ≥ 1 there is a graph G satisfying a ∞ (G) = k and a 2 (G) = 2k (i.e., for these graphs the inequality in (23) is tight). Such graphs were first constructed in [AMR92] and [Kur92] . Our proofs show more generally that for any integers d ≥ 2 and k ≥ 1 there is a graph G satisfying (as we proved for P 3 and P 4 , cf. (9)). On the other hand, if one could show that for some d ≥ 4 and some large enough k ≥ 1, any graph G with a ∞ (G) = k satisfies a d (G) ≤ c · k with a constant c < 2, which again seems a challenging problem in itself, then this would immediately improve the lower bound on m * (P d+1 , r) stated in (9).
