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Adaptive data collection and analysis, where data are being fed back to update the measurement
settings, can greatly increase speed, precision, and reliability of the characterization of quantum
systems. However, decoherence tends to make adaptive characterization difficult. As an example,
we consider two coupled discrete quantum systems. When one of the systems can be controlled
and measured, the standard method to characterize another, with an unknown frequency ωr, is
swap spectroscopy. Here, adapting measurements can provide estimates whose error decreases ex-
ponentially in the number of measurement shots rather than as a power law in conventional swap
spectroscopy. However, when the decoherence time is so short that an excitation oscillating between
the two systems can only undergo less than a few tens of vacuum Rabi oscillations, this approach
can be marred by a severe limit on accuracy unless carefully designed. We adopt machine learning
techniques to search for efficient policies for the characterization of decohering quantum systems.
We find, for instance, that when the system undergoes more than 2 Rabi oscillations during its
relaxation time T1, O(103) measurement shots are sufficient to reduce the squared error of the
Bayesian initial prior of the unknown frequency ωr by a factor O(104) or larger. We also develop
policies optimized for extreme initial parameter uncertainty and for the presence of imperfections
in the readout.
PACS numbers: 03.65.Wj, 03.65.Yz, 03.67.Ac, 03.67.Lx
I. INTRODUCTION
Maintaining coherence poses a major challenge for
quantum information processing. During the last fifteen
years, coherence times of quantum bits have increased
dramatically, for instance, for superconducting qubits by
a factor ∼ 105, from a few ns [1] to hundreds of µs [2].
Nevertheless, decoherence remains the main source of er-
rors in quantum circuits and enhances the resource re-
quirements for fault-tolerant quantum computation [3].
In addition to the control of the quantum circuits, de-
coherence also makes characterizing them more difficult.
Accurate characterization of quantum devices is becom-
ing increasingly important as the requirements for their
precise operation become more stringent.
The most complete, and in larger systems, inhibitively
resource intensive, approach to characterization is full
process tomography [4]. A more feasible technique is
to obtain a single quantity describing the level of co-
herent control, e.g., fidelity, through randomized bench-
marking [5–8]. In addition to these, a third methodol-
ogy, based on adaptive measurements, has recently ad-
vanced strongly both theoretically [9–17] and experimen-
tally [18–21]. Rather than choosing measurement set-
tings prior the experiment, the latter approach takes
advantage of the data already while it is collected and
chooses measurements based on the current knowledge
and uncertainty of the parameters. The main task in
characterizing a particular system is to assign a set of
rules, also called a policy, according to which the mea-
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surement settings can be chosen efficiently based on the
data obtained.
Adapting measurements is a generally powerful ap-
proach that may deliver performance that is not achiev-
able through nonadaptive schemes, as becomes particu-
larly apparent in inferring several unknown system pa-
rameters [14–17]. Often the advantages of adaptive mea-
surement schemes are also robust against moderate ex-
perimental imperfections [14–17]. We note, however, that
loss of coherence can pose significant limitations on the
achievable speed-up. Indeed, as we will demonstrate be-
low, in practice, short relaxation time often leads to loss
of the numerical accuracy in adaptive estimation unless
the corresponding policies are carefully designed.
In this paper we, rather than merely demonstrating
robustness against certain error rates, present policies
tailored for different degrees of energy relaxation, read-
out error rate and initial parameter uncertainty. While
searching such policies through manual work would be
inhibitively time consuming, we show it can be conve-
niently done through a machine learning algorithm that
is able to improve policies based on past experience. For
definiteness, we characterize an initially unknown fre-
quency ωr of a mode coupled to a qubit with a control-
lable frequency ωq through a coupling with an unknown
strength g. However, similar ideas are applicable more
generally when waiting time t between the preparation
and the measurement of the system is one of the relevant
control parameters.
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2II. EXPERIMENTAL RESOURCES
A qubit coupled to another mode is described by the
Jaynes-Cummings Hamiltonian [22]
HˆJC =
~ωq
2
σˆz + ~ωr
(
aˆ†aˆ+
1
2
)
+ ~g
(
σˆ+aˆ+ σˆ−aˆ†
)
(1)
where g  ωr. Here ωq is the qubit frequency and ωr the
frequency of another mode, e.g., in a stripline resonator
or a spurious two-level system (TLS) in the junction.
The conventional method to estimate g and ωr is called
swap spectroscopy [23, 24]. One first prepares the qubit
in its excited state and the cavity in the ground state.
The frequency ωq is then fixed to a chosen value after
which the system is allowed to evolve a time t during
which the excitation undergoes vacuum Rabi oscillations
between the qubit and the resonator. The qubit is then
measured in the σz basis. The system is thereafter reset
to its ground state before the next measurement. When
the qubit may undergo energy relaxation, its ground state
occupation probability oscillates around an increasing en-
velope [16]
Pωq,t (0|g, ωr) = 1−
(
ωR + ∆ω
2ωR
)2
exp
[−(ωR + ∆ω)t
2ωRT1
]
−
(
ωR −∆ω
2ωR
)2
exp
[−(ωR −∆ω)t
2ωRT1
]
− 2g
2
ω2R
exp
( −t
2T1
)
cosωRt, (2)
where ∆ω = ωq − ωr is the detuning frequency, T1 the
relaxation time of the qubit, and ωR =
√
∆ω2 + 4g2. In
the absence of relaxation this simplifies to
Pωq,t (0|g, ωr) = 12
(
1− 4g2
ω2R
cosωRt− ∆ω2ω2R
)
. (3)
In conventional swap spectroscopy, the measurement is
repeated at a setting (ωq, t) many, usually thousands of
times, in order to accurately approximate the probability
of the qubit to be in its ground state. The patterns in
this probability surface as a function of (ωq, t) are then
used to obtain the estimate (g˜, ω˜r).
Most rapidly improving estimates can be found by
preparing the initial state as a superposition state and by
performing the qubit measurements in an adaptive basis
(rather than in a fixed σz basis) [14, 15, 25]. But here we
assume more modest experimental resources, with (ωq, t)
as the only experimental control knobs, i.e., the setup of
standard swap spectroscopy only enhanced by the abil-
ity to update (ωq, t) adaptively. We show that even this
setup allows rather efficient characterization.
III. BAYESIAN INFERENCE
Our policy does not attempt to accurately estimate the
ground state occupation probability of the qubit through
averaging over large ensembles. Instead, we extract the
estimates of the unknown parameters by making use of
Bayes’ theorem
P (g, ωr|d) = P (d|g, ωr)P (g, ωr)
P (d)
. (4)
The starting point is the initial prior probability distri-
bution P (g, ωr) that quantifies one’s a priori conception
about the unknown parameters and the degree of their
uncertainties. Having obtained data d, one calculates the
likelihood function P (d|g, ωr), i.e., the probability to ob-
tain that data with different parameter values prior the
measurement. The normalization factor in the denomi-
nator P (d) =
∫
P (d|g, ωr)P (g, ωr) dg dωr corresponds to
average of the likelihood over all possible values of (g, ωr).
One can then apply Bayes’ theorem to update the poste-
rior probability distribution P (g, ωr|d) for the unknown
parameters g and ωr after the measurement. The pos-
terior can then be interpreted as the prior for the next
measurement which makes iterative learning of the pa-
rameters possible [Fig. 1(a)]
P (g, ωr|dn+1) = P (dn+1|g, ωr)P (g, ωr|dn)∫
P (dn+1|g, ωr)P (g, ωr|dn)dgdωr . (5)
Once a sufficient amount of data has been collected, e.g.,
after Nu updates of the measurement setting, the esti-
mate (g˜, ω˜r) is obtained from the mean over the posterior
g˜ =
∫
gP (g, ωr|D)dgdωr, ω˜r =
∫
ωrP (g, ωr|D)dgdωr,
D = {d1, . . . , dNu}. (6)
For numerical implementation of the inference scheme
outlined above we adopt sequential Monte Carlo method
[26–28] that has, due to its computational efficiency, re-
cently gained popularity in the context of quantum to-
mography [11–17, 21].
IV. MANUALLY OPTIMIZED POLICY
Bayesian inference scheme above, however, does not
per se fix the way in which the measurement settings
should be chosen. In [16], the policy that we refer here
as Pman, was manually constructed. For Pman, the Mth
measurement setting (ωq, t) is chosen according to the
rules
t =
{
ar1
σg
if M ≤M0
|a+bz|
σg
if M > M0
,
ωq =
{
µω +
(
r1 − 12
)
µg if M ≤M0
µω + c
(
r2 − 12
)
σω if M > M0.
(7)
Here, µg (µω) is the mean and σg (σω) the standard devi-
ation of g (ωr) calculated from the prior. Moreover, z is
a standard normal deviate while r1,2 are uniform random
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Figure 1: (Color online) Schematics of (a) an adaptive
Bayesian inference scheme and (b) particle swarm optimiza-
tion algorithm.
variables on the interval [0, 1]. The numerical constants
a, b, c, and M0 were in [16] optimized manually and set
to a = 1.57, b = 0.518, c = 3.0, and M0 = 15. Note
that incorporating the current knowledge about ωr in µω
makes it possible to focus the measurements on the rel-
evant frequency range which would not be possible with
measurement settings chosen prior data collection. Ide-
ally one would expect that the best way to do this is to
choose measurement settings such that ωq−µω ∼ σω [the
fourth line in Eq. (7)], reflecting typical parameter uncer-
tainty in the posterior. We find, however, that in order to
make the policy more robust against possible numerical
error, it is advantageous to also perform measurements
such that ωq−µω ∼ µg [the third line in Eq. (7); cf. also
Eq. (12)]. Note that µg determines the expected width
of the likelihood function on frequency axis and is thus
another relevant frequency scale.
While the policy of Eq. (7) performs well in estimat-
ing g with longer relaxation times, it is less satisfactory
in estimating ωr when the excitation oscillating between
the qubit and the resonator undergoes less than a few
tens of Rabi cycles before relaxation takes place. Be-
cause estimating ωr is often of greater significance, e.g.,
in characterizing spurious TLSs, and since the decoher-
ence times of TLSs can vary on a wide range, from a
few nanoseconds to microseconds [29–31], new policies
are required to characterize them efficiently.
V. PARTICLE SWARM OPTIMIZATION
In principle, the optimal values of a, b, c, and M0 in
Eq. (7) depend, e.g., on the relaxation time T1, on the
possible error rate in the readout of the measurement,
as well as on the degree of the initial uncertainty of the
estimated parameters. However, since optimizing the co-
efficients a, b, c, and M0 manually for such different con-
ditions would already be inhibitively time consuming, we
need a more automatized way to do it. We adopt the par-
ticle swarm optimization (PSO) algorithm [32, 33] that
for quantum measurements has previously been applied
to phase estimation [34, 35]. PSO tends to outperform
[36] other methods known in the literature such as simu-
lated annealing, genetic algorithms, and routines built in
mathematical software. As PSO is able to improve poli-
cies based on past experience, our work represents ma-
chine learning in the quantum domain. Machine learning
literature also includes, e.g., algorithms for classification
of data which have recently been employed for discrimi-
nating quantum measurement trajectories and improving
readout [37].
A candidate policy, which we first parametrize through
a, b, c, and M0, can be represented as a particle position
p(i) = (p1, . . . , pNd) in an Nd-dimensional policy space
(here Nd = 4). Note that here, the meaning of a “par-
ticle” is different from that in the context of sequential
Monte Carlo method. The cyclical operation of the PSO
algorithm is illustrated in Fig. 1(b). In the beginning,
we set NPSO = 60 particles in random positions picked
from a uniform probability distribution in a region that
we are confident to include the optimal position. For each
particle, an approximation S˜(p(i)) of the fitness function
S(p(i)) is computed through K trial runs with random
true parameter values. We set S to be the negative me-
dian squared error of ω˜r after Nu = 200 updates of the
measurement setting. (The negative sign here is a con-
vention to ensure that the best policies are those who
maximize S.) For these policies, the measurement set-
ting is updated after each shot, and S˜ is thus evaluated
after 200 measurement shots. But in Section VI we also
consider repeating measurements Mr times at the same
setting, in which case we evaluate S˜ after MrNu mea-
surement shots.
To calculate the fitness function, we have applied the
policy to ensembles of K = 2000 simulated samples with
randomly chosen parameters (g0, ωr,0). Here the sub-
script 0 denotes a specific fixed true value, in contrast to
the symbols naming a quantity. The values g0 and ωr,0
are chosen from uniform probability distributions with
mean values µg,0, µω,0 and standard deviations σg,0, σω,0,
respectively. Note that µg,0, µω,0, σg,0, and σω,0, unlike
µg, µω, σg, and σω in Eq. (7), do not change between the
iterative cycles of the parameter estimation [Fig. 1(a)].
For each sample we have chosen the initial prior of the
(g, ωr) estimate to coincide with the probability distribu-
tion from which the true values (g0, ωr,0) are randomly
picked. This is a natural choice since the latter probabil-
4ity distribution encodes everything that is known about
the quantities before data collection. Unless specified
otherwise we, have chosen σg,0 = 0.25µg,0, σω,0 = 2µg,0.
For each figure below, we calculate the median of the
squared error from 10 000 simulated samples.
For each particle, its personal-best position until now,
p
(i)
p , is saved. To reduce statistical error, fitness func-
tion S˜(p(i)p ) is resampled at these points over another K
trials. The value of the fitness function is then set to
the arithmetic average over all its evaluations S¯(p(i)p ). If
S˜(p(i)) > S¯(p
(i)
p ) the personal-best position is updated
to p(i)p = p(i).
The essence of the PSO algorithm is that the particles
exchange information with their neighbors. We adopt a
fixed ring topology [33, 38], where particles are ordered
according to their label i, independently of their positions
in the policy space, so that each particle has two neigh-
bors, one on each side (the NPSOth and the 1st particle
are neighbors). Each particle keeps a record of the best
position p(i)n in its neighborhood (including the particle
itself).
At the jth iteration step, the particles obey the equa-
tion
p
(i)
(j+1) ← p(i)(j) + v(i)(j), (8)
where the velocity v(i)(j) is updated through [39, 40]
v
(i)
(j+1) ← wv(i)(j) +β1ξ1(p(i)p,(j)−p(i)(j)) +β2ξ2(p(i)n,(j)−p(i)(j)).
(9)
The constants β1 and β2 determine the attraction of a
particle at p(i)(j) to p
(i)
p,(j) and p
(i)
n,(j), respectively, while ξ1
and ξ2 are uniform random variables on the interval [0, 1].
The constant w, referred as inertia weight, introduces a
friction-like effect. We choose the parameter values β1 =
0.5, β2 = 1.0, and w = 0.7. To make the convergence
towards global, rather than local, optimum more likely,
we bound the absolute value of each component of v(i)(j)
by a maximum value. We iterate Eqs. (8) and (9) until
we see the fitness function to saturate.
VI. POLICIES OPTIMIZED THROUGH PSO
We have optimized the coefficients a, b, c, and M0
of Eq. (7) through PSO in the presence of relaxation to
minimize the error of the estimate. For all the figures be-
low, we normalize the error so that for the initial prior,
the normalized median squared error calculated from the
simulated ensemble equals unity. Figure 2 exhibits the
normalized median squared error of ω˜r for the policy that
we refer as P˜(20)mach, obtained for T1µg,0 = 20pi as described
above. While P˜(20)mach improves the accuracy of the esti-
mate in the beginning, after some hundreds of measure-
ment shots the median error saturates, which indicates
that measurements are not informative. Indeed, after
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Figure 2: (Color online) Normalized median squared error
of ω˜r calculated from an ensemble of simulated samples (see
text) with the normalized relaxation time T1µg,0 = 20pi. The
curves correspond to the policies Pman (blue dotted), P˜(20)mach
(red dashed), Prand (brown dash-dotted), and P(20)mach,u (black
solid). See the main text for the description of the policies.
Inset: Normalized median waiting times for the same policies
(colors as in the main figure).
O(102) measurement shots, P˜(20)mach yields waiting times t
that are so long compared to the relaxation time T1 that
the amplitude of the Rabi-oscillations has mostly decayed
(see the inset of Fig. 2). Since Eq. (7) connects t to the
precision of the estimate, it is, at the first site, surprising
that t can become longer but the estimates do not im-
prove. The explanation is that the posteriors do become
narrower but converge to a wrong value. Also for the sim-
ple policy Prand (the brown curve in Fig. 2) the median
error saturates after having reached a floor whose level
we attribute to balanced competition between informa-
tion obtained through measurements and accumulated
numerical error. For Prand, t is random on a uniform
probability density on the time interval [0, T1], while ωq
obeys Eq. (7) adaptively. Even though ideally one would
not expect it, with uninformative measurements, due to
loss of numerical accuracy, Bayesian inference schemes
quite commonly lead to accuracy saturating at a certain
level. We emphasize that this is characteristic (but not
unavoidable) in the presence of strong relaxation where
signal is rapidly lost. In the absence of relaxation, the
policies Pman and P˜(20)mach achieve errors far below the cur-
rent levels. Characterizing decohering quantum systems
thus requires special effort.
To find more efficient policies, we have modified the
policy space for the search of the optimal policy. We in-
troduce a maximum tmax for the waiting times such that
we always have t < tmax once a certain level of accu-
5racy has been reached. Moreover, to overcome the nu-
merical error that accumulates in updating the posterior
(see [15] for more details), we repeat the measurement
at the same setting Mr = 10 times before updating the
posterior. Hence, for a single measurement setting, in
Eqs. (4) and (5) we have for the possible number of mea-
surement shots that detect the qubit in its ground state
d = 0, 1, . . . , 10. For different measurement settings, we
keep a record on the number of times C for which d has
exceeded a threshold value Dth. In the following, the
event of obtaining d > Dth for a certain measurement
setting plays a similar role as detecting a ‘click’ for a sin-
gle measurement shot. Note that as dMr gives a crude
estimate for the probability for the qubit to be in the
ground state, the event of obtaining d > Dth implies this
estimate exceeding a threshold value Pth = DthMr . For the
candidate policies studied below, we define the fitness
function S to be taken after MrNu = 10 × 200 = 2000
measurement shots.
We put forward policies P(nR)mach,u (the meaning of the
sub and superscripts will become clear below) where the
measurement setting (ωq, t) depends on the accuracy that
has been reached or the relative magnitude of σg and
1
tmax
, as well as on C. First, with C = 0, we pick ωq
randomly from a probability distribution defined by the
current prior of ωr
Pωq = P (ωωq |D), D = {d1, . . . , dM}, (10)
which makes probing too similar frequencies twice un-
likely, whereas t obeys the first line in the rule
t =
{
ar1
σg
if C ≤ C0
|d+bz|
σg
if C > C0.
(11)
Second, if C > 0 and σg > 1tmax , we choose ωq using the
equations
ωq =
{
µω + f
(
r1 − 12
)
µg if 1 ≤ C ≤ C0
µω + g
(
r2 − 12
)
σω if C > C0.
(12)
and t by Eq. (11). Above, a, b, d, f , g ∈ R and
Dth, C0 ∈ N, as well as tmaxµg,0 ∈ R with a fixed µg,0, are
parameters that we optimize through PSO. The random
variables r1,2, z have the same meaning as in Eq. (7).
In the third case with C > 0 and σg ≤ 1tmax , we update
ωq as in Eq. (12), but choose t randomly from probabil-
ity distribution Pt(t) that is uniform on a time interval
[0, tmax]. The policy P(nR)mach,u, with nR = 20, significantly
outperforms the other policies mentioned above as illus-
trated in Fig. 2, and the corresponding median error does
not saturate on the considered interval of measurement
shots. As shown in the inset, in the beginning of the ex-
periment, the waiting times used by P(20)mach,u are longer
than those of Pman and P˜(20)mach, and with a large num-
ber of measurement shots, the exponential increase of t
is limited by tmax.
(a) (b)
(c) (d)
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Figure 3: (Color online) Optimal shape for the probability
density Pt(t) (see text). The normalized relaxation times are
T1µg,0 = nRpi with the number of vacuum Rabi cycles nR
equal to (a) 20, (b) 12, (c) 8, and (d) 2; the panels exhibit
Pt(t) obtained for the policies P(nR)mach,c. The dashed vertical
lines mark the normalized relaxation times T1µg,0. Panel (e)
exhibits the normalized median squared errors for ω˜r calcu-
lated for ensembles of simulated samples. In (e), the param-
eter values correspond to the panels (a)-(d): nR = 20 (solid),
nR = 12 (dotted), nR = 8 (dashed), and nR = 2 (dash-
dotted). Black curves are for the policies P(nR)mach,c, red curves
for P(nR)mach,u that yield near-optimal results.
We find that uniform Pt(t) yields results close to those
for the optimal shape of Pt(t). To demonstrate this, we
study policies P(nR)mach,c where we allow Pt(t) a priori to be
a more general function, while keeping the parameters
characterizing P(nR)mach,u fixed at their optimal values. We
set Nt = 16 time points 0 = t1 < t2, . . . < tNt = t′max
such that their density is inversely proportional to the
envelope of the exponentially decaying Rabi oscillations
∼ exp(−t/T1). We then search for an optimal Pt(t) that
is a continuous linear function between these time points
ti. The values Pt(ti) determine Pt(t) uniquely and we
optimize them through PSO.
Figures 3(a)-(d) exhibit Pt(t) optimized for different
6(a) (b)
(c) (d)
Figure 4: (Color online) The influence of the initial param-
eter uncertainty. Normalized median squared error for en-
sembles of simulated samples, with standard deviations σω,0
equal to 2µg,0 (black solid), 10µg,0 (blue dotted), and 20µg,0
(red dashed). Different panels correspond to normalized re-
laxation times T1µg,0 = nRpi, with nR equal to (a) 20, (b) 12,
(c) 8, and (d) 2. All the curves have been calculated through
policies P(nR,σ)mach,u optimized for different T1µg,0 and σω,0.
relaxation times, for T1µg,0 = nRpi with nR = 20, 12, 8,
and 2, respectively. Note that nR =
T1µg,0
pi is the num-
ber of Rabi cycles that an excitation oscillating between
the qubit and the resonator undergoes in time T1 when
the coupling strength is µg,0 (for details, see [16] and
references therein). Our PSO calculations indicate that
optimally Pt(t) is peaked around the value that lies on
the time interval [1.31T1, 1.49T1]. However, we find that
the median error is not very sensitive to the shape of
Pt(t), as long as the mean of the distribution is of the
correct order of magnitude, and uniform Pt(t) can give
near-optimal results. Optimizing P(nR)mach,u corresponds to
exploring an 8-dimensional policy space. The parame-
ter values determining the best policy found within this
space are presented in Appendix in Table I. For tmax, we
find advantageous to set it in the region [1.37T1, 1.55T1].
In Fig. 3(e) we plot the normalized median squared
error of ω˜r for the relaxation times T1µg,0 = 20pi (solid),
T1µg,0 = 12pi (dotted), T1µg,0 = 8pi (dashed), and
T1µg,0 = 2pi (dash-dotted), obtained for the correspond-
ing optimized policies P(nR)mach,u (black) and P(nR)mach,c (red).
We find that P(nR)mach,u and P(nR)mach,c yield approximately the
same error and uniform Pt(t) thus yields near-optimal re-
sults. In the following we therefore concern ourselves on
the policies of the type P(nR)mach,u.
VII. EXTREME INITIAL UNCERTAINTY
To optimize the performance of the policies employ-
ing a Bayesian inference scheme, they also have to be
adjusted for the initial parameter uncertainty and the
initial prior. The performance for different initial priors
is illustrated in Figs. 4. We consider normalized relax-
ation times T1µg,0 = nRpi, with nR equal to (a) 20, (b)
12, (c) 8, and (d) 2. For each relaxation time, we study
different standard deviations for the uniform probabil-
ity distribution through which the true values (g0, ωr,0)
are randomly chosen. Different curves in Fig. 4 are for
σω,0 = 2µg,0 (black solid), σω,0 = 10µg,0 (blue dotted),
and σω,0 = 20µg,0 (red dashed), calculated through poli-
cies that we denote by P(nR,2)mach,u = P(nR)mach,u, P(nR,10)mach,u , and
P(nR,20)mach,u , respectively. Each policy is optimized for the
corresponding T1 and σω,0. Throughout Fig. 4 we have
σg,0 = 0.25µg,0. The parameters determining the poli-
cies are listed in Appendix in Table I. Our policies are
robust also for extreme initial uncertainty in ωr. With
a large uncertainty in ωr, the qubit frequency ωq follows
the rule (10), but with the first detection of d > Dth
the uncertainty decreases to O(µg). This is why median
error exhibits an increasingly steep drop with increasing
initial uncertainty σω,0.
(a) (b)
(c) (d)
Figure 5: (Color online) Performance with imperfections in
the readout, with the error probability Pe = 0.1. Normal-
ized median squared error calculated for ensembles of simu-
lated samples for policies P(nR),remach,u with presumed nR equal to
(a) 20, (b) 12, (c) 8, and (d) 2. The true normalized relax-
ation times T1µg,0 are (a) 20pi (black solid), 16pi (blue dotted),
12pi (red dashed), (b) 12pi (black solid), 8pi (blue dotted), 6pi
(red dashed), (c) 8pi (black solid), 6pi (blue dotted), 4pi (red
dashed), and (d) 2pi (black solid), pi (blue dotted), pi
2
(red
dashed).
7VIII. EXPERIMENTAL IMPERFECTIONS
To account for possible presence of experimental im-
perfections, we assume a finite probability Pe for a read-
out error or the probability of misidentifying a ground
state as an excited state and vice versa. As a conser-
vative estimate, we set Pe = 0.1. In Figs. 5(a)-(d) the
black curves exhibit the normalized median squared er-
ror of ω˜r for the policies P(20),remach,u, P(12),remach,u, P(8),remach,u, and
P(2),remach,u, optimized for the normalized relaxation times
T1µg,0 = 20pi, 12pi, 8pi, and 2pi, respectively. As T1 is not
typically known precisely and can also vary as a function
of time [41], we also test P(nR),remach,u for the situations where
the true relaxation time differs from that presumed by
the policy. We find that if the true relaxation time is
longer than that presumed by the policy, this neverthe-
less leads to more accurate estimates (not shown in the
figures). In Fig. 5 we study a more challenging situation
where the true relaxation time is shorter. We consider
(a) P(20),remach,u with the true T1µg,0 = 20pi, 16pi, 12pi, (b)
P(12),remach,u with the true T1µg,0 = 12pi, 8pi, 6pi, (c) P(8),remach,u
with the true T1µg,0 = 8pi, 6pi, 4pi, and (d) P(2),remach,u with
the true T1µg,0 = 2pi, pi, pi2 . When the vast majority of
waiting times exceed the true T1, this leads to loss of sig-
nal which can limit the accuracy of an estimate. But we
find improving estimates even when the true T1 is only
∼ 50% of the value presumed by the policy. These re-
sults suggest that a more advanced method where T1 is
treated as another unknown parameter would be robust
against relatively large amount of error in T1.
IX. CONCLUSION
In conclusion, we note that decoherence, an ubiquitous
source of errors in quantum information processing de-
vices, continues to limit their performance and our abil-
ity to characterize them efficiently. For instance, in the
system studied in this paper, much of the power of adap-
tive measurements is based on the idea to employ expo-
nentially increasing, rather than evenly spaced waiting
times. In the absence of relaxation, this can exponen-
tially speed up the estimation. However, if the system
can only undergo a small number of Rabi oscillations be-
fore relaxation takes place, this sets a limit on the longest
useful waiting time. Taking into account this limitation,
we have used machine learning techniques to make the
measurements as informative as possible. We have deliv-
ered policies which make system characterization vastly
more efficient also in the presence of experimental imper-
fections.
ACKNOWLEDGEMENTS
We acknowledge A. Hentschel, P. Palittapongarnpim,
and B. C. Sanders for discussions. This work was sup-
ported by the European Union through ScaleQIT.
APPENDIX
Every candidate policy for P(nR,σ)(,re)mach,u can be
parametrized as a vector (a, b, d, f, g, tmaxµg,0, Dth, C0) ∈
R6×N2. Similarly, candidate policies for P(nR,σ)(,re)mach,c can
be parametrized as a vector [Pt(t2), . . . , Pt(t16)] ∈ R15.
The parameters determining our best policy P(nR,σ)(,re)mach,u
are presented in Table I; for those of P(nR,σ)(,re)mach,c , see
Figs. 3(a)-(d).
P/param. a b d f g tmaxµg,0 Dth C0
P(2,2)mach,u 3.92 5.61 0.94 5.04 3.47 9.18 6 190
P(2,2),remach,u 1.45 3.52 3.14 6.28 1.38 9.17 5 118
P(2,10)mach,u 1.29 3.53 3.09 4.44 4.90 9.17 9 28
P(2,20)mach,u 1.04 3.41 3.13 5.41 3.18 9.17 8 198
P(8,2)mach,u 2.65 2.21 8.58 4.72 6.16 37.95 3 195
P(8,2),remach,u 3.88 2.16 0.73 4.46 1.05 34.93 2 194
P(8,10)mach,u 3.13 0.00 3.56 3.83 0.91 36.19 8 61
P(8,20)mach,u 3.56 1.39 5.37 5.03 3.21 35.02 3 195
P(12,2)mach,u 8.68 7.37 4.38 4.14 5.34 56.17 5 121
P(12,2),remach,u 3.88 6.02 2.71 5.18 4.84 55.42 1 199
P(12,10)mach,u 4.57 0.00 1.76 4.74 1.48 52.78 7 159
P(12,20)mach,u 3.79 0.00 2.81 4.57 3.79 58.43 7 76
P(20,2)mach,u 7.49 3.11 1.44 4.96 5.98 94.25 6 129
P(20,2),remach,u 7.31 2.83 0.00 4.73 4.57 86.08 8 199
P(20,10)mach,u 5.38 0.00 0.84 3.88 0.33 93.62 9 199
P(20,20)mach,u 4.02 0.06 5.87 4.74 0.00 97.34 6 94
Table I: Parameters determining optimized policies P. For
the meaning of the parameters, see Eqs. (11) and (12) and
the discussion above them.
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