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Summary. This paper specifies methods enabling specific types of frequency do-
main loopshaping in the LQG framework. It gives the augmented state and obser-
vation equations for a general system with colored sensor or motor noise, sensor
and actuator dynamics, and frequency weight on the control and performance costs.
The performance weights are useful in design for dealing with the effects of many
challenges facing control designers other than colored control and performance in
the narrow sense, through shaping the sensitivity and loop gain. Delay is useful
both as a common defect in applications, and as a tool to investigate robustness.
An example of using the associated Matlab routine is given. This is nothing earth
shattering but it is useful but tedious work that readers won’t need to repeat.
1 Introduction
This paper is describes the implementation of a very general way to use fre-
quency weighted performance in LQG. It gives the equations for that along
with a somewhat obvious but still tedious framework for modelling the sys-
tem’s sensor and actuator dynamics. These are not huge conceptual leaps,
just the working-out of a convenient and general framework.
The main contribution is just writing the equations out in matrix form
and making the whole thing available in Matlab. You can get the key files by
emailing me.
2 Equations of the augmented system
We seek to design a feedback controller for a plant described in standard
state space form: x˙g = Agx+Bguu+Bgww, and y = Cgx+Dguu+Dgww. In
order to design a controller with sensor and actuator dynamics, and frequency
weighting on performance, a series of additional plants are defined based on
the convention
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x˙x = Ax +Bxux, y = Cxxx +Dxux (1)
• Subscript z denoting performance and input frequency weighting.
• Subscript u denoting actuator dynamics.
• Subscript y denoting sensor dynamics.
• Subscript w denoting disturbance coloring.
• Subscript v denoting sensor noise coloring.
• Subscript k denoting Kalman filter dynamics.
Each of these plants takes as an input a variable with the subscript i and
outputs a variable whose name is the same as the subscript of the system,
i.e. z = Gzzi. The internal state of the performance system is xz and so on
for the rest. The content of ui, yi, wi, vi should be obvious. The input to the
performance subsystem zi = [xg;u], but it is most convenient to express the
system equations without using zi. Note that control inputs are fed through
to the performance subsystem to allow for frequency weighting.
It is useful to have some special B and D matrices that don’t fit the
above form and have dual subscripts, in order to make equations readable:
Bzu, Dzu, Bzg, Dzg are partitions of Bz, Dz, used to feed the plant state and
actuator output to the performance. It would not be too hard to allow for
feeding the internal actuator states or even sensor output or states to the
performance if desired but it seems excessive now. The plant takes inputs
from multiple subsystems so for clarity its input matrices are partitioned into
Bgu, Dgu, Bgw, Dgw.
The closed loop system is shown in fig. 1, with the state feedback gain K.
Apologies if it is insultingly explicit, but I wanted to be thorough. For the
purposes of this paper, the compensator is considered to include everything
from yi to ut. The disturbance vector w may include exogenous or endogenous
noises or references.
Fig. 1. System Loop.
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The nicest thing about this format and how it is implemented in Matlab
is that you can just set any of these systems to be feedthrough. By setting
A and B to empty matrices, C to zero, and D to identity, and allowing the
multiplication of a matrix by an empty matrix to yield an empty matrix, the
equations simplify to exactly what you would get had you not done the more
general form, and correspond to fig. 2.
Fig. 2. System Loop with all feedthroughs.
The governing equations follow. Apologies for tedium but I just wanted to
make it complete. First, the disturbance and performance coloring along with
actuator dynamics are described by eq. 1 with no double subscripts.
Here are the plant equations to yi, a noiseless pre-sensor dynamics variable.
x˙g = Agxg +Bguu+Bgww (2)
yi = Cgxg +Dguu+Dgww (3)
For making them into matrix equations it is useful to expand them
x˙g = Agxg +BguCuxu +BguDuui +BgwCwxw +BgwDwwi (4)
yi = Cgxg +DguCuxu +DguDuui +DgwCwxw +DgwDwwi (5)
Here are the equations for the performance weighting system.
x˙z = Azxz +Bzgxg +Bzuu (6)
z = Czxz +Dzgxg +Dzuu (7)
or, expanded,
x˙z = Azxz +Bzgxg +BzuCuxu +BzuDuui (8)
z = Czxz +Dzgxg +DzuCuxu +DzuDuui (9)
(10)
Sensor equations follow and then their expanded forms. The subscript t
denotes ’true’, as the output of the sensor dynamics is not yet corrupted by
noise.
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x˙y = Ayxy +Byyi (11)
yt = Cyxy +Dyyi (12)
x˙y = Ayxy +ByCgxg +ByDguCuxu +ByDguDuui... (13)
+ByDgwCwxw +ByDgwDwwi (14)
yt = Cyxy +DyCgxg +DyDguCuxu +DyDguDuui... (15)
+DyDgwCwxw +DyDgwDwwi (16)
The complete open loop system matrix equation does not fit on one line.
It is:
[
x˙1
]
=

x˙z
x˙y
x˙g
x˙u
x˙w
x˙v
 =
[
A1
]

xz
xy
xg
xu
xw
xv
+
[
B1
]  uiwi
vi
 = [B1 ] [u1 ] (17)
where
[
A1
]
=

Az 0 Bzg BzuCu 0 0
0 Ay ByCg ByDguCu ByDgwCw 0
0 0 Ax BguCu BgwCw 0
0 0 0 Au 0 0
0 0 0 0 Aw 0
0 0 0 0 0 Az
 (18)
and
[
B1
]
=

BzuDu 0 0
BguDu BgwDw 0
Bu 0 0
0 Bw 0
0 0 Bv
 (19)
and the outputs are given by yty
z
 =
C1ytC1y
C1z
 [x1 ]+
D1ytD1y
D1z
 [u1 ] (20)
where C1ytC1y
C1z
 =
 0 Cy DyCx DyDguCu DyDgwCw 00 Cy DyCx DyDguCu DyDgwCw Cv
Cz 0 Dzg DzuCu 0 0
 (21)
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D1z
 =
 Dgu DuDgw 0Dgu DuDgw Dv
DzuDu 0 0
 (22)
This can be expressed in the standard linear fractional transformation
format as
 A1 [B1w B1v] B1uC1z 0 DzuDu
C1yt [Dgw Dw] DguDu
 (23)
The next step is to do LQR on this. There is a little bit of trickery required
to handle passing the control input through to the performance, similar to
something done in MAE 678 on March 2, 2005. The z vector corresponding
to the Rzz matrix in this formulation will generally be first some frequency
weighted function of the plant state, followed by a frequency weighted actuator
output. It helps to define a partitioning of D1z : D2z = DzuDu, and then the
relevant equations are
z = C1zx1 +D2zui(24)
J =
∫
[zTRzzz + uTi Rui]dt(25)
=
∫
[(C1zx1 +D2zui)TRzz(C1zx1 +D2zui) + uTi Rui]dt(26)
=
∫
[xT1 C
T
1zRzzC1zx1 + 2x
T
1 C
T
1zRzzD2zui + u
T
i (D
T
2zRzzD2z +R)u
T
i ]dt(27)
This is handled in a standard way in Matlab’s lqry.m.
The Kalman Filter is obtained in the standard way with kalman.m, using
noise intensities from before the prewhiteners, and yields a subsystem Gk.
The final step is to obtain the equations for the stand-alone compensator.
It is easy if you consider the actuator and sensor to be outside of the compen-
sator. If you want to include them, then it is helpful to partition the Kalman
filter Bk matrix into Bku and Bky corresponding to the different inputs to the
filter, and then the equations are:
x˙p =

Ay 0 0 0
0 Av 0 0
BkyCy BkyCv Ak −BkuK 0
0 0 −BkuK Au


xpy
xpv
xˆ
xu
+

By 0
0 Bv
BkyDy BkyDv
0 0
[ ytvi
]
(28)
[
ut
]
=
[
0 0 −DuK Cu
] 
xpy
xpv
xˆ
xu
 (29)
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It is also helpful to have the closed loop system equations from v and w
to ui. Expressing the state as a stacked vector of the true and estimated x1,
the A and B matrices are
[
x˙1
˙ˆx1
]
=
[
A1 −Bu1K
LC1y A1 −Bu1K − LC1y
] [
x1
xˆ1
]
+
[
Bw1 Bv1
0 LDv
] [
wivi
]
(30)
The C and D matrices for y are [C1y0], [D1y]. The C and D matrices for yi
are [0z0yCgDguCuDgwCw −DguDuK], [DgwDw0]. Knowing that ui = −Kxˆ1
then C and D matrices to ui are [0−K], 0.
For the purposes of predicting noisy actuator output, it is useful to have
a system with inputs w, v and output u, but endogenous noise is then both
an input and an output. This is dealt with by requiring Gu = Gm (often
reasonable) with subscript m denoting the endogenous disturbances (actuator
noise) subset of w. Using superscript m to denote a matrix modification in
which the terms for non-endogenous disturbances are set to zero, defining
an output uui+mi = −Kxˆ + Cmw xmw + Dmw + wmi so that u = Guuui+mi it
is possible to simulate the closed loop system to the actuator’s input, and
then post-filter this with Gu = Gm to obtain u. The output is obtained with
CCL,ui+mi = [0p0y0gCmw 0v −K], DCL,ui+mi = [Dmw 0].
In general be careful to remember that prewhiteners are built into the
system equations if you want to simulate them with lsim or something like
that.
3 Utility
The use of sensor and disturbance noise coloring is well known. Sensor and
actuator dynamics can be used for obvious purposes, with delay and lag being
common.
The more interesting part is the use of frequency weighting on perfor-
mance and actuation. This can be used to allocate different actuators that
control the same degree of freedom to different frequency ranges. For exam-
ple, a piezo actuator and a DC gearmotor might both be used on a single
assembly in order to achieve both fine, high-bandwidth control, and large dy-
namic range. By penalizing low frequency use of the piezo and vice versa,
you can have cheap control of the piezo without saturating it. This can also
be used for loopshaping, for example, LQG often makes bad decisions about
the allocation of loop gain for highly resonant structures. By putting a band
pass filter with some feedthrough on the control cost, loop gain and hence
sensitivity spikes in that frequency range can be suppressed. In general, LQG
has robustness problems, and so additional loopshaping with these techniques
is a good idea in cases were going to a robust control design does not make
sense. In many cases it makes sense to penalize high frequency inputs, for
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example when actuators have multiplicative noise, as in the human case. In
vibration isolation, it is typically necessary to tolerate accelerations at very
low and very high frequencies for hardware reasons, and this can be reflected
in a state performance weight. Power consumption may be a function of the
frequency of actuator input due to inefficiencies. Obviously people often want
to suppress high frequency chatter on states with backlash. In vehicle systems,
frequency allocation of disturbances is the well known NVH problem.
With care you can use coupling between inputs or states to achieve odd
things... I can’t think of what to do with that now, but...
4 Conclusion
Enjoy. It is easiest to start with very simple things with feedthroughs every-
where and work your way up.
This work was supported by an NSF Graduate Student Fellowship.
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