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FLAG HARDY SPACES AND MARCINKIEWICZ MULTIPLIERS
ON THE HEISENBERG GROUP: AN EXPANDED VERSION
YONGSHENG HAN, GUOZHEN LU, AND ERIC SAWYER
Abstract. Marcinkiewicz multipliers are Lp bounded for 1 < p < ∞ on the
Heisenberg group Hn ≃ Cn × R (D. Muller, F. Ricci and E. M. Stein [25],
[26]). This is surprising in that this class of multipliers is invariant under a
two parameter group of dilations on Cn × R, while there is no two parameter
group of automorphic dilations on Hn. This lack of automorphic dilations
underlies the inability of classical one or two parameter Hardy space theory to
handle Marcinkiewicz multipliers on Hn when 0 < p ≤ 1.
We address this deficiency by developing a theory of flag Hardy spaces
H
p
flag
on the Heisenberg group, 0 < p ≤ 1, that is in a sense ‘intermediate’
between the classical Hardy spaces Hp and the product Hardy spaces Hp
product
on Cn×R (A. Chang and R. Fefferman ([3], [4], [8], [9], [10]). We show that flag
singular integral operators, which include the aforementioned Marcinkiewicz
multipliers, are bounded on Hp
flag
, as well as from Hp
flag
to Lp, for 0 < p ≤ 1.
We also characterize the dual spaces of H1
flag
and Hp
flag
, and establish a
Caldero´n-Zygmund decomposition that yields standard interpolation theorems
for the flag Hardy spaces Hp
flag
. In particular, this recovers the Lp results in
[25] (but not the sharp results in [26]) by interpolating between those for Hp
flag
and L2.
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1. Introduction
Classical Caldero´n-Zygmund theory centers around singular integrals associated
with the Hardy-Littlewood maximal operator M that commutes with the usual
one-parameter family of dilations on Rn, δ · x = (δx1, ..., δxn) for δ > 0. On the
other hand, product Caldero´n-Zygmund theory centers around singular integrals
associated with the strong maximal function MS that commutes with the multi-
parameter dilations on Rn, δ · x = (δ1x1, ..., δnxn) for δ = (δ1, ..., δn) ∈ Rn+. All
of these dilations are group automorphisms on Rn. The strong maximal function
([20]) is given by
(1.1) MS(f)(x) = sup
x∈R
1
|R|
∫
R
|f(y)|dy,
where the supremum is taken over the family of all rectangles R with sides parallel
to the axes.
For Caldero´n-Zygmund theory in the product setting, one considers operators of
the form Tf = K ∗ f, where K is homogeneous, that is, δ1...δnK(δ · x) = K(x), or,
more generally, K(x) satisfies the certain differential inequalities and cancellation
conditions such that the kernels δ1...δnK(δ · x) also satisfy the same bounds. Such
operators have been studied for example in Gundy-Stein ([15]), R. Fefferman and
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Stein [11], R. Fefferman ([8]), Chang and R. Fefferman ([3], [4], [5]), Journe´ ([21],
[22]), Pipher [29], and others. More recently, Hankel theorems and commutators
have been treated in the product setting by Ferguson and Lacey [12] and Lacey and
Terwilliger [23].
On the other hand, multi-parameter analysis has only recently been developed
for Lp theory with 1 < p <∞ when the underlying multi-parameter structure is not
explicit, but implicit, as in the flag multi-parameter structure studied in [27] and
its counterpart on the Heisenberg group Hn studied in [25] and [26]. In these latter
two papers the authors obtained the surprising result that certain Marcinkiewicz
multipliers, invariant under a two-parameter group of dilations on Cn × R, are
bounded on Lp (Hn), despite the absence of a two-parameter automorphic group of
dilations on Hn. This striking result exploited an implicit product, or semiproduct,
structure underlying the group multiplication in Hn ≃ Cn×R. In contrast to this,
it is not hard to see that the class of flag singular integrals considered there is not
in general bounded on the standard one-parameter Hardy space H1 (Hn) (see e.g.
Theorem 21 in Section 11 below). The lesson learned here is that Hardy space
theories for 0 < p ≤ 1 must be tailored to the invariance properties of the class of
singular integral operators under consideration.
The goal of this paper is to develop for the Heisenberg group a theory of flag
Hardy spaces Hpflag, with 0 < p ≤ 1, that serve to provide a suitable endpoint
theory for Marcinkiewicz multipliers on the Heisenberg group. This answers in
part a question posed to one of us by E.M. Stein in 1998. We remark that the
first two authors have treated a Euclidean flag structure in [19], a precursor of this
paper that is not intended for publication.
The flag theory for the Heisenberg group is most conveniently explained when
p = 1 in the more general context of spaces (X, ρ, dµ) of homogeneous type [2],
which already include Euclidean spaces RN and stratified graded nilpotent Lie
groups such as the Heisenberg groups Hn = Cn × R. We may assume here that ρ
and dµ are connected by the equivalence
(1.2) µ (Bρ (x, r)) ≈ r where Bρ (x, r) = {y ∈ X : ρ (x, y) < r} .
In particular, the usual structure on Euclidean space Rn is given by ρ (x, y) =
|x− y|n and dµ (x) = dx.
Recall that one of several equivalent definitions of the Hardy space H1 (X) is
given as the set of f ∈ (Cη (X))∗ with
‖f‖H1(X) ≡ ‖g (f)‖L1(dµ) <∞,
where the Littlewood-Paley g-function g (f) is given by
g (f) =

∞∑
j=−∞
|Ejf |2

1
2
,
and where {Ej}∞j=−∞ is an appropriate Littlewood-Paley decomposition of the iden-
tity on L2 (dµ).
The product Hardy spaceH1product (X ×X ′) corresponding to a product of homo-
geneous spaces (X, ρ, dµ) and (X ′, ρ′, dµ′) is given as the set of f ∈ (Cη (X ×X ′))∗
with
‖f‖H1
product
(X×X′) ≡ ‖gproduct (f)‖L1(dµ×dµ′) <∞,
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where the product Littlewood-Paley g-function gproduct (f) is given by
gproduct (f) =

∞∑
j,j′=−∞
∣∣DjD′j′f ∣∣2

1
2
,
and where {Dj}∞j=−∞ and
{
D′j′
}∞
j′=−∞ are Littlewood-Paley decompositions of the
identities on L2 (dµ) and L2 (dµ′) respectively (and act separately on the respective
distinct variables). Note that if j = j′ then DjD′j′ = DjD
′
j satisfies estimates
similar to those for Ej in the standard one-parameter Hardy space H
1 (X ×X ′).
Thus we see that
gproduct (f) =

∞∑
j,j′=−∞
∣∣DjD′j′f ∣∣2

1
2
≥

∞∑
j
∣∣DjD′jf ∣∣2

1
2
≈

∞∑
j
|Ejf |2

1
2
= g (f) ,
and so we have the inclusion
H1product (X ×X ′) ⊂ H1 (X ×X ′) .
Now we specialize the space of homogeneous type X to be the Heisenberg group
Hn = Cn × R. The flag structure on the Heisenberg group Hn arises in an in-
termediate manner, namely as a homogeneous space structure derived from the
Heisenberg multiplication law that is adapted to the product of the homogeneous
spaces Cm and R. The appropriate definition of the flag Hardy space H1flag (H
n) is
already suggested in [26], where a Littlewood-Paley g-function gflag is introduced
that is adapted to the flag structure on the Heisenberg group Hn = Cn × R:
gflag (f) =

∞∑
j,k=−∞
|EkDjf |2

1
2
,
where {Dj}∞j=−∞ is the standard Littlewood-Paley decomposition of the identity
on L2 (Hn), and {Ek}∞k=−∞ is the standard Littlewood-Paley decomposition of
the identity on L2 (R). One can then define H1flag(H
n) to consist of appropriate
‘distributions’ f on Hn with
‖f‖H1
flag
(Hn) ≡ ‖gflag (f)‖L1(Hn) <∞.
Now for k ≤ 2j, it turns out that EkDj is essentially the one-parameter Littlewood-
Paley function Dj; while for k > 2j it turns out that EkDj is essentially the product
Littlewood-Paley function EkFj where {Fj}∞j=−∞ is the standard Littlewood-Paley
decomposition of the identity on L2 (Cn). Thus we see that gflag (f) is a semiprod-
uct Littlewood-Paley function satisfying
gproduct (f) / gflag (f) / g (f) ,
H1product (X ×X ′) ⊂ H1flag (X ×X ′) ⊂ H1 (X ×X ′) .
We describe this structure as ‘semiproduct’ since only vertical Heisenberg rectangles
(which are essentially unions of contiguous Heisenberg balls of fixed radius stacked
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one on top of the other) arise as essentially the supports of the components EkDj
when k > 2j. When k ≤ 2j, the support of EkDj is essentially a Heisenberg cube.
Thus no horizontal rectangles arise and the structure is ‘semiproduct’.
Of course, we must also address the nature of the ‘distributions’ referred to above,
and for this we will use a lifting technique introduced in [25] to define projected flag
molecular spaces Mflag (Hn), and then the aforementioned distributions will be
elements of the dual space Mflag (Hn)′. We also show that these distributions are
‘essentially’ the same as those obtained from the dual of a more familiar moment
flag molecular space MF (Hn). Finally, we mention that a theory of flag Hardy
spaces can also be developed with the techniques used here, but without recourse
to any notion of ‘distributions’, by simply defining Hpabstract (H
n) to be the abstract
completion of the metric space
Xp (Hn) ≡ {f ∈ L2 (Hn) : gflag (f) ∈ Lp (Hn)}
with metric
d (f1, f2) ≡ ‖gflag (f1 − f2)‖pLp(Hn) , fj ∈ Xp (Hn) .
We show that the abstract space Hpabstract (H
n), whose elements are realized only
as equivalence classes of Cauchy sequences, is in fact isomorphic to the space
Hpflag (H
n), whose elements have the advantage of being realized as a subspace of
distributions, namely those f in Mflag (Hn)′ whose flag Littlewood-Paley function
gflag (f) belongs to L
p (Hn).
In Part 1 of the paper we define flag Hardy spaces and state our results. In
Part 2 we give the proofs, and in Part 3 we begin a modest extension of the theory
to spaces of homogeneous type. In particular, we construct there a dyadic grid
adapted to the flag structure, which is essential for our treatment of the Heisenberg
group.
Part 1. Flag Hardy spaces: definitions and results
Our point of departure is to develop a wavelet Caldero´n reproducing formula
associated with the given two-parameter structure as in [26], and then to prove
a Plancherel-Poˆlya type inequality in this setting. This will provide the flexibility
needed to define flag Hardy spaces and prove boundedness of flag singular integrals,
duality and interpolation theorems for these spaces. To explain the novelty in this
approach more carefully, we point out the following three types of reproducing
formula derived from the original idea of Caldero´n:
f (x) =
∫ ∞
0
ψt ∗ ψt ∗ f (x)
dt
t
,
f (x) =
∑
j∈Z
D˜jDjf (x) ,
f(x) =
∑
j
∑
I
{|I| (ψj ∗ f) (xI)} ψ˜j(x, xI).
We refer to the formula in the first line as a continuous Caldero´n reproducing
formula, its advantage being the use of compactly supported components ψt that
are repeated. We refer to the second formula as a discrete Caldero´n reproducing
formula, in whichDj is generally a compactly supported nonconvolution operator in
a space of homogeneous type, and D˜j is no longer compactly supported but satisfies
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molecular estimates. In certain cases, such as in Euclidean space, it is possible to use
the Fourier transform to obtain a discrete decomposition with repeated convolution
operators Dj = ψj .
Finally, we refer to the third formula as a wavelet Caldero´n reproducing formula,
which can also be developed in a space of homogeneous type. For example, such
formulas were first developed by Frazier and Jawerth in certain situations in [13].
The advantage of the third formula is that it expresses f as a sum of molecular,
or wavelet-like, functions ψ˜j (x, xI) with coefficients |I|
(
ψj ∗ f
)
(xI) that are ob-
tained by evaluating ψj ∗ f at any convenient point in the set I from a dyadic
decomposition at scale 2j of the space. As a consequence, we can replace the co-
efficient |I| (ψj ∗ f) (xI) with either the supremum or infimum of such choices and
retain appropriate estimates (see Theorem 4 below). We note in passing that the
collection of functions
{
ψ˜j (x, xI)
}
j,I
form a Riesz basis for L2. In certain cases
when such functions form an orthogonal basis, the decomposition is referred to as
a wavelet decomposition, and it is from this that we borrow our terminology.
This ‘wavelet’ scheme is particularly useful in dealing with the Hardy spaces Hp
for 0 < p ≤ 1, and using this we will show that flag singular integral operators are
bounded on Hpflag for all 0 < p ≤ 1, and furthermore show that these operators are
bounded from Hpflag to L
p for all 0 < p ≤ 1. These ideas can also be applied in
the pure product setting to provide a different approach to proving Hpproduct to L
p
boundedness than that used by R. Fefferman, albeit requiring more smoothness,
and thus bypass both the action of singular integral operators on rectangle atoms,
and the use of Journe´’s covering lemma.
We now recall the example of implicit multiparameter structure that provides
the main motivation for this paper. In [25], D. Muller, F. Ricci and E. M. Stein
uncovered a new class of flag singular integrals on Heisenberg(-type) groups that
arose in the investigation of Marcinkiewicz multipliers. To be more precise, let
m(L, iT ) be the Marcinkiewicz multiplier operator, where L is the sub-Laplacian,
T is the central element of the Lie algebra on the Heisenberg group Hn = Cn × R,
and m satisfies Marcinkiewicz conditions as in [25]. It was proved in [25] that
the kernel of m(L, iT ) satisfies standard one-parameter Caldero´n-Zygmund type
estimates associated with automorphic dilations in the region where |t| < |z|2 , and
two-parameter Caldero´n-Zygmund type estimates in the region where |t| ≥ |z|2.
The proof of Lp boundedness of m(L, iT ) given in [25] requires lifting the oper-
ator to a larger group, Hn × R. This lifts K, the kernel of m(L, iT ) on Hn, to a
product kernel K˜ on Hn ×R. The lifted kernel K˜ is constructed so that it projects
to K by
K(z, t) =
∫ ∞
−∞
K˜(z, t− u, u)du
taken in the sense of distributions. The operator T˜ corresponding to the product
kernel K˜ can be dealt with in terms of tensor products of operators, and one
can obtain their Lp boundedness from the known pure product theory. Finally,
the Lp boundedness of the operator with kernel K follows from the transference
method of Coifman and Weiss ([2]), using the projection π : Hn × R → Hn by
π((z, t), u) = (z, t+u). One of our main results, Corollary 20 below, is an extension
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of the boundedness of m(L, iT ) to flag Hardy spaces Hpflag for all 0 < p ≤ 1, and
follows from the boundedness of flag singular integrals on Hpflag.
In a subsequent paper [26], D. Muller, F. Ricci and E.M. Stein obtained the
same boundedness results but with optimal regularity on the multipliers. This
required working directly on the group without lifting to a product, and led to the
introduction of a continuous flag Littlewood-Paley g-function and a corresponding
continuous Caldero´n reproducing formula. We remark that one of the main features
of our extension of these results to Hp for 0 < p ≤ 1 is the construction of a wavelet
Caldero´n reproducing formula.
We note that the regularity satisfied by flag singular kernels is better than that
of the product singular kernels. More precisely, the singularity of the standard
pure product kernel on Cn × R is contained in the union {(z, 0)} ∪ {(0, u)} of two
subspaces, while the singularity of K(z, u), the flag singular kernel on Hn = Cn×R
defined by (1) below, is contained in a single subspace {(0, y)}, but is more singular
on yet a smaller subspace {(0, 0)}, a situation described neatly in terms of the flag
(or filtration) of subspaces, {(0, 0)} $ {(0, u)} $ Hn. Some natural questions that
arise now are these.
Question 1: What is the correct definition of a flag Hardy space Hpflag on the
Heisenberg group for 0 < p ≤ 1 in order that both (1) Maricinkiewicz multipliers
are bounded, and (2) the Lp results are recovered by interpolation?
Question 2: What is the correct definition of spaces BMOflag of bounded
mean oscillation, and more generally, what is the duality theory for Hpflag?
Question 3: What is the relationship between classical Hardy spaces Hp and
the flag Hardy spaces Hpflag?
We address these questions as follows. As in the Lp theory for p > 1 consid-
ered in [25], one is naturally tempted to establish Hardy space theory under the
implicit two-parameter structure associated with flag singular integrals by invoking
the method of lifting to the pure product setting together with the transference
method in [CW]. However, this direct lifting method is not readily adaptable to the
case of p < 1 because the transference method is not known to be valid . A different
approach centering on the use of a continuous flag Littlewood-Paley g-function was
carried out in [26]. This suggests that the flag Hardy space Hpflag for 0 < p ≤ 1
should be defined in terms of this or a similar g-function. Crucial for this is the use
of a space of test functions arising from the lifting technique in [25], and a wavelet
Caldero´n reproducing formula adapted to these test functions. Here is the order in
which we implement these ideas.
(1) We first use the Lp theory of Littlewood-Paley square functions gflag as in
[26] to develop a Plancherel-Polya type inequality.
(2) We next define the flag Hardy spaces Hpflag using the flag g-function gflag
together with a space of test functions that is motivated by the lifting technique
in [25]. We then develop the theory of Hardy spaces Hpflag associated to the two-
parameter flag structures and the boundedness of flag singular integrals on these
spaces. We also establish the boundedness of flag singular integrals from Hpflag to
Lp.
(3) We then turn to duality theory for the flag Hardy space Hpflag and introduce
the dual space CMOp
flag
. In particular we establish the duality between H1
flag
and
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the space BMO
flag
. We then establish the boundedness of flag singular integrals
on BMO
flag
. It is worthwhile to point out that in the classical one-parameter or
pure product case, BMO is related to the concept of Carleson measure. The space
CMOp
flag
for all 0 < p ≤ 1, as the dual space of Hpflag introduced in this paper, is
then defined by a generalized Carleson measure condition.
(4) We then establish a Caldero´n-Zygmund decomposition lemma for any Hpflag
function (0 < p < ∞) in terms of functions in Hp1
flag
and Hp2
flag
with 0 < p1 < p <
p2 < ∞. This gives rise to an interpolation theorem between Hp1flag and Hp2flag for
any 0 < p2 < p1 <∞ (Hpflag = Lp for 1 < p <∞).
(5) Finally, we construct an example of a Marcinkiewicz multiplier that fails to
be bounded on the classical one-parameter Hardy space H1 (Hn).
We devote the remainder of Part 1 to a detailed description of our approach
and results. For the most part we deal exclusively with the Heisenberg group
Hn = Cn × R, but in constructing a dyadic grid on Hn, it is convenient to also
consider the more general case of special products of spaces of homogeneous type
(X, ρ, µ). Proofs will be given in Parts 2 and 3 of the paper.
2. The square function on the Heisenberg group
We begin with an implicit two-parameter continuous variant of the Littlewood-
Paley square function that is introduced in [26]. For this we need the standard
Caldero´n reproducing formula on the Heisenberg group. Note that spectral theory
was used in place of the Caldero´n reproducing formula in [26].
Theorem 1. (Corollary 1 of [14]) There is ψ ∈ C∞ (Hn) satisfying
either ψ ∈ S (Hn) and all moments of ψ vanish,
or ψ ∈ C∞c (Hn) and all arbitrarily large moments of ψ vanish,
such that the following Caldero´n reproducing formula holds:
f =
∫ ∞
0
ψ∨s ∗ ψs ∗ f
ds
s
, f ∈ L2 (Hn) ,
where ∗ is Heisenberg convolution, ψ∨ (ζ) = ψ (ζ−1) and ψs (z, t) = s−2n−2ψ ( zs , us2 )
for s > 0.
Remark 1. We will usually assume that ψ above has compact support. However,
it will sometimes be convenient for us if the component functions ψs have infin-
itely many vanishing moments. In particular we can then use the same component
functions to define the flag Hardy spaces for all 0 < p < ∞ (the smaller p is the
more vanishing moments are required to obtain necessary decay of singular inte-
grals). Thus we will sometimes sacrifice the property of having compactly supported
component functions.
We now wish to extend this formula to encompass the flag structure on the
Heisenberg group Hn.
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2.1. The component functions. Following [26], we construct a Littlewood-Paley
component function ψ defined on Hn ≃ Cn × R, given by the partial convolution
∗2 in the second variable only:
ψ(z, u) = ψ(1) ∗2 ψ(2)(z, u) =
∫
R
ψ(1)(z, u− v)ψ(2)(v)dv, (z, u) ∈ Cn × R,
where ψ(1) ∈ S(Hn) is as in Theorem 1, and ψ(2) ∈ S (R) satisfies∫ ∞
0
|ψ̂(2)(tη)|2 dt
t
= 1
for all η ∈ R\{0}, along with the moment conditions∫
Hn
zαuβψ(1)(z, u)dzdu = 0, |α|+ 2β ≤M,
∫
R
vγψ(2)(v)dv = 0, γ ≥ 0.
Here the positive integer M may be taken arbitrarily large when the support of
ψ(1) is compact, and may be infinite otherwise.
Thus we have
(2.1) f(z, u) =
∫ ∞
0
∫ ∞
0
ψˇs,t ∗ ψs,t ∗ f(z, u)
ds
s
dt
t
, f ∈ L2 (Hn) ,
where the functions ψs,t are given by
(2.2) ψs,t (z, u) = ψ
(1)
s ∗2 ψ(2)t (z, u) ,
with
ψ(1)s (z, u) = s
−2n−2ψ(1)(
z
s
,
u
s2
) and ψ
(2)
t (v) = t
−1ψ(2)(
v
t
),
and where the integrals in (2.1) converge in L2 (Hn). Indeed,
ψˇs,t ∗Hn ψs,t ∗Hn f (z, u) =
(
ψˇ
(1)
s ∗2 ψ(2)t
)
∗Hn
(
ψˇ
(1)
s ∗2 ψ(2)t
)
∗Hn f (z, u)
=
(
ψˇ
(1)
s ∗Hn ψˇ
(1)
s
)
∗Hn
(
ψ
(2)
t ∗R ψ(2)t
)
∗2 f (z, u)
yields (2.1) upon invoking the standard Caldero´n reproducing formula on R and
then Theorem 1 on Hn:∫ ∞
0
∫ ∞
0
ψˇs,t ∗Hn ψs,t ∗Hn f(z, u)
ds
s
dt
t
=
∫ ∞
0
ψˇ
(1)
s ∗Hn ψˇ
(1)
s ∗Hn
{∫ ∞
0
ψ
(2)
t ∗R ψ(2)t ∗2 f (z, u)
dt
t
}
ds
s
=
∫ ∞
0
ψˇ
(1)
s ∗Hn ψˇ
(1)
s ∗Hn f (z, u)
ds
s
= f (z, u) .
For f ∈ Lp, 1 < p < ∞, the continuous Littlewood-Paley square function
gflag(f) of f is defined by
gflag(f)(z, u) =
{∫ ∞
0
∫ ∞
0
|ψs,t ∗ f(z, u)|2
ds
s
dt
t
} 1
2
,
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Note that we have the flag moment conditions, so-called because they include only
half of the product moment conditions associated with the product Cn × R:
(2.3)
∫
R
uαψ(z, u)du = 0, for all α ∈ Z+ and z ∈ Cn.
Indeed, with the change of variable u′ = u− v and the binomial theorem
(u′ + v)β =
∑
β=γ+δ
cγ,δ (u
′)γ vδ,
we have∫
R
uαψ(z, u)du =
∫
R
uα
{∫
R
ψ(2)(u − v)ψ(1)(z, v)dv
}
du
=
∫
R
{∫
R
(u′ + v)α ψ(2)(u′)du
}
ψ(1)(z, v)dv
=
∑
α=γ+δ
cγ,δ
∫
R
{∫
R
(u′)γ ψ(2)(u′)du′
}
vδψ(1)(z, v)dv
=
∑
α=γ+δ
cγ,δ
∫
R
{0} vδψ(1)(z, v)dv = 0,
for all α ∈ Z+ and each z ∈ Cn. Note that as a consequence the full moments∫
Hn
zαuβψ(z, u)du all vanish, but that in general the partial moments
∫
Cn
zαψ(z, u)dz
do not vanish.
Remark 2. As observed in [28], there is a weak cancellation substitute for this
failure to vanish, namely an estimate for
∫
Cn
zαψ(z, u)dz that is derived from the
vanishing moments of ψ(1)(z, v) and the smoothness of ψ(2)(u) via the identity∫
Cn
zαψ(z, u)dz =
∫
Cn
∫
R
zαψ(1)(z, v)ψ(2)(u− v)dzdv
=
∫
Cn
∫
R
zαψ(1)(z, v)
[
ψ(2)(u− v)− ψ(2)(u)
]
dzdv.
We will not pursue this further here, as it seems to have no role in our development.
We will also consider the associated sequence of component functions
{
ψj,k
}
j,k∈Z
where the functions ψj,k are given by
(2.4) ψj,k(z, u) = ψ
(1)
j ∗2 ψ(2)k (z, u),
with
ψ
(1)
j (z, u) = 2
αj(2n+2)ψ(1)(2αjz, 22αju) and ψ
(2)
k (v) = 2
2αkψ(2)(22αkv),
and ψ(1) and ψ(2) as above. Here α is a small positive constant that will be fixed in
Theorem 3 below, where we establish a wavelet Caldero´n reproducing formula using
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this sequence of component functions for small α. We then have a corresponding
discrete (convolution) Littlewood-Paley square function gflag(f) defined by
gflag(f)(z, u) =
∑
j
∑
k
|ψj,k ∗ f(z, u)|2

1
2
.
This should be compared with the analogous square function in [26].
Remark 3. The terminology ”implicit two-parameter structure” is inspired by the
fact that the functions ψs,t(z, u) and ψj,k(z, u) are not dilated directly from ψ(z, u),
but rather from a lifting of ψ to a product function. It is the subtle convolution ∗2
that facilitates a passage from one-parameter ”cubes” to two-parameter ”rectangles”
as dictated by the geometry of the kernels considered.
2.2. Square function inequalities. Altogether we have from above that
(2.5) f(z, u) =
∫ ∞
0
∫ ∞
0
ψs,t ∗ ψs,t ∗ f(z, u)
ds
s
dt
t
, f ∈ L2 (Hn) .
Note that if one considers the integral on the right hand side as defining an operator
acting on f , then by the construction of the function ψ, it is a flag singular integral
operator. Using iteration and the vector-valued Littlewood-Paley estimate, together
with the Caldero´n reproducing formula on L2, allows us to obtain Lp estimates for
gflag, 1 < p <∞, in Theorem 2 below. This should be compared to the variant in
Proposition 4.1 of [26] for g-functions constructed from spectral theory for L and
T .
Theorem 2. Let 1 < p < ∞. There exist constants C1 and C2 depending on n
and p such that
C1‖f‖p ≤ ‖gflag(f)‖p ≤ C2‖f‖p, f ∈ Lp (Hn) .
In order to state our results for flag singular integrals on Hn, we need to recall
some definitions given in [27]. Following [27], we begin with the definition of a class
of distributions on Euclidean space RN . A k − normalized bump function on a
space RN is a Ck−function supported on the unit ball with Ck norm bounded by
1. As pointed out in [27], the definitions given below are independent of the choices
of k ≥ 1, and thus we will simply refer to a ”normalized bump function” without
specifying the index k.
We define a flag convolution kernel on the Heisenberg group in analogy with
Definition 2.1.1 in [27].
Definition 1. A flag convolution kernel on Hn = Cn × R is a distribution K
on R2n+1 which coincides with a C∞ function away from the coordinate subspace
{(0, u)} ⊂ Hn, where 0 ∈ Cn and u ∈ R, and satisfies
(1) (Differential Inequalities) For any multi-indices α = (α1, · · · , αn), β =
(β1, · · · , βm)
|∂αz ∂βuK(z, u)| ≤ Cα,β |z|−2n−|α| ·
(
|z|2 + |u|
)−1−|β|
for all (z, u) ∈ Hn with z 6= 0.
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(2) (Cancellation Condition)
|
∫
R
∂αzK(z, u)φ1(δu)du| ≤ Cα|z|−2n−|α|
for every multi-index α and every normalized bump function φ1 on R and
every δ > 0;
|
∫
Cn
∂βuK(z, u)φ2(δz)dz| ≤ Cγ |u|−1−|β|
for every multi-index β and every normalized bump function φ2 on C
n and
every δ > 0; and
|
∫
Hn
K(z, u)φ3(δ1z, δ2u)dzdu| ≤ C
for every normalized bump function φ3 on H
n and every δ1 > 0 and δ2 > 0.
As in [25], we may always assume that a flag kernel K(z, u) is integrable on Hn
by using a smooth truncation argument.
Informally, we can now define the flag Hardy space Hpflag (H
n) on the Heisenberg
group for 0 < p ≤ 1 by
Hpflag (H
n) = {f a distribution on Hn : gflag(f) ∈ Lp(Hn)} ,
and for f ∈ Hpflag (Hn) define
‖f‖Hp
flag
= ‖gflag(f)‖p.
Of course we need to give a precise definition of distribution in this context. A
natural question also arises as to whether or not the resulting definition is inde-
pendent of the choice of component functions ψj,k in the definition of the square
function gflag. Moreover, to study H
p
flag-boundedness of flag singular integrals and
establish a duality theory forHpflag, this definition is difficult to use when 0 < p ≤ 1.
Instead, we need to approximately discretize the quasi-norm of Hpflag. In order to
obtain this discrete Hpflag quasi-norm we will prove certain Plancherel-Poˆlya-type
inequalities, and the main tool used in proving such inequalities is the wavelet
Caldero´n reproducing formula that we define below. To be more specific, we will
prove that the formula (2.5) converges in certain spaces of test functionsMMflag(Hn)
adapted to the flag structure, and thus also in the dual spaces MMflag(Hn)′ (see
Theorem 3 below). Furthermore, using an approximation procedure and an almost
orthogonality argument, we prove in Theorem 3 below a wavelet Caldero´n repro-
ducing formula which expresses f as a Fourier-like series of molecules or ‘wavelets’
(z, u)→ ψ˜j,k(z, u, zI, uJ) with coefficients ψj,k ∗ f(zI , uJ).
We will describe this formula explicitly in Section 3 below, and in order to do
so, we will use the flag dyadic decomposition
Hn =
·∪(α,τ)∈KjSj,α,τ
of the Heisenberg group given in Theorem 22 below (this is a ‘hands on’ variant
of the tiling construction in Stricharz [34]), as well as the notion of Heisenberg
rectangles
RSk,β,υSj,α,τ (ver) and R
Sk,β,υ
Sj,α,τ (hor)
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given in Definition 12 in Section 11 below when j ≤ k and Sj,α,τ and Sk,β,υ are
dyadic cubes in Hn with Sj,α,τ ⊂ Sk,β,υ. Recall that
{I}I dyadic =
{
Ijα
}
j∈Z and α∈2jZ2n
is the usual dyadic grid in Cn and that
{J}J dyadic =
{
Jkτ
}
k∈Z and τ∈2kZ
is the usual dyadic grid in R. The projection of the dyadic cube Sj,α,τ onto Cn
is the dyadic cube Ijα, and RSk,β,υSj,α,τ (ver) (respectively R
Sk,β,υ
Sj,α,τ (hor)) plays the role
of the dyadic rectangle Ijα × J2kυ (repsectively Ikβ × J2jτ ). In the Heisenberg group,
these rectangles necessarily ‘rotate’ with the group structure.
Notation 1. It will be convenient to use the suggestive, if somewhat imprecise,
notation
R = R = I × J = Ijα × J2kυ
for the dyadic rectangle RSk,β,υSj,α,τ (ver), etc. It should be emphasized that R = R =
I × J is not a product set, but rather a dyadic Heisenberg rectangle RSk,β,υSj,α,τ (ver)
that serves as a Heisenberg substitute for the actual product set Ijα times J
2k
υ . Thus
we will say that the dyadic rectangle R = R = I × J has side lengths ℓ (I) = 2j
and ℓ (J) = 22k. For j ≤ k, the collection of all dyadic Heisenberg rectangles
R = R = I × J with side lengths 2j and 22k will be denoted by
R (2j × 22k) ≡ {R = R = I × J = Ijα × J2kυ = RSk,β,υSj,α,τ (ver) : Sj,α,τ ⊂ Sk,β,υ} .
Caution: For k ≤ j, the support of the component function ψj,k defined in
(2.4) is essentially a vertical Heisenberg rectangle I ×J having side lengths
ℓ (I) = 2−j and ℓ (J) = 2−2k. Note the passage from j, k to −j,−k.
2.3. Standard test functions. We now discuss the issues arising in giving a pre-
cise definition of the flag Hardy space Hpflag (H
n) as elements in the dual of familiar
test spaces. We begin by introducing the test spaces MMflag(Hn) associated with
the flag structure on Hn that are obtained by projecting the corresponding product
test spaces MMproduct (Hn × R) onto Hn. Our definitions here will encompass the
entire range 0 < p ≤ 1. For this we use the projection of functions F defined on
Hn × R to functions f = πF defined on Hn as introduced in [25]:
(2.6) f (z, u) = (πF ) (z, u) ≡
∫
R
F ((z, u− v) , v) dv.
We will also use the notation πF = F♭ as in [25]. Recall that 2n+1 is the Euclidean
dimension of the Heisenberg group Hn = Cn × R and that Q = 2n + 2 is the
homogeneous dimension of Hn.
Note that in this notation, the component function ψ (z, u) in Subsection 2.1
above is given by πΨ(z, u) where
(2.7) Ψ (z, u, v) ≡ ψ(1) (z, u)ψ(2) (v) .
We now define an appropriate product molecular space MM1,M2,Mproduct on Hn × R
with three parameters M1,M2,M .
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Remark 4. Note that in the definition below, we require equally many moments
and derivatives in each of the u and v variables, and exactly twice as many moments
and derivatives in the z variable. The integer M controls the decay of the function,
the integer M1 controls the total number of moments, and the integer M2 controls
the total weighted number of derivatives permitted.
Definition 2. LetM,M1,M2 ∈ N be positive integers and let 0 < δ ≤ 1. The prod-
uct molecular spaceMM+δ,M1,M2product (Hn × R) consists of all functions F ((z, u) , v) on
Hn × R satisfying the product moment conditions∫
Hn
zαuβF ((z, u) , v) dzdu = 0 and
∫
R
vγF ((z, u) , v) dv = 0(2.8)
for all |α|+ 2β ≤ M1 and 2γ ≤M1,
and such that there is a nonnegative constant A satisfying the following four differ-
ential inequalities:∣∣∂αz ∂βu∂γvF ((z, u) , v)∣∣ ≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2β+δ
2
1
(1 + |v|)1+M+γ+δ
,(2.9)
for all |α|+ 2β ≤M2 and 2γ ≤M2,∣∣∂αz ∂βu∂γvF ((z, u) , v)− ∂αz ∂βu∂γvF ((z′, u′) , v)∣∣(2.10)
≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ(
1 + |z|2 + |u|
)Q+M+M2+2δ
2
1
(1 + |v|)1+M+γ+δ
for all |α|+ 2β = M2 and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
.∣∣∂αz ∂βu∂γvF ((z, u) , v)− ∂αz ∂βu∂γvF ((z, u) , v′)∣∣(2.11)
≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2β+δ
2
|v − v′|δ
(1 + |v|)1+M+
M2
2 +2δ
,
for all |α|+ 2β ≤M2 and 2γ = M2
and |v − v′| ≤ 1
2
(1 + |v|) ,∣∣[∂αz ∂βu∂γvF ((z, u) , v)− ∂αz ∂βu∂γvF ((z′, u′) , v)](2.12)
− [∂αz ∂βu∂γvF ((z, u) , v′)− ∂αz ∂βu∂γvF ((z′, u′) , v′)]∣∣
≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ(
1 + |z|2 + |u|
)Q+M+M2+2δ
2
|v − v′|δ
(1 + |v|)1+M+
M2
2 +2δ
for all |α|+ 2β = M2 and 2γ = M2
and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
and |v − v′| ≤ 1
2
(1 + |v|) ,
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The space MM+δ,M1,M2product (Hn × R) becomes a Banach space under the norm de-
fined by the least nonnegative number A for which the above four inequalities hold.
Now we define the flag molecular space MM+δ,M1,M2flag (Hn) as the projection of
MM+δ,M1,M2product (Hn × R) under the map π given in (2.6). We refer toMM+δ,M1,M2flag (Hn)
as a projected flag molecular space when contrasting it with the more familiar mo-
ment flag molecular space defined below.
Definition 3. Let M,M1,M2 ∈ N be positive integers and 0 < δ ≤ 1. The flag
molecular space MM+δ,M1,M2flag (Hn) consists of all functions f on Hn such that
there is F ∈ MM+δ,M1,M2product (Hn × R) with f = πF = F♭. Define a norm on
MM+δ,M1,M2flag (Hn) by
‖f‖MM+δ,M1,M2
flag
(Hn)
≡ inf
F :f=πF
‖F‖MM+δ,M1,M2
product
(Hn×R) .
Thus the norm on MM+δ,M1,M2flag (Hn) is the quotient norm
‖f‖MM+δ,M1,M2
flag
(Hn)
=MM+δ,M1,M2product (Hn × R) /π−1 ({0}) ,
and MM+δ,M1,M2flag (Hn) is a Banach space.
We record here an intertwining formula for π and a convolution operator T on
Hn. Let
Tf (z, u) = K ∗Hn f (z, u) =
∫
Hn
K
(
(z, u) ◦ (z′, u′)−1
)
f (z′, u′) dz′du′.
Extend T to an operator T˜ = T ⊗ δ0 on the group Hn × R by acting T in the Hn
factor only:
T˜F ((z, u) , v) =
∫
Hn
K
(
(z, u) ◦ (z′, u′)−1
)
F (z′, u′, v) dz′du′.
Lemma 1. Let T be a convolution operator on Hn and let T˜ = T ⊗ δ0 be its
extension to Hn × R defined above. Then
T (πF ) (z, u) = π
(
T˜F
)
(z, u) .
Proof. Formally we have
T (πF ) (z, u) =
∫
Hn
K
(
(z, u) ◦ (z′, u′)−1
)
(πF ) (z′, u′) dz′du′
=
∫
Hn
K
(
(z, u) ◦ (z′, u′)−1
){∫
R
F (z′, u′ − v, v) dv
}
dz′du′
=
∫
Hn
∫
R
K
(
z − z′, u− u′ + 2 Im z′z)F (z′, u′ − v, v) dvdz′du′.
Now make the change of variable w′ = u′ − v to get
T (πF ) (z, u) =
∫
Hn
∫
R
K
(
z − z′, u− w′ − v + 2 Im z′z)F (z′, w′, v) dvdz′dw′
=
∫
R
{∫
Hn
K
(
(z, u− v) ◦ (z′, w′)−1
)
F (z′, w′, v) dz′dw′
}
dv
=
∫
R
{
T˜F (z, u− v, v)
}
dv = π
(
T˜F
)
(z, u) .
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
Later in the paper we will fix M1 = M2 = M and denote MM+δ,M1,M2flag (Hn)
simply byMM+δflag (Hn), but for now we will allowM1 andM2 to remain independent
of M in order to further analyze the space MM+δ,M1,M2flag (Hn).
2.3.1. An analysis of the projected flag molecular space. Lemma 2 below shows
that functions f (z, u) in the projected flag molecular spaceMM+δ,M1,M2flag (Hn) have
moments in the u variable alone, as well as more moments in the (z, u) variable
than we might expect. We refer loosely to this situation as having half-product
moments. There is a more familiar space of test functionsMM+δ,M1,M2F (H
n) defined
below with half-product moments, that avoids the operation of projection, and
that is closely related to the projected test space MM+δ,M1,M2flag (Hn). We refer to
M
M+δ,M1,M2
F (H
n) as the moment flag molecular space. While we do not know if
the spaces MM+δ,M1,M2flag (Hn) and MM+δ,M1,M2F (Hn) coincide, the embeddings in
Lemma 2 below show they are essentially the same.
Definition 4. Let M,M1,M2 ∈ N be positive integers and 0 < δ ≤ 1. Define the
moment flag molecular space MM+δ,M1,M2F (H
n) to consist of all functions f on Hn
satisfying the moment conditions∫
Hn
zαuβf (z, u)dzdu = 0 for all |α| ≤M1, |α|+ 2β ≤ 2M1 + 2,∫
R
uγf (z, u)du = 0 for all γ ≤M1,
and such that there is a nonnegative constant A satisfying the following two differ-
ential inequalities:∣∣∂αz ∂βuf (z, u)∣∣ ≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
for all |α|+ 2β ≤M2,
∣∣∂αz ∂βuf (z, u)− ∂αz ∂βuf (z′, u′)∣∣ ≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ(
1 + |z|2 + |u|
)Q+M+δ+M2
2
for all |α|+ 2β = M2 and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
.
Note that the moment conditions in the definition of MM+δ,M1,M2F (H
n) permit
larger β’s depending on |α| than in the definition ofMM+δ,M1,M2flag (Hn). The space
M
M+δ,M1,M2
F (H
n) becomes a Banach space under the norm defined by the least
nonnegative number A for which the above two inequalities hold.
Lemma 2. The spaces MM+δ,M1,M2flag (Hn) and MM+δ,M1,M2F (Hn) satisfy the fol-
lowing containments
M
3M+δ+M2,M1,2M2+4
F (H
n) ⊂MM+δ,M1,M2flag (Hn) ⊂ MM+δ,M1,M2F (Hn) ,
which are continuous:
‖f‖
M
M+δ,M1,M2
F
(Hn)
. ‖f‖MM+δ,M1,M2
flag
(Hn)
. ‖f‖
M
3M+δ+M2,M1,2M2+4
F
(Hn)
.
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Remark 5. The importance of the ‘projected’ flag molecular spaceMM+δ,M1,M2flag (Hn)
lies in the existence of a wavelet Caldero´n reproducing formula for this space of test
functions - see Theorem 3 below. We do not know if such a reproducing formula
holds for the ‘moment’ flag space MM+δ,M1,M2F (H
n), but the embeddings in Lemma 2
will identify the distributions in the dual spaceMM+δ,M1,M2flag (Hn)′ as being ‘roughly’
those in a dual space M
M ′+δ,M ′1,M
′
2
F (H
n)
′
.
Remark 6. The integerM1 that controls the number of moments in M
M+δ,M1,M2
F (H
n)
remains the same in both the smaller space M3M+δ+M2,M1,2M2+4F (H
n) and the larger
space MM+δ,M1,M2F (H
n). However, we lose both derivatives and decay in passing
from the smaller to the larger space.
While we cannot say that Hpflag (H
n) is a subspace of the more familiar one-
parameter Hardy space Hp (Hn), we can show that the quotient space
Qpflag (H
n) ≡ Hpflag (Hn) / MM
′+δ,M ′1,M
′
2
F (H
n)⊥
ofHpflag (H
n) can be identified with a closed subspace of the corresponding quotient
space
Qp (Hn) ≡ Hp (Hn) / MM ′+δ,M ′1,M ′2F (Hn)⊥
ofHp (Hn), thus giving a sense in which the distributions we use to defineHpflag (H
n)
are ‘roughly’ the same as those used to define Hp (Hn). See Section 10 below for
details.
3. The wavelet Caldero´n reproducing formula
We can now state our wavelet Caldero´n reproducing formula for the flag structure
in terms of the projected product test spaces
MM+δflag (Hn) ≡MM+δ,M.Mflag (Hn) ,
defined by projecting the product test spaces
MM+δproduct (Hn × R) ≡MM+δ,M,Mproduct (Hn × R) .
We remind the reader that Euclidean versions of such reproducing formulas were
obtained by Frazier and Jawerth [13] using the Fourier transform together with
the very special property that Rn is tiled by the compact abelian torus Tn and its
discrete dual group, the lattice Zn.
It is convenient to introduce some new notation for the dyadic rectangles defined
in Notation 1. Given 0 < α < 1 and a positive integer N , we write
R (j, k) ≡ R
(
2−α(j+N) × 2−2α(k+N)
)
,
Q (j) ≡ R
(
2−α(j+N) × 2−2α(j+N)
)
.
Now for Q ∈ Q (j) let (zQ, uQ) be any fixed point in the cube Q; and forR ∈ R (j, k)
with k < j let (zR, uR) be any fixed point in the rectangle R. Let us write the
collection of all dyadic cubes as
Q ≡
⋃
j∈Z
Q (j) ,
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and the collection of all strictly vertical dyadic rectangles as
Rvert ≡
⋃
j>k
R (j, k) .
We now set
ψ′Q = ψ
(1)
j if Q ∈ Q (j) ,
ψ′R = ψj,k = ψ
(1)
j ∗2 ψ(2)k if R ∈ R (j, k) ,
where ψj,k are as in (2.4). Given an appropriate distribution f on H
n, we define
its wavelet coefficients fQ and fR by
fQ = ψ′Q ∗ f (zQ, uQ) if Q ∈ Q,
fR = ψ′R ∗ f (zR, uR) if R ∈ Rvert, i.e. when j > k.
Here is the wavelet Caldero´n reproducing formula.
Theorem 3. Suppose notation is as above. Then there are associated functions
ψ˜Q, ψ˜R ∈ MM+δflag (Hn) for Q ∈ Q and R ∈ Rvert satisfying∥∥∥ψ˜Q∥∥∥MM+δ
flag
(Hn)
.
∥∥ψ′Q∥∥MM+δ
flag
(Hn)
, Q ∈ Q,∥∥∥ψ˜R∥∥∥MM+δ
flag
(Hn)
.
∥∥ψ′R∥∥MM+δ
flag
(Hn)
, R ∈ Rvert,
and
(3.1) f (z, u) =
∑
Q∈Q
fQ ψ˜Q (z, u) +
∑
R∈Rvert
fR ψ˜R (z, u) , (z, u) ∈ Hn,
where the series in (3.1) converges in three spaces:
(1) in Lp (Hn) for 1 < p <∞,
(2) in the Banach space MM ′+δflag (Hn) for M ′ large enough,
(3) and in the corresponding dual space MM ′+δflag (Hn)′ for M ′ large enough.
Remark 7. Note that only half of the collection of dyadic rectangles, namely the
vertical ones Rvert, are used in the wavelet Caldero´n reproducing formula. This is
a reflection of the implicit product structure inherent in the Heisenberg group Hn.
3.1. Plancherel-Poˆlya inequalities and flag Hardy spaces. The wavelet Caldero´n
reproducing formula (3.1) yields the following Plancherel-Poˆlya type inequalities (cf
[30], [31]). We use the notation A ≈ B to indicate that two quantities A and B are
comparable.
Theorem 4. Suppose ψ(1), φ(1) ∈ S(Cn) and ψ(2), φ(2) ∈ S(R) and let
ψ(z, u) =
∫
R
ψ(1)(z, u− v)ψ(2)(v)dv,
φ(z, u) =
∫
R
φ(1)(z, u− v)ψ(2)(v)dv,
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be two component functions that each satisfy the conditions in Subsubsection 2.1.
Then with Q , Rvert, ψ
′
Q ands ψ
′
R as above, and similarly for φ, and for f ∈
MM+δflag (Hn)′, 0 < p <∞, and M chosen large enough depending on n and p,∥∥∥∥∥∥
{∑
Q∈Q
sup
(z′,u′)∈Q
∣∣ψ′Q ∗ f (z′, u′)∣∣2 χQ (z, u) + ∑
R∈Rvert
sup
(z′,u′)∈R
∣∣ψ′R ∗ f (z′, u′)∣∣2 χR (z, u)
} 1
2
∥∥∥∥∥∥
Lp(Hn)
≈
∥∥∥∥∥∥
{∑
Q∈Q
inf
(z′,u′)∈Q
∣∣φ′Q ∗ f (z′, u′)∣∣2 χQ (z, u) + ∑
R∈Rvert
inf
(z′,u′)∈R
∣∣φ′R ∗ f (z′, u′)∣∣2 χR (z, u)
} 1
2
∥∥∥∥∥∥
Lp(Hn)
.
The Plancherel-Poˆlya type inequalities in Theorem 4 will prove useful in estab-
lishing properties of the wavelet Littlewood-Paley g-function
gflag(f)(z, u) =
{∑
Q∈Q
∣∣ψ′Q ∗ f (zQ, uQ)∣∣2 χQ (z, u) + ∑
R∈Rvert
∣∣ψ′R ∗ f (zR, uR)∣∣2 χR (z, u)
} 1
2
,
where we are using the notation of Theorem 3 and Theorem 4.
We can now give a precise definition of the flag Hardy spaces.
Definition 5. Let 0 < p < ∞. Then for M sufficiently large depending on n and
p we define the flag Hardy space Hpflag (H
n) on the Heisenberg group by
Hpflag (H
n) =
{
f ∈MM+δflag (Hn)′ : gflag(f) ∈ Lp (Hn)
}
,
and for f ∈ Hpflag (Hn) we set
(3.2) ‖f‖Hp
flag
= ‖gflag(f)‖p.
Remark 8. We can take M in Definition 5 to satisfy
M ≥Mn,p ≡ (2n+ 2)
[
2
p
− 1
]
+ 1.
We have not computed the optimal value of Mn,p.
It is easy to see using Theorem 4 that the Hardy space Hpflag in Definition 5 is
well defined and that the Hpflag norm of f is equivalent to the L
p norm of gflag (f).
By use of the Plancherel-Poˆlya-type inequalities, we will prove the boundedness of
flag singular integrals on Hpflag below.
3.2. Boundedness of singular integrals and Marcinkiewicz multipliers.
Our main theorem is the Hpflag → Hpflag boundedness of flag singular integrals.
Theorem 5. Suppose that T is a flag singular integral with the kernel K(z, u) as in
Definition 1. Then T is bounded on Hpflag for 0 < p ≤ 1. Namely, for all 0 < p ≤ 1
there exists a constant Cp,n such that
‖Tf‖Hp
flag
≤ Cp,n‖f‖Hp
flag
.
To obtain the Hpflag → Lp boundedness of flag singular integrals, we prove the
following general result:
Theorem 6. Let 0 < p ≤ 1. If T is a linear operator which is bounded simultane-
ously on L2(R2n+1) and Hpflag(H
n), then T can be extended to a bounded operator
from Hpflag(H
n) to Lp(R2n+1).
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Remark 9. From the proof given in the next part of the paper, we see that this
result holds in a larger setting, which includes the classical one-parameter and prod-
uct Hardy spaces and the Hardy spaces on spaces of homogeneous type. Thus this
provides an alternative approach, albeit requiring more smoothness, to that using
R. Fefferman’s rectangle atom criterion on boundedness [8], andJourne´’s geometric
lemma (see [21], [22] and [29]).
In particular, for flag singular integrals we can deduce the following:
Corollary 1. Let T be a flag singular integral as in Theorem 1.4. Then T is
bounded from Hpflag(H
n) to Lp(R2n+1) for 0 < p ≤ 1.
Remark 10. The conclusions of both Theorem 5 and Corollary 1, persist if we
only require the moment and smoothness conditions on the flag kernel in Definition
1 to hold for |α| , β ≤ Nn,p where Nn,p <∞ is taken sufficiently large.
As a consequence, we can extend the Marcinkiewicz multiplier theorem in [25]
(see Lemma 2.1 there) to flag Hardy spaces for 0 < p ≤ 1. To describe this
extension, recall the standard sub-Laplacian L on the Heisenberg group
Hn = Cn × R =
{
(z, t) : z = (zj)
n
j=1 , zj = xj + iyj ∈ C, t ∈ R
}
,
defined by
L ≡ −
n∑
j=1
(
X2j + Y
2
j
)
, Xj =
∂
∂xj
+ 2yj
∂
∂t
, Yj =
∂
∂yj
− 2xj ∂
∂t
.
The operators L and T = ∂
∂t
commute, and so do their spectral measures dE1 (ξ)
and dE2 (η). Given a bounded function m (ξ, η) on R+ × R, define the multiplier
operator m (L, iT ) on L2 (Hn) by
m (L, iT ) =
∫ ∫
R+×R
m (ξ, η) dE1 (ξ) dE2 (η) .
Thenm (L, iT ) is automatically bounded on L2 (Hn), and if we impose Marcinkiewicz
conditions on the multiplier, we obtain boundedness on flag Hardy spaces, this de-
spite the fact that m is invariant under a two-parameter family of dilations δ(s,t)
which are group automorphisms only when s = t2.
Corollary 2. Let 0 < p ≤ 1, and suppose that m (ξ, η) is a bounded function
defined on R+ × R satisfying the Marcinkiewicz conditions∣∣∣(ξ∂ξ)α (η∂η)βm (ξ, η)∣∣∣ ≤ Cα,β,
for all |α| , β ≤ Nn,p, where Nn,p <∞ is taken sufficiently large. Then m (L, iT ) is
a bounded operator on Hpflag (H
n) for 0 < p ≤ 1.
The Corollary follows from the results above together with Theorem 3.1 in [25],
which shows that the kernelK (z, u) of a Marcinkiewicz multiplierm (L, iT ) satisfies
the conditions defining a flag convolution kernel in Definition 1.
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3.3. Carleson measures and duality. To study the dual space of Hpflag, we
introduce the Carleson measure space CMOpflag, so-called because of the example
due to L. Carleson in [1].
Notation 2. It will often be convenient from now on to bundle the set Q of all
dyadic cubes and the set Rvert of all vertical dyadic rectangles into a single set
R+ = Q ∪ Rvert
consisting of all dyadic cubes and all vertical dyadic rectangles. We also write
ψR =
{
ψ′Q if R = Q ∈ Q
ψ′R if R ∈ Rvert .
Definition 6. Let ψj,k be as in (2.4) with notation as above. We say that f ∈
CMOpflag if f ∈MM+δflag (Hn)′ and the norm ‖f‖CMOpflag is finite where
‖f‖CMOp
flag
≡ sup
Ω
 1|Ω| 2p−1
∑
R∈R+
∫
Ω
∑
R⊂Ω
|ψR ∗ f (z, u)|2 χR (z, u)dzdu

1
2
for all open sets Ω in Hn with finite measure.
Note that the Carleson measure condition is used with the implicit two-parameter
structure in CMOpflag. When p = 1, we denote the space CMO
1
flag as usual by
BMOflag. To see that the space CMO
p
flag is well defined, one needs to show that
the definition of CMOpflag is independent of the choice of the component functions
ψj,k. This can be proved just as for the Hardy space H
p
flag, using the following
Plancherel-Poˆlya-type inequality.
Theorem 7. Suppose ψ, φ satisfy the conditions as in Theorem 4. Then for f ∈
MM+δflag (Hn)′ ,
sup
Ω
 1|Ω| 2p−1
∑
R∈R+
∫
Ω
∑
R⊂Ω
sup
(z,u)∈R
|ψR ∗ f (z, u)|2 |R|

1
2
≈
sup
Ω
 1|Ω| 2p−1
∑
R∈R+
∫
Ω
∑
R⊂Ω
inf
(z,u)∈R
|φR ∗ f (z, u)|2 |R|

1
2
,
where Ω ranges over all open sets in Hn with finite measure.
To show that CMOpflag is the dual of H
p
flag, we introduce appropriate sequence
spaces.
Definition 7. Let sp be the collection of all sequences s = {sR}R∈R+ such that
‖s‖sp =
∥∥∥∥∥∥∥
 ∑R∈R+ |sR|2| |R|−1 χR

1
2
∥∥∥∥∥∥∥
Lp(Hn)
<∞.
Let cp be the collection of all sequences s = {sR} such that
‖s‖cp = sup
Ω
 1|Ω| 2p−1
∑
R∈R+
∑
R⊂Ω
|sR|2

1
2
<∞,
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where Ω ranges over all open sets in Hn with finite measure.
We point out that just certain of the dyadic rectangles are used in sp and cp
and these choices reflect the implicit two-parameter structure. Next, we obtain the
following duality theorem for sequence spaces.
Theorem 8. Let 0 < p ≤ 1. Then we have (sp)∗ = cp. More precisely, the map
which sends s = {sR} to 〈s, t〉 ≡
∑
R
sRtR defines a continuous linear functional on
sp with operator norm ‖t‖(sp)∗ ≈ ‖t‖cp, and moreover, every ℓ ∈ (sp)∗ is of this
form for some t ∈ cp.
When p = 1, this theorem in the one-parameter setting on Rn was proved in M.
Frazier and B. Jawerth [13]. The proof given in [13] depends on estimates of certain
distribution functions, which seem to be difficult to apply to the two-parameter case.
For all 0 < p ≤ 1 we give a simple and more constructive proof of Theorem 8, which
uses a stopping time argument for sequence spaces. Theorem 8, together with the
discrete Caldero´n reproducing formula and the Plancherel-Poˆlya-type inequalities,
yields the duality theorem for Hpflag.
Theorem 9. Let 0 < p ≤ 1. Then
(Hpflag)
∗ = CMOpF .
More precisely, if g ∈ CMOpflag, the map ℓg given by ℓg(f) = 〈f, g〉, defined initially
for f ∈ MM+δflag (Hn), extends to a continuous linear functional on Hpflag with ‖ℓg‖ ≈
‖g‖CMOp
flag
. Conversely, for every ℓ ∈ (Hpflag)∗ there exists some g ∈ CMOpflag so
that ℓ = ℓg. In particular, (H
1
flag)
∗ = BMOflag.
As a consequence of the duality ofH1flag and BMOflag, together with the H
1
flag-
boundedness of flag singular integrals, we obtain the BMOflag-boundedness of flag
singular integrals. Furthermore, we will see that L∞ ⊆ BMOflag and hence the
L∞ → BMOflag boundedness of flag singular integrals is also obtained. These
provide the endpoint results of those in [25] and [27], and can be summarized as
follows:
Theorem 10. Suppose that T is a flag singular integral with kernel as in Definition
1. Then T is bounded on BMOflag. Moreover, there exists a constant C such that
‖T (f)‖BMOflag ≤ C‖f‖BMOflag .
3.4. C-Z decompositions and interpolation. Now we give the Caldero´n-Zygmund
decomposition and interpolation theorems for flag Hardy spaces. We note that
Hpflag (H
n) = Lp(R2n+1) for 1 < p <∞ by Theorem 2.
Theorem 11. (Caldero´n-Zygmund decomposition for flag Hardy spaces) Let 0 <
p2 ≤ 1, p2 < p < p1 <∞ and let α > 0 be given and suppose f ∈ Hpflag (Hn). Then
we can write
f = g + b,
where g ∈ Hp1flag(Hn) with p < p1 < ∞ and b ∈ Hp2flag(Hn) with 0 < p2 < p such
that
||g||p1
H
p1
flag
≤ Cαp1−p||f ||p
Hp
flag
and ||b||p2
H
p2
flag
≤ Cαp2−p||f ||p
Hp
flag
,
where C is an absolute constant.
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Theorem 12. (Interpolation theorem on flag Hardy spaces) Let 0 < p2 < p1 <∞
and let T be a linear operator which is bounded from Hp2flag to L
p2 and bounded from
Hp1flag to L
p1 . Then T is bounded from Hpflag to L
p for all p2 < p < p1. Similarly, if
T is bounded on Hp2flag and H
p1
flag, then T is bounded on H
p
flag for all p2 < p < p1.
Remark 11. Combining Theorem 12 with Corollary 2 recovers the Lp boundedness
of Marcinkiewicz multipliers in [25] (but not the sharp versions in [26]).
We point out that the Caldero´n-Zygmund decomposition in pure product do-
mains for all Lp functions (1 < p < 2) into H1 and L2 functions, as well as the
corresponding interpolation theorem, was established by A. Chang and R. Feffer-
man ([3], [4]).
Part 2. Proofs of results
The second part of this paper contains the proofs of the results stated in the
first part, and is organized as follows.
(1) In Section 4, we establish Lp estimates for the multi-parameter Littlewood-
Paley g-function when 1 < p <∞, and prove Theorems 2 and 13.
(2) In Section 5 we show that the Caldero´n reproducing formula holds on the
flag molecular test function spaceMM+δflag and its dual space
(
MM+δflag
)′
, and
then prove the almost orthogonality estimates and establish the wavelet
Caldero´n reproducing formula on MM+δflag and
(
MM+δflag
)′
in Theorem 3.
Some estimates are established for the strong maximal function, and to-
gether with the wavelet Caldero´n reproducing formula, we then derive the
Plancherel-Poˆlya-type inequalities in Theorem 4.
(3) Section 6 gives a general result for bounding the Lp norm of the function
by its Hpflag norm in Theorem 18, and then proves the H
p
flag boundedness
of flag singular integrals for all 0 < p ≤ 1 in Theorem 5. The boundedness
from Hpflag to L
p for all 0 < p ≤ 1 for the flag singular integral operators,
Theorem 6, is thus a consequence of Theorem 5 and Theorem 18.
(4) Duality theory for the Hardy space Hpflag is then established in Section 7
along with the boundedness of flag singular integral operators on BMOflag.
The proofs of Theorems 7, 8, 9 and 10 will all be given in Section 7.
(5) In Section 8, we prove the Caldero´n-Zygmund decomposition in the flag
two-parameter setting, Theorem 11, and then derive an interpolation result,
Theorem 12.
(6) In Section 9 we prove the embeddings in Lemma 2 relating the flag molec-
ular spaces MM+δ,M1,M2flag and MM+δ,M1,M2F , and prove the embedding of
quotient spaces.
(7) In Section 10 we show that flag singular integrals are not in general bounded
from the classical one-parameter Hardy space H1 (Hn) on the Heisenberg
group to L1 (Hn).
4. Lp estimates for the Littlewood-Paley square function
The purpose of this section is to show that the Lp norm of f is equivalent to
the Lp norm of gflag(f) when 1 < p < ∞. This was shown in Proposition 4.1 of
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[26] for a function gflag(f) only slightly different than that used here. Our proof is
similar in spirit to that in [26].
Proof. (of Theorem 2): The proof is similar to that in the pure product case
given in [11] and follows from iteration and standard vector-valued Littlewood-
Paley inequalities. To see this, define Lp (Hn) ∋ f → F ∈ H = ℓ2 by F (z, u) =
{ψ(1)j ∗ f(z, u)} so that
‖F‖H = {
∑
j
|ψ(1)j ∗ f(z, u)|2}
1
2 .
For z fixed, set
g˜(F )(z, u) = {
∑
k
‖ψ(2)k ∗2 F (z, ·)(u)‖2H}
1
2 .
It is then easy to see that g˜(F )(z, u) = gflag(f)(z, u). For z fixed, by the vector-
valued Littlewood-Paley inequality,∫
R
g˜(F )p(z, u)du ≤ C
∫
R
‖F‖pHdu.
However, ‖F‖pH = {
∑
j
|ψ(1)j ∗ f(z, u)|2}
p
2 , so integrating with respect to z together
with the standard Littlewood-Paley inequality yields∫
Cn
∫
R
gflag(f)
p(z, u)dzdu ≤ C
∫
Cn
∫
R
{
∑
j
|ψ(1)j ∗ f(z, u)|2}
p
2 dzdu ≤ C‖f‖pLp(Hn),
which shows that ||gflag(f)||p ≤ C||f ||p.
The proof of the estimate ||f ||p ≤ C||gflag(f)||p is a routine duality argument
using the Caldero´n reproducing formula on L2(Hn), for all f ∈ L2∩Lp, g ∈ L2∩Lp′
and 1
p
+ 1
p′
= 1, and the inequality ||gflag(f)||p ≤ C||f ||p, which was just proved.
This completes the proof of Theorem 2. 
Let ψ(1) ∈ S(Hn) as in Theorem 1 of [14] be supported in the unit ball in Hn
and ψ(2) ∈ S(R) be supported in the unit ball of R and satisfy∫ ∞
0
|ψ̂(2)(tη)|4 dt
t
= 1
for all η ∈ R\{0}. We define ψ♮(z, u, v) = ψ(1)(z, u)ψ(2)(v). Set ψ(1)s (z, u) =
s−n−2ψ(1)( zs ,
u
s2 ) and ψ
(2)
t (v) = t
−1ψ( zt ) and
ψs,t(z, u) =
∫
R
ψ(1)s (z, u− v)ψ(2)t (v)dv.
Repeating the proof of Theorem 2, we can get for 1 < p <∞
‖{
∫ ∞
0
∫ ∞
0
|ψs,t ∗ f(z, u)|2
dt
t
ds
s
} 12 ‖p ≤ C‖f‖p,
and
(4.1) ‖f‖p ≈ ‖{
∫ ∞
0
∫ ∞
0
|ψs,t ∗ ψs,t ∗ f(z, y)|2
dt
t
ds
s
} 12 ‖p.
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The Lp boundedness of flag singular integrals for 1 < p < ∞ is then an easy
consequence of Theorem 2. This theorem was originally obtained in [25] using a
different proof that involved the method of transference.
Theorem 13. Suppose that T is a flag singular integral defined on Hn with the flag
kernel K(z, u) as in Definition 1 above. Then T is bounded on Lp for 1 < p <∞.
Moreover, there exists a constant C depending on p such that for f ∈ Lp,
‖Tf‖p ≤ C‖f‖p, 1 < p <∞.
Proof. (of Theorem 13): We may first assume that K is integrable function and
shall prove the Lp boundedness of T is independent of the L1 norm of K. The
conclusion for general K then follows by an argument used in [25]. For all f ∈ Lp,
by (4.1),
(4.2) ‖T (f)‖p ≤ C
∥∥∥∥{∫ ∞
0
∫ ∞
0
|ψs,t ∗ ψs,t ∗K ∗ f |2
dt
t
ds
s
} 12
∥∥∥∥
p
.
Now we claim the following estimate: for f ∈ Lp,
(4.3) |ψs,t ∗K ∗ f(z, u)| ≤ CMS(f)(z, u),
where C is a constant which is independent of the L1 norm of K and MS(f) is the
strong maximal function of f defined in (1.1).
Assuming (4.3) for the moment, we obtain from (4.2) that
‖Tf‖p ≤ C
∥∥∥∥{∫ ∞
0
∫ ∞
0
(MS(ψs,t ∗ f))2
dt
t
ds
s
} 12
∥∥∥∥
p
≤ C‖f‖p,
where the last inequality follows from the Fefferman-Stein vector-valued maximal
inequality.
We now turn to the claim (4.3). This follows from dominating
∣∣ψs,t ∗K ∗ f ∣∣ by a
product Poisson integral Pprodf , and then dominating the product Poisson integral
Pprodf by the strong maximal function MSf . The arguments are familiar and we
leave them to the reader. 
5. Developing the wavelet Caldero´n reproducing formula
In this section, we develop the wavelet Caldero´n reproducing formula and prove
the Plancherel-Poˆlya-type inequalities on test function spaces. These are the main
tools used in establishing the theory of Hardy spaces associated with the flag di-
lation structure. In order to establish the wavelet Caldero´n reproducing formula
and the Plancherel-Poˆlya-type inequalities, we use the continuous version of the
Caldero´n reproducing formula on test function spaces and certain almost orthogo-
nality estimates.
We now start the relatively long proof of Theorem 3, beginning with the Caldero´n
reproducing formula in (2.1) that holds for f ∈ L2 (Hn) and converges in L2 (Hn).
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For any given α > 0 we discretize it as follows:
f (z, u) =
∫ ∞
0
∫ ∞
0
ψˇs,t ∗Hn ψs,t ∗Hn f (z, u)
ds
s
dt
t
=
∑
j,k∈Z
∫ 2−αj
2−α(j+1)
∫ 2−2αk
2−2α(k+1)
ψˇs,t ∗ ψs,t ∗ f (z, u)
dt
t
ds
s
= cα
∑
j≤k
ψˇj,k ∗ ψj,k ∗ f (z, u) + cα
∑
j>k
ψˇj,k ∗ ψj,k ∗ f (z, u)
+
∑
j,k∈Z
∫ 2−αj
2−α(j+1)
∫ 2−2αk
2−2α(k+1)
{
ψˇs,t ∗ ψs,t − ψˇj,k ∗ ψj,k
} ∗ f (z, u) dt
t
ds
s
= T (1)α f (z, u) + T
(2)
α f (z, u) +Rαf (z, u) ,
where
ψj,k = ψ2−αj ,2−2αk ,
cα =
∫ 2−αj
2−α(j+1)
∫ 2−2αk
2−2α(k+1)
dt
t
ds
s
= ln
2−αj
2−α(j+1)
ln
2−2αk
2−2α(k+1)
= 2 (α ln 2)
2
.
Notation 3. We have relabeled ψ2−αj ,2−2αk as simply ψj,k when we replace integrals∫∞
0
∫∞
0
ds
s
dt
t
by sums
∑
j,k∈Z. This abuse of notation should not cause confusion as
we will always use j, k, j′, k′ as subscripts for the discrete components ψj,k, while we
always use s, t, s′, t′ as subscripts for the continuous components ψs,t. Note however
that directions are reversed in passing from s, t ∈ (0,∞) to j, k ∈ Z, in the sense
that s = 2−αj and t = 2−2αk decrease as j and k increase.
To continue, we choose a large positive integerN to be fixed later. We decompose
the first term T
(1)
α f (z, u) by writing the Heisenberg group Hn as a pairwise disjoint
union of dyadic cubes Q of side length 2−α(j+N), i.e.
Q ∈ R
(
2−α(j+N) × 2−2α(j+N)
)
.
We decompose the second term T
(2)
α f (z, u) by writing the Heisenberg group Hn as
a pairwise disjoint union of dyadic rectanglesR of dimension 2−α(j+N)×2−2α(k+N),
i.e. R ∈ R (2−α(j+N) × 2−2α(k+N)). Recall that
R (j, k) ≡ R
(
2−α(j+N) × 2−2α(k+N)
)
,
Q (j) ≡ R
(
2−α(j+N) × 2−2α(j+N)
)
,
and that (zQ, uQ) is any fixed point in the cube Q ∈ Q (j); and that (zR, uR) is
any fixed point in the rectangle R ∈ R (j, k).
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We further discretize the terms T
(1)
α f (z, u) and T
(2)
α f (z, u) in different ways,
exploiting the one-parameter structure of the Heisenberg group for T
(1)
α , and ex-
ploiting the implicit product structure for T
(2)
α . We rewrite T
(1)
α f (z, u) as
T (1)α f (z, u) = cα
∑
j≤k
ψˇj,k ∗ ψj,k ∗ f (z, u)
= cα
∑
j≤k
(
ψˇ
(1)
j ∗2 ψˇ
(2)
k
)
∗
(
ψ
(1)
j ∗2 ψ(2)k
)
∗ f (z, u)
= cα
∑
j≤k
(
ψˇ
(1)
j ∗2 ψˇ
(2)
k ∗2 ψ(2)k
)
∗ ψ(1)j ∗ f (z, u)
= cα
∑
j∈Z
ψˇ(1)j ∗2
∑
k≥j
ψˇ
(2)
k ∗2 ψ(2)k
 ∗ ψ(1)j ∗ f (z, u)
= cα
∑
j∈Z
ψˇj ∗ ψj ∗ f (z, u) ,
where
(5.1) ψj ≡ ψ(1)j and ψˇj ≡ ψˇ
(1)
j ∗2
∑
k≥j
ψˇ
(2)
k ∗2 ψ(2)k
 .
Remark 12. It is a standard exercise to prove that ψˇj satisfies the same type of
estimates as does ψ
(1)
j on the Heisenberg group H
n.
Now we write
T (1)α f (z, u) =
∑
j≤k
∑
Q∈Q(j)
fQψQ (z, u) +R
(1)
α,Nf (z, u) ,
T (2)α f (z, u) =
∑
j>k
∑
R∈R(j,k)
fRψR (z, u) +R
(2)
α,Nf (z, u) ,
where
fQ ≡ cα |Q| ψj,k ∗ f (zQ, uQ) , for Q ∈ Q (j) and k ≥ j,
fR ≡ cα |R| ψj,k ∗ f (zR, uR) , for R ∈ R (j, k) and k < j,
ψQ (z, u) =
1
|Q|
∫
Q
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
dz′du′, for Q ∈ Q (j) and k ≥ j,
ψR (z, u) =
1
|R|
∫
R
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
dz′du′, for R ∈ R (j, k) and k < j.
and
R
(1)
α,Nf (z, u) = cα
∑
j≤k
∑
Q∈Q(j)
∫
Q
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
× [ψj,k ∗ f (z′, u′)− ψj,k ∗ f (zQ, uQ)] dz′du′,
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
× [ψj,k ∗ f (z′, u′)− ψj,k ∗ f (zR, uR)] dz′du′.
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Altogether we have
f (z, u) =
∑
j∈Z
∑
Q∈Q(j)
fQψQ (z, u) +
∑
j>k
∑
R∈R(j,k)
fRψR (z, u)(5.2)
+
{
Rαf (z, u) +R
(1)
α,Nf (z, u) +R
(2)
α,Nf (z, u)
}
.
Recall that we denote by Q ≡ ⋃j∈Z Q (j) the collection of all dyadic cubes, and by
Rvert ≡
⋃
j>k R (j, k) the collection of all strictly vertical dyadic rectangles. Then
we can rewrite (5.2) as
(5.3)
f (z, u) =
∑
Q∈Q
fQψQ (z, u) +
∑
R∈Rvert
fRψR (z, u) +
{
Rα + R
(1)
α,N +R
(2)
α,N
}
f (z, u) ,
which is a precursor to the wavelet form of the Caldero´n reproducing formula given
in the statement of Theorem 3.
The following theorem is the analogue of Theorem 1.19 in [18] for the operators
Rα, R
(1)
α,N and R
(2)
α,N .
Theorem 14. For fixed M and 0 < δ < 1, we can choose M ′ and 0 < α < ε
sufficiently small, and then choose N sufficiently large, so that the operators Rα,
R
(1)
α and R
(2)
α satisfy
‖Rαf‖Lp(Hn) +
∥∥∥R(1)α,Nf∥∥∥
Lp(Hn)
+
∥∥∥R(2)α,Nf∥∥∥
Lp(Hn)
(5.4)
≤ 1
2
‖f‖Lp(Hn) , f ∈ Lp (Hn) , 1 < p <∞,
‖Rαf‖MM′+δ
flag
(Hn)
+
∥∥∥R(1)α,Nf∥∥∥MM′+δ
flag
(Hn)
+
∥∥∥R(2)α,Nf∥∥∥MM′+δ
flag
(Hn)
≤ 1
2
‖f‖MM′+δ
flag
(Hn)
, f ∈MM ′+δflag (Hn) .
With Theorem 14 in hand we obtain that the operator
Sα,N ≡ I −Rα −R(1)α,Nf −R(2)α,N
is bounded and invertible on MM ′+δflag (Hn). It follows that with ψ˜Q ≡ S−1α,NψQ and
ψ˜R ≡ S−1α,NψR,
(5.5) f (z, u) =
∑
Q∈Q
fQ ψ˜Q (z, u) +
∑
R∈Rvert
fR ψ˜R (z, u) , f ∈MM
′+δ
flag (H
n) ,
where ψ˜Q and ψ˜R are in MM
′+δ
flag (H
n), and the convergence in (5.5) is in both
Lp (Hn) and in the Banach space MM ′+δflag (Hn). This finally is the wavelet form
of the Caldero´n reproducing formula given in the statement of Theorem 3. The
same argument shows that (5.5) holds for f ∈ Lp (Hn) with convergence in Lp (Hn)
provided 1 < p < ∞. In fact we obtain that (5.5) holds for f in any Banach
space X (Hn) with convergence in X (Hn) provided we have operator bounds
‖Rαf‖X (Hn) +
∥∥∥R(1)α,Nf∥∥∥X (Hn) + ∥∥∥R(2)α,Nf∥∥∥X (Hn) ≤ 12 ‖f‖X (Hn) , f ∈ X (Hn) .
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We turn first to proving the flag molecular estimates in (5.4), but only for∥∥∥R(1)α,Nf∥∥∥MM′+δ
flag
(Hn)
and
∥∥∥R(2)α,Nf∥∥∥MM′+δ
flag
(Hn)
, as the estimate for ‖Rαf‖MM′+δ
flag
(Hn)
is similar, but easier. We will use the following special T 1 type theorem on the
Heisenberg group Hn (see [17], [18] for the Euclidean case), to prove a correspond-
ing product version below, which is then used to obtain the aforementioned flag
molecular estimates. Recall the one-parameter molecular space MM ′+δ (Hn) in
Definition 11.
Theorem 15. Suppose that T : L2 (Hn) → L2 (Hn) is a bounded linear operator
with kernel K ((z, u) , (z′, u′)), i.e.
Tf (z, u) =
∫
Hn
K ((z, u) , (z′, u′)) f (z′, u′) dz′du′.
Suppose furthermore that K satisfies∫
Hn
zαuβ K ((z, u) , (z′, u′)) dzdu = 0,∫
Hn
(z′)α (u′)β K ((z, u) , (z′, u′)) dz′du′ = 0,
for all 0 ≤ |α| , β; and∣∣∣∂αz ∂βu∂α′z′ ∂β′u′K ((z, u) , (z′, u′))∣∣∣
≤ Aα,β,α′,β′ 1∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣Q+|α|+2β+|α′|+2β′ ,
for all 0 ≤ |α| , β, |α′| , β′. Then
T : Lp (Hn)→ Lp (Hn) , 1 < p <∞,
T : MM ′+δ (Hn)→MM ′+δ (Hn) , all M ′ and 0 < δ < 1,
and moreover,
‖Tf‖Lp(Hn) ≤ Cp ‖f‖Lp(Hn) and ‖Tf‖MM′+δ(Hn) ≤ CM ′,δ ‖f‖MM′+δ(Hn) ,
where the constants Cp and CM ′,δ go to zero as Aα,β,α′,β′ → 0 for sufficiently many
of the indices α, β, α′, β′.
In order to obtain flag molecular estimates, we will use the technique of lifting to
the product space MM ′+δproduct (Hn × R) together with the following special product
T 1 type theorem on the product group Hn × R.
Theorem 16. Suppose that T : L2 (Hn × R) → L2 (Hn × R) is a bounded linear
operator with kernel K ([(z, u) , v] , [(z′, u′) , v′]), i.e.
Tf ((z, u) , v) =
∫
Hn×R
K ([(z, u) , v] , [(z′, u′) , v′]) f ((z′, u′) , v′) dz′du′dv′.
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Suppose furthermore that K satisfies∫
Hn
zαuβ K ([(z, u) , v] , [(z′, u′) , v′]) dzdu = 0,∫
Hn
(z′)α (u′)β K ([(z, u) , v] , [(z′, u′) , v′]) dz′du′ = 0,∫
R
vγ K ([(z, u) , v] , [(z′, u′) , v′]) dv = 0,∫
R
(v′)γ K ([(z, u) , v] , [(z′, u′) , v′]) dv′ = 0,
for all 0 ≤ |α| , β, γ; and∣∣∣∂αz ∂βu∂γv ∂α′z′ ∂β′u′ ∂γ′v′K ([(z, u) , v] , [(z′, u′) , v′])∣∣∣
≤ Aα,β,γ,α′,β′,γ′ 1∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣Q+|α|+2β+|α′|+2β′
1
|v − v′|1+γ1+γ2 ,
for all 0 ≤ |α| , β, γ, |α′| , β′, γ′. Then
T : Lp (Hn × R)→ Lp (Hn × R) , 1 < p <∞,
T : MM ′+δproduct (Hn × R)→MM
′+δ
product (H
n × R) , all M ′ and 0 < δ < 1,
and moreover,
‖Tf‖Lp(Hn) ≤ Cp ‖f‖Lp(Hn) and ‖Tf‖MM′+δ(Hn) ≤ CM ′,δ ‖f‖MM′+δ(Hn) ,
where the constants Cp and CM ′,δ go to zero as Aα,β,γ,α′,β′,γ′ → 0 for sufficiently
many of the indices α, β, γ, α′, β′, γ′.
We postpone the proofs of these T 1 type theorems, and turn now to using them
to complete the proof of Theorem 14, which in turn completes the proof of Theorem
3.
5.1. Boundedness on the flag molecular space. We prove the estimates for
the operators R
(1)
α,N and R
(2)
α,N in Theorem 14 separately, beginning with R
(2)
α,N .
5.1.1. The operator R
(2)
α,N . Here we prove the boundedness of the error operator
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
× [ψj,k ∗ f (z′, u′)− ψj,k ∗ f (zR, uR)] dz′du′
on the flag molecular spaceMM ′+δflag (Hn) where M ′ is taken sufficiently small com-
pared to M as in the component functions. We begin by lifting the desired inequal-
ity to the product group Hn×R and reducing matters to Theorem 16. So we begin
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by writing
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
×
∫ [
ψj,k
(
(z′, u′) ◦ (z′′, u′′)−1
)
− ψj,k ∗ f
(
(zR, uR) ◦ (z′′, u′′)−1
)]
f (z′′, u′′) dz′′du′′dz′du′
= cα
∑
j>k
∑
R∈R(j,k)
∫
R
{∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ − w) ψˇ(2)k (w) dw}
×
∫ {∫
ψ
(1)
j
(
z′ − z′′, u′ − u′′ + Im z′z′′ − w′) ψˇ(2)k (w′)
−
∫
ψ
(1)
j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′
)
ψ
(2)
k (w
′)
}
dw′
∫
F (z′′, u′′ − w′′, w′′) dw′′,
where
f (z, u) = πF (z, u) =
∫
F ((z, u− w) , w) dw
and F ((z, u) , w) ∈MM ′+δproduct (Hn × R). We continue with
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
∫∫∫∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ − w) ψˇ(2)k (w)
×
{
ψ
(1)
j
(
z′ − z′′, u′ − u′′ + Im z′z′′ − w′)
−ψ(1)j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′
)}
ψˇ
(2)
k (w
′)
×F (z′′, u′′ − w′′, w′′) dz′′du′′dw′′dw′dwdz′du′.
Now for fixed w′′ make the change of variable u′′ → u′′ + w′′ (in the sense that
u′′ → u˜′′ + w′′ and we then rewrite u˜′′ as u′′) to obtain
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
∫∫∫∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ − w) ψˇ(2)k (w)
×
{
ψ
(1)
j
(
z′ − z′′, u′ − u′′ − w′′ + Im z′z′′ − w′)
−ψ(1)j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′ − w′′
)}
ψˇ
(2)
k (w
′)
×F (z′′, u′′, w′′) dz′′du′′dw′′dw′dwdz′du′.
Then making a change of variable w′ → w′−w′′ (in the sense of the previous change
of variable) we get
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
∫∫∫∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ − w) ψˇ(2)k (w)
×
{
ψ
(1)
j
(
z′ − z′′, u′ − u′′ + Im z′z′′ − w′)
−ψ(1)j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′
)}
ψˇ
(2)
k (w
′ − w′′)
×F (z′′, u′′, w′′) dz′′du′′dw′′dw′dwdz′du′.
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Finally, making the change of variable w→ w − w′ we get
R
(2)
α,Nf (z, u) = cα
∑
j>k
∑
R∈R(j,k)
∫
R
∫∫∫∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ − w + w′) ψˇ(2)k (w − w′)
×
{
ψ
(1)
j
(
z′ − z′′, u′ − u′′ + Im z′z′′ − w′)
−ψ(1)j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′
)}
ψˇ
(2)
k (w
′ − w′′)
×F (z′′, u′′, w′′) dz′′du′′dw′′dw′dwdz′du′
=
∫
R˜
(2)
α,NF ((z, u− w) , w) dw,
where the kernel of R˜
(2)
α,N is given by
R˜
(2)
α,N [((z, u) , w) , ((z
′′, u′′) , w′′)]
= cα
∑
j>k
∑
R∈R(j,k)
∫
R
∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ + w′) ψˇ(2)k (w − w′)
×
{
ψ
(1)
j
(
z′ − z′′, u′ − u′′ + Im z′z′′ − w′)
−ψ(1)j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′
)}
ψˇ
(2)
k (w
′ − w′′) dz′du′dw′.
Now it suffices to show that
R˜
(2)
α,NF ∈ MM
′+δ
product (H
n × R)
with small norm, since we then conclude that
R
(2)
α,Nf ∈MM
′+δ
flag (H
n)
with small norm. To do this we need only check that the kernel of R˜
(2)
α,N satisfies
the conditions of Theorem 16 with small bounds.
For this we rewrite the kernel in terms of Heisenberg group multiplication as
R˜
(2)
α,N [((z, u) , w) , ((z
′′, u′′) , w′′)]
= cα
∑
j>k
∑
R∈R(j,k)
∫
R
∫
ψˇ
(1)
j
(
(z, u) ◦ (z′, u′ − w′)−1
)
ψˇ
(2)
k (w − w′)
×
{
ψ
(1)
j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
−ψ(1)j
(
(zR, uR − w′) ◦ (z′′, u′′)−1
)}
ψ
(2)
k (w
′ − w′′) dz′du′dw′.
By construction we have
ψ
(1)
j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
− ψ(1)j
(
(zR, uR − w′) ◦ (z′′, u′′)−1
)
∼ 2−Nψ(1)j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
,
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in the sense that the left side satisfies the same moment, size and smoothness
conditions as does the right side. Thus we have∑
R∈R(j,k)
∫
R
∫
ψˇ
(1)
j
(
(z, u) ◦ (z′, u′ − w′)−1
)
(5.6)
×
{
ψ
(1)
j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
− ψ(1)j
(
(zR, uR − w′) ◦ (z′′, u′′)−1
)}
dz′du′
∼
∑
R∈R(j,k)
∫
R
∫
ψˇ
(1)
j
(
(z, u) ◦ (z′, u′ − w′)−1
)
2−Nψ(1)j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
dz′du′
∼ 2−Nψ(1)j
(
(z, u) ◦ (z′′, u′′)−1
)
.
We also have ∫
ψˇ
(2)
k (w − w′)ψ(2)k (w′ − w′′) dw′ ∼ ψ(2)k (w − w′′) .
So altogether we obtain
R˜
(2)
α,N [((z, u) , w) , ((z
′′, u′′) , w′′)]
∼ 2−N
∑
j>k
ψ
(1)
j
(
(z, u) ◦ (z′′, u′′)−1
)
ψ
(2)
k (w − w′′) ,
which satisfies the hypotheses of Theorem 16 with bounds roughly 2−N since
ψ(1) ∈ S (Hn) and ψ(2) ∈ S (R). Here we are using the well known fact that
the partial sums
∑
j<M ψj of an approximate identity satisfy Caldero´n-Zygmund
kernel conditions of infinite order uniformly in M .
5.1.2. The operator R
(1)
α,N . Now we turn to boundedness of the error operator
R
(1)
α,Nf (z, u) = cα
∑
j≤k
∑
Q∈Q(j)
∫
Q
ψˇj,k
(
(z, u) ◦ (z′, u′)−1
)
× [ψj,k ∗ f (z′, u′)− ψj,k ∗ f (zQ, uQ)] dz′du′,
on the flag molecular spaceMM ′+δflag (Hn) where M ′ is taken sufficiently small com-
pared to M as in the component functions. Applying the calculation used for term
R
(2)
α,N above, we can obtain
R
(1)
α,Nf (z, u) =
∫
R˜
(1)
α,NF ((z, u− w) , w) dw,
where the kernel of R˜
(1)
α,N is given by
R˜
(1)
α,N [((z, u) , w) , ((z
′′, u′′) , w′′)]
= cα
∑
j≤k
∑
Q∈Q(j)
∫
Q
∫
ψˇ
(1)
j
(
z − z′, u− u′ + Im zz′ + w′) ψˇ(2)k (w − w′)
×
{
ψ
(1)
j
(
z′ − z′′, u′ − u′′ + Im z′z′′ − w′)
−ψ(1)j
(
zR − z′′, uR − u′′ + Im zRz′′ − w′
)}
ψˇ
(2)
k (w
′ − w′′) dz′du′dw′.
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By construction we have
ψ
(1)
j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
− ψ(1)j
(
(zR, uR − w′) ◦ (z′′, u′′)−1
)
∼ 2−Nψ(1)j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
,
in the sense that the left side satisfies the same moment, size and smoothness
conditions as does the right side. Thus we have∑
Q∈Q(j)
∫
Q
∫
ψˇ
(1)
j
(
(z, u) ◦ (z′, u′ − w′)−1
)
×
{
ψ
(1)
j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
− ψ(1)j
(
(zR, uR − w′) ◦ (z′′, u′′)−1
)}
dz′du′
∼
∑
Q∈Q(j)
∫
R
∫
ψˇ
(1)
j
(
(z, u) ◦ (z′, u′ − w′)−1
)
2−Nψ(1)j
(
(z′, u′ − w′) ◦ (z′′, u′′)−1
)
dz′du′
∼ 2−Nψ(1)j
(
(z, u) ◦ (z′′, u′′)−1
)
.
We also have ∫
ψˇ
(2)
k (w − w′)ψ(2)k (w′ − w′′) dw′ ∼ ψ(2)k (w − w′′) .
So altogether we obtain
R˜
(1)
α,N [((z, u) , w) , ((z
′′, u′′) , w′′)]
∼ 2−N
∑
j≤k
ψ
(1)
j
(
(z, u) ◦ (z′′, u′′)−1
)
ψ
(2)
k (w − w′′) ,
which satisfies the hypotheses of Theorem 16 with bounds roughly 2−N since ψ(1) ∈
S (Hn) and ψ(2) ∈ S (R).
It now follows that the kernels of both R˜
(1)
α,N and R˜
(2)
α,N satisfy the hypotheses of
Theorem 16 with bounds roughly 2−N , and we conclude that∥∥∥R˜(i)α,NF∥∥∥MM′+δ
product
(Hn×R)
. 2−N ‖F‖MM′+δ
product
(Hn×R) , i = 1, 2.
Thus we obtain for each i = 1, 2:∥∥∥R(i)α,Nf∥∥∥MM′+δ
flag
(Hn)
≤ inf
f=πF
∥∥∥R˜(i)α,NF∥∥∥MM′+δ
product
(Hn×R)
. 2−N inf
f=πF
‖F‖MM′+δ
product
(Hn×R) = 2
−N ‖f‖MM′+δ
flag
(Hn)
,
and taking N sufficiently large completes the proof of the molecular estimates in
(5.4).
5.1.3. The Lp estimates. Finally, we turn to proving the Lp estimates in (5.4) for
1 < p <∞,
‖Rαf‖Lp(Hn) +
∥∥∥R(1)α,Nf∥∥∥
Lp(Hn)
+
∥∥∥R(2)α,Nf∥∥∥
Lp(Hn)
≤ 1
2
‖f‖Lp(Hn) .
The estimates for R
(1)
α,N and R
(2)
α,N follow from the estimates established above for
the kernels of the lifted operators R˜
(1)
α,N and R˜
(2)
α,N . Indeed, for f ∈ Lp (Hn), we
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can use a result in [25] to find F ∈ Lp (Hn × R) with f = πF and ‖F‖Lp(Hn×R) ≤
C ‖f‖Lp(Hn). Then we have∥∥∥R(i)α,Nf∥∥∥
Lp(Hn)
≤
∥∥∥R˜(i)α,NF∥∥∥
Lp(Hn×R)
. 2−N ‖F‖Lp(Hn×R) ≤ C2−N ‖f‖Lp(Hn) .
In similar fashion, the kernel of the lifted operator R˜α can be shown to satisfy
product kernel estimates with constant A that is a multiple of α for small α > 0,
and so we obtain from Theorem 16 that∥∥∥R˜αF∥∥∥
Lp(Hn×R)
. α ‖F‖Lp(Hn×R) .
and hence with f = πF as above,
‖Rαf‖Lp(Hn) ≤
∥∥∥R˜αF∥∥∥
Lp(Hn×R)
. α ‖F‖Lp(Hn×R) ≤ Cα ‖f‖Lp(Hn) .
If we now take 0 < α < 1 sufficiently small, and then N sufficiently large, we obtain
the Lp estimates in (5.4).
This concludes our proof of Theorem 14.
5.2. The T 1 type theorems. We begin with the proof of Theorem 15 in the one-
parameter case. We follow the argument in [?], where the same result is proved in
the Euclidean setting. For this we will also need an extension to the Heisenberg
group of the generalization of Meyer’s lemma by Torres [35]. We use notation
adapted to our arguments below.
Lemma 3. Suppose that T : L2 (Hn) → L2 (Hn) is a bounded linear operator
with kernel K ((z, u) , (z′, u′)) satisfying the kernel conditions in the hypotheses of
Theorem 15. Suppose that M ≥ 0 and that T
(
(z, u)(α
′′,β′′)
)
= 0 for all multi-
indices
(
α′′, β′′
)
with |α′′|+2β′′ ≤M . Then for any two points (z, u) , (z′′, u′′) ∈ Hn
and any smooth ϕ on Hn with compact support, and for any multi-index
(
α′, β′
)
with |α′|+ 2β′ = M ′ ≤M , we have the following identity:
∂α
′
z ∂
β′
u Tϕ (z, u)− ∂α
′
z ∂
β′
u Tϕ (z
′′, u′′)
equals∫
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))
×
ϕ (z′, u′)− ∑|α′′|+2β′′≤M ′ cα′′,β′′∂α
′′
z ∂
β′′
u ϕ (z, u)
[
(z′, u′) ◦ (z, u)−1
](α′′,β′′) θ˜ (z′, u′) dz′du′
−
∫
∂α
′
z ∂
β′
u K ((z
′′, u′′) , (z′, u′))
×
ϕ (z′, u′)− ∑|α′′|+2β′′≤M ′ cα′′,β′′∂α
′′
z ∂
β′′
u ϕ (z
′′, u′′)
[
(z′, u′) ◦ (z′′, u′′)−1
](α′′,β′′) θ˜ (z′, u′) dz′du′
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+
∫ {
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))− ∂α′z ∂β
′
u K ((z
′′, u′′) , (z′, u′))
}
×
ϕ (z′, u′)− ∑|α′′|+2β′′≤M ′ cα′′,β′′∂α
′′
z ∂
β′′
u ϕ (z
′′, u′′)
[
(z′, u′) ◦ (z′′, u′′)−1
](α′′,β′′)(1− θ˜ (z′, u′)) dz′du′
+
∑
|α′′|+2β′′≤M ′cα
′′,β′′∂
α′′
z ∂
β′′
u ϕ (z, u)−
∑
|α′′′|+2β′′′
≤M ′−|α′′|−2β′′
cα′′′,β′′′∂
α′′′+α′′
z ∂
2β′′′+2β′′
u ϕ (z
′′, u′′)
[
(z, u) ◦ (z′′, u′′)−1
](α′′′,β′′′)

×T(α′′,β′′),(α′,β′)θ˜ (z, u) .
The proof of this lemma follows verbatim that of Lemma 3.1.22 on page 62 of
[35].
Proof of Theorem 15: Let f ∈ MM ′+δ (Hn). In order to show that Tf ∈
MM ′+δ (Hn), we split the proof into four cases, the first two dealing with the
size estimates, and the last two with the difference estimates. For multi-indices
(α, β),
(
α′, β′
)
,
(
α′′, β′′
)
and
(
α′′′, β′′′
)
that arise in the arguments below, we will
consistently use the notation
(5.7) |α|+ β = M, |α′|+ 2β′ = M ′, |α′′|+ 2β′′ = M ′′, |α′′′|+ 2β′′′ = M ′′′.
Case 1: Suppose that |(z, u)| ≤ 1 and |α| + β = M . Here we are using |(z, u)|
to denote the usual norm on the Heisenberg group Hn. Let θ be a smooth cutoff
function supported in B (0, 4) and identically one on B (0, 2). Then we have
∂αz ∂
β
uTf (z, u)
=
∫
∂αz ∂
β
uK ((z, u) , (z
′, u′)) f (z′, u′) dz′du′
=
∫
∂αz ∂
β
uK ((z, u) , (z
′, u′)) θ (z′, u′)
×
f (z′, u′)− ∑|α′|+2β′≤M cα′,β′
(
∂α
′
z ∂
β′
u f
)
(z, u)
[
(z′, u′) ◦ (z, u)−1
](α′,β′) dz′du′
+
∫
∂αz ∂
β
uK ((z, u) , (z
′, u′)) f (z′, u′) (1− θ (z′, u′)) dz′du′
+
∑
|α′|+2β′≤M
cα′,β′
∫
∂αz ∂
β
uK ((z, u) , (z
′, u′)) θ (z′, u′)
×
(
∂α
′
z ∂
β′
u f
)
(z, u)
[
(z′, u′) ◦ (z, u)−1
](α′,β′)
dz′du′
I + II + III.
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From Taylor’s theorem and the size condition on K we obtain
|I| . ‖f‖MM′+δ(Hn)
∫
{|(z′,u′)|≤4}
|(z′, u′) ◦ (z, u)|−Q−M
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣M+δ dz′du′
. Cδ ‖f‖MM′+δ(Hn) ,
since Q is the homogeneous dimension of Hn.
Now in term II we have |(z, u)| ≤ 1 ≤ 12 |(z′, u′)| by the support condition on
θ (z′, u′), and hence
|(z′, u′)| ≤ |(z, u)|+
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣ ≤ 1
2
|(z′, u′)|+
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣
implies that
|(z′, u′)| ≤ 2
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣ .
As a consequence we obtain
|II| . ‖f‖MM′+δ(Hn)
∫
{|(z′,u′)|>2}
|(z′, u′) ◦ (z, u)|−Q−M |(z′, u′)|−Q−M−δ dz′du′
. Cδ ‖f‖MM′+δ(Hn) .
For term III we will use the fact that∥∥∥∥T(α′,β′);(α,β)θ( · − zt
)∥∥∥∥
∞
. t|α′|+β′−|α|−β
where
T(α′,β′);(α,β)f ≡
〈
K(α′,β′);(α,β), f
〉
≡
∫∫
{(z,u) 6=(z′,u′)}
[(z′, u′) ◦ (z, u)](α′,β′) {∂αz ∂βuK ((z, u) , (z′, u′))} f (z′, u′) dz′du′.
We obtain from
∣∣T(α′,β′);(α,β)θ (z, u)∣∣ ≤ C that
|III| ≤
∑
|α′|+2β′≤M
cα′,β′
∣∣∣(∂α′z ∂β′u f) (z, u)∣∣∣ ∣∣T(α′,β′);(α,β)θ (z, u)∣∣
.
∑
|α′|+2β′≤M
(
1 + |z|2 + |u|
)−Q+M+|α′|+2β′+δ2 ‖f‖MM′+δ(Hn)
. ‖f‖MM′+δ(Hn) .
This shows that when |(z, u)| ≤ 1, ∂αz ∂βuTf (z, u) satisfies the size conditions for
the one-parameter molecular space MM ′+δ (Hn) in Definition 11.
Case 2: Now suppose that |(z, u)| > 1, and suppose again that |α| + β = M .
Following Meyer [24], we set
1 = I (z′, u′) + J (z′, u′) + L (z′, u′) ,
I (z′, u′) = θ
(
δ (z, u) ◦ (z′, u′)−1
|(z, u)|
)
,
J (z′, u′) = θ
(
δ (z′, u′)
|(z, u)|
)
,
f = fI + fJ + fL ≡ fI + fJ + fL.
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We first estimate ∂αz ∂
β
uTfI (z, u) as follows:
∂αz ∂
β
uTfI (z, u)
=
∫
∂αz ∂
β
uK ((z, u) , (z
′, u′)) fI (z′, u′) dz′du′
=
∫
∂αz ∂
β
uK ((z, u) , (z
′, u′))
×
f (z′, u′)− ∑|α′|+2β′≤M cα′,β′
(
∂α
′
z ∂
β′
u f
)
(z, u)
[
(z′, u′) ◦ (z, u)−1
](α′,β′) I (z′, u′) dz′du′
+
∫
∂αz ∂
β
uK (...)
∑
|α′|+2β′≤M
cα′,β′
(
∂α
′
z ∂
β′
u f
)
(z, u)
[
(z′, u′) ◦ (z, u)−1
](α′,β′)
I (z′, u′) dz′du′
= A+B.
Using Taylor’s theorem and the smoothness conditions on f we obtain
|A| . ‖f‖MM′+δ(Hn) ×∫{ |(z,u)◦(z′,u′)−1|
|(z,u)|
≤ 12
} 1∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣Q+M
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ(
1 + |z|2 + |u|
)Q+2M+2δ
2
dz′du′
. ‖f‖MM′+δ(Hn)
1(
1 + |z|2 + |u|
)Q+2M+δ
2
,
where we have also used the fact that the support of I (z′, u′) is contained in the
set 
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣
|(z, u)| ≤
1
2
 .
To estimate term B we note that∥∥∥∥∥∥T(α′,β′);(α,β)θ
δ
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣
|(z, u)|
∥∥∥∥∥∥
∞
≤ C |(z, u)||α′|+2β′−M .
Then we get
|B| .
∑
|α′|+2β′≤M
cα′,β′
∥∥T(α′,β′);(α,β)I (·, ·)∥∥∞ ∥∥∥(∂α′z ∂β′u f) (z, u)∥∥∥∞
.
∑
|α′|+2β′≤M
|(z, u)||α′|+2β′−M 1(
1 + |z|2 + |u|
)Q+M+|α′|+2β+δ
2
‖f‖MM′+δ(Hn)
. ‖f‖MM′+δ(Hn)
1(
1 + |z|2 + |u|
)Q+2M+δ
2
.
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For the term ∂αz ∂
β
uTfJ (z, u) we use the smoothness conditions on the kernel T
and write
∂αz ∂
β
uTfJ (z, u)
=
∫ ∂αz ∂βuK ((z, u) , (z′, u′))− ∑
|α′|+2β′≤M
cα′,β′∂
α′
z ∂
β′
u ∂
α
z ∂
β
uK ((z, u) , (0, 0)) (z
′, u′)(α
′,β′)

×fJ (z′, u′) dz′du′
+
∫ ∑
|α′|+2β′≤M
cα′,β′∂
α′
z ∂
β′
u ∂
α
z ∂
β
uK ((z, u) , (0, 0)) (z
′, u′)(α
′,β′) fJ (z
′, u′) dz′du′
= B1 +B2.
Now
|B1| .
∫
|(z′,u′)|
|(z,u)|
≤ 12
|(z′, u′)|M+1∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣Q+M+M+12
‖f‖MM′+δ(Hn)(
1 + |z′|2 + |u′|
)Q+M+δ
2
dz′du′
. ‖f‖MM′+δ(Hn)
1(
1 + |z|2 + |u|
)Q+2M+δ
2
,
where we have used the fact that
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≥ 12 |(z, u)| when |(z′,u′)||(z,u)| ≤ 12 .
To estimate B2, we note that by the vanishing moments conditions on f ,∣∣∣∣∫ (z′, u′)(α′,β′) fJ (z′, u′) dz′du′∣∣∣∣
=
∣∣∣∣∫ (z′, u′)(α′,β′) fI (z′, u′) dz′du′ + ∫ (z′, u′)(α′,β′) fL (z′, u′) dz′du′∣∣∣∣
. ‖f‖MM′+δ(Hn)

∫
{|(z,u)◦(z′,u′)−1|≤ 12 |(z′,u′)|}
|(z′, u′)||α′|+2β′(
1 + |z′|2 + |u′|
)Q+M′+δ
2
dz′du′
+
∫
{|(z,u)◦(z′,u′)−1|≥ 14 |(z,u)|}
|(z′, u′)||α′|+2β′(
1 + |z′|2 + |u′|
)Q+M′+δ
2
dz′du′

. ‖f‖MM′+δ(Hn)
1(
1 + |z|2 + |u|
)M′+δ−|α′|−2β′
2
.
Therefore
|B2| . ‖f‖MM′+δ(Hn)
∑
|α′|+2β′≤M
1(
|z|2 + |u|
)Q+|α|+2β+|α′|+2β′
2
1(
1 + |z|2 + |u|
)M′+δ−|α′|−2β′
2
. ‖f‖MM′+δ(Hn)
1(
1 + |z|2 + |u|
)Q+2M′+δ
2
,
since |z|2 + |u| ≥ 1.
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For the last term ∂αz ∂
β
uTfL (z, u), the estimate is similar to that of the first term,
but easier. Indeed, note that the support of fL is contained in{
(z′, u′) : |(z′, u′)| ≥ 1
4
|(z, u)| and
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣ ≥ 1
4
|(z, u)|
}
.
Thus
∣∣∂αz ∂βuTfL (z, u)∣∣ = ∣∣∣∣∫ ∂αz ∂βuK ((z, u) , (z′, u′)) fL (z′, u′) dz′du′∣∣∣∣
. ‖f‖MM′+δ(Hn)
∫{ |z′|2+|u′|
|z|2+|u|
≥ 14
} 1(
|z|2 + |u|
)Q+|α|+2β
2
1(
|z′|2 + |u′|
)Q+M′+δ
2
dz′du′
. ‖f‖MM′+δ(Hn)
1(
|z|2 + |u|
)Q+2M′+δ
2
.
We now prove the smoothness conditions for ∂αz ∂
β
uTf (z, u) in two separate cases.
Case 3: We consider first the case |(z, u)| ≤ 1. For this we need the following
technical fact from Lemma 3:
∂α
′
z ∂
β′
u Tf (z, u)− ∂α
′
z ∂
β′
u Tf (z
′′, u′′)
equals∫
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))
×
f (z′, u′)− ∑
|α′′|+2β′′≤M ′
cα′′,β′′∂
α′′
z ∂
β′′
u f (z, u)
[
(z′, u′) ◦ (z, u)−1
](α′′,β′′) θ˜ (z′, u′) dz′du′
+
∫
∂α
′
z ∂
β′
u K ((z
′′, u′′) , (z′, u′))
×
f (z′, u′)− ∑|α′′|+2β′′≤M ′ cα′′,β′′∂α
′′
z ∂
β′′
u f (z
′′, u′′)
[
(z′, u′) ◦ (z′′, u′′)−1
](α′′,β′′) θ˜ (z′, u′) dz′du′
+
∫ {
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))− ∂α′z ∂β
′
u K ((z
′′, u′′) , (z′, u′))
}
×
f (z′, u′)− ∑|α′′|+2β′′≤M ′ cα′′,β′′∂α
′′
z ∂
β′′
u f (z
′′, u′′)
[
(z′, u′) ◦ (z′′, u′′)−1
](α′′,β′′)(1− θ˜ (z′, u′)) dz′du′
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+
∑
|α′′|+2β′′≤M ′
cα′′,β′′
×
∂
α′′
z ∂
β′′
u f (z, u)−
∑
|α′′′|+2β′′′
≤|α′|+2β′−|α′′|−2β′′
cα′′′,β′′′∂
α′′′+α′′
z ∂
2β′′′+2β′′
u f (z
′′, u′′)
[
(z, u) ◦ (z′′, u′′)−1
](α′′′,β′′′)

×T(α′′,β′′),(α′,β′)θ˜ (z, u) ,
where
θ˜ (z′, u′) = θ
 8 (z′, u′) ◦ (z, u)−1∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣
 ,
and where all of the integrals above are absolutely convergent.
Let I, II, III denote the three integrals and let IV denote the operator term
above. We first notice that∣∣∣∣∣∣f (z′, u′)−
∑
|α′|+2β′≤M ′
cα′,β′∂
α′
z ∂
β′
u f (z, u)
[
(z′, u′) ◦ (z, u)−1
](α′,β′)∣∣∣∣∣∣
.
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣M ′+1 ,
for all (z′, u′) ∈ Hn. Indeed, for
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣ ≤ 1, this follows from the Taylor
remainder estimate, and for
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣ > 1, it follows from the mean value
theorem. Thus we have
|I| . ‖f‖MM′+δ(Hn)
∫{ |(z′,u′)◦(z′′,u′′)−1|
|(z,u)◦(z′′,u′′)−1| ≤4
}
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣Q+δ ∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣|α′|+2β′ dz′du′
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ ,
which gives the correct bound since |(z, u)| ≤ 1. Integral II is estimated similarly.
For integral III we have
|III| . ‖f‖MM′+δ(Hn)
∫{ |(z′,u′)◦(z′′,u′′)−1|
|(z,u)◦(z′′,u′′)−1| >2
} ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ
×
∣∣∣(z′, u′) ◦ (z′′, u′′)−1∣∣∣−Q−δ ∣∣∣(z′, u′) ◦ (z′′, u′′)−1∣∣∣−|α′|−2β′ dz′du′
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ .
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Finally,
|IV | .
∑
|α′|+2β′
≤|α|+2β
∣∣∣∣∣∣∣∣∣∣
∂α
′
z ∂
β′
u f (z, u)−
∑
|α′′|+2β′′
≤|α|+2β−|α′|−2β′
cα′′,β′′∂
α′′+α′
z ∂
β′′+β′
u f (z
′′, u′′)
[
(z, u) ◦ (z′′, u′′)−1
](α′′,β′′)
∣∣∣∣∣∣∣∣∣∣
×
∥∥∥T(α′,β′),(α,β)θ˜∥∥∥∞
.
∑
|α′′|+2β′′
≤|α|+2β−|α′|−2β′
∣∣∣∂α′′+α′z ∂β′′+β′u f (ξ)− ∂α′′+α′z ∂β′′+β′u f (z′′, u′′)∣∣∣
×
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣|α|+2β−|α′|−2β′ ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣|α′|+2β′−|α|−2β
. ‖f‖MM′+δ(Hn)
∑
|α′|+2β′+|α′′|+2β′′
≤|α|+2β
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ .
Case 4: We prove the smoothness condition for ∂αz ∂
β
uf (z, u) only when
|(z, u)| ≥ 1 and
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ ≤ 1
2
(1 + |(z, u)|) ,
since the remaining cases are similar, but easier. First we claim that for (z′′′, u′′′) , (z′′, u′′) ∈
Hn, andwe have
∣∣∣∂α′z ∂β′u fI (z′′′, u′′′)− ∂α′z ∂β′u fI (z′′, u′′)∣∣∣
. ‖f‖MM′+δ
flag
(Hn)
∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(Q+2|α′|+β′) .
To see this, first consider the case
∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣ > 13 |(z, u)|. If (z′′′, u′′′)
lies in the support of fI (z, u), then |(z′′, u′′)| ≈ |(z, u)|, while otherwise, ∂α′z ∂β
′
u fI (z
′′′, u′′′) =
0. Similarly for (z′′′, u′′′). Using
∣∣∣∂α′z ∂β′u fI (z′′′, u′′′)− ∂α′z ∂β′u fI (z′′, u′′)∣∣∣ ≤ ∣∣∣∂α′z ∂β′u fI (z′′′, u′′′)∣∣∣+ ∣∣∣∂α′z ∂β′u fI (z′′, u′′)∣∣∣ ,
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and the symmetry in (z′′′, u′′′) and (z′′, u′′), it suffices to estimate just the first term
on the right:
∣∣∣∂α′z ∂β′u fI (z′′′, u′′′)∣∣∣
.
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
∣∣∣∂α′′′z ∂β′′′u fI (z′′′, u′′′)(∂α′′z ∂β′′u fI (z′′′, u′′′))∣∣∣
. ‖f‖MM′+δ(Hn)
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
(
1 + |z′′′|2 + |u′′′|
)−Q+M′+|α′′′|+2β′′′2 (|z|2 + |u|)−|α′′|+2β′′2
. ‖f‖MM′+δ(Hn)
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′

∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣
|(z, u)|
δ |(z, u)|−(Q+M ′+|α′′′|+2β′′′+|α′′|+2β′′)
. ‖f‖MM′+δ(Hn)
∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(Q+M ′) .
On the other hand, suppose that
∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣ ≤ 13 |(z, u)|. Without
loss of generality we may assume that at least one of (z′′′, u′′′) or (z′′, u′′) lies in
the support of I. Then
∣∣∣(z′′′, u′′′) ◦ (z, u)−1∣∣∣ , ∣∣∣(z′′, u′′) ◦ (z, u)−1∣∣∣ ≤ 5
6
|(z, u)| ,
and it follows that |(z′′′, u′′′)| and |(z′′, u′′)| are comparable to |(z, u)|. Thus we
have
∣∣∣∂α′z ∂β′u fI (z′′′, u′′′)− ∂α′z ∂β′u fI (z′′, u′′)∣∣∣
.
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
∣∣∣∂α′′′z ∂β′′′u f (z′′′, u′′′) ∂α′′z ∂β′′u I (z′′′, u′′′)− ∂α′′′z ∂β′′′u f (z′′, u′′) ∂α′′z ∂β′′u I (z′′, u′′)∣∣∣
.
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
∣∣∣∂α′′′z ∂β′′′u f (z′′′, u′′′){∂α′′z ∂β′′u I (z′′′, u′′′)− ∂α′′z ∂β′′u I (z′′, u′′)}∣∣∣
+
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
∣∣∣{∂α′′′z ∂β′′′u f (z′′′, u′′′)− ∂α′′′z ∂β′′′u f (z′′, u′′)} ∂α′′z ∂β′′u I (z′′, u′′)∣∣∣ ,
which by the definition of decay for f ∈ MM ′+δ (Hn), and the estimate
∣∣∣∂α′′z ∂β′′u I (w, v)∣∣∣ ≤ CM ′′
∣∣∣∣∣∂α′′z ∂β′′u θ˜
(
8 (z, u) ◦ (w, v)−1
|(z, u)|
)∣∣∣∣∣ |(z, u)|−M ′′ ,
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is dominated by
‖f‖MM′+δ(Hn)
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
|(z, u)|−(Q+M ′+|α′′′|+2β′′′)
×
∣∣∣∣∣∣∂α′′z ∂β′′u θ˜

∣∣∣(z′′′, u′′′) ◦ (z, u)−1∣∣∣
|(z, u)|
− ∂α′′z ∂β′′u θ˜

∣∣∣(z′′, u′′) ◦ (z, u)−1∣∣∣
|(z, u)|
∣∣∣∣∣∣ |(z, u)|−(|α′′|+2β′′)
+ ‖f‖MM′+δ(Hn)
∑
|α′′′|+2β′′′+|α′′|+2β′′=M ′
∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣δ
× |(z, u)|−(Q+M ′+|α′′′|+2β′′′+δ) |(z, u)|−(|α′′|+2β′′)
. ‖f‖MM′+δ(Hn)
∣∣∣(z′′′, u′′′) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(Q+2M ′+δ) .
We now return to the estimate for the difference
∂α
′
z ∂
β′
u TfI (z, u)− ∂α
′
z ∂
β′
u TfI (z
′′, u′′) = I + II + III + IV,
where we are using the decomposition introduced in Case 3, but applied to the
function fI instead of f . To estimate the first term we begin by writing
f (z′, u′)−
∑
|α′′|+2β′′≤M ′
cα′′,β′′∂
α′′
z ∂
β′′
u f (z, u)
[
(z′, u′) ◦ (z, u)−1
](α′′,β′′)
=
∑
|α′′|+2β′′=M ′
cα′′,β′′∂
α′′
z ∂
β′′
u f (ζ, η)
[
(z′, u′) ◦ (z, u)−1
](α′′,β′′)
−
∑
|α′′|+2β′′=M ′
cα′′,β′′∂
α′′
z ∂
β′′
u f (z, u)
[
(z′, u′) ◦ (z, u)−1
](α′′,β′′)
∑
|α′′|+2β′′=M ′
cα′′,β′′
[
∂α
′′
z ∂
β′′
u f (ζ, η)− ∂α
′′
z ∂
β′′
u f (z, u)
] [
(z′, u′) ◦ (z, u)−1
](α′′,β′′)
,
where (ζ, η) lies on line segment joining (z, u) and (z′′, u′′), in order to obtain
I =
∫
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))
×
fI (z′, u′)− ∑|α′′|+2β′′≤M ′ cα′′,β′′∂α
′′
z ∂
β′′
u fI (z, u)
[
(z′, u′) ◦ (z, u)−1
](α′′,β′′) θ˜ (z′, u′) dz′du′
=
∫
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))
×
 ∑|α′′|+2β′′=M ′ cα′′,β′′
[
∂α
′′
z ∂
β′′
u fI (ζ, η)− ∂α
′′
z ∂
β′′
u fI (z, u)
] [
(z′, u′) ◦ (z, u)−1
](α′′,β′′) θ˜ (z′, u′) dz′du′.
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Hence, using the kernel estimate for K, we obtain
.
∫{ |(z′,u′)◦(z′′,u′′)−1|
|(z,u)◦(z′′,u′′)−1| ≤4
} ∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣−(Q+M ′)
×
∑
|α′′|+2β′′=M ′
∣∣∣∂α′′z ∂β′′u fI (ζ, η)− ∂α′′z ∂β′′u fI (z, u)∣∣∣ dz′du′
. ‖f‖M ′+δMM′+δ(Hn)
∫{
|(z′,u′)◦(z,u)−1|
|(z,u)◦(z′′,u′′)−1|≤5
} ∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ |(z, u)|−(Q+2|α′|+4β′+δ) dz′du′
. ‖f‖M ′+δMM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(2M ′+δ) ,
which is the correct estimate since M ′ = |α′|+2β′. Term II is estimated in similar
fashion. For term III we have
III =
∫ {
∂α
′
z ∂
β′
u K ((z, u) , (z
′, u′))− ∂α′z ∂β
′
u K ((z
′′, u′′) , (z′, u′))
}
×
 ∑|α′′|+2β′′=M ′ cα′′,β′′
[
∂α
′′
z ∂
β′′
u fI (ξ, η)− ∂α
′′
z ∂
β′′
u fI (z
′′, u′′)
] [
(z′, u′) ◦ (z′′, u′′)−1
](α′′,β′′)
×
(
1− θ˜ (z′, u′)
)
dz′du′,
which gives
|III| . ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣1+δ |(z, u)|−(Q+|α′|+2β′+δ)
×
∫{ |(z,u)◦(z′′,u′′)−1|
|(z′′,u′′)◦(z′,u′)−1|≤2
} ∣∣∣(z′, u′) ◦ (z′′, u′′)−1∣∣∣−(Q+M ′+1) ∣∣∣(z′, u′) ◦ (z′′, u′′)−1∣∣∣M ′ dz′du′
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(Q+2M ′+δ) .
Finally, using what we proved in Case 1, we have
IV =
∑
|α′′|+2β′′≤M ′
cα′′,β′′
∂
α′′
z ∂
β′′
u fI (z, u)−
∑
|α′′′|+2β′′′
≤|α′|+2β′−|α′′|−2β′′
cα′′′,β′′′∂
α′′′+α′′
z ∂
2β′′′+2β′′
u fI (z
′′, u′′)
×
[
(z, u) ◦ (z′′, u′′)−1
](α′′′,β′′′)}
T(α′′,β′′),(α′,β′)θ˜ (z, u)
=
∑
|α′′|+2β′′≤M ′
cα′′,β′′

∑
|α′′′|+2β′′′
=|α′|+2β′−|α′′|−2β′′
cα′′′,β′′′
[
∂α
′′′+α′′
z ∂
2β′′′+2β′′
u fI (ξ, η)− ∂α
′′′+α′′
z ∂
2β′′′+2β′′
u fI (z
′′, u′′)
]
×
[
(z, u) ◦ (z′′, u′′)−1
](α′′′,β′′′)}
T(α′′,β′′),(α′,β′)θ˜ (z, u) ,
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and so
|IV | .
∑
|α′′′|+2β′′′+|α′′|+2β′′
=|α′|+2β′
∣∣∣∂α′′′+α′′z ∂β′′′+β′′u fI (ξ, η)− ∂α′′′+α′′z ∂β′′′+β′′u fI (z′′, u′′)∣∣∣
×
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣|α′′′|+2β′′′ ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣|α′|+2β′−(|α′′′|+2β′′′)
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(Q+2M ′+δ) .
Now we estimate the smoothness for the next term ∂α
′
z ∂
β′
u TfJ (z, u). We write
∣∣∣∂α′z ∂β′u TfJ (z, u)− ∂α′z ∂β′u TfJ (z′′, u′′)∣∣∣
=
∣∣∣∣∫ {∂α′z ∂β′u K ((z, u) , (z′, u′))− ∂α′z ∂β′u K ((z′′, u′′) , (z′, u′))} fJ (z′, u′) dz′du′∣∣∣∣
and adding and subtracting a Taylor polynomial, we bound this by
IV1 ≡
∣∣∣∣∫ [{∂α′z ∂β′u K ((z, u) , (z′, u′))− ∂α′z ∂β′u K ((z′′, u′′) , (z′, u′))}
−
∑
|α′′|+2β′′
≤|α′|+2β′
cα′′,β′′
{
∂α
′′+α′
z ∂
β′′+β′
u K ((z, u) , (0, 0))− ∂α
′′+α′
z ∂
β′′+β′
u K ((z
′′, u′′) , (0, 0))
}
(z′, u′)(α
′′,β′′)

×fJ (z′, u′) dz′du′|
plus
IV2 ≡∣∣∣∣∣∣∣∣∣∣
∫ 
∑
|α′′|+2β′′
≤|α′|+2β′
cα′′,β′′
{
∂α
′′+α′
z ∂
β′′+β′
u K ((z, u) , (0, 0))− ∂α
′′+α′
z ∂
β′′+β′
u K ((z
′′, u′′) , (0, 0))
}
(z′, u′)(α
′′,β′′)

×fJ (z′, u′) dz′du′| .
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Now we use the double difference estimate for ∂α
′′+α′
z ∂
β′′+β′
u K ((z, u) , (z
′, u′)) to
obtain
|IV1| .
∫ ∑
|α′′|+2β′′
=|α′|+2β′
∣∣∣({∂α′′+α′z ∂β′′+β′u K ((z, u) , (ξ, η))− ∂α′′+α′z ∂β′′+β′u K ((z, u) , (0, 0))}
−
{
∂α
′′+α′
z ∂
β′′+β′
u K ((z
′′, u′′) , (ξ, η))− ∂α′′+α′z ∂β
′′+β′
u K ((z
′′, u′′) , (0, 0))
})
(z′, u′)(α
′′,β′′)
∣∣∣
× |fJ (z′, u′)| dz′du′
. ‖f‖MM′+δ(Hn)
∫{ |(z′,u′)|
|(z,u)| ≤ 12
} ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣
× |(z, u)|−(Q+2|α′|+4β′+1) (1 + |(z′, u′)|)−(Q+M ′) dz′du′
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ |(z, u)|−(Q+2M ′+1) .
For term IV2 we use the estimate derived in Case 2 for the moments of fJ to obtain
|IV2| .
∑
|α′′|+2β′′
≤|α′|+2β′
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ |(z, u)|−(Q+2M ′+1) ∣∣∣∣∫ fJ (z′, u′) (z′, u′)(α′′,β′′) dz′du′∣∣∣∣
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ |(z, u)|−(Q+M ′+1)
×
∑
|α′′|+2β′′
≤|α′|+2β′
|(z, u)|−(|α′′|+2β′′) |(z, u)||α′′|+2β′′−(|α′|+2β′)
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ |(z, u)|−(Q+2M ′′+1) ,
where we have used
∫
fJ (z
′, u′) (z′, u′)(α
′′,β′′) dz′du′ = −
∫
fI (z
′, u′) (z′, u′)(α
′′,β′′) dz′du′−
∫
fL (z
′, u′) (z′, u′)(α
′′,β′′) dz′du′,
together with the estimate
∣∣∣∣∫ fI (z′, u′) (z′, u′)(α′′,β′′) dz′du′∣∣∣∣ . |(z, u)||α′′|+2β′′−M ′ ≤ C.
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Finally, we estimate∣∣∣∂α′z ∂β′u TfL (z, u)− ∂α′z ∂β′u TfL (z′′, u′′)∣∣∣
. ‖f‖MM′+δ(Hn)
∫{ |(z′,u′)◦(z,u)−1|
|(z,u)|
≥ 14 and
|(z′,u′)|
|(z,u)|
≥ 14
} ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ
×
∣∣∣(z′, u′) ◦ (z, u)−1∣∣∣−Q−M ′−δ |(z′, u′)|−(Q+|α′|+2β′) dz′du′
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−Q−M ′−δ
×
∫{ |(z′,u′)◦(z,u)−1|
|(z,u)|
≥ 14 and
|(z′,u′)|
|(z,u)|
≥ 14
} |(z′, u′)|−(Q+|α′|+2β′) dz′du′
. ‖f‖MM′+δ(Hn)
∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣δ |(z, u)|−(Q+2M ′+δ) .
Proof of Theorem 16: To prove the product version we note that the above
one-parameter proof extends virtually verbatim to establish a vector-valued version
in a Banach space. Indeed, all the main tools, such as integration, differentiation
and Taylor’s formula, carry over to the Banach space setting. First we will define
the X-valued molecular space MM+δ,M1,M2 (Hn;X), and then we will give the
extension of Theorem 15 to this space.
Definition 8. Let X be a Banach space with norm |x| for x ∈ X. Let M,M1,M2 ∈
N be positive integers, 0 < δ ≤ 1, and let Q = 2n + 2 denote the homogeneous di-
mension of Hn. The one-parameter molecular space MM+δ,M1,M2 (Hn;X) consists
of all X-valued functions f : Hn → X satisfying the moment conditions∫
Hn
zαuβf (z, u)dzdu = 0 for all |α|+ 2 |β| ≤M1,
and such that there is a nonnegative constant A satisfying the following two differ-
ential inequalities:∣∣∂αz ∂βuf (z, u)∣∣X ≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2|β|+δ
2
for all |α|+ 2 |β| ≤M2,
∣∣∂αz ∂βuf (z, u)− ∂αz ∂βuf (z′, u′)∣∣X ≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ(
1 + |z|2 + |u|
)Q+M+δ+M2+2δ
2
for all |α|+ 2 |β| = M2 and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
.
We have the following extension of Theorem 15 to X-valued functions for an
arbitrary Banach space X .
Theorem 17. Suppose that T : L2 (Hn) → L2 (Hn) is a bounded linear operator
with kernel K ((z, u) , (z′, u′)), i.e.
Tf (z, u) =
∫
Hn
K ((z, u) , (z′, u′)) f (z′, u′) dz′du′, f ∈ L2 (Hn) .
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Suppose furthermore that K satisfies∫
Hn
zαuβ K ((z, u) , (z′, u′)) dzdu = 0,∫
Hn
(z′)α (u′)β K ((z, u) , (z′, u′)) dz′du′ = 0,
for all 0 ≤ |α| , β; and∣∣∣∂αz ∂βu∂α′z′ ∂β′u′K ((z, u) , (z′, u′))∣∣∣
≤ Aα,β,α′,β′ 1∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣Q+|α|+2β+|α′|+2β′ ,
for all 0 ≤ |α| , β, |α′| , β′. For f : Hn → X we define Tf by the Banach space
valued integral
Tf (z, u) =
∫
Hn
K ((z, u) , (z′, u′)) f (z′, u′) dz′du′.
Then
T :MM ′+δ (Hn;X)→MM ′+δ (Hn;X)
is bounded for all M ′ and 0 < α < 1, and moreover, the operator norm satisfies
‖T ‖MM′+δ(Hn;X) ≤ CM ′,α,
where the constant CM ′,α goes to zero as Aα,β,α′,β′ → 0 for sufficiently many of the
indices α, β, α′, β′.
Proof : We simply repeat the scalar proof of Theorem 15 but replace
∣∣∂αz ∂βuf (z, u)∣∣
by
∣∣∂αz ∂βuf (z, u)∣∣X throughout and use Banach space analogues of Taylor’s theorem
and the identities of Torres [35].
Now we can quickly finish the proof of the product Theorem 16. We take
X =MM ′+δ (R) and note that the identification of product and iterated molecular
spaces, namely
(5.8) MM ′+δproduct (Hn × R) =MM
′+δ
(
Hn;MM ′+δ (R)
)
=MM ′+δ (Hn;X) ,
follows immediately from the definitions of the spaces involved; see Definition 11,
Definition 2 and the definition of MM+δ,M1,M2 (R) which we recall here.
Definition 9. Let M ∈ N be a positive integer and 0 < δ ≤ 1. The one-parameter
molecular space MM+δ,M1,M2 (R) consists of all functions f (v) on R satisfying the
moment conditions ∫
R
vγf (v) dv = 0 for all 2γ ≤M1,
and such that there is a nonnegative constant A satisfying the following two differ-
ential inequalities:
|∂γv f (v)| ≤ A
1
(1 + |v|)1+M+γ+δ
for all 2γ ≤M2,
∣∣∂M2v f (v)− ∂M2v f (v′)∣∣ ≤ A |v − v′|δ
(1 + |v|)1+ 32M+γ+2δ
for all |v − v′| ≤ 1
2
(1 + |v|) .
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For f ∈ MM ′+δproduct (Hn × R), denote the realization of f as an X-valued map by
f˜ : Hn →MM ′+δproduct (R). Then from (5.8) and Theorem 17 we have
‖Tf‖MM′+δ
product
(Hn×R) =
∥∥∥T f˜∥∥∥
MM′+δ(Hn;MM′+δ(R))
≤ C
∥∥∥f˜∥∥∥
MM′+δ(Hn;MM′+δ(R))
= C ‖f‖MM′+δ
product
(Hn×R) .
This completes the proof of Theorem 16.
5.3. Orthogonality estimates and the proof of the Plancherel-Poˆlya in-
equalities. We will need almost orthogonality estimates in order to prove both
the Plancherel-Poˆlya inequalities and the boundedness of flag singular integrals on
Hpflag (H
n). Recall from (2.2) the definition of the components ψt,s of the continu-
ous decomposition of the identity adapted to the Heisenberg group:
ψ (z, u) = ψ(1) ∗2 ψ(2) (z, u) =
∫
R
ψ(1)(z, u− v)ψ(2)(v)dv, (z, u) ∈ Cn × R,
and
ψt,s (z, u) = ψ
(1)
t ∗2 ψ(2)s (z, u) =
∫
R
ψ
(1)
t (z, u− v)ψ(2)s (v) dv
=
∫
R
t−2n−2ψ(1)
(
z
t
,
u− v
t2
)
s−1ψ(2)
(v
s
)
dv.
Here ψ(1) ∈ S(Hn) is as in Theorem 1, and ψ(2) ∈ S (R) satisfies∫ ∞
0
|ψ̂(2)(tη)|2 dt
t
= 1
for all η ∈ R\{0}, along with the moment conditions∫
Hn
zαuβψ(1)(z, u)dzdu = 0, |α|+ 2β ≤M,
∫
R
vγψ(2)(v)dv = 0, γ ≥ 0,
where M may be fixed arbitrarily large.
In particular the collection of component functions
{
ψt,s
}
t,s>0
satisfies
ψt,s = ψ
(1)
t ∗2 ψ(2)s ,(5.9)
ψ
(1)
t (z, u) = t
−2n−2ψ(1)
(
z
t
,
u− v
t2
)
,
ψ(2)s (v) = s
−1ψ(2)
(v
s
)
,
ψ(1) (z, u)ψ(2) (v) ∈ MM+δproduct (Hn × R) .
Of course the conditions in (5.9) imply that ψt,s ∈ MMflag (Hn) for all t, s > 0,
but (5.9) also contains the implicit dilation information that cannot be expressed
solely in terms of ψ1,1. Motivated by these considerations we make the following
definition that encompasses the identity (2.7).
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Definition 10. To each function Ψ ∈ MM+δproduct (Hn × R) we associate a collection
of product dilations {Ψt,s}t,s>0 defined by
Ψt,s (z, u, v) = t
−2n−2s−1Ψ
((z
t
,
u
t2
)
,
v
s
)
,
and a collection of component functions
{
ψt,s
}
t,s>0
defined by
ψt,s (z, u) = πΨt,s (z, u) =
∫
R
t−2n−2s−1Ψ
((
z
t
,
u− v
t2
)
,
v
s
)
dv, t, s > 0.
Given two functions in MM+δproduct (Hn × R) and their corresponding collections
of component functions we have the almost orthogonality estimates given below.
We use ∗Hn to denote convolution on the Heisenberg group Hn, and ∗Hn×R to
denote convolution on the product group Hn × R. From Lemma 1 we obtain that
π intertwines these two convolutions, which we record here.
Lemma 4. For ψt,s,Ψt,s, φt′,s′ ,Φt′,s′ as above we have
(5.10) ψt,s ∗Hn φt′,s′ = π {Ψt,s ∗Hn×R Φt′,s′} .
We now give the orthogonality estimates, first in the product case and then in the
flag case. The product case in Lemma 5 will prove crucial in establishing Theorem
14 for the flag molecular space MM ′+δflag (Hn).
For convenience we give the almost orthogonal estimates only for the caseM4M+2,2M,2Mproduct (Hn × R).
Lemma 5. Suppose Ψ,Φ ∈M4M+2,2M,2Mproduct (Hn × R). Then there exists a constant
C = C(M) depending only on M such that
|Ψt,s ∗Hn×R Φt′,s′ ((z, u) , v)|(5.11)
≤ C
(
t
t′
∧ t
′
t
)2M+1 (
s
s′
∧ s
′
s
)M+1
(t ∨ t′)2 4M+22(
(t ∨ t′)2+ |z|2 + |u|
)
Q+4M+2
2
(s ∨ s′)4M+2
(s ∨ s′+ |v|) 1+4M+2 .
Proof of Lemma 5: The proof uses a standard orthogonality argument on the
integral
Ψt,s ∗Hn×R Φt′,s′ ((z, u) , v)(5.12)
=
∫
Hn×R
Ψt,s
(
(z, u) ◦ (z′, u′)−1 , v − v′
)
Φt′,s′ ((z
′, u′) , v′) dz′du′dv′.
Consider the following four cases:
(1) t ≥ t′ and s ≥ s′,
(2) t ≥ t′ and s < s′,
(3) t < t′ and s ≥ s′,
(4) t < t′ and s < s′.
We prove Cases (1) and (2) since (4) is similar to (1) and (3) is similar to (2).
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Case (1): In this case we can exploit the smoothness of Ψt,s and the vanishing
moments of Φt′,s′ to write
Ψt,s ∗Hn×R Φt′,s′ ((z, u) , v)
=
∫
Hn×R

Ψt,s ((z, u) ◦ (z′, u′)−1 , v − v′)− ∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)
−
∑
γ≤M
cγ∂
γ
v
Ψt,s ((z, u) ◦ (z′, u′)−1 , v)− ∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v)
[
(z′, u′)−1
](α,β) (−v′)γ

×Φt′,s′ ((z′, u′) , v′) dz′du′dv′.
Indeed, we only used the moment conditions∫
Hn
[
(z′, u′)−1
](α,β)
Φt′,s′ ((z
′, u′) , v′) dz′du′ = 0, |α|+ 2β ≤ 2M,
and ∫
R
(−v′)γ Φt′,s′ ((z′, u′) , v′) dv′ = 0, γ ≤M.
We now write
Ψt,s ∗Hn×R Φt′,s′ ((z, u) , v) ≡ I1 + I2 + I3 + I4
where Ij denotes that part of the integral over Hn × R where integration is taken
over the set Wj given by
(5.13)
W1 =
{
((z′, u′) , v′) ∈ Hn × R : |(z′, u′)| ≤ 1
2
(
t2 + |z|2 + |u|
) 1
2
and |v′| ≤ 1
2
(s+ |v|)
}
,
W2 =
{
((z′, u′) , v′) ∈ Hn × R : |(z′, u′)| ≤ 1
2
(
t2 + |z|2 + |u|
) 1
2
and |v′| > 1
2
(s+ |v|)
}
,
W3 =
{
((z′, u′) , v′) ∈ Hn × R : |(z′, u′)| > 1
2
(
t2 + |z|2 + |u|
) 1
2
and |v′| ≤ 1
2
(s+ |v|)
}
,
W4 =
{
((z′, u′) , v′) ∈ Hn × R : |(z′, u′)| > 1
2
(
t2 + |z|2 + |u|
) 1
2
and |v′| > 1
2
(s+ |v|)
}
.
Note that Hn × R = W1 +W2 +W3 +W4.
To estimate term I1 we first use Taylor’s theorem in the factor Hn to write
Ψt,s
(
(z, u) ◦ (z′, u′)−1 , v − v′
)
−
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)
=
∑
|α|+2β=2M
cα,β
{
∂αz ∂
β
uΨt,s ((z
′′, u′′) , v − v′)− ∂αz ∂βuΨt,s ((z, u) , v − v′)
} [
(z′, u′)−1
](α,β)
,
where (z′′, u′′) = (z, u) ◦ δθ (z′, u′)−1 for some 0 < θ < 1 (here δθ is the usual
automorphic dilation of Hn), and then use Taylor’s theorem again but in the factor
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R to continue with
Ψt,s
(
(z, u) ◦ (z′, u′)−1 , v − v′
)
−
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)
−
∑
γ≤M
cγ∂
γ
v
Ψt,s ((z, u) ◦ (z′, u′)−1 , v)− ∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v)
[
(z′, u′)−1
](α,β) (−v′)γ
=
∑
|α|+2β=2M
cα,β
{
∂αz ∂
β
uΨt,s ((z
′′, u′′) , v − v′)− ∂αz ∂βuΨt,s ((z, u) , v − v′)
} [
(z′, u′)−1
](α,β)
−
∑
γ≤M
cγ∂
γ
v
 ∑|α|+2β=2M cα,β
{
∂αz ∂
β
uΨt,s ((z
′′, u′′) , v)− ∂αz ∂βuΨt,s ((z, u) , v − v′)
} [
(z′, u′)−1
](α,β) (−v′)γ
=
∑
|α|+2β=2M
γ=M
cγcα,β
{
∂γv ∂
α
z ∂
β
uΨt,s ((z
′′, u′′) , v′′)− ∂γv ∂αz ∂βuΨt,s ((z′′, u′′) , v)
−∂αz ∂βuΨt,s ((z, u) , v′′) + ∂γv ∂αz ∂βuΨt,s ((z, u) , v)
} [
(z′, u′)−1
](α,β)
(−v′)γ
where v′′ = v − θv′ for some 0 < θ < 1 (not necessarily the same θ as before).
Now we apply the double difference hypothesis in Definition 2 for elements of
M4M+2,2M,2Mproduct (Hn × R), and note that we are using 2M + 1 in place of M , to
obtain the estimate that the modulus of the final sum above is dominated by
A
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
) 2M+1
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
|v′|M+1
(s+ |v|)M+1
s4M+2
(s+ |v|)1+4M+2
since ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ . |(z′, u′)| . 1
2
(
t2 + |z|2 + |u|
) 1
2
,
|v − v′′| . |v′| . 1
2
(s+ |v|) .
This together with the size condition on Φt′,s′ yields
|I1| . A
∫
W1
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
) 2M+1
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
|v′|M+1
(s+ |v|)M+1
s4M+2
(s+ |v|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′
. A
(
t′
t
)2 2M+12 (s′
s
)M+1 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
s4M+2
(s+ |v|) 1+4M+2 ,
which is dominated by the right side of (5.11) as required. Recall that Q = 2n+2.
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In order to estimate I2 we rewrite it as follows:
I2 =
∫
W2
 ∑|α|+2β=2M cα,β
{
∂αz ∂
β
uΨt,s ((z
′′, u′′) , v − v′)− ∂αz ∂βuΨt,s ((z, u) , v − v′)
}
−
∑
|α|+2β=2M
∑
γ≤M
cγcα,β
[
∂γv ∂
α
z ∂
β
uΨt,s ((z
′′, u′′) , v)− ∂γv ∂αz ∂βuΨt,s ((z, u) , v − v′)
]
(−v′)γ

×
[
(z′, u′)−1
](α,β)
Φt′,s′ ((z
′, u′) , v′) dz′du′dv′
= I12 + I
2
2 .
For I12 we use ∣∣∣(z, u) ◦ (z′′, u′′)−1∣∣∣ . |(z′, u′)| . 1
2
(
t2 + |z|2 + |u|
) 1
2
to get
∣∣I12 ∣∣ ≤ A∫
W2
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
) 2M+1
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2
(s+ |v − v′|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′.
Now on W2 we have |v′| ≥ 12 (s+ |v|), which gives
(s′)4M+2
(s′+ |v′|) 1+4M+2 ≤ C
(s′)4M+2
(s+ |v|) 1+4M+2 = C
(
s′
s
)4M+2
s4M+2
(s+ |v|)1+4M+2
,
and hence
∣∣I12 ∣∣ ≤ A( t′t
)2 2M+12 (s′
s
)4M+2 (t2) 4M+22(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
.
Similarly, for I22 we have
∣∣I22 ∣∣ ≤ A∫
W2
∑
γ≤M
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
) 2M+1
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2 |v′|γ
(s+ |v|)1+4M+2+γ
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′.
Now we will use the inequality,∫
{|v′|≥ 12 (s+|v|)≥ 12 s}
1
(s′+ |v′|) 1+4M+2−γ dv
′ ≤ C 1
s4M+2−γ
,
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and take integration first in v′ and then in (z′, u′) to obtain
∣∣I22 ∣∣ ≤ A( t′t
)2 2M+12 (s′
s
)4M+2 (t2) 4M+22(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
.
In order to estimate I3 we rewrite it as follows:
I3 =
∫
W3

Ψt,s ((z, u) ◦ (z′, u′)−1 , v − v′)− ∑
γ≤M
cγ∂
γ
vΨt,s
(
(z, u) ◦ (z′, u′)−1 , v
)
(−v′)γ

−
 ∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)
−
∑
γ≤M
cγ∂
γ
v
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v)
[
(z′, u′)−1
](α,β)
(−v′)γ

×Φt′,s′ ((z′, u′) , v′) dz′du′dv′
= I13 + I
2
3 .
We have
∣∣I13 ∣∣ =
∣∣∣∣∣∣
∫
W3
Ψt,s ((z, u) ◦ (z′, u′)−1 , v − v′)− ∑
γ≤M
cγ∂
γ
vΨt,s
(
(z, u) ◦ (z′, u′)−1 , v
)
(−v′)γ

×Φt′,s′ ((z′, u′) , v′) dz′du′dv′|
=
∣∣∣∣∫
W3
cM
[
∂Mv Ψt,s
(
(z, u) ◦ (z′, u′)−1 , v′′
)
− ∂Mv Ψt,s
(
(z, u) ◦ (z′, u′)−1 , v
)
(−v′)M
]
×Φt′,s′ ((z′, u′) , v′) dz′du′dv′|
≤ A
∫
W3
(
t2
) 4M+2
2(
t2+
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣2) Q+4M+22
|v′|M+1
(s+ |v|)M+1
s4M+2
(s+ |v|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′.
Now on W3 we have |v′| ≤ 12 (s+ |v|) and |(z′, u′)| ≥ 12
(
t2+ |z|2 + |u|
) 1
2
so that
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
≤ C
(
(t′)2
t2
) 4M+2
2
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2
2
.
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Thus we have
∣∣I13 ∣∣ ≤ A
(
(t′)2
t2
) 4M+2
2
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
×
∫
W3
(
t2
) 4M+2
2(
t2+
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣2) Q+4M+22
|v′|M+1
(s+ |v|)M+1
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′
≤ A
(
(t′)2
t2
) 4M+2
2 (
s′
s
)M+1 (t2) 4M+22(
t2+ |z|2 + |u|
)
Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
.
Similarly, since |v′| ≤ 12 (s+ |v|) on W3, we have∣∣I23 ∣∣ =
∣∣∣∣∣∣
∫
W3
 ∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)
−
∑
γ≤M
cγ∂
γ
v
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v)
[
(z′, u′)−1
](α,β)
(−v′)γ

×Φt′,s′ ((z′, u′) , v′) dz′du′dv′|
=
∣∣∣∣∣∣
∫
W3
cM
 ∑
|α|+2β≤2M
cα,β∂
M
v ∂
α
z ∂
β
uΨt,s ((z, u) , v
′′)
[
(z′, u′)−1
](α,β)
− ∂Mv ∂αz ∂βuΨt,s ((z, u) , v)
[
(z′, u′)−1
](α,β)
(−v′)M
]
×Φt′,s′ ((z′, u′) , v′) dz′du′dv′|
≤ A
∫
W3
∑
|α|+2β≤2M
(
t2
) 4M+2
2 |(z′, u′)||α|+2β(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
|v′|M+1
(s+ |v|)M+1
s4M+2
(s+ |v|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′.
Using the fact that
|(z′, u′)| ≥ 1
2
(
t2+ |z|2 + |u|
) 1
2 ≥ 1
2
t
on W3 we have ∫
W3
|(z′, u′)||α|+2β(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
dz′du′
≤
∫
W3
1(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2−|α|−2β
2
dz′du′
≤ C 1
(t2)
4M+2−|α|−2β
2
,
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and so
∣∣I23 ∣∣ ≤ A
(
(t′)2
t2
) 4M+2
2 (
t2
) |α|+2β
2
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
(
s′
s
)M+1
s4M+2
(s+ |v|)1+4M+2
≤ A
(
(t′)2
t2
) 4M+2
2 (
s′
s
)M+1 (t2) 4M+22(
t2+ |z|2 + |u|
)
Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
.
For the final term I4, we use only the size conditions on Ψ to obtain
|I4| ≤ A
∫
W4

(
t2
) 4M+2
2(
t2+
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣) Q+4M+22 s
4M+2
(s+ |v − v′|)1+4M+2
+
∑
|α|+2β≤2M
cα,β
(
t2
) 4M+2
2 |(z′, u′)||α|+2β(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
s4M+2
(s+ |v − v′|)1+4M+2
+
∑
γ≤M
cγ
(
t2
) 4M+2
2(
t2+
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣) Q+4M+22 s
4M+2 |v′|γ
(s+ |v|)1+4M+2+γ
+
∑
γ≤M
∑
|α|+2β≤2M
cγcα,β
(
t2
) 4M+2
2 |(z′, u′)||α|+2β(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
s4M+2 |v′|γ
(s+ |v|)1+4M+2+γ

×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′.
Now on W4 we have
|(z′, u′)| ≥ 1
2
(
t2+ |z|2 + |u|
) 1
2
and |v′| ≥ 1
2
(s+ |v|) ,
and so
(1)
∫
W4
(
t2
) 4M+2
2(
t2+
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣) Q+4M+22 s
4M+2
(s+ |v − v′|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′
≤ A
(
(t′)2
t2
) 4M+2
2
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2
2
(
s′
s
)4M+2
s4M+2
(s+ |v|)1+4M+2
;
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(2)∫
W4
∑
|α|+2β≤2M
cα,β
(
t2
) 4M+2
2 |(z′, u′)||α|+2β(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
s4M+2
(s+ |v − v′|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′
≤ A
(
(t′)2
) 4M+2
2
(t2)
4M+2−|α|−2β
2
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
(
s′
s
)4M+2
s4M+2
(s+ |v|)1+4M+2
≤ A
(
(t′)2
t2
) 4M+2
2 (
s′
s
)4M+2 (t2) 4M+22(
t2+ |z|2 + |u|
)
Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
;
(3) ∫
W4
∑
γ≤M
cγ
(
t2
) 4M+2
2(
t2+
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣) Q+4M+22 s
4M+2 |v′|γ
(s+ |v|)1+4M+2+γ
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′
≤ A
(
(t′)2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2
2
(s′)4M+2
s4M+2−γ
s4M+2
(s+ |v|)1+4M+2+γ
≤ A
(
(t′)2
t2
) 4M+2
2 (
s′
s
)4M+2 (t2) 4M+22(
t2+ |z|2 + |u|
)
Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
;
(4)∫
W4
∑
γ≤M
∑
|α|+2β≤2M
cγcα,β
(
t2
) 4M+2
2 |(z′, u′)||α|+2β(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
s4M+2 |v′|γ
(s+ |v|)1+4M+2+γ
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v′|) 1+4M+2 dz
′du′dv′
≤ A
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)
Q+4M+2+|α|+2β
2
s4M+2
(s+ |v|)1+4M+2+γ
(
(t′)2
) 4M+2
2
(t2)
4M+2−|α|−2β
2
(s′)4M+2
s4M+2−γ
≤ A
(
(t′)2
t2
) 4M+2
2 (
s′
s
)4M+2 (t2) 4M+22(
t2+ |z|2 + |u|
)
Q+4M+2
2
s4M+2
(s+ |v|)1+4M+2
.
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Case (2): In this case we have t ≥ t′ and s < s′ and we use vanishing moments
for both Ψ and Φ to obtain
Ψt,s ∗Hn×R Φt′,s′ ((z, u) , v)
=
∫
Hn×R

Ψt,s ((z, u) ◦ (z′, u′)−1 , v − v′)− ∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)
×
Φt′,s′ ((z′, u′) , v′)− ∑
γ≤M
cγ∂
γ
vΦt′,s′ ((z
′, u′) , v) (v′ − v)γ
 dz′du′dv′.
As in Case (1) we write the integral above as I1 + I2 + I3 + I4 where Ij denotes
integration taken over the set Wj as in (5.13). Recall that Hn × R =
4⋃
j=1
Wj .
Using the smoothness conditions on both Ψ and Φ we obtain similar to Case (1)
that
|I1| . A
∫
W1
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
) 2M+1
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2
(s+ |v − v′|)1+4M+2
×
(
(t′)2
) 4M+1
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
|v′ − v|M+1
(s+ |v|)M+1
(s′)4M+2
(s′+ |v|) 1+4M+2 dz
′du′dv′
. A
(
t′
t
) 4M+1
2
(
s′
s
)M+1 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
(s′)4M+2
(s′+ |v|) 1+4M+2 ,
which is dominated by the right side of (5.11) as required.
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For I2 we have
|I2| ≤
∫
W2
∣∣∣∣∣∣Ψt,s
(
(z, u) ◦ (z′, u′)−1 , v − v′
)
−
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)∣∣∣∣∣∣
×
|Φt′,s′ ((z′, u′) , v′)|+
∣∣∣∣∣∣
∑
γ≤M
cγ∂
γ
vΦt′,s′ ((z
′, u′) , v) (v′ − v)γ
∣∣∣∣∣∣
 dz′du′dv′
≤ A
∫
W2
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
)Q+4M+2
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2
(s+ |v − v′|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2
(s′+ |v|) 1+4M+2 dz
′du′dv′
+A
∫
W2
|(z′, u′)| 2M+12(
t2 + |z|2 + |u|
)Q+4M+2
2
(
t2
) 4M+2
2(
t2 + |z|2 + |u|
)Q+4M+2
2
s4M+2
(s+ |v − v′|)1+4M+2
×
∑
γ≤M
cγ
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
(s′)4M+2 |v − v′|γ
(s′+ |v|) 1+4M+2+γ dz
′du′dv′,
and since |v − v′| ≥ 12 (s′+ |v|), this is dominated by
A
∫
W2
(
t′
t
)4M+2 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
s4M+2
(s′+ |v|) 1+4M+2
+A
∑
γ≤M
cγ
(
t′
t
)4M+2 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
s4M+2
(s′+ |v|) 1+4M+2
≤ A
∑
γ≤M
cγ
(
t′
t
)4M+2 ( s
s′
)4M+2 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
(s′)4M+2
(s′+ |v|) 1+4M+2
≤ A
(
t′
t
)4M+2 ( s
s′
)3M+2 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
(s′)3M+2
(s′+ |v|) 1+3M+2 .
For I3 we write
|I3| ≤
∫
W3
∣∣∣Ψt,s ((z, u) ◦ (z′, u′)−1 , v − v′)∣∣∣+
∣∣∣∣∣∣
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)∣∣∣∣∣∣

×
∣∣∣∣∣∣Φt′,s′ ((z′, u′) , v′)−
∑
γ≤M
cγ∂
γ
vΦt′,s′ ((z
′, u′) , v) (v′ − v)γ
∣∣∣∣∣∣ dz′du′dv′,
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and using the size condition on Ψ and the smoothness condition on Φ we get
|I3| ≤ A
∫
W3
(
t2
) 4M+2
2(
t2 +
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣)Q+4M+22
s4M+2
(s+ |v − v′|)1+4M+2
×
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
|v − v′|M+1
(s′+ |v|)M+1
(s′)4M+2
(s′+ |v|) 1+4M+2 dz
′du′dv′
+A
∫
W3
∑
|α|+2β≤2M
cα,β
(
t2
) 4M+2
2 |(z′, u′)||α|+2β(
t2+ |z|2 + |u|
)Q+4M+2+|α|+2β
2
s4M+2
(s+ |v − v′|)1+4M+2
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
|v − v′|M+1
(s′+ |v|)M+1
(s′)4M+2
(s′+ |v|) 1+4M+2 dz
′du′dv′.
Using the fact that onW3 we have
|(z′, u′)| ≥ 1
2
(
t2+ |z|2 + |u|
) 1
2
,
we have
|I3| ≤ A
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2
2
( s
s′
)M+1 (s′)4M+2
(s′+ |v|) 1+4M+2
+A
(
t2
) 4M+2
2(
t2+ |z|2 + |u|
)Q+4M+2+|α|+2β
2
( s
s′
)M+1 (s′)4M+2
(s′+ |v|) 1+4M+2
(
(t′)2
) 4M+2
2(
(t′)2+ |z′|2 + |u′|
)
Q+4M+2−|α|−2β
2
≤ A
(
t′
t
)4M+2 ( s
s′
)M+1 (t2)2M+1(
t2+ |z|2 + |u|
)
n+1+2M+1
(s′)4M+2
(s′+ |v|) 1+4M+2 .
Finally, for term I4, we only use size conditions on both Ψ and Φ to get
|I4| ≤
∫
W4
∣∣∣Ψt,s ((z, u) ◦ (z′, u′)−1 , v − v′)∣∣∣+
∣∣∣∣∣∣
∑
|α|+2β≤2M
cα,β∂
α
z ∂
β
uΨt,s ((z, u) , v − v′)
[
(z′, u′)−1
](α,β)∣∣∣∣∣∣

×
|Φt′,s′ ((z′, u′) , v′)|+
∣∣∣∣∣∣
∑
γ≤M
cγ∂
γ
vΦt′,s′ ((z
′, u′) , v) (v′ − v)γ
∣∣∣∣∣∣
 dz′du′dv′.
There are thus four terms after multiplying out, and each of these four terms is
handled in the same way that the corresponding four terms for I4 in Case (1) were
handled.
There are corresponding orthogonality estimates that can now be obtained for
component functions on Hn.
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Lemma 6. Suppose Ψ,Φ ∈ M2Mproduct (Hn × R) and let
{
ψt,s
}
t,s>0
and
{
φt,s
}
t,s>0
be the associated collections of component functions as defined in Definition 10 and
(2.7) above. Then there exists a constant C = C(M) depending only on M such
that if (t ∨ t′)2 ≤ s ∨ s′, then
∣∣ψt,s ∗Hn φt′,s′(z, u)∣∣ ≤ C ( tt′ ∧ t′t
)2M (
s
s′
∧ s
′
s
)M
(5.14)
× (t ∨ t
′)2M
(t ∨ t′+ |z|) 2n+2M
(s ∨ s′)M
(s ∨ s′+ |u|) 1+M ,
and if (t ∨ t′)2 ≥ s ∨ s′, then
∣∣ψt,s ∗ φt′,s′(z, u)∣∣ ≤ C ( tt′ ∧ t′t
)M (
s
s′
∧ s
′
s
)M
(5.15)
× (t ∨ t
′)M
(t ∨ t′+ |z|) 2n+M
(t ∨ t′)M(
t ∨ t′+√|u|) 2+2M .
Roughly speaking, ψt,s ∗ φt′,s′(z, u) satisfies the product multi-parameter almost
orthogonality when (t ∨ t′)2 ≤ s ∨ s′ and the one-parameter almost orthogonality
when (t ∨ t′)2 ≥ s ∨ s′.
Proof of Lemma 6: We will use the projection Lemma 4 to pass from the
orthogonality estimates for the product dilations {Ψt,s}t,s>0 and {Φt,s}t,s>0 in
Lemma 5 to the estimates for the component functions
{
ψt,s
}
t,s>0
and
{
φt,s
}
t,s>0
in Lemma 6.
From (5.11) and (5.10) we obtain
∣∣ψt,s ∗ φt′,s′(z, u)∣∣ = ∣∣∣∣∫
R
Ψt,s ∗Hn×R Φt′,s′ ((z, u− v) , v) dv
∣∣∣∣(5.16)
. C
(
t
t′
∧ t
′
t
)2M (
s
s′
∧ s
′
s
)M
×
∫
R
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u− v|
)
n+1+2M
(s ∨ s′)2M
(s ∨ s′+ |v|) 1+2M dv.
Now we consider four cases separately.
Case 1: (t ∨ t′)2 ≤ s ∨ s′ and |u| ≥ s ∨ s′. In this case we use that
(5.17)
(s ∨ s′)2M
(s ∨ s′+ |v|) 1+2M =
1
s ∨ s′
1(
1+
∣∣ v
s∨s′
∣∣) 1+2M
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has integral roughly 1, with essential support [−s ∨ s′, s ∨ s′], to obtain
∫
R
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u− v|
)
n+1+2M
(s ∨ s′)2M
(s ∨ s′+ |v|) 1+2M dv
≈ (t ∨ t
′)4M(
(t ∨ t′)2+ |z|2 + |u|
)
n+1+2M
≤ (t ∨ t
′)2M(
(t ∨ t′)2+ |z|2
)
n+M
(t ∨ t′)2M(
(t ∨ t′)2 + |u|
)
1+M
≤ (t ∨ t
′)2M
((t ∨ t′)+ |z|) 2n+2M
(s ∨ s′)M
(s ∨ s′ + |u|) 1+M .
Plugging this estimate into the right side of (5.16) leads to the correct product
estimate (5.14) for this case.
Case 2: (t ∨ t′)2 ≤ s ∨ s′ and |u| ≤ s ∨ s′. In this case we bound the left side of
(5.17) by 1
s∨s′ to obtain∫
R
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u− v|
)
n+1+2M
(s ∨ s′)2M
(s ∨ s′+ |v|) 1+2M dv
.
1
s ∨ s′
∫
R
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u− v|
)
n+1+2M
dv
.
1
s ∨ s′
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2
)
n+2M
≤ (t ∨ t
′)2M
((t ∨ t′)+ |z|) 2n+2M
(s ∨ s′)M
(s ∨ s′ + |u|) 1+M .
Plugging this estimate into the right side of (5.16) again leads to the correct product
estimate (5.14) for this case.
Case 3: (t ∨ t′)2 ≥ s ∨ s′ and |u| ≤ (t ∨ t′)2. In this case we have
∫
R
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u− v|
)
n+1+2M
(s ∨ s′)2M
(s ∨ s′+ |v|) 1+2M dv
.
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2
)
n+1+2M
.
(t ∨ t′)2M(
(t ∨ t′)2+ |z|2
)
n+M
(t ∨ t′)2M(
(t ∨ t′)2+ |u|
)
1+M
≈ (t ∨ t
′)2M
(t ∨ t′+ |z|) 2n+2M
(t ∨ t′)2M(
t ∨ t′+√|u|) 2+2M .
Plugging this estimate into the right side of (5.16) leads to the correct one-parameter
estimate (5.15) for this case.
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Case 4: (t ∨ t′)2 ≥ s ∨ s′ and |u| ≥ (t ∨ t′)2. In this case we have∫
R
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u− v|
)
n+1+2M
(s ∨ s′)2M
(s ∨ s′+ |v|) 1+2M dv
.
(t ∨ t′)4M(
(t ∨ t′)2+ |z|2 + |u|
)
n+1+2M
.
(t ∨ t′)2M(
(t ∨ t′)2+ |z|2
)
n+M
(t ∨ t′)2M(
(t ∨ t′)2+ |u|
)
1+M
≈ (t ∨ t
′)2M
(t ∨ t′+ |z|) 2n+2M
(t ∨ t′)2M(
t ∨ t′+√|u|) 2+2M .
Plugging this estimate into the right side of (5.16) again leads to the correct
one-parameter estimate (5.15).
5.3.1. Proof of the Plancherel-Poˆlya inequalities. Before we prove the Plancherel-
Poˆlya-type inequality in Theorem 4, we first prove the following lemma. We will
often use the notation (xI , yJ) in place of (zI , uJ) for the center of the dyadic
rectangle I × J in Hn, i.e. we write x in place of z, and y in place of u.
Lemma 7. Let I×J and I ′×J ′ be dyadic rectangles in Hn such that ℓ(I) = 2−j−N ,
ℓ(J) = 2−j−N + 2−k−N , ℓ(I ′) = 2−j
′−N and ℓ(J ′) = 2−j
′−N + 2−k
′−N . Thus for
any (z, u) and (z∗, u∗) in Hn, we have when j ∧ j′ ≥ k ∧ k′∑
I′,J′
2−|j−j
′|L1−|k−k′|L22−(j∧j
′)K1−(k∧k′)K2 |I ′||J ′|
(2−j∧j′ + |z − xI′ |)2n+K1 (2−k∧k′ + |u− yJ′ |)1+K2
· |φj′,k′ ∗ f (xI′ , yJ′) |
≤ C1(N, r, j, j′, k, k′)2−|j−j′|L1
×2−|k−k′|L2
{
MS
[(∑
J′
∑
I′
|φj′,k′ ∗ f(xI′ , yJ′)|χJ′χI′
)r]} 1r
(z∗, u∗)
and when j ∧ j′ ≤ k ∧ k′∑
I′,J′
2−|j−j
′|L1−|k−k′|L22−(j∧j
′)K1−(j∧j′)K2 |I ′||J ′|
(2−j∧j′ + |z − xI′ |)2n+K1 (2−j∧j′ + |u− yJ′ |)1+K2
|φj′,k′ ∗ f(xI′ , yJ′)|
≤ C2(N, r, j, j′, k, k′)2−|j−j′|L12−|k−k′|L2
×
{
M
[(∑
J′
∑
I′
|φj′,k′ ∗ f(xI′ , yJ′)|χJ′χI′
)r]} 1r
(z∗, u∗)
where M is the Hardy-Littlewood maximal function on Hn, MS is the strong max-
imal function on Hn as defined in (1.1), and max
{
2n
2n+K1
, 11+K2
}
< r and
C1(N, r, j, j
′, k, k′) = 2(
1
r
−1)N(2n+1) · 2[2n(j∧j′−j′)+(k∧k′−k′)](1− 1r )
C2(N, r, j, j
′, k, k′) = 2(
1
r
−1)N(2n+1) · 2[2n(j∧j′−j′)+(j∧j′−j′∧k′)](1− 1r ).
Proof. We set
A0 = {I ′ : ℓ(I ′) = 2−j′−N , |z − xI
′ |
2−j∧j′
≤ 1}
B0 = {J ′ : ℓ(J ′) = 2−j
′−N + 2−k
′−N ,
|u− yJ′ |
2−k∧k′
≤ 1}
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where xI′ ∈ I ′ and yJ′ ∈ J ′, and where for ℓ ≥ 1, i ≥ 1
Aℓ = {I ′ : ℓ(I ′) = 2−j′−N , 2ℓ−1 < |z − xI
′ |
2−j∧j′
≤ 2ℓ}.
Bi = {J ′ : ℓ(J ′) = 2−j′−N + 2−k′−N , 2i−1 < |u− yJ
′ |
2−k∧k′
≤ 2i}.
We first consider the case when j ∧ j′ ≥ k ∧ k′, and let
τ = [2n(j ∧ j′ − j′) + (k ∧ k′ − k′)](1 − 1
r
).
Then ∑
I′,J′
2−(j∧j
′)K1−(k∧k′)K2 |I ′||J ′|
(2−j∧j′ + |z − xI′ |)2n+K1 (2−k∧k′ + |u− yJ′ |)1+K2
· |φj′,k′ ∗ f(xI′ , yJ′)|
≤
∑
ℓ,i≥0
2−ℓ(2n+K1)2−i(1+K2)2−N(2n+1)2(j∧j
′−j′)n+(k∧k′−k′)m ∑
I′∈Aℓ,J′∈Bi
|φj′,k′ ∗ f(xI′ , yJ′)|
≤
∑
ℓ,i≥0
2−ℓ(n+K1)2−i(m+K2)2−N(n+m)2(j∧j
′−j′)2n+(k∧k′−k′)
 ∑
I′∈Aℓ,J′∈Bi
∣∣φj′,k′ ∗ f(xI′ , yJ′)∣∣r

1
r
=
∑
ℓ,i≥0
2−ℓ(2n+K1)−i(1+K2)−N(2n+1)2(j∧j
′−j′)2n+(k∧k′−k′)
×
∫
Hn
|I ′|−1|J ′|−1
∑
I′∈Aℓ,J′∈Bi
|φj′,k′ ∗ f(xI′ , yJ′)|rχI′χJ′
 1r
≤
∑
ℓ,i≥0
2−ℓ(2n+K1−
2n
r
)−i(1+K2− 1r )+( 1r−1)N(2n+1)
×2τ
MS
 ∑
I′∈Aℓ,J′∈Bi
|φj′,k′ ∗ f(xI′ , yJ′)|rχI′χJ′
 (z∗, u∗)

1
r
≤ C1(N, r, j, k, j′, k′)
MS
∑
I′,J′
|φj′,k′ ∗ f(xI′ , yJ′)|rχI′χJ′
 (z∗, u∗)

1
r
The last inequality follows from the assumption that r > max{ 2n2n+K1 , 11+K2 } which
can be achieved by choosing K1,K2 large enough. The second inequality can be
proved similarly. 
We now are ready to give the proof of the Plancherel-Poˆlya inequality.
Proof. (of Theorem 4): By Theorem 3, f ∈ MM+δflag (Hn)′ can be represented by
f(z, u) =
∑
j′
∑
k′
∑
J′
∑
I′
|J ′||I ′|φ˜j′,k′
(
(z, u) ◦ (xI′ , yJ′)−1
) (
φj′,k′ ∗ f
)
(xI′ , yJ′).
We write(
ψj,k ∗ f
)
(u, v)
=
∑
j′
∑
k′
∑
J′
∑
I′
|I ′||J ′|
(
ψj,k ∗ φ˜j′,k′
(
(·, ·) ◦ (xI′ , yJ′)−1
))
(z, u)
(
φj′,k′ ∗ f
)
(xI′ , yJ′).
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By the almost orthogonality estimates in Lemma 6, and by choosing t = 2−j,
s = 2−k, t′ = 2−j
′
, s′ = 2−k
′
, and for any given positive integers L1, L2,K1,K2, we
have if j ∧ j′ ≥ k ∧ k′,∣∣∣(ψj,k ∗ φ˜j′,k′ ((·, ·) ◦ (xI′ , yJ′)−1)) (z, u)∣∣∣
≤ 2
−|j−j′|L1−|k−k′|L22−(j∧j
′)K1−(k∧k′)K2 |I ′||J ′|
(2−j∧j′ + |z − xI′ |)2n+K1 (2−k∧k′ + |u− yJ′ |)1+K2
|φj′,k′ ∗ f(xI′ , yJ′)|,
and when j ∧ j′ ≤ k ∧ k′, we have∣∣∣(ψj,k ∗ φ˜j′,k′((·, ·) ◦ (xI′ , yJ′)−1)) (z, u)∣∣∣
≤ 2
−|j−j′|L1−|k−k′|L22−(j∧j
′)K1−(j∧j′)K2 |I ′||J ′|
(2−j∧j′ + |z − xI′ |)2n+K1 (2−j∧j′ + |u− yJ′ |)1+K2
|φj′,k′ ∗ f(xI′ , yJ′)|.
Using Lemma 7, for any z, z∗ ∈ I, xI′ ∈ I ′, u, u∗ ∈ J and yJ′ ∈ J ′, we have
|ψj,k ∗ f(z, u)| ≤ C1
∑
j′,k′:j∧j′≥k∧k′
2−|j−j
′|L1 · 2−|k−k′|L2
×
{
MS
[(∑
J′
∑
I′
|φj′,k′ ∗ f(xI′ , yJ′)|χJ′χI′
)r]} 1r
(z∗, u∗)
+C2
∑
j′,k′:j∧j′≤k∧k′
2−|j−j
′|L1 · 2−|k−k′|L2
×
{
M
[(∑
J′
∑
I′
|φj′,k′ ∗ f(xI′ , yJ′)|χJ′χI′
)r]} 1r
(z∗, u∗)
≤ C
∑
j′,k′
2−|j−j
′|L1 · 2−|k−k′|L2
×
{
MS
[(∑
J′
∑
I′
|φj′,k′ ∗ f(xI′ , yJ′)|χJ′χI′
)r]} 1r
(z∗, u∗)
where M is the Hardy-Littlewood maximal function on Hn, MS is the strong max-
imal function on Hn, and max{ 2n2n+K1 , 11+K2 } < r < p.
Applying Ho¨lder’s inequality and summing over j, k, I, J yields
∑
j,k
∑
I,J
sup
u∈I,v∈J
|ψj,k ∗ f(z, u)|2χIχJ

1
2
≤ C

∑
j′,k′
MS
∑
I′,J′
|φj′,k′ ∗ f(xI′ , yJ′)|χI′χJ′
r (z∗, u∗)

2
r

1
2
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Since xI′ and yJ′ are arbitrary points in I
′ and J ′, respectively, we have∑
j,k
∑
I,J
sup
u∈I,v∈J
|ψj,k ∗ f(z, u)|2χIχJ

1
2
≤ C

∑
j′,k′
MS(∑
I′,J′
inf
u∈I′,v∈J′
|φj′,k′ ∗ f(z, u)|χI′χJ′)r

2
r

1
2
,
and hence, by the Fefferman-Stein vector-valued maximal function inequality [FS]
with r < p, we get∥∥∥∥∥∥∥
∑
j
∑
k
∑
J
∑
I
sup
u∈I,v∈J
|ψj,k ∗ f(z, u)|2χIχJ

1
2
∥∥∥∥∥∥∥
p
≤ C
∥∥∥∥∥∥∥
∑
j′
∑
k′
∑
J′
∑
I′
inf
u∈I′,v∈J′
|φj′,k′ ∗ f(z, u)|2χI′χJ′

1
2
∥∥∥∥∥∥∥
p
.
This completes the proof of Theorem 4. 
6. Boundedness of flag singular integrals
As a consequence of Theorem 4, it is easy to see that the Hardy space Hpflag
is independent of the choice of the functions ψ. Moreover, we have the following
characterization of Hpflag using the wavelet norm.
Proposition 1. Let 0 < p ≤ 1. Then we have
‖f‖Hp
flag
≈
∥∥∥∥∥∥∥
∑
j
∑
k
∑
J
∑
I
|ψj,k ∗ f(xI , yJ)|2χI(z)χJ (u)

1
2
∥∥∥∥∥∥∥
p
where j, k, ψ, χI , χJ , xI , yJ are as in Theorem 4.
Before we give the proof of the boundedness of flag singular integrals on Hpflag,
we show several properties of Hpflag.
Proposition 2. MM+δflag (Hn) is dense in Hpflag(Hn) for M large enough.
Proof. Suppose f ∈ Hpflag, and set W = {(j, k, I, J) : |j| ≤ L, |k| ≤ M, I × J ⊆
B(0, r)}, where I × J is a dyadic rectangle in Hn with ℓ (I) = 2−j−N and ℓ (J) =
2−k−N + 2−j−N , and where B(0, r) is the ball in Hn centered at the origin with
radius r. It is easy to see that∑
(j,k,I,J)∈W
|I||J |ψ˜j,k((z, u) ◦ (xI , yJ)−1)ψj,k ∗ f(xI , yJ)
is a test function in MM+δflag (Hn) for any fixed L,M, r. To obtain the proposition, it
suffices to prove ∑
(j,k,I,J)∈W c
|I||J |ψ˜j,k((z, u) ◦ (xI , yJ)−1)ψj,k ∗ f(xI , yJ)
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tends to zero in the Hpflag norm as L,M, r tend to infinity. This follows from an
argument similar to that in the proof of Theorem 4. In fact, repeating the argument
in Theorem 4, yields∥∥∥∥∥∥
∑
(j,k,I,J)∈W c
|I||J |ψ˜j,k((z, u) ◦ (xI , yJ)−1)ψj,k ∗ f(xI , yJ)
∥∥∥∥∥∥
Hp
flag
≤ C
∥∥∥∥∥∥∥
 ∑
(j,k,I,J)∈W c
|ψj,k ∗ f(xI , yJ)|2χIχJ

1
2
∥∥∥∥∥∥∥
p
,
where the last term tends to zero as L,M, r tend to infinity whenever f ∈ Hpflag. 
As a consequence of Proposition 2, L2(Hn) ∩Hpflag (Hn) is dense in Hpflag(Hn).
Furthermore, we have this theorem.
Theorem 18. If f ∈ L2(Hn) ∩Hpflag (Hn) , 0 < p ≤ 1, then f ∈ Lp(Hn) and there
is a constant Cp > 0 which is independent of the L
2 norm of f such that
‖f‖p ≤ C‖f‖Hp
flag
.
To prove Theorem 18, we need a discrete Caldero´n reproducing formula on
L2(Hn). To be more precise, take φ(1) ∈ C∞0 (Hn) as in Theorem 1 with∫
Hn
φ(1)(z, u)zαuβdzdu = 0, for allα, β satisfying 0 ≤ |α| ≤M0, 0 ≤ |β| ≤M0,
and take φ(2) ∈ C∞0 (R) with∫
R
φ(2)(v)zγdv = 0 for all 0 ≤ |γ| ≤M0,
and
∑
k |φ̂(2)(2−kξ2)2 = 1 for all ξ2 ∈ R\{0}.
Furthermore, we may assume that φ(1) and φ(2) are radial functions and sup-
ported in the unit balls of Hn and R respectively. Set
φjk(z, u) =
∫
R
φ
(1)
j (z, u− v)φ(2)k (v)dv.
By Theorem 1 we have the following continuous version of the Caldero´n reproducing
formula on L2: for f ∈ L2(Hn),
f(z, u) =
∑
j
∑
k
φjk ∗ φjk ∗ f(z, u).
For our purposes, we need a discrete version of the above reproducing formula.
Theorem 19. There exist functions φ˜jk and an operator T
−1
N such that
f(x, y) =
∑
j
∑
k
∑
J
∑
I
|I||J |φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ)
where functions φ˜jk((z, u) ◦ (xI , yJ)−1) satisfy the conditions in Theorem 3 with
α1, β1, γ1, N,M depending on M0. Moreover, T
−1
N is bounded on both L
2(Hn) and
Hpflag (H
n) , and the series converges in L2(Hn).
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Remark 13. The difference between Theorem 19 and Theorem 3 is that the φ˜jk in
Theorem 19 have compact support. The price we pay here is that φ˜jk only satisfies
moment conditions of finite order, unlike in Theorem 3 where moment conditions
of infinite order are satisfied. Moreover, the formula in Theorem 19 only holds on
L2(Hn) while the formula in Theorem 3 holds in both the test function space MM+δflag
and its dual space (MM+δflag )′.
Proof of Theorem 19: Following the proof of Theorem 3, we have
f(z, u) =
∑
j
∑
k
∑
J
∑
I
∫
J
∫
I
φj,k((z, u) ◦ (u, v)−1)dudv
(φj,k ∗ f) (xI , yJ)+Rf(z, u).
where I, J, j, k and R are as in Theorem 3.
We need the following lemma to handle the remainder term R.
Lemma 8. Let 0 < p ≤ 1. Then the operator R is bounded on L2(Hn) and
Hpflag(H
n) whenever M0 is chosen to be a large positive integer. Moreover, there
exists a constant C > 0 such that
||Rf ||2 ≤ C2−N ||f ||2
and
||Rf ||Hp
flag
(Hn) ≤ C2−N ||f ||Hp
flag
(Hn).
Proof. Following the proofs of Theorems 3 and 4 and using the wavelet Caldero´n
reproducing formula for f ∈ L2(Hn), we have
||gflag(Rf)||p
≤
∥∥∥∥∥∥∥
∑
j
∑
k
∑
J
∑
I
| (ψj,k ∗ Rf) |2χIχJ

1
2
∥∥∥∥∥∥∥
p
=
∥∥∥∥∥∥∥
 ∑
j,k,J,I
∑
j′,k′,J′,I′
|J ′||I ′||
(
ψj,k ∗ Rψ˜j′,k′
(
(·, ·) ◦ (xI′ , yJ′)−1
)
· ψj′k′ ∗ f(xI′ , yJ′)
)
|2χIχJ

1
2
∥∥∥∥∥∥∥
p
where j, k, ψ, χI , χJ , xI , yJ are as in Theorem 4.
Claim: We have∣∣∣(ψj,k ∗ R(ψ˜j′,k′ ((·, ·) ◦ (xI′ , yJ′)−1))) (z, u)∣∣∣
≤ C2−N2−|j−j′|K2−|k−k′|K
×
∫
R
2−(j∧j
′)K
(2−(j∧j′) + |z − xI′ |+ |v − u− yJ′)2n+1+K
2−(k∧k
′)K
(2−(k∧k′) + |v|)1+K dv,
where we have chosen for simplicity
L1 = L2 = K1 = K2 = K < M0,max(
2n
2n+K
,
1
1 +K
) < p,
and M0 is chosen to be a larger integer later.
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Assuming the claim for the moment, we can repeat an argument used in Lemma
7, and then use Theorem 4, to obtain
‖gflag (Rf)‖p
≤ C2−N
∥∥∥∥∥∥∥
∑
j′
∑
k′
[
MS(
∑
J′
∑
I′
|ψj′,k′ ∗ f(xI′ , yJ′)|χJ′χI′)r
] 2
r

1
2
∥∥∥∥∥∥∥
p
≤ C2−N
∥∥∥∥∥∥∥
∑
j′
∑
k′
∑
J′
∑
I′
|ψj′,k′ ∗ f(xI′ , yJ′)|2χI′χJ′

1
2
∥∥∥∥∥∥∥
p
≤ C2−N‖f‖Hp
flag
(Hn).
It is clear that the above estimates continue to hold when p is replaced by 2. This
completes the proof of Lemma 8 modula the claim.
In order to prove the Claim made above, we note that Theorem 14 shows that
the functions
R
(
ψ˜j′,k′((·, ·) ◦ (xI′ , yJ′)−1)
)
(z, u)
are flag molecules. Then the claim follows from Lemma 7, and this completes the
proof of Lemma 8. 
We now return to the proof of Theorem 19. Let (TN )
−1 =
∑∞
i=1Ri, where
TNf =
∑
j
∑
k
∑
J
∑
I
 1
|I||J |
∫
J
∫
I
φj,k
(
(z, u) ◦ (w, v)−1
)
dwdv
 I||J | (φj,k ∗ f) (xI , yJ).
Lemma 8 shows that if N is large enough, then both of TN and (TN )
−1 are bounded
on L2(Hn) ∩Hpflag (Hn). Hence, we can get the following reproducing formula
f(x, y) =
∑
j
∑
k
∑
J
∑
I
|I||J |φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N f
)
(xI , yJ)
where the functions φ˜jk((z, u) ◦ (xI , yJ)−1) are flag molecules, and the series con-
verges in L2(Hn). This completes the proof of Theorem 19.
As a consequence of Theorem 19, we obtain the following corollary.
Corollary 3. If f ∈ L2(Hn) ∩Hpflag (Hn) and 0 < p ≤ 1, then
‖f‖Hp
flag
≈
∥∥∥∥∥∥∥
∑
j
∑
k
∑
J
∑
I
∣∣φjk ∗ (T−1N f) (xI , yJ)∣∣2 χI(z)χJ(u)

1
2
∥∥∥∥∥∥∥
p
where the constants are independent of the L2 norm of f.
Proof. (of Corollary 3): Note that if f ∈ L2(Hn), we can apply the Calderon´
reproducing formula in Theorem 19 and then repeat the proof of Theorem 4. We
leave the details to the reader, and this completes our proof of Corollary 3. 
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We now start the proof of Theorem 18. We define a square function by
g˜(f)(z, u) =
∑
j
∑
k
∑
J
∑
I
|φj,k ∗
(
T−1N (f)
)
(xI , yJ)|2χI(z)χJ(u)

1
2
,
where φjk are as in Theorem 19. By Corollary 3, for f ∈ L2(Hn) ∩Hpflag (Hn) we
have,
||g˜(f)||Lp(Hn) ≤ C||f ||Hp
flag
(Hn).
To complete the proof of Theorem 18, let f ∈ L2(Hn) ∩Hpflag (Hn). Set
Ωi = {(z, u) ∈ Hn : g˜(f)(z, u) > 2i}.
Let
Bi = {(j, k, I, J) : |(I × J) ∩ Ωi| > 1
2
|I × J |, |(I × J) ∩ Ωi+1| ≤ 1
2
|I × J |},
where I × J are rectangles in Hn with side lengths ℓ (I) = 2−j−N and ℓ (J) =
2−k−N + 2−j−N . Since f ∈ L2(Hn), the discrete Caldero´n reproducing formula in
Theorem 19 gives,
f(z, u) =
∑
j
∑
k
∑
J
∑
I
φ˜j,k((z, u) ◦ (xI , yJ)−1)|I||J |φj,k ∗
(
T−1N (f)
)
(xI , yJ)
=
∑
i
∑
(j,k,I,J)∈Bi
|I||J |φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ),
where the series converges rapidly in L2 norm, and hence almost everywhere.
Claim: We have∥∥∥∥∥∥
∑
(j,k,I,J)∈Bi
|I||J |φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ)
∥∥∥∥∥∥
p
p
≤ C2ip|Ωi|,
which together with the fact 0 < p ≤ 1 yields
||f ||pp ≤
∑
i
∥∥∥∥∥∥
∑
(j,k,I,J)∈Bi
|I||J |φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ)
∥∥∥∥∥∥
p
p
≤ C
∑
i
2ip|Ωi| ≤ C ‖g˜(f)‖pp ≤ C||f ||pHp
flag
.
To obtain the claim, note that φ(1) and ψ(2) are radial functions supported in
unit balls in Hn and R respectively. Hence, if (j, k, I, J) ∈ Bi, then φj,k((z, u) ◦
(xI , yJ)
−1
) is supported in
Ω˜i = {(z, u) :MS(χΩi)(z, u) >
1
100
}.
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Thus, by Ho¨lder’s inequality,∥∥∥∥∥∥
∑
(j,k,I,J)∈Bi
|J ||I|φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ)
∥∥∥∥∥∥
p
p
≤ |Ω˜i|1−
p
2
∥∥∥∥∥∥
∑
(j,k,I,J)∈Bi
|J ||I|φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ)
∥∥∥∥∥∥
p
2
.
By duality, for all g ∈ L2 with ‖g‖2 ≤ 1,∣∣∣∣∣∣
〈 ∑
(j,k,I,J)∈Bi
|J ||I|φ˜j,k((z, u) ◦ (xI , yJ)−1)φj,k ∗
(
T−1N (f)
)
(xI , yJ), g
〉∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
(j,k,I,J)∈Bi
|J ||I|φ˜j,k ∗ g(xI , yJ)φj,k ∗
(
T−1N (f)
)
(xI , yJ)
∣∣∣∣∣∣
≤ C
 ∑
(j,k,I,J)∈Bi
|I||J ||φj,k ∗
(
T−1N (f)
)
(xI , yJ)|2

1
2
·
 ∑
(j,k,I,J)∈Bi
|I||J ||φ˜j,k ∗ g(xI , yJ)|2

1
2
.
Since  ∑
(j,k,I,J)∈Bi
|I||J ||φ˜j,k ∗ g(xI , yJ)|2
 12
≤
 ∑
(j,k,I,J)∈Bi
|I||J |
(
MS
(
φ˜j,k ∗ g
)
(z, u)χI(z)χJ(u)
)2
1
2
≤ C
∑
j,k
∫
Cn
∫
R
(
MS
(
φ˜j,k ∗ g
)2
(z, u)dzdu
)
1
2
≤ C||g||2,
the claim now follows from the fact that |Ω˜i| ≤ C|Ωi| and the following estimate:
C22i|Ωi| ≥
∫
Ω˜i\Ωi+1
g˜2(f)(z, u)dzdu
≥
∑
(j,k,I,J)∈Bi
|φj,k ∗
(
T−1N (f)
)
(xI , yJ)|2|(I × J) ∩ Ω˜i\Ωi+1|
≥ 1
2
∑
(j,k,I,J)∈Bi
|I||J ||φj,k ∗
(
T−1N (f)
)
(xI , yJ)|2,
where the fact that |(I × J) ∩ Ω˜i\Ωi+1| > 12 |I × J | when (j, k, I, J) ∈ Bi is used in
the last inequality. This finishes the proof of Theorem 18.
As a consequence of Theorem 18, we have the following corollary.
Corollary 4. H1flag(H
n) is a subspace of L1(Hn).
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Proof. Given f ∈ H1flag(Hn), by Proposition 2, there is a sequence {fn} such that
fn ∈ L2(Hn) ∩ H1flag(Hn) and fn converges to f in the norm of H1flag(Hn). By
Theorem 18, fn converges to g in L
1(Hn) for some g ∈ L1(Hn). Therefore, f = g
in (MM+δflag )′. 
We now turn to the proof of Theorem 5.
Proof. (of Theorem 5): We assume that K is the kernel of T . Applying the
discrete Caldero´n reproducing formula in Theorem 19 implies that for f ∈ L2(Hn)∩
Hpflag (H
n),∥∥∥∥∥∥∥
∑
j,k
∑
I,J
|φj,k ∗K ∗ f(z, u)|2χI(z)χJ (u)

1
2
∥∥∥∥∥∥∥
p
=
∥∥∥∥∥∥
∑
j,k
∑
I,J
|
∑
j′,k′
∑
I′,J′
|J ′||I ′|φj,k ∗K ∗ φ˜j′,k′((·, ·) ◦ (xI , yJ)−1)(z, u)
×φj′,k′ ∗
(
T−1N (f)
)
(xI′ , yJ′)|2χI(z)χJ (u)
} 1
2
∥∥∥
p
,
where the discrete Caldero´n reproducing formula in L2(Hn) is used.
Note that φjk are dilations of bump functions, and by estimates similar to the
those in (5.11), one can easily check that
|φj,k ∗K ∗ φ˜j′,k′((·, ·) ◦ (xI , yJ)−1)(z, u)| ≤ C2−|j−j
′|K2−|k−k
′|K∫
Rm
2−(j∧j
′)K
(2−(j∧j′) + |z − xI′ |+ |v − u− yJ′ |)2n+1+K ·
2−(k∧k
′)K
(2−(k∧k′) + |v|)1+K dv,
where K depends on M0 given in Theorem 5, and M0 is chosen large enough.
Repeating an argument similar to that in the proof of Theorem 4, together with
Corollary 3, we obtain
‖Tf‖Hp
flag
≤ C
∥∥∥∥∥∥∥
∑
j′
∑
k′
(
MS
[(∑
J′
∑
I′
|φj′,k′ ∗
(
T−1N (f)
)
(xI′ , yJ′)|χJ′χI′
)r]) 2r
(z, u)

1
2
∥∥∥∥∥∥∥
p
≤ C
∥∥∥∥∥∥∥
∑
j′
∑
k′
∑
J′
∑
I′
|φj′,k′ ∗
(
T−1N (f)
)
(xI′ , yJ′)|2χJ′(u)χI′(z)

1
2
∥∥∥∥∥∥∥
p
≤ C‖f‖Hp
flag
,
where the last inequality follows from Corollary 3.
Since L2(Hn) ∩ Hpflag (Hn) is dense in Hpflag (Hn) , T can be extended to a
bounded operator on Hpflag (H
n), and this ends the proof of Theorem 5. 
We now immediately obtain the proof of Theorem 6.
Proof. (Theorem 6): We note that Hpflag ∩L2 is dense in Hpflag, so we only have
to obtain the required inequality for f ∈ Hpflag ∩ L2. Thus Theorem 6 follows
immediately from Theorems 5 and 18. 
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7. Duality of Hardy spaces Hpflag
A. Chang and R. Fefferman established that the dual space of H1(R2+ × R2+) is
BMO(R2+ × R2+) ([3]) by using the bi-Hilbert transform, and consequently, their
method is not directly applicable to the implicit two-parameter structure associated
to flag singular integrals. In order to deal with the duality theory of Hpflag (H
n) for
all 0 < p ≤ 1, we proceed differently, and first prove Theorem 7, the Plancherel-
Poˆlya inequalities for the Carleson space CMOpflag. This theorem implies that the
function space CMOpflag is well defined.
Proof of Theorem 7: The idea of the proof of this theorem is, as in the
proof of Theorem 4, to use the wavelet Caldero´n reproducing formula and almost
orthogonality estimates.
For convenience, we prove Theorem 7 for the smallest Heisenberg group H1 =
C × R. However, it will be clear from the proof that its extension to general Hn
is straightforward. Moreover, to simplify notation, we denote fj,k = fR when
R = I × J is a dyadic rectangle contained in H1 and ℓ (I) = 2−j−N , ℓ (J) =
2−k−N + 2−j−N are dyadic cubes and intervals respectively. Thus |I| = 2−2(j+N)
and |J | = 2−k−N + 2−j−N in this case. Here N is the same as in Theorem 3. We
also denote by dist(I, I ′) the distance between intervals I and I ′,
SR = sup
u∈I,v∈J
|ψR ∗ f(z, u)|2, TR = inf
u∈I,v∈J
|φR ∗ f(z, u)|2.
With this notation, we can rewrite the wavelet Caldero´n reproducing formula in
Theorem 3 as
f(z, u) =
∑
R=I×J
|I||J |φ˜R(z, u)φR ∗ f(xI , yJ),
where the sum runs over all rectangles R = I × J . Let
R′ = I ′ × J ′, |I ′| = 2−2(j′+N), |J ′| = 2−j′−N + 2−k′−N , j′ > k′.
Applying the above wavelet Caldero´n reproducing formula, and the orthogonality
estimates in Subsection 5.3, yields for all (z, u) ∈ R,
|ψR ∗ f(z, u)|2 ≤ C
∑
R′=I′×J′,j′>k′
(
|I|
|I ′| ∧
|I ′|
|I| )
L(
|J |
|J ′| ∧
|J ′|
|J | )
L×
|I ′|K
(|I ′|+ |z − xI′ |)(2+K)
|J ′|K
( |J ′|+ |u− yJ′ |)(1+K) |I
′||J ′||φR′ ∗ f(xI′ , yJ′)|2
+C
∑
R′=I′×J′,j′≤k′
(
|I|
|I ′| ∧
|I ′|
|I| )
L(
|J |
|J ′| ∧
|J ′|
|J | )
L×
|I ′|K
(|I ′|+ |z − xI′ |)(2+K)
|I ′|K
(|I ′|+ |u− yJ′ |)(1+K) |I
′||J ′||φR′ ∗ f(xI′ , yJ′)|2,
where K,L are any positive integers which can be chosen by L,K > 4
(
2
p − 1
)
(for
general Hn, K can be chosen greater than (2n+2)( 2
p
−1)), the constant C depends
only on K,L and functions ψ and φ, here xI′ and yJ′ are any fixed points in I
′, J ′,
respectively.
Adding up over R ⊆ Ω, we obtain
(7.1)
∑
R⊆Ω
|I||J |SR ≤ C
∑
R⊆Ω
∑
R′
|I ′||J ′|r(R,R′)P (R,R′)TR′ ,
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where
r(R,R′) = (
|I|
|I ′| ∧
|I ′|
|I| )
L−1(
|J |
|J ′| ∧
|J ′|
|J | )
L−1
and
P (R,R′) =
1
(1 + dist(I,I
′)
|I′| )
2+K(1 + dist(J,J
′)
|J′| )
1+K
if j′ > k′, and
P (R,R′) =
1
(1 + dist(I,I
′)
|I′| )
2+K(1 + dist(J,J
′)
|I′| )
1+K
if j′ ≤ k′.
We estimate the right-hand side in the above inequality, where we first consider
R′ = I ′ × J ′, |I ′| = 2−(j′+N), |J ′| = 2−j′−N + 2−k′−N , j′ > k′.
Define
Ωi,ℓ =
⋃
I×J⊂Ω
3(2iI × 2ℓJ) for i, ℓ ≥ 0.
Let Bi,ℓ be a collection of dyadic rectangles R
′ so that for i, ℓ ≥ 1
Bi,ℓ = {R′ = I ′ × J ′iI ′ℓJ ′)
⋂
Ωi,ℓ 6= ∅ and 3(2i−1I ′ × 2ℓ−1J ′i,ℓ = ∅},
and
B0,ℓ = {R′ = I ′ × J ′, 3(I ′ × 2ℓJ ′0,ℓ 6= ∅ and 3(I ′ × 2ℓ−1J ′0,ℓ = ∅} for ℓ ≥ 1,
and
Bi,0 = {R′ = I ′ × J ′iI ′ × J ′i,0 6= ∅ and 3(2i−1I ′ × J ′i,0 = ∅} for i ≥ 1,
and
B0,0 = {R′ : R′ = I ′ × J ′, 3(I ′ × J ′)
⋂
Ω0,0 6= ∅}.
We write∑
R⊆Ω
∑
R′
|I ′||J ′|r(R,R′)P (R,R′)TR′ =
∑
i≥0,ℓ≥0
∑
R′∈Bi,ℓ
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ .
To estimate the right-hand side of the above equality, we first consider the case
when i = ℓ = 0. Note that when R′ ∈ B0,0, 3R′0,0 6= ∅. For each integer h ≥ 1, let
Fh = {R′ = I ′ × J ′ ∈ B0,0, |(3I ′ × 3J ′0,0| ≥ ( 1
2h
)|3I ′ × 3J ′|}.
Let Dh = Fh\Fh−1, and Ωh =
⋃
R′∈Dh R
′. Finally, assume that for any open set
Ω ⊂ R2, ∑
R=I×J⊆Ω
|I||J |TR ≤ C|Ω|
2
p
−1
.
Since B0,0 =
⋃
h≥1Dh and for each R
′ ∈ B0,0, P (R,R′) ≤ 1, thus,∑
R′∈B0,0
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′
≤
∑
h≥1
∑
R′⊆Ωh
∑
R⊆Ω
|I ′||J ′|r(R,R′)TR′
For each h ≥ 1 and R′ ⊆ Ωh, we decompose {R : R ⊆ Ω} into
A0,0(R
′) = R ⊆ Ω : dist(I, I ′) ≤ |I| ∨ |I ′|, dist(J, J ′) ≤ |J | ∨ |J ′|;
76 YONGSHENG HAN, GUOZHEN LU, AND ERIC SAWYER
Ai′,0(R
′) = R ⊆ Ω : 2i′−1(|I|∨|I ′|) < dist(I, I ′) ≤ 2i′(|I|∨|I ′|), dist(J, J ′) ≤ |J |∨|J ′|;
A0,ℓ′(R
′) = R ⊆ Ω : dist(I, I ′) ≤ |I|∨|I ′|, 2ℓ′−1(|J |∨|J ′|) < dist(J, J ′) ≤ 2ℓ′(|J |∨|J ′|);
Ai′,ℓ′(R
′) = R ⊆ Ω : 2i′−1(|I| ∨ |I ′|) < dist(I, I ′) ≤ 2i′(|I| ∨ |I ′|),
2ℓ
′−1(|J | ∨ |J ′|) < dist(J, J ′ℓ′(|J | ∨ |J ′|),
where i′, ℓ′ ≥ 1.
Now we split
∑
h≥1
∑
R′⊆Ωh
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ into∑
h≥1
∑
R′∈Ωh
∑
R∈A0,0(R′)
+
∑
i′≥1
∑
R∈Ai′,0(R′)
+
∑
ℓ′≥1
∑
R∈A0,ℓ′ (R′)
+
∑
i′,ℓ′≥1
∑
R∈Ai′,ℓ′ (R′)
|I ′||J ′|
×r(R,R′)P (R,R′)TR′ =: I1 + I2 + I3 + I4.
To estimate term I1, we only need to estimate
∑
R∈A0,0(R′)
r(R,R′) since P (R,R′) ≤
1 in this case.
Note that R ∈ A0,0(R′) implies 3R
⋂
3R′ 6= ∅. For such R, there are four cases:
Case 1: |I ′| ≥ |I|, |J ′| ≤ |J |;
Case 2: |I ′| ≤ |I|, |J ′| ≥ |J |;
Case 3: |I ′| ≥ |I|, |J ′| ≥ |J |;
Case 4: |I ′| ≤ |I|, |J ′| ≤ |J |.
In each case, we can estimate
∑
R∈A0,0 r
(
R,R′−hL
)
by using a simple geometric
argument similar to that of Chang-R. Fefferman [5]. This, together with (7.1),
implies that I1 is bounded by∑
h≥1
2−hL|Ωh|
2
p
−1 ≤ C
∑
h≥1
h
2
p
−12−h(L−
2
p
+1)|Ω0,0| 2p−1 ≤ C|Ω| 2p−1,
since |Ωh| ≤ Ch2h|Ω0,0| and |Ω0,0| ≤ C|Ω|.
Thus it remains to estimate term I4, since estimates of I2 and I3 can be derived
using the same techniques as in I1 and I4. The estimate for this term is more
complicated than that for term I1.
As in estimating term I1, we only need to estimate the sum
∑
R∈Ai′,ℓ′ r(R,R
′).
Note that R ∈ Ai′,ℓ′(R′) implies 3(2i′I × 2ℓ′J) ∩ 3(2i′I ′ℓ′J ′) 6= ∅. We also split our
estimate into four cases.
Case 1: |2i′I ′| ≥ |2i′I|, |2ℓ′J ′| ≥ |2ℓ′J |. Then
|2i′I|
|3 · 2i′I ′|
∣∣∣3(2i′I ′ × 2ℓ′J ′)∣∣∣ ≤ ∣∣∣3(2i′I ′ × 2ℓ′J ′) ∩ 3(2i′I × 2ℓ′J)∣∣∣
≤ C2i′2ℓ′ |3R′ ∩ Ω0,0| ≤ C2i′2ℓ′ 1
2h−1
|3R′| ≤ C 1
2h−1
|3(2i′I ′ × 2ℓ′J ′)|.
Thus
∣∣∣2i′I ′∣∣∣ = 2h−1+n ∣∣∣2i′I∣∣∣ for some n ≥ 0. For each fixed n, the number of such
2i
′
I must be ≤ 2n · 5. Similarly |2ℓ′J | = 2m|2ℓ′J ′| for some m ≥ 0, and for each
fixed m, 3 · 2ℓ′J ∩ 3 · 2ℓ′J ′ 6= ∅ implies that the number of such 2ℓ′J ′ is less than 5.
Thus ∑
R∈case1
r(R,R′) ≤
∑
m,n≥0
r (R,R′)
(
1
2n+m+h−1
)L
2n · 52 ≤ C2−hL.
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Similarly, we can handle the other three cases. Combining the four cases, we
have ∑
R∈Ai′,ℓ′(R′)
r (R,R′) ≤ C2−hL,
which, together with the estimate for P (R,R′), implies that
I4 ≤ C
∑
h≥1
∑
i′,ℓ′≥1
∑
R′⊆Ωh
2−hL2−i
′(2+K)2−ℓ
′(1+K)|I ′||J ′|TR′ .
Hence I4 is bounded by∑
h≥1
2−hL|Ωh| 2p−1 ≤ C
∑
h≥1
h
2
p
−12−h(L−
2
p
+1)|Ω0,0| 2p−1 ≤ C|Ω| 2p−1,
since |Ωh| ≤ Ch2h|Ω0,0| and |Ω0,0| ≤ C|Ω|. Combining I1, I2, I3 and I4, we have
1
|Ω| 2p−1
∑
R′∈B0,0
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ ≤ C sup
Ω¯
1
|Ω¯| 2p−1
∑
R′⊆Ω¯
|I ′||J ′|TR′ .
Now we consider∑
i,ℓ≥1
∑
R′∈Bi,ℓ
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ .
Note that for R′ ∈ Bi,ℓ, 3
(
2iI ′ × 2ℓJ ′) ∩ Ωi,ℓ 6= ∅. Let
F i,ℓh =
{
R′ ∈ Bi,ℓ :
∣∣3 (2iI ′ × 2ℓJ ′) ∩ Ωi,ℓ∣∣ ≥ 1
2h
∣∣3 (2iI ′ × 2ℓJ ′)∣∣} ,
Di,ℓh = F i,ℓh \ F i,ℓh−1
and
Ωi,ℓh =
⋃
R′∈Di,ℓ
h
R′.
Since Bi,ℓ =
⋃
h≥1Di,ℓh , we first estimate∑
R′∈Di,ℓ
h
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′
for some i, ℓ, h ≥ 1.
Note that for each R′ ∈ Di,ℓh , 3
(
2iI ′ × 2ℓJ ′) ∩ Ωi−1,ℓ−1 = ∅. So for any R ⊆ Ω,
we have 2i(|I| ∨ |I ′|) ≤ dist(I, I ′) and 2ℓ(|J | ∨ |J ′|) ≤ dist(J, J ′). We decompose
{R : R ⊆ Ω} by
Ai′,ℓ′(R
′i′−1 · 2i(|I| ∨ |I ′|) ≤ dist(I, I ′i′ · 2i(|I| ∨ |I ′|),
2ℓ
′−1 · 2ℓ(|J | ∨ |J ′|) ≤ dist(J, J ′ℓ′ · 2ℓ(|J | ∨ |J ′|)},
where i′, ℓ′ ≥ 1. Then we write∑
R′∈Di,ℓ
h
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ =
∑
i′,ℓ′≥1
∑
R′∈Di,ℓ
h
∑
R∈Ai′,ℓ′(R′)
|I ′||J ′|r(R,R′)P (R,R′)TR′
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Since P (R,R′) ≤ 2−i(2+K)2−ℓ(1+K)2−i′(2+K) for R′ ∈ Bi,ℓ and R ∈ Ai′,ℓ′(R′),
we can repeat the same proof with B0,0 replaced by Bi,ℓ, with with the necessary
modifications, to obtain∑
R′∈Di,ℓ
h
∑
R∈Ai′,ℓ′ (R′)
|I ′||J ′|r(R,R′)P (R,R′)TR′ ≤ C2−i(2+K)2−ℓ(1+K)2−i′(2+K)2−ℓ′(1+K)×
i
2
p
−12i(
2
p
−1)ℓ
2
p
−12ℓ(
2
p
−1)h
2
p
−12−h(L−
2
p
+1) sup
Ω¯
1
|Ω¯| 2p−1
∑
R′⊆Ω¯
|I ′||J ′|TR′ .
Adding over all i, ℓ, i′, ℓ′, h ≥ 1, we have
1
|Ω| 2p−1
∑
i,ℓ≥1
∑
R′∈Bi,ℓ
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ ≤ C sup
Ω¯
1
|Ω¯| 2p−1
∑
R′⊆Ω¯
|I ′||J ′|TR′ .
Similar estimates, which we leave to the reader, hold for∑
i≥1
∑
R′∈Bi,0
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′
and ∑
ℓ≥1
∑
R′∈B0,ℓ
∑
R⊆Ω
|I ′||J ′|r(R,R′)P (R,R′)TR′ ,
which, after adding over all i, ℓ ≥ 0, complete the proof of Theorem 7.
As a consequence of Theorem 7, it is easy to see that the space CMOpF is well
defined. In particular, we have
Corollary 5. We have
‖f‖CMOp
F
≈ sup
Ω
 1|Ω| 2p−1
∑
j
∑
k
∑
I×J⊆Ω
|ψj,k ∗ f(xI , yJ)|2|I||J |

1
2
,
where I × J is a dyadic rectangle in Hn with ℓ (I) = 2−j−N and ℓ (J) = 2−j−N +
2−k−N , and where xI , yJ are any fixed points in I, J, respectively.
We are now ready to give the proof of Theorem 8.
Proof. (of Theorem 8): We first prove cp ⊆ (sp)∗. Applying the proof in Theorem
18, set
s(z, u) = {
∑
I×J
|sI×J |2|I|−1|J |−1χI(z)χJ (u)}
1
2
and
Ωi = {(z, u) ∈ Hn : s(z, u) > 2i}.
Let
Bi = {(I × J) : |(I × J) ∩ Ωi| > 1
2
|I × J |, |(I × J) ∩ Ωi+1| ≤ 1
2
|I × J |},
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where I × J is a dyadic rectangle in Hn with ℓ (I) = 2−j−N and ℓ (J) = 2−j−N +
2−k−N . Suppose t = {tI×J} ∈ cp and write∣∣∣∣∣∑
I×J
sI×J tI×J
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
i
∑
(I×J)∈Bi
sI×J tI×J
∣∣∣∣∣∣(7.2)
≤

∑
i
 ∑
(I×J)∈Bi
|sI×J |2

p
2
 ∑
(I×J)∈Bi
|tI×J |2

p
2

1
p
≤ C‖t‖cp

∑
i
|Ωi|1−
p
2
 ∑
(I×J)∈Bi
|sI×J |2

p
2

1
p
since if I × J ∈ Bi, then
I × J ⊆ Ω˜i =
{
(z, u) :MS(χΩi)(z, u) >
1
2
}
,
|Ω˜i| ≤ C|Ωi|,
and {tI×J} ∈ cp yield
{
∑
(I×J)∈Bi
|tI×J |2} 12 ≤ C‖t‖cp |Ωi| 1p− 12 .
The same proof as in the claim of Theorem 4.4 implies∑
(I×J)∈Bi
|sI×J |2 ≤ C22i|Ωi|.
Substituting the above term back into the last term in (7.2) gives cp ⊆ (sp)∗.
The proof of the converse is simple and is similar to the one given in [13] for
p = 1 in the one-parameter setting on Rn. If ℓ ∈ (sp)∗, then it is clear that
ℓ(s) =
∑
I×J
sI×J tI×J for some t = {tI×J}. Now fix an open set Ω ⊂ Hn and let S
be the sequence space of all s = {sI×J} such that I × J ⊆ Ω. Finally, let µ be a
measure on S so that the µ−measure of the “point” I × J is 1
|Ω|
2
p
−1
. Then,
{ 1
|Ω| 2p−1
∑
I×J⊆Ω
|tI×J |2} 12 = ‖tI×J‖ℓ2(S,dµ)
= sup
‖s‖ℓ2(S,dµ)≤1
| 1
|Ω| 2p−1
∑
I×J⊆Ω
sI×J tI×J |
≤ ‖t‖(sp)∗ sup
‖s‖ℓ2(S,dµ)≤1
‖sI×J 1|Ω| 2p−1
‖sp .
By Ho¨lder’s inequality,
‖sI×J 1|Ω| 2p−1
‖sp = 1|Ω| 2p−1
{
∫
Ω
(
∑
I×J⊆Ω
|sI×J |2|I × J |−1χI(x)χJ (y))
p
2 dzdu} 1p
≤ { 1
|Ω| 2p−1
∫
Ω
∑
I×J⊆Ω
|sI×J |2|I × J |−1χI(x)χJ(y)dzdu}
1
2 = ‖s‖ℓ2(S,dµ) ≤ 1,
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which shows ‖t‖cp ≤ ‖t‖(sp)∗ . 
In order to use Theorem 8 to obtain Theorem 9, we introduce a map S which
takes f ∈ (MM+δflag )′ to the sequence of coefficients
Sf ≡ {sI×J} =
{
|I| 12 |J | 12ψj,k ∗ f(xI , yJ)
}
,
where I × J is a dyadic rectangle in Hn with ℓ (I) = 2−j−N and ℓ (J) = 2−j−N +
2−k−N , and where xI , yJ are any fixed points in I, J, respectively. For any sequence
s = {sI×J}, we define a map T which takes s to
T (s) =
∑
j
∑
k
∑
J
∑
I
|I| 12 |J | 12 ψ˜j,k(z, u)sI×J ,
where ψ˜j,k are as in (3.1).
The following result together with Theorem 8 will give Theorem 9.
Theorem 20. The maps S : Hpflag → sp and S : CMOpflag → cp, as well as the
maps T : sp → Hpflag and T : cp → CMOpflag are bounded. Moreover, T ◦ S is the
identity on both Hpflag and CMO
p
flag.
Proof. The boundedness of S on Hpflag and CMO
p
flag follows directly from the
Plancherel-Poˆlya inequalities, Theorem 4 and Theorem 7. The boundedness of T
also follows from the arguments in Theorem 4 and 7. Indeed, to see that T is
bounded from sp to Hpflag, let s = {sI×J}. Then, by Proposition 1,
‖T (s)‖Hp
flag
≤ C
∥∥∥∥∥∥∥
∑
j
∑
k
∑
J
∑
I
|ψj,k ∗ T (s)(z, u)|2χI(z)χJ(u)

1
2
∥∥∥∥∥∥∥
p
.
By adapting an argument similar to that in the proof of Theorem 4, we have for
some 0 < r < p
|ψj,k ∗ T (s)(z, u)χI(z)χJ (u)|2
= |
∑
j′,k′
∑
I′,J′
|I ′||I ′|ψj,k ∗ ψ˜j′,k′(·, ·)(z, u)sI′×J′ |I ′|−
1
2 |J ′|− 12χI(z)χJ (u)|2
≤ C
∑
k∧k′≤j∧j′
2−|j−j
′|K2−|k−k
′|K{MS(
∑
I′,J′
|sI′×J′ ||I ′|−1|J ′|−1χJ′χI′ )r}
2
r (z, u)χI(z)χJ(u)
+
∑
k∧k′>j∧j′
2−|j−j
′|K2−|k−k
′|K{M(
∑
I′,J′
|sI′×J′ ||I ′|−1|J ′|−1χJ′χI′ )r}
2
r (z, u)χI(z)χJ(u).
Repeating the argument in Theorem 4 gives the boundedness of T from sp to Hpflag.
A similar adaptation of the argument in the proof of Theorem 7 applies to yield
the boundedness of T from cp to CMOpflag. We leave the details to the reader.
The discrete Caldero´n reproducing formula, Theorem 3, and Theorem 7 show that
T ◦ S is the identity on both Hpflag and CMOpflag. 
We are now ready to give the proofs of Theorems 9 and 10.
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Proof. (of Theorem 9): If f ∈ MM+δflag and g ∈ CMOpflag, let ℓg = 〈f, g〉. Then
then the discrete Caldero´n reproducing formula, Theorem 7 and Theorem 8 imply
|ℓg| = |〈f, g〉| =
∣∣∣∣∣ ∑
R=I×J
|I||J |ψR ∗ f(xI , yJ)ψ˜R(g)(xI , yJ)
∣∣∣∣∣
≤ C‖f‖Hp
flag
‖g‖CMOp
F
.
Because MM+δflag is dense in Hpflag, this shows that the map ℓg = 〈f, g〉 , defined
initially for f ∈MM+δflag can be extended to a continuous linear functional on Hpflag
with ‖ℓg‖ ≤ C‖g‖CMOp
flag
.
Conversely, let ℓ ∈ (Hpflag)∗ and set ℓ1 = ℓ ◦T, where T is defined as in Theorem
8. Then, by theorem 8, ℓ1 ∈ (sp)∗, so by Theorem 7, there exists t = {tI×J} such
that ℓ1(s) =
∑
I×J
sI×J tI×J for all s = {sI×J}, and where
‖t‖cp ≈ ‖ℓ1‖ ≤ C‖ℓ‖,
because T is bounded. Again, by Theorem 8, ℓ = ℓ ◦ T ◦ S = ℓ1 ◦ S. Hence, with
f ∈MM+δflag and g =
∑
I×J
tI×JψR((z, u) ◦ (xI , yJ)−1),
and where, without loss the generality we may assume that ψ is a radial function,
we have
ℓ(f) = ℓ1(S(f)) = 〈S(f), t〉 = 〈f, g〉 .
This proves ℓ = ℓg, and by Theorem 8 we have
‖g‖CMOp
flag
≤ C‖t‖cp ≤ C‖ℓg‖.

Proof. (of Theorem 10): By Corollary 4, H1flag is a subspace of L
1. By the duality
of H1flag and BMOflag, we now conclude that L
∞ is a subspace of BMOflag, and
from the boundedness of flag singular integrals onH1flag, we obtain that flag singular
integrals are bounded on BMOflag and hence also from L
∞ to BMOflag. This
completes the proof of Theorem 10. 
8. Caldero´n-Zygmund decomposition and interpolation
In this section we derive a Caldero´n-Zygmund decomposition using functions in
flag Hardy spaces. As an application, we prove an interpolation theorem for the
spaces Hpflag (H
n).
We first recall that A. Chang and R. Fefferman established the following Caldero´n-
Zygmund decomposition on the pure product domain R2+ × R2+ ([4]).
Lemma 9 (Caldero´n-Zygmund Lemma). Let α > 0 be given and f ∈ Lp(R2),
1 < p < 2. Then we may write f = g + b where g ∈ L2(R2) and b ∈ H1(R2+ × R2+)
with ||g||22 ≤ α2−p||f ||pp and ||b||H1(R2+×R2+) ≤ Cα1−p||f ||pp, where c is an absolute
constant.
We now prove the Caldero´n-Zygmund decomposition in the setting of flag Hardy
spaces on the Heisenberg group.
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Proof. (of Theorem 11): We first assume f ∈ L2(Hn) ∩ Hpflag (Hn) . Let α > 0
and
Ωℓ = {(z, u) ∈ Hn : S(f)(z, u) > α2ℓ},
where, as in Corollary 3,
S(f)(z, u) =
∑
j,k
∑
I,J
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χI(z)χJ (u)

1
2
.
It was shown in Corollary 3 that for f ∈ L2(Hn)∩Hpflag (Hn), we have ||f ||Hpflag ≈
||S(f)||p.
In the following we denote dyadic rectangles in Hn by R = I × J with ℓ (I) =
2−j−N and ℓ (J) = 2−j−N + 2−k−N , where j, k are integers and N is sufficiently
large. Let
R0 =
{
R = I × J, such that |R ∩ Ω0| < 1
2
|R|
}
and for ℓ ≥ 1
Rℓ =
{
R = I × J, such that |R ∩Ωℓ−1| ≥ 1
2
|R| but |R ∩ Ωℓ| < 1
2
|R|
}
.
By the discrete Caldero´n reproducing formula in Theorem 19,
f(z, u) =
∑
j,k
∑
I,J
|I||J |φ˜jk((z, u) ◦ (xI , yJ)−1)φjk ∗
(
T−1N (f)
)
(xI , yJ)
=
∑
ℓ≥1
∑
I×J∈Rℓ
|I||J |φ˜jk((z, u) ◦ (xI , yJ)−1)φjk ∗
(
T−1N (f)
)
(xI , yJ)
+
∑
I×J∈R0
|I||J |φ˜jk((z, u) ◦ (xI , yJ)−1)φjk ∗
(
T−1N (f)
)
(xI , yJ)
= b(z, u) + g(z, u)
When p1 > 1, using a duality argument, it is easy to show
||g||p1 ≤ C
∥∥∥∥∥∥
{ ∑
R=I×J∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χIχJ
} 1
2
∥∥∥∥∥∥
p1
.
Next, we estimate ||g||Hp1
flag
when 0 < p1 ≤ 1. Clearly, the duality argument will
not work here. Nevertheless, we can estimate the Hp1flag norm directly by using the
discrete Caldero´n reproducing formula in Theorem 19. To this end, we note that
||g||Hp1
flag
≤
∥∥∥∥∥∥∥
∑
j′,k′
∑
I′,J′
| (ψj′k′ ∗ g) (xI′ , yJ′)|2χI′(z)χJ′(u)

1
2
∥∥∥∥∥∥∥
Lp1
.
Since (
ψj′,k′ ∗ g
)
(xI′ , yJ′)
=
∑
I×J∈R0
|I||J |
(
ψj′k′ ∗ φ˜jk
)
((xI′ , yJ′) ◦ (xI , yJ)−1)φjk ∗
(
T−1N (f)
)
(xI , yJ),
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we can repeat the argument in the proof of Theorem 18 to obtain
|
∥∥∥∥∥∥∥
∑
j′,k′
∑
I′,J′
| (ψj′k′ ∗ g) (xI′ , yJ′)|2χI′(z)χJ′(u)

1
2
∥∥∥∥∥∥∥ |Lp1
≤ C
∥∥∥∥∥∥
{ ∑
R=I×J∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χIχJ
} 1
2
∥∥∥∥∥∥
p1
.
This shows that for all 0 < p1 <∞
||g||Hp1
flag
≤ C
∥∥∥∥∥∥
{ ∑
R=I×J∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χIχJ
} 1
2
∥∥∥∥∥∥
p1
.
Claim 1: We have∫
S(f)(z,u)≤α
Sp1(f)(z, u)dzdu ≥ C
∥∥∥∥∥∥
{ ∑
R=I×J∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χIχJ
} 1
2
∥∥∥∥∥∥
p1
.
This claim implies
||g||p1 ≤ C
∫
S(f)(z,u)≤α
Sp1(f)(z, u)dzdu
≤ Cαp1−p
∫
S(f)(z,u)≤α
Sp(f)(z, u)dzdu
≤ Cαp1−p||f ||p
Hp
flag
(Hn)
.
To prove Claim 1, we let R = I × J ∈ R0. Choose 0 < q < p1 and note that∫
S(f)(z,u)≤α
Sp1(f)(z, u)dzdu
=
∫
S(f)(z,u)≤α
∑
j,k
∑
I,J
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χI(z)χJ (u)

p1
2
dzdu
≥ C
∫
Ωc0
{ ∑
R∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χIχJ
} p1
2
dzdu
= C
∫
Hn
{ ∑
R∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χR∩Ωc0(z, u)
}p1
2
dzdu
≥ C
∫
Hn

{ ∑
R∈R0
(
MS
(
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|qχR∩Ωc0
)
(z, u)
) 2
q
} q
2

p1
q
dzdu
≥ C
∫
Hn
{ ∑
R∈R0
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χR(z, u)
}p1
2
dzdu
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In the last inequality above we have used the fact that |Ωc0 ∩ (I ×J)| ≥ 12 |I ×J | for
I × J ∈ R0, and thus
χR(z, u) ≤ 2
1
qMS(χR∩Ωc0)
1
q (z, u).
In the second to last inequality above we have used the vector-valued Fefferman-
Stein inequality for the strong maximal function∥∥∥∥∥∥
( ∞∑
k=1
(MSfk)
r
) 1
r
∥∥∥∥∥∥
p
≤ C
∥∥∥∥∥∥
( ∞∑
k=1
|fk|r
) 1
r
∥∥∥∥∥∥
p
,
with the exponents r = 2/q > 1 and p = p1/q > 1. Thus Claim 1 follows.
We now recall Ω˜ℓ = {(z, u) ∈ Hn : MS(χΩℓ) > 12}.
Claim 2: For p2 ≤ 1,∥∥∥∥∥ ∑
I×J∈Rℓ
|I||J |φ˜jk((z, u) ◦ (xI , yJ)−1)φjk ∗
(
T−1N f
)
(xI , yJ)
∥∥∥∥∥
p2
H
p2
flag
≤ C(2ℓα)p2 |Ω˜ℓ−1|.
Claim 2 implies
||b||p2
H
p2
flag
≤
∑
ℓ≥1
(2ℓα)p2 |Ω˜ℓ−1| ≤ C
∑
ℓ≥1
(2ℓα)p2 |Ωℓ−1|
≤ C
∫
S(f)(z,u)>α
Sp2f(z, u)dzdu
≤ Cαp2−p
∫
S(f)(z,u)>α
Spf(z, u)dzdu ≤ Cαp2−p||f ||p
H
p
flag
.
To prove Claim 2, we again have∥∥∥∥∥ ∑
I×J∈Rℓ
|I||J |φ˜jk((z, u) ◦ (xI , yJ)−1)φjk ∗
(
T−1N f
)
(xI , yJ)
∥∥∥∥∥
p2
H
p2
flag
≤ C|
∥∥∥∥∥∥∥
∑
j′k′
∑
I′,J′
∣∣∣∣∣ ∑
I×J∈Rℓ
|I||J |
(
ψj′k′ ∗ φ˜jk
)
((xI′ , yJ′) ◦ (xI , yJ)−1)φjk ∗
(
T−1N f
)
(xI , yJ)
∣∣∣∣∣
2

1
2
∥∥∥∥∥∥∥
Lp2
≤ C
∥∥∥∥∥∥
{ ∑
R=I×J∈Rℓ
|φjk ∗
(
T−1N f
)
(xI , yJ)|2χIχJ
} 1
2
∥∥∥∥∥∥
p2
where we can use an argument similar to that in the proof of Theorem 4 to prove
the last inequality.
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However,
∞∑
ℓ=1
(2ℓα)p2 |Ω˜ℓ−1|
≥
∫
Ω˜ℓ−1\Ωℓ
S(f)p2(z, u)dzdu
=
∫
Ω˜ℓ−1\Ωℓ
∑
j,k
∑
I,J
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χI(z)χJ (u)

p2
2
dzdu
=
∫
Hn
∑
j,k
∑
I,J
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χ(I×J)∩Ω˜ℓ−1\Ωℓ)(z, u)

p2
2
dzdu
≥
∫
Hn
{ ∑
I×J∈Rℓ
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χ(I×J)∩Ω˜ℓ−1\Ωℓ)(z, u)
} p2
2
dzdu
≥
∫
Hn
{ ∑
I×J∈Rℓ
|φjk ∗
(
T−1N (f)
)
(xI , yJ)|2χI(z)χJ(u)
} p2
2
dzdu
In the above string of inequalities, we have used the fact that for R ∈ Rℓ we
have
|R ∩ Ωℓ−1| > 1
2
|R| and |R ∩ Ωℓ| ≤ 1
2
|R|
and consequently R ⊂ Ω˜ℓ−1. Therefore |R ∩ (Ω˜ℓ−1\Ωℓ)| > 12 |R|. Thus the same
argument applies here to conclude the last inequality above. Finally, since L2(Hn)
is dense in Hpflag (H
n), Theorem 11 is proved. 
We are now ready to prove the interpolation theorem on Hardy spaces Hpflag for
all 0 < p <∞.
Proof. (of Theorem 12): Suppose that T is bounded from Hp2flag to L
p2 and from
Hp1flag to L
p1 . For any given λ > 0 and f ∈ Hpflag, by the Caldero´n-Zygmund
decomposition,
f(z, u) = g(z, u) + b(z, u)
with
||g||p1
H
p1
flag
≤ Cλp1−p||f ||p
Hp
flag
and ||b||p2
H
p2
flag
≤ Cλp2−p||f ||p
Hp
flag
.
Moreover, we have proved the estimates
||g||p1
H
p1
flag
≤ C
∫
S(f)(z,u)≤α
S(f)p1(z, u)dzdu
and
||b||p2
H
p2
flag
≤ C
∫
S(f)(z,u)>α
S(f)p2(z, u)dzdu
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which implies that
||Tf ||pp = p
∫ ∞
0
αp−1| {(z, u) : |Tf(z, u)| > λ} |dα
≤ p
∫ ∞
0
αp−1|
{
(z, u) : |Tg(z, u)| > λ
2
}
|dα+ p
∫ ∞
0
αp−1|
{
(z, u) : |Tb(z, u)| > λ
2
}
|dα
≤ p
∫ ∞
0
αp−1
∫
S(f)(z,u)≤α
S(f)p1(z, u)dzdudα+ p
∫ ∞
0
αp−1
∫
S(f)(z,u)>α
S(f)p2(z, u)dzdudα
≤ C||f ||p
Hp
flag
.
Thus,
||Tf ||p ≤ C||f ||Hp
flag
for any p2 < p < p1. Hence, T is bounded from H
p
flag to L
p.
Now we prove the second assertion that T is bounded on Hpflag for p2 < p <
p1. For any given λ > 0 and f ∈ Hpflag, we have by the Caldero´n-Zygmund
decomposition again,
| {(z, u) : |g(Tf)(z, u)| > α} |
≤
∣∣∣{(z, u) : |g(Tg)(z, u)| > α
2
}∣∣∣+ ∣∣∣{(z, u) : |g(Tb)(z, u)| > α
2
}∣∣∣
≤ Cα−p1 ||Tg||p1
H
p1
flag
+ Cα−p2 ||Tb||p2
H
p2
flag
≤ Cα−p1 ||g||p1
H
p1
flag
+ Cα−p2 ||b||p2
H
p2
flag
≤ Cα−p1
∫
S(f)(z,u)≤α
(Sf)p1(z, u)dzdu+ Cα−p2
∫
S(f)(z,u)>α
(Sf)p2(z, u)dzdu,
which, as above, shows that ||Tf ||Hp
flag
≤ C||g(TF )||p ≤ C||f ||Hp
flag
for any p2 <
p < p1. 
9. Embeddings and quotients of flag and moment molecular spaces
Our purpose in this final section of Part 2 is to give the proof of Lemma 2, and
then prove the inclusion Qpflag (H
n) →֒ Qp (Hn) of the quotient spaces
Qpflag (H
n) ≡ Hpflag (Hn) /MM
′+δ,M ′1,M
′
2
F (H
n)
⊥
,
Qp (Hn) ≡ Hp (Hn) /MM ′+δ,M ′1,M ′2F (Hn)⊥ .
9.1. Proof of Lemma 2. We begin with the second containment of Lemma 2.
Suppose that f ∈MM,M1,M2flag (Hn) and that F ∈MM,M1,M2product (Hn × R) satisfies
(9.1) f = πF and ‖F‖MM,M1,M2
product
(Hn×R) ≤ 2 ‖f‖MM,M1,M2
flag
(Hn)
.
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We first verify the moment conditions required for membership in MM,M1,M2F (H
n).
For |α| ≤M1 and |α|+ 2β ≤ 2M1 + 2, we have that∫
Hn
zαuβf (z, u)dzdu =
∫
Hn
zαuβ
∫
R
F ((z, u− v) , v) dvdzdu
=
∫
Hn
zα (u+ v)
β
∫
R
F ((z, u) , v) dvdzdu
=
∑
β=γ+δ
cγ,δ
∫
Hn
zαuγvδ
∫
R
F ((z, u) , v) dvdzdu
=
 ∑
β=γ+δ:|α|+2γ≤M
+
∑
β=γ+δ:2δ≤M
 cγ,δ
∫
Hn
zαuγ
∫
R
vδF ((z, u) , v) dvdzdu
=
∑
β=γ+δ:|α|+2γ≤M
cγ,δ
∫
R
vδ
{∫
Hn
zαuγF ((z, u) , v) dzdu
}
dv
+
∑
β=γ+δ:2δ≤M
cγ,δ
∫
Hn
zαuγ
{∫
R
vδF ((z, u) , v) dv
}
dzdu
vanishes, since ∫
Hn
zαuγF ((z, u) , v) dzdu = 0 if |α|+ 2γ ≤M1,
and ∫
R
vδF ((z, u) , v) dv = 0 if 2δ ≤M1.
Note that since |α| ≤M1 and |α|+ 2β ≤ 2M1 + 2, then
|α|+ 2γ + 2δ = |α|+ 2β ≤ 2M1 + 2
implies that at least one of the inequalities |α|+ 2γ ≤M1 and 2δ ≤M1 must hold
(if they both fail, then |α|+ 2γ ≥M1 + 1 and 2δ ≥M1 + 2).
Next, for 2γ ≤M1 we have that∫
R
uγf (z, u)du =
∫
R
uγ
∫
R
F ((z, u− v) , v) dvdu
=
∫
R
(u+ v)
γ
∫
R
F ((z, u) , v) dvdu
=
∑
γ=δ+η
cδ,η
∫
R
uδ
{∫
R
vηF ((z, u) , v) dv
}
du
vanishes since ∫
R
vηF ((z, u) , v) dv = 0 if 2η ≤ 2γ ≤M1.
We now turn to proving the norm inequality
‖f‖
M
M,M1,M2
F (H
n)
. ‖F‖MM,M1,M2
product
(Hn×R) .
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For |α|+ 2β ≤M2 we have
∣∣∂αz ∂βuf (z, u)∣∣ = ∣∣∂αz ∂βuπF (z, u)∣∣ = ∣∣∣∣∫
R
∂αz ∂
β
uF ((z, u− v) , v) dv
∣∣∣∣
.
∫
R
1(
1 + |z|2 + |u− v|
)Q+M+|α|+2β
2
1
(1 + |v|)1+M
dv
.
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
.
The first difference inequality is proved in the same way. Together with (9.1), these
inequalities complete the proof that MM,M1,M2flag (Hn) is continuously embedded in
M
M,M1,M2
F (H
n).
Remark 14. We also have the following differential inequalities for f ∈MM,M1,M2flag (Hn)
with more derivatives but less decay:
∣∣∂αz ∂βuf (z, u)∣∣ ≤ A 1(
1 + |z|2 + |u|
)Q+M˜+|α|+2β
2
,
for all |α| ≤M2, |α|+ 2β ≤ 2M2,
and where M˜ =M −M2.
Indeed, it is enough to prove the case M2 ≤ |α| + 2β ≤ 2M2, and so we write
β = γ + δ where |α| + 2γ = M2 and 2δ ≤ M2. Now for any suitable function
G (z, u, v) we have
∂
∂v
G (z, u− v, v) = −G2 (z, u− v, v) +G3 (z, u− v, v) ,∫
R
G2 (z, u− v, v) dv =
∫
R
G3 (z, u− v, v) dv,
and iterating with G = F ((z, u) , v) we obtain
∂αz ∂
β
uf (z, u) =
∫
R
∂αz ∂
β
2 F ((z, u− v) , v) dv
= (−1)δ
∫
R
∂αz ∂
γ
2 ∂
δ
3F ((z, u− v) , v) dv.
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Thus we have∣∣∂αz ∂βuf (z, u)∣∣ = ∣∣∣∣∫
R
∂αz ∂
γ
2 ∂
δ
3F ((z, u− v) , v) dv
∣∣∣∣
.
∫
R
1(
1 + |z|2 + |u− v|
)Q+M+|α|+2γ
2
1
(1 + |v|)1+M+δ
dv
.
1(
1 + |z|2 + |u− v|
)Q+M+M2
2
=
1(
1 + |z|2 + |u− v|
)Q+M˜+2M2
2
≤ 1(
1 + |z|2 + |u− v|
)Q+M˜+|α|+2β
2
.
Note that the extra decay in the factor 1
(1+|v|)1+M+δ is ‘lost’ here when we project.
Now we turn to proving the first, and more difficult, containment in Lemma 2.
So suppose that f ∈ M3M+M2,M1,2M2+4F (Hn). We first decompose f according to
annuli in Hn. Let 1 = φ0 (t) +
∑∞
m=0 φm (t) for t ∈ [0,∞) where φ0 is supported in
[0, 1], φm is supported in
[
2m−1, 2m+1
]
for m ≥ 1, and∣∣∣∣∣
(
d
dt
)j
φm
∣∣∣∣∣ ≤ Cj2−jm, for all j,m ≥ 0.
Now set
ϕm (z, u) = φm
(√
1 + |z|4 + u2
)
,
fm (z, u) = ϕm (z, u) f (z, u) = ϕmf (z, u) ,
so that
f (z, u) =
∞∑
m=0
ϕmf (z, u) =
∞∑
m=0
fm (z, u) .
We now decompose each fm (z, u) in the u variable using the Caldero´n repro-
ducing formula in R. Let χ and ψ be smooth functions on the real line R supported
in [−1, 1], satisfying ∫ χ (x) dx = 1 and ∫ xβψ (x) dx = 0 for 0 ≤ β ≤ M1, and for
each m the reproducing formula
δ0 = χ−m ∗ χ−m +
∞∑
k=−m+1
ψk ∗ ψk,
where ψk (v) = 2
kψ
(
2kv
)
and χ−m (v) = 2
−mχ (2−mv). Let fm,z (u) = fm (z, u)
and define
Fm ((z, u) , v) = (fm,z ∗ χ) (u)χ (v) +
∞∑
k=−m+1
(fm,z ∗ ψk) (u)ψk (v)
= (fm ∗2 χ) (z, u)χ (v) +
∞∑
k=−m+1
(fm ∗2 ψk) (z, u)ψk (v) ,
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for ((z, u) , v) ∈ Hn × R. Note that
πFm (z, u) =
∫
R
Fm ((z, u− v) , v) dv
= fm,z ∗ χ ∗ χ (u) + fm,z ∗
( ∞∑
k=−m+1
ψk ∗ ψk
)
(u)
= fm,z ∗ δ0 (u) = fm (z, u) .
Now ψk has vanishing moments but χ−m does not. We remedy this lack of
vanishing moments for χ−m by noting that for 0 ≤ 2ℓ ≤ M1 + 2 we have by
integration by parts in v,
πFm (z, u) =
∫
R
Iℓ
(
fm ∗2 χ−m
)
(z, u− v)Dℓχ−m (v) dv
+
∞∑
k=−m+1
∫
R
(fm ∗2 ψk) (z, u− v)ψk (v) dv,
where Dℓχ−m (v) =
(
d
dv
)ℓ
χ−m (v) and I
ℓg (z, t) = ℓ
∫ t
−∞ g (z, s) (t− s)ℓ−1 ds. Ob-
serve that limt→∞ Iℓg (z, t) = 0 provided g (z, s) satisfies
∫
R
g (z, s) sjds = 0 for
0 ≤ j ≤ ℓ− 1. We now fix
ℓ =
M1
2
+ 1,
but will continue to write ℓ for clarity. Then with
(9.2)
F ℓm ((z, u) , v) ≡ Iℓ
(
fm ∗2 χ−m
)
(z, u)Dℓχ−m (v)+
∞∑
k=−m+1
(fm ∗2 ψk) (z, u)ψk (v) ,
we have
πF ℓm (z, u) = πFm (z, u) .
Now we check that F ℓm satisfies the moment conditions required for membership
in MM,M1,M2product (Hn × R). We write F ℓm = Gℓm +Hm where
Gℓm = I
ℓ
(
fm ∗2 χ−m
)
(z, u)Dℓχ−m (v) and Hm =
∞∑
k=−m+1
(fm ∗2 ψk) (z, u)ψk (v) .
It is clear that Hm satisfies (more than) the required number of vanishing moments
since the functions ψk each have M1 vanishing moments, so we turn our attention
to Gℓm. For |α|+ 2β ≤M1 we have that∫
Hn
zαuβGℓm ((z, u) , v) dzdu =
∫
Hn
zαuβIℓ
(
fm ∗2 χ−m
)
(z, u)Dℓχ−m (v) dzdu
= Dℓχ−m (v)
∫
Hn
zα
{
Iℓuβ
} (
fm ∗2 χ−m
)
(z, u)dzdu
= cℓ,βD
ℓχ−m (v)
∫
Hn
zαuβ+ℓ
{∫
R
fm (z, u− s)χ−m (s) ds
}
dzdu
= cℓ,βD
ℓχ−m (v)
∫
R
{∫
Hn
zαuβ+ℓf (z, u− s) dzdu
}
χ−m (s) ds
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vanishes since∫
Hn
zαuβ+ℓf (z, u− s) dzdu =
∫
Hn
zαuβ+ℓf (z, u)dzdu = 0
when
|α|+ 2 (β + ℓ) = |α|+ 2β +M1 + 2 ≤ 2M1 + 2.
Also, for 2γ ≤M1 we have
∫
R
vγGℓm ((z, u) , v) dv =
∫
R
vγIℓfm (z, u)D
ℓχ−m (v) dv
= Iℓfm (z, u) (−1)ℓ
∫
R
(
Dℓvγ
)
χ−m (v) dv
vanishes since γ ≤ M12 < M12 + 1 = ℓ.
It remains to verify the norm inequality
(9.3)
∥∥F ℓ∥∥MM,M1,M2
product
(Hn×R) . ‖f‖M3M+M2,M1,2M2+4F (Hn) .
Our first task is to prove the differential inequalities∣∣∂αz ∂βu∂γvF ℓ ((z, u) , v)∣∣ ≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
1
(1 + |v|)1+M+γ
,
for all |α|+ 2β ≤M2 and 2γ ≤M2.
We have
∂αz ∂
β
uI
ℓ
(
fm ∗2 χ−m
)
(z, u) = ∂αz I
ℓ−β (fm ∗2 χ−m) (z, u)
=
[(
∂αz ∂
β
uI
ℓfm
) ∗2 χ−m] (z, u) ,
and∣∣∂αz ∂βuIℓfm (z, u)∣∣ = ∣∣∂αz ∂β−ℓu fm (z, u)∣∣ . 1(
1 + |z|2 + |u|
)Q+3M+M2+|α|+2β−2ℓ
2
,
for |α| + 2 (β − ℓ) ≤ M2 ≤ 2M2 + 4 since f ∈ M3M+M2,M1,2M2+4F (Hn). This
inequality follows immediately from the definition if β ≥ ℓ, and the case β < ℓ is
an easy exercise using that 2 (ℓ− 1) =M1.
This leads to∣∣∂αz ∂βu∂γvGℓm ((z, u) , v)∣∣ = ∣∣∂αz ∂βuIℓ (fm ∗2 χ−m) (z, u)∣∣ ∣∣∂γνDℓχ−m (v)∣∣
. Aχ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+3M+M2+|α|+2β
2 −ℓ
× (2
−m)ℓ+γ+1
(1 + 2−m |v|)1+M+γ
,
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since
∣∣∂γvDℓχ−m (v)∣∣ . χ{|v|≤2m} (2−m)ℓ+γ+1 follows from the fact that 2−m |v| ≤ 1
if χ−m (v) 6= 0. Using that 1 + |z|2 + |u| ≈ 2m we thus obtain the estimate∣∣∂αz ∂βu∂γvGℓm ((z, u) , v)∣∣
. Aχ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
(2m)
M+
M2
2 −ℓ
χ{|v|≤2m}
(
2−m
)ℓ+γ+1
= Aχ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
χ{|v|≤2m}
(
2−m
)1+M+γ+M22
. Aχ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
1
(1 + |v|)1+M+γ+
M2
2
,
in which the power of 1 + |v| is better by M22 .
Remark 15. The above inequality uses 3M decay for f in the spaceM3M+M2,M1,2M2+4F (H
n).
The extra decay of M2 is not needed here.
To estimate
∣∣∂αz ∂βu∂γvHm ((z, u) , v)∣∣ we first note that by Taylor’s formula there
is 0 < θ < 1 such that
∣∣∂αz ∂βu (fm ∗2 ψk) (z, u)∣∣ = ∣∣∣∣∫
R
∂αz ∂
β
ufm,z (u− w)ψk (w) dw
∣∣∣∣
=
∣∣∣∣∣∣
∫
R

γ+1∑
j=0
(
∂αz ∂
β
ufm,z
)(j)
(u)
(−w)j
j!
+
(
∂αz ∂
β
ufm,z
)(γ+2)
(u− θw) (−w)
γ+2
(γ + 2)!
ψk (w) dw
∣∣∣∣∣∣
=
∣∣∣∣∣
∫
R
(
∂αz ∂
β
ufm,z
)(γ+2)
(u− θw) (−w)
γ+2
(γ + 2)!
ψk (w) dw
∣∣∣∣∣
.
2−k(γ+2)(
1 + |z|2 + |u|
)Q+3M+|α|+2β+2γ
2 +2
,
since
∫
wmψk (w) dw = 0 for m ≤ γ + 1, |w|γ+2 ≤ 2−k(γ+2) if ψk (w) 6= 0, and∫
R
|ψk (w)| dw ≤ C. Here we have used the differential inequality for the function
(
∂αz ∂
β
ufz
)(γ+2)
(v) = ∂αz ∂
β+γ+2
u f (z, u) ,
which holds since f ∈ M3M+M2,M1,2M2+4F (Hn) and
|α|+ 2 (β + γ + 2) = (|α|+ 2β) + 2γ + 4 ≤M2 +M2 + 4 = 2M2 + 4.
Remark 16. The above inequality uses the full 2M2 + 4 derivatives for f in the
space M3M+M2,M1,2M2+4F (H
n).
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Using this and |∂γvψk (v)| ≤ χ{|v|≤2−k}2k(γ+1) we thus have
∣∣∂αz ∂βu∂γvHm ((z, u) , v)∣∣ =
∣∣∣∣∣
∞∑
k=−m+1
(
∂αz ∂
β
ufm ∗2 ψk
)
(z, u)∂γvψk (v)
∣∣∣∣∣
≤
∞∑
k=−m+1
∣∣(∂αz ∂βufm ∗2 ψk) (z, u)∣∣ |∂γvψk (v)|
.
∞∑
k=−m+1
χ{1+|z|2+|u|≈2m}
2−k(γ+2)(
1 + |z|2 + |u|
)Q+3M+M2+|α|+2β
2 +2
χ{|v|≤2−k}2
k(γ+1)
.
∞∑
k=−m+1
2−kχ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
1
(2m)M+
M2
2 +2
χ{|v|≤2−k}
. χ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
1
(1 + |v|)M+1+γ
,
since 2γ ≤M2 and
∑∞
k=−m+1 2
−k ≈ 2m.
Remark 17. The above display uses the full 3M +M2 decay for f in the space
M3M+M2,M1,2M2+4F (H
n).
Now we use the fact that the sets
{
1 + |z|2 + |u| ≈ 2m
}
have bounded overlap
to obtain the desired estimate:∣∣∂αz ∂βu∂γvF ℓ ((z, u) , v)∣∣ =
∣∣∣∣∣
∞∑
m=0
∂αz ∂
β
u∂
γ
vF
ℓ
m ((z, u) , v)
∣∣∣∣∣ .
∞∑
m=0
∣∣∂αz ∂βu∂γvF ℓm ((z, u) , v)∣∣
≤
∞∑
m=0
{∣∣∂αz ∂βu∂γvGℓm ((z, u) , v)∣∣+ ∣∣∂αz ∂βu∂γvHm ((z, u) , v)∣∣}
.
∞∑
m=0
χ{1+|z|2+|u|≈2m}
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
1
(2m + |v|)1+M+γ
.
1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
1
(1 + |v|)1+M+γ
.
It remains to estimate the first order differences and second order differences in
Definition 2. The first order difference estimates∣∣∂αz ∂βuF ((z, u) , v)− ∂αz ∂βuF ((z′, u′) , v)∣∣
≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣(
1 + |z|2 + |u|
)Q+M+M2+1
2
1
(1 + |v|)1+M
for all |α|+ 2β = M2 and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
.
94 YONGSHENG HAN, GUOZHEN LU, AND ERIC SAWYER∣∣∂αz ∂βu∂γvF ((z, u) , v)− ∂αz ∂βu∂γvF ((z, u) , v′)∣∣
≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2β
2
|v − v′|
(1 + |v|)2+M
,
for all |α|+ 2β ≤M2 and 2γ = M2
and |v − v′| ≤ 1
2
(1 + |v|) ,
with F replaced by first Gℓm and then Hm, are easily proved using the above meth-
ods and the first order estimates for fm. Then we can sum in m using the bounded
overlap of the supports of Gℓm and Hm to obtain the required inequality.
The second order difference estimate∣∣[∂αz ∂βu∂γvF ((z, u) , v)− ∂αz ∂βu∂γvF ((z′, u′) , v)]
− [∂αz ∂βu∂γvF ((z, u) , v′)− ∂αz ∂βu∂γvF ((z′, u′) , v′)]∣∣
≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣(
1 + |z|2 + |u|
)Q+2M
2
|v − v′|
(1 + |v|)1+M
for all |α|+ 2β = M2 and 2γ = M2
and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
and |v − v′| ≤ 1
2
(1 + |v|) ,
follows from the first order difference estimates using the product form (9.2) of the
functions Gℓm and Hm. For example,∣∣[∂αz ∂βu∂γvGℓm ((z, u) , v)− ∂αz ∂βu∂γvGℓm ((z′, u′) , v)]
− [∂αz ∂βu∂γvGℓm ((z, u) , v′)− ∂αz ∂βu∂γvGℓm ((z′, u′) , v′)]∣∣
=
∣∣[∂αz ∂βuIℓ (fm ∗2 χ−m) (z, u)∂γvDℓχ−m (v)− ∂αz ∂βuIℓ (fm ∗2 χ−m) (z′, u′) ∂γvDℓχ−m (v)]
− [∂αz ∂βuIℓ (fm ∗2 χ−m) (z, u)∂γvDℓχ−m (v′)− ∂αz ∂βuIℓ (fm ∗2 χ−m) (z′, u′) ∂γvDℓχ−m (v′)]∣∣
=
∣∣∂αz ∂βuIℓ (fm ∗2 χ−m) (z, u)− ∂αz ∂βuIℓ (fm ∗2 χ−m) (z′, u′)∣∣
× ∣∣∂γvDℓχ−m (v)− ∂γvDℓχ−m (v′)∣∣ ,
and we can now apply first order difference estimates for the functions ∂αz ∂
β
uI
ℓ
(
fm ∗2 χ−m
)
and ∂γvD
ℓχ−m. The same argument works for Hm in place of G
ℓ
m. Finally, we sum
the resulting estimates in m using the finite overlap of the supports of Gℓm and Hm
to obtain the required inequality.
9.2. A comparison of quotient spaces. Here we put the space of ‘projected’ flag
test functions MM+δ,M1,M2flag (Hn) into perspective. For the purpose of comparison,
we first recall the usual molecular space MM+δ,M1,M2 (Hn) associated with the
one-parameter autormorphic group of dilations on Hn.
Definition 11. Let M,M1,M2 ∈ N be positive integers, 0 < δ ≤ 1, and let
Q = 2n+ 2 denote the homogeneous dimension of Hn. The one-parameter molec-
ular space MM+δ,M1,M2 (Hn) consists of all functions f (z, u) on Hn satisfying the
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moment conditions∫
Hn
zαuβf (z, u)dzdu = 0 for all |α|+ 2 |β| ≤M1,
and such that there is a nonnegative constant A satisfying the following two differ-
ential inequalities:∣∣∂αz ∂βuf (z, u)∣∣ ≤ A 1(
1 + |z|2 + |u|
)Q+M+|α|+2|β|+δ
2
for all |α|+ 2 |β| ≤M2,
∣∣∂αz ∂βuf (z, u)− ∂αz ∂βuf (z′, u′)∣∣ ≤ A
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣δ(
1 + |z|2 + |u|
)Q+M+δ+M2+2δ
2
for all |α|+ 2 |β| = M2 and
∣∣∣(z, u) ◦ (z′, u′)−1∣∣∣ ≤ 1
2
(
1 + |z|2 + |u|
) 1
2
.
Remark 18. The intertwining formula in Lemma 1 shows that if T is a con-
volution operator on Hn that is bounded on the one-parameter molecular space
MM+δ,M1,M2 (Hn), then it is also bounded on the flag molecular spaceMM+δ,M1,M2flag (Hn).
Indeed, one simply notes that the extension T˜ of T to the group Hn×R is bounded
on the product molecular space MM+δ,M1,M2product (Hn × R) by fixing v and v′ in condi-
tions (2.8) - (2.12) in Definition 2 and using the boundedness of T in the remaining
variables in the one-parameter space MM+δ,M1,M2 (Hn).
The following lemma provides the fundamental inclusions between these spaces
of test functions.
Notation 4. Given positive integers M,M1,M2 ∈ N, set
M ′ = 3M +M2,
M ′1 = M1,
M ′2 = 2M2 + 4.
Lemma 10. Let M,M1,M2 ∈ N be positive integers,and 0 < δ ≤ 1. Then the
inclusions
M
M ′+δ,M ′1,M
′
2
F (H
n) ⊂MM+δ,M1,M2flag (Hn) ⊂ MM+δ,M1,M2F (Hn) ⊂MM+δ,M1,M2 (Hn)
are continuous with closed range.
The proof of Lemma 10 follows immediately from the continuous containments
in Lemma 2. As a consequence of Lemma 10 we have the following relationship
between the corresponding dual spaces.
Lemma 11. For every Λ ∈ MM+δ,M1,M2flag (Hn)′ there is Φ ∈ MM+δ,M1,M2 (Hn)′
such that
Φ |
M
M′+δ,M′
1
,M′
2
F (H
n)
= Λ
M
M′+δ,M′
1
,M′
2
F (H
n)
.
Proof. Suppose that Λ ∈MM+δ,M1,M2flag (Hn)′. Since the inclusion
M
M ′+δ,M ′1,M
′
2
F (H
n) ⊂MM+δ,M1,M2flag (Hn)
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is continuous, we see that
Λ1 ≡ Λ |
M
M′+δ,M′1,M
′
2
F
(Hn)
is a continuous linear functional on M
M ′+δ,M ′1,M
′
2
F (H
n). The Hahn-Banach theorem
yields a continuous extension Φ of Λ1 first to the space MM ′+δ,M ′1,M ′2 (Hn) and
then to the larger space MM+δ,M1,M2 (Hn). Thus Φ ∈ MM+δ,M1,M2 (Hn)′ and of
course
Φ |
M
M′+δ,M′1,M
′
2
F
(Hn)
= Λ1 = Λ |
M
M′+δ,M′1,M
′
2
F
(Hn)
.

While we cannot say that Hpflag (H
n) is a subspace of the one-parameter Hardy
spaceHp (Hn), Lemma 11 shows that a certain quotient spaceQpflag (H
n) ofHpflag (H
n)
can be identified with a closed subspace of the corresponding quotient spaceQp (Hn)
of Hp (Hn); the quotient spaces in question are
Qpflag (H
n) ≡ Hpflag (Hn) /MM
′+δ,M ′1,M
′
2
F (H
n)
⊥
,
Qp (Hn) ≡ Hp (Hn) /MM ′+δ,M ′1,M ′2F (Hn)⊥ .
Indeed, if f ∈ Hpflag (Hn), then by Lemma 11 there is
F ∈ MM+δ,M1,M2 (Hn)′
such that
(9.4) F |
M
M′+δ,M′
1
,M′
2
F (H
n)
= f
M
M′+δ,M′
1
,M′
2
F (H
n)
.
But then since the component functions in EkDj can be chosen to belong to
M
M ′+δ,M ′1,M
′
2
F (H
n), we have EkDjF = EkDjf and
g (F ) =
{ ∞∑
k=−∞
|EkF |2
} 1
2
.

∞∑
j,k=−∞
|EkDjF |2

1
2
(9.5)
=

∞∑
j,k=−∞
|EkDjf |2

1
2
= gflag (f) .
If [F ] (respectively [f ]) denotes the equivalence class inQp (Hn) (respectivelyQpflag (H
n))
that contains the distribution F (respectively f), then (9.4) shows that there is a
well-defined one-to-one linear map
T : Qpflag (H
n)→ Qp (Hn) ,
given by Tq = [F ] if q = [f ] and (9.4) holds. Then (9.5) implies that
‖Tq‖Qp(Hn) . ‖q‖Qp
flag
(Hn) , q ∈ Qpflag (Hn) .
The map T thus identifies Qpflag (H
n) as a closed subspace of Qp (Hn).
Note that if we could identify MM+δ,M1,M2 (Hn) with MM ′+δ,M ′1,M ′2F (Hn) for
some choice of parametersM ′+δ,M ′1,M
′
2, then we could conclude thatH
p
flag (H
n) =
Qpflag (H
n) is itself a closed subspace of the quotient space Qp (Hn).
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10. A counterexample for the one-parameter Hardy space
Recall that Hn = Cn × R is the Heisenberg group with group multiplication
(ζ, t) · (η, s) = (ζ + η, t+ s+ 2 Im(ζ · η)) , (ζ, t) , (η, s) ∈ Cn × R,
and that (η, s)
−1
= (−η,−s). Consider the mixed kernel K (z, t) = K1 (z)K2 (z, t)
for (z, t) ∈ Hn = Cn × R given by
K1 (z) =
Ω (z)
|z|2n and K2 (z, t) =
1
|z|2 + it ,
where Ω is smooth with mean zero on the unit sphere in Cn. We show in the subsec-
tion below that K satisfies the smoothness and cancellation conditions required of
a flag kernel. It then follows from Muller-Ricci-Stein [25] that there is an operator
T having kernel K such that for each 1 < p <∞,
‖Tf‖Lp(Hn) ≤ Cp,n ‖f‖Lp(Hn) , f ∈ Lp (Hn) .
The action of the corresponding singular integral operator Tf = K ∗ f is given by
Tf (ζ, t) = K ∗Hn f (ζ, t) =
∫
Hn
K
(
(ζ, t) ◦ (η, s)−1
)
f (η, s) dηds
=
∫
Hn
f (η, s) K (ζ − η, t− s− 2 Im (ζ · η)) dηds
=
∫
Hn
f (η, s)
Ω (ζ − η)
|ζ − η|2n
1
|ζ − η|2 + i (t− s− 2 Im (ζ · η)) dηds.
Theorem 21. There is a smooth function Ω with mean zero on the unit sphere in
Cn such that there is no operator T having kernel K that is bounded from H1 (Hn)
to L1 (Hn).
To prove the theorem, we fix f (z, u) = ψ (z)ϕ (u) where
(1) ψ is smooth with support in the unit ball of Cn,
(2) ϕ is smooth with support in (−1, 1),
(3)
∫
Cn
ψ (z) dz = 0 and
∫
R
ϕ (u) du = 1.
Such a function f is clearly in H1 (Hn) since f is smooth, compactly supported
and has mean zero:∫
Hn
f (z, u)dzdu =
∫
R
{∫
Cn
ψ (z)dz
}
ϕ (u) du =
∫
R
{0}ϕ (u) du = 0.
We next show that T fails to be bounded from H1 (Hn) to L1 (Hn), and then that
T is a flag singular integral.
10.1. Failure of boundedness of T . For
ζ ∈ B ((100,0) , 0) =
{(
ζ1, ζ
′) ∈ R× Cn−1 : (ζ1 − 100)2 + ∣∣ζ ′∣∣2 < 1} ,
|t| > 106,
we have
|Tf (ζ, t)| ≈
∫
ψ (η)ϕ (s)
Ω (ζ − η)
|ζ|2n
1
|ζ|2 + i
(
t− 2 |ζ|2
)dηds ≈ 1|ζ|2n |t| ,
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since for ζ ∈ B ((100,0) , 0) we have∣∣∣∣∫ ψ (η)Ω (ζ − η) dη∣∣∣∣ ≥ c > 0,
for an appropriately chosen Ω with mean zero on the sphere. The point is that both
functions ψ and Ω have mean zero on their respective domains, but the product
can destroy enough of the cancellation. For example, when n = 1 we can take
Ω (x, y) =
y√
x2 + y2
,
ψ (x, y) = yψ1 (x)ψ2 (y) ,
where ψi is an even function identically one on
(− 12 , 12) and supported in (− 1√2 , 1√2).
Then for
ζ = (100 + ν, ω) , |ν|2 + |ω|2 ≤ 1,
we have∫
ψ (η)Ω (ζ − η) dη =
∫
yψ1 (x)ψ2 (y)Ω (100 + ν − x, ω − y)
=
∫
yψ1 (x)ψ2 (y)
ω − y√
(100 + ν − x)2 + (ω − y)2
= ω
∫
yψ1 (x)ψ2 (y)√
(100 + ν − x)2 + (ω − y)2
−
∫
y2ψ1 (x)ψ2 (y)√
(100 + ν − x)2 + (ω − y)2
≈ − 1
100
.
We conclude from the above that∫
Hn
|Tf (ζ, t)| dζdt &
∫
{ζ∈B((100,0),0) and |t|>106}
1
|ζ|2n |t|dζdt =∞.
10.2. T is a flag singular integral. Let K be the kernel
K (z, t) =
Ω (z)
|z|2n
1
|z|2 + it , (z, t) ∈ H
n.
In order to show that K is a flag kernel we must establish the following smoothness
and cancellation conditions.
(1) (Differential Inequalities) For any multi-indices α = (α1, · · · , αn), β =
(β1, · · · , βm)∣∣∂αz ∂βuK(z, u)∣∣ ≤ Cα,β |z|−2n−|α| · (|z|2 + |u|)−1−|β|
for all (z, u) ∈ Hn with z 6= 0.
(2) (Cancellation Condition)∣∣∣∣∫
R
∂αzK(z, u)φ1(δu)du
∣∣∣∣ ≤ Cα|z|−2n−|α|
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for every multi-index α and every normalized bump function φ1 on R and
every δ > 0; ∣∣∣∣∫
Cn
∂βuK(z, u)φ2(δz)dz
∣∣∣∣ ≤ Cγ |u|−1−|β|
for every multi-index β and every normalized bump function φ2 on C
n and
every δ > 0; and∣∣∣∣∫
Hn
K(z, u)φ3(δ1z, δ2u)dzdu
∣∣∣∣ ≤ C
for every normalized bump function φ3 on H
n and every δ1 > 0 and δ2 > 0.
The differential inequalities in (1) follow immediately from the definition of K.
The first cancellation condition in (2) exploits the fact that t is an odd function.
For convenience we assume α = 0. We then have∣∣∣∣∫
R
K(z, t)φ1(δt)dt
∣∣∣∣ =
∣∣∣∣∣
∫
R
Ω (z)
|z|2n
{
|z|2
|z|4 + t2 −
it
|z|4 + t2
}
φ1(δt)dt
∣∣∣∣∣
≤
∫
R
1
|z|2n
|z|2
|z|4 + t2 |φ1 (δt)| dt
+
∣∣∣∣∣
∫
R
Ω (z)
|z|2n
it
|z|4 + t2 {φ1 (δt)− φ1 (0)} dt
∣∣∣∣∣
.
1
|z|2n−2
∫ ∞
0
1
|z|4 + t2 dt+
1
|z|2n
∫ 1
δ
0
δt2
|z|4 + t2 dt.
Now
1
|z|2n−2
∫ ∞
0
1
|z|4 + t2 dt .
1
|z|2n−2
(∫ |z|2
0
1
|z|4 dt+
∫ ∞
|z|2
1
t2
dt
)
.
1
|z|2n ,
and for |z|2 ≤ 1δ , we have∫ 1
δ
0
δt2
|z|4 + t2 dt .
∫ |z|2
0
δt2
|z|4 dt+
∫ 1
δ
|z|2
δt2
t2
dt . δ
|z|6
|z|4 + 1 . 1,
while for |z|2 > 1
δ
, we have∫ 1
δ
0
δt2
|z|4 + t2 dt .
∫ 1
δ
0
δt2
|z|4 dt . δ
(
1
δ
)3
|z|4 . 1.
Altogether we have
∣∣∫
R
K(z, t)φ1(δt)dt
∣∣ . |z|−2n as required.
The second cancellation condition in (2) uses the assumption that Ω has mean
zero on the sphere. For convenience we take β = 0. Then we have∣∣∣∣∫
Cn
K(z, t)φ2(δz)dz
∣∣∣∣ =
∣∣∣∣∣
∫
Cn
Ω (z)
|z|2n
1
|z|2 + it {φ2 (δz)− φ2 (0)} dz
∣∣∣∣∣
. δ
∫
{|z|≤ 1δ}
1
|z|2n
1
|z|2 + |t| |z| dz
.
δ
|t|
∫ 1
δ
0
1
r2n
r
(
r2n−1dr
) ≈ |t|−1 ,
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as required.
The third cancellation condition in (2) is handled similarly. We have∫
Hn
K(z, t)φ3(δ1z, δ2t)dzdt
=
∫
Hn
Ω (z)
|z|2n
{
|z|2
|z|4 + t2 −
it
|z|4 + t2
}
{φ3 (δ1z, δ2t)− φ3 (0, δ2t)} dzdt
=
∫
Hn
Ω (z)
|z|2n
|z|2
|z|4 + t2 {φ3 (δ1z, δ2t)− φ3 (0, δ2t)} dzdt
−
∫
Hn
Ω (z)
|z|2n
it
|z|4 + t2 {φ3 (δ1z, δ2t)− φ3 (0, δ2t)− φ3 (δ1z, 0) + φ3 (0, 0)} dzdt,
and so∣∣∣∣∫
Hn
K(z, t)φ3(δ1z, δ2t)dzdt
∣∣∣∣
.
∫
|t|≤ 1
δ2
∫
|z|≤ 1
δ1
1
|z|2n
|z|2
|z|4 + t2 δ1 |z| dzdt+
∫
|t|≤ 1
δ2
∫
|z|≤ 1
δ1
1
|z|2n
|t|
|z|4 + t2 δ1 |z| δ2 |t| dzdt
= I + II.
Now if 1
δ2
≤ |z|2, then
I . δ1
∫
|z|≤ 1
δ1
1
|z|2n−3
{∫ 1
δ2
0
1
|z|4 dt
}
dz . δ1
∫
|z|≤ 1
δ1
1
|z|2n−1 dz ≈ δ1
∫ 1
δ1
0
dr = 1,
while if 1
δ2
> |z|2, then
I . δ1
∫
|z|≤ 1
δ1
1
|z|2n−3
{∫ |z|2
0
1
|z|4 dt+
∫ 1
δ2
|z|2
1
t2
dt
}
dz . δ1
∫
|z|≤ 1
δ1
1
|z|2n−1 dz ≈ 1.
Finally, we have
II . δ1
∫
|z|≤ 1
δ1
1
|z|2n−1
{
δ2
∫
|t|≤ 1
δ2
t2
|z|4 + t2 dt
}
dz . δ1
∫
|z|≤ 1
δ1
1
|z|2n−1 dz ≈ 1.
Part 3. Spaces of homogenous type
Here in Part 3, we turn to a modest beginnning of an extension of the implicit
two-parameter theory to the general context of spaces of homogeneous type. Recall
that the general theory of Hardy spaces in spaces of homogeneous type is limited
to a single vanishing moment condition, and hence to p0 < p ≤ 1 where p0 is the
exponent determined by having just one vanishing moment condition. The tools
required for an extension of the theory to two implict parameters will include an
appropriate flag dyadic decomposition of the space, and an analogue of the covering
lemma of Journe´ and Pipher.
We begin by constructing a flag dyadic decompositon of the Heisenberg group
using two different proofs. The first uses the tiling theorem of Strichartz, and the
second uses a ‘hands-on’ construction, which has the advantage that it generalizes
to certain products of spaces of homogeneous type. We end by indicating how to
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extend Journe´’s covering lemma to the Heisenberg group, and more generally to
the aforementioned product spaces.
11. The Heisenberg grid
Let Hn = Cn × R be the Heisenberg group with group multiplication
(ζ, t) · (η, s) = (ζ + η, t+ s+ 2 Im(ζ · η)) , (ζ, t) , (η, s) ∈ Cn × R.
Note that (η, s)
−1
= (−η,−s). Relative to this multiplication we define the dilation
δλ (ζ, t) =
(
λζ, λ2t
)
,
and its corresponding ”norm” on Hn by
ρ (ζ, t) =
4
√
|ζ|4 + t2.
Then we define a symmetric quasimetric d on Hn by
d ((ζ, t) , (η, s)) = ρ
(
(ζ, t) · (η, s)−1
)
,
and note that
d (δλ (ζ, t) , δλ (η, s)) = λd ((ζ, t) , (η, s)) .
The center of the group Hn is
Zn = {(ζ, t) ∈ Hn : ζ = 0} ,
which is isomorphic to the abelian group R. The quotient group Qn = Hn/Zn
consists of equivalence classes [(ζ, t)] such that [(ζ, t)] = [(η, s)] if and only if
(ζ, t) · (η, s)−1 ∈ Zn, i.e. ζ = η.
Thus we may identify Qn with Cn as abelian groups. Thus we see that Hn =
Cn ⊗twist R is a twisted group product of the abelian groups Cn and R.
Now we apply the usual dyadic decomposition to the quotient metric space Qn =
Cn to obtain a grid of ”almost balls” (which are actually cubes here)
{I}I dyadic =
{
Ijα
}
j∈Z and α∈2jZ2n
where Ij0 =
[
0, 2j
)2n
and Ijα = I
j
0 +α for j ∈ Z and α ∈ 2jZ2n, so that ℓ
(
Ijα
)
= 2j.
By a grid of almost balls we mean that the sets Ijα decompose C
n at each scale 2j,
are almost balls, and are nested at differing scales, i.e. there are positive constants
C1, C2 and points cIjα ∈ Ijα such that
Cn =
·∪αIjα, j ∈ Z,(11.1)
B
(
cIjα , C12
j
)
⊂ Ijα ⊂ B
(
cIjα , C22
j
)
j ∈ Z, α ∈ 2jZ2n,
either Ij
′
α′ ⊂ Ijα, Ijα ⊂ Ij
′
α′ or I
j′
α′ = I
j
α.
Here we can take cI to be the center of the cube I, and C1 =
1
2 , C2 =
√
2n
2 =
√
n
2 .
We also have the usual dyadic grid
{
Jkτ
}
k∈Z and τ∈2kZ for R where J
k
0 =
[
0, 2k
)
and
Ikτ = I
k
0 + τ for k ∈ Z and τ ∈ 2kZ.
In order to use these grids to construct a ”product-like” grid for Hn we must
take into account the twisted structure of the product Hn = Cn ⊗twist R. Here is
our theorem on the existence of a twisted grid for Hn.
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Theorem 22. There is a positive integer m and positive constants C1, C2, such
that for each j ∈ mZ and
(α, τ) ∈ Kj ≡ 2jZ2n × 22jZ,
there are subsets Sj,α,τ of Hn satisfying
Hn =
·∪(α,τ)∈KjSj,α,τ , for each j ∈ mZ,(11.2)
PCnSj,α,τ = Ijα, j ∈ mZ, (α, τ ) ∈ Kj,
Bd
(
cj,α,τ , C12
j
) ⊂ Sj,α,τ ⊂ Bd (cj,α,τ , C22j) j ∈ mZ, (α, τ) ∈ Kj ,
either Sj,α,τ ⊂ Sj′,α′,τ ′ , Sj′,α′,τ ′ ⊂ Sj,α,τ or Sj,α,τ ∩ Sj′,α′,τ ′ = φ,
cj,α,τ =
(
Pj,α, τ +
1
2
22j
)
,
where Pj,α = cIjα and PCn denotes orthogonal projection of H
n onto Cn.
Thus at each dyadic scale 2j with j ∈ mZ we have a pairwise disjoint de-
composition of Hn into sets Sj,α,τ that are almost Heisenberg balls of radius 2j.
These decompositions are nested, and moreover are product-like in the sense that
the sets Sj,α,τ project onto the usual dyadic grid in the factor Cn, and have
centers cj,α,τ =
(
Pj,α, τ +
1
22
2j
)
that for each j form a product set indexed by
Kj ≡ 2jZ2n × 22jZ and satisfy
|cj,α,τ − cj,α′,τ | = 2j and |cj,α,τ − cj,α,τ ′ | = 22j,
if α and α′ are neighbours in 2jZ2n, and if τ and τ ′ are neighbours in 22jZ.
11.1. Self-similar tilings of the Heisenberg group. Theorem 22 follows easily
from the theory of self-similar tilings (neatly stacked over dyadic cubes) in Strichartz
[34]. An excellent source for this material is pages 39 to 42 of Tyson [36], which we
now briefly recall.
Let b = 2n+1 be a dyadic division factor, and let Q = 2n+2 be the homogeneous
dimension of the Heisenberg group Hn. In order to fix the geometry, we suppose
that n = 1, b = 3 and Q = 4. Let k = (k1, k2) ∈ {1, 2, 3}2 and ℓ ∈ {1, 2, ..., 9}.
As on page 39 of [36] consider the following collection of 81 contractive similarities
from Hn to itself:
Fk,ℓ (z, t) = (zk, tℓ) δ 1
3
(z, t) , (z, t) ∈ Hn,
where
zk =
k1 − 2
3
+ i
k2 − 2
3
, 1 ≤ k1, k2 ≤ 3,
and
tℓ =
ℓ− 5
9
, 1 ≤ ℓ ≤ 9.
Each similarity has contraction ratio 13 and they differ only in the 81 Heisenberg
group translations. The corresponding iterated function system (IFS) has a unique
nonempty compact invariant set To ⊂ Hn characterized by the identity
To =
⋃
k,ℓ
Fk,ℓ (To) .
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Now following page 41 of [36] let Hn
Z
= (Z+ iZ)×Z denote the integral Heisen-
berg group and note that
δ 1
3
To =
⋃
p∈D
pTo,
where D is the set of points p = (z, t) ∈ Hn
Z
such that |z| ≤ 1 and |t| ≤ 4 (for
the relevance of these constants see Lemma 3.3 on page 40 of [36]). Iterating and
passing to the limit we obtain the following decompostion at scale one of Hn:
Hn =
⋃
p∈Hn
Z
pTo.
For m ∈ Z and p ∈ δ 1
3m
Hn
Z
we obtain a decomposition at scale 3m:
Hn =
⋃
p∈δ 1
3m
Hn
Z
pδ 1
3m
(To) .
These decompositions are nested and Lemma 3.3 on page 40 of [36] shows that the
sets pδ 1
3m
(To) are ”almost Heisenberg balls”. Together with Lemma 3.4 on page
42 of [36], this can be used to prove Theorem 22 with the sets pδ 1
3m
(To) playing
the role of the sets Sj,α,τ (with appropriate translation of notation).
Remark 19. The self-similarity approach also works more generally for nilpotent
Lie groups.
12. A grid in semiproducts of quasimetric spaces
Theorem 22 can be generalized to the following setting of semiproducts of quasi-
metric spaces where there is no group structure, hence no self-similarity. Suppose
that (X, dX) and (Y, dY ) are quasimetric spaces. Suppose moreover that dZ is a
quasimetric on the product set Z = X×Y that satisfies the following ”semiproduct
axiom”:
Axiom 1. There are positive constants c and C for which the following holds: for
each ball BdX (x, r) in (X, dX) there is R > 0 and a collection of points {yj} ⊂ Y
satisfying both
BdY (yi, cR) ∩BdY (yj , cR) = ∅, i 6= j,⋃
j
BdY (yj, CR) ⊃ Y,
and ·⋃
j
BdZ ((x, yj) , cr) ⊂ BX (x, r) × Y ⊂
⋃
j
BdZ ((x, yj) , Cr) .
The notation
·⋃
j means that the union over j is pairwise disjoint. Thus the above
axiom postulates that every ”vertical tube” BX (x, r)×Y in the product spaceX×Y
can be covered by balls BdZ ((x, yj) , Cr) with the property that the smaller balls
BdZ ((x, yj) , cr) are pairwise disjoint, and moreover that the corresponding balls
BdY (yj , R) in Y form an ”almost decomposition” of Y .
Theorem 23. Suppose that (X, dX), (Y, dY ) and (Z, dZ) are quasimetric spaces
satisfying Axiom 1 with Z = X ×Y . Then there is a grid for the quasimetric space
(Z, dZ) that satisfies the analogue of (12).
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This theorem generalizes the construction of Christ in [7], and the variant of
Sawyer and Wheeden in [33]. Note also that the Heisenberg group Hn is an example
of a semiproduct of Cn and R in that Axiom 1 holds with X = Cn, Y = R and
Z = Hn = Cn × R together with the corresponding metrics.
Remark 20. There is a generalization of the Mu¨ller-Ricci-Stein theory to this more
general setting.
We will now give a proof of Theorem 22 that can be generalized to prove Theorem
23.
12.1. A twisted semigrid. In order to construct the twisted product grid in
(11.2), we must first compute the shape of the Heisenberg balls. For small r > 0
the Heisenberg ball Bρ ((ζ, t) , r) centered at (ζ, t) with radius r is given by
Bρ ((ζ, t) , r) =
{
(η, s) ∈ Hn : ρ
[
(η, s) · (ζ, t)−1
]
< r
}
=
{
(η, s) ∈ Hn : ρ [(η − ζ, s− t− 2 Im (η · ζ))] < r}
=
{
(η, s) ∈ Hn : |η − ζ|4 + (s− t− 2 Im (η · ζ))2 < r4} .
Now take n = 1 for the moment, let (ζ, t) = PR = (R, 0) ∈ C × R and η = x + iy
and consider the equation for the surface σ = ∂Bρ (PR, r):
(12.1)
[
(x−R)2 + y2
]2
+ (s− 2Ry)2 = r4.
For r small (large), σ is a pancake (cigar) shaped surface straddling the elliptical
disk D (PR, r) having boundary given by the ellipse
|(x−R, y)| = r, s = 2Ry,
in three dimensions. The unit normal vector to the elliptical disk D (PR, r) is
n(R,0) =
(
0,
−2R√
1 + 4R2
,
1√
1 + 4R2
)
.
The Heisenberg balls Bρ ((ζ, t) , r) are rotation invariant in ζ and translation in-
variant in t, and so we obtain that if (ζ, t) = (R cos θ + iR sin θ, t) = Rotθ (R, t),
then D ((ζ, t) , r) = RotθD (PR, r) and the normal to D ((ζ, t) , r) is
(12.2) n(ζ,t) = Rotθn(R,0) =
(
2R√
1 + 4R2
sin θ,
−2R√
1 + 4R2
cos θ,
1√
1 + 4R2
)
.
We will refer to D ((ζ, t) , r) as the straddling disk for the ball Bd ((ζ, t) , r). The
situation is similar in Cn for n > 1.
Now fix a dyadic cube Ijα of side length 2
j with centre Pj,α in Cn and consider
the infinite rectangular box Tj,α ≡ Ijα × R. For each point τ ∈ 22jZ, let Hj,α,τ
be the hyperplane through the point Pj,α + (0, τ ) ∈ Hn with normal vector nPj,α .
Let Hj,α,τ be the region between the hyperplanes Hj,α,τ and Hj,α,τ+22j including
Hj,α,τ but not Hj,α,τ+22j . Then for each j, α we have Hn =
·∪τ∈22jZHj,α,τ . We
decompose the rectangular box Tj,α into preliminary pairwise disjoint slabs
Sj,α,τ ≡ Tj,α ∩Hj,α,τ
so that
(12.3) Tj,α =
·∪τ∈22jZ {Tj,α ∩Hj,α,τ} =
·∪τ∈22jZSj,α,τ .
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At this point we note that the collection of slabs {Sj,α,τ}j∈Z,α∈2jZ2n,τ∈22jZ is a
semigrid of almost balls in Hn in the following sense.
Lemma 12. The collection {Sj,α,τ}j∈Z,α∈2jZ2n,τ∈22jZ satisfies
Hn =
·∪α∈2jZ2n,τ∈22jZSj,α,τ , for each j ∈ Z,(12.4)
Bρ
(
cj,α,τ , C12
j
) ⊂ Sj,α,τ ⊂ Bρ (cj,α,τ , C22j) for each j ∈ Z, α ∈ 2jZ2n, τ ∈ 22jZ,
for some positive constants C1, C2 and where cj,α,τ is the center of the slab Sj,α,τ .
We may take C1 =
1√
2
and C2 =
4√n2+2√
2
.
Proof : We have already observed just after (11.1) that in Cn we have
B
(
cIjα ,
1
2
2j
)
⊂ Ijα ⊂ B
(
cIjα ,
√
n
2
2j
)
j ∈ Z, α ∈ 2jZ2n.
Thus in order to prove the second containment in the second line of (12.4) it suffices
to show that for each point (x, y) ∈ B
(
cIjα ,
√
n
2 2
j
)
, the intersection of the vertical
line L(x,y) through (x, y) with the slab Sj,α,τ is contained in L(x,y)∩Bρ
(
cj,α,τ , C22
j
)
provided C2 is chosen large enough. For convenience we suppose that cIjα = R and
cj,α,τ = (R, 0). But then from the definition of Sj,α,τ we have
L(x,y) ∩ Sj,α,τ =
{
(x, y, s) : 2Ry − 1
2
22j ≤ s < 2Ry + 1
2
22j
}
,
and from the equation (12.1) we have
(s− 2Ry)2 = (C22j)4 − [(x−R)2 + y2]2
≥ (C22j)4 − (√n
2
2j
)4
=
(
C42 −
n2
4
)
24j,
and so
L(x,y) ∩Bρ
(
(R, 0) , C22
j
)
⊃
{
(x, y, s) : 2Ry −
√
C42 −
n2
4
22j < s < 2Ry +
√
C42 −
n2
4
22j
}
.
Altogether then we obtain
L(x,y) ∩ Sj,α,τ ⊂ L(x,y) ∩Bρ
(
(R, 0) , C22
j
)
provided C42 − n
2
4 ≥ 12 or C2 ≥
4
√
n2+2√
2
.
Turning to the first containment in (12.4), we note that for each point (x, y) ∈
B
(
R,C12
j
)
, (12.1) yields
(s− 2Ry)2 = (C12j)4 − [(x−R)2 + y2]2 ≤ C4124j
and so
L(x,y) ∩Bρ
(
(R, 0) , C12
j
)
⊂ {(x, y, s) : 2Ry − C2122j < s < 2Ry + C2122j} .
Thus we have
L(x,y) ∩Bρ
(
(R, 0) , C12
j
) ⊂ L(x,y) ∩ Sj,α,τ
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provided C21 ≤ 12 or C1 ≤ 1√2 .
Thus we may take C1 =
1√
2
and C2 =
4√n2+2√
2
in (12.4), and this completes the
proof of Lemma 12.
However, the collection of slabs in Lemma 12 fails to satisfy the corresponding
nesting property since the slabs Sj−1,α′,τ ′ corresponding to dyadic subcubes Ij−1α′
of a given dyadic cube Ijα have different normal vectors. Nevertheless, (12.2) shows
that these normal vectors are very close and indeed, the fact that d is a quasimet-
ric can be used to modify the slabs by adding and subtracting portions near the
boundary in such a way as to preserve the semigrid properties while achieving the
nesting property. We now turn to the details.
12.2. A truncated twisted grid. Recall the index set Kj = 2
jZ2n × 22jZ. Fix a
large integer M (the integer of truncation) and consider the decomposition of Hn
given by the first line in (12.4) with j = −M , i.e. Hn = ·∪ {S−M,α,τ : (α, τ ) ∈ K−M}.
Let m be a positive integer that will be chosen sufficiently large below. We con-
struct new slabs S˜m−M,α,τ for (α, τ) ∈ Km−M so that every slab S−M,α′,τ ′ with
(α′, τ ′) ∈ K−M is contained in a new slab S˜m−M,α,τ for some (α, τ) ∈ Km−M . We
perform the construction of S˜m−M,α,τ within the rectangular box Tm−M,α. So fix
m−M and α.
First we note that no slab S−M,α,τ at level −M can simultaneously intersect
two different ballsBρ
(
cm−M,α′,τ ′ , C12m−M
)
andBρ
(
cm−M,α′,τ ′′ , C12m−M
)
at level
n−M if C1 is small enough andm is large enough. Indeed, let K be the quasimetric
constant for d, and suppose that S−M,α,τ has nonempty intersection with the ball
Bρ
(
cm−M,α′,τ ′ , C12m−M
)
. By the second containment in (12.4) we have
S−M,α,τ ⊂ Bρ
(
c−M,α,τ , C22−M
)
, C2 =
4
√
n2 + 2√
2
,
and so the triangle inequality shows that every point (ζ, t) ∈ S−M,α,τ satisfies
d ((ζ, t) , cm−M,α′,τ ′) ≤ K
[
C22
−M + C12m−M
]
.
Now assume that the point (ζ, t) also lies in the other ballBρ
(
cm−M,α′,τ ′′ , C12m−M
)
.
Then we would obtain by the triangle inequality that
d (cm−M,α′,τ ′′ , cm−M,α′,τ ′) ≤ K [d (cm−M,α′,τ ′′ , (ζ, t)) + d ((ζ, t) , cm−M,α′,τ ′)]
≤ K [C12m−M +K [C22−M + C12m−M]] .
However, since the balls are different there is a positive constant depending only
on n such that
d (cm−M,α′,τ ′′ , cm−M,α′,τ ′) ≥ c2m−M .
Combining the latter two inequalities we obtain
(12.5) c2m−M ≤ (K +K2)C12m−M +K2C22−M , C2 = 4√n2 + 2√
2
.
Clearly (12.5) cannot hold if we take C1 ≤ 1√2 small enough and m large enough,
e.g. if (
K +K2
)
C1 ≤ c
3
and K2
4
√
n2 + 2√
2
≤ c
3
2m.
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Moreover, every slab S−M,α,τ is contained in some ball Bρ
(
cm−M,α′,τ ′ , C22m−M
)
if C2 is large enough. Thus we can assign each slab S−M,α,τ with (α, τ ) ∈ K−M to
one of the slabs Sm−M,α′,τ ′ with (α′, τ ′) ∈ Km−M in such a way that if S˜m−M,α′,τ ′
is the union of all the slabs S−M,α,τ that have been assigned to Sm−M,α′,τ ′ , then
Bρ
(
cm−M,α,τ , C12m−M
) ⊂ S˜m−M,α,τ ⊂ Bρ (cm−M,α,τ , C22m−M) , (α, τ ) ∈ Km−M .
In fact we will use the following assignment scheme: if S−M,α,τ is contained in
Sm−M,α′,τ ′ then we assign S−M,α,τ to Sm−M,α′,τ ′ . If S−M,α,τ intersects both
Sm−M,α′,τ ′ and Sm−M,α′,τ ′′ where Sm−M,α′,τ ′ lies underneath Sm−M,α′,τ ′′ , then
we assign S−M,α,τ to Sm−M,α′,τ ′ .
By convention we set S˜−M,α,τ = S−M,α,τ for (α, τ) ∈ K−M . We now inductively
define in similar fashion new (rough) slabs S˜j,α,τ for (α, τ ) ∈ Kj and j = 2m −
M, 3m−M, ... to be appropriate unions of the new slabs S˜j−m,α′,τ ′ constructed in
the previous step. Provided m, C1 and C2 are chosen appropriately, we obtain in
this way a truncated grid
{
S˜j,α,τ
}
j∈mZ+−M,(α,τ)∈Kj
.
Lemma 13. The collection
{
S˜j,α,τ
}
j∈mZ+−M,(α,τ)∈Kj
satisfies
Hn =
·∪(α,τ)∈Kj S˜j,α,τ , j ∈ mZ+ −M,(12.6)
Bρ
(
cj,α,τ , C12
j
) ⊂ S˜j,α,τ ⊂ Bρ (cj,α,τ , C22j) j ∈ mZ+ −M, (α, τ ) ∈ Kj,
either S˜j,α,τ ⊂ S˜j′,α′,τ ′ , S˜j′,α′,τ ′ ⊂ S˜j,α,τ or S˜j,α,τ ∩ S˜j′,α′,τ ′ = φ.
The proof of Lemma 13 is a straightforward exercise.
Remark 21. We emphasize that each of the new slabs S˜j,α,τ is a union of a subset
of the original building blocks S−M,α′,τ ′ , (α′, τ ′) ∈ K−M .
12.3. The full twisted grid. It remains to extend this truncated grid to a full
grid defined for all j ∈ mZ and (α, τ ) ∈ Kj . So pick M = mk for a large positive
integer k, and denote slabs S˜j,α,τ in the truncated grid constructed in (12.6) above
by Skj,α,τ . We now start the construction at the next level down, namely j =
−m−M = −m (k + 1), and obtain different slabs Sk+1−mk,α,τ than the original slabs
Sk−mk,α,τ at the level j = −M = −mk.
Now comes the crucial point. We continue the inductive construction of the new
slabs Sk+1j,α,τ using exactly the same assignments as were used in the construction
in (12.6), but with the original building blocks Sk−mk,α,τ = S˜−M,α,τ in Remark 21
replaced by the new building blocks Sk+1−mk,α,τ .
In this way we construct a new truncated grid
{Sk+1j,α,τ}j∈mZ+−M,(α,τ)∈Kj that
satisfies the properties in (12.6) with the same constant m, and possibly new con-
stants C1 and C2. Moreover we have the crucial property that
distρ
(Sk+1j,α,τ ,Skj,α,τ) ≤ C2−M = C2−mk, j ∈ mZ+ −mk.
Here the distance between sets E and F is defined as
distρ (E ,F) = sup
x∈E
inf
y∈F
ρ (x, y) + sup
y∈F
inf
x∈E
ρ (x, y) .
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Continuing in this fashion we construct for each ℓ ∈ Z+ a truncated grid{Sk+ℓj,α,τ}j∈mZ+−m(k+ℓ),(α,τ)∈Kj
satisfying the properties in (12.6) uniformly in ℓ, as well as the inequality,
(12.7) distρ
(Sk+ℓ+1j,α,τ ,Sk+ℓj,α,τ) ≤ C2−m(k+ℓ), j ∈ mZ+ −m (k + ℓ) .
For convenience we take k = 0 in (12.7). In the special case that ρ is comparable
to a metric, we conclude from (12.7) and the triangle inequality that for 0 ≤ ℓ ≤ q,
we have
(12.8) distρ
(Sℓj,α,τ ,Sqj,α,τ) ≤ C2−mℓ, j ∈ mZ+ −mℓ.
This shows in particular that
Bρ
(
cj,α,τ , C12
j
) ⊂ Sℓj,α,τ ⊂ Bρ (cj,α,τ , C22j) , ℓ ≥ −j,
perhaps with new constants C1 and C2. We can now let ℓ→∞ and define
S∗j,α,τ = lim inf
ℓ→∞
Sℓj,α,τ ≡ ∪∞L=0 ∩∞ℓ=L Sℓj,α,τ .
We have for each j ∈ Z,
S∗j,α,τ ∩ S∗j,α′,τ ′ = φ, (α, τ ) 6= (α′, τ ′) ,(12.9)
Hn = ∪(α,τ)∈KjS∗j,α,τ .
Indeed, the first line in (12.9) is obvious. To see the second line in (12.9), suppose in
order to derive a contradiction that there is x ∈ Hn \∪(α,τ)∈KjS∗j,α,τ . Since the sets
S∗j,α,τ have finite overlap, ∪(α,τ)∈KjS∗j,α,τ is closed and there is an open Euclidean
ball B (x, r) contained in Hn \ ∪(α,τ)∈KjS∗j,α,τ . There are at most a finite number
of indices (α, τ ) ∈ Kj such that the slab Sℓj,α,τ could have nonempty intersection
with B (x, r). Since by (12.8) the slabs stabilize as ℓ→∞, there is an open subset
O of B (x, r) and an index (α, τ ) ∈ Kj such O ⊂ Sℓj,α,τ for all sufficiently large ℓ.
Thus O ⊂ S∗j,α,τ by definition and this contradicts our assumption that B (x, r) has
empty intersection with all S∗j,α,τ .
Moreover, we also have the nesting property for the S∗j,α,τ as well as the following
monotonicity:
∪(α,τ)∈KjS∗j,α,τ ⊂ ∪(α,τ)∈Kj′S∗j,α,τ
for j < j′. Indeed, if x ∈ S∗j,α,τ , then x ∈ Sℓj,α,τ for all sufficiently large ℓ, and since{Sk+ℓj,α,τ} is a truncated grid, there is (α′, τ ′) ∈ Kj′ such that x ∈ Sℓj′,α′,τ ′ for all
sufficiently large ℓ, i.e. x ∈ S∗j′,α′,τ ′ .
Fix j ∈ Z. Any point x in
Ej ≡ Hn \ ∪(α,τ)∈KjS∗j,α,τ
must be in the boundary of some S∗j,α,τ by (12.9). It is now easy to inductively
attach these points to slabs S∗j,α,τ for which they are already a limit point, and
in such a way that the new sets Szj,α,τ with the attached points form a full grid{Szj,α,τ}j∈mZ,(α,τ)∈Kj for Hn:
Hn =
·∪(α,τ)∈KjSzj,α,τ , j ∈ mZ,(12.10)
Bρ
(
cj,α,τ , C12
j
) ⊂ Szj,α,τ ⊂ Bρ (cj,α,τ , C22j) j ∈ mZ, (α, τ) ∈ Kj,
either Szj,α,τ ⊂ Szj′,α′,τ ′ , Szj′,α′,τ ′ ⊂ Szj,α,τ or Szj,α,τ ∩ Szj′,α′,τ ′ = φ.
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Indeed, the second line in (12.10) will pose no problem for the points in Ej .
Let j = 0 and write the indices in K0 as a sequence {(αi, τ i)}∞i=1. Now attach all
points in E that are permissible boundary points of S∗0,α1,τ1 to the slab S∗0,α1,τ1
to obtain Sz0,α1,τ1 . Here we say that a boundary point x is permissible for S∗0,α1,τ1
if whenever x lies in some larger slab S∗j′,α′,τ ′ , then S∗0,α1,τ1 also lies in the larger
slab S∗j′,α′,τ ′ . Next attach all points remaining in E that are permissible boundary
points of S∗0,α2,τ2 to the slab S∗0,α2,τ2 to obtain Sz0,α2,τ2 . Continue in this way to
define all the slabs Sz0,α,τ with (α, τ ) ∈ K0. This process exhausts the set E0 of
extra points at scale j = 0. For j ≥ 1, each slab S∗j,α,τ is a union of certain of the
slabs S∗0,α′,τ ′ , and we now define Szj,α,τ to be the union of the corresponding new
slabs Sz0,α′,τ ′ .
Fix j = −1. We must attach the points in E−1 to the slabs S∗−1,α,τ in such
a way that the nesting property holds. Write the indices in K−1 as a sequence
{(αi, τ i)}∞i=1. The slab S∗−1,α1,τ1 is contained in some slab Sz0,α,τ . We attach all
points in E−1 that lie in Sz0,α,τ and are boundary points of S∗−1,α1,τ1 to the slab
S∗−1,α1,τ1 to obtain Sz−1,α1,τ1 . The slab S∗−1,α2,τ2 is contained in some slab Sz0,α′,τ ′ .
We attach all points remaining in E−1 that lie in Sz0,α′,τ ′ and are boundary points of
S∗−1,α2,τ2 to the slab S∗−1,α2,τ2 to obtain Sz−1,α2,τ2 . We continue in this way to define
all the slabs Sz−1,α,τ with (α, τ) ∈ K−1. Now repeat the process with j = −2,−3, ...
to complete the construction of a grid
{Szj,α,τ}j∈mZ,(α,τ)∈Kj for Hn satisfying
(12.10). We finally observe that our construction has preserved the property that
PCnSzj,α,τ = Ijα for all j, α, τ . We can thus use the sets
{Szj,α,τ}j∈mZ,(α,τ)∈Kj in the
conclusion (11.2) of the theorem.
13. Rectangles in the Heisenberg group
Recall from Theorem 22 that at each dyadic scale 2j with j ∈ mZ there is a
pairwise disjoint decomposition of Hn into sets Sj,α,τ that are ”almost Heisenberg
ball” of radius 2j. We will refer to these sets as dyadic cubes at scale 2j . These
decompositions are nested, and moreover are product-like in the sense that the
cubes Sj,α,τ project onto Ijα in the usual dyadic grid in the factor Cn, and have
centers cj,α,τ =
(
Pj,α, τ +
1
22
2j
)
that for each j form a product set indexed by
Kj ≡ 2jZ2n × 22jZ and satisfy
|cj,α,τ − cj,α′,τ | = 2j and |cj,α,τ − cj,α,τ ′ | = 22j,
if α and α′ are neighbours in 2jZ2n, and if τ and τ ′ are neighbours in 22jZ.
We now define vertical and horizontal dyadic rectangles relative to this decom-
position into dyadic cubes. The analogy with dyadic rectangles in the plane R2
that we are pursuing here is that a dyadic rectangle I = I1 × I2 in the plane is
vertical if |I2| ≥ |I1|, and is horizontal if |I1| ≥ |I2| (and both if and only if I is a
dyadic square). If we consider the grid of dyadic cubes {Sj,α,τ} in Hn in place of
the grid of dyadic squares in R2, we are led to the following definition.
Definition 12. Let j, k ∈ mZ with j ≤ k and let Sj,α,τ and Sk,β,υ be dyadic cubes
in Hn with Sj,α,τ ⊂ Sk,β,υ. The set
R (ver) = RSk,β,υSj,α,τ (ver) =
⋃
{Sj,α,τ ′ : Sj,α,τ ′ ⊂ Sk,β,υ}
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will be referred to as a vertical dyadic rectangle or more precisely the vertical dyadic
rectangle in Sk,β,υ containing Sj,α,τ . We define the base of the rectangle R (ver)
to be the dyadic cube Ijα in C
n and we define the cobase of the rectangle R (ver)
to be the dyadic interval J2kυ in R. We say the rectangle R (ver) has width 2j and
height 22k. Similarly, the set
R (hor) = RSk,β,υSj,α,τ (hor) =
⋃
{Sj,α′,τ : Sj,α′,τ ⊂ Sk,β,υ}
will be referred to as a horizontal dyadic rectangle or more precisely the horizontal
dyadic rectangle in Sk,β,υ containing Sj,α,τ . We define the base of the rectangle
R (hor) to be the dyadic cube Ikβ in Cn and we define the cobase of the rectangle
R (ver) to be the dyadic interval J2jτ in R. We say the rectangle R (hor) has width
2k and height 22j.
We will usually write just R to denote a dyadic rectangle that is either vertical
or horizontal. Note that a dyadic rectangle R is both vertical and horizontal if and
only if R is a dyadic cube Sj,α,τ . Finally note that RSk,β,υSj,α,τ (ver) can be thought of
as a Heisenberg substitute for the Euclidean rectangle Ijα×J2kυ in Hn with width 2j
and height 22k, and that RSk,β,υSj,α,τ (hor) can be thought of as a Heisenberg substitute
for the Euclidean rectangle Ikβ × J2jτ in Hn with width 2k and height 22j . The
vertical Heisenberg rectangles are constructed by stacking Heisenberg cubes neatly
on top of each other, while the horizontal Heisenberg rectangles are constructed by
placing Heisenberg cubes next to each other, although the placement is far from
neat.
Remark 22. In applications to operators with flag kernels, or more generally a
semiproduct structure, it is appropriate to restrict attention to the set of vertical
dyadic rectangles.
13.1. The dyadic strong maximal function. We define the strong dyadic max-
imal function M relative to these dyadic rectangles in the usual way:
Mf (ζ) = sup
ζ∈R
1
|R|
∫
R
|f | , f ∈ L1 (Hn) ,
where the supremum is taken over all dyadic rectangles R containing ζ. We then
have the following strong maximal theorem.
Theorem 24. For 1 < p <∞, we have
(13.1) ‖Mf‖Lp(Hn) ≤ Cn,p ‖f‖Lp(Hn) , f ∈ Lp (Hn) .
Proof. WhileM in the form given here is not obviously a product maximal operator,
it turns out that it can be dominated by an iteration of three one-dimensional max-
imal operators in distinct variables ([32]), from which (13.1) follows immediately.
Alternatively, one can use the more general strong maximal theorem in Christ ([6]),
whose proof is of consequently more complicated. Here however, we can easily ap-
proximate an iteration by simpler maximal operators as follows. For each k ∈ mZ
(we will eventually let k→ −∞), we consider the truncated maximal operator
Mkf (ζ) = sup
ζ∈R: height(R)≥22k
1
|R|
∫
R
|f | , f ∈ L1 (Hn) ,
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where the rectangles have height at least 22k, as well as the level maximal operator
M˜kf (ζ) = sup
ζ∈R: height(R)=22k
1
|R|
∫
R
|f | , f ∈ L1 (Hn) ,
where the rectangles have height exactly 22k. We claim that if M̂ denotes the one-
dimensional maximal operator in the variable t where ζ = (z, t) ∈ Cn×R, we have
the pointwise estimate
Mkf (z, t) ≤ CnM˜k
(
M̂f
)
(z, t) .
Here the level maximal operator M˜k is playing the role of an approximate maximal
operator in the variable z ∈ Cn. Indeed, if R = RSj,α,τSj′ ,α′,τ′ (ver) contains (z, t) and if
R˜ is the unique dyadic rectangle with base Ij′α′ and height 22k that contains (z, t),
then
1
|R|
∫
R
|f | = 1∣∣∣Ij′α′ ∣∣∣
1∣∣∣Jjτ ∣∣∣
∫
R
|f | ≤ Cn 1∣∣∣Ij′α′∣∣∣
1∣∣∣Jjτ ∣∣∣
∫
Ij
′
α′
∫
{s:(w,s)∈R}
|f (w, s)| dsdw
≤ Cn 1∣∣∣Ij′α′ ∣∣∣
∫
Ij
′
α′
{
1
|{s : (w, s) ∈ R}|
∫
{s:(w,s)∈R}
|f (w, s)| ds
}
dw
≤ Cn 1∣∣∣Ij′α′ ∣∣∣
∫
Ij
′
α′
{
inf
r:(w,r)∈R˜
M̂f (w, r)
}
dw ≤ CnM˜k
(
M̂f
)
(z, t) .
Now the level maximal operator M˜k is trivially of weak type (1, 1) since any
collection of dyadic rectangles of fixed height form a grid with the nesting property.
By interpolation we obtain that∥∥∥M˜kg∥∥∥
Lp(Hn)
≤ Cn,p ‖g‖Lp(Hn) , g ∈ Lp (Hn) ,
with a constant Cn,p independent of k. Since the maximal operator M̂ is bounded
on Lp (R), we conclude that
‖Mkf‖pLp(Hn) ≤
∥∥∥CnM˜k (M̂f)∥∥∥p
Lp(Hn)
≤ CpnCpn,p
∥∥∥M̂f∥∥∥p
Lp(Hn)
= Cn,p
∫
Cn
{∫
R
∣∣∣M̂f (z, t)∣∣∣p dt} dz
≤ Cn,p
∫
Cn
∫
R
|f (z, t)|p dtdz = Cn,p ‖f‖pLp(Hn) ,
with a constant Cn,p independent of k. Now let k → −∞ and use the dominated
convergence theorem to obtain (13.1). 
13.2. Journe´’s covering lemma. Using the Maximal Theorem 24, we can obtain
an analogue of Journe´’s covering lemma for the Heisenberg group. Let Ω be an
open set in Hn and define
Ω(1) =
{
MχΩ >
1
2
}
and Ω(2) =
{
MχΩ(1) >
1
2
}
,
where M is the strong dyadic maximal function on Hn. Given a rectangle R in
Ω we define the blowup rectangle R̂ relative to Ω to be the following rectangle
112 YONGSHENG HAN, GUOZHEN LU, AND ERIC SAWYER
contained in Ω(2). Suppose that R has cobase J ⊂ R. First we define the rectangle
R˜ to be the largest rectangle in Ω(1) containing R and having cobase J . Let R˜
have base I ⊂ Cn. Then we define the rectangle R̂ to be the largest rectangle in
Ω(2) containing R˜ and having base I.
Lemma 14. Let Ω be an open set in Hn, and for each rectangle R ⊂ Ω let R̂ ⊂ Ω(2)
be defined as above. Then ∣∣∣∣∣⋃R R̂
∣∣∣∣∣ ≤ Cn |Ω| ,
and for every 0 < ε < 1, there is a positive constant Cn,ε such that
∑
R⊂Ω
|R|
 |R|∣∣∣R̂∣∣∣
ε ≤ Cn,ε |Ω| .
Proof. Given that we have the Maximal Theorem 24 at our disposal, the proof is
an easy generalization of that in Journe´ [22]. 
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