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Abstract
With the increasing popularity of E-sport live, Highlight
Flashback has been a critical functionality of live platforms,
which aggregates the overall exciting fighting scenes in a
few seconds. In this paper, we introduce a novel training
strategy without any additional annotation to automatically
generate highlights for game video live. Considering that
the existing manual edited clips contain more highlights
than long game live videos, we perform pair-wise ranking
constraints across clips from edited and long live videos.
A multi-stream framework is also proposed to fuse spatial,
temporal as well as audio features extracted from videos.
To evaluate our method, we test on long game live videos
with an average length of about 15 minutes. Extensive ex-
perimental results on videos demonstrate its satisfying per-
formance on highlights generation and effectiveness by the
fusion of three streams.
1. Introduction
The past decade has seen a rapid development of the
live broadcast market, especially the e-sports market such as
’Douyu’, ’Kuaishou’ and ’Penguin E-sports’ in China. One
of the core function on live platforms is Highlight Flash-
back, which aims at showing the most exciting fighting
clips during the lengthy live broadcast. However, the cur-
rent highlight flashbacks on platforms are manually edited
and uploaded. This content generation process consumes
considerable human resources. Hence, automatic highlights
generation is an urgent demand for these live platforms.
To tackle the issue above, previous works explored high-
light detection from frame-level or clip-level [13, 4, 15, 3,
10, 14]. [3] addressed highlights detection task as a classifi-
cation task, that was, highlight parts were regarded as target
class and the rest were background. This method needed
accurate annotations for each frame or clips, which was al-
ways used under supervised pattern. [10] regarded highlight
as a novel event for every frame in a video. A convolutional
autoencoder was constructed for visual analysis of the game
scene, face, and audio. On the other hand, [4, 15, 14] took
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Figure 1. Examples of highlights in the live videos of the game
’Honor of Kings’. 1)The raw long live video; 2) Highlight seg-
ments corresponded to the original raw video; 3) Audio clips of
the video.
use of the internal relationship between highlight clips and
non-highlight clips, where highlight clips got higher scores
than the non-highlight ones. Based on this point, a ranking
net was employed to implement the relationship under both
supervised and unsupervised pattern.
In this paper, we focus on the highlight generation for
the live videos of the game ’Honor of Kings’. We define
the intense fight scenes in videos as highlights, at which
audiences are excited. Example is demonstrated in Figure
1. However, laborious annotations are needed for training
a network specially designed for the game scenes. Thus,
we take a novel training strategy for network learning using
the existing videos downloaded from the ’Penguin E-sports’
without any additional annotations.
Considering that the unlabeled videos are hard to be clas-
sified as highlight or non-highlight, we adopt the ranking
net as our basic model. Since a significant number of high-
light videos are edited and uploaded to the platform by jour-
nalists and fanciers, we take clips from edited videos as the
positive samples, and clips from long videos as the negative
samples for our network. Since the long videos also contain
high clips, which may introduce much noise for data train-
ing, we use Huber loss [4] to further reduce the impact of
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Figure 2. Overview of our framework. Three streams are trained using ranking loss, respectively. And during the inference time, we first
get three scores for the target video clip and then fuse them together to obtain the final score.
noisy data.
Besides, as shown in Figure 2, a multi-stream network
is constructed to take full use of the temporal, spatial and
audio information of the videos. We use simple convolu-
tional layers to produce final highlights from temporal as-
pects, while fuse the auxiliary audio and spatial components
to further fine-tune the results.
Our contributions can be summarized as follow:
• A novel training strategy for network training is pro-
posed, which uses existing downloaded videos without
any additional annotations.
• A multi-stream network containing temporal, spatial
and audio components is constructed, which takes full
use of the information from the game videos.
• Further experiment results on the game videos demon-
strate the effectiveness of our method.
2. Dataset Collection
Existing highlight datasets [13, 11] contain variety of
videos in natural scenes, which have great gap with the
scenes in game videos. For this reason, we recollect the
videos for the target scenes. We collect long raw live videos
and highlight videos from Penguin E-sports platform. For
network training, first, we randomly select 10 players and
query their game videos, then 450 edited highlight videos
and 10 long raw videos are then downloaded. The highlight
videos are average 21 seconds long while the lengths of raw
videos range from 6 to 8 hours. Due to the extreme length
of the raw live videos, we randomly intercept 20 video clips
from videos with an average length of 13 minutes each,
so that the positive and negative samples can be balanced.
Note that each video clip contains both the highlight and
non-highlight intervals, where highlight clips account for
about 20% of the whole video. For testing, We download
another four long videos from different players, and got one
video clip from each long video with 15 minutes. Specially,
the evaluated video clips contain different master heroes so
that the scenarios varies dramatically and the task becomes
a challenge. To evaluate the effectiveness of our approach,
we annotate the evaluated video clips on the second-level.
The annotated videos have 55 highlight time periods totally
with average 7.83 seconds for each period.
3. Methodology
In this section, we introduce our multi-stream architec-
ture which is demonstrated in Figure 2. We combine three
components for highlight generation: Temporal Network
extracts the temporal information; Spatial Network gets the
spatial context information for each frame; Audio Network
filters the unrelated scenes by utilizing the internal most
powerful sound effect, which reveals the player’s immer-
sion. All of the three networks use the ranking frame-
work, which constrains the scores produced from positive
and negative samples.
Temporal Network. In this component, we exploit tem-
poral dynamics using 3D features. We extract the features
from the output of final pooling layer of ResNet-34 model
[6] with 3D convolution layers [5], which is pre-trained on
the Kinetics dataset [1]. The inputs for the network are
video clips with 16 frames each. After the corresponding
features are obtained, three fully-connected layers with the
channels {512, 128, 1} are added to perform the ranking
constraint.
Spatial Network. The spatial and context information
plays an important role in object classification and detec-
tion tasks, which is also critical for highlight detection by
providing distinguish appearances for different scenes and
objects. Therefore, we set up a stream to classify high-
light or non-highlight video frames. Different from the
Temporal Network, we train the Spatial Network on frame
level. A fixed-length feature is firstly extracted for each
frame and then fed into the spatial ranking net. Here,
we use the AlexNet [8], which is pre-trained on 1.2 mil-
lion images of ImageNet challenge dataset [2], to generate
9216-dimension feature from the last pooling layer. And
seven fully-connected layers are followed with the channels
{9216, 4096, 1024, 512, 256, 128, 64, 1} respectively.
Audio Network. It is observed that different scenes in game
live contain different characteristics. For example, the high-
light clips may be immersed in the audible screams and
sounds of struggle while the non-highlight parts share the
more quiet property. Each one-second audio is firstly fed
into a pre-trained Speaker Encoder [7] to generate a 256-
dimension feature. Then two fully-connected layers with
the channels {64, 1} are followed.
Training & Inference process. We train three streams sep-
arately, and samples from highlights and non-highlights sat-
isfy the constraint:
f(x+) > f(x−),∀(x+, x−) ∈ D (1)
where x+, x− are the features of input samples (frames
or video clips) from highlights and non-highlights videos,
respectively. f(∗) denotes the ranking network, and D is
the Dataset.
Therefore, to optimize the networks, we employ the
ranking loss between input positive and negative samples,
which is described as follow:
Lp(x
+, x−) = max(0, 1− f(x+) + f(x−))p, (2)
The loss function is gained under the condition that the
negative samples are non-highlights. However, in our case,
the input clips from live videos can also be highlights. Thus,
we apply the Huber loss proposed in [4] to decrease the
negative effect of outliers:
LHuber(x
+, x−) =
{
1
2L2(x
+, x−), µ ≤ δ
δL1(x
+, x−)− 12δ2, otherwise
(3)
where µ = 1 − f(x+) + f(x−), so that the losses for
outliers are small than the normal ones. L1 and L2 are the
loss functions where p = 1 and p = 2 in equation (2),
respectively. Here we set δ = 1.5 to distinct the outliers.
During the inference, after the scores are got from three
streams, we need to fuse them to form the final scores. Here,
the simple weighted summation is used with the weight
{0.7, 0.15, 0.15} for temporal, spatial, and audio scores re-
spectively, which demonstrates the importance of 3D infor-
mation.
Implementation details. The framework is implemented
in PyTorch1. Three networks all use Stochastic Gradient
Descent (SGD) with a weight decay of 0.00005 and a mo-
mentum of 0.9. The learning rate for Temporal and Spatial
network is 0.005 while 0.1 for Audio network. ReLu non-
linearity [9] and Dropout[12] are applied after each fully-
connected layer of the three streams.
4. Experiments
We evaluate our approach on four raw videos with an
average length of 15 minutes. Particularly,, we divide the
video into clips with 5 seconds each, and measure the aver-
age scores across clips. Since no other approach is trained
and tested on our dataset, we only demonstrate ablation ex-
periment and whole results of our approach.
Metrics. As described in [4], the commonly used metric
mean Average Precision (mAP) is sensitive to video length,
that is, longer video will lead to lower score. Considering
that our test videos are about 3 to 5 times longer than other
highlight datasets [11, 13], we use the normalized version of
MSD (nMSD) proposed in [4] to measure the method. The
nMSD refers to the relative length of the selected highlight
clips at a recall rate α, it can be defined as:
nMSD =
|G∗| − α|Ggt|
|V | − α|Ggt| , (4)
where | ∗ |means the length of corresponding videos. V de-
notes the raw test video while theGgt andG∗ are the ground
truth and the predicted highlights under the recall rate of α.
Note that the lower nMSD, the better performance is, so
that the best performance occurred when nMSD = 0.
Results. The results can be seen in Table 1. As shown in
the table, performance of the network becomes better when
more information is fused into the network. It is notable that
the single Audio Network has inferior performance since
the audios extracted from videos are riddle with much noise,
such as the voice of anchor and background music played by
the player. It is concluded that our approach performs well
even though no annotated video is available. More quanti-
tative results can be seen in Figure 3.
1http://pytorch.org/
Low High f(x)
Figure 3. Quantitative highlight generation results. Each row demonstrates the inference scores f(x) for frames from low to high in a test
video. The first two rows show several non-game frames which get lower scores than the game frames. And the last two rows show the
ranking scores between game frames. Obviously, the frames from intense fight scenes obtain higher scores than that from non-fight scenes.
temporal spatial audio nMSD ↓ mAP ↑√
15.13% 21.51%√
14.41% 21.24%√
43.28% 13.38%√ √
13.58% 21.74%√ √ √
13.36% 22.27%
Table 1. Highlight score fusion strategies. The result achieves the
best performance when three streams are fused together.
5. Conclusion
In this paper, we propose a multi-stream architecture
to automatically generate highlights for live videos of the
game ’Honor of Kings’, which saves a lot of human re-
sources. Particularly, since the edited highlight clips and
the long live videos satisfy the constraint that the former
gain higher scores than the latter, we take use of the existing
highlight videos on ’Penguin E-sports’ platform to optimize
the network. On the other hand, we exploit the information
from spatial, temporal and audio aspect, which further im-
proves the performance on highlight generation. In the fu-
ture, we will explore more effective techniques to make the
best of inherent characteristics in game videos, namely au-
dio information. For example, the video and audio can learn
from each other via teacher-student mechanism. Besides,
good performances on different categories of game videos
can be easily achieved by applying transfer learning, such
as transformation between the MOBA and RPG games.
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