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In this paper, the problem of chaos synchronization between two different uncertain cha-
otic systems with input nonlinearities is investigated. Both master and slave systems are
perturbed by model uncertainties, external disturbances and unknown parameters. The
bounds of the model uncertainties and external disturbances are assumed to be unknown
in advance. First, a simple linear sliding surface is selected. Then, appropriate adaptive laws
are derived to tackle the model uncertainties, external disturbances and unknown param-
eters. Subsequently, based on the adaptive laws and Lyapunov stability theory, a robust
adaptive sliding mode control law is designed to guarantee the existence of the sliding
motion. Two illustrative examples are presented to verify the usefulness and applicability
of the proposed technique.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Chaotic systems are very complex dynamical systems that possess some special attributes such as extremely sensitivity
to initial conditions, broad Fourier transform spectra, fractal properties of the motion in phase space and strange attractors.
Due to its useful applications in biological systems, chemical reactions, information processing, secure communication, eco-
nomical systems and power convertors, synchronization of chaotic systems has become an interesting and important topic
among researchers of mathematics, physics and engineering sciences in recent years and a wide variety of control ap-
proaches, such as fuzzy sliding mode control [1,2], adaptive control [3], optimal control [4], nonlinear feedback control
[5] and H1 control [6], have been proposed to synchronize chaotic systems.
However, all of these works and many others in the literature have focused on the study of chaos synchronization be-
tween two chaotic systems without model uncertainties and external disturbances. While, in real world applications, due
to un-modeled dynamics, system structural variations and measurement and environment noises the uncertainties and
external disturbances affect chaotic systems. In this regard, a number of researchers have paid their attention to the synchro-
nization of uncertain chaotic systems [7–14]. Although the works [7–14] have solved the problem of synchronization of
uncertain chaotic systems, but the chaotic systems considered in these studies have fully (or partially) known parameters.
Nevertheless, in practical situations, it is hard to exactly determine the values of the parameters of the chaotic systems in
advance. To solve this problem, some scholars have introduced several techniques for synchronization of chaotic systems
with unknown parameters, including sliding mode control [15–19], adaptive control [20–23], optimal control [24–26],. All rights reserved.
x: +98 4413554184.
our13@gmail.com (M.P. Aghababa), aiuob.heydary@gmail.com (A. Heydari).
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uncertainties and external disturbances in the dynamics of the chaotic systems.
On the other hand, when a controller is implemented in practice, limitations of actuators cause some nonlinearities,
such as backslash, hysteresis, saturation and dead-zone, in the control input. Since chaotic systems are very sensitive
to the variations of any system parameters, the presence of the nonlinearities in the control input can lead to unpredict-
able behaviors in the chaotic systems and even break the synchronization. Therefore, the effect of the input nonlinearities
should not be neglected in designing and realizing the controller in applications. Li and Chang [29] have developed an
adaptive sliding mode controller for synchronizing a class of identical chaotic systems with uncertainties and nonlinear
control inputs. The proposed method is not applicable for synchronization of two different chaotic systems. Lin et al.
[30] have proposed adaptive sliding mode observers to synchronize a class of identical chaotic systems with input non-
linearity. In [31], the sliding mode control theory has been used to design a controller for synchronization of two deter-
ministic different chaotic systems with input nonlinearities. Kebriaei and Yazdanpanah [32] have derived an adaptive
sliding mode controller to synchronize an special class of different uncertain chaotic systems with fully known parameters
and input nonlinearities.
However, to the authors’ best knowledge, the problem of synchronization of two different chaotic systems with model
uncertainties, external disturbances, unknown parameters and input nonlinearities is remaining as an open and challenging
problem yet. Therefore, we aim to solve this problem in the present paper. We consider two n-dimensional different chaotic
systems with model uncertainties, external disturbances and unknown parameters in both master and slave systems. Be-
sides, we assume that the control input, attached to the slave system, contains nonlinearities. The bounds of the uncertain-
ties and external disturbances are supposed to be unknown in priori. Appropriate adaptive laws are designed to tackle the
model uncertainties, external disturbances and unknown parameters. Based on the adaptive laws and Lyapunov stability
theory, a robust adaptive sliding mode controller (RASMC) is designed and its robustness and stability are analytically
proved. Finally, we present some numerical simulations to demonstrate the feasibility and usefulness of the proposed
RASMC.
The rest of this paper is organized as follows. In Section 2, the structures of the master and slave systems are given and the
synchronization problem is formulated. Section 3 deals with the design procedure of the proposed RASMC. Some numerical
simulations are included in Section 4. Finally, conclusions are presented in Section 5.2. System modeling and problem formulation
In this paper, the following class of n-dimensional master and slave chaotic systems with model uncertainties, external
disturbances and unknown parameters are taken into account.
Master system:_x1ðtÞ ¼ f1ðx1; x2; . . . ; xnÞ þ F1ðx1; x2; . . . ; xnÞhþ Df1ðx1; x2; . . . ; xn; tÞ þ dm1 ðtÞ;
_x2ðtÞ ¼ f2ðx1; x2; . . . ; xnÞ þ F2ðx1; x2; . . . ; xnÞhþ Df2ðx1; x2; . . . ; xn; tÞ þ dm2 ðtÞ;
..
.
_xnðtÞ ¼ fnðx1; x2; . . . ; xnÞ þ Fnðx1; x2; . . . ; xnÞhþ Dfnðx1; x2; . . . ; xn; tÞ þ dmn ðtÞ:
ð1ÞSlave system:_y1ðtÞ ¼ g1ðy1; y2; . . . ; ynÞ þ G1ðy1; y2; . . . ; ynÞwþ Dg1ðy1; y2; . . . ; yn; tÞ þ ds1ðtÞ þ /1ðu1Þ;
_y2ðtÞ ¼ g2ðy1; y2; . . . ; ynÞ þ G2ðy1; y2; . . . ; ynÞwþ Dg2ðy1; y2; . . . ; yn; tÞ þ ds2ðtÞ þ /2ðu2Þ;
..
.
_ynðtÞ ¼ gnðy1; y2; . . . ; ynÞ þ Gnðy1; y2; . . . ; ynÞwþ Dgnðy1; y2; . . . ; yn; tÞ þ dsnðtÞ þ /nðunÞ;
ð2Þwhere x(t) = [x1,x2, . . . ,xn]T 2 Rn1 is the state vector of the master system, fi(x) : Rn1? R, i = 1, 2, . . . , n is a continuous non-
linear function, Fi(x) : Rn1? R1  m, i = 1, 2, . . . , n is the ith row of an n mmatrix whose elements are continuous nonlinear
functions, h 2 Rm1 is an m  1 unknown parameter vector of the master system, Df(x, t) = [Df1(x, t),Df2(x, t), . . . ,Dfn(x, t)]T :
Rn1  R+? Rn1 and dmðtÞ ¼ dm1 ðtÞ; dm2 ðtÞ; . . . ; dmn ðtÞ
 T
: Rþ ! Rn1 are the vectors of unknownmodel uncertainties and exter-
nal disturbances of the master system, respectively, y(t) = [y1,y2, . . . ,yn]T 2 Rn1 is the state vector of the slave system, gi(y) :
Rn1? R, i = 1, 2, . . . , n is a continuous nonlinear function, Gi(y) : Rn1? R1  m, i = 1, 2, . . . , n is the ith row of an n mmatrix
whose elements are continuous nonlinear functions, w 2 Rm1 is an m  1 unknown parameter vector of the slave system,
Dg(y, t) = [Dg1(y, t),Dg2(y, t), . . . ,Dgn(y, t)]T : Rn1  R+? Rn1 and dsðtÞ ¼ ds1ðtÞ; ds2ðtÞ; . . . ; dsnðtÞ
 T
: Rþ ! Rn1 are the vectors
of unknown model uncertainties and external disturbances of the slave system, respectively, u(t) = [u1,u2, . . . ,un]T 2 Rn1is
the vector of control inputs and /1(u1), /2(u2), . . . , /n(un) with /i(0) = 0, i = 1, 2, . . . , n are continuous nonlinear functions in-
side the sector [qi,li], i = 1, 2, . . . ,n, qi > 0, i.e.qiu
2
i 6 ui/iðuiÞ 6 liu2i ; i ¼ 1;2; . . . ;n: ð3Þ
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uniﬁed system, Genesio system, Dufﬁng oscillator, Van der Pol oscillator, Arneodo system and Chua’s circuits, as paradigms
in the research of chaos can be expressed by Eq. (1).Assumption 1. Since the trajectories of chaotic systems are always bounded, the uncertainties Df(x, t) and Dg(y, t) are
assumed to be bounded. Therefore, there exist appropriate positive constants ami and asi ; i ¼ 1;2; . . . ;n such thatjDfiðx; tÞj < ami and jDgiðy; tÞj < asi ; i ¼ 1;2; . . . ;n: ð4Þ
As a result, one can conclude thatjDfiðx; tÞ  Dgiðy; tÞj < ai; i ¼ 1;2; . . . ;n: ð5ÞAssumption 2. In general, it is assumed that the external disturbances are norm-bounded in C1, i.e.dmi ðtÞ
  < bmi and dsi ðtÞ  < bsi ; i ¼ 1;2; . . . ;n: ð6ÞConsequently, we havedmi ðtÞ  dsi ðtÞ
  < bi; i ¼ 1;2; . . . ; n: ð7ÞAssumption 3. The constants ai and bi, i = 1, 2, . . . , n are unknown in advance.
To solve the synchronization problem, the error between the master system (1) and slave system (2) is deﬁned as
e(t) = x(t)  y(t). Therefore, subtracting Eq. (2) from Eq. (1), one can obtain the dynamics of the resulted synchronization error
system as follows:_e1ðtÞ ¼ f1ðxÞ þ F1ðxÞhþ Df1ðx; tÞ þ dm1 ðtÞ  g1ðyÞ  G1ðyÞw Dg1ðy; tÞ  ds1ðtÞ  /1ðu1Þ;
_e2ðtÞ ¼ f2ðxÞ þ F2ðxÞhþ Df2ðx; tÞ þ dm2 ðtÞ  g2ðyÞ  G2ðyÞw Dg2ðy; tÞ  ds2ðtÞ  /2ðu2Þ;
..
.
_enðtÞ ¼ fnðxÞ þ FnðxÞhþ Dfnðx; tÞ þ dmn ðtÞ  gnðyÞ  GnðyÞw Dgnðy; tÞ  dsnðtÞ  /nðunÞ:
ð8ÞIt is clear that the synchronization problem is transformed to the equivalent problem of stabilization of the synchronization
error system (8). The main objective of this paper is to show that for any given master system (1) and slave system (2) with
model uncertainties, external disturbances, unknown parameters and input nonlinearities a suitable feedback control law
u(t) can be designed such that the asymptotical stability of the resulting error system (8) is achieved in the sense of
limt?1ke(t)k = 0 or equivalently x? y as t?1.3. Design of robust adaptive sliding mode controller
Sliding mode control [33] is a robust control method which has many interesting features such as low sensitivity to exter-
nal disturbances and robustness to the system uncertainties. The design procedure of a sliding mode controller is a two-stage
process. The ﬁrst stage is to select a switching surface for the desired dynamics and the second stage is to design a discon-
tinuous control law such that the system trajectories reach the sliding surface and remain on it evermore. Adaptive control is
a suitable method to overcome system uncertainties, specially uncertainties derived from the uncertain parameters. Adap-
tive sliding mode control has the advantage of combining the robustness property of the sliding mode control with the track-
ing facilities of the adaptive control.
In this paper, we select a simple linear sliding surface as follows:siðtÞ ¼ kieiðtÞ þ
Z t
0
eiðsÞds; i ¼ 1;2; . . . ; n; ð9Þwhere si(t) 2 R (s(t)=[s1(t), s2(t),. . .,sn(t)]T) and the sliding surface parameters ki, i = 1, 2, . . . , n are chosen to get positive values.
For the existence of the sliding mode it is necessary and sufﬁcient that [33]siðtÞ ¼ kieiðtÞ þ
Z t
0
eiðsÞds ¼ 0; i ¼ 1;2; . . . ;n ð10Þand_siðtÞ ¼ ki _eiðtÞ þ eiðtÞ ¼ 0; i ¼ 1;2; . . . ; n: ð11Þ
Therefore, using Eq. (11), the following sliding mode dynamics can be achieved._eiðtÞ ¼  1ki eiðtÞ; i ¼ 1;2; . . . ; n: ð12Þ
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system by designing proper control inputs ui(t), i = 1, 2, . . . , n.
After constructing the suitable sliding surface, the next step is to determine an input signal u(t) to guarantee that the error
system trajectories go onto the sliding surface s(t) = 0 (i.e. to satisfy the reaching condition sðtÞ_sðtÞ 6 0Þ and remain on it for
the subsequent time interval. In this regard, we propose the following discontinuous control law.uiðtÞ ¼ 1qi
1
ki
jeiðtÞj þ jfiðxÞ  giðyÞj þ jFiðxÞh^ GiðyÞw^j þ a^i þ b^i þ ki
  
sgnðsiÞ ¼ nisgnðsiÞ; i ¼ 1;2; . . . ;n; ð13Þwhere h^; w^; a^i and b^i are estimations for h, w, ai and bi, respectively, the constant ki > 0, i = 1, 2, . . . , n is a switching gain and
sgn() is the sign function.
To undertake the unknown parameters and the bounds of the model uncertainties and external disturbances, the follow-
ing adaptive laws are introduced._^h ¼ ½FðxÞTc; h^ð0Þ ¼ h^0;
_^w ¼ ½GðyÞTc; w^ð0Þ ¼ w^0;
_^ai ¼ kijsij; a^ið0Þ ¼ a^i0;
_^bi ¼ kijsij; b^ið0Þ ¼ b^i0;
ð14Þwhere c = [k1s1,k2s2, . . . ,knsn]T 2 Rn1, and h^0; w^0; a^i0, and b^i0 are initial values of the adaptive parameters h^; w^; a^i, and b^i,
respectively.
Based on the control input (13) and adaptive laws (14), to guarantee the occurrence of the sliding motion, a theorem is
proposed and proved. Before proceeding to the theorem, the Barbalat lemma and an auxiliary lemma are presented.
Lemma 1 (Barbalat lemma [34]). If x : R? R is a uniformly continuous function for tP 0 and if the limit of the integrallimt!1
Z t
0
xðkÞdk ð15Þexists and is ﬁnite, thenlimt!1xðtÞ ¼ 0: ð16ÞLemma 2. Assume ui(t) = nisgn(si), (ni > 0). Then the following inequality holds:si/iðuiÞ 6 qinijsij: ð17ÞProof. Replacing ui(t) in the left hand side of Eq. (3) by ui(t) = nisgn(si), one obtainsqin
2
i sgnðsiÞ2 6 nisgnðsiÞ/iðuiÞ: ð18ÞUsing sgnðsiÞ2 ¼ sijsi j 
si
jsi j ¼
s2
i
jsi j2
¼ 1, we haveqin
2
i 6 nisgnðsiÞ/iðuiÞ: ð19ÞMultiplying jsij to the above inequality, one has
si/ðuiÞ 6 qinijsij ð20Þand the proof is completed. hTheorem 1. Consider the error dynamics (8). If this system is controlled by u(t) in (13) with the adaptive laws in (14), then its
trajectories will converge to the sliding surface s(t) = 0.Proof. Consider the following positive deﬁnite function as a Lyapunov function candidate:VðtÞ ¼ 1
2
Xn
i¼1
½s2i þ ða^i  aiÞ2 þ ðb^i  biÞ2 þ
1
2
kh^ hk2 þ 1
2
kw^ wk2: ð21ÞTaking time derivative of the Lyapunov function candidate, one has_VðtÞ ¼
Xn
i¼1
½si _si þ ða^i  aiÞ _^ai þ ðb^i  biÞ _^bi þ ðh^ hÞT _^hþ ðw^ wÞT _^w: ð22Þ
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Xn
i¼1
½sieiðtÞ þ sikiðfiðxÞ þ FiðxÞhþ Dfiðx; tÞ þ dmi ðtÞ  giðyÞ  GiðyÞw Dgiðy; tÞ  dsi ðtÞ  /iðuiÞÞ þ ða^i  aiÞ _^ai
þ ðb^i  biÞ _^bi þ ðh^ hÞT _^hþ ðw^ wÞT _^w: ð23Þ
Introducing the adaptive laws in (14) into (23), we have_VðtÞ ¼
Xn
i¼1
½sieiðtÞ þ sikiðfiðxÞ þ FiðxÞhþ Dfiðx; tÞ þ dmi ðtÞ  giðyÞ  GiðyÞw Dgiðy; tÞ  dsi ðtÞÞ  siki/iðuiÞ
þ ða^i  aiÞkijsij þ ðb^i  biÞkijsij þ ðh^ hÞT ½FðxÞTc ðw^ wÞT ½GðyÞTc: ð24Þ
Using the facts
Pn
i¼1sikiFiðxÞh ¼ hT ½FðxÞTc and
Pn
i¼1sikiGiðyÞw ¼ wT ½GðyÞTc, one has_VðtÞ ¼
Xn
i¼1
½sieiðtÞ þ sikiðfiðxÞ þ Dfiðx; tÞ þ dmi ðtÞ  giðyÞ  Dgiðy; tÞ  dsi ðtÞÞ  siki/iðuiÞ þ ða^i  aiÞkijsij
þ ðb^i  biÞkijsij þ h^T ½FðxÞTc w^T ½GðyÞTc
6
Xn
i¼1
½jeijjsij þ jsijkiðjfiðxÞ  giðyÞj þ jDfiðx; tÞ  Dgiðy; tÞj þ jdmi ðtÞ  dsi ðtÞjÞ  siki/iðuiÞ þ ða^i  aiÞkijsij
þ ðb^i  biÞkijsij þ h^T ½FðxÞTc w^T ½GðyÞTc: ð25Þ
Using Assumptions 1 and 2, we can obtain_VðtÞ 6
Xn
i¼1
½jeijjsij þ jsijkiðjfiðxÞ  giðyÞj þ ai þ biÞ  siki/iðuiÞ þ ða^i  aiÞkijsij þ ðb^i  biÞkijsij þ h^T ½FðxÞTc w^T ½GðyÞTc:
ð26Þ
Based on Lemma 2, one has_VðtÞ 6
Xn
i¼1
½jeijjsij þ jsijkijfiðxÞ  giðyÞj  kiqinijsij þ a^ikijsij þ b^ikijsij þ h^T ½FðxÞTc w^T ½GðyÞTc: ð27ÞInserting ni from (13) into the above inequality, it yields_VðtÞ6
Xn
i¼1
jeijjsijþjsijkijfiðxÞgiðyÞjkiqijsij
1
qi
1
ki
jeijþjfiðxÞgiðyÞjþjFiðxÞh^GiðyÞw^jþ a^iþ b^iþki
  
þ a^ikijsijþ b^ikijsij
 
þ h^T ½FðxÞTc w^T ½GðyÞTc:
ð28ÞAfter some simple manipulations, we will have_VðtÞ 6
Xn
i¼1
½kijsij½jFiðxÞh^ GiðyÞw^j þ ki þ h^T ½FðxÞTc w^T ½GðyÞTc: ð29ÞUsingh^T ½FðxÞTc w^T ½GðyÞTc ¼ h^T ½FðxÞT  w^T ½GðyÞT
	 

c 6 h^T ½FðxÞT  w^T ½GðyÞT
 jcj ¼ h^T ½FðxÞT c w^T ½GðyÞT jcj ; where jcj
¼ k1js1j; k2js2j; . . . ; knjsnj½ T ;one can obtain_VðtÞ 6
Xn
i¼1
kijsij½jFiðxÞh^ GiðyÞw^j þ ki
h i
þ h^T ½FðxÞT jcj  w^T ½GðyÞT jcj
 : ð30ÞBased on
Pn
i¼1kijsijFiðxÞh^ ¼ h^T ½FðxÞT jcj and
Pn
i¼1kijsijGiðyÞw^ ¼ w^T ½GðyÞT jcj, we can conclude thatPn
i¼1½kijsijjFiðxÞh^ GiðyÞw^j ¼ jh^T ½FðxÞT jcj  w^T ½GðyÞT jcjj, this yields_VðtÞ 6 
Xn
i¼1
kikijsij ¼ 
Xn
i¼1
gijsij ¼ gjsj; ð31Þwhere g = [g1,g2, . . . ,gn] > 0 and jsj = [js1j, js2j, . . . , jsnj]T.
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_VðtÞ ¼ gjsj ¼ xðtÞ 6 0; ð32Þwhere x(t) = gjsjP 0.
Integrating Eq. (32) from zero to t yieldsVð0ÞP VðtÞ þ
Z t
0
xðkÞdk: ð33ÞSince _VðtÞ 6 0 and V(0)  V(t) is positive and ﬁnite, limt!1
R t
0 xðkÞdk exists and is ﬁnite (i.e.
limt!1
R t
0 xðkÞdk ¼ Vð0Þ  VðtÞP 0Þ. Thus, based on the Barbalat lemma, we havelimt!1xðtÞ ¼ limt!1gjsj ¼ 0: ð34Þ
Since g is greater than zero, (34) implies s(t) = 0. Hence, the proof is achieved completely. hRemark 2. The sign function, as a rigid switcher, in the proposed control law (13), can cause the chattering. In order to avoid
chattering, we modify the control input (13) as follows:0 3 6 9 12
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Fig. 1. Synchronization errors of the Lorenz and Chen systems.
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Fig. 2. State trajectories of the Lorenz and Chen systems.
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Fig. 3. Time response of the adaptive vector parameter a^ in Example 1.
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ðjfiðxÞ  giðyÞj þ jFiðxÞh^ GiðyÞw^j þ a^i þ b^i þ kiÞ
 
tanhðesiÞ; i ¼ 1;2; . . . ;n: ð35Þwhere e > 0 is constant.Remark 3. Theorem 1 is also valid for synchronization of two identical chaotic systems with different initial conditions,
model uncertainties, external disturbances, unknown parameters and input nonlinearities, if systems (1) and (2) satisfy
f() = g() and F() = G().0 3 6 9 12
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Fig. 4. Time response of the adaptive vector parameter b^ in Example 1.
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Fig. 5. Time response of the adaptive vector parameter h^ in Example 1.
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Fig. 6. Time response of the adaptive vector parameter w^ in Example 1.
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In this section, two illustrative examples are given to verify the applicability and effectiveness of the proposed RASMC.
The ode45 solver of MATLAB software is applied to solve differential equations. The Lorenz, Chen, and Lü chaotic systems
are selected to be a master or slave system. These systems are described by the following nonlinear equations.Lorenz :
_x1 ¼ 10ðx2  x1Þ;
_x2 ¼ 28x1  x2  x1x3;
_x3 ¼ x1x2  83 x3;
8><
>: ð36Þ
Chen :
_x1 ¼ 35ðx2  x1Þ;
_x2 ¼ 28x2  7x1  x1x3;
_x3 ¼ x1x2  3x3;
8><
>: ð37Þ0 3 6 9 12
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Fig. 7. Synchronization errors of the Lü and Lorenz systems.
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_x1 ¼ 36ðx2  x1Þ;
_x2 ¼ 20x2  x1x3;
_x3 ¼ 3x3 þ x1x2:
8><
>: ð38ÞIn both examples, it is assumed that 0.6cost and 0.6cost, as external disturbances, are imposed to the master and slave sys-
tems, respectively. Moreover, the following model uncertainties are added to the drive and response systems, respectively.Df1 ¼ 0:5 sinðpx1Þ;
Df2 ¼ 0:5 sinð2px2Þ;
Df3 ¼ 0:5sinð3px3Þ;
8><
>: ð39Þ
Dg1 ¼ 0:5 sinðpy1Þ;
Dg2 ¼ 0:5 sinð2py2Þ;
Dg3 ¼ 0:5sinð3py3Þ:
8><
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Fig. 8. State trajectories of the Lü and Lorenz systems.
M.P. Aghababa, A. Heydari / Applied Mathematical Modelling 36 (2012) 1639–1652 1649Vectors [0.25,0.25,0.25], [0.5,0.5,0.5], [2,2,2], and [1,1,1] are selected as the initial values of the adaptive vectors a^; b^; h^ and
w^, respectively. The input nonlinearities are considered to be /i(ui) = [5 + 3sin (t)]ui, i = 1, 2, 3. As a result, one can conclude
that qi = 2, i = 1, 2, 3. Furthermore, the constant vector [k1,k2,k3] is chosen equal to [0.1,0.1,0.1] and the coefﬁcient e is set to
300.
4.1. Example 1
In this example, to observe the effective performance of the proposed RASMC in synchronizing two different uncertain
chaotic systems with input nonlinearities, it is assumed that the Lorenz system is the master system and the Chen system
is the slave system. One can easily rewrite the Lorenz and Chen systems by Eqs. (1) and (2) as follows:_x ¼
0
x2  x1x3
x1x2
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
f ðxÞ
þ
x2  x1 0 0
0 x1 0
0 0 x3
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
FðxÞ
10
28
8=3
2
64
3
75
|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
h
þ
0:5 sinðpx1Þ
0:5 sinð2px2Þ
0:5 sinð3px3Þ
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Df ðxÞ
þ
0:6 cos t
0:6 cos t
0:6 cos t
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
dmðtÞ
; ð41Þ
_y ¼
0
y1y3
y1y2
2
64
3
75
|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
gðyÞ
þ
y2  y1 0 0
y1 y1 þ y2 0
0 0 y3
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
GðyÞ
35
28
3
2
64
3
75
|ﬄﬄﬄ{zﬄﬄﬄ}
w
þ
0:5 sinðpy1Þ
0:5 sinð2py2Þ
0:5 sinð3py3Þ
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
DgðyÞ
þ
0:6 cos t
0:6 cos t
0:6 cos t
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
dsðtÞ
þ
/1ðu1Þ
/2ðu2Þ
/3ðu3Þ
2
64
3
75: ð42ÞSubsequently, three sliding surfaces are deﬁned as:s1 ¼ 10e1 þ
R t
0 e1ðsÞds;
s2 ¼ 12e2 þ
R t
0 e2ðsÞds;
s3 ¼ 4e3 þ
R t
0 e3ðsÞds:
8><
>>: ð43ÞThen, using Theorem 1 and Eq. (35), the following control inputs are applied.u1ðtÞ ¼ ½0:5ð0:1je1j þ jh^1ðx2  x1Þ  w^1ðy2  y1Þj þ a^1 þ b^1 þ 0:1Þ tanhð300s1Þ;
u2ðtÞ ¼ 0:5 112 je2j þ jy1y3  x2  x1x3j þ jh^2x1 þ w^1y1  w^2ðy1 þ y2Þj þ a^2 þ b^2 þ 0:1
	 
h i
tanhð300s2Þ;
u3ðtÞ ¼ ½0:5ð0:25je3j þ jx1x2  y1y2j þ j  h^3x3 þ w^3y3j þ a^3 þ b^3 þ 0:1Þ tanhð300s3Þ:
8><
>: ð44ÞThe initial conditions of the Lorenz and Chen systems are randomly selected as x1(0) = 2, x2(0) = 5, x3(0) = 4 and y1(0) = 3,
y2(0) = 1, y3(0) = 2. Fig. 1 displays the synchronization errors between the Lorenz and Chen systems, where the control inputs
are applied at t = 3s. It is clear that the synchronization errors converge to zero quickly, which implies that the chaos syn-
chronization between the Lü and Lorenz systems is realized, as shown in Fig. 2. The time responses of the adaptive vector
parameters a^; b^; h^, and w^ are depicted in Figs. 3–6, respectively. It is seen that the adaptive parameters are bounded.
4.2. Example 2
In this example, it is assumed that the Lü system drives the Lorenz system. Therefore, the master and slave systems can be
rewritten in the form of Eqs. (1) and (2) as follows:0 3 6 9 12
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Fig. 9. Time response of the adaptive vector parameter a^ in Example 2.
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Fig. 10. Time response of the adaptive vector parameter b^ in Example 2.
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Fig. 11. Time response of the adaptive vector parameter h^ in Example 2.
1650 M.P. Aghababa, A. Heydari / Applied Mathematical Modelling 36 (2012) 1639–1652_x ¼
0
x1x3
x1x2
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FðxÞ
36
20
3
2
64
3
75
|ﬄﬄﬄ{zﬄﬄﬄ}
h
þ
0:5 sinðpx1Þ
0:5 sinð2px2Þ
0:5sinð3px3Þ
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Df ðxÞ
þ
0:6 cos t
0:6 cos t
0:6 cos t
2
64
3
75
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
dmðtÞ
; ð45Þ
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y2  y1 0 0
0 y1 0
0 0 y3
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DgðyÞ
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0:6 cos t
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0:6 cos t
2
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|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
dsðtÞ
þ
/1ðu1Þ
/2ðu2Þ
/3ðu3Þ
2
64
3
75: ð46ÞAccordingly, three sliding surfaces are chosen as:s1 ¼ 4e1 þ
R t
0 e1ðsÞds;
s2 ¼ 10e2 þ
R t
0 e2ðsÞds;
s3 ¼ 2e3 þ
R t
0 e3ðsÞds:
8>><
>: ð47ÞThe control inputs can be derived using Theorem 1 and Eq. (35) as follows:u1ðtÞ ¼ ½0:5ð0:25je1j þ jh^1ðx2  x1Þ  w^1ðy2  y1Þj þ a^1 þ b^1 þ 0:1Þ tanhð300s1Þ;
u2ðtÞ ¼ ½0:5ð0:1je2j þ jy1y3 þ y2  x1x3j þ jh^2x2  w^2y1j þ a^2 þ b^2 þ 0:1Þ tanhð300s2Þ;
u3ðtÞ ¼ ½0:5ð0:5je3j þ jx1x2  y1y2j þ j  h^3x3 þ w^3y3j þ a^3 þ b^3 þ 0:1Þ tanhð300s3Þ:
8><
>: ð48ÞThe initial conditions of the Lü and Lorenz systems are randomly selected as x1(0) = 4, x2(0) = 1, x3(0) = 6 and y1(0) = 1,
y2(0) = 2, y3(0) = 3. Fig. 7 reveals the synchronization errors between the Lü and Lorenz systems, where the control inputs
are activated at t = 3 s. One can see that the synchronization errors converge to the zero rapidly, implying that the chaos
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Fig. 12. Time response of the adaptive vector parameter w^ in Example 2.
M.P. Aghababa, A. Heydari / Applied Mathematical Modelling 36 (2012) 1639–1652 1651synchronization between the Lü and Lorenz systems is indeed realized, as illustrated in Fig. 8. The time responses of the
adaptive vector parameters a^; b^; h^, and w^ are shown in Figs. 9–12, respectively. Obviously, the adaptive parameters converge
to some constants.5. Conclusions
In this paper, a robust adaptive sliding mode controller is introduced to realize chaos synchronization between two dif-
ferent chaotic systems with model uncertainties, external disturbances, unknown parameters and nonlinear inputs. The
bounds of the model uncertainties and external disturbances are assumed to be unknown in advance. After choosing a sim-
ple linear sliding manifold, some suitable adaptive laws are designed to undertake the model uncertainties, external distur-
bances and unknown parameters of the systems. Then, using the adaptive laws and Lyapunov stability theory, a robust
adaptive sliding mode controller is derived to guarantee the existence of the sliding motion. At last, the efﬁciency and appli-
cability of the introduced controller are demonstrated using some numerical simulations.
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