Spin dynamics in the high-field phases of volborthite by Yoshida, M. et al.
 
 
University of Birmingham
Spin dynamics in the high-field phases of
volborthite
Yoshida, M.; Nawa, K.; Ishikawa, H.; Takigawa, M.; Jeong, Minki; Krämer, S.; Horvati, M.;
Berthier, C.; Matsui, K.; Goto, T.; Kimura, S.; Sasaki, T.; Yamaura, J.; Yoshida, H.; Okamoto,
Y.; Hiroi, Z.
DOI:
10.1103/PhysRevB.96.180413
License:
None: All rights reserved
Document Version
Peer reviewed version
Citation for published version (Harvard):
Yoshida, M, Nawa, K, Ishikawa, H, Takigawa, M, Jeong, M, Krämer, S, Horvati, M, Berthier, C, Matsui, K, Goto,
T, Kimura, S, Sasaki, T, Yamaura, J, Yoshida, H, Okamoto, Y & Hiroi, Z 2017, 'Spin dynamics in the high-field
phases of volborthite', Physical Review B, vol. 96, 180413(R). https://doi.org/10.1103/PhysRevB.96.180413
Link to publication on Research at Birmingham portal
General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.
•	Users may freely distribute the URL that is used to identify this publication.
•	Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•	User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•	Users may not further distribute the material nor use it for the purposes of commercial gain.
Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.
When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.
If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.
Download date: 01. Mar. 2020
ar
X
iv
:1
60
2.
04
02
8v
2 
 [c
on
d-
ma
t.s
tr-
el]
  2
9 N
ov
 20
17
Spin dynamics in the high-field phases of volborthite
M. Yoshida,1, ∗ K. Nawa,1 H. Ishikawa,1 M. Takigawa,1 M. Jeong,2 S. Kra¨mer,2 M. Horvatic´,2 C. Berthier,2
K. Matsui,3 T. Goto,3 S. Kimura,4 T. Sasaki,4 J. Yamaura,5 H. Yoshida,6 Y. Okamoto,1, 7 and Z. Hiroi1
1Institute for Solid State Physics, University of Tokyo, Kashiwa 277-8581, Japan
2Laboratoire National des Champs Magne´tiques Intenses, LNCMI-CNRS (UPR3228),
EMFL, UGA, UPS, and INSA, B.P. 166, 38042 Grenoble Cedex 9, France
3Department of Physics, Sophia University, Tokyo 102-8554, Japan
4Institute for Material Research, Tohoku University, Sendai 980-8577, Japan
5Materials Research Center for Element Strategy,
Tokyo Institute of Technology, Yokohama 226-8503, Japan
6Department of Physics, Hokkaido University, Sapporo 060-0810, Japan
7Department of Applied Physics, Nagoya University, Nagoya 464-8603, Japan
(Dated: September 8, 2018)
We report single-crystal 51V NMR studies on volborthite Cu3V2O7(OH)2·2H2O, which is regarded
as a quasi-two-dimensional frustrated magnet with competing ferromagnetic and antiferromagnetic
interactions. In the 1/3 magnetization plateau above 28 T, the nuclear spin-lattice relaxation rate
1/T1 indicates an excitation gap with a large effective g factor in the range of 4.6-5.9, pointing to
magnon bound states. Below 26 T where the gap has closed, the NMR spectra indicate small internal
fields with a Gaussian-like distribution, whereas 1/T1 shows a power-law-like temperature depen-
dence in the paramagnetic state, which resembles a slowing down of spin fluctuations associated
with magnetic order. We discuss the possibility of an exotic spin state caused by the condensation
of magnon bound states below the magnetization plateau.
PACS numbers: 75.30.Kz, 75.40.Gb, 76.60.-k
The possibilities of exotic states in quantum spin sys-
tems with frustrated interactions have attracted strong
attention [1, 2]. For example, the ground state of the
spin-1/2 kagome antiferromagnet is believed to show no
long-range magnetic order. Theories have proposed var-
ious ground states such as spin liquids [3–5] or valence-
bond-crystal states [6]. Other interesting states such as
spin nematic states [7–11] and magnetization plateaus
[12–16] are also expected in frustrated spin systems. The-
ories have predicted that a spin nematic state is realized
near a fully polarized state of a frustrated spin system
with competing ferromagnetic (FM) interactions J1 and
antiferromagnetic (AFM) interactions J2, [7–11]. In such
systems, a spin nematic state is characterized by the
condensation of two-magnon bound states. The search
for a spin nematic phase has been performed by using
high-field NMR near the fully polarized state of a quasi-
one-dimensional J1-J2 chain magnet LiCuVO4, although
definitive results are not obtained yet [17, 18].
Volborthite Cu3V2O7(OH)2·2H2O is a unique antifer-
romagnet with frustrated interactions [19], which con-
tains layers of distorted kagome nets formed by Cu2+
ions as shown in Fig. 1(a). Early high-field magnetiza-
tion and NMR measurements in polycrystalline samples
revealed three distinct magnetic phases I (B < 4.5 T),
II (4.5 < B < 26 T), and III (26 T < B ) [20–25]. The
magnetic properties were examined on the basis of the
distorted kagome model [25–28], while the density func-
∗Present address: Max Plank Institute for Solid State Research,
Heisenbergstrasse 1, 70569 Stuttgart, Germany
tional theory (DFT) study of the C2/m structure pro-
posed that frustration should be attributed to the com-
petition between a FM J1 and an AFM J2 between sec-
ond neighbors along the b axis [Fig. 1(b)] [29]. Recently,
single crystals were prepared and they have provided a
further opportunity to study the unique magnetism of
volborthite [30, 31]. In the single crystals, the high-field
NMR and magnetization measurements revealed two fea-
tures remarkably different from those previously observed
in the polycrystalline samples; one is the 1/3 magnetiza-
tion plateau (P state) above 28 T and the other is the
novel phase (phase N) at 23-26 T [Fig. 1(d)] [32].
Quite recently, the DFT study of the low temperature
structure of P21/a indicated that the strongest AFM J
should lead to an effective model of pseudospin-1/2 on
trimers [33]. The other couplings eventually lead to the
realization of a spatially anisotropic triangular lattice as
shown in Fig. 1(c). Remarkably, this model shows a ten-
dency towards the condensation of magnon bound states
just below the P state [33].
In this paper, we report detailed 51V NMR studies of
the high-field phases in volborthite. In the P state, the
nuclear spin-lattice relaxation rate 1/T1 indicates an ex-
citation gap with a large effective g factor, pointing to
magnon bound states. In phase N, the NMR spectra in-
dicate small internal fields with a Gaussian-like distribu-
tion, whereas 1/T1 shows a power-law-like temperature
dependence below 2.5 K, which indicates a slowing down
of spin fluctuations. We discuss the possibility of an ex-
otic spin state caused by the condensation of magnon
bound states.
Two types of crystals A and B were grown by the
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FIG. 1: (a) Low temperature structure of P21/a after the two
structural transitions at 310 and 155 K [30–32]. The H and
O sites are not shown. Although there are two inequivalent
layers, the exchange parameters in both layers are expected to
be nearly the same [32, 33] and are described by J1, J2, J , and
J ′ as shown in (b), where the light orange background denotes
trimers formed by the dominant coupling J . (c) Effective
model for volborthite suggested in Ref. [33]. The orange
ellipses represent the trimers carrying pseudospin-1/2. The
interactions between the effective spins are evaluated to be
j1 = −34.9, j2 = 36.5, j
′
2 = 6.8, and j3 = 4.6 K [33]. (d)
Phase diagram of volborthite for the B ⊥ ab plane. The
circles represent the boundaries determined by NMR [32, 34].
method described in Refs [31, 32]. Because volborthite
shows a large sample dependence, we discuss this issue in
the Supplemental Material (see Supplemental Materials
A, B, and C [34]). Here, we only show the results of the
higher quality crystal A. The twinned crystals [31, 32]
were cut into a single domain for the NMR measure-
ments. The data at high magnetic fields above 15 T were
mainly obtained by using a 20 MW resistive magnet at
LNCMI Grenoble. The partial data (T -dependences of
1/T1 and spectra at 18-24 T) were obtained by using a
hybrid magnet at Tohoku University. The NMR spec-
tra were obtained by summing the Fourier transform of
the spin-echo signal obtained at equally spaced magnetic
fields B (or frequencies ν) with a fixed frequency ν0 (or
a fixed field B0). They are plotted against the internal
field Bint = ν0/γ − B or ν/γ − B0, where γ = 11.1988
MHz/T is the gyromagnetic ratio of 51V. We determined
1/T1 near the spectral center by fitting the spin-echo in-
tensity Ml(t) as a function of the time t, after a comb
of several saturating pulses, to the stretched exponential
function Ml(t) = Meq −M0exp{−(t/T1)
β}, where Meq
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FIG. 2: (a) Field dependence of the NMR spectra at 0.3-
0.4 K in the B ⊥ ab plane. (b) B-dependences of the local
spin polarization, Bint/A, corresponding to various features
on the spectra. A = 0.41 T/µB is the hyperfine coupling
constant determined in the paramagnetic state. The open
circles, solid squares, and solid (open) triangles represent the
center of gravity, the two peaks of the double-horn spectrum
indicated by the dashed lines in (a), and the peaks indicated
by the up (down) arrows in (a), respectively. The solid line
represents the magnetization for the B ⊥ ab plane [32]. The
dotted lines are a guide to the eye.
is the intensity at the thermal equilibrium. When the
relaxation rate is homogeneous, the value of β is close to
one.
We first examine the NMR spectra in order to elucidate
the phase diagram. Figure 2(a) shows the B-dependence
of the NMR spectra at 0.3-0.4 K in the B ⊥ ab plane.
Below 20 T, a double-horn type line shape is observed,
which indicates a spin-density-wave (SDW) order [32].
Above 22 T, the double-horn structure is deformed and
an additional peak grows, indicating the coexistence of
phase II and N. The spectrum at 25 T can be well fit
to two Gaussians, as shown by the dotted line. The
two-peak structure seems to be a characteristic feature
of phase N. Above 26 T, the right peak becomes much
narrower, while the left peak remains broad. The inten-
sity of the broad peak decreases at 28 T, but it remains
visible as indicated by the asterisk.
The sharp peak observed in the P state indicates a
simple spin structure. The plateau state is described by
the saturation of effective spin-1/2 moments in the cou-
pled trimer model [33]. Because Bint at the V sites is
unique in this saturation state, it is compatible with the
observed NMR spectrum, except for the broad peak in-
dicated by the asterisk in Fig. 2(a), which may originate
from an imperfection of the crystal.
We summarize the phase diagram for the B ⊥ ab plane
in Fig. 1(d). The regions of phases I and II are almost
the same as those in the polycrystalline sample [34]. It
is difficult to specify the phase boundaries for N, be-
cause it has coexistence regions with phase II and the
P state. The gray area indicates B- and T -ranges where
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FIG. 3: (a) Inverse temperature, (b) magnetic field, and
(c) temperature dependences of 1/T1. The data in (a) and
(b) are identical. 1/T1 was measured at the peak position
in the plateau region. The solid and dashed lines are the
fit to 1/T1 = Cexp[−gµB(B − Bc)/kBT ] and 1/T1 ∝ T
α,
respectively.
a component of phase N was observed. The obtained
phase diagram is similar to that expected in an ideal two-
dimensional model of the spatially anisotropic triangular
lattice [36], supporting the validity of the model shown
in Fig. 1(c). Furthermore, the analyses of the magnon
spectra that take into account the longer range j′2 and
j3 couplings indicate a competition between the critical
fields related to one- and two-magnon gaps [33]. There-
fore, it is important to determine which magnetic state
is realized below the plateau.
Figure 3 (a), (b), and (c) shows the 1/T -, B-, and
T -dependences of 1/T1, respectively. The stretch ex-
ponent β associated with the determination of 1/T1 is
shown in Supplemental Material D [34]. In the plateau
region, 1/T1 should obey an activation law 1/T1 =
Cexp[−gµB(B−Bc)/kBT ], where Bc is the critical field.
Indeed, 1/T1 above 28 T shows an exponential depen-
dence, as shown in Figs. 3(a) and 3(b). It should be
noted that the two components are observed in the re-
covery curve above 28 T (see Supplemental Material E
[34]) and only 1/T1 data for the slow relaxation compo-
nent are shown in Figs. 3(a) and 3(b). The origin of the
two components is discussed later. The B-dependence
of 1/T1 shown in Fig. 3(b) is directly related to the g
factor. However, the uncertainty of Bc causes an error in
the g factor due to the small number of the data points.
Therefore, we first investigate the range of the parame-
ters. The critical field Bc should be in the range of 25-26
T, because the sharp peak indicating the plateau state
appears above 26 T as shown in Fig. 2 (a). The constant
C is expected to be 330 ± 50 s−1 from the extrapolation
of the B-dependence of 1/T1 at the lower fields. When C
and Bc are restricted in this area indicated by the gray
shade in Fig. 3(b), the g factor is estimated to be in
the range of 4.6-5.9, which is two or three times larger
than g = 2.0-2.4 in the paramagnetic state [37]. In Figs.
3(a) and 3(b), the solid lines show a reasonable fit with
C = 320 s−1, Bc = 25.8 T, and g = 5.0. Below 1.5 K,
the data deviate from the fit, probably due to an imper-
fection of the sample or a long-range contribution from
the other component. This result suggests that two- or
three-magnon bound states are the lowest-energy excita-
tions in the P state and the condensation of the bound
states leads to phase N below 26 T. A similar result has
been obtained above the saturation field of LiCuVO4 [17].
There is a possibility that 1/T1 is dominated by the
three-magnon process rather than the usual Raman pro-
cess [38]. If the three-magnon process is dominant in nu-
clear relaxation, a single-magnon band provides a double
value of the gap energy due to an additional Bose factor.
However, the contribution of the three-magnon process is
one or two orders smaller than that of the Raman process
in the present T -range owing to the larger gap. Only if
the off-diagonal terms of the hyperfine coupling were neg-
ligible would a contribution of the three-magnon process
be observed [38].
On the other hand, the spectrum at 25 T can be re-
produced by the two Gaussians as shown in Fig. 2(a). If
the two-peak structure is associated with AFM internal
fields, we have to discard the possibility of a spin-nematic
state in phase N. Therefore, it is important to examine
the field dependence of the spectra. As discussed be-
low, our NMR results are well explained by assuming
two distinct components, each assigned to one Gaussian.
In Fig.2(b) one can follow various characteristic features
on the spectra. The center of gravity (open circles) is
reasonably consistent with the magnetization (solid line)
[32]. The signal ascribed to phase N appears at 21.8 T, as
indicated by the up arrow in Fig. 2(a). With increasing
B, the broad peak shifts to higher values of Bint, which
is plotted by the solid triangles in Fig. 2(b). In addition,
another broad peak appears above 24.7 T, as indicated
by the down arrows in Fig. 2(a), whose B-dependence
is shown by the open triangles in Fig. 2(b). From these
features, we can set up a two-component scenario where
the two broad peaks shift independently toward the 1/3
plateau as shown by the dotted lines in Fig. 2(b). At Bc
= 26 T, one component reaches the 1/3 plateau, while
the other component remains at lower Bint in phase N.
Above 28 T, both components overlap with each other,
resulting in a slightly broader peak compared with those
at 26 and 27 T. The two components can be clearly seen
in the spin-echo decay curve. Figure 4(a) shows the spin-
echo decay curves at various magnetic fields and temper-
atures, where τ is the time between the first and second
NMR pulse. The echo intensity at 28 T and 4.2 K de-
creases according to the single exponential function in-
dicated by the dashed line. The additional oscillation
is caused by quadrupole splitting [39]. The echo inten-
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FIG. 4: (a) Spin-echo decay curves at various magnetic fields
in B ⊥ ab plane. (b) τ dependences of the NMR spectra at
1.3 K and 28 T in B ⊥ ab plane. The spectra are normalized
by the maximum intensity.
sities at 1.5 and 0.33 K also decrease according to the
single exponential function indicated by the dotted line
in the region τ ≥ 30 µs. However, the extrapolation of
the dotted line to τ = 10 µs shows only 60% of the actual
intensity. That is, a component corresponding to 40% of
the intensity disappears until 30 µs. Figure 4(b) shows
the τ dependence of the NMR spectra at 28 T and 1.3
K. The spectral width at τ = 40 µs is smaller than that
at τ = 10 µs, indicating the two components with differ-
ent 1/T2 and Bint. The large difference of 1/T2 between
the two components can be attributed to the difference
of the critical fields. The component with Bc = 26 T has
a large excitation gap at 28 T, leading to the small 1/T2.
The other component must have large 1/T2, because the
gap is almost zero at its critical field B′c = 28 T.
It should be noted that each Gaussian in phase N has
a half width at half maximum of 0.02 T, which corre-
sponds to 0.05 µB when scaled by A. Although an ideal
spin-nematic state would not have such inhomogeneous
moments, an imperfection of a crystal might induce small
moments in real compounds. Alternatively, if n-magnon
bound states (n ≥ 3) are condensed, a novel SDW state
may produce such small internal fields, and the rapid in-
crease of Bint/A indicated by the dotted lines in Fig. 2(b)
may indeed imply magnon bound states with large n
[11, 40].
Although the origin of the two-component behavior has
not been specified yet, a possible origin is the two inequiv-
alent layers [Fig. 1(a)]. The difference between Bc and B
′
c
can be explained by the small difference in the exchange
couplings for the two layers [33]. The sample dependence
of the magnetization curve may also be explained by the
two layer scenario (see Supplemental Material F [34]). In
this case, the two Gaussians in phase N should have the
same intensity. The fitting shown by the dotted line in
Fig. 2(a) provides the ratio 1 : 1.6, which may seem to be
incompatible with the two layer scenario. However, the
determination of the actual fraction requires removing
the effects of 1/T2, because the values of 1/T2 drastically
change from phase N to the P state, as shown in Fig. 4(a).
The above analyses indicate that phase N is character-
ized by the condensation of magnon bound states and a
Gaussian-like distribution of small internal fields, which
seem to support the realization of a spin nematic state
or unusual SDW order. Nevertheless, at 18-24 T, 1/T1
shows a power-law-like T -dependence 1/T1 ∝ T
α below
2.5 K as shown by the dashed lines in Fig. 3(c). Above
22 T, α becomes negative, which seems to indicate a
slowing down of spin fluctuations towards phase N. Near
a spin-nematic transition temperature, an anomaly in
1/T1 is predicted to appear [41]. However, this is due
to longitudinal fluctuations, which should have only a
small contribution. The large enhancement of 1/T1 near
phase N seems to be incompatible with the condensation
of magnon bound states. One possible explanation is
that unusual slow fluctuations cause this behavior. Pre-
vious studies have indicated that the spin dynamics in
volborthite involves much slower fluctuations than the
time scale of the NMR frequency (∼100 MHz) [23]. The
spin-echo decay rate 1/T2 is sensitive to such slow fluc-
tuations. The decay curves in phases I, II, and N shown
in Fig. 4(a) provide anomalously large values of 1/T2 ∼
0.5, 0.9, and 1.0 ×105 s−1 at 2, 6, and 25 T, respec-
tively, while the dashed line at 28 T and 4.2 K provides
1/T2 ≈ 4000 s
−1, which could be explained by contri-
butions from dissimilar nuclear spins [42]. These results
indicate that unusually slow fluctuations exist in these
phases of a high-quality crystal. Such slow fluctuations
can also contribute strongly to 1/T1 depending on their
time scales, although the origin of these fluctuations is
unclear at present. Another possibility is that an ex-
otic phase caused by the condensation of magnon bound
states is limited in a small field region just below the
plateau as in the case of LiCuVO4 [17, 18].
In summary, the 1/T1 results in the P state indicate
an excitation gap with a large effective g factor, point-
ing to multi-magnon bound states. In phase N, the NMR
spectra indicate small internal fields with a Gaussian-like
distribution. These results support the realization of a
spin nematic state or unusual SDW order. Nevertheless,
at 18-24 T, 1/T1 shows a power-law-like temperature de-
pendence, which indicates a slowing down of spin fluctu-
ations towards phase N. We suggested possible scenarios
for the magnetic state below the magnetization plateau.
We acknowledge useful discussions with O. Janson, S.
Furukawa, T. Momoi, and J. Richter. This work was
partly supported by a Grant-in-Aid for JSPS KAKENHI
(No. 26800176 and No. 25287083) and by EuroMagNET
II network under the European Commission Contract No.
FP7-INFRASTRUCTURES-228043. Part of this work
was performed at High Field Laboratory for Supercon-
ducting Materials, Institute for Materials Research, To-
hoku University under the Projects No. 14H0011 and
No. 15H0015.
5[1] Introduction to Frustrated Magnetism, edited by C.
Lacroix, P. Mendels, and F. Mila (Springer, New York,
2011).
[2] L. Balents, Nature (London) 464, 199 (2010).
[3] S. Yan, D. A. Huse, and S. R. White, Science 332, 1173
(2011).
[4] S. Depenbrock, I. P. McCulloch, and U. Schollwo¨ck,
Phys. Rev. Lett. 109, 067201 (2012).
[5] Y. Iqbal, F. Becca, S. Sorella, and D. Poilblanc, Phys.
Rev. B 87, 060405 (2013).
[6] R. R. P. Singh and D. A. Huse, Phys. Rev. B 76,
180407(R) (2007).
[7] N. Shannon, T. Momoi, and P. Sindzingre, Phys. Rev.
Lett. 96, 027213 (2006).
[8] A. V. Chubukov, Phys. Rev. B 44, 4693(R) (1991).
[9] F. Heidrich-Meisner, A. Honecker, and T. Vekua, Phys.
Rev. B 74, 020403(R) (2006).
[10] T. Hikihara, L. Kecke, T. Momoi, and A. Furusaki, Phys.
Rev. B 78, 144404 (2008).
[11] J. Sudan, A. Lu¨scher, and A. M. La¨uchli, Phys. Rev. B
80, 140402 (2009).
[12] H. Kageyama, K. Yoshimura, R. Stern, N. V. Mushnikov,
K. Onizuka, M. Kato, K. Kosuge, C. P. Slichter, T. Goto,
and Y. Ueda, Phys. Rev. Lett. 82, 3168 (1999).
[13] M. Takigawa, M. Horvatic´, T. Waki, S. Kra¨mer, C.
Berthier, F. Levy-Bertrand, I. Sheikin, H. Kageyama, Y.
Ueda, and F. Mila, Phys. Rev. Lett. 110, 067210 (2013).
[14] T. Susuki, N. Kurita, T. Tanaka, H. Nojiri, A. Matsuo,
K. Kindo, and H. Tanaka, Phys. Rev. Lett. 110, 267201
(2013).
[15] S. Nishimoto, N. Shibata, and C. Hotta, Nat. Commun.
4, 2287 (2013).
[16] S. Capponi, O. Derzhko, A. Honecker, A. M. La¨uchli,
and J. Richter, Phys Rev. B 88, 144416 (2013).
[17] N. Bu¨ttgen, K. Nawa, T. Fujita, M. Hagiwara, P. Kuhns,
A. Prokofiev, A. P. Reyes, L. E. Svistov, K. Yoshimura,
and M. Takigawa, Phys. Rev. B 90, 134401 (2014).
[18] A. Orlova, E. L. Green, J. M. Law, D. I. Gorbunov, G.
Chanda, S. Kra¨mer, M. Horvatic´, R. K. Kremer, J. Wos-
nitza, and G. L. J. A. Rikken, Phys. Rev. Lett. 118,
247201 (2017).
[19] Z. Hiroi, M. Hanawa, N. Kobayashi, M. Nohara, H. Tak-
agi, Y. Kato, and M. Takigawa, J. Phys. Soc. Jpn. 70,
3377 (2001).
[20] H. Yoshida, Y. Okamoto, T. Tayama, T. Sakakibara, M.
Tokunaga, A. Matsuo, Y. Narumi, K. Kindo, M. Yoshida,
M. Takigawa, and Z. Hiroi, J. Phys. Soc. Jpn. 78, 043704
(2009).
[21] Y. Okamoto, M. Tokunaga, H. Yoshida, A. Matsuo, K.
Kindo, and Z. Hiroi, Phys. Rev. B 83, 180407(R) (2011).
[22] F. Bert, D. Bono, P. Mendels, F. Ladieu, F. Duc, J.-
C. Trombe, and P. Millet, Phys. Rev. Lett. 95, 087203
(2005).
[23] M. Yoshida, M. Takigawa, H. Yoshida, Y. Okamoto, and
Z. Hiroi, Phys. Rev. Lett. 103, 077207 (2009).
[24] M. Yoshida, M. Takigawa, H. Yoshida, Y. Okamoto, and
Z. Hiroi, Phys. Rev. B 84, 020410(R) (2011).
[25] M. Yoshida, M Takigawa, S Kra¨mer, S. Mukhopadhyay,
M. Horvatic´, C. Berthier, H. Yoshida, Y. Okamoto, and
Z. Hiroi, J. Phys. Soc. Jpn. 81, 024703 (2012).
[26] F. Wang, A. Vishwanath, and Y. B. Kim, Phys. Rev. B
76, 094421 (2007).
[27] A. P. Schnyder, O. A. Starykh, and L. Balents, Phys.
Rev. B 78, 174420 (2008).
[28] E. M. Stoudenmire and L. Balents, Phys. Rev. B 77,
174414 (2008).
[29] O. Janson, J. Richter, P. Sindzingre, and H. Rosner,
Phys. Rev. B 82, 104434 (2010).
[30] H. Yoshida, J. Yamaura, M. Isobe, Y. Okamoto, G. J.
Nilsen, and Z. Hiroi, Nat. Commun. 3, 860 (2012).
[31] H. Ishikawa, J. Yamaura, Y. Okamoto, H. Yoshida, G. J.
Nilsen, and Z. Hiroi, Acta Crystallogr. Sect. C, 68, i41
(2012).
[32] H. Ishikawa, M. Yoshida, K. Nawa, M. Jeong, S. Kra¨mer,
M. Horvatic´, C. Berthier, M. Takigawa, M. Akaki,
A. Miyake, M. Tokunaga, K. Kindo, J. Yamaura, Y.
Okamoto, and Z. Hiroi, Phys. Rev. Lett. 114, 227202
(2015).
[33] O. Janson, S. Furukawa, T. Momoi, P. Sindzingre, J.
Richter, and K. Held, Phys. Rev. Lett. 117, 037206
(2016).
[34] See Supplemental Material for details about the experi-
ments, which includes Ref. [35].
[35] H. Ishikawa, M. Akaki, A. Miyake, M. Tokunaga, K.
Kindo, Y. Okamoto, and Z. Hiroi, unpublished.
[36] O. A. Starykh, H. Katsura, and L. Balents, Phys. Rev.
B 82, 014421 (2010).
[37] H. Ohta, W.-M. Zhang, S. Okubo, M. Tomoo, M. Fuji-
sawa, H. Yoshida, Y. Okamoto, and Z. Hiroi, J. Phys.:
Conf. Ser. 145 012010 (2009).
[38] D. Beeman and P. Pincus, Phys. Rev. 166, 359 (1968).
[39] H. Abe, H. Yasuoka, and A. Hirai, J. Phys. Soc. Jpn. 21,
77 (1966).
[40] L. Balents and O. A. Starykh, Phys. Rev. Lett. 116,
177201 (2016).
[41] A. Smerald and N. Shannon, Phys. Rev. B 93, 184419
(2016).
[42] C. H. Recchia, K. Gorny, and C. H. Pennington, Phys.
Rev. B 54, 4207 (1996).
SUPPLEMENTAL MATERIALS
A. Sample dependence of magnetization
Figure 5 shows the magnetization (M) curves for crys-
tal A [32] and the polycrystalline sample [21] at 1.4 K.
The curve for crystal A shows the wide 1/3 magnetization
plateau, while the curve for the polycrystalline sample
shows the step-like increases at 25 and 46 T. The step at
25 T in the polycrystalline sample seems to correspond to
the rapid increase toward the 1/3 magnetization plateau
near 25 T in crystal A. The NMR spectrum contains two
components at 30 T in the polycrystalline sample [25, 32].
One component has larger Bint corresponding to the 1/3
plateau and smaller 1/T2 (pure component). The other
component has smaller Bint and larger 1/T2 (disorder
component). The latter one has a broad Gaussian-like
shape, suggesting an inhomogeneous distribution of the
6internal field due to imperfection of the sample [25, 32].
Because the disorder component is nearly absent in crys-
tal A, the crystal must be of higher quality [32].
To further investigate the sample dependence, mag-
netization measurements on a bunch of crystal B with
random orientations were performed [35]. Here, crystals
A and B with the different growth times of 1 month and
2 weeks have the different typical sizes of 1×2×0.15 and
0.5× 1× 0.05 mm3, respectively. As shown in Fig. 5, the
curve of crystal B shows an intermediate behavior be-
tween curves of crystal A and the polycrystalline sample,
indicating that crystal B contains the disorder compo-
nent although the amount is smaller than that in the
polycrystalline sample. This result indicates that the
disorder component increases with decreasing the crys-
tal size. Imperfection of the crystal would be removed in
large crystals (crystal A) due to the long growth time.
As shown in Fig. 5, M for crystal B approaches M for
crystal A near 50 T, implying that the disorder compo-
nent also reaches the 1/3 plateau above 50 T. The step
at 46 T observed in the polycrystalline sample might be
attributed to the increase of M of the disorder compo-
nent toward the 1/3 plateau. However, the reason why
M for the polycrystalline sample exceeds the 1/3 of the
saturated magnetization above 52 T is unclear at present.
Because the magnetization measurements on crystal B
were performed by using many small crystals, we cannot
distinguish two cases; one case is that individual crys-
tals show the same magnetization curve observed in the
bunch of crystal B and the other case is that there are two
types of crystals, that is, crystal A and polycrystalline
types, in the bunch of crystal B. The NMR results on a
single crystal of B below 15 T are slightly different from
the results of crystal A as shown in the section B and C.
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FIG. 5: Magnetization curves of volborthite for the three sam-
ples at 1.4 K. For crystal A, the magnetic field was applied
perpendicular or parallel to the ab plane [32]. The magneti-
zation for crystal B was measured on a bunch of randomly
oriented crystals [35]. The data of the polycrystalline sample
is taken from Fef. [21].
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FIG. 6: Temperature dependence of the NMR spectra for
crystal A at 1 T in B ⊥ ab plane.
B. Phase boundaries in the magnetic field
perpendicular to the ab plane
The NMR measurements on the polycrystalline sample
revealed the three distinct magnetic phases I (B < 4.5
T), II (4.5 < B < 26 T), and III (26 T < B ) [20, 25].
The high-field NMR and magnetization measurements on
crystal A indicated two phases remarkably different from
those in the polycrystalline sample; one is the plateau (P)
state above 28 T and the other is phase N at 23-26 T [32].
P state and phase N are discussed in the main text. In
this section, we investigate the phase boundaries in the
lower field region, where the difference between crystal A
and the polycrystalline sample is not significant.
Figure 6 shows the temperature dependence of the
NMR spectra for crystal A at 1 T in B ⊥ ab plane.
At 4.2 K, in the paramagnetic region, sharp peaks due
to the quadrupole splitting are observed. The line width
increases with decreasing T and the distribution of Bint
masks the quadrupole splitting below 1.2 K. The spectra
become independent of T below 0.8 K. These results in-
dicate an antiferromagnetic transition near 1 K, which is
consistent with the results of the polycrystalline sample
[23]. The center of gravity shifts to higher values of Bint
below 1 K. This shift can be explained by internal fields
perpendicular to the external magnetic field.
The heat capacity measurements on single crystals in-
dicate two peaks at 0.8 and 1.2 K [30]. Although the
two-step transition is not clear in the temperature depen-
dence of the NMR spectra, two anomalies are observed in
the temperature dependence of 1/T1. Figure 7 shows the
temperature dependences of 1/T1 for the three samples
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FIG. 7: Temperature dependences of 1/T1 for the three sam-
ples at 1 T. For crystal A and B, the magnetic field was ap-
plied perpendicular to the ab plane. The data of the poly-
crystalline sample is taken from Ref. [23]. The inset shows
the temperature dependences of the stretch exponent β We
used the single exponential function to determine 1/T1 above
1.3 K.
at 1 T. The inset shows the temperature dependences
of the stretch exponent β, which provides a measure of
the inhomogeneous distribution of 1/T1. Above 1.2 K,
the recovery curve can be fit to the single exponential
function. The temperature dependences of 1/T1 for the
three samples are almost same as shown in Fig. 7. The
arrows indicate 0.8 and 1.2 K, where the two peaks are
observed in the heat capacity. 1/T1 for crystal B clearly
shows a sharp peak at 0.8 K and a small shoulder at 1.2
K. The critical divergence at 0.8 K is consistent with the
existence of the transverse ordered moments indicated by
the shift of the center of gravity. The divergence behav-
ior is in marked contrast to the behavior at 9 T shown
in Fig. 3 of the main text.
Because the recovery curve for crystal A showed un-
usual oscillating behavior in the temperature range of
0.5-0.8 K, the value of 1/T1 could not be determined in
this range. At 0.5-0.8 K, 1/T1 and 1/T2 are expected to
be very large, so that the nuclear magnetization was not
sufficiently saturated by the comb pulse. In addition,
heating effect should be significant due to short delay
times for such large 1/T1. The insufficiency of the satu-
rating comb pulse and heating effect might result in the
unusual behavior of the recovery curve.
Figure 8 shows the field dependence of the NMR spec-
tra for crystal A at 0.3 K in B ⊥ ab plane. A single broad
peak is observed below 4.4 T, while a double-horn-type
line shape is observed above 4.7 T. The transition field
from phase I to II is estimated to be 4.5 ± 0.2 T, consis-
tent with the field of 4.5 ± 0.5 T determined in the poly-
crystalline sample [23]. Even in crystal A, the transition
shows a small width. Such width is usually attributed to
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FIG. 8: Field dependence of the NMR spectra for crystal A
at 0.3 K in B ⊥ ab plane.
the coexistence region. However, the spectra near 4.5 T
could not be reproduced simply by a sum of the spectra
in phase I and II.
The phase boundaries between phase II and the para-
magnetic phase are not clear in the temperature depen-
dence of 1/T1 as shown in Fig. 3 of the main text.
Therefore, we determined the boundaries from the tem-
perature dependence of the line width. Because the
quadrupole satellite lines are broadened by powder av-
eraging, the temperature dependence of the center line
can be used to determine the transition temperature in
polycrystalline samples [23, 25]. Unfortunately, it is diffi-
cult to obtain the temperature dependence of the center
line in single crystal measurements, because the center
and quadrupole satellite lines overlap each other. There-
fore, we used the temperature dependence of the second
moment M2 obtained by
M2 =
∫
(Bint −M1)
2I(Bint)dBint, (1)
where M1 =
∫
BintI(Bint)dBint is the center of grav-
ity and I(Bint) is the NMR spectrum normalized as∫
I(Bint)dBint = 1. Figure 9 shows the temperature de-
pendence of (M2)
1/2 for crystal A at various magnetic
fields in B ⊥ ab plane. We can see that (M2)
1/2 increase
with decreasing temperature, although the transition is
not sharp compared with the results of the center line for
the polycrystalline sample [23, 25]. We determined the
transition temperature by the cross point of the two lin-
ear lines fit to the data in the paramagnetic and ordered
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FIG. 9: Temperature dependence of (M2)
1/2 for crystal A at
various magnetic fields in B ⊥ ab plane.
phases, respectively. For example, the two lines for the
data at 12 T are shown in Fig. 9.
C. Sample dependence of the spectra in phase II
The NMR results in phase II slightly depend on the
sample quality. Figure 10 shows the τ dependences of
the NMR spectra for the three samples. As shown in
Fig. 10(a), 1/T2 is very large in phase II for crystal A,
indicating that slow spin fluctuations which strongly en-
hance 1/T2 [23] also exist in the SDW state. As shown in
Fig. 10(b), the same spectral shape is observed in crystal
B, while 1/T2 becomes much smaller. Although the ori-
gin of the fluctuations is unclear at present, imperfection
of crystals seems to suppress the fluctuations in the SDW
sate.
Figure 10(c) shows the τ dependence of the NMR spec-
tra for the polycrystalline sample [24]. The dotted line
is a powder pattern spectrum calculated by using the
anisotropy of the hyperfine coupling in the paramagnetic
phase, assuming that the width of the double-horn spec-
trum depends on this anisotropy in the paramagnetic
phase. This assumption is valid for the collinear SDW
order, where the ordered moments are always parallel
or antiparallel to the external field. The dotted line re-
produces the characteristic features of the spectra after
τ = 40 µs. In the polycrystalline sample, the fast and
slow decay components are observed and the former be-
comes negligible after τ = 40 µs [24]. Therefore, the
slow decay component corresponds to the SDW order.
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FIG. 10: τ dependences of the NMR spectra at 0.3 K and 6.0
T for (a) crystal A and (b) crystal B in B ⊥ ab plane, and (c)
the polycrystalline sample taken from Ref. [24].
The spin-echo decay rate for the slow decay component
in the polycrystalline sample is close to that for crys-
tal B. This fact is consistent with the expectation that
crystal B is medium quality. In the polycrystalline sam-
ple, the fast decay component that vanishes until τ = 40
µs has a Gaussian-like line shape [24]. This component
seems to be absent in the single crystals used in the NMR
measurements, which show only the SDW component as
shown in Figs. 10(a) and 10(b). The Gaussian-like line
shape indicates that the fast decay component originates
from imperfection of the polycrystalline sample and cor-
responds to the disorder component defined in section A.
We further discuss the role of the disorder component in
section F.
The calculated SDW spectrum in Fig. 10(c) is different
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FIG. 11: Temperature dependence of the stretch exponent β
for the 1/T1 data shown in Fig. 3 of the main text.
from the SDW spectrum discussed in Ref. [25]. In the
former case the ordered moments are always parallel or
antiparallel to the external field, while in the latter case
the ordered moments are fixed to a crystalline axis.
D. Stretch exponent β
Figure 11 shows the temperature dependence of the
stretch exponent β for the 1/T1 data shown in Fig. 3
of the main text. At 9 T, the recovery curve can be fit
to the single exponential function above 2 K, while 1/T1
shows a distribution below 2 K. The temperature depen-
dences of β at 18.6-24.1 T are quite similar to that at 9
T, indicating an appearance of internal fields below 2 K.
These are consistent with the temperature dependences
of the line widths shown in Fig. 9. Above 28 T, 1/T1
shows a distribution even at 4.2 K in the paramagnetic
state. In general, effect of crystalline defects on 1/T1
becomes significant in a gaped state. Then, the strong
external field might induce inhomogeneous Bint near de-
fects, which could provide inhomogeneity of 1/T1.
E. Two components in 1/T1 at the plateau region
in crystal A
The two components in crystal A can be clearly seen in
the spin-echo decay curve at 28 T below 1.5 K as shown
in Fig 4(a) in the main text. The two components can
also be seen in the recovery curve for the 1/T1 measure-
ments above 28 T. Figure 12 shows the recovery curve
for crystal A at τ = 10 µs and 1.5 K at 28 T in B ⊥ ab
plane. We can see the two components; the intensity
of one component is recovered within 10−3 s, while the
intensity of the other component is recovered near 10 s.
The values of 1/T1 in Fig. 3 of the main text are obtained
by fitting the slow decay component to the stretch expo-
nential function as shown by the solid line in Fig. 12. It is
noted that in general spin diffusion effects might provide
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FIG. 12: Recovery curve (points) and the fit (line) for the T1
measurement in crystal A at τ = 10 µs and 1.5 K at 28 T in
B ⊥ ab plane.
a fast relaxation component. However, the observed two
components should correspond to the two distinct envi-
ronments of internal fields, because they are affected by
different Bint as shown in Fig. 4(b) of the main text.
F. Possible role of the two layers in the
polycrystalline sample
In phase II for the polycrystalline sample, Bint of the
disorder component has a Gaussian-like distribution [24],
while the other component is consistent with the SDW
order as discussed in section C. The disorder component
persisted even in phase III for the polycrystalline sam-
ple, resulting in the sample dependence of the magneti-
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FIG. 13: Schematic structure of (a) phase II and P state
for crystal A and (b) phase II and III for the polycrystalline
sample. SDW, Plateau, and Disorder indicate the spin states
with large (red) or small (blue) 1/T2.
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zation curves as discussed in section A. A previous study
argued that a heterogeneous spin state consisting of two
spatially alternating Cu spin systems in the kagome layer
is realized [24]. There are two experimental results which
support a heterogeneous spin state in the polycrystalline
sample. One is the same number of the V sites for the two
components, which indicates a microscopic superstruc-
ture. The other is the similar temperature dependences
of 1/T2 for the two components, which excludes a possi-
bility of a macroscopic phase separation. In the previous
study [24], a magnetic superstructure within the kagome
layer was proposed, because there is a unique kagome
layer in the C2/m structure. The interplane interaction
is expected to be weak, which is unlikely to cause a sym-
metry breaking on the equivalent layers. However, the
single crystal X-ray studies revealed the P21/a structure
below 155 K, in which there are two inequivalent kagome
layers. The crystallographic difference between the two
layers is likely to stabilize different spin states in the two
layers at low temperatures.
Let us further examine the two layer scenario by us-
ing Figs. 13 (a) and (b). In phase II for crystal A,
only one component with the large 1/T2 is observed as
shown in Fig. 10(a). This result indicates that a uniform
SDW order is realized in phase II for crystal A as shown
in Fig 13(a), in spite of the crystallographic difference
between the two layers. In P state for crystal A, the
two components with the different 1/T2 are observed as
shown in Fig. 4 in the main text. As discussed in the
main text, the large difference of 1/T2 can be attributed
to the difference of the critical fields.
A likely origin of imperfection in crystal B and the
polycrystalline sample is disorder of the crystal water
molecules between the kagome layers or imperfection of
the structural transitions. In phase II for crystal B, 1/T2
is much smaller compared with that for crystal A as
shown in Fig. 10(b). This result may be attributed to
a disorder effect on the interlayer coherence. In phase II
for the polycrystalline sample, such an effect might sta-
bilize different spin states as shown in the upper panel
of Fig. 13(b). Assuming that only the SDW component
reaches the 1/3 plateau in phase III as shown in the lower
panel of Fig. 13(b), the magnetization step at 25 T can
be explained. The step at 46 T might be attributed to
the increase of M of the disordered layer toward the 1/3
plateau, although M for the polycrystalline sample ex-
ceeds the 1/3 of the saturated magnetization above 52
T.
