Abstract: IEEE 802.16 is a standardisation for a broadband wireless access in metropolitan area networks (MAN). Since the IEEE 802.16 standard defines the concrete quality of service (QoS) requirement, a scheduling scheme is necessary to achieve the QoS requirement. Many scheduling schemes are proposed with the purpose of throughput optimisation and fairness enhancement, however, few scheduling schemes support the delay requirement. In this study, the authors propose a new scheduling scheme reflecting the delay requirement. Specifically, the authors add the delay requirement term in the proportional fair scheduling scheme and the scheduling parameters are optimised with respect to the QoS requirement. Therefore the QoS requirement is achieved without the excessive resource consumption.
Introduction
IEEE 802.16 [1] is a very promising system enabling broadband wireless access (BWA). IEEE 802.16 standard also known as worldwide interoperability for microwave access (WiMAX) defines two modes to share wireless medium: point-to-multipoint (PMP) mode and mesh mode. In the PMP mode, a base station (BS) serves several subscriber stations (SSs) registered to the BS. In IEEE 802.16, data are transmitted on the fixed frame based. The frame is partitioned into the downlink subframe and the uplink subframe. Frame duration and the ratio between the downlink subframe and the uplink subframe are determined by the BS. In the PMP mode, the BS allocates bandwidth for uplink and downlink. The BS selects connections to be served on each frame duration. IEEE 802.16 defines four classes of scheduling type such as unsolicited grant service (UGS), real-time polling service (rtPS), non-real-time polling service (nrtPS) and best effort (BE) service. Each service class has the requirement to be met to serve the applications that belong to this category. The UGS is designed to serve the applications having the stringent delay requirement, like voice over IP (VoIP). The rtPS is designed for the applications having the less stringent delay requirement, like video or audio streaming service. The nrtPS does not have the delay requirement, however, it has the minimum reserved rate requirement. To satisfy these QoS requirements, we need the well-designed scheduling scheme. However, IEEE 802.16 specification does not describe the scheduling scheme, and it leaves the implementation of a scheduling scheme to device manufacturers' decision. The scheduling scheme plays an important role in the quality of service (QoS) provision. Hence, many scheduling schemes have been proposed. An overview of scheduling schemes in wireless networks is presented in [2] . There are many papers suggesting scheduling schemes [3] [4] [5] [6] to reflect the QoS requirement. The proportional fair scheduling has been introduced in [3] . The concept of the proportional fair scheduling is widely accepted in scheduling design. In this paper, we propose a new scheduling scheme which is based on the proportional fairness concept to satisfy the QoS requirement. Specifically,
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we adapt the scheduling parameters depending on the number of connections in the network.
2 System overview IEEE 802.16 defines two types of operating modes: PMP mode and mesh mode. In the PMP mode SSs are geographically scattered around the BS. The performance of IEEE 802.16 in the PMP mode is verified in [7] . Our system model is based on a time-division-duplex (TDD) mode. The frame of IEEE 802.16 is divided into the downlink subframe and the uplink subframe. The downlink subframe starts with preamble followed by frame control header (FCH), downlink map (DL-MAP), uplink map (UL-MAP) messages and downlink burst data. The IEEE 802.16 frame structure is illustrated in Fig. 1 . The DL-MAP message defines the start time, location, size and encoding type of the downlink burst data which will be transmitted to the SSs. Since the BS broadcasts the DL-MAP message, every SS located within the service area decodes the DL-MAP message and searches the DL-MAP information elements (IEs) indicating the data burst directed to that SS in the downlink subframe.
After the transmit/receive transition gap (TTG), the uplink subframe follows the downlink subframe. IEEE 802.16 provides many advanced features like adaptive modulation coding (AMC), frame fragmentation and frame packing. In this paper, we focus on the downlink scheduling scheme.
Proposed scheduling scheme
In this section, we design a multiuser scheduler at the medium access control (MAC) layer. We take the delay requirement into account in our scheduler design. We do not consider the AMC, packet fragmentation and packet packing. In case of the UGS traffic, the required bandwidth is reserved in advance. Hence, we consider rtPS, nrtPS and BE connections in our design.
Proportional fair scheduling
The proportional fair scheduling [3] has shown an impressive guideline in scheduler design because it maximises the total sum of each SS's utility. In the proportional fair scheduling, the metric for each connection is defined as follows
where DRC i is the rate requested by the SS i and R i is the average rate received by the SS i over a window of the appropriate size T c [3] . The average rate R i is updated as
where T c is the window size to be used in the moving average. The proportional fair scheduler selects the connection that has the highest metric value.
Proposed scheduling scheme
In the proportional fair scheduling, the strict fairness is guaranteed, however the QoS requirement is not reflected. Thus, we introduce a new scheduling scheme that satisfies the delay requirement. The metric value of the rtPS connections with the delay requirement should be increased sharply as the queuing delay increases because the scheduler selects the connection with the highest metric value. Moreover, the rtPS connections and nrtPS connections have relatively higher metric value compared with BE connections because BE connections are in the lowest priority. Considering these requirements, we propose a new scheduling scheme based on the following metrics for rtPS, nrtPS and BE connections
The parameter d is the queuing delay and C means the intensity of the delay requirement in the rtPS connection. The parameter d min is the minimum delay that triggers the service differentiation between the rtPS connection and nrtPS connection, and q i means the queue length of the connection i. Note that R rt , R nrt and R BE are the longterm-rate equivalent to the average rate R in the proportional fair scheduling. Hence, R rt , R nrt , and R BE are 
where T c is the window size to be used in the moving average and r is the current transmission rate requested by the SS. The long-term rate is the average sum of the previously scheduled transmission rates during the time window T c , where the high T c value means that the long-term rate changes slowly because the average is taken over many previous transmission rates. The long-term rate of a connection decreases exponentially before the connection is scheduled, and it increases when the connection is scheduled. We do not consider the AMC, so r is a constant. On every frame, the scheduler selects the connection that has the highest metric value. Owing to the delay requirement term in the rtPS metric, rtPS connections are served more frequently than other connections when the queuing delay increases. To increase the metric of rtPS connection fast enough when the queuing delay increases, the arc-tangent function is introduced. To avoid the heavy notational usage, we drop the subscript whenever there is no confusion. Otherwise, it will be specifically shown.
Performance analysis and parameter searching
In this analysis, we assume that one of the rtPS and nrtPS connections is scheduled on every scheduling instance. Since the BE connections have the lower priority, we ignore the BE connection in this analysis. We define the scheduling ratio x as the average number of scheduling times for rtPS connection per one nrtPS scheduling. If rtPS and nrtPS connections are scheduled equally, the scheduling ratio x becomes 1, and if rtPS connection is scheduled more frequently than nrtPS connection, the scheduling ratio x becomes bigger than 1. Then the average scheduling interval in the rtPS connection is (1 þ x=x) frames because, on the average, one nrtPS is scheduled while x rtPS connections are scheduled and the average scheduling interval in nrtPS connection is (1 þ x) frames. At the steady state, the average long-term rates of rtPS and nrtPS connections at the scheduling instance are as follows:
, at the steady state, we obtain
Analogously, since R nrt ¼ R nrt (1 À (1=T c )) 1þx þ (r=T c ) at the steady state, we obtain
We consider the same assumption as in [6] that the average metric value for each connection at the scheduling instance becomes similar to each other. Then, we show the following
From (7) and (8), we rewrite (9) as
Hence, from (10), we show
Assume that there are N rtPS connections and each connection has Poisson arrival traffic with traffic rate l i , 1 i N . Because of the superposition property of Poisson traffic, the total rtPS traffic is also Poisson arrival traffic with traffic rate L.
The scheduler selects the connections to be served on each frame interval. We assume that, in a viewpoint of rtPS connections, the probability to be selected in the frame interval is independent and identically distributed. Then, we denote this probability as 1 À p. The number of scheduling times of rtPS connections between two scheduled nrtPS connections has a geometric distribution. Then, we can derive the expectation which is the scheduling ratio x
Based on the same assumption, the number of scheduling times of nrtPS connections between two scheduled rtPS connections also has a geometric distribution. Let B be the scheduling 
The input traffic is a Poisson arrival with rate L, then we can see this scheduler as an M/G/1 queuing system. The expected queuing delay D is given from the Pollaczek-Khinchin formula and the Little's formula, that is
The delay of each rtPS connection is approximately N times larger than that of the total rtPS connections because each connection has the same parameter
We have two unknowns d and x with two equations (11) and (18). From (11) and (18), we can find the solution set (d, x) pair for a given parameter C. As the parameter C increases, the delay d becomes smaller. Let the delay requirement be d req , then we selects the smallest parameter C, which satisfies d d req . Unnecessarily large C means that the rtPS connections are consuming unnecessarily large resource even though the delay requirement is satisfied. The delay against the scheduling ratio x is depicted in Figs. 2-4 . In these figures, (11) and (18) are plotted according to the scheduling ration x. The cross point of these two graphs stands for the solution set (d , x). When the delay requirement is d req ¼ 30 ms, the optimal value for C is 0.001 as shown in Fig. 4 . Once the parameter C is determined, the expected delay d and the expected scheduling ratio x is derived. Therefore we use the derived scheduling ratio x in our admission control policy. Note that x=x þ 1 of total bandwidth is assigned to the rtPS connections. Thus, when L . (x=x þ 1) Á BW, the new connection request should be rejected. On the contrary, when L , (x=x þ 1)BW, the new connection request is accepted. The admission control scheme using this scheduler is illustrated in Fig. 5 , where d and D are appropriately chosen the delay margin and step size for the parameter C. By changing the traffic load, we solve (11) and (18) numerically, and find the minimum parameter C satisfying d d req . We increase the value C when the d is bigger than d req . We decrease the value C when the d is smaller than d req . Through this numerical computation, we can make a lookup table consisting of the traffic load and the parameter C. As the traffic is changed, we can find the parameter C in an adaptive manner using this lookup table. 
Simulation results
We perform simulations using the ns-2 Network Simulator [8] and we add the proposed scheduler code. In the PMP mode, several SSs are located around the BS. Fixed frame size and fixed modulation are used, and the packet fragmentation is not considered. The simulation information is summarised in Table 1 . We place 10 SSs around the BS. Five SSs have rtPS connections in downlink, and the other five SSs have nrtPS connections in downlink. We increase the traffic from 100 to 400 kbps and the parameter C ¼ 0.01 is used. The throughput and the delay graph are depicted in Figs. 6 and 7. Since the fixed parameter C ¼ 0.01 is used, the delay requirement cannot be met when the traffic load becomes heavier. By increasing the parameter C, we can satisfy the delay requirement under the heavy traffic load condition. In Figs. 8 and 9 , the increased parameter C is applied, therefore the delay of rtPS connections is relatively low. Changing the www.ietdl.org parameter C in an adaptive manner, we can share the system bandwidth effectively. In Fig. 10 , the parameter C changes from 0.005 to 5 according to the traffic load. The lookup table for the parameter C against traffic load is given in Table 2 . In other simulation, we increase the number of rtPS www.ietdl.org connection and the nrtPS connection equally from 1 to 5 with the fixed traffic load of 300 kbps. The average delay of the rtPS connections and the nrtPS connections according to the increasing number of stations is depicted in Fig. 11 . The proposed scheduling scheme is compared with the earliest deadline first scheme [9] and the round robin scheme [10] in Figs. 12 and 13. As the traffic load increases, the service differentiation between the rtPS connection and the nrtPS connection is enhanced in the proposed scheduling scheme.
Conclusion
In this paper, we propose a new scheduling scheme in IEEE 802.16 networks. We design the new scheduler focusing on satisfying the delay requirement. We added the delay requirement term in the proportional fair scheduling scheme to support the QoS requirement. The main contribution of this paper is that we propose a systematic method in finding the optimal operation parameter as shown in Fig. 5 . As the parameter C increases, the rtPS connections are scheduled more frequently. Consequently, the nrtPS connections have less chance of being scheduled. Through the procedure shown in Fig. 5 . we can find the appropriate parameter C according to the traffic condition of the networks. Moreover, through the scheduling ratio estimation, we can also implement the admission control. Therefore we set the optimal parameter in a given operating environment. By fine tuning of the operating parameter, we can satisfy the delay requirement without excessive sacrifice in the nrtPS connection performance. Through simulations, we have shown that the proposed scheduling scheme guarantees the QoS as shown in Fig. 11. 6 References
