For every xed-point expression e of alternation-depth r, we construct a new xed-point expression e 0 of alternation-depth 2 and size O(r jej). Expression e 0 is equivalent to e whenever operators are distributive and the underlying complete lattice has a co-continuous least upper bound. We show that our transformation is optimal not only w.r.t. alternationdepth but also w.r.t. the increase in size of the resulting expression.
Introduction
Fixed-Point calculus is a logical formalism based on explicit notation for inductive and coinductive de nitions. It is recognized as a useful framework especially for reasoning about temporal properties of nite state systems. The role of alternation of least ( ) and greatest ( ) xed-point operators as a source of a sharp expressive power for the xed-point calculus has been recognized in the early 1980's 17, 9, 8] . In particular, D. Park in his studies on the semantics of parallelism 17] observed that the fair merge of two in nite sequences can be adequately characterized only using both extremal xed-point operators. It was shown somewhat later that the alternation of and gives rise to a strict hierarchy of properties of in nite trees, corresponding to some hierarchy of Rabin automata 13, 15] . The strongest result in this direction is the in nity of the alternation hierarchy in Kozen's propositional modal -calculus, which has been only recently established independently by J. Brad eld 5] and G. Lenzi 11] . A new and very elegant proof has been found by Arnold 2] . These facts can be contrasted with the early result by Park 18] stating that the hierarchy collapses to the level in the algebra of !-languages with the basic operations consisting of pre xing by a single letter, and binary set union 1 . In this framework the xed-point de nable !-languages are precisely !-regular languages, and collapsing of the hierarchy to the level follows from the structure of acceptance condition of B uchi automata. The result was subsequently generalized in the second author's doctoral dissertation 14] to what is called there monadic Kleene algebras; it was however never published elsewhere.
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1
In recent years, an interest is coming back in xed-point calculi weaker than the original Kozen's modal -calculus. This is because of the model checking problem. The general question whether a given nite state transition system satis es or not a -calculus formula, appears to be computationally hard 2 . Therefore, it would be of interest to separate a (su ciently comprehensive) sub-calculus enjoying better complexity. One such successful case is a sub-logic L 2 proposed by Emerson, Jutla and Sistla 7] , and proven to be strong enough to subsume, and in fact to be equivalent to, the program logic ECTL*. Now, an observation can be made that the logic L 2 admits a collapsing property exactly as the aforementioned calculus of Park, and in fact for the same reason: the structure of B uchi automata. This implies that model-checkers for L 2 -formulas can be constructed according to (at least) three strategies. The rst one simply applies methods for general -calculus model-checking. The disadvantage is that e ciency problems may arise due to arbitrary nesting of xed-points. A second alternative, as proposed by Bhat and Cleaveland 4] , tries to improve upon this by exploiting special properties of L 2 -formulas. The complication still is that potentially arbitrarily nested xed-points have to be dealt with. The third strategy, therefore, relies on the collapsing property. It rst eliminates deep nesting of alternating xed-points by transforming the formula into an equivalent one of small alternation-depth (namely, 2). To the resulting formula either a specialized algorithm is applied or ordinary xed-point iteration. The e ciency of this third approach, however, crucially depends on how small the extra overhead through transformation of the formula can be made. In this context, we believe it worthy to understand the early result by Park in its full generality, and also to clarify its complexity aspect, i.e. the complexity of reduction of a xed-point expression to the level. To our best knowledge, the last question has not yet been considered in literature. To attack this question, we rst give a general algebraic condition su cient for the hierarchy of xed-point expressions to collapse to the -level. It requires of all the basic operations (over a complete lattice) to be distributive, and of the binary least upper bound \t", additionally, to commute with the greatest lower bound of downward directed sets. (This generalization slightly improves the aforementioned one of 16].) Next, we show that a xed-point expression e of the alternation-depth r can be transformed uniformly over the structures of the aforementioned property to an expression of alternation-depth 2 (in fact, ) and size O(r jej). We nally prove that this estimation of the size of the resulting expression is optimal not only w.r.t. alternation-depth but also w.r.t. the increase in size of the resulting expression. g +1 = g g , f +1 = f f ; and for a limit ordinal, g = u 0 < g 0 , f = u 0 < f 0 .
Then g = g and f = f for some ordinal , and it su ces to prove that, for every ordinal , g v f t g. Again, we proceed by trans nite induction. 
3 Fixed-Point Expressions
Let us now study in detail the impact of identity (2) of theorem 2.2 on xed-point expressions in the spirit of example 2.3. We x a countably in nite set of variables X, a set of constant symbols C, and a set of unary function symbols F (C and F are not necessarily nite).
A xed-point expression e is given by the following grammar: e ::= c j x j f e j x:e j x:e j e 1 In fact, it is this proposition which allows us to call e itself distributive and thus justi es the title of our paper. For closed xed-point expression e, we need to determine the maximal depth of nesting of greatest and least xed-points. Let e 0 be a non-closed subexpression e 0 of e. Then the hook of e 0 is the smallest superexpression e 00 of e 0 with the property that some variable that occurs free in e 0 is bound in e 00 . (Clearly, the hook of e 0 must start with a xed-point operator.) Given this de nition, the level of each subexpression of e is determined by the following topdown traversal of e. Every closed subexpression e 0 receives level 1. Now assume e 0 is not closed but all proper superexpressions of e 0 have already received levels. Thus especially, the hook e 00 of e 0 has received some level, say r. Then More speci cally, an expression has the alternation-depth n here i it is in the class Comp ( n n ) considered there.) We illustrate this de nition by the following example.
Example 4.1 Let e x: y:f y t ( z:g z t x) Since e is closed, e receives level 1. e serves as the hook for its subexpression e 1 y:f y t ( z:g z t x). Since e and e 1 are of di erent type (e is a least-xed-point expression whereas e 1 is a greatest-xed-point expression), e 1 receives level 2. e also serves as hook for subexpression e 2 z:g z t x. Since e and e 2 are of the same type (both are least-xed-point expressions), e 2 receives the same level as e, namely 1. Overall, we nd that the whole expression is of alternation-depth 2.
2
The level numbers of subexpressions can be used to group several xed-point iterations into one joint iteration. In the following we will always assume that all bound variables have distinct names which are also distinct from the names of all free variables. The next proposition is a useful special instance of the Bekic-Park principle 17, 16]. Proposition 4.2 Assume e is a closed xed-point expression, and e x 1 :e 1 is a xed-point subexpression of e at level r ( 2 f ; g) where Y is the set of free variables of e. Let We now arrive at our main theorem of this section.
Theorem 4.3 For every xed-point expression e, an expressionẽ can be constructed such that the following holds. One possibility to generalize this idea to a transformation for arbitrary distributive xed-point expressions is through vectorial xed-points. Applying prop. 3.1, we can bring every distributive xed-point expression into form e { provided we allow functions f j to operate on a suitable power of the base distributive lattice D. Then we may apply the construction above which increases the dimension of involved vectors at most by a factor of r + 1. Finally, we may transform the result back into an ordinary expression. In general however, the latter transformation may cause an exponential blow-up in expression size. Therefore, we prefer to present another, direct transformation which works for arbitrary distributive expressions.
We need some terminology. Greatest-xed-point expression e x:e 1 is called simple if e is closed; e 1 does not contain closed subexpressions;
all greatest-xed-point subexpressions have level 1. By de nition, simple expressions are of alternation-depth at most 2. Simple subexpressions can be seen as a (slight) generalization of the greatest xed-point expressions z j above. Thus, expression x:f x t ( y:g y t x) is simple whereas expression x:f x t ( y:g y) is not, since subexpression y:g y is closed. Assume we are given an arbitrary expression e. W.l.o.g. we assume that all xed-point subexpressions are non-trivial, i.e., xed-point variables occur in the respective bodies at least once. Our key idea is to proceed by removing as many greatest xed-points simultaneously as possible.
An expression e is called r-clean if it is obtained from an expression without -variables at levels r by replacing some constant symbols with simple expressions. Since simple expressions are closed, we conclude that closed expressions which are 1-clean are of alternation-depth at most 2 as well. Therefore, we aim at a construction which takes an (r + 1)-clean expression e and constructs an equivalent r-clean expression. This construction will be made up of a sequence of local improvement steps.
So, let us assume e is (r + 1)-clean. Consider a greatest-xed-point subexpression e = x 1 :e 0 1 in e of level r. In order to serve as a candidate for local improvement, e should be \maximal" in the sense that e should comprise as many greatest xpoint variables as possible. On the other hand e also should be \minimal" in the sense that e itself should not contain candidates for improvement.
Formally, we grasp these two ideas as follows. Note that the new levels of subexpressions of e 2 are always determined relative to the transformed expressionẽ, i.e., the context of e in e. We only prove assertion 4. Assume e 00 i is obtained from e 0 i by replacing occurrences of greatestxed-point expressions x j :e 0 j ; j 6 = i, with x j , respectively. Since all free variables of e 0 i are contained in X Y, the same holds true also for the x i :e 00 i . For 
Applying the given local improvement successively to candidates at level r, we obtain a r-clean expression equivalent to e.
We are now going to estimate the size of the resulting expression. For that and in the following, we feel free to view expressions as (ordered nite) unary-binary trees where the leaves are labeled with variables or constants, unary nodes are labeled with x; x (x a variable) or f 2 whereas binary nodes are labeled with t. Then the size jej of e is given by the total number of nodes of e. Moreover, we de ne the basic size jej b of e as the number of the non-binary nodes of e. Clearly, jej b jej 2 jej b for all expressions e. Therefore, it su ces to compute an upper bound for the basic size of the resulting expression. The basic size of expression e is now split into jej b = jej r + jej s where jej s is the sum of the basic sizes of all simple subexpressions of e, and jej r is just the rest. Let us call jej r the reduced basic size of e. Observe that each local improvement step adds a new simple subexpression but leaves the reduced basic size invariant. Therefore, it su ces to prove that the basic sizes of all new simple subexpressions created by the transformation starting from the initial expression e sum up to at most r j ej b .
Creating new simple expressions is done by copying certain parts of the current candidate.
Therefore, instead of measuring their sizes directly, we as well may count for every node in e of arity 0 or 1 how often it is possibly copied into a new simple expression. We claim: 10
Claim: If node a has level r then a gives rise to at most r nodes in simple subexpressions of the result.
For a proof of this claim, consider candidate e at level r 1 inside expression e which, in one improvement step, is replaced by e 1 te 2 according to our de nition above. Let us rst consider the case r = 1. By construction, node a in e gives rise to a node in simple expression e 1 i a is not contained in a proper closed subexpression of e. Thus, a has level 1 or 2 (w.r.t. e).
Let us consider what happens to a in the residual expression e 2 after the improvement step. According to assertion 2 above, a receives level 1 and either is the root of a closed least xedpoint expression or has a hook which is a least xed-point expression of level 1. Therefore, the residual of a in e 2 will never be copied into a simple expression again. Now assume r > 1. By construction, node a in e gives rise to a node in simple expression e 1 i a is not contained in a subexpression of level < r. Therefore, a has level r or r + 1 (w.r.t.
e). After application of the improvement step, a has level at most r ? 1 (see assertion 3).
Therefore, the level of (the residual of) a in subexpression e 2 through the improvement step has been decreased at least by 1.
We conclude that any node gives rise to at most r nodes of simple expressions created by our transformation. 
Optimality
In terminology of 16] theorem 4.3 implies that the alternation-depth hierarchy of xed-point expressions collapses for lattices D with co-continuous \t" and distributive operators not only at alternation-depth 2 but, more precisely, at the class . One may wonder whether this result could be even further improved upon, e.g., whether or not class might be su cient as well.
Formally, expression e is in class i all -variables are at level 1. For such expressions, however, the transformation of theorem 4.3 reveals the following.Fact 5.1 Every xed-point expression e in is equivalent to an expression e 0 with the following properties:
1. e 0 is alternation-free; 2. je 0 j = O(jej). 2
The original proof used a topological argument. Consider the Cantor topology on f1; 2g ! (c.f. 20]). Then it can be easily shown that any language de nable by an alternation{free expression (in fact, even by expression) is in the class F (countable unions of closed sets), while the set (f1g f2g) ! of example 5.3 is not (precisely, it is in G ? F ).
Another argument can be given on the basis of the following fact, which is not hard to prove, and also can be inferred from a more general characterization of the alternation{free {calculus in terms of weak alternating automata of Muller, Saoudi, and Schupp ( 12], 3]). 12
Fact 5.5 For L ! the following statements are equivalent: 1. L = e] ] ; for some closed alternation-free xed-point expression e over D .
2. L can be accepted by a non-deterministic nite B uchi automaton where each strong component either consists of accepting states or of non-accepting states.
2
It is easy to show that the language (f1g f2g) ! cannot be recognized by any automaton satisfying the condition 2 of fact 5.5.
A generalization of the expression in example 5.3 provides us with a witness to show that the size of the -level expression stated in theorem 4.3 is optimal (up to a constant factor).
Let r = f0; 1; 2; : : : ; rg, where r = 2k. Let L r;0 ( r nf0g) ! be the set of in nite words u such that lim sup j!1 u(j) is even, in other words, the highest number occurring in nitely often in u is even. (Here and further we identify an in nite word u with the sequence of its letters u(0); u(1); : : : .) Finally, let L r;n denote the language of in nite words obtained from L r;0 by inserting 0 n before every letter s > 0. It is well known that L r;n can be de ned by a xed-point expression e r;n x r : x r?1 : : : : x 2 : x 1 :0 n (1 x 1 t : : : t r x r ) (see, e.g., 16], Section 5). Note that the above expression has alternation-depth r and size O(n+r). Hence theorem 4.3 gives us an equivalent expression of size O(r (n + r)). We will argue that this size is indeed required. Please note that this is slightly more than just to say that the estimation in theorem 4.3, given in terms of two parameters r and jej, is exact. The example shows that the size factor jej matters also for xed r { and vice versa.
Theorem 5.6 Every xed-point expression for L r;n of class has size (r (n + r)).
Proof. In order to prove the claim, we will use the correspondence between expressions and B uchi automata. A translation of expressions over D into B uchi automata was presented already by Park 17] . A construction described in 16] translates a xed-point expression e (with arbitrary nesting of and ) into a Rabin automaton with no more than jej states, and if e is of class , the result is a B uchi automaton. However, the number of states is not a convenient measure for us here, and neither would be the number of transitions. Instead, we introduce another simple concept.
Let A be a B uchi automaton with the set of states Q and the transition table given by relation Q Q. An arrow of A is any pair ( ; p) such that, for some q 2 Q, the triple (q; ; p) is a transition of A. It is plain to see that the construction of 16] translates a xed-point expression e into an automaton with no more than jej+j j arrows. The component j j is required because the resulting automaton may need a subprogram recognizing the set of all in nite words over which in xed-point expression is described by a short expression x:x. Clearly, one such subprogram su ces, and it costs arrows.
In our case, this means that any expression e de ning L r;n is equivalent to a B uchi automaton with no more than jej + r arrows. On the other hand, we will show that any nondeterministic B uchi automaton recognizing L r;n must have at least k (n + k+1
2 ) arrows, for r = 2k. From there, the postulated lower bound for jej will clearly follow.
Let A be a nondeterministic B uchi automaton recognizing L r;n . We may assume r 2. Our argument is based on two claims. r u (t + 1) = p while u(t) = 2 (we say that p occurs after reading 2). Next, by construction of v, we can nd positions i `<`+ 1 < j 3M, such that r v (i) = r v (j), v(`) = 2, and v(`+ 1) = 3. We claim that q = r v (`+ 1) must be di erent from p, and consequently the arrows (2; p) and (2; q) are di erent. The intuitive reason for this is that, in the state q, the automaton waits for 4, while in the state p it is satis ed with having seen 2. To prove the claim, suppose the contrary. We can nd positions t 1 < t 2 in the run r u such that r u (t 1 ) = r u (t 2 ) = p, and some accepting state occurs between t 1 and t 2 . Using the assumption that p = q, we can substitute to the position`+ 1 in the run r v , the segment cut out of r u by the positions t 1 and t 2 . Note that in the resulting run (and the corresponding in nite word), we have two positions (speci cally, i and j + (t 2 ? t 1 )) with the same state, and such that an accepting state occurs between these positions while the highest number in underlying word is 3. Then, we can pump this segment in nitely many times, and eventually obtain an accepting run of A on an in nite word with lim sup equal to 3, a contradiction. Note that the same argument would apply if, instead of selecting the positions i;`; j in the rst block of the run r v , (i.e. 3M), we would select them in any other block between m (3M + 1) and (m + 1) (3M + 1) ? 1. Now, by counting argument, we can nd a state q such that, for in nitely many positions`in the run r v , it happens that v(`) = 2, r v (`+ 1) = q, and there are two positions within the same block (123) M , say i`; j`, such that i` `<`+ 1 < j`, and r v (i`) = r v (j`). By remark above, we may conclude that q 6 = p. 14 and let r w be an accepting run on w. We claim that a state di erent from p and q must occur in the run r w after reading some occurrence of 2. Intuitively, in this third state the automaton waits for 6. To prove this claim, we can apply to w the trick previously applied to v. That is, we select positions i `<`+ 3 < j 5M, such that r w (i) = r w (j), w(`) = 2, and w(`+ 3) = 5. Now suppose that r w (`+ 1) is equal to p or to q. Then, by substituting at the position`a part of the run r u or r v , respectively, containing an accepting state, we will be able to construct accepting runs on words with lim sup equal to 5.
General case. Let A be a B uchi automaton recognizing L r;n , r = 2k, and let M be a constant greater than the number of states of A. Let i 2 f1; 2; : : : ; kg. Recall that according to the claim, we wish to nd k + 1 ? i di erent arrows of the form (2i; p). For j = i; i + 1; : : : ; k, let u j = ((0 n 10 n 2 : : : 0 n (2j ? 1)) M (2j)) ! and let r j be an accepting run of A on u j . Now, by counting argument, for each j = i; i+1; : : : ; k we can nd a state, say q j , such that, for in nitely many positions`in the run r j , we have u j (`) = 2i, r j (`+ 1) = q j , and moreover there exist two positions i`and j`, such that i` ` `+ n < j`, r j (i`) = r j (j`), and the highest digit occurring in the underlying nite segment of the word u j , that is, in the segment u j (i`)u j (i`+ 1) : : : u j (j`? 2)u j (j`? 1), is precisely 2j ? 1, whenever j > i, and it is (obviously) 2i = 2j, for j = i. (The requirement`+ n < j`will be used later on in the proof of Claim 2. At present we need only the inequality`< j`.) We claim that the states q i , q i+1 , . . . , q k are distinct, which will give us k+1?i di erent arrows (2i; q i ), (2i; q i+1 ), . . . (2i; q k ), as desired. Suppose to the contrary that there are some i < k such that q = q . Since q occurs in nitely often in r , we can nd two positions t 1 < t 2 such that r (t 1 ) = r (t 2 ) = q , and the segment r (t 1 )r (t 1 + 1) . . . r (t 2 ? 1)r (t 2 ) of r contains an occurrence of an accepting state of A. Let v be the underlying nite segment of the word u , i.e., v = u (t 1 )u (t 1 + 1) : : : u (t 2 ? 2)u (t 2 ? 1) Note that the highest digit that may occur in v is not greater than lim sup t!1 u = 2 < 2 ?1. Now, by the choice of q , we can nd positions i` `< j`in the run r , such that u (`) = 2i, r (`+ 1) = q , r (i`) = r (j`), and the highest digit occurring in the underlying segment of u that, although q 6 = q , the automaton may forget this di erence after m steps.) Indeed, since the block;1 q ;2 : : : q ;n repeats in nitely often in the run r starting from some positionì n P , we can nd two positions t 1 < t 2 in P at which this block occurs, such that moreover the segment r (t 1 + 1 + m) : : : r (t 2 + 1 + m) of the run r contains an occurrence of an accepting state.
Let v be the underlying nite segment of the word u , i.e., v = u (t 1 + 1 + m) : : : u (t 2 + m).
As before, we note that the highest digit occurring in v is not greater than lim sup t!1 u = 2 < 2 ? 1.
Now, by the choice of the block;1 q ;2 : : : q ;n , we can nd a position`in P at which this block occurs. That is, we have two positions i` `<`+ n < j`such that r (i`) = r (j`), and the highest digit in the underlying segment of u is 2 ?1. Note that the block;1 q ;2 : : : q ;n occurs in r between the positions`and j`; in particular we have`+ 1 + m j`. We will now use the fact that r (`+ 1 + m) = q ;m = q ;m in order to \fool" the automaton, similarly as in the proof of Claim 1. That is, we let Again, we have lim sup t!1 u 1 (t) = 2 ? 1, and so this word should not be accepted. On the other hand, whenever an automaton enters in v in the state q ;m = q ;m , it may leave this word in the same state passing by an accepting state. Therefore, by using a \cut and past" construction, we can obtain an accepting run on u 1 similarly as in the proof of Claim 1.
This remark completes the proof.
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Conclusion
We have presented a transformation on xed-point expressions which allows to reduce the alternation-depth to 2 in case all operators are distributive and binary \t" is co-continuous. More precisely, we have proved that under this proviso the alternation-depth hierarchy collapses at the level . We have also shown that our transformation is not only optimal w.r.t. the resulting alternation-depth, but it is also optimal (up to a constant factor) w.r.t. the size of the transformed expression.
