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Abstract. The elliptic quantum Knizhnik–Zamolodchikov–Bernard (qKZB) difference equations associ-
ated to the elliptic quantum group Eτ,η(sl2) is a system of difference equations with values in a tensor
product of representations of the quantum group and defined in terms of the elliptic R-matrices associated
with pairs of representations of the quantum group. In this paper we solve the qKZB equations in terms
of elliptic hypergeometric functions and decribe the monodromy properties of solutions. It turns out that
the monodromy transformations of solutions are described in terms of elliptic R-matrices associated with
pairs of representations of the ”dual” elliptic quantum group Ep,η(sl2), where p is the step of the difference
equations. Our description of the monodromy is analogous to the Kohno-Drinfeld description the mon-
odromy group of solutions of the KZ differential equations associated to a simple Lie algebra in terms of
the corresponding quantum group.
1. Introduction
In this paper we solve the system of elliptic quantum Knizhnik–Zamolodchikov–Bernard (qKZB)
difference equations associated with the elliptic quantum group Eτ,η(sl2) and describe the monodromy
properties of solutions.
The qKZB equations [F] are a quantum deformation of the KZB differential equations obeyed by
correlation functions of the Wess–Zumino–Witten model on tori. The qKZB equations have the form
Ψ(z1, . . . , zj + p, . . . , zn) = Kj(z1, . . . , zn; τ, η, p)Ψ(z1, . . . , zn).
The unknown function Ψ takes values in a space of vector valued functions of a complex variable λ, and
the Kj are difference operators in λ. The parameters of this system of equations are τ (the period of
the elliptic curve), η (“Planck’s constant”), p (the step) and n “highest weights” Λ1, . . . ,Λn ∈ C. The
operators Kj are expressed in terms of R-matrices of the elliptic quantum group Eτ,η(sl2).
In the trigonometric limit τ → i∞, the qKZB equations reduce to the trigonometric qKZ equations
[FR] obeyed by correlation functions of statistical models and form factors of integrable quantum field
theories in 1+1 dimensions [JM, S].
The KZB equations can be obtained in the semiclassical limit: η → 0, p→ 0, p/η finite.
When the step p of the qKZB equations goes to zero (with the other parameters fixed) our construction
gives common eigenfunctions of the n commuting operatorsKj(z1, . . . , zn; τ, η, 0) in the form of the Bethe
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ansatz [FTV]. These difference operators are closely related to the transfer matrices of IRF models of
statistical mechanics [F, FV2].
Our first main result is a construction of solutions of the qKZB equations in the form of multidimen-
sional elliptic hypergeometric intergals.
Our second main result is a description of the monodromy properties of solutions. We show that
the qKZB equations can be considered as difference equations on the product of several copies of the
elliptic curve with modulus τ with values in a suitable vector bundle. Therefore, a natural question is
to describe the monodromy of solutions with respect to shifts of arguments of solutions by periods of
the elliptic curve. It turns out that the monodromy transformations of solutions are described in terms
of R-matrices associated with pairs of representations of the ”dual” elliptic quantum group Ep,η(sl2),
where p is the step of the difference equations.
Our description of the monodromy is analogous to the Kohno-Drinfeld description [K, D] of the
monodromy group of solutions of the KZ differential equations associated to a simple Lie algebra in
terms of the corresponding quantum group.
The results of this paper are parallel to the results on solutions of the rational and trigonometric
qKZ equations of [V, TV1, TV2], which are based on the representation theory of the Yangian Y (sl2)
and the affine quantum universal enveloping algebra Uq(ŝl2), respectively. In particular, in [TV1] the
monodromy of the qKZ difference equations associated with the Yangian Y (sl2) is descibed in terms of
the affine quantum group Uq(ŝl2), where the parameter q is connected with the step p of the equations by
q = eπi/p. In [TV2] the monodromy of the qKZ difference equations associated with the affine quantum
group Uq(ŝl2) is descibed in terms of the elliptic quantum group Eτ,η(sl2) where the parameters τ and η
of the elliptic quantum group are connected with the parameters q and the multiplicative step p of the
equations by relations p = e2πiτ and q = e−2πiη.
The paper is organized as follows. We begin by introducing the notion of R-matrices and the qKZB
equations in Section 2. The geometric construction of R-matrices is given in Section 3. At the end
of that section we show how to obtain representations of Eτ,η(sl2) in this way, and give some explicit
formulae for R-matrix elements.
In Section 4 we describe transformation properties of the qKZB equations with respect to shifts of
the arguments by τ and 1 and show that the qKZB equations can be considered as difference equations
on a product of several copies of the elliptic curve with modulus τ .
In Section 5 we describe formal integral representations of solutions of the qKZB equations. We
constuct solutions of the qKZB equations in Section 6. The monodromy properties of solutions are
described in Section 7.
2. R-matrices, qKZB equations
2.1. R-matrices. The qKZB equations are given in terms of R-matrices of elliptic quantum groups. In
the sl2 case, these R-matrices have the following properties. Let h = Ch be a one-dimensional Lie algebra
with generator h. For each Λ ∈ C consider the h -module VΛ = ⊕
∞
j=0Cej , with hej = (Λ − 2j)ej . For
each pair Λ1, Λ2 of complex numbers we have a meromorphic function, called the R-matrix, RΛ1,Λ2(z, λ)
of two complex variables, with values in End (VΛ1 ⊗ VΛ2).
The main properties of the R-matrices are
I. The zero weight property: for any Λi, z, λ, [RΛ1,Λ2(z, λ), h
(1) + h(2)] = 0.
II. For any Λ1,Λ2,Λ3, the dynamical Yang–Baxter equation
RΛ1,Λ2(z, λ− 2ηh
(3))(12)RΛ1,Λ3(z + w, λ)
(13)RΛ2,Λ3(w, λ − 2ηh
(1))(23)
= RΛ2,Λ3(w, λ)
(23)RΛ1,Λ3(z + w, λ − 2ηh
(2))(13)RΛ1,Λ2(z, λ)
(12),
holds in End (VΛ1 ⊗ VΛ2 ⊗ VΛ3 ) for all z, w, λ.
III. For all Λ1, Λ2, z, λ, RΛ1,Λ2(z, λ)
(12)RΛ2,Λ1(−z, λ)
(21) = Id. This property is called the “unitarity”.
We use the following notation: if X ∈ End (Vi), then we denote by X
(i) ∈ End (V1 ⊗ · · · ⊗ Vn) the
operator · · · ⊗ Id ⊗ X ⊗ Id ⊗ · · · , acting non-trivially on the ith factor of a tensor product of vector
spaces, and if X =
∑
Xk ⊗ Yk ∈ End (Vi ⊗ Vj), then we set X
(ij) =
∑
X
(i)
k Y
(j)
k . If X(µ1, . . . , µn) is a
function with values in End (V1 ⊗ · · · ⊗ Vn), then X(h
(1), . . . , h(n))v = X(µ1, . . . , µn)v if h
(i)v = µiv, for
all i = 1, . . . , n.
For each τ in the upper half plane and generic η ∈ C (“Planck’s constant”) a system of R-matrices
RΛ1,Λ2(z, λ) obeying I – III was constructed in [FV1]. They are characterized by an intertwining property
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with respect to the action of the elliptic quantum group Eτ,η(sl2) on tensor products of evaluation Verma
modules.
2.2. qKZB equations. Fix the parameters τ, η. Fix also n complex numbers Λ1, . . . ,Λn and an ad-
ditional parameter p ∈ C. Let V = VΛ1 ⊗ · · · ⊗ VΛn . The kernel of h
(1) + · · ·+ h(n) on V is called the
zero-weight space and is denoted V [0]. More generally, we write V [µ] for the eigenspace of
∑
h(i) with
eigenvalue µ. The qKZB equations are difference equations for a function Ψ(z1, . . . , zn, λ) of n complex
variables z1, . . . , zn with values in the space of meromorphic functions Fun (V [0]) of a complex variable
λ with values in V [0].
The qKZB equations [F] have the form
Ψ(z1, . . . , zj + p, . . . , zn) = Rj,j−1(zj−zj−1 + p) · · ·Rj,1(zj−z1 + p) (1)
ΓjRj,n(zj−zn) · · · , Rj,j+1(zj−zj+1)Ψ(z1, . . . , zn)
Here Rk,l(z) is the operator of multiplication by
RΛk,Λl(z, λ− 2η
l−1∑
j=1
j 6=k
h(j))(k,l)
acting on the kth and lth factor of the tensor product, and Γj is the linear difference operator such that
ΓjΨ(λ) = Ψ(λ− 2ηµ) if h
(j)Ψ = µΨ.
The consistency of these equations follows from I–III. In other words, the qKZB equations may be
viewed as the equation of horizontality for a flat discrete connection on a trivial vector bundle with fiber
Fun (V [0]) over an open subset of Cn.
2.3. Finite-dimensional representations. If Λ is a nonnegative integer, VΛ contains the subspace
SVΛ = ⊕
∞
j=Λ+1Cej with the property that, for any M, SVΛ ⊗ VM and VM ⊗ SVΛ are preserved by
the R-matrices RΛ,M(z, λ) and RM,Λ(z, λ), respectively, see [FV1] and Theorem 6. Let LΛ = VΛ/SVΛ,
Λ ∈ Z>0. Then, in particular, for any nonnegative integers Λ and M, RΛ,M(z, λ) induces a map, also
denoted by RΛ,M(z, λ), on the finite-dimensional space LΛ ⊗ LM.
The simplest nontrivial case is Λ = M = 1. Then R1,1(z, λ) is defined on a four-dimensional vector
space and coincides with the fundamental R-matrix, the matrix of structure constants of the elliptic
quantum group Eτ,η(sl2).
In any case, if Λ1, . . . ,Λn are nonnegative integers, we can consider the qKZB equations (1) on
functions with values in the zero weight space of LΛ1 ⊗ · · · ⊗ LΛn .
The results of this paper obtained for the solutions with values in ⊗jVΛj extend to this case: let
pi : ⊗nj=1VΛj → ⊗
n
j=1LΛj denote the canonical projection.
Lemma 1. Let Ψ(z1, . . . , zn) be a solution of the qKZB equations with values in V [0] = VΛ1⊗· · ·⊗VΛn [0].
Then pi ◦Ψ(z1, . . . , zn) is a solution of the qKZB equations with values in L[0] = LΛ1 ⊗ · · · ⊗ LΛn [0].
3. Modules over the elliptic quantum group as function spaces
In this section we realize the spaces dual to tensor products of evaluation Verma modules overEτ,η(sl2)
as spaces of functions. The R-matrices are then constructed geometrically.
Let us fix complex parameters τ , η with Im τ > 0, and complex numbers Λ1, . . . ,Λn. We set ai = ηΛi,
i = 1, . . . , n.
3.1. A space of symmetric functions. Introduce a space of functions with an action of the symmetric
group. Recall that the Jacobi theta function
θ(t) = −
∑
j∈Z
eπi(j+
1
2 )
2τ+2πi(j+ 12 )(t+
1
2 ),
has multipliers −1 and − exp(−2piit− piiτ) as t→ t+ 1 and t→ t+ τ , respectively. It is an odd entire
function whose zeros are simple and lie on the lattice Z+ τZ. It has the product formula
θ(t) = 2eπiτ/4 sin(pit)
∞∏
j=1
(1− qj)(1 − qje2πit)(1 − qje−2πit), q = e2πiτ .
Definition: For complex numbers a1, . . . , an, z1, . . . , zn, λ, let F˜
m
a1,...,an(z1, . . . , zn, λ) be the space of
meromorphic functions f(t1, . . . , tm) of m complex variables such that
(i)
∏
i<j θ(ti − tj + 2η)
∏m
i=1
∏n
k=1 θ(ti − zk − ak)f is a holomorphic function on C
m.
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(ii) f is periodic with period 1 in each of its arguments and
f(· · · , tj + τ, · · · ) = e
−2πi(λ+4ηj−2η)f(· · · , tj , · · · ),
for all j = 1, . . . ,m.
The symmetric group Sm acts on F˜
m
a1,...,an(z1, . . . , zn, λ) so that the transposition of j and j + 1 acts as
sjf(t1, . . . , tm) = f(t1, . . . , tj+1, tj, . . . , tm)
θ(tj − tj+1 − 2η)
θ(tj − tj+1 + 2η)
.
Definition: For any m ∈ Z>0, let F
m
a1,...,an(z1, . . . , zn, λ) = F˜
m
a1,...,an(z1, . . . , zn, λ)
Sm be the space of
Sm-invariant functions. If m = 0, then we set F
0
a1,...,an(z1, . . . , zn, λ) = C. We denote by Sym the
symmetrization operator Sym =
∑
s∈Sm
s : F˜m → Fm. Also, we set
Fa1,...,an(z1, . . . , zn, λ) = ⊕
∞
m=0F
m
a1,...,an(z1, . . . , zn, λ),
and define an h -module structure on Fa1,...,an(z1, . . . , zn, λ)) by letting h act by
h|Fma1,...,an (z1,...,zn,λ)
= (
n∑
i=1
Λi − 2m)Id, ai = ηΛi.
Clearly, Fmaσ(1),...,aσ(n)(zσ(1), . . . , zσ(n)) = F
m
a1,...,an(z1, . . . , zn, λ) for any permutation σ ∈ Sn.
It is shown in [FTV] that Fma1,...,an(z1, . . . , zn, λ) is a finite-dimensional vector space of dimension(
n+m− 1
m
)
.
Example: Let n = 1. Then Fma (z, λ) is a one-dimensional space spanned by
ωm(t1, . . . , tm, λ; z) =
∏
i<j
θ(ti − tj)
θ(ti − tj + 2η)
m∏
j=1
θ(λ+ 2ηm+ tj − z − a)
θ(tj − z − a)
. (2)
3.2. Tensor products.
Proposition 2. [FTV] Let n = n′+n′′, m = m′+m′′ be nonnegative integers and a1, . . . , an, z1, . . . , zn
be complex numbers. The formula
k(t1, . . . , tm) =
1
m′!m′′!
Sym
(
f(t1, . . . , tm′)g(tm′+1, . . . , tm)
∏
m′<j6m
16l6n′
θ(tj − zl + al)
θ(tj − zl − al)
)
correctly defines a linear map Φ : f ⊗ g 7→ k = Φ(f ⊗ g),
⊕mm′=0F
m′
a1,...,an′
(z1, . . . , zn′ , λ)⊗ F
m′′
an′+1,...,an
(zn′+1, . . . , zn, λ− 2ν)→ F
m
a1,...,an(z1, . . . , zn, λ),
where ν = a1+· · ·+an′−2ηm
′. For generic values of the parameters zj, λ, the map Φ is an isomorphism.
Moreover, Φ is associative in the sense that, for any three functions f, g, h, Φ(Φ(f ⊗ g) ⊗ h) = Φ(f ⊗
Φ(g ⊗ h)), whenever defined.
By iterating this construction, we get for all n > 1 a linear map Φn, defined recursively by Φ1 = Id,
Φn = Φ(Φn−1 ⊗ Id), from
⊕m1+···+mn=m ⊗
n
i=1 F
mi
ai (zi, λ− 2η(µ1 + · · ·+ µi−1))
to Fma1,...,an(z1, . . . , zn, λ), with µj = aj/η − 2mj , j = 1, . . . , n.
Let V ∗Λ = ⊕
∞
j=0Ce
∗
j be the restricted dual of the module VΛ = ⊕
∞
j=0Cej . It is spanned by the basis
(e∗j ) dual to the basis (ej). We let h act on V
∗
Λ by he
∗
j = (Λ− 2j)e
∗
j . Then the map that sends e
∗
j to ωj
(see (2)) defines an isomorphism of h -modules
ω(z, λ) : V ∗Λ → Fa(z, λ), a = ηΛ.
By composing this with the maps Φ of Proposition 2, we obtain homomorphisms (of h -modules)
ω(z1, . . . , zn, λ) : V
∗
Λ1 ⊗ · · · ⊗ V
∗
Λn → Fa1,...,an(z1, . . . , zn, λ)
which are isomorphisms for generic values of z1, . . . , zn, λ. The restriction of the map ω(z1, . . . , zn, λ) to
Ce∗m1 ⊗ · · · ⊗ e
∗
mn is
Φn(ω(z1, λ)e
∗
m1 ⊗ ω(z2, λ− 2ηµ1)e
∗
m2 ⊗ · · · ⊗ ω(zn, λ− 2η(µ1 + · · ·+ µn−1))e
∗
mn),
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where µj = Λj − 2mj, j = 1, . . . , n. For example, if n = 2, then ω(z1, z2, λ) sends e
∗
j ⊗ e
∗
k to
1
j!k!
Sym
(
ωj(t1, . . . , tj ,λ; z1)ωk(tj+1, . . . , tj+k,λ− 2a1 + 4ηj; z2)
j+k∏
i=j+1
θ(ti − z1 + a1)
θ(ti − z1 − a1)
)
,
where {ωj(t1, . . . , tj , λ; z)} is the basis (2) of Fa(z, λ).
More generally, we have an explicit formula for the image of e∗m1 ⊗ · · · ⊗ e
∗
mn , which we discuss next.
3.3. A basis of Fa1,...,an(z1, . . . , zn). The space VΛ comes with a basis ej . Thus we have the natural
basis e∗m1 ⊗ · · · ⊗ e
∗
mn of the tensor product of V
∗
Λi
in terms of the dual bases of the factors. The map
ω(z1, . . . , zn, λ) maps, for generic zi, this basis to a basis of Fa1,...,an(z1, . . . , zn, λ), which is an essential
part of our formulae for integral representations for solutions of the qKZB equations.
We give here an explicit formula for the basis vectors.
Proposition 3. [FTV] Let m ∈ Z>0, Λ = (Λ1, . . . ,Λn) ∈ C
n, and let z = (z1, . . . , zn) ∈ C
n be generic.
Set ai = ηΛi. Let
u(t1, . . . , tm) =
∏
i<j
θ(ti − tj + 2η)
θ(ti − tj)
Then, for generic λ ∈ C, the functions
ωm1,...,mn(t1, . . . , tm, λ; z) = ω(z, λ) e
∗
m1 ⊗ · · · ⊗ e
∗
mn
labeled by m1, . . . ,mn ∈ Z with
∑
kmk = m form a basis of F
m
a (z, λ) and are given by the explicit
formula
ωm1,...,mn(t1, . . . , tm, λ; z; τ) = u(t1, . . . , tm)
−1
∑
I1,...,In
n∏
l=1
∏
i∈Il
l−1∏
k=1
θ(ti − zk + ak)
θ(ti − zk − ak)
(3)
×
∏
k<l
∏
i∈Ik,j∈Il
θ(ti − tj + 2η)
θ(ti − tj)
n∏
k=1
∏
j∈Ik
θ(λ+tj−zk−ak+2ηmk−2η
∑k−1
l=1 (Λl−2ml))
θ(tj − zk − ak)
.
The summation is over all n-tuples I1, . . . , In of disjoint subsets of {1, . . . ,m} such that Ij has mj
elements, 1 6 j 6 n.
We shall call the functions ωm1,...,mn(t1, . . . , tm, λ; z; τ) the weight functions.
3.4. R-matrices. Let a = ηΛ and b = ηM be complex numbers. Since Fab(z, w, λ) coinsides with
Fba(w, z, λ) by the symmetry of the definition, we obtain a family of isomorphisms between V
∗
Λ ⊗ V
∗
M
and V ∗M ⊗ V
∗
Λ . The composition of this family with the flip P : V
∗
M ⊗ V
∗
Λ → V
∗
Λ ⊗ V
∗
M, Pv ⊗ w = w ⊗ v
gives a family of automorphisms of V ∗Λ ⊗ V
∗
M:
Definition: Let z, w, λ be such that ω(z, w, λ) : V ∗Λ ⊗ V
∗
M → Fab(z, w, λ) is invertible. The R-matrix
RΛ,M(z, w, λ) ∈ End h (VΛ ⊗ VM) is the dual map to the composition R
∗
Λ,M(z, w, λ):
V ∗Λ ⊗ V
∗
M
P
−→ V ∗M ⊗ V
∗
Λ
ω(w,z,λ)
−→ Fab(z, w, λ)
ω(z,w,λ)−1
−→ V ∗Λ ⊗ V
∗
M,
where we identify canonically V ∗Λ ⊗ V
∗
M with (VΛ ⊗ VM)
∗.
Alternatively, the R-matrix RΛ,M(z, w, λ) can be thought of as the transition matrix expressing the
basis ω˜ij = ω(w, z, λ)e
∗
j ⊗ e
∗
i of the space Fab(z, w, λ) in terms of the basis ωij = ω(z, w, λ)e
∗
i ⊗ e
∗
j : if
RΛ,M(z, w, λ)ei ⊗ ej =
∑
kl R
kl
ijek ⊗ el, then
ω˜kl =
∑
ij
Rklijωij . (4)
Lemma 4. [FTV]
(i) RΛ,M(z, w, λ) is a meromorphic function of Λ,M, z, w, λ.
(ii) If Λ is generic, then RΛ,Λ(z, w, λ) is regular at z = w and limz→w RΛ,Λ(z, w, λ) = P , where P is
the flip u⊗ v 7→ v ⊗ u.
(iii) RΛ,M(z, w, λ) depends only on the difference z − w.
Accordingly, we write RΛ,M(z − w, λ) instead of RΛ,M(z, w, λ) in what follows.
The R-matrices satisfy the dynamical Yang-Baxter equation.
Theorem 5. [FTV] The matrices RΛ,M(z, λ) obey I–III of Section 2.
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Let us now consider the case of positive integer weights. In this case the R-matrices have invariant
subspaces. If Λ ∈ Z>0 we let SVΛ be the subspace of VΛ spanned by eΛ+1, eΛ+2, . . . . The Λ + 1-
dimensional quotient VΛ/SVΛ will be denoted by LΛ, and will be often identified with ⊕
m
j=0Cej .
Theorem 6. [FTV] Let z, η, λ be generic and Λ, M ∈ C.
(i) If Λ ∈ Z>0, then RΛ,M(z, λ) preserves SVΛ ⊗ VM
(ii) If M ∈ Z>0, then RΛ,M(z, λ) preserves VΛ ⊗ SVM
(iii) If Λ ∈ Z>0 and M ∈ Z>0, then RΛ,M(z, λ) preserves SVΛ ⊗ VM + VΛ ⊗ SVM.
In particular, if Λ and/or M are nonnegative integers, then RΛ,M(z, λ) induces operators, still denoted
by RΛ,M(z, λ), on the quotients LΛ ⊗ VM, VΛ ⊗ LM and/or LΛ ⊗ LM. They obey the dynamical Yang–
Baxter equation.
3.5. Example. We give an example of computation of matrix elements of the R-matrix RΛ,M(z−w, λ),
assuming that the parameters are generic.
The R-matrix is calculated as the transition matrix relating two bases of Fab(z, w, λ): let
ω˜ij = ω(w, z, λ) e
∗
j ⊗ e
∗
i , ωij = ω(z, w, λ) e
∗
i ⊗ e
∗
j .
The matrix elements of R with respect to the basis ej⊗ek are given by ω˜kl =
∑
ij R
kl
ijωij . The R-matrix
preserves the weight spaces
(VΛ ⊗ VM)[Λ +M− 2m] = ⊕
m
j=0Cej ⊗ em−j,
and we may consider the problem of computing the matrix elements of the R-matrix separately on each
weight space. Without loss of generality we assume that w = 0.
Let m = 0. Then the weight space is spanned by e0 ⊗ e0 and ω00 = ω˜00 = 1. Therefore R
00
00 = 1.
Let m = 1. Then the basis elements are functions of one variable t = t1 and we have (with a = ηΛ,
b = ηM)
ω01(t) =
θ(λ + 2η + t− 2a− b)θ(t− z + a)
θ(t− b)θ(t− z − a)
, ω10(t) =
θ(λ + 2η + t− z − a)
θ(t− z − a)
,
and
ω˜01(t) =
θ(λ + 2η + t− b)
θ(t− b)
, ω˜10(t) =
θ(λ + 2η + t− z − 2b− a)θ(t+ b)
θ(t− z − a)θ(t− b)
.
Proposition 7. [FTV]
Let the matrix elements of the R-matrix RΛ,M(z, λ) be defined by
RΛ,M(z, λ)ei ⊗ ej =
∑
kl R
kl
ij ek ⊗ el.
Then
R0000 = 1 ,
R0101 =
θ(z + ηΛ− ηM)θ(λ + 2η)
θ(z − ηΛ− ηM)θ(λ + 2η(1− Λ))
,
R0110 = −
θ(λ+ 2η + z − ηΛ− ηM)θ(2ηΛ)
θ(z − ηΛ− ηM)θ(λ + 2η(1− Λ))
,
R1001 = −
θ(λ+ 2η − z − ηΛ− ηM)θ(2ηM)
θ(z − ηΛ− ηM)θ(λ + 2η(1− Λ))
,
R1010 =
θ(z + ηM− ηΛ)θ(λ + 2η(1− Λ−M))
θ(z − ηΛ− ηM)θ(λ + 2η(1− Λ))
.
3.6. Evaluation Verma modules and their tensor products. Here we explain the relation between
the geometric construction of tensor products and R-matrices and the representation theory of Eτ,η(sl2)
[FV1].
Recall the definition of a representation of Eτ,η(sl2): let h act on C
2 via h = diag(1,−1). A represen-
tation of Eτ,η(sl2) is an h -module W with diagonalizable action of h and finite-dimensional eigenspaces,
together with an operator L(z, λ) ∈ End (C2 ⊗W ) (the “L-operator”), commuting with h(1)+ h(2), and
obeying the relations
R(12)(z − w, λ− 2ηh(3))L(13)(z, λ)L(23)(w, λ− 2ηh(1)) = L(23)(w, λ)L(13)(z, λ− 2ηh(2))R(12)(z − w, λ)
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in End (C2 ⊗ C2 ⊗W ). The fundamental R-matrix R(z, λ) ∈ End (C2 ⊗ C2) is the following solution of
the dynamical Yang–Baxter equation: let e0, e1 be the standard basis of C
2, then with respect to the
basis e0 ⊗ e0, e0 ⊗ e1, e1 ⊗ e0, e1 ⊗ e1 of C
2 ⊗ C2,
R(z, λ) =


1 0 0 0
0 α(z, λ) β(z, λ) 0
0 β(z,−λ) α(z,−λ) 0
0 0 0 1

 .
where
α(z, λ) =
θ(λ + 2η)θ(z)
θ(λ)θ(z − 2η)
, β(z, λ) = −
θ(λ+ z)θ(2η)
θ(λ)θ(z − 2η)
.
To discuss representation theory, it is convenient to think of L(z, λ) ∈ End (C2 ⊗W ) as a two by two
matrix with entries a(z, λ), b(z, λ), c(z, λ), d(z, λ) in End (W ). In [FV1] we wrote explicitly the relations
that these four operators must satisfy, and defined a class of representations, the evaluation Verma
modules, by giving explicitly the action of these four operators on basis vectors. These formulae can be
obtained from the geometric construction.
Theorem 8. [FTV] Let us identify the two-dimensional space L1 = VΛ=1/SVΛ=1 with C
2 via the basis
e0, e1. Then the R-matrix R1,1(z, λ) ∈ End (L1 ⊗ L1) coincides with the fundamental R-matrix.
Corollary 9. For any w,M ∈ C, the h -module VM together with the operator L(z, λ) = R1,M(z−w, λ) ∈
End (L1 ⊗ VM) defines a representation of Eτ,η(sl2).
This representation is called in [FV1] the evaluation Verma module with evaluation point w and
highest weight M. It is denoted by VM(w). The matrix elements of L(z, λ) are given explicitly in
Theorem 3 of [FV1] in terms of the action of a(z, λ), . . . , d(z, λ). In the notation of Proposition 7, this
result amounts to the following formulae for the matrix elements Rklij of R1,Λ(z, λ) ∈ End (L1 ⊗ VΛ).
R0k0k =
θ(z − (Λ + 1− 2k)η)
θ(z − (Λ + 1)η)
θ(λ + 2kη)
θ(λ)
,
R0,k+11k = −
θ(λ+ z − (Λ − 1− 2k)η)
θ(z − (Λ + 1)η)
θ(2η)
θ(λ)
,
R1,k−10k = −
θ(λ− z − (Λ + 1− 2k)η)
θ(z − (Λ + 1)η)
θ(2(Λ + 1− k)η)
θ(λ)
θ(2kη)
θ(2η)
,
R1k1k =
θ(z − (−Λ + 1 + 2k)η)
θ(z − (Λ + 1)η)
θ(λ− 2(Λ− k)η)
θ(λ)
.
Moreover, the tensor product construction of 3.2 is related to the tensor product of representations of
the elliptic quantum group. Recall that if W1, W2 are representations of the elliptic quantum group
with L-operators L1(z, λ), L2(z, λ), then their tensor product W =W1 ⊗W2 with L-operator
L(z, λ) = L1(z, λ− 2ηh
(3))(12)L2(z, λ)
(13) ∈ End (C2 ⊗W )
is also a representation of the elliptic quantum group.
Theorem 10. [FTV]
Let Λ1, . . . ,Λn ∈ C and z1, . . . , zn be generic complex numbers. Let V = VΛ1 ⊗ · · · ⊗ VΛn and
L(z, λ) ∈ End (VΛ=1 ⊗ V ) be defined by the relation
ω(z, z1, . . . , zn, λ)L(z, λ)
∗ = ω(z1, . . . , zn, z, λ)P
in End ((V1 ⊗ V )
∗) = End (V ∗1 ⊗ V
∗), where Pv1 ⊗ v = v ⊗ v1, if v1 ∈ V
∗
1 , v ∈ V
∗. Then L(z, λ)
is well-defined as an endomorphism of the quotient L1 ⊗ V = C
2 ⊗ V , and defines a structure of a
representation of Eτ,η(sl2) on V . This representation is isomorphic to the tensor product of evaluation
Verma modules
VΛn(zn)⊗ · · · ⊗ VΛ1 (z1),
with the isomorphism u1 ⊗ · · · ⊗ un 7→ un ⊗ · · · ⊗ u1.
Finally, the dynamical Yang–Baxter equation in L1⊗VΛ⊗VM can be stated as saying that RΛ,M(z−
w, λ)P is an isomorphism from VM(w) ⊗ VΛ(z) to VΛ(z)⊗ VM(w), see [FV1]. Therefore, by uniqueness,
the R-matrices constructed in this section coincide with the solutions of the dynamical Yang–Baxter
equation described in Section 13 of [FV1].
8 G. FELDER, V. TARASOV AND A. VARCHENKO
4. Transformation of qKZB with respect to shifts of zk by τ and 1
4.1. Transformation of weight functions. Let ωm1,...,mn(t, λ; z1, . . . , zn; τ) be the weight functions
defined by (3). The next Proposition describes the transformation properties of the weight functions
with respect to shifts by τ of variables z1, . . . , zn.
Proposition 11. For any k, we have
ωm1,...,mn(t, λ; z1, . . . , zk + τ, . . . , zn; τ) = e
bkωm1,...,mn(t, λ; z1, . . . , zk, . . . , zn; τ)
where
bk = 2piimk(λ+ 2ηmk − 2
k−1∑
l=1
(al − 2ηml)) + 4piiak
n∑
l=k+1
ml.
The Proposition follows from transformation properties of θ(t).
We reformulate the Proposition. Introduce a function
α(λ) = exp(−piiλ2/4η) . (5)
Use the notation h(j) = aj/η − 2mj. Set
Dk(λ) =
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
eπiηΛk(
∑k−1
l=1 Λl−
∑n
l=k+1 Λl). (6)
Then
ebk = D−1k e
πiΛk(λ+2ηm) e−πiηΛk
∑
n
l=1 h
(l)
, (7)
where m = m1 + . . .+mn.
4.2. Transformations of R-matrices. Consider the tensor product of evaluation Verma modules over
the elliptic quantum group Eτ,η(sl2), VΛ(z)⊗VM(w), and its R-matrix RΛ,M(z−w, λ) ∈ End (VΛ ⊗VM)
defined in Section 3.6. Let h(j) denote the operator h acting in the j-th factor of VΛ(z)⊗ VM(w).
Proposition 12.
RΛ,M(z + τ, λ) = e
−2πiΛM α(λ − 2ηh
(2))
α(λ − 2η (h(1) + h(2)))
RΛ,M(z, λ)
α(λ − 2ηh(1))
α(λ)
. (8)
Proof : Use formula (4),
ω˜kl(z, w) =
∑
ij
Rklij (z − w, λ)ωij(z, w).
Then
ω˜kl(z + τ, w) =
∑
ij
Rklij (z − w + τ, λ)ωij(z + τ, w).
We have ω˜kl(z + τ, w) = e
b˜1(kl)ω˜kl(z, w) and ωij(z + τ, w) = e
b1(ij)ωij(z, w) where e
b˜1 and eb1 are given
by (7). Hence
Rklij (z − w + τ, λ) = e
b˜1(kl) Rklij (z − w, λ) e
−b1(ij).
This proves the Proposition. 
Proposition 13.
RΛ,M(z − w, λ + τ) = e
πi(h(1)(−z−ηM)+h(2)(−w+ηΛ))RΛ,M(z − w, λ) e
πi(h(1)(z−ηM)+h(2)(w+ηΛ)) .
The proof is analogous to the proof of Proposition 12. 
Proposition 14.
RΛ,M(z + 1, λ, τ) = RΛ,M(z, λ+ 1, τ) = RΛ,M(z, λ, τ + 1) = RΛ,M(z, λ, τ) .
The proof easily follows from the formulae θ(t+ 1, τ) = −θ(t, τ) and θ(t, τ + 1) = eπi/4θ(t, τ).
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4.3. Transformation of qKZB equations with respect to shifts zk → zk+ τ . Consider the qKZB
equations defined by (1),
Ψ(z1, . . . , zj + p, . . . , zn, λ) = Kj(z1, . . . , zn, λ)Ψ(z1, . . . , zn, λ) , j = 1, . . . , n,
where Ψ(z1, . . . , zn, λ) is a function with values in V = VΛ1 ⊗ · · · ⊗VΛn and Kj(z1, . . . , zn, λ) ∈ End (V ).
For any k = 1, . . . , n, introduce a linear operator Bk(z1, . . . , zn, λ) ∈ End (V [0]) by
Bk(z1, . . . , zn, λ) = e
2πiη
∑
l, l 6=k(zl−zk)ΛlΛk/p
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
eπiηΛk(
∑k−1
l=1 Λl−
∑
n
l=k+1 Λl). (9)
Theorem 15. For any j and k, we have
Kj(z1, . . . , zk + τ, . . . , zn, λ) = (10)
Bk(z1, . . . , zj + p, . . . , zn, λ)
−1Kj(z1, . . . , zn, λ)Bk(z1, . . . , zj , . . . , zn, λ) .
Notice that the last exponential in (9) is not essential for the Theorem and is introduced for later
purposes.
Proof : There are three cases: k > j, k = j, k < j.We prove the Theorem for k > j. The other two cases
are proved similarly.
Kj(z1, . . . , zk + τ, . . . , zn, λ) = Rj,j−1(zj−zj−1 + p) · · ·Rj,1(zj−z1 + p)ΓjRj,n(zj−zn) · · ·
Rj,k(zj−zk − τ) · · ·Rj,j+1(zj−zj+1) = Rj,j−1(zj−zj−1 + p) · · ·Rj,1(zj−z1 + p)ΓjRj,n(zj−zn) · · ·
e2πiηΛjΛk
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k
l=1, l 6=j h
(l))
Rj,k(zj−zk)
α(λ − 2η
∑k−1
l=1, l 6=j h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
· · ·Rj,j+1(zj−zj+1) =
e2πiηΛjΛkRj,j−1(zj−zj−1 + p) · · ·Rj,1(zj−z1 + p)ΓjRj,n(zj−zn) · · ·
α(λ − 2η
∑k−1
l=1, l 6=j h
(l))
α(λ − 2η
∑k
l=1, l 6=j h
(l))
Rj,k(zj−zk)
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
· · ·Rj,j+1(zj−zj+1) = e
2πiηΛjΛkRj,j−1(zj−zj−1 + p) · · ·
Rj,1(zj−z1 + p)Γj
α(λ − 2η
∑k−1
l=1, l 6=j h
(l))
α(λ − 2η
∑k
l=1, l 6=j h
(l))
Rj,n(zj−zn) · · ·Rj,k(zj−zk) · · ·Rj,j+1(zj−zj+1)
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
= e2πiηΛjΛk
α(λ − 2η
∑k−1
l=1 h
(l))
α(λ − 2η
∑k
l=1 h
(l))
Rj,j−1(zj−zj−1 + p) · · ·
Rj,1(zj−z1 + p)ΓjRj,n(zj−zn) · · ·Rj,k(zj−zk) · · ·Rj,j+1(zj−zj+1)
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
=
e2πiηΛjΛk
α(λ − 2η
∑k−1
l=1 h
(l))
α(λ − 2η
∑k
l=1 h
(l))
Kj(z1, . . . , zn, λ)
α(λ − 2η
∑k
l=1 h
(l))
α(λ − 2η
∑k−1
l=1 h
(l))
.
This proves the Theorem for k > j. 
Theorem 16. Let Ψ(z1, . . . , zn, λ) be a solution of the qKZB equations (1). Then for any k, the function
Bk(z1, . . . , zn, λ)Ψ(z1, . . . , zk + τ, . . . , zn, λ) is a new solution of the same equations.
Proof : For any j, we have
Bk(z1, . . . , zj + p, . . . , zn, λ)Ψ(z1, . . . , zk + τ, . . . , zj + p, . . . , zn, λ) =
Bk(z1, . . . , zj + p, . . . , zn, λ)Kj(z1, . . . , zk + τ, . . . , zn, λ)Ψ(z1, . . . , zk + τ, . . . , zj , . . . , zn, λ) =
Bk(z1, . . . , zj + p, . . . , zn, λ)Bk(z1, . . . , zj + p, . . . , zn, λ)
−1Kj(z1, . . . , zn, λ)Bk(z1, . . . , zn, λ)
Ψ(z1, . . . , zk + τ, . . . , zn, λ) = Kj(z1, . . . , zn, λ)Bk(z1, . . . , zn, λ)Ψ(z1, . . . , zk + τ, zn, λ) .

4.4. Transformation of qKZB equations with respect to shifts zk → zk + 1.
Proposition 17. For any j, we have
Kj(z1, . . . , zk + 1, . . . , zn, λ) = Kj(z1, . . . , zk, . . . , zn, λ) .
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The Proposition follows from Proposition 14.
Corollary 18. Let Ψ(z1, . . . , zn, λ) be a solution of the qKZB equations (1). Then for any k, the function
Ψ(z1, . . . , zk + 1, . . . , zn, λ) is a new solution of the same equations.
4.5. The qKZB equations as equations on a torus. Propositions 16 and 18 mean that we can
define a vector bundle over the torus Cn /Zn+ τZn whose fiber is the space of functions of λ with values
in V [0]. The identification of points of the base, (z1, . . . , zn) → (z1, . . . , zk + τ, . . . , zn), corresponds to
the identification of the fibers defined by v → Bk(z1, . . . , zn)v. The identification of points of the base,
(z1, . . . , zn) → (z1, . . . , zk + 1, . . . , zn), corresponds to the identification of the fibers defined by v → v.
The identifications commute with the qKZB equations. Hence the qKZB equations induce a system of
difference equations on the torus with values in this bundle (a flat discrete connection). A solution of
the initial qKZB equations defines a multivalued solution of the difference equations on the torus. Now
we can ask a question about the monodromy of solutions of the equations on the torus. We shall address
this problem in Section 7
5. Formal solutions of the qKZB equations
In this section we fix τ, η, p,Λ1, . . . ,Λn, and set ai = ηΛi.
5.1. Formal integral solutions. By a formal Jackson integral solution of the qKZB equations we
mean an expression
Ψ(z1, . . . , zn, λ) =
∫
f(z1, . . . , zn, t1, . . . , tm, λ)Dt1 · · ·Dtm,
where f takes its values in V [0], which obeys the qKZB equations (1) if we formally use the rule that the
“integral”
∫
is invariant under translations of the variables ti by p. In other words, f(z1, . . . , zn, t1, . . . , tm, λ)
obeys the qKZB equations in the variables zi up to terms of the form g(. . . , ti + p, . . . )− g(. . . , ti, . . . ).
Definition: A function Φa(t) depending on a complex parameter a, such that
Φa(t+ p) =
θ(t+ a)
θ(t− a)
Φa(t)
is called a (one-variable) phase function.
We assume that p has positive imaginary part, and set r = e2πip, q = e2πiτ . Then the convergent
infinite product
Ωa(t) := Ωa(t, τ, p) =
∞∏
j=0
∞∏
k=0
(1− rjqke2πi(t−a))(1− rj+1qk+1e−2πi(t+a))
(1− rjqke2πi(t+a))(1− rj+1qk+1e−2πi(t−a))
, (11)
defines a phase function
Φa(t) = e
−2πiat/pΩa(t)
and any other phase function is obtained from this one by multiplication by a p-periodic function.
Given a one-variable phase function Φa(t), we define with our data an m-variable phase function
Φ(t1, . . . , tm, z1, . . . , zn) =
m∏
j=1
n∏
l=1
Φal(tj − zl)
∏
16i<j6m
Φ−2η(ti − tj). (12)
Theorem 19. [FTV]. Let Φa(t) be a phase function, and let Φ be the corresponding m-variable phase
function (12). For any entire function ξ of one variable, let
ψξ(t, z, λ) = ξ(pλ−
n∑
l=1
2alzl+4η
m∑
j=1
tj))
∑
j1+···+jn=m
ωj1,...,jn(t1, . . . , tm, λ) ej1⊗· · ·⊗ejn .
Then
Ψ(z1, . . . , zn, λ) =
∫
Φ(t1, . . . , tm, z1, . . . , zn)ψ
ξ(t1, . . . , tm, z1, . . . , zn, λ)Dt1 · · ·Dtm
is a formal Jackson integral solution of the qKZB equations.
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The proof of the theorem is based on the transformation properties of the m-variable phase function
Φ(t, z) with respect to shifts tj 7→ tj + p, zl 7→ zl + p and does not use the explicit form of the function
Φ(t, z), see [FTV].
To obtain solutions from formal Jackson integral solutions, we need to find cycles, linear forms on the
space of functions of t1, . . . , tm that are invariant under translations ti 7→ ti + p. To this end we need a
stronger version of the preceding theorem, Theorem 21 below gives us a space of functions on which our
cycles should be defined.
Let Φ be the phase function (12) and let a = (a1, . . . , an), z = (z1, . . . , zn). We assume, as usual, that∑
ai = 2ηm, m ∈ Z>0. For any entire function ξ of one variable, let E
0
a(z; ξ), be the space spanned by
the functions of t ∈ Cm of the form
Φ(t, z)ξ(pλ−
n∑
k=1
2akzk + 4η
m∑
j=1
tj)f(t, z),
where f(t, z), viewed as a function of t = (t1, . . . , tm) belongs to F˜
m
a (z, λ) (see 3.1) for some λ. All
components of our integrand belong to this space.
Let Ea(z; ξ), the space of cocycles, be the space spanned by functions of the form g(t + pα), where
g ∈ E0a(z; ξ) and α ∈ Z
m. By construction, Ea(z; ξ) is invariant under translations of the arguments ti
by p. We define the space of coboundaries DEa(z; ξ) to be the subspace of Ea(z; ξ) spanned by functions
of the form f(. . . , tj + p, . . . )− f(. . . , tj , . . . ), f ∈ Ea(z; ξ).
Proposition 20. [FTV]. Ea(z1, . . . , zn) = Ea(z1, . . . , zj + p, . . . , zn) for j = 1, . . . , n
Moreover, we have the following result.
Theorem 21. [FTV]. Let us write the qKZB equations as Ψ(. . . , zj + p, . . . ) = Kj(z)Ψ(z). Then, for
any entire function ξ, the integrand Φ(t, z)ψξ(t, z) of Theorem 19, viewed as a function of t ∈ Cm,
belongs to Ea(z; ξ)⊗ V [0] for all z ∈ C
n. It obeys the equations
Ψ(t, . . . , zj + p, . . . ) = Kj(z)Ψ(t, z) mod DEa(z; ξ)⊗ V [0], j = 1, . . . , n.
In other words, Ψ(z, t) solves the qKZB equations in the cohomology (Ea(z; ξ)/DEa(z; ξ))⊗ V [0].
To obtain solutions from these formal solutions, one should find horizontal families of cycles, i.e.,
linear functions γ(z) on Ea(z; ξ) vanishing on DEa(z; ξ), and such that γ(z+ pα) = γ(z) for all α ∈ Z
n.
This problem will be addressed in the next section.
5.2. New formal solutions. Let a = (a1, . . . , an), z = (z1, . . . , zn), t = (t1, . . . , tm). Assume that∑
ai = 2ηm and the step p of the qKZB equations has a positive imaginary part. In this section we shall
construct a finite set of new formal integral solutions to the qKZB equations (1). The formal solutions
are labelled by an index M = (m1, . . . ,mn) where non-negative integers mi satisfy m1 + . . .+mn = m.
Each of the formal solutions will depend on a complex parameter µ.
We shall use the notation h(j) = aj/η−2mj. According to our assumptions we have h
(1)+. . .+h(n) = 0.
Introduce a new m-variable phase function
Ω(t1, . . . , tm, z1, . . . , zn, τ, p) =
m∏
j=1
n∏
l=1
Ωal(tj − zl)
∏
16i<j6m
Ω−2η(ti − tj). (13)
Introduce a function
DM (µ, z1, . . . , zn) =
n∏
k=1
Dk(µ)
zk/p (14)
where Dk are defined in (6).
Let ωM (t, µ, z; p) be the function defined in (3). Notice that the parameter τ of the theta func-
tions in (3) is replaced here by p and λ is replaced by µ. It follows from (7) that the function
ωM (t, µ, z; p)DM (µ, z) has the following transformation properties,
ωM (t, µ, . . . , zj + p, . . . ; p)DM (µ, . . . , zj + p, . . . )
= e2πi(
µ
2η+m)aj ωM (t, µ, . . . , zj , . . . ; p)DM (µ, . . . , zj , . . . )
for j = 1, . . . , n.
For any entire function ξ of one variable, let E0a(z; ξ;M), be the space spanned by the functions of
t ∈ Cm of the form
ξ(pλ−
n∑
k=1
2akzk + 4η
m∑
j=1
tj)Ω(t, z)ωM (t, µ, z; p)DM (µ, z)f(t, z),
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where f(t, z), viewed as a function of t = (t1, . . . , tm) belongs to F˜
m
a (z, λ) (see 3.1) for some λ.
Let Ea(z; ξ;M), the space of cocycles, be the space spanned by functions of the form g(t + pα),
where g ∈ E0a(z; ξ;M) and α ∈ Z
m. By construction, Ea(z; ξ;M) is invariant under translations of the
arguments ti by p. We define the space of coboundaries DEa(z; ξ) to be the subspace of Ea(z; ξ;M)
spanned by functions of the form f(. . . , tj + p, . . . )− f(. . . , tj , . . . ), f ∈ Ea(z; ξ).
Proposition 22. Ea(z1, . . . , zn; ξ;M) = Ea(z1, . . . , zj + p, . . . , zn; ξ;M) for j = 1, . . . , n
The proof of this Proposition is the same as the proof of Proposition 20, see [FTV].
Theorem 23. Let us write the qKZB equations as Ψ(. . . , zj + p, . . . ) = Kj(z)Ψ(z). Then, for all entire
functions ξ, the integrand
e−πi
µλ
2η Ω(t, z)ωM (t, µ, z; p)DM (µ, z)ψ
ξ(t, z), (15)
viewed as a function of t ∈ Cm, belongs to Ea(z; ξ;M)⊗ V [0] for all z ∈ C
n. It obeys the equations
Ψ(t, . . . , zj + p, . . . ) = Kj(z)Ψ(t, z) mod DEa(z; ξ;M)⊗ V [0], j = 1, . . . , n.
In other words, Ψ(z, t) solves the qKZB equations in the cohomology (Ea(z; ξ;M)/DEa(z; ξ;M))⊗V [0].
Consider a square matrix I of size dim V [0] with entries
IL,M = e
−πiµλ2η ξ(τµ+ pλ−
n∑
k=1
2akzk + 4η
m∑
j=1
tj)Ω(t, z)ωL(t, λ, z; τ)ωM (t, µ, z; p) eL ⊗DM (µ, z)eM ,
where L = (l1, . . . , ln), M = (m1, . . . ,mn), and eL = el1 ⊗ . . . ⊗ eln , eM = em1 ⊗ . . . ⊗ emn are basis
elements of V [0]. The entries of the matrix are functions of τ, p, λ, µ, t, z. If we ignore the factor DM ,
the matrix will be invariant under exchange of p, λ, L and τ, µ,M .
Corollary 24. For every M the corresponding column IM = (IL,M ) of the matrix is a formal solution
of the qKZB equations.
Proof : Theorem 23 follows from the proof of Theorem 21. In fact, according to Theorem 21 we know
that Φ(t, z)ψξ(t, z, λ) is a formal solution. Now we can write
Φ(t, z)ψξ(t, z, λ) = e−πi
µλ
2η eπi
µλ
2η Φ(t, z)ψξ(t, z, λ) =
= e−πi
µλ
2η Ω(t, z)ψξ(t, z, λ) eπi
µλ
2η e
2pii
p
(m
∑
n
l=1 alzl+
∑
m
j=1(2η−4ηj)tj) =
= e−πi
µλ
2η Ω(t, z)ψξ(t, z, λ) eπi
µ
2ηp (pλ−2
∑n
l=1 alzl+4η
∑m
j=1 tj) ×
× eπi
µ
2ηp (2
∑n
l=1 alzl−4η
∑m
j=1 tj) e
2pii
p
(m
∑n
l=1 alzl+
∑m
j=1(2η−4ηj)tj) =
= e−πi
µλ
2η Ω(t, z)ψξ(t, z, λ) e
2pii
p
( µ2η+m)
∑
n
l=1 alzl e
−2pii
p
∑
m
j=1(µ+4ηj−2η)tj ×
× eπi
µ
2ηp (pλ−2
∑
n
l=1 alzl+4η
∑
m
j=1 tj) .
The last factor can be included into the entire function ξ. Thus we proved that
e−πi
µλ
2η Ω(t, z)ψξ(t, z, λ) e
2pii
p
( µ2η+m)
∑n
l=1 alzl e
−2pii
p
∑m
j=1(µ+4ηj−2η)tj (16)
is a formal solution depending on an additional parameter µ.
Now chooseM = (m1, . . . ,mn) as in Theorem 23. The function ωM (t, µ, z; p)DM(µ, z) has the same
transformation properties under the shifts tj 7→ tj + p and zl 7→ zl + p as the product of the last two
factors in (16). Hence
e−πi
µλ
2η Ω(t, z)ψξ(t, z, λ)ωM (t, µ, z; p)DM(µ, z)
is a formal integral solution. Theorem 23 is proved. 
6. Integration
6.1. Poles of the new formal solutions. Let t = (t1, . . . , tm), z = (z1, . . . , zn). Let Ω(t, z, τ, p, η) be
the m-variable phase function introduced in (13). Let ωl1,...,ln(t, λ, z, τ, η) and ωm1,...,mn(t, µ, z, p, η) be
the functions introduced in (3), here l1 + . . .+ ln = m and m1 + . . .+mn = m.
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Proposition 25. The poles of the function
Ω(t, z, τ, p, η)ωl1,...,ln(t, λ, z, τ, η)ωm1,...,mn(t, µ, z, p, η) (17)
are of first order and lie at the hyperplanes given by equations
ti − zk = −ak − rp− sτ + l, ti − zk = ak + rp+ sτ + l, (18)
where i = 1, . . . ,m, k = 1, . . . , n and r, s ∈ Z>0, l ∈ Z, and
ti = tj + 2η − rp− sτ + l, ti = tj − 2η + rp+ sτ + l, (19)
where 1 6 i < j 6 m and r, s ∈ Z>0, l ∈ Z.
Proof : The poles of the function Ωa(t, τ, p) introduced in (11) are of first order and are given by
t = −a− rp− sτ + l, t = a+ (r + 1)p+ (s+ 1)τ + l,
and the zeros are
t = a− rp− sτ + l, t = −a+ (r + 1)p+ (s+ 1)τ + l,
where r, s ∈ Z>0, l ∈ Z.
Hence the poles of the m-variable phase function Ω(t, z, τ, p, η) are of first order and lie at the hyper-
planes defined by equations
ti − zk = −ak − rp− sτ + l, ti − zk = ak + (r + 1)p+ (s+ 1)τ + l,
where i = 1, . . . ,m, k = 1, . . . , n and r, s ∈ Z>0, l ∈ Z, and
ti = tj + 2η − rp− sτ + l, ti = tj − 2η + (r + 1)p+ (s+ 1)τ + l,
where 1 6 i < j 6 m and r, s ∈ Z>0, l ∈ Z.
The zeros of the m-variable phase function Ω(t, z, τ, p, η) lie at the hyperplanes defined by equations
ti − zk = ak − rp− sτ + l, ti − zk = −ak + (r + 1)p+ (s+ 1)τ + l,
where i = 1, . . . ,m, k = 1, . . . , n and r, s ∈ Z>0, l ∈ Z, and
ti = tj − 2η − rp− sτ + l, ti = tj + 2η + (r + 1)p+ (s+ 1)τ + l,
where 1 6 i < j 6 m and r, s ∈ Z>0, l ∈ Z.
The poles of the function ωl1,...,ln(t, λ, z, τ, η) are of first order and lie at the hyperplanes ti − zk =
ak+ sτ + l where i = 1, . . . ,m, k = 1, . . . , n, s, l ∈ Z, and at the hyperplanes ti = tj − 2η+ sτ + l where
1 6 i < j 6 m and s, l ∈ Z.
Similarly, the poles of the function ωm1,...,mn(t, µ, z, p, η) are of first order and lie at the hyperplanes
ti−zk = ak+sp+ l where i = 1, . . . ,m, k = 1, . . . , n, s, l ∈ Z, and at the hyperplanes ti = tj−2η+sp+ l
where 1 6 i < j 6 m and s, l ∈ Z.
Knowing the poles and zeros of the factors in (17), we get the Proposition. 
6.2. Topology of poles. The function defined by (17) depends on t, z1, . . . , zn, λ, µ, τ, p, η, a1, . . . , an.
Later on we often make the following assumptions on τ, p, η, a1, . . . , an, z1, . . . , zn.
Im τ > 0 , Im p > 0 , Im η < 0 . (20)
The numbers τ and p are linearly independent over Z. (21)
{2η, 4η, . . . , 2mη} ∩ {Z+ τZ+ pZ} = ∅ . (22)
2ak + 2sη 6∈ Z+ τZ + pZ , k = 1, . . . , n , s = 1−m, . . . ,m− 1 . (23)
zl ± al − zk ± ak + 2sη 6∈ Z+ τZ+ pZ , k, l = 1, . . . , n , l 6= k , (24)
s = 1−m, . . . ,m− 1 ,
for arbitrary combination of signs.
A set of hyperplanes in an affine space is called a configuration of hyperplanes. An edge of a config-
uration is a nonempty intersection of some hyperplanes of the configuration.
Consider the configuration B = B(τ, p, η, a1, . . . , an, z1, . . . , zn) of hyperplanes in C
m defined by
equations (18) and (19).
Fix a natural number N and consider the image of the configuration B in Cm/NZm under the natural
projection Cm → Cm/NZm. We shall call the image a configuration of hyperplanes in Cm/NZm and
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denote the image by CN = CN(τ, p, η, a1, . . . , an, z1, . . . , zn). We always assume that Im τ > 0, Im p > 0,
and therefore CN is a locally finite collection of hyperplanes in C
m/NZm.
Let F (t, λ, µ, z, a, τ, p) be the function defined by (17). The function is 1-periodic in all variables ti,
and therefore it defines a function on Cm/NZm which we denote also by F (t, λ, µ, z, a, τ, p). The function
F (t, λ, µ, z, a, τ, p) is holomorphic on the complement to the union of hyperplanes of CN in C
m/NZm.
Moreover, for any β ∈ Zm + τZm + pZm, the function F (t + β, λ, µ, z, a, τ, p) is holomorphic on the
complement to the union of hyperplanes of CN in C
m/NZm.
Proposition 26. The number of pairwise distinct edges of any dimension and the dimensions of all
edges of the configuration CN do not depend on the parameters τ, p, η, a1, . . . , an, z1, . . . , zn provided
that assumptions (20) – (24) hold.
Proof : The initial configuration induces a configuration of hyperplanes in any edge of the initial con-
figuration. The number of pairwise distinct edges of any dimension and the dimensions of all edges of
the initial configuration remain the same if for each induced configuration the number of its pairwise
distinct hyperplanes does not change. This is obviously true if assumptions (20) – (24) hold. 
Corollary 27. The topology of the complement of the configuration of hyperplanes CN in C
m/NZm
remains the same for all τ, p, η, z1, . . . , zn, a1, . . . , an satisfying conditions (20) – (24).
The Corollary follows from standard reasons in topological singularity theory, cf. [R].
6.3. Hypergeometric integrals. Let τ, p, η, a1, . . . , an be complex numbers. Assume that (20) holds
and
Im ak > 0 , k = 1, . . . , n . (25)
Let t = (t1, . . . , tm), z = (z1, . . . , zn), a = (a1, . . . , an). Let Ω(t, z, a, τ, p, η) be the m-variable phase
function introduced in (13). Let ωL(t, λ, z, a, τ, η) and ωM (t, µ, z, a, p, η) be the functions introduced
in (3), here L = (l1, . . . , ln), l1 + . . . + ln = m, and M = (m1, . . . ,mn), m1 + . . . + mn = m. Let
ϕ(t, λ, µ, z, a, τ, p, η) be a holomorphic function for t ∈ Cm, z, a ∈ Cn, and τ, p lying in the upper half
plane. Assume that ϕ is N-periodic in t, ϕ(t+β, λ, µ, z, a, τ, p, η) = ϕ(t, λ, µ, z, a, τ, p, η) for all β ∈ NZm.
Consider the integral
IϕLM (λ, µ, z, a, τ, p, η) = (26)∫
[0,N ]m
Ω(t, z, a, τ, p, η)ωL(t, λ, z, a, τ, η)ωM (t, µ, z, a, p, η)ϕ(t, λ, µ, z, a, τ, p, η) dt
where dt = dt1 ∧ . . . ∧ dtn. The integral will be called a hypergeometric integral.
The integrand, F (t, λ, µ, z, a, τ, p, η), in (26) is N-periodic, hence the integral can be considered as an
integral over the image in Cm/NZm of the subspace Rm under the natural projection.
For any β ∈ Cm, denote by IϕLM (λ, µ, z, a, τ, p, η)β the integral∫
[0,N ]m
F (t+ β, λ, µ, z, a, τ, p) dt . (27)
Fix β ∈ τZm + pZm and z ∈ Cn. Assume that for all i = 1, . . . , n,
Im ai ≫ Im τ , Im ai ≫ Im p , and − Im η ≫ Im τ , −Im η ≫ Im p . (28)
Then it is easy to see that the poles of the integrand of (27) lie far from the integration cycle [0, N ]m.
Hence the integral is well defined and holomorphically depends on the parameters λ, µ, z, a, τ, p, η. We
shall call this range of parameters the starting range for given β and z.
Proposition 28. For fixed β, γ ∈ τZm + pZm and z ∈ Cn, the integrals IϕLM (λ, µ, z, a, τ, p, η)β and
IϕLM (λ, µ, z, a, τ, p, η)γ are equal if condition (28) hold.
Proof : Change variables, t → t′ − β + γ, in the first integral. Then the integrand of the first integral
becomes equal to the integrand of the second while the integration cycle becomes equal to [0, N ]m+β−γ.
If condition (28) hold, then the integrand has no poles around the tori [0, N ]m+β−γ and [0, N ]m. Since
the integrand is a closed differential form, the integrals over [0, N ]m + β − γ and [0, N ]m are equal. 
So far we defined the function IϕLM (λ, µ, z, a, τ, p, η)β in the starting range of parameters with respect
to given β and z as the integral of F (t+ β, λ, µ, z, a, τ, p) dt over the torus [0, N ]m ⊂ Cm/NZm. Moreover,
this function does not depend on β. In order to define the function IϕLM (λ, µ, z, a, τ, p, η)β for all values
of parameters satisfying conditions (20) – (24) we use analytic continuation. The result of the analytic
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continuation can be represented as an integral of the integrand over a suitably deformed torus, which we
denote by TmN . Namely, the poles of the integrand are located at the hyperplanes of the configuration
CN (τ, p, η, a1, . . . , an, z1, . . . , zn). We deform the parameters τ, p, η, a1, . . . , an, z1, . . . , zn preserving
conditions (20) – (24). Then by Corollary 27, the topology of the complement of CN in C
m/NZm does not
change. We deform the integration torus accordingly so that the torus does not intersect the hyperplanes
of the configuration at every moment of the deformation. Then the analytic continuation of the function
IϕLM (λ, µ, z, a, τ, p, η)β is given by the integral∫
Tm
N
F (t+ β, λ, µ, z, a, τ, p) dt . (29)
Theorem 29. The integral (27) can be analytically continued as a holomorphic univalued function to
the domain of the parameters λ, µ, z, a, τ, p, η satisfying conditions (20) – (24).
The proof of the Theorem is the same as the proof of Theorem 5.7 in [TV1].
We have the following important corollary.
Corollary 30. The function IϕLM (λ, µ, z, a, τ, p, η)β defined by (29) does not depend on β.
6.4. Solutions to qKZB. Fix complex numbers τ, p, η, Λ1, . . . ,Λn and set ai = ηΛi. Assume that
the parameters τ, p, η, a1, . . . , an satisfy conditions (20) – (23) and Λ1+ . . .+Λn = m for some positive
integer m.
Let Ω(t, z, a, τ, p, η) be the m-variable phase function introduced in (13). Let ωL(t, λ, z, a, τ, η) and
ωM (t, µ, z, a, p, η) be the functions introduced in (3), here L = (l1, . . . , ln), |L| = l1 + . . .+ ln = m, and
M = (m1, . . . ,mn), |M | = m.
Fix a natural number N . Let ξ be an entire function of one variable which is 4ηN -periodic, ξ(λ +
4ηN) = ξ(λ).
Let VΛ = ⊕
∞
j=0Cej and V = VΛ1 ⊗ . . .⊗ VΛn . For any L = (l1, . . . , ln), |L| = m, set eL = el1 ⊗ . . .⊗
eln ∈ V .
Introduce a V [0]⊗ V [0]-valued function uξ by
uξ(z1, . . . , zn, λ, µ, τ, p) =
∑
L,M, |L|=|M|=m
uξLM (z1, . . . , zn, λ, µ, τ, p) eL ⊗ eM (30)
where
uξLM (z1, . . . , zn, λ, µ, τ, p) = e
−πiµλ2η × (31)∫
Tm
N
ξ(pλ+ τµ−
n∑
l=1
2alzl + 4η
m∑
j=1
tj)Ω(t, z, a, τ, p, η)ωL(t, λ, z, a, τ, η)ωM (t, µ, z, a, p, η) dt .
Here we assume that z1, . . . , zn satisfy condition (24) and we define the integral by analytic continuation
described in Section 6.3.
For any j = 1, . . . , n, introduce an End (V [0])-valued function Dj(λ) by the formula
Dj(λ) : eL 7→
α(λ − 2η
∑j
l=1 h
(l))
α(λ − 2η
∑j−1
l=1 h
(l))
eπiηΛj(
∑ j−1
l=1 Λl−
∑n
l=j+1 Λl) eL , (32)
cf. (6), and an End (V [0])-valued function D(λ, z, p) by
D(λ, z, p) =
n∏
j=1
Dj(µ)
zj/p , (33)
cf. (14).
Theorem 31. Under the above conditions, for any j = 1, . . . , n, we have
u(. . . , zj + p, . . . ) = Kj(z1, . . . , zn, λ, τ, p)⊗D
−1
j (µ) u(. . . , zj, . . . ), (34)
u(. . . , zj + τ, . . . ) = D
−1
j (λ)⊗Kj(z1, . . . , zn, µ, p, τ) u(. . . , zj, . . . ), (35)
and, if in addition the function ξ is 2al-periodic for all l = 1, . . . , n, then
u(. . . , zj + 1, . . . ) = u(. . . , zj, . . . ). (36)
Here Kj(z1, . . . , zn, λ, τ, p) is the qKZB operator defined by (1), i.e. the operator of the qKZB equations
with step p and defined in terms of elliptic R-matrices with modulus τ .
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The following Corollary is equivalent to the first two statements of the Theorem. The third statement
is trivial.
Corollary 32. Let f : V → C be a linear function. Consider the functions
Ψξf (z, λ, µ, τ, p) = (1⊗ f) (1⊗D(µ, z, p))u(z, λ, µ, τ, p) , (37)
and
Φξf (z, λ, µ, τ, p) = (f ⊗ 1) (D(λ, z, τ)⊗ 1)u(z, λ, µ, τ, p) . (38)
Then for a fixed µ, the function Ψξ is a solution of the qKZB equations with modulus τ and step p,
Ψξf (z1, . . . , zj + p, . . . , zn, λ, µ, τ, p) = (39)
= Kj(z1, . . . , zn, λ, τ, p)Ψ
ξ
f (z1, . . . , zn, λ, µ, τ, p) , j = 1, . . . , n ,
and for a fixed λ, the function Φξ is a solution of the qKZB equations with modulus p and step τ ,
Φξf (z1, . . . , zj + τ, . . . , zn, λ, µ, τ, p) = (40)
= Kj(z1, . . . , zn, µ, p, τ)Ψ
ξ
f (z1, . . . , zn, λ, µ, τ, p) , j = 1, . . . , n .
Proof : Fix M = (m1, . . . ,mn), |M | = m. By Theorem 23, the function Ψ defined by (15) is a formal
solution to the qKZB equations (39). This means that for any j, the difference
Ψξ(z1, . . . , zj + p, . . . , zn, λ, µ, τ, p)−Kj(z1, . . . , zn, λ, τ, p)Ψ
ξ(z1, . . . , zn, λ, µ, τ, p)
is an element of the space DEa(z; ξ;M) ⊗ V [0]. By Corollary 30, the integral in (31), defined by
the analytic continuation described in Section 6.3, is equal to zero on DEa(z; ξ;M) ⊗ V [0]. Hence, if
f : V → C is a linear function, then, for a fixed µ, the function Ψξf , defined by (37), is a solution to the
qKZB equations (39). This proves the first statement of Corollary 32. The proof of the second statement
is similar. The Corollary implies the Theorem. 
The solutions of the qKZB equations constructed in Corollary 32 depend on an entire function ξ which
is 4ηN -periodic. An important example of such a function is the function ξ ≡ 1. In the next section we
consider another important example of entire functions.
6.5. Theta function properties of solutions. Recall that a scalar theta function of level N is a
function f such that f(λ+ 1) = f(λ), f(λ+ τ) = e−πiN(2λ+τ)f(λ).
Consider the objects described in Section 6.4, in particular, let V = VΛ1 ⊗ . . .⊗VΛn as in Section 6.4.
We say that a V [0]-valued function Ψ(λ) is a vector-valued theta function of level N , if
Ψ(λ+ 1) = Ψ(λ), (41)
Ψ(λ+ τ) = e−πi(2Nλ+Nτ+
∑
n
j=1 h
(j)(zj−aj−2aj+1−...−2an))Ψ(λ). (42)
Clearly, the space of holomorphic vector-valued theta functions of level N is finite-dimensional.
Assume that the numbers p and η are such that −p/4η = N where N is a natural number. Let f(λ)
be a scalar theta function of level N . Set ξ(λ) = f(λ/p). Then ξ is an entire 4ηN -periodic function.
Consider the solution Ψξf (z, λ, µ, τ, p, η) to the qKZB equations constructed in Corollary 32.
Theorem 33. Under the above assumptions, if the parameter µ has the form µ = 2η(m + 2s), s ∈ Z,
then the solution Ψξf (z, λ, µ, τ, p, η) is a vector-valued theta function of level m + N as a function of
variable λ.
Proof : We have Ψξf (. . . , λ + 1, . . . ) = e
−πiµ/2η(−1)mΨξf(. . . , λ, . . . ) where the first factor comes from
the factor e−πi
µλ
2η in (31) and the second factor comes from ωL(. . . , λ, . . . ) in (31). Hence, according to
our assumptions, Ψξf(. . . , λ, . . . ) satisfies (41).
In order to check property (42) we shall check the property for each coordinate function uξLM defined
by (31).
We have uξLM (. . . , λ + τ, . . . ) = e
−πiAe−πiBe−πiCuξLM (. . . , λ, . . . ) where the first, second and third
factors correspond to transformations of e−πiµ/2η, ξ and ωL in (31), respectively. Here A = µτ/2η,
B = N(2λ+ 2τµ/p− 4η/p
∑
Λkzk + 8η/p
∑
tj + τ),
C = mτ +
n∑
k=1
l1+...+lk∑
j=l1+...+lk−1+1
2
(
λ+ tj − zk − ak + 2lkη − 2η
k−1∑
q=1
(Λq − 2lq)
)
.
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Using our assumptions, after simple calculations we get
A+B + C = 2(N +m)λ+ (N +m)τ +
n∑
j=1
h(j)(zj − aj − 2aj+1 − . . .− 2an)
where h(j) = Λj − 2lj. The Theorem is proved. 
7. Monodromy of solutions of qKZB equations
7.1. Monodromy with respect to permutations of variables.
Theorem 34. Let Ψ(z1, . . . , zn, λ) be a solution of the qKZB equations with values in (VΛ1⊗. . .⊗VΛn)[0]
step p and modulus τ . Then for any j = 1, . . . , n− 1, the function
Ψj(z1, . . . , zn, λ) = P
(j,j+1) R
(j,j+1)
Λj ,Λj+1
(zj+1 − zj , λ− 2η
j−1∑
l=1
h(l), τ)Ψ(z1, . . . , zj+1, zj , . . . , zn, λ) (43)
is a solution of the qKZB equations with values in (VΛ1⊗. . . VΛj+1⊗VΛj . . .⊗VΛn)[0], step p and modulus τ .
Here P (j,j+1) is the permutation of the j-th and j+1-th factors, and RΛj ,Λj+1(z, λ, τ) ∈ End (VΛj⊗VΛj+1 )
is the elliptic R-matrix with modulus τ .
Proof : The proof of the Theorem is straightforward. Let us check, for instance, that Ψj satisfies the
first qKZB equation assuming that j > 1. We have
Ψj(z1 + p, . . . ) = P
(j,j+1) R
(j,j+1)
Λj ,Λj+1
(zj+1 − zj, λ− 2η
j−1∑
l=1
h(l), τ)
×KΛ1,... ,Λn1 (z1, . . . , zj+1, zj, . . . , zn, λ)Ψ(z1, . . . , zj+1, zj, . . . ) =
= P (j,j+1) R
(j,j+1)
Λj ,Λj+1
(zj+1 − zj, λ− 2η
j−1∑
l=1
h(l), τ) Γ1R
(1,n)
Λ1,Λn
(z1 − zn, λ− 2η
n−1∑
l=2
h(l), τ) . . .
×R
(1,j+1)
Λ1,Λj+1
(z1 − zj , λ− 2η
j∑
l=2
h(l), τ)R
(1,j)
Λ1,Λj
(z1 − zj+1, λ− 2η
j−1∑
l=2
h(l), τ) . . .
×R
(1,2)
Λ1,Λ2
(z1 − z2, λ, τ)Ψ(z1, . . . , zj+1, zj , . . . ) =
= P (j,j+1) Γ1R
(1,n)
Λ1,Λn
(z1 − zn, λ− 2η
n−1∑
l=2
h(l), τ) . . . R
(j,j+1)
Λj ,Λj+1
(zj+1 − zj, λ− 2η
j−1∑
l=2
h(l), τ)
×R
(1,j+1)
Λ1,Λj+1
(z1 − zj , λ− 2η
j∑
l=2
h(l), τ)R
(1,j)
Λ1,Λj
(z1 − zj+1, λ− 2η
j−1∑
l=2
h(l), τ) . . .
×R
(1,2)
Λ1,Λ2
(z1 − z2, λ, τ)Ψ(z1, . . . , zj+1, zj , . . . ) =
= P (j,j+1) Γ1R
(1,n)
Λ1,Λn
(z1 − zn, λ− 2η
n−1∑
l=2
h(l), τ) . . . R
(1,j)
Λ1,Λj
(z1 − zj+1, λ− 2η
j+1∑
l=2, l 6=j
h(l), τ) . . .
×R
(1,j+1)
Λ1,Λj+1
(z1 − zj , λ− 2η
j−2∑
l=2
h(l), τ)R
(j,j+1)
Λj ,Λj+1
(zj+1 − zj, λ− 2η
j−1∑
l=1
h(l), τ)
×R
(1,2)
Λ1,Λ2
(z1 − z2, λ, τ)Ψ(z1, . . . , zj+1, zj , . . . ) =
= K
Λ1,... ,Λj+1,Λj ,... ,Λn
1 (z1, . . . , zj, zj+1, . . . , zn, λ)Ψj(z1, . . . ) .
The other cases are checked similarly. 
Remark. The transformation
Tj : Ψ(z1, . . . , zn, λ)→ P
(j,j+1)R
(j,j+1)
Λj ,Λj+1
(zj+1 − zj , λ− 2η
j−1∑
l=1
h(l), τ)Ψ(z1, . . . , zj+1, zj , . . . , zn, λ)
preserves the theta function properties (41), (42).
Proposition 35. Assume that a (VΛ1 ⊗ . . .⊗VΛn)[0]-valued function Ψ(z1, . . . , zn, λ) satisfies the theta
function properties (41), (42). Then for any j = 1, . . . , n, the (VΛ1 ⊗ . . . VΛj+1 ⊗VΛj . . .⊗VΛn)[0]-valued
function TjΨ also satisfies the theta function properties (41), (42).
18 G. FELDER, V. TARASOV AND A. VARCHENKO
The Proposition easily follows from Proposition 13.
Let uξ,Λ1,... ,Λn(z1, . . . , zn, λ, µ, τ, p) be the function constructed for the tensor product V = VΛ1 ⊗
. . .⊗ VΛn in (30). Let DΛ1,... ,Λn(µ, z, p) be the End (V [0])-valued function defined in (33). According to
Theorem 31, the V [0]⊗ V [0]-valued function
ΨΛ1,... ,Λn(µ, z) = (1⊗DΛ1,... ,Λn(µ, z, p))u
ξ,Λ1,... ,Λn(z1, . . . , zn, λ, µ, τ, p) (44)
is a solution of the qKZB equations with respect to the first factor,
ΨΛ1,... ,Λn(. . . , zk + p, . . . ) = (Kk(z1, . . . , zn, λ, τ, p)⊗ 1) Ψ
Λ1,... ,Λn(. . . , zk, . . . ) , k = 1, . . . , n.
For any j = 1, . . . , n, denote by Vj the tensor product VΛ1 ⊗ . . . VΛj+1 ⊗ VΛj . . .⊗ VΛn . According to
Theorem 34, for any j, the V [0]⊗ Vj [0]-valued function
Ψj(z, λ, µ, τ, p) = (P
(j,j+1)R
(j,j+1)
Λj+1,Λj
(zj+1 − zj , λ− 2η
j−1∑
l=1
h(l), τ) ⊗
D... ,Λj+1,Λj ,...(µ, . . . , zj+1, zj , . . . , p))u
ξ,... ,Λj+1,Λj ,...(. . . , zj+1, zj, . . . )
is a solution with respect to the first factor of the same qKZB equations.
The next Theorem describes a relation between the two solutions and can be considered as a de-
scription of the monodromy of the hypergeometric solutions constructed in Section 6.4 with respect to
permutation of variables.
Introduce a new R-matrix R˜A,B(z, µ, p) ∈ End (VA ⊗ VB) by
R˜A,B(z, µ, p) = e
2πiABz/p
( α(λ)
α(λ− 2ηh(2))
)z/p
RA,B(z, µ, p)
( α(λ − 2η(h(1) + h(2))
α(λ− 2ηh(1))
)z/p
. (45)
Theorem 36.
Ψj(z, λ, µ, τ, p) = (1 ⊗ P
(j,j+1)R˜
(j,j+1)
Λj ,Λj+1
(zj − zj+1, µ− 2η
j−1∑
l=1
h(l), p))ΨΛ1,... ,Λn(z, λ, µ, τ, p) . (46)
Remark. According to Proposition 12, the matrix R˜A,B(z, µ, p) is p-periodic,
R˜A,B(z + p, µ, p) = R˜A,B(z, µ, p) .
Hence, formula (46) expresses solution Ψj as a linear combination of solutions Ψ
Λ1,... ,Λn with p-periodic
coefficients.
Proof : First let us prove that
Ψj(z, λ, µ, τ, p) =
(
1⊗D... ,Λj+1,Λj ,...(µ, . . . , zj+1, zj , . . . , p) (47)
× P (j,j+1) R
(j,j+1)
Λj ,Λj+1
(zj − zj+1, µ− 2η
j−1∑
l=1
h(l), p)
×D−1... ,Λj ,Λj+1,...(µ, . . . , zj , zj+1, . . . , p))Ψ
Λ1,... ,Λn(z, λ, µ, τ, p) .
In fact, we have
Ψj(z, λ, µ, τ, p) = (P
(j,j+1)R
(j,j+1)
Λj+1,Λj
(zj+1 − zj, λ− 2η
j−1∑
l=1
h(l), τ) ⊗ (48)
D... ,Λj+1,Λj ,...(µ, . . . , zj+1, zj, . . . ))
∑
L,M, |L|=|M|=m
uLM(. . . , zj+1, zj, . . . ) eL ⊗ eM
where L = (l1, . . . , lj+1, lj, . . . , ln), M = (m1, . . . ,mj+1,mj, . . . ,mn), and
uLM (. . . , zj+1, zj , . . . ) = e
−πiµλ2η
∫
Tm
N
ξ(pλ+ τµ−
n∑
l=1
2alzl + 4η
m∑
j=1
tj)Ω(t, z, a, τ, p, η)
× ω
... ,Λj+1,Λj ,...
L (t, λ, . . . , zj+1, zj, . . . , τ)ω
... ,Λj+1,Λj ,...
M (t, µ, . . . , zj+1, zj , . . . , p) dt .
According to (4), we have
P (j,j+1)
∑
L
ω
... ,Λj+1,Λj ,...
L (t, λ, . . . , zj+1, zj , . . . , τ)R
(j,j+1)
Λj+1,Λj
(zj+1 − zj , λ− 2η
j−1∑
l=1
h(l), τ) eL (49)
=
∑
S
ω
... ,Λj ,Λj+1,...
S (t, λ, . . . , zj, zj+1, . . . , τ) eS
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where eS ∈ V and∑
M
ω
... ,Λj+1,Λj ,...
M (t, µ, . . . , zj+1, zj, . . . , p) eM = (50)
= P (j,j+1)
∑
Q
ω
... ,Λj ,Λj+1,...
Q (t, µ, . . . , zj, zj+1, . . . , p)R
(j,j+1)
Λj ,Λj+1
(zj − zj+1, µ− 2η
j−1∑
l=1
h(l), p) eQ
where eQ ∈ V . Formulae (49), (50) and (48) prove (47).
Now the Theorem follows from the following Lemma.
Lemma 37.
D... ,Λj+1,Λj ,...(µ, . . . , zj+1, zj, . . . , p)P
(j,j+1)R
(j,j+1)
Λj ,Λj+1
(zj − zj+1, µ− 2η
j−1∑
l=1
h(l), p)
×D−1... ,Λj ,Λj+1,...(µ, . . . , zj, zj+1, . . . , p)) = P
(j,j+1)R˜
(j,j+1)
Λj ,Λj+1
(zj − zj+1, µ− 2η
j−1∑
l=1
h(l), p)
The Lemma follows from (33) and (32). 
7.2. Monodromy of solutions with respect to shifts of zj by τ . Let u(z1, . . . , zn, λ, µ, τ, p) be
the function constructed for the tensor product V = VΛ1 ⊗ . . . ⊗ VΛn in (30). Let D(µ, z, p) be the
End (V [0])-valued function defined in (33). Set
Ψ(z, λ, µ, τ, p) = (1⊗D(µ, z, p))u(z1, . . . , zn, λ, µ, τ, p) .
According to Theorem 31, the V [0]⊗ V [0]-valued function Ψ is a solution of the qKZB equations with
respect to the first factor,
Ψ(. . . , zk + p, . . . ) = (Kk(z, λ, τ, p)⊗ 1) Ψ(. . . , zk, . . . ), k = 1, . . . , n .
Let Bj(z, λ, p) ∈ End (V [0]) be the linear operator introduced in (9). According to Theorem 16, for
any j = 1, . . . , n, the function
Ψj(z, λ, µ, τ, p) = (Bj(z, λ, p)⊗ 1)Ψ(z1, . . . , zj + τ, . . . , zn, λ, µ, τ, p)
is a new solution of the same equations.
The next Theorem describes a relation between the two solutions and can be considered as a descrip-
tion of the monodromy of the hypergeometric solutions constructed in Section 6.4 with respect to shifts
of variables zj by τ .
Theorem 38.
Ψj(z, λ, µ, τ, p) =
(
1 ⊗ fj(z, p) (51)
× D(. . . , zj + τ, . . . , µ, p)Kj(z, µ, p, τ)D
−1(. . . , zj, . . . , µ, p)
)
Ψ(z, λ, µ, τ, p)
where fj(z, p) = e
2πiη
∑
l, l 6=j(zl−zj)ΛlΛj/p and Kj(z, µ, p, τ) is the j-th operator of the qKZB equations
with step τ and modulus p.
Remark. According to Theorem 15, the operator
K˜j(z, µ, p, τ) = fj(z, p)D(. . . , zj + τ, . . . , µ, p)Kj(z, µ, p, τ)D
−1(. . . , zj, . . . , µ, p)
is p-periodic, K˜j(. . . , zk + p, . . . ) = K˜j(. . . , zk, . . . ). Hence, formula (51) expresses solution Ψj as a
linear combination of solutions Ψ with p-periodic coefficients.
Proof :
Ψj(z, λ, µ, τ, p) = (Bj(z, λ, p)⊗ 1)Ψ(. . . , zj + τ, . . . ) =
(fj(z, p)D
−1(z, λ, τ)D(. . . , zj + τ, . . . , λ, τ) ⊗D(. . . , zj + τ, . . . , µ, p))u(. . . , zj + τ, . . . ) =
(fj(z, p)D
−1(z, λ, τ)D(z, λ, τ) ⊗D(. . . , zj + τ, . . . , µ, p)Kj(z, µ, p, τ))u(. . . , zj , . . . ) =
(1⊗ fj(z, p)D(. . . , zj + τ, . . . , µ, p)Kj(z, µ, p, τ)D
−1(z, µ, p))Ψ(. . . , zj, . . . ) .

Remark. Assume that Λ1, . . . ,Λn are natural numbers, then the square of the transformation
Tj : Ψ(z1, . . . , zn, λ) → Bj(z, λ, p)Ψ(z1, . . . , zj + τ, . . . , zn, λ)
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preserves the theta function properties (41), (42). Namely, if a V [0]-valued function Ψ satisfies (41),
(42), then for any j, the V [0]-valued function (Tj)
2Ψ satisfies (41), (42).
7.3. Monodromy of solutions with respect to shifts of zj by 1. Let u
ξ(z1, . . . , zn, λ, µ, τ, p) be
the function constructed for the tensor product V = VΛ1 ⊗ . . . ⊗ VΛn in (30). Let D(µ, z, p) be the
End (V [0])-valued function defined in (33). Set
Ψξ(z, λ, µ, τ, p) = (1⊗D(µ, z, p))uξ(z1, . . . , zn, λ, µ, τ, p) .
According to Theorem 31, the V [0] ⊗ V [0]-valued function Ψξ is a solution of the qKZB equations
with respect to the first factor. According to Corollary 18, for any j, the V [0] ⊗ V [0]-valued function
Ψξj(z, λ, µ, τ, p) = Ψ(. . . , zj + 1, . . . , λ, µ, τ, p) is a new solution of the same equations.
The next Proposition describes a relation between the two solutions and can be considered as a
description of the monodromy of the hypergeometric solutions constructed in Section 6.4 with respect
to shifts of variables zj by 1.
For any j, introduce an entire function, ξj , of one variable by ξj(λ) = ξ(λ− 2ηΛj).
Proposition 39. For any j, we have
Ψξj(z, λ, µ, τ, p) = (1⊗ (Dj(µ))
1/p)Ψξj (z, λ, µ, τ, p)
The Proposition follows from formula (31).
Remark. Assume that Λ1, . . . ,Λn are natural numbers, then the square of the transformation
Tj : Ψ(z1, . . . , zn, λ) → Ψ(z1, . . . , zj + 1, . . . , zn, λ)
preserves the theta function properties (41), (42). Namely, if a V [0]-valued function Ψ(z, λ) satisfies
(41), (42), then for any j, the V [0]-valued function Ψ(. . . , zj + 2, . . . , λ) satisfies (41), (42).
Recall also that if −p/4η = N , f is a scalar theta function of level N and ξ(λ) = f(λ/p), then
Ψξ(z, λ, µ, τ, p) is a vector-valued theta function of level m + N . Notice now that if Λ1, . . . ,Λn are
natural numbers, then ξ(λ − 4ηΛj) = f(λ/p+ Λj/N), and f(λ + Λj/N) is a new scalar theta function
of level N .
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