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RESUMO
Mostramos a existência de ações topolÕgicas 
de grupos ortogonais sobre esferas, cujos conjuntos de pontos 
fixos não são esferas. Assim, estas ações são não ortogonais.
VI
ABSTRACT
We show the existence of topological actions 
of orthogonal groups on spheres whose fixed point sets are not 
spheres. Thus, these actions are non-orthogonal.
Vli
í n d i c e
INTRODUÇÃO ... ...............................  1
CAPÍTULO I
1.1. Grupos Topolõgicos ...................  2
1.2. Ações de Grupos ........... .......... 9
1.3. Grupos Isotrõpicos e Õrbitas ....... 13
1.4. Pontos Fixos -........................  16
CAPÍTULO II
2.1. Colagens Equivariantes ..............  18
2.2. Ações não Ortogonais de Grupos Orto­
gonais em Esferas ...................  24
APÊNDICE .......................................  48
BIBLIOGRAFIA.......................... .......  59
_  1 -
INTRODUÇÃO
O propósito do presente trabalho e apresentar 
alcTuns aspectos da Teoria de Gruoos Compactos de Transformações. 
Em esoecial, mostrar a existência de O(n)-ações em esferas, agin~ 
do não ortogonalmente, como mostrou G. E. Bredon em 1965 ([8], [9], 
10]), contrariando a expectativa de que os conjuntos de pontos 
fixos de ações ortogonais em esferas seriam esferas.
No decurso do trabalho apresentamos em primei 
ro lugar, as idéias fundamentais da Teoria de Grupos Topológicos 
e Ações de Grupos. Em seguida, desenvolvemos era detalhe o material 
necessário em colagens equivariantes, que produz as 0(n)-esferas 
de Bredon. Mediante o uso da sequêncíia de Mayer-Vietoris e outras 
noções de Topologia Algébrica {ver Apêndice), assim, como da Conje- 
tura Generalizada de Poincaré ([4]), construimos as O(n)-esferase 
constatamos que os conjuntos de oontos fixos correspondentes não 
são esferas.
Notemos que as construções de que fazemos uso 
são, em essência, do mesmo tipo do que as usadas por Milnor ([3]), 
para mostrar a existência de vinte e oito estruturas diferenciá­
veis diferentes sobre a esfera de dimensão sete.
c a p í t u l o  I
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1 i1. Grupos Topolõgicos
Definição 1.1.1.
Um Grupo Topolõqico G ê um grupo que, como conjunto, possui 
uma topologia de Hausdorff, para o qual as operações do grupo, mul_
tiplicação G X G -- G
(g,h)('--- >- gh
e inversa G — >■ G
gf-—  ^g são continuas.
Equivalentemente, a função G x G — »■ G, dada por (g,h)i— g 
é contínua.
Propos ição 1.1.2.
Se H é um subgrupo de um grupo topológico G, então H ë 
também um subgrupo de G .
Se H é normal, então H é normal.
Prova
Seja u: G X G -- »■ G, dada por y(g,h) = gh*’^  Então
u (H X H) = u (H X H) . Como u é continua, y (H x H) c  y (h x“ hT. 
Vamos verificar que y(H x H) = H. Seja a e y(H x h), dado 
por a =  y(g,h), com g,h e H. Então, a - gh*"^  e a e H.
Seja a um elemento de H; então a = ab~^, com a,b s H e
a = y(a,b). Assim, a e(H x H).
Como y (H X H ) * c  H, temos que, se a,b c H, então ab  ^=
= u(a,b) e u (H X H) ^  H. Logo, para qualquer a,b e H, ab H e H 
é subgrupo de G.
Suponhamos que H ê normal. Consideremos L^ e respecti 
vãmente, translação à esquerda e translação à direita, assim 
finidas: L^ ; G — >-G, = gh e
; G -^G, Rg(h) = hg"^.
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Como ê um homeomorfismo e H é normal, temos:
L R (H) = gHg“^ = H, e L R ~T hT  = H, o que implica que gHg 
ou seja, H é normal.
Por mapeamento canônico <í> de um grupo G sobre o espaço 
das classes laterais G/H (H subgrupo de G ) , entendemos a apli 
cação (p: G — +-G/H, definida por (í>(x) = xH.
Sejam G um grupo topolõgico e H um subgrupo fechado de G. 
üm conjunto aberto em G/H ê um conjunto cuja imagem inversa sob 
4) é um aberto em G.
Assim topologizamos o espaço quociente G/H, de modo que 4> 
seja contínua. Se H não é fechado, G/H não ê espaço de Hausdorff 
e, portanto, não pode ser considerado grupo topológico.
Proposição 1.1.3.
Seja H um subgrupo fechado de G. Então o espaço G/H das 
classes laterais à direita de H em G, com a topologia quociente 
induzida oela aplicação canônica <j);G"^G/H, definida Por it^ lghgH,
é uro espaço de Hausdorff e é aberta e continua.
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Prova
A aplicação 4>;G ^ G/E, definida por <i> (g) = gH, é uma apli­
cação aberta. Basta ver que se U ê aberto em G, então 
também é aberto em G. Seja ve <}»”%  (ü) . Queremos ver que existe u 
ma vizinhança V de v contida em ij» %  (II) . Sabemos que if>(v) e <í>(U). 
Escolhemos u e ü, tal que (j> (u) = 4> (v) . Mas então existe h e H , 
tal que hu = v. Loao, hU ê uma vizinhança aberta de v em G,con 
tida em (n) .
Vamos mostrar que G/H é espaço de Hausdorff. Suponhamos que 
gjW, ou seja, X Como H ê fechado, e portanto, o
seu complementar ê aberto, existe ü, uma vizinhança simétri­
ca de e (U = U M , cora üg~^g2ü ^  H^ ou Ug^^g^U D K = 0. Assim, 
n UH = 0, porque ug^^g^u' h, para qualquer u,u’ c ü , 
h G H. Se tivermos gj^g2u' = uh, então u ^g^^g2U*==u -uh= h e H , o 
que ê um absurdo.
Como n UH = 0, temos g^U H g^üH = 0 e g^UH n g^üH=0
Por outro lado, (|) (g^U) = {g^uHl u e 0 } C  G/H são subconjuntos dis 
juntos abertos em G/H contendo g^H e
Propos ição 1.1.4.
Se H é um subgrupo normal fechado de um grupo topolôgico G , 
então G/H é um grupo topolõqico.
Prova
Devemos mostrar que a função p: G/H x g /H -> G/H, definida
por y(9 jH, ^ contínua.
I
Consideremos o diagrama '
G X G -2— > G
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G/H X G/H G/H
-  1onde (|) é a aolicação canônica, ij» =41x4, , e n(gj,g2) “ 9  ^ Entao 
woip{gj,g2 ) = y(gjH,g2H) = g^^ggH e (g^^g^^ =<j> ^ = g^^g^H.
Logo, li oii)(gj,o^  ) = (j» oníg^ »g^) (o diagrama é comutativo) .
Seja ü c  G/n, U aberto. Então, u“^ (ü) = «i» n~^  (0). Como 4> e 
n são contínuas e ifi - iji x (|i ê uma aplicação aberta, ij n <^j)  ^(ü) é 
um aberto. Logo, y é contínua.
Proposição 1.1.5.
Sejam (j>: G H um epimorfismo de grupos topolõgicos e K o 
núcleo de i{) (K = ker <t>) .
Então
(i) K é um subgrupo fechado normal de G ;
(ii) A aplicação induzida <j) ' ; G / K H  é contínua e bijetora; e
(iii) Se G é compacto, então <i)' é aberta, e, portanto, um isomor­
fismo de grupos topolõgicos.
Observação: A parte (i) vale mesmo quando (|) não é sobrejetora.
Prova
(i) É um fato elementar - [ll]
(ii) Consideremos o diagrama
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-V H
Se xK = yK, com x,v e G, então <j»(x) = (j>(y), porque xK = yK 
implica que x"*^y e K. Looo, (íiíx^ y^) = 1 e <}i(x) = 4»(y).
Assim, a função <j> ' : G/K --- >■ H é definida por <}i’{xK) = <j> (x),
para qualquer x e G.
Temos então (ií>'oT) (x) = <j>*(T(x)} = 4»'(xK) = (J)(x), para qualquo: 
X E G. Portanto, (j> ' o T = <}).
Além disso, <í> ' ê a única aplicação que composta com T dâ 
<(», Dois, se temos um homomorfismo T', T*: G/K— ► H e T'o T = (|i , 
seQue que T'(xK) = T '  (T(x)) = (T'oT) (x) =(|>(x) = ((})'oT)(x) 
<})MT(x)) = (}>'(xK), para qualquer xK e G/K.
Logo, T ’ e <3>* são iguais.
 ^(A) ê aberto se, e somente se, t"‘N<!>”Ma)> é aberto em G. 
Temos (T ^)(A) = {<í>'oT) Na) = <J> ^A) . Logo 0' ê contínua.
Vamos mostrar que é' e bijetora.
y e H implica que existe x e G tal que v = (j>(x) (<j> é sobre- 
jetora) . Daí <í!*(xK) = <{i(x) = y; portanto existe xK e G/K tal que 
y = (|>'(xK). Assim, <{)’ ë sobrejetora.
Se xK G Ker((i)'), temos que <i>'(xK) = e ’, ou seja, (}i{x) = e', 
donde x e K. Daí, xK = K, ou seja, Ker (6’) = K. Portanto, (!> ’ e 
injetora.
(iii) Se G ê compacto, temos que d)' é aberta. í[ 7)).
Sejam G um grupo compacto e H um subgrupo fechado de G. 
Então, q e N(H) = {q e GigHq"^ = H) se, e somente se, gHg ^ C H .
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Pronoslção 1.1.6,
Prova
Temos que provar que gHg~^ = H •^> gHg^^c H.
(a) =^> ) óbvio.
(b) ) gHg~^C H =--> H C  gHg“\
Sejam (j>: G x g  — »■ G, dada por 4i(g,k) = Tomemos g c G
e definamos A = {g^|n=0,1,2,...} .
Ã ê um subgrupo do compacto G. ([l]).
Então, <|> (A X H) C  H, porque (j){g,h) = ghg H e 
<l,(g’,h) = g”h(g^}"^ = g^^híg“^ ^  g {g^’^ h (g" M  ^) g"^ e H, por in 
d u ç ã o .em n .
Alem disso, (j> (Ã x h ) = <j»(Ã x H) = <j) (A x h ) . Como <i) é contí­
nua, 4i(A X H) C  ^(A X H) e 4)(A X H) cr H = H.
Ã é subgrupo de G, logo g~^c Ã. Mas *|)(g~\k) e H para todo
k e H. Portanto, g**^kg e H, para todo k e H. Assim, g ^Hg C  H, e 
-1entao, H c  gHg
Proposição 1.1.7.
Seja G um grupo compacto. Então toda vizinhança ü de e em G con^ 
tém uma vizinhança V de e, que é invariante sob conjugação.
Prova
Seja (j); G x g  G, definida por <}!(g,k) = g k g ~ \  Seja U uma
vizinhança de e. Temos que, G - U  = F = u'^é fechado. Assim, G-U
é compacto. Como  ^ ê continua, (j) (G x (G - ü) ) é compacto. Conside­
remos agora, o conjunto V = f(}){G x (G -• U))]^.
Temos,
(a) V ê  aberto, pois é o complementar de um fechado.
(b) V C  ü. Se a ^ U, então a e G - U .  Como e a e”^ - a  , então 
(}>(e,a) = a /* isto implica que a  e (|) (G x (G - ü) ) ; portan­
to, a ^ '
(c) e e V. Se e ^ V, então e e (js (G x ( G - U ) ) ;  portanto, exis­
te (a,b), tal que aba~^ = e, com a,b e G e b ^ U. Portanto , 
aba  ^ = e, o que implica que a b = a e b = a a   ^ = e .  Isto é 
absurdo, porque b ^ ü. Logo, e e V.
(d) V é invariante sob conjugação. Precisamos provar quegVg^^cV, 
para qualquer g em G. Seja g um elemento de G e y um elemen­
to de gVg Assim, existe x e V, tal que y = gxg*”^. Se 
y ^ V, então y e (j> (G x (G - U) ) , donde y = h a h”^ , h c G, 
ct e G, a jT U.
Logo, gxg"^ = h a h”\
X = (g"^h) a (h~^g),
X = (g"^h) o (g“^ h)“^ 
x = p a p \ p e G ,  a e G ,  a jí l),
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X = (í>(p,a), p e G, a e (G - ü) ,
===-> X c (}> (G x (G - U)),
X ^ V, absurdo.
Logo, y pertence a V, o que implica que gVg"’^ ê um subconjunto 
de V, para qualquer g e G, ou seja, V ê invariante sob conjugação.
Ações de Grupos
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Definição I.2.I.
Sejam G um grupo topológico, X um espaço topológico de 
Hausdorff; t ; g x X — >• X uma aplicação contínua, tal que
(a) T(g,T(h,x)) = T(gh,x);
(b) T(e,x) = X, para qualquer g, h e G, e para qualquer x £ X.
A tripla {G;X;t) é um Grupo Topológico de Transformações, e a a- 
plicação T é chamada uma Ação de G sobre X .
0 espaço X, juntamente com uma dada ação  ^ de G, é chama 
do um G-esoaço.
Proposição I.2.2.
Sejam g um elemento de G; X um G-espaço e X, de
finida por = t(g,x).
Então, T^ é um homeomorfismo.
Prova
Como Tg(x) - g(x) = T(g,x), então, por I.2(a), T^ T^  ^= T^ j^ , para 
g,h 0 fi e = l^. Asslm, = T^.,^ = 1^, o
que mostra que T^ é um homeomorfismo de X.
Observação
Se Homeo(X) é o grupo dos homeomorfismos de X sobre si própriq
sob composição, então a aplicação gi--- >- define um homomorfismo
T ; G -- ► Homeo (X) .
- 10 -
Definição 1.2.3.
O nücíeo do homomorfismo T é o núcleo da ação t 
Ker r* {g e G|g(x) = x, Vx e X}.
O núcleo de T e normal e fechado.
Vamos ver alguns exemplos de ações de grupos.
Exemplo 1.2.4.
Seja G um grupo topolôgico e a aplicação C:G x G G, defi­
nida por C(g,h) = C^íh) = ghg“^  g,h t G.
Temos,
(a) C ê uma aplicação contínua.
Q X G ^ G  ^ G X G — '— ..— ► G^
. cont. . ^ _-i, . cont. . ^ (g,h,g ) I-------- >■ ghg ;
T contínua t
(b) Cg.Gg(h) =Cg,(ghg"^) = g ’ghg'’^'"^ =g«gh(g'g)“^ = (h) ;
(c) C^(h) = ehe“^ = h.
Assim, C ê uma ação de G sobre si próprio por conjugação,
Seja a álgebra de todas as matriaes quadradas reais de or 
dem n com a topologia do espaço vetorial subjacente R .Definimos 
Gl(n,R) como o grupo das matrizes reais n x n, não sinaulares, sob 
multiplicação e a topologia induzida de
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Definição 1.2.5.
Daremos especial atenção ao subgrupo de Gl(n,lR) formado pe­
lais matrizes A, tais que A.A^ = I. Este subgrupo, chamado grupo 
ortogonal , é denotado por 0(n,R), ou simplesmente 0(n).
Elementos de 0(n) podem ser interpretados como bases ortonor 
mais, onde os vetores de uma tal base correspondem às colunas da 
representação matricial do elemento de 0(n) correspondente.
Definição 1.2.6.
Seja G um grupo topológico. Uma representação real de G é um 
homomorfismo contínuo de G em Gl(n,IR).
Exemplo 1.2.7.
Consideremos a aplicação T: Gl(n,R) x — »- definida por 
T(A,u) = Au, A e Gl(n,R), u e R^.
(a) T é  contínua, porque as operações sao de soma e produto usuais.
(b) T(A,T(Bu)) = T(A,Bu) =A(Bu) = (AB) (u) =T(AB,u).
(c) T(I,u) = lu = u.
Portanto, T ê uma ação do grupo Gl(n,!R) sobre ,n
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Assim, qualquer representação G — Gl(n,R) define uma ação
de G sobre r”.
Representações ortogonais G — »■ 0(n) dão ações de G sobre o 
disco unitário d” e sobre a esfera unitária em r", onde
d " = {u e R^l Ijuil < 1} e = (u e || u i| = 1).
ExeiBPlo 1.2.8.
Sejam as aplicações T^: 0(n) x ---► d “^, definida por
T^(A,u) = Au, onde A e 0(n) e u e D^, e í 0(n) s”“^ — >■ S*'“^ ,
definida por T 2(A,u) = Au, onde A e 0(n) e u e s’^~\
Para mostrar que é uma ação baata verificar que, se 
u e d” então Au e d”. De fato, || Au|| =}[ u|I , A é ortogonal.
Se II u 11 <_ 1, então 11 AuH £ 1, logo Au e D*'.
De modo análogo, se |1 ulj = 1, entãoj! Au|l = 1, o que implica 
que Au e s " ~ \  e que é uma ação.
1.3. GruDos IsotrÓDicos e Orbitas
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Definição 1.3.1.
Uma G-aplicação ou aolicacão equivariante ^:X —  ^Y entre 
G-espaçps é uma aplicação que comuta com as correspondentes a- 
çôes de grupos.
4>(g{x))=g{<Ji(x)), V g e G ,  V - x e X .
Para um dado grupo topolôgico G, os G-esoaços formam uma 
categoria, cujos morfismos são as aplicacões equivariantes.
Definição 1.3.2.
Uma aplicação equivariante ((i;X — -^Y é uma equivalência de 
G-espaços, se <|» é também um homeomorfismo. Neste caso, dizemos 
que as correspondentes ações são equivalentes.
Definição 1.3.3.
Consideremos o Gr-espaço X e x e X. O conjunto 
G „ =  { g e G  j g(x) = x} é u m  subgrupo fechado de G, chamado sub 
grupo isotrôpico de G por x.
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Propos ição  1 .3 .4 .
Seja X um G-espaço e x e X, Então 9~^^g(x)^ ~
Prova
Seja a e Então a = g“^ hg, para algum heG^^^j.
Assim, g a g”^ = h. Isto implica que g a g~^ (g{x)) = g(x) e 
a[(g“^g)(x)3 = g“^g(x) = X. Logo, a e G^ e (x) ^  S  '
Para mostrar a inclusão na outra direção, aplica-se gj ~g ^
e y = g(x) e obtém-se ^  ? assim, G^c g"^ G ^ g
- Î  1 e G = q G , X g*X ^ g (x)
Proposição 1.3.5.
Seja :X — ►¥ uma aplicação equi variante entre G-espaços. 
Então Gj^  c: G^ , para qualquer x e X.
Prova
Seja h c G . Então h(x) = x e h s G. Como (|) é equivari- 
ante, ij)(h(x)) = h{4>{x)), ou (j» (x) = h(<^(x)). Isto implica que
^ S(x)*
Exemplo 1.3.6.
Seja o grupo G = s S  que age sobre o espaço C C, da se­
guinte forma*
t : X (c ® C)--- >- (C © £) , definida por
T(t,(z^,2^)) = (t^Zj, t^z^).
Vamos analisar as seguintes situações:
a) (Zj »^2  ^ ^ (0,0) .
0 conjunto dos pontos t e s \  que fazem (z^,z^) permanecerem 
fixos pela ação dada ê  ^j={t e sMt(t, (z^ ,?:^ ))=(Zj »Zg)} = ÍD /
porque T(t,(Zj,z2)) = (t^Zj,t''22> = (z^^z^)- Assim, t^ = 1 
e t^ = 1. Portanto, t = 1.
O conjunto G = {1} ê, então, o subgrupo isotrópico com re- ít
lação aos pontos i z ^ t Z ^ )  ^  { 0 , 0 )  .
b) (Zj^Zj) = (0,Z2), com Z2 0 .
S  " ^lo,z ) = e [T(t, (0,2^)) = (0,z^)}
T ( t ,(0 ,Z2)) = (0,t^z^) - (0,z^) 
t^ = 1
Assim, ~ ^(0 z ) = ^7 s S  onde = { raizes sétimas da
unidade}
c) (ZjjZ^) = (Zj,0) , coro Zj 0
^x " ^(z ,0) ~  ^ sMT(t,(z^O) = (Zj,0)}
T(t,(Z^,0)) = (t^ z^ ,0) = (z^ ,0)
Daí, t^ = 1, t e  {-1,+D, e
^x = S U ^ , 0)
d) (z^,z2) = (0,0)
S  = ^(0,0) "  ^ s M T ( t , (0 ,0)) - (0,0)} =
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Se X é um G-espaço e x e X, o subespaço G(x)={g(x) eXlgeG) 
é chamado Õrbita de x (sob G ) .
-  16 -
Definição 1 .3 .7 .
Observação:
As órbitas G(x) e G(y) de dois pontos quaisquer x,y e X 
são, ou iguais, ou disjuntas.
1.4. Pontos Fixos
Definição 1.4.1.
Um ponto X era um G-espaço X é dito fixo, se G{x) = {x} , 
ou seja, Gjç = G.
Notação;
X = {x e X I g(x) = x, V g e G} = F(G,X) é o subespaço dos 
Dontos fixos de G sobre X.
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Exemplo 1.4.2.
Para uma representação de G sobre vejamos que F(G>,K^^^)
é um subespaço linear de
Seja T;Gl(n+l,R) x r "'*’^
definida por T{A,u) = Au.
F(Gl(n+l) = {u e R^^^Ma u  = u , V A  e Gl(n+1,R)1
Sejam u, v elementos de F(G1 (n+1,1R) ) e a um escalar,
elementos arbitrariamente escolhidos.
Então, observemos que, para qualquer A em Gl(n+1,R), temos
a) T(A,u+v) = A(u+v) = Au + Av = (u+v) e
b) T(A,au) = A(au) = a (Au) = au e R^"^\
Logo, F(G1 (n+l,R) ) é sxibespaço linear de
Exemplo 1.4.3.
Para uma ação ortogonal de G sobre vejamos que o conjun- 
to dos pontos fixos é uma esfera S^.
Sabemos que uma tal ação ê obtida por restrição de uma ação 
ortogonal do G em e que pelo exemplo anterior, o seu conjun
to de pontos fixos é um subespaço linear de r ”^^ de dimensão r+1.
Temos que o conjunto de pontos fixos da ação restrita a S^ 
é a intersecção desse subespaço linear de dimensão r+1 com a 
esfera unitária S*^ , o que prova a afirmação.
CAPÍTULO II
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2.1. Colagens Equivarlantes
Definição 2.1.1.
Sejam A, X e Y espaços topolõgicos, com A c  x e
X n Y = 0. Seja f:A — ►Y, f uma função contínua. Consideremos 
o espaço topológico X ü Y, no qual X e Y são ambos abertos e 
fechados, guardando sua própria topologia. Seja 'í^ a menor re­
lação de equivalência sobre X U Y, tal que x R  f(x) , para qual^ 
quer x em A.
O espaço de identificação (X U Y)/ H. é o espaço obtido pe­
la colagem de X a Y, através de f;A — >-Y. A aplicação f é 
chamada ftinção de colagem.
Notação
(a) X + Y ê a união disjunta de espaços X e Y com a 
seguinte topologia: ü c  x +y é aberto se,, e somente se, uflx ê 
aberto em X e ü fl y è aberto em Y.
(b) (X U Y ) / R  = X Uj Y.
Coro esta notação temos o seguinte lema.
Lema 2.1.2.
Seja p: X + y — vX Y, a projeção canônica. Então,
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(a) Y está mergulhado como um conjunto fechado, horoeomôrfico a 
Y; ainda mais p é um homeomorfismo.
(b ) X ~ A está mergulhado homeoroorficamente como um conjunto a 
berto ; ainda mais p ê um homeomorfismo.
Prova
Observemos que p ^ e pj^-A injetivos. Vamos identi­
ficar y com p(Y) e X~A com p(X~A). Com estas identifica­
ções X Y pode ser considerado como a união de dois subcon “ 
juntos disjuntos (X~A) e Y.
Seja ü aberto em Y. Devemos ver que U ê a intersecção 
de y com um aberto de X Y» Como f:A — ^Y é contínua , 
f ^(ü) é aberto em A. Mas A tem a topologia de restrição de 
X; portanto existe um aberto V em X, tal que f~^{U) = V D A. 
Então, W = {V - A) + U é aberto em X + Y. Logo, {V - A)U ü é 
aberto em X Y> desde que p ~ M ( V  - A) U ü) = ü + V ê aberto 
e p-saturado (isto é, ü + V = p ^ ( U  V)} em X + y. Isto pro 
va que p(Y} c  (x - A) U Y = X Uf Y tem a mesma tooologia do 
que a topologia original de Y.
Também, X - A é aberto e p-saturado (isto é, p~^p(X“A)=X~^) 
em X + Y, o que implica que X - A é aberto em X Y. Assim,
o seu complemento Y em X IJ^  Y é fechado. Se ü é aberto
em X - A c  X, então U ê aberto em X - A c r x U Y ,  jã que X-A 
é aberto em X Y? o que implica (b).
Lema 2,1.3.
Sejam X e Y esoaços de Hausdorff regulares» Seja A uni 
conjunto fechado em X. Então o espaço X Y é de Hausdorff,
Observação
Um espaço X é regular, se para todo ü aberto em X e 
para todo x em U, existe W U, tal que x e W c. w cr u.
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Prova
Denotemos X Y por Z e escolhamos z^,z^ e Z, Para pro 
var que Z é de Hausdorff temos que verificar tres casos.
Caso 1 - e 2^ estão em Z - Y S x - A.
Como Z - Y é aberto e homeomõrfico a X - A, que é aberto 
no espaço de Hausdorff X, os pontos Zj e z^ podem ser separa 
dos.
Caso 2 - 2, e Y  e z / Y .1 2 ^
Este caso segue do fato de que Y e regular.
Caso 3 ~ Z j , z ^ e Y .
Sejam U^ e abertos em Y, com z^e U^, z^ e e
üj n Ü2 = 0.
Assim, f ^(ü^) n f ^(U^) = 0. Como Y é regular, existem abertos
2
W e W em Y, tais que z e w c, w c: ü e z e W c: w c u  
^ 1 1 1 1  2 2 2
Isto implica que f ) n (W^) = 0. Existem e aber
tos em X, tais que V fi A = f  ^{W ) e V í' A = f (W ) . Veja-1 * 2 2
mos que (V^ - V^ ) H A = V^ D A. Basta verificar que, se keV^Oa, 
então X ^ V g . Se, pelo contrário, x e V g , entao x e A f1 V 2 ? 
que é o fecho de A H Vj em A. Assim, f(x) e c: ü^. Mas 
f{x) também pertence a c  Uj, o que ê lim absurdo.
De modo análogo, ve-se que (V^ “ V^) H A = V^ 0 A. Assim , 
vemos que V^ e são as duas vizinhanças desejadas.
Sabemos que todo espaço de Hausdorff compacto é regular.( [”7] ). 
Isto garante a seguinte proposição.
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Proposição 2,1.4.
Se X e Y são espaços de Hausdorff compactos, A é fecha 
do em X e f;A — >-Y é contínua, então X Y ê um espaço de 
Hausdorff compacto.
Proposição 2.1 .5 ,
Sejam X e Y G-espaços e A c X um subespaço compacto in 
variante. Seja f;Ã — Y uma aplicação equivariante. Então, o 
espaço de adjunção ^ Uj Y, quando de Hausdorff, herda uma G-ação 
natural.
Prova
Temos as ações; G x x — X, G x (x - A)--- X - A, G ^ A — ^A,
X y — _4. Y. Consideremos uma rede G x (X ~ A) , con
vergindo em G x (X Y) a gy. Existe a e A, tal que a é
ponto de acumulação de ~ Y* Logo, existe uma
subrede í 7 converge para a , íím G x x — X temos que
g converge para g. Assim, (g , x ) converge para (g,a) . Daí, 
“i “i 
pela continuidade da ação de G x x ■— X, g (x ) converge pa~
“i °i
ra g(a). Como a aplicação p;X + Y — >■ X Y é contínua, temos
que, em X U-: Y, g (x ) converge para p(g(a) ) =f (ga) =g(f (a) ) =r “«i «i
=gy-
É interessante o caso em que f é um homeomorfismo equivari 
ante de A na sua imagem. Podemos supor, sem perda de generalida 
de, que A = X n Y é um subespaço de X e de Y. A G-ação so­
bre A é a mesma nos dois casos e X U Y representa a adjunção 
pela identidade sobre A.
Se f:A — »■ A pode ser estendido a um homeomorfismo equiva­
riante de X — ► X (respectivamente, de Y — >■ Y) então X Y 
é homeomôrfico a X U Y como um G-espaço. 0 homeomorfismo é dado 
por f sobre X e pela identidade sobre Y {respectivamente, pe 
la identidade sobre X e f sobre Y ) . Nos casos em que f não 
se estende a um homeomorfismo equivariante para X ou para Y , 
X Uf Y pode ser um novo G-espaço.
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Obtenção de auto-homeomorfismos equivariantes
Os auto-homeomorfismos equivariantes de um G-espaço A for-
Gmam um grupo, sob composição, que denotaremos por Homeo (A).
Suponhamos que são dadas as aplicações equivariantes 
e , e':A— G, onde a ação sobre G é a conjugação, ou seja;
Cg(h) = ghg”^ . Denotamos a imagem de um elemento a de A atra­
vés da 0 , por 8 . Temos (ee')^ = 0’ = (g8 g~^)(ge' g'"b =
= 96a(g ^g)0' q  ^ = g©,©'«  ^ = g(ô o')g \  isto prova que 00' éCl ci a. ai a. dí '
também uma aplicação equivariante.
O conjunto das aplicações equivariantes 9:A — »■ G forma um 
grupo pela regra {90’), - 6^9' . Vamos denotar este grupo por« a 3
Map^{A,G).
G G ^Definimos uma função Map (A,G)-- Homeo (A) por 9 i— >8 ,
*  * - onde 9 (a) = 9^(a). Vemos que e e equivariante, uma vez que; 
e*(ga) == ®ga^^^^ (g93g~^)(ga) =g(e^(a)) =g(9*(a))..
*  -A aplicaçao e \— -»>6 é um anti-homomorfismo, ou seja,
(8 oX )(a) = (X9)*(a). De fato, temos (9*o X*){a) = 9*{X*{a))= 
= 9*(A (a)} = 9. (x^(a)) = A^e^x“^ À^{a) = (a) = (X9)^(a} =« A a  d a o l c t  3 . 3  o.ti
= (X9)*(a).
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Observemos que em geral é mais fácil obter aplicações equiva 
riantes do que homeomorfismos equivariantes. De fato, a constru - 
ção que acabamos de fazer será de utilidade, após o exemplo 2 .2 .2, 
na forma que segue.
Suponhamos que temos uma G-aplicação o :A — >■ G, como acima, 
e consideremos A x A com a ação diagonal g(a,a') ~ (ga,ga’). 
Vemos que a aplicação t:A x A — G dada por T(a,a') = 6 3  é 
equivariante. Daí, e pela construção anterior, nesta secção, obte
*mos T (a',a) = (9^(a'), e(a)),  onde o elemento 9^ de G age ,d o .  â
como temos pedido, pela ação diagonal. Mas, como foi c.oncluido na 
construção previa, t é um G-homeomorfismo, o que será aplicado 
após o exemplo 2 .2 .2 .
24 -
2.2. Ações não ortogonais de arupos ortogonais em esferas
Sabemos que as esferas s” sao variedades diferenciáveis. 
([12]). Vamos mostrar que existem ações de 0(n) era esferas de 
dimensão 4m + 1, cujos conjuntos de pontos fixos não são esferas, 
dando portanto, açÕes não ortogonais de 0(n) . (ver srecção 1.4) .
De fato, construiremos O(n)-espaços, pela colagem, através 
de um automorfismo equivariante sobre x s^~^, do espaço
S^  ^ X d ’^ em S^  ^ X D^. Estas são as mesmas construções que
usou Milnor ([3]) para mostrar a existência de esferas homotópi- 
cas, homeomórficas a S^, mas não difeomórficas a S*^ .
Milnor provou, por exemplo, que existem vinte e oito esferas ho~ 
meomórficas a S , mas diferentes entre si no que se refere â es­
trutura diferenciável.
Usando fatos de Homologia Singular (ver Apêndice), veremos 
que alguns dos objetos de dimensão 4m+l, a construir, são homólo 
gos a Então, a utilização conjunta da Conjetura Generali­
zada de Poincaré ([4]) e do Teorema de Van Kcunpen ([5]) dará o 
fato procurado de que os objetos que denominaremos sãoK XulpSiT
esferas enquanto que, usando os mesmos fatos de Homologia,
veremos que o conjunto de seus pontos fixos não são esferas.
-> 0(2n), definido
A »-
Consideremos o homomorfismo 0(n) 
A 0
por
0 A 
gonal sobre
. Por meio deste homomorfismo temos a O(n)-ação dia-
2f? , ou seja, se A e 0(n) , então
A 0' u Au
0 A. .V. Av.
n, onde u,v e R .
Seja S^”  ^ decomposto da seguinte maneira: S^^~^ = S^U s_.
onde = {(u,v) e (R^   ^ j !{u!|^ l | v l l  e i!vi
e S_ = { (u,v) e 5?" X r” ! ÜuH £ [j v\ u +
viP = l) 
2
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V = 1}
Seja (u,v) e S^ e A e 0(n). Então, A{u,v) = (Au,Av). Como
A preserva a norma, temos Au lAvj |Au|f + ilAvjf = 1,
ou seja, A(u,v) é elemento de S^. Assim, a ação de 0{n} em.
,2n-i se restringe a uma ação em S^.
De modo análogo, 0(n) se restringe a uma ação em S_. 
Definimos a funcão , por : S, — S*^ ”^ X dada por
(l)_^ (u,v) = (u/ |(ujl , v/ )ju]| ), jjujj^  + jj vj| = 1, 
A função é contínua e bljetiva.
S_^  ê dada por:
K  - il yl!^ y(i - li y!i^
Como Ijxll^ +]!y|l^ = Ir !1 x|| = (1 - II yl!^ e (J)“*
é contínua. Assim, ({i^ é um homeomorfismo.
Também, <))^ e equivariante, porque
A 0‘ u \ f Au Au/i Au 1 11
0 A, V, )  ' V Av ■ Av/ 1 Au 1 .
A 0 ■ u A 0' ■^/ i ull Au/ iul Au/ 1Aull ■
, 0 A . n V, 1 0 A. V/ 1 1 Av/ ||ui Av/ Ia u  !
( II Au u pois A é ortogonal) 
-1 ,A função (J>^ é equivariante, oorque
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\ / \
0' X / Ax' Ax
= <î>T =A^ y.
!
Ay. Ay
(1 Í y
|2,-./2 1 A 0' ■
(1 -- y
2j-1/2 0 A
x(l -
Ay
Ayl
I y! 
y
2) - V 2
2^-1/2
2^-1/2 
2)-î/2
A 0 
0 A C Xy
De forma análoga, podemos verificar que s"-' >. d’
definido oor ip_ (u,v) = (u/ îlvü , v/ l|vl! ) é um homeomorf ismo e- 
quivariante.
Assira, 4, = i também um homeomorfismo equivariante.
O espaço é homeomorfico, pela (j>^, a x D^, e,
por restrição, o bordo de S^, denotado por 3S^, é homeomorfi~ 
co a s"“V X .
Da mesma forma, S = x e 3S = x
Consideremos a função de colagem 
Temos,
0
, 2n- 1
onde X — >■ X
Vamos caracterizar aquelas aplicações equivariantes 
e ; S^ *"^  -- ». 0(n), X f— >■ e , onde 0(n) âge sobre si nrôprio por
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conjuaação. Neste caso, se x e s^ ""^  e g(x) = x, teremos
~ ®rrv “ • PoJ^tantó, e deve comutar com cada elemento
do grupo isotrópico de x e Sn-i
Consideremos M e 0(n), representando uma mudança de coorde­
nadas, levando x em v^, onde Vj = [l 0 ... O]. Então , 
0(n) = M Ml, X O(n-D) já que Mx = v , onde I, x O(n-l) re-X I  I I
Dresénta as matrizes da forma
1 0  ... 0 
0
: A
0
onde A t O(n-l)
- 1 ,Mas 0(n)^ = x O(n-l). Aplicando ~ ^ ^g(x)^ (propo­
sição l.-^.l), para g = M, temos:
0(n) = M"^0(n) M = M Nl, X 0{n-D) M.
Como 9 e Map^^’'^  ^ \  0(n)), temos que 9 t H o m e o * ^ ^ ). 
(Seccão 2.1.1.)
Lema 2.2.1.
Se n > 3 ,  e x é elemento de \  vamos obter para 9^^
uma das seguintes oossibilidades
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(b) = -I ;
(c) ê a reflexao através do hiperplano perpendicular a x ;
(d) ê a reflexao através da linha Rx, que é igual ao oposto 
aditivo do caso precedente.
Estes casos não podem variar ao variar x. Os casos (c)_____e
(d) dão ações 0 (n)-equivalentes em
Para n = 3^ além das quatro possibilidades citadas^ temos, 
para 0^^ , todos os elementos do grupo isotrôpico x 0 (2) .
A continuidade de e implica que estes casos não podem variar 
se variamos x. De fato, se {x^} é uma tsequência em que
converge a Vj, podemos escolher uma sequência e 0 (n), tal que 
converge a I e = M^v^ (v^ = ^i^^i^ ' modo que
9 = converge para 8 = le I . (A escolha da sequên-Xi X Vi i Vj Vj
cia com as propriedades mencionadas depende do fato de que as
projeções coordenadas Rn R são aplicações abertas)
1 0 
0 M
. Quere -Seja X = V = [1 0 ... 0 . Temos 0(n) = 
mos , actiôr que deve comutar com cada elemento do grupo Oín)^ ^
Se n > 3, temos os quatro casos possíveisí
■±1 0' 1 o‘ 1 0* ‘±1 0*
_ 0 ±I 0 M 0 M. . 0 ±1,
1 o' -1 o"
em que 9„ = e 6^ =A j0 -I, 0 I
darão
exemplos equivalentes, jã que ao diferir no sinal, vemos que exis
,n-lte uma 0 (n)-equivalência de S“ respectivamente, com cada uma 
das 0 (n)-ações dadas por estes casos.
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Vamos considerar somente o caso no qual 8 ê a reflexão a-A
través da reta Rx, ou seja, para x e e y e R^.
Temos 0„(y) = 2<x,y>x - y, onde <x,y> é o produto esca- 
lar em Notemos que e (x) = x, já que <x,x> = [( x!j = 1.
Exemolo 2.2.2.
Seja y e IR^ ; x e S^ (II xH = 1)
Consideremos agora, a aplicação (è:  ^ x >-S^   ^x S*^~\
definida por (|>(x,y) = (9^(y),x).
Temos (x,y)— í— ^(y,x)— 2— »-(e (y),x)yv
Observemos que f é um homeomorfismo equivariante. O últi­
mo parágrafo da secçao 2.1.6 , nos permite concluir que se
t ; S^ "” ^ X ^--- »■ 0{n) é dada por T(x,y) = e , onde 0(n) âge
em 0(n) por conjugação, então
T*(y»x) = ÍQ^ (y), 6jç(x)) = (6jj{y), x) =g{y,x).
Logo, g ê um 0 (n)-homeomorfismo .
Assim, 4= f og ê também um homeomorfismo equivariante,bem
Iç ***como todas as potências il» , k e i; , sao homeomorfisroos equiva 
riantes {de fato, difeomorfismos).
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Vamos estudar agora, os 0(n)-espaços definidos por
~ ^  k  ^ í resultantes da colagem de
 ^ X d” em si próprio, por meio das k-esimas potências de í>
( k G £) sobre 5 x , o bordo de x D^.
Consideremos o caso em que k = 0. A função de colagem <}) 
une o bordo de  ^ x no bordo de  ^ x d” , de modo idênt^ 
co ao da descolagem. Ficamos com o espaço de adjunção homeomõrfi­
co a  ^ X {D^ U D^) f onde e são, respectivamente, a 
calota superior e inferior de ou seja, d” U
Assim, X U  X X , que não
0 ,^0
ê uma esfera.
Para dar xima interpretação geométrica, vamos substituir o fa­
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tor d” da primeira cópia x por d JJ c; c  , e o
da segunda cópia por ^  ^  , através do hcm^
morfismo projeção c; s --- >- D R x 0, [x,^ , ... ,
* 1 ^ ... , ’
I— >■
Então a ação de 0(n) em D^, que é a padrão, corresponde à 
ação de 0 (n) c  0 (n+l) em ^  uma vez que o homeomorfismo 
projeção é compatível com ambas as ações em e D^. Isto quer
dizer que o homeomorfismo D^ -*---- ► ê O(n)-equivariante.
Desta forma, ~ como 0{n)-espaços. Basta tro­
car os papéis das duas cópias de x D*^ .
Seja k = 1. o espaço pode ser descrito como o espaço
obtido pelà colagem de s”“^ x d ^ em d "^ x s^~^ por meio da
função <j»';S^ “^ x s’^"'^ ---- >■ s””^ x s^“^ , definida por ()i'(x,y) =
= (x,0j^{y)).
= f 0 (j) é um homeomorfismo equivariante.
Como (j)' se estende a um homeomorfismo equivariante de
s”"”^ X d” sobre si mesmo, o espaço é equivalente a
X  U X ^  = R^ X k ”, onde a 0(.n)-a-
ção é a ação diagonal. Assim, o caso k = 1 dâ somente esta 
O(n)-ação sobre que ê uma ação familiar.
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Para estudar o caso k ^ 2, precisaunos computar a homologia do
21 
kespaço  ^ (k > 2). (ver Apêndice).
Seja Sq um ponto dado em S ^ ~ \  Sejam a e 6 as classes em
H , (S^”^ X s^"“^  representadas por S*'”^ x {s } e {s } x s”~^ ,n— 1 o o
respectivamente.
0 homeomorfismo <j>; S*^ ~^  x — ► S^“^ x s”“^ induz um au-
tomorfismo <>* ; S^”M  (s"“  ^ x S^“S  e
(í>*(a) - a + a^ e , onde = 1»2) ê o grau da composição
P/»\  ^ / c 1 (—  ^ on~ 1 6 (,n“* ^ _n~ ^ i -,n”i(A) S X {s^} ^  S X s — *• S X s — — »- S , e p^
é a projeção sobre o i-ésimo fator (i == 1,2).
De modo análogo podemos calcular (í>*{6).
Seja n = 2, por exemplo, a e 6 são classes em (S^ x sS,
representadas por: a--- ► S^ x {s } e B— >-{s } x s^.
0 0
Temos
<í>(x,s^ ) = (0^(s ) ,x) ;
0 X 0
<|) (s ,y) = (e_ (y) ,s ) ; e
0 £>0 o
1 26x(y) = 2 <x,y> x - y ,  x e S ,  y e R .
H,{S^ X {s }) = ü ® 0 = «1 0
({S^} X s h  = 0 ® « = «
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Seja = (1,0) e S c; c. Logo 6 (s_) = 2 <x,s.> x - s
Enquanto no domínio x percorre S^ dando uma volta, 
corre S^ corn duas voltas. Assim, o grau da aplicação na primeira 
coordenada é dois. Na segunda coordenada ({> = id, e portanto, o 
grau de ê um.
Temos então ij)*(a) = 2a + g.
Ainda, para = (1,0), (y) = 2<s^,y> S q - y.
0
Neste caso, quando y percorre S^ num sentido dando uma
volta, 9*(y) percorre s \  dando também uma volta, mas em senti^
do contrário. Assim, o crrau de 6 (y) ë -1. Como oara a aplica­do
ção constante o qrau é zero, temos <í>*(8) = - a .
Vamos definir agora, por indução, uma decomposição de S^”^ 
em 2^”N n - 1)-simplexos orientados, cuja soma representa uma cias 
se geradora de ® mostrar ao mesmo tempo os efeitos
(^*{a) e <J)*(8) sobre ela, onde a e 6 representam respectiva­
mente essa classe geradora.
Para o caso n = 3, temos os quatros 2-siraplexos, conseguidos 
pela suspensão dos pontos de S^ a um polo norte q^ e a um polo 
sul q,>2*
P,
Sejam
Cj^; face anterior superior
12 ; face anterior inferior
Cgj: face posterior superior 
0 ^2 ' face posterior inferior
Sejam f e g as funções em C*(S^) Induzidas pela <}> atra
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vés de (A).
f(c„) = ^11 ^22
f(c,,)
“  ^2 1
= C 2 1 -• C 1 2
^^ 22 -
g(Cij) * ^^ 22
‘=21
g(c^^) ^12
g(C22) =t
= 0 , e 0 grau
°21 S 2^ = c
O grau da g é igual a 1. 
4i*(o) = 6  e <|)*(8) = a ,
Para tratar o caso n = 4, representamos S^ pela projeção 
estereográfica compactificada em R ^ U Í ® }  , identificando o polo 
norte com o ponto no infinito e o polo sul com a origem de .
Neste caso, obtemos oito 3-simplexos, ou tetraedros, como passo se 
guinte no processo de indução, anulando-se as orientações induzi - 
das nos bordos dos tetraedros como aconteceu no caso n = 3.
Temos,
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— C
1 1 \
+ C
2 2 2
g ( c  ) 
1 n
- c
2 2 2
= c
1 12
+ C
22 1
=
“ *^22 1
í " = 1 2 1 > = ^ 1 2 1 + *^212 = " ^ 2 1 2
^ 1 2 2 + *^2 11 9  ( c  J 2 2 ^ ■'^2 1 1
f ( C j i i ) = *^2 11 + ^ 1 2 2 g  ( c 2 j 1 ) '■‘^ 1 2 2
f ( C 2 j 2 ) *^2 1 2 + ^ 1 2  1 g ( C 2 12 ) *■^12 ]
f í ® 2 2 l ) ^ 2 2 1 + ' ^112 g << ^ 2 2 ! > = ■“^ 1 1 2
f ( C 2  22 ^ ^ 2 2 2 + *^1 1 1 g ( C 2 2 2 ^
2
f ( E
i, j,k=i
= 2 Cijk_ e aj = 2
i »j f k — 1 'ijk
) = - E e a ’ = -1
Para n = 4, = 2« + b
(>*(6) = - a
Este processo de indução mostra que^para cada inteiro positivo 
n, <|,*(cí) = (1 + (-1)”) a + 6
sendo que o caso n Impar i similar ao descrito n = 3, e o caso 
n par é similar ao descrito n = 4.
Daí,
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<!>* = 1 + (-1)
n (-1)
0
n-1
Se n é par, =
k + 1 
k
-k
“k+1
Se n é ímpar, então
1 0 
0 1
0 1 
1 0
se k é par, e
se k e Impar.
Vamos calcular HP ^
Temos a seqüência de Mayer-Vietoris {ver Apêndice),
k
Hp(s” X S^"^)----------------- ^ X d ’^) ® d”)-^
P-1 (S^-' X
onde ij (respectivamente ij) é a aplicação de inclusão de
s”  ^ X s” na cópia de S ^ ~ ^  x que contém o domínio (respec 
tivamente a imagem) de As aplicações ij*,Í2*:H._j (S^^^^x
----»• estão representadas pela mesma matriz [l 0
na representação usual em vetores colunas com respeito às bases 
canônicas dos respectivos grupos.
Seja p = 0. H = H x U, S^^“^ x D^^)=S,0 K 0 J.K
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uma vez que S^”“' X U  , s^^-<íiK
-1
X é não
caminhos.
Sabemos que (ver Apêndice),
H (S^"^0 X d”) =
V . ' " " X d " ) = z © 0 = 7
X d ") = 0 , p  0 , n - 1 ;
X S"-') = « /
« 2 ( n - 0
(S"-' X £, n - i j = Z ;
Assim, 1 X S ^ ~ ' )  = 0 , p  fi l , n , 2 n
Para p 0,l,n-l,n,2n-l, temos a sequência exata curta , 
,2n-i
Logo, = 0, p 0,l,n-l,n,2n-l.
2 n*" 1Vejamos o que acontece para p = 1. Como ~ 0 , vale 
a sequência de Mayer-Vietoris para a homologia reduzida, (ver A~ 
pêndice).
___________ _ X  s " - > )  h ' ( s " - ’ x d " )  e
----- X s"-')--- ► •••
Como H’^ (S^~^ X d ” ) © H’J { s ’^ ~^ X d ” ) = o 
Hq(S^"^xs”" M  = 0, então = 0 .
Concluímos aue H = 0 ,  d  0,n-l,n,2n~l.p K ,
 ^ IrA funçao )*) é uin homomorfismo entre dois grupos
abelianos livres de oosto 2.
- 38 -
X d ” ) ©  ( S ^ ~ ^  X d ’^ )
Consideremos a base canônica deste último grupo de homologia 
B = { [1,0], [0,1]}.
Para n par, temos, 
/
ij*
1 0 
0 1
[1 0]
1 0 
0 1
1 0 
0 1
= [1 0]
= Fl 0
k + 1 ~k 
k -k + 1
k + 1  -k
Logo,
1 T 1 o'
0 -^1 k+1 -k
(ij*,
|J>homomorfismo (ij*,{Í20<j) )*) pode ser representado por
Para n ímpar temos dois casos a considerar.
Se k é par.
e o
1 0 
k + 1 -k
1 0' \ 1 o’
= [ 1 0 ]
.0 1, / .0 1.
[1 0] ,
/Í1 0‘ 
0 1
\ 1 0‘ 1 0‘1 0]
0 1 0 1_
0* \ 1 0"
1_ _1 0_
•
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0]
0 homomorfismo (ij*,Í20í> )*) pode ser representado por
1 0“
1 0
De modo análogo vemos que, se k ê ímpar, o homomorfismo
1 0
0 1
No caso em que n é par, ou seja, n == 2m, temos 
,um-K _
De fato, a seqüência de Mayer-Vietoris é
(S®"‘ (S2m-i 2m-i 2m~l
Mas, X D^ "') © X D^ ®^ ) = 0,
*^ 2m-i = « © «, e
X D ^ ”') =  &
Assim, a seqüência se reduz a 
2^m ^ ^k0 © &  ®  & -1 0 
1+k -k
- 40. -
onde Y é m o nomorfismo (det
1 0 
1+k -k
0) . Portanto,
Im (b ) = Ker (Y) = 0.
Então, = 0.
(il*, (Í2or)*)
1 0 
1+k - J
„ ,„2m-l 2m. ,e2m-i 2m. a . *+m-K
3
1 0 
1+k -k
Portanto, a é um epimorfismo.
Para provar que W 2m“i  ^ ~ *k^ consideremos
£ ®  £ ----2---► £ ®  £ , e tentemos uma m u dança de coordenadas,
1 0 "
1+k -k
a b' 1 o' ’i o' a b
c d i 1+k -k_ 0 -k. c d_
Uma solução é
a b' r 1 oi a b -1 1 o'
c d H , - i  1. , d o n d e , c d i.1 1.
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la matriz
Assim, no novo sistema de coordenadas 8 será representado pe
1  o'
0 -k
Voltando a sequência de Mayer-Vietorls, temos
Ker (a) = Im (6'). a induz um isomorfismo a , o : (á ® *)/Ker(aH
Mas (/. ® J5)/Ker (a) = íí; © «)/ Im(g’) = (15® &)/{& © k^) =
E/Z ® R/k& =
Concluimos que ^2m-i  ^ ~ '®k
Seja n 2m + 1. Temos então.
1) H (E^ "''^ )^ =0 K
3) Cálculo ds .
Se k é par, a é dada por
1 0
1 0
, e seu efeito é
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1 0 
1 0
, logo g ê \un epimorfismo.
Então,
Se k é ímpar, a = 1 0 
0 1
= id, e temos a seqüência
£ $ £■ id 2m ' ^ k
Como 8 ê um epimorfismo, b induz J, B : ®  S)/Ker(B)
”2m^^k
Mas {& ® I5)/Im{id) = (J5 © X,)/i& ® iS) = 0, 
Asslin, = 0.
.. — (S*'’ « H ^  (S”^ ' . D®"=) ® (S“* ’2m+i 2m+-i 2m4-i
Seja k par. Então,
, -- ». Z ® £--- 5í---® £.
1 0' epi
1 0
Então,
Seja k Impar.
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IT ( y 1 .
" 2m + r  ^ k ímpar' f
.^m+i
Em resumo temos
I, se p = 0, 4m - 1;
0 , se p 0, 2m - 1, 4rn - 1,
H ) =p k par
£, se p = 0, 2m, 2m+l, 4m+l;
0, nos demais casos.
*, se p = 0, 4m + 1?
0, nos outros casos.
Assim, i homólogo a s'™ x e
- ,. -, „‘+n)+ie homologo a S .
Para n > 3, x d” é simplesmente conexo. Pelo Teore
ma de Van-Kampen ( [s]), segue que j2n~i - simplesmente cone 
xo.
„ 44 -
Como ^k^^ímpar ® variedade diferenciável fechada 
(e é simplesmente conexa), com a homologia da esfera
então vale o seguinte Teorema.
Teorema 2.2.2.
^k^ímpar é homeomórfico a
Prova
Ver Conjectura Generalizada de Poincaré em dimensão maior 
ou igual a 5 ([4]) {ver Apêndice).
No entanto, vejamos que os conjuntos de pontos fixos destes 
espaços por subgrupos de 0 (n) não são necessariamente esferas.
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Lema 2.2.3.
Consideremos ^  D^‘ pela inclusão padrão , ou éeja.
, Xj,) G corresponde a (Xj ^ x^ ,... ,x^,0, ... ,0) c D^ .
A aplicação  ^ x  ^ x , restrita______a
 ^ X \  preserva a O(r)-ação sobre x contida
canonicamente na O (n)-ação sobre s’^~^ x s^~^.
Ê suficiente verificar que as duas componentes ® ^
de 4, (x,y) são obtidas pela rotação do plano que contém x e 
y , de y para x , através de um ângulo igual ao ângulo entre 
X e y, jã que isto garante que a restrição mencionada preserva 
a O(r)-ação, como desejamos.
Seja S a circunferência unitária que contém x e y per 
tencentes a S^”^. Observemos que S c  S^“\
X
9x(y)
X e a origem, já que 8^{y)X
Para x = y, a observação acima é 
óbvia.
Seja X y. Então, $ (x,y) = (e^ {y) ,x) 
Os correspondentes 8„(y) e xX-
permanecem em S, já que o plano 
formado por x, y e a origem, con 
tém 0„(y), e portanto, coincide 
com o plano formado por '
= 2 <x,y> X " y.
i JT"" 1 I»Portanto, como (x,y) e S x S , tambem temos,
E X S^“^. Assim, (j)^ {x,y) também permanece em
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S, uma vez que 4» = <j>o<j)o...o<i).
Consideremos O(n-r) como o subgrupo x O(n-r) c  0(n) .
Então, F(0(n-r),D"} = D^, e F(0{n-r),D^ x x .
Vamos ver que isto implica que F{0(n-r), •
De fato, F(0(n-r), = F(OCn-i:) ,d” x D^ x s”“ V
= F(0{n-r), d” X U- F(0(n-r) , D^ x9
onde, $=
!F(0(n-r) ,S"~ X s’^" )
Por exemplo, seja n = 3, e seja =0(1) c  0(3) a inclu 
são padrão. Temos
= D^ X onde x x'k "k
Daí, O(n-r) = 0(1). Observamos que I x o(l) = ^2 " 
0 ±1
=0 (1)
Portanto, F{0(1), l^) = E^^"‘ = .
,‘*m-1Mas vimos que ) “ ^k' p = 2m - 1. No nosso casc^
Hj (i^) = jií 0 = Hj (S^) . Portanto, não é homeomôrfico a
3 - 3S , uma vez que nao possui a mesma homologia de S .
No caso geral temos,
Hr_j (2m = r) . Mas = 0. Portanto ,
F(0(n-r), ® homeomórfico a
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Assim, completamos a prova de nosso objetivo central, ou 
seja, mostramos a existência de ações não ortogonais dos grupos 
ortogonais 0 (n) em esferas, uma vez que os conjuntos de pontos 
fixos respectivos não são esferas, contrariando o exemplo 1.4.2.
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APÊNDICE
Tópicos de Topologia Algébrica e Diferencial
Neste apêndice citaraos conceitos e propriedades básicas da 
Teoria de Homologia Singular, que foram usados para mostrar que 
os objetos construidos em (2.2), por colagem equivariante, eram 
esferas homolõgicas, bem como para mostrar que seus conjuntos de 
pontos fixos geralmente não eram esferas. A principal ferramenta 
usada foi a seqüência exata de Mayer-Vietoris [6] , associada ãs 
partes que compõem a colagem equivariante usada, e finalmente, o 
Teorema correspondente ã Conjectura Generalizada de Poincaré [4], 
assim como uma forma elementar do Teorema de Van Kam.pen [5‘
Conceitos Básicos
A casca convexa de um conjunto A c: é dada pela inter 
secção de todos os conjuntos convexos em que contém A.
Um p~slmplexo s em : (R^  é a casca convexa de uma coleção 
de (p+l) pontos {Xq,x^, ... , x^} em , de modo que o con­
junto {Xj ” ~ ^ 0  ^ ® linearmente independente.
Notemos que se o p-simplexo s é a casca convexa de 
{x^,Xj, ... , Xp } , então todo ponto de s tem uma única repre­
sentação da forma onde t^ > 0 , para todo i e Et^=l,
Definimos como o conjunto de todos os pontos
(t^,t^, ... , t^) em com zt^ = 1 e tj_ 1 0 para todo i.
Qualquer função contínua '^ *’^p--- onde X é um espaço
topológico, ê chamada um p-simplexo singular em X .
i~ésima face de um p-simplexo singular  ^ , denotada por 
3^ (j> , é o (p“l)-simplexo em X definido por
^i ... , ^p— ~ <«. ,
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Seja X um espaço topológico. Definimos S^(X) como o gru­
po abeliano livre, cuja base é o conjunto de todos os n-simplexos 
singulares em X. üm elemento de S^(X) e chamado uma n-cadeia 
singular de X e tem a forma E , n . i{> , onde n . é um inteiro ,--- -----   ^ $ (})
e é nulo para todos menos um número finito de <{>.
Definimos o operador bordo como o homomorfismo
^ ia : S„{X)-----  ^ S„ fX), dado por 3 = S (-1)^ 3. ,n n-i ^  ^ 1
A composição 3o3 em S^(X)— ~— »■ S^_^-----► ^n-2 ^^  ^ ® zero.
Isto significa que o bordo de qualquer n-cadeia é uma (n-D-ca-
deia que não teiri bordo. É uma propriedade básica que nos leva ã 
definição de Grupos de Homologia.
Um elemento c e S {X) é um n-ciclo se 9 (c) = 0. üm ele-n --------
mento d e S^(X) é um n-bordo se d = 3 (e) para algum ecS^^CX).
O núcleo do homomorfismo 8 , que é o conjunto de todos os 
n-ciclos, é um subgrupo de S^(X}, denotado por a imagem
de 9 em S^ Í^X) é o subgrupo Bj^ (X) de todos os n-bordos.
O grupo quociente H^(X) = Z^(X)y/g é o n-ésimo grupo de
homologia singular de X.
üm complexo de cadeia é uma seqüência de grupos abelianos e
homomorfismos —  C --- C ■•— --> * * * onden n-1
^n-i°^n ~ todo n.
Se C e C  são complexos de cadeia com operadores bordo 
9 e 9' respectivamente, então uma aplicação de cadeia de C a 
C  é uma família de homomorfismo C* , tal que
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9'o({i^  = todo n, onde ® . c __ h c 'C„-
Vamos denotar por Z^(C) o núcleo de 9 e por B*(C) 
imagem de 9, A homologia de C é o grupo graduado
H*(C) = Z*(C)’/ b , (O-
Notemos que, se é uma aplicação de cadeia <í>{Z*{C))CZ*{C') 
e <Í>{B*(C)) C  B*{C). Portanto (p induz um homomorfismo sobre gru 
pos de homologia --- ► H*(C’). Neste sentido, o grupo
graduado S^(X) = {S^(X)} torna-se ura complexo de cadeia sobre
o operador bordo 9 . Assim, o grupo de homologia de X é a ho­
mologia deste complexo de cadeia.
Se f ; X — >- Y é uma função contínua e <|) é um n-simplexo 
singular em X, existe o n-simplexo singular f^(4») = fo4> em Y. 
Além disso, existe uma única extensão a um homomorfismo
para todo n.
Os grupos de homologia de um ponto são dados por: 
e se n = 0
H (pt) = ■
{ 0 se n > 0
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Teorema
Se f;X — >■ y é um homeomorfismo, então f. :H (X) -— >■ H (Y)* P P
é um isomorfismo para cada p ([6]).
Aplicações HomotÕpicas
Dados os espaços X e Y, duas aplicações ^  ^ ^
são homotôpicas se existe uma aplicação
F ; X X I -- V Y , I = [0,i;
com F(x,0) = f (x)
0
F(x,l) = f (x) , para todo x em X.
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A aplicacâo F é a homotooia entre e
Teorema
Se • X — *■ ^ são aplicações homotõpicas, entao
como homomorfismos de H*(X) para H*(Y). ([6])
Sejam f : X -- Y e g : Y ---- >■ X , com X e Y espaços to
polôgicos. Se as composições f og e g o f  são homotÔpicas âs 
respectivas aplicações identidade, então f e g são inversas ho 
motõpicas uma da outra. Uma aplicação f ; X — >■ Y é uma equiva­
lência homotópica se f tem inversa homotõpica. Neste caso, diz 
-se que X e Y tem o mesmo tipo de homotopia.
Teorema
Se f ; X — ► Y é uma equivalência homotõpica, então 
 ^ ® isomorfismo para cada n. ([s])
Seja i : A — ► X a aplicação inclusão de \im subespaço A, de 
X. Uma aplicação g : X — A, tal que i o g ; X — >■ X é a ident^ 
dade sobre A, ê uma retração de X sobre A. Se a composição
i o g  : X — >- X é homotõpica à identidade, então g é uma retra­
ção deformação e A é um retrato deformado de X,
üma sequencia D E
- 53
de grupos a
belianos e homomorfismos é exata em D, se a imagem da f é igual 
ao núcleo da g.
üma sequência de grupos abelianos e homomorfismos
f 1 IlLn
f CSê exata, se é exata em cada G^. üma sequência 0 c — > D E  
ê chamada sequência exata curta.
Suponhamos agora, que C = D = {D^} e E = {E^}
complexos de cadeia, e 0 — > C D e
sao
0 ê uma sequên -
cia exata curta onde f e g são aplicações de cadeia de grau ze 
ro. Então, para cada p, temos uma tripla de grupos de homologia 
e funções f* e g * ,
Hp(C)
Pode-se definir um homomorfismo A ; H^(E) — *■ (C) , chama
f gdo homomorfismo de conexão da sequência exata curta 0 —*-C~^D~*’E'^  0,
De fato, a definição de ^ é obtida por caça do seguinte dia 
grama, com filas exatas e quadrados comutativos;
0 — D„ , -~3~> E„ ,---- V 0n-i n-i n-i
Teorema
f gSe 0 — »■ C — > D —  ^E — *■ 0 e uma sequencia exata curta de 
cpmplexos de cadeias e aplicações de cadeia de grau zero, então a 
sequência longa
••• h^(D) (C) (D)— ^n n n~ i n~ i
é exata. ([6])
Dada uma coleção U  de subconjuntos de X que cobrem X,cha 
maremos interior de lA , 11’ , a coleção dos interiores dos elemen 
tos de ^  .
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Teorema
Se "It é uma família de subconjuntos de X táis que ^  é
uma cobertura de X, entao i*:H„{S*(X)) -— ► H (X) e um isomorfisjt n n —
mo para cada n.
U(S* (X) e o sub~complexo de cadeias de S*(X) gerado por aqueles 
simplexos singulares cuja imagem fica em algum elemento de "U ) . 
([6])
Por exemplo, seja ^ = { ü , V } ,  e a  seguinte sequência cur­
ta:
0 --  ^S^{U n V) — ^  S„(ü) ® S (V) — S^(X) -- ► 0 ,n n n n
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onde g(b) = (b, -b), para cada gerador b de S^(U 0 V)
h(a,a') = a + a '  , para cada gerador (a,a’) de @ S^{V).
Assim, existe uma sequência exata longa
-- V H (ü n V) --  ^H„(S*(Ü) ® S*(V)) H„(S*(X))— , (ü R V)-n n * * n * n— l
chamada sequência de Mayer-Vietoris.
Teorema
Para cada inteiro n ^ 0, (s”) é o grupo abeliano livre , 
coro dois geradores, um com dimensão zero e o outro com dimensão n. 
{[6j)
Seja n ^ 1 e suponhamos que f ; S^  ^ — »■ S*^  é uma aplicação 
contínua. Escolhamos um gerador a de » J5 e observemos
que f*(a) = ma, para algum m e £. Este inteiro independe da es­
colha do gerador e é denominado grau da f , d(f).
Propriedades básicas do grau de uma aplicação
(a) d(identidade) = 1.
(b) Se f,g : s’'' --- ys” são aplicações contínuas, d(f o g)=d(f)d(g)
(c) d(aplicação constante) = 0.
(d) Se f e g são homotõpicas, então d(f) = d(g).
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(e) Se f é uma equivalência: homotõpica, então d(f) = ±1. 
([6])
Proposição
Se f : S^""^---->■ Y ê contínua e Y é um espaço de Hausdorff
então existe uma sequência exata
H (s’^”^) — V H (Y) ® « — ► H (Y,), onde Y. = U ,  y. 0 o 0 r r i
Proposição
H*(S^ X S^), m,n i 0, ê um grupo abeliano livre de posto qua 
tro tendo um elemento da base em cada uma das dimensões 0,m,n e 
m+n.
([6])
Homologia Reduzida
Definimos 'f' ; C -- >■ J5 por x) « Ev , v e ü.
Vemos facilmente que 3 3^ = 0.
- SI -
Agora, définimos o grupo de homologia reduzida de X por
H^(X) = e H^(X) = H„(X) , n > 0,o ' im 9 j n n
Logo, temos I^(X) = 0, se X ê conexo. Se X tem n componen 
tes conexas, então H*(X) = 2 ® i ® i e ® . . . ® £  (n~l parcelas) .
Teorema de Van Kampen (caso especial)
Seja o espaço topológico X, conexo por caminhos, a reunião 
de dois conjuntos abertos e simplesmente conexos U e V, de modo 
que U n V 0. Então, X é simplesmente conexo, (fsl)
Variedade Diferenciável
Para ü C  ü aberto, uma função f ; U — »- é dita di
ferenciãvel (suave) , se f tem derivadas parciais contínuas de 
todas as ordens.
üma aplicação contínua f : X — ► r’*', definida em um conjun­
to X C  diz-se diferenciável se pode ser estendida localmente a 
uma aplicação diferencial sobre conjuntos abertos, isto é, se para 
cada X e X, existe um aberto U C  com x e U, e uma aplica­
ção diferenciável F : U — -í- R^, tal aue F = f sobre ü 0 X.
Uma aplicação diferenciável f : X -— »• Y entre subconjuntos 
de espaços euclidianos diz-se um difeomorfismo se, e somente se, 
é bijetora e se ; Y — ► x é também diferenciável.
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Variedade Diferenciável k-dimensional
Seja X C  X é uma variedade diferenciável k-dimensional
kse, e somente se, X é localmente difeoroorfico a um aberto de íR , 
ou seja, cada ponto x e X possui uma vizinhança V de x em X, 
que ê difeomõrfica a um conjunto aberto ü C
Conjectura Generalizada de Poincaré em dimensão maior ou igual a 5
Se M^, n ^ 5, é uma variedade diferenciável com a homologia 
da n-esfera s’^, então é homeomôrfico a S^ *. Se n = 5 ou
n == 6 , é difeomórfico a S^.
-  59 "
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