ABSTRACT. We discuss some basic ideas and survey some fundamental constructions related to measure (a real-valued map the domain of which is a set of measurable objects carrying a suitable structure and the map partially preserves the structure): continuity, measurability, duality, extension. We show that in the category ID of difference posets of fuzzy sets and sequentially continuous difference-homomorphisms these constructions are intrinsic. Further, basic notions of the probability theory have natural generalizations within ID.
Introduction
Let X be a nonempty set and let A be a system of subsets of X. Usually, a measure on A is a map m of A into nonnegative real numbers R + having certain natural properties of a volume. We shall always assume that A is a ring of subsets and, unless stated otherwise, m is σ-additive. If A is a field of sets (i.e., X ∈ A) and m is normed (i.e., m(X) = 1), then m is said to be a probability measure. Having in mind applications to probability theory, our goal is to find a suitable category in which probability measures are morphisms and the usual measuretheoretic constructions can be described in categorical terms. We claim that the category ID of D-posets of fuzzy sets (systems of partially ordered fuzzy sets carrying a partial binary operation called difference) and sequentially continuous D-homomorphisms ([28] , [10] ) is exactly what is needed. We show that ID is a natural category which also covers suitable classes of Boolean algebras, M V --algebras, effect algebras, and also observables, fuzzy random variables, states, etc. Some results can easily be extended to bounded measures. Observe that an unbounded measure m is not sequentially continuous (cf. [25] ) and only normed measures are D-homomorphisms (cf. [28] ).
Primarily, the present paper is intended as a survey, partial results can be found, e.g., in [9] , [11] , [12] , [13] , [16] , [28] , [15] . For the reader's convenience we will recall basic notions as they appear in the text. Detailed information can be found in the references: on category theory in [1] , on M V -algebras in [4] , on D-posets and effect algebras in [5] , on ID in [10] , [28] , on fuzzy random variables in [15] .
Continuity

Ð Ñ 1º For "nondiscrete" measures and their generalizations (states) sequential continuity is fundamental.
Let A be a ring of subsets of X and let m : A −→ R + be a finitely additive measure. It is known that the σ-additivity of m is equivalent to the additivity and the monotone continuity of m from above: if A n ∅, then m(A) 0, where A n ∅ means that < A n > is a nonincreasing sequence in A and ∅ = ∞ n=1 A n ; equivalently, the sequence < χ A n > of the characteristic functions χ A n of A n pointwise (downwards) converges to the constant zero function χ ∅ . Continuity from below is defined analogously. As usual, we say that a sequence < A n > converges in A to
∞ n=k A n or, equivalently, < χ A n > converges pointwise to χ A ; we write A = lim n→∞ A n . It is easy to see that the sequential continuity and the additivity of m implies the σ-additity of m. It is less known that for bounded measures also the converse implication holds, i.e., the σ-additivity implies the sequential continuity of m.
Observe that no unbounded measure is sequentially continuous. Indeed, if a measure m is unbounded, then in A there exists a sequence < B n > such that the corresponding sequence < m(B n ) > is increasing, say m(B n+1 ) > 2m(B n ), n ∈ N , and hence in A there exists a sequence < A n > of mutually disjoint sets such that 1 ≤ m(A 1 ) ≤ m(A n ), n ∈ N . Consequently, lim n→∞ A n = ∅ and lim n→∞ m(A n ) = 0 does not hold. Now, let m be a bounded σ-additive measure on A. 1. If A is a σ-ring, in symbols A = σ(A), then the sequential continuity of m is a simple consequence of the well-known Ä × Ù ³× ÓÑ Ò Ø ÓÒÚ Ö Ò Ì ÓÖ Ñ. Let < f n > be a sequence of measurable functions converging almost everywhere to f . Let g be an integrable function such that |f n | ≤ g, n ∈ N , gdm < +∞. Then f is integrable and f dm = lim n→∞ f n dm.
A n , and g = χ B . However, there is a more simple argument leading to the converse implication (cf. [11] ). Assume that < B n > converges in A to B.
Since A is a σ-ring, < A n > and < C n > are sequences in A and it is easy to see that < A n > is nondecreasing, < C n > is nonincreasing,
If A = σ(A), then according to the Measure Extension Theorem (METHM) m can be uniquely extended to a σ-additive measure on σ(A) and the rest is clear.
Virtually, the same argument has been used in [11] to support the claim that for bold algebras (i.e., M V -algebras of fuzzy sets) "extendable" nondiscrete measures are sequentially continuous.
Let I be the closed unit interval [0,1] carrying the usual M V -algebra operations and order and the usual convergence of sequences:
Observe that both ⊕ and are commutative and associative. Further, let X be a set and let I X be the set of all functions on X into I carrying the pointwise M V -algebra operations and order and the pointwise convergence of sequences, i.e., for each x ∈ X put:
, and
If A is a subalgebra of I X (A contains the constant functions 1 X and 0 X and it is closed with respect to all operations and order and carries the pointwise convergence of sequences), then A is said to be a bold algebra. A bold algebra A such that for each sequence < f n > in A also min 1 X , ∞ n=1 f n belongs to A is said to be a Lukasiewicz tribe or, simply, a tribe. We shall additionally utilize operations and defined as follows:
It is known that each σ-complete M V -algebra is Archimedean (or semisimple) and each Archimedean M V -algebra can be represented by a bold algebra (the elements of which are fuzzy subsets of the underlying set of the bold algebra).
If for each element f in a bold algebra A ⊆ I I we have f (x) ∈ {0, 1}, x ∈ X, then A becomes a field of subsets of X (via characteristic functions).
Let A ⊆ I X be a bold algebra. A map m : A −→ I is said to be a measure if it is normed and subtractive, i.e., m(1 X ) = 1 and m(g f ) = m(g) − m(f ) whenever f, g ∈ A, f ≤ g (obviously, m(0 X ) = 0 and m preserves the order). This definition is equivalent to the usual one (also for fields of subsets) and it better suits our purpose.
Ä ÑÑ 1.1º Let A ⊆ I
X be a bold algebra. Then the following are equivalent:
(1) (i) implies (ii). The assertion follows from Proposition 8.13 in [33] .
(2) (ii) implies (i). Assume (ii) and let < g n > be a sequence in A. Put f 1 = g 1 and, inductively,
, it follows that A is a Lukasiewicz tribe.
Ä ÑÑ 1.2º Let A ⊆ I
X be a Lukasiewicz tribe. Let < g n > be a sequence in A and let g ∈ A. Then Lim n−→∞ g n = g if and only if in A there are sequences < f n > and < h n > such that
Since A is closed with respect to monotone limits, < f n > and < h n > are sequences in A and it is easy to see that conditions (C 1 ), (C 2 ), (C 3 ) are satisfied.
Sufficiency. Assume that (C 1 ), (C 2 ), (C 3 ) hold true. It is easy to verify that lim n→∞ g n (x) = g(x) for each x ∈ X. Hence Lim n→∞ g n = g and the proof is complete.
ÓÖÓÐÐ ÖÝ 1.3º Let A ⊆ I X be a Lukasiewicz tribe. Then the pointwise convergence Lim in A is the finest of all sequential convergences
K in A such that each nondecreasing sequence < f n > converges under K to ∞ n=1 f n , each nonin- creasing sequence < h n > converges under K to ∞ n=1 h n and a sequence < g n > converges under K to g whenever in A there are sequences < f n > and < h n > satisfying conditions (C 1 ), (C 2 ), (C 3 ).
ÓÖÓÐÐ ÖÝ 1.4º Let A ⊆ I X be a bold algebra. Then A is a Lukasiewicz tribe if and only if A is a sequentially closed subset of I X (with respect to the pointwise convergence).
Let A ⊆ I X be a bold algebra. Then the smallest sequentially closed subset of I X containing A is a Lukasiewicz tribe; it is called the generated Lukasiewicz tribe and it is denoted by σ(A).
, then m is said to be sequentially continuous from below ; sequential continuity from above is defined analogously.
ÓÖÓÐÐ ÖÝ 1.5º Let A ⊆ I
X be a Lukasiewicz tribe and let m : A −→ I be a measure sequentially continuous from below (equivalently, sequentially continuous from above). Then m is sequentially continuous.
Since m is sequentially continuous both from below and from above,
In [11] the following variant of the METHM has been proved. (ii) m is sequentially continuous from below and it can be extended over σ (A) to a measure sequentially continuous from below; (iii) m is sequentially continuous from above and it can be extended over σ (A) to a measure sequentially continuous from above.
Finally, in [25] there is a direct proof of the fact that the σ-additivity of a bounded measure on a ring of subsets implies its sequential continuity. In [9] the proof has been generalized to Boolean algebras carrying a suitable sequential convergence (initial with respect to a separating system of Boolean homomorphisms into the two-point Boolean algebra; it is of the same nature as the pointwise convergence for fields of subsets).
Measurability
Ð Ñ 2º The measurability of a map can be formulated in a categorical way (via composition of maps).
Let X be a set and let A be a system of subsets of X. Then (X, A) is said to be a measurable space. Let (Y, B) be another measurable space and let f be a map of X into Y such that for each B ∈ B the preimage f (B) = x ∈ X; f (x) ∈ B belongs to A, then f is said to be (A, B)-measurable or, simply, measurable. If A and B are fields of sets, then the induced preimage map f of B into A is a Boolean homomorphism and it is called an observable. It induces a map T f of the set P(A) of all probability measures on A into the set P(B) of all probability measures on B defined by T f (p) (B) = p f (B) , B ∈ B, p ∈ P(A); it is called the distribution of f and it can be viewed as a channel transforming probability information from a probability space (X, A, p) into the probability space Y, B, T f (p) . If Y is the real line R and B is the set of all Borel measurable sets, then f is said to be a random variable. In In fact, Theorem 2.1. characterizes a measurable map and it leads ( [10] ) to an abstract (categorical) definition: f is said to be measurable if f is a morphism (sequentially continuous Boolean homomorphism). In other words, A can be considered as the initial Boolean structure on X defined by a cone of arrows χ A : X −→ {0, 1}; A ∈ A , similarly B can be considered as the initial Boolean structure on Y defined by a cone of arrows χ B : X −→ {0, 1}; B ∈ B , and the measurability of f means that the cone of composed arrows
Fuzzy (also operational) random variables generalize the classical case in two directions: fuzzy and quantum. As usually, fuzzy means that the membership function has values from the interval [0,1]. The quantum aspect is, unlike in the classical case where a random variable f maps the elementary events (points, i.e., point-measures) into the elementary events (and via T f , P(A) into P(B)), a fuzzy random variable maps the elementary events into the probability measures and the image of a point can be a nondegenerated probability measure, hence the corresponding observable (as a map of subsets to subsets) sends crisp subsets into fuzzy subsets. The interested reader can find more information about fuzzy random variables in [2] , [3] , [19] , [15] , [29] . Here we restrict ourselves to some basic facts.
Ò Ø ÓÒ 2.2º Let A and B be σ-fields of subsets of Ω and Ξ, respectively and let (Ω, A), (Ξ, B) be measurable spaces. Let T be a map of P (A) into P (B) such that, for each B ∈ B, the assignment ω → T (δ ω ) (B) yields a measurable map of Ω into [0, 1] and
for all m ∈ P (B) and all B ∈ B. Then T is said to be a fuzzy random variable (in the sense of B u g a j s k i and G u d d e r ).
Observe that if f is a classical measurable map of Ω into Ξ, then the distribution T f is a fuzzy random variable. 
] and for u ∈ M(A), define a map ev(u) : P (A) −→ [0, 1] by ev(u) (p) = u(ω) dp, p ∈ P(A). Put E(A) = ev(u); u ∈ M(A) .
ROMAN FRIČ Ò Ø ÓÒ 2.3º A map T : P(A) −→ P (B) is said to be measurable if for each u ∈ M(B) there exists v ∈ M(A) such that ev(u) • T = ev(v), i.e., E(B) • T ⊆ E(A).
Ì ÓÖ Ñ 2.4º Let T be a map of P(A) into P(B). Then the following are equivalent: (i) T is a fuzzy random variable;
(ii) T is measurable.
Observe that a measurable map T of P(A) into P(B) induces a sequentially continuous map T of E(B) into E(A).
In the next section it will be shown that the sets E carry a natural ID structure and T is a morphism (observable).
Duality
Ð Ñ 3º D-posets of fuzzy sets are exactly what is needed.
In this section we outline a (nontopological) Stone-type duality suitable for applications in probability.
Let f be a measurable map of a measurable space (X, A) into a measurable space (Y, B). Then f is a Boolean homomorphism of B into A. The problem is whether each Boolean homomorphism h of B into A can be represented as g for some measurable map g of X into Y. The famous Stone duality (the nontopological variant) gives the answer. If A and B are reduced (i.e., for each pair of points, the first belongs to a measurable set and the other belongs into its complement) and perfect (i.e., each ultrafilter of measurable sets is fixed), then for each h there exists a unique g such that h = g . Even though the field of real Borel sets is not perfect, some other argument guarantees that the random variables and observables are in a one-to-one correspondence. Indeed, perfectness has to be replaced with s-perfectness (each ultrafilter of measurable sets having the countable intersection property is fixed), cf. [8] . Observe that f and T are sequentially continuous (see Section 3), hence it is natural to restrict our attention to sequentially continuous "observables". We aim at a duality covering both the fields of sets and their fuzzy and quantum generalizations.
Recall (cf. [23] ) that a D-poset is a quintuple (X, ≤, , 0 X , 1 X ) where X is a set, ≤ is a partial order, 0 X is the least element, 1 X is the greatest element, is a partial operation on X, 
If X is a singleton, then I and I X are isomorphic. Assume that X ⊆ I X contains the constant fuctions "zero" and "one" and it is closed with respect to the pointwise difference. Then X is a typical D-poset we are interested in; it will be called a D-poset of fuzzy sets (see [22] ). Fields of sets and bold algebras can be viewed as special cases. Indeed, the difference χ A χ B , resp. f g, is defined only for B ⊆ A, resp. g ≤ f , and then χ A χ B = χ A\B , resp. f g = f − g. If X ⊆ I X is a a bold algebra closed with respect to the pointwise limits, then it is a Lukasiewicz tribe. Each sequentially continuous measure on a bold algebra is a sequentially continuous D-homomorphism. Each x ∈ X can be considered as a sequentially continuous D-homomorphism of X into I, hence a sequentially continuous measure; it is called the evaluation at x and denoted by ev x . Ò Ø ÓÒ 3.3º Let X ⊆ I X be a D-poset of fuzzy sets. If for each pair x, y ∈ X, x = y, there exists u ∈ X such that u(x) = u(y), then X is said to be reduced. A morphism of X into I is said to be a state. If for each state s there exists a unique x ∈ X such that s = ev x , then X is said to be sober.
Define the following category ID: the objects are reduced D-posets of fuzzy sets carrying the pointwise sequential convergence, the morphisms are sequentially continuous D-homomorphisms. More information about ID and its properties can be found in [13] , [28] . Denote Observe that if p is a probability measure on a field of subsets A, then p can be considered as a sequentially continuous D-homomorphism of A into I. In fact, confirming Claim 3, the sequentially continuous D-homomorphisms of A into I correspond exactly to probability measures on A.
ÓÖÓÐÐ ÖÝ 3.5º The category of reduced fields of sets and sequentially continuous Boolean homomorphisms and the category F S are isomorphic. The morphisms of F S ranging in I are exactly the probability measures on fields of sets.
Let f be a map of a nonempty set X into a nonempty set Y. Then f induces a map F of I Y into I X defined as follows:
It is easy to see that F is a sequentially continuous (with respect to the pointwise sequential
Y be D-posets of fuzzy sets and let f be a map of X into Y such that f is an ID-morphism of Y into X . Then f is said to be (Y, X )-measurable or, simply, measurable.
Denote M ID the following category: objects are pairs (X, X ), where X ⊆ I X is a D-poset of fuzzy sets and morphisms are measurable maps. If X has some property, then we say that (X, X ) has the property in question, too.
A natural question arises whether each ID-morphism h of Y into X is of the form g for some g : X −→ Y. A complete answer is provided by a general categorical duality described in [10] and its specification in [28] . Observe that the sobriety of ID-objects is a necessary condition for the duality. More general duality between D-posets admitting order determining systems of states and measurable spaces has been constructed in [13] , see also [8] , [12] . In probability theory, the duality between (generalized) random variables (i.e., measure preserving measurable maps) and (generalized) observables yields a bridge between the pointless (algebraic) approach to random events and random functions and the more traditional models based on elementary events (points of the sample probability spaces).
Extension
Ð Ñ 4º Extensions of measures are categorical constructions.
Let A be a field of subsets of X and let σ(A) be the generated σ-field of subsets of X. It is known (cf. [25] , [26] , [27] ) that σ(A) is the smallest of all sequentially closed fields B of subsets of X such that A ⊆ B; indeed σ(A) is the intersection of all such B. Anologously (see [28] ), for each D-poset X of fuzzy subsets of X there exists the smallest of all sequentially closed D-posets of fuzzy subsets of X containing X ; denote it σ(X ). If X is a bold algebra, then σ(X ) can be described via iterated sequential closures. 
(iii) If X is a field of (crisp) subsets of X, then σ(X ) is the generated σ-field.
(i) It is easy to see that if B is a field of subsets of X, then cl B is a field of subsets of X, too. Since the union of a chain of fields of subsets of X is a field of subsets of X, it follows that cl ω 1 A is the smallest of all sequentially closed fields of subsets of X containing A. Hence cl
(ii) The proof is analogous as in the previous case and it is omitted.
(iii) Crisp sets are {0,1}-valued and {0,1}-valued bold algebras are exactly fields of sets. Now, the assertion follows from (ii).
This completes the proof.
Ò Ø ÓÒ 4.2º Let X be an object of ID. If for each morphism h of X into I there exists a morphism h of σ(X ) into I such that h(u) = h(u) for all u ∈ X , then X is said to be sufficient.
Recall (cf. [28, Lemma 2.7] ), that if h and h are two morphisms of σ(X ) into an object Y of ID such that h(u) = h (u) for all u ∈ X , then h = h . Consequently, h in the definition above is determined uniquely.
Denote ST ID the full subcategory of ID consisting of sufficient objects. Denote CID the full subcategory of ID consisting of sequentially closed objects. Clearly, each sequentially closed object of ID is sufficient. Hence CID is a full subcategory of ST ID. Let A be a field of sets. Since probability measures on A are exactly sequentially continuous D-homomorphisms of A into I and probability measures on A can be uniquely extended to probability measures on σ(A), it follows that A as an object of F S is sufficient. The next general extension theorem ( [16, Theorem 3.7] ) supports our Claim 4.
Ì ÓÖ Ñ 4.3º CID is an epireflective subcategory of ST ID.
P r o o f. The proof is based on the categorical properties of a product. Let X ⊆ I X be an object of ST ID. We claim that the embedding of X into σ(X ) is the desired epireflection (remember, σ(X ) is sequentially closed), i.e., each morphism of X into a sequentially closed object Y of ID can be extended to a unique morphism over σ(X ) to Y and the embedding of X into σ(X ) is an epimorphism (two morphisms of σ(X ) to the same target object in ID agreeing on X are identical).
(i) Let h be a morphism of X into I. Since X is sufficient, it follows that h can be uniquely extended to a morphism h of σ(X ) into I.
(ii) Let Y ⊆ I Y be an object of CID. Let h be a morphism of X into Y. Since I Y is the categorical product in ID, the composition of h (considered as a morphism of X into I Y ) and each projection of I Y into a factor I is a morphism of X into I and, according to (i), it can be uniquely extended to a morphism of σ(X ) to I. (ii) Let X be a bold algebra and let σ(X ) be the generated Lukasiewicz tribe. Then σ(X ) is the epireflection of X as an object of ST ID into CID.
Concluding remarks
Ð Ñ 5º
The category ID is a natural base category for generalized probability.
Let (Ω, A, p) be a probability space in the classical Kolmogorov sense. A measurable map f of Ω into the real line R, called random variable, sends p into a probability masure p f , called the distribution of f , on the real Borel sets B via p f (B) = p f (B) , B ∈ B. In fact, f induces a map sending probability measures on A into probability measures on B (each point ω ∈ Ω, or r ∈ R is considered as a degenerated point probability measure). The preimage map f , called observable, maps B into A and it is a sequentially continuous Boolean homomorphism. A fuzzy random variable (or operational r. v.) is a "measurable" map sending probability measures on one probability space into probability measures on another probability space, but it can happen that a point ω ∈ Ω is mapped to a nondegenerated probability measure. The corresponding observable is still sequentially continuous, but sends fuzzy subsets into fuzzy subsets (the image of a crisp set need not be crisp) and preserves some operations on fuzzy sets.
As shown in the previous sections, observables are morphisms in ID and, what is more important, probability measures become morphisms in ID.
Details about fuzzy probability theory can be found, e.g., in [19] , [2] , [3] , [13] , [15] , [29] . Note that many technical constructions in [2] and [3] are straightforward and transparent (see [15] , [29] ) in ID.
