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Abstract 
This project supports the design of a three-unit Cube Satellite (CubeSat) mission pursued by 
WPI, NASA Goddard Space Flight Center, and the Space Research Centre in Poland. The 
mission goal is to perform solar and terrestrial X-ray spectroscopy using the Sphinx-NG 
instrument, in a high-altitude, polar, sun-synchronous orbit. Orbital and radiation analyses are 
performed using the Satellite Tool Kit. The plasma environment anticipated during the mission is 
assessed for future charging analysis. The selection and integration of a magnetometer and a 
GPS sensor are presented.  The magnetic fields induced by CubeSat’s three magnetic torquers 
are obtained using COMSOL and guide the integration of the magnetometer.  A preliminary 
design of the command and data handling subsystem is presented.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
“Certain materials are included under the fair use exemption of the U.S. Copyright Law and 
have been prepared according to the fair use guidelines and are restricted from further use."
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Chapter 1: Introduction 
 Since the late 1980s, the interest in small micro- and nano-satellites has increased 
partly due to the emergence of microelectromechanical systems (MEMS) and 
microfabrication.  A satellite’s mass often determines its classification.  Large satellites 
typically are more than 1000 kg, whereas micro-satellites range in mass from 10-1000 
kilograms, and nano-satellites are considerably less massive at around 1-10 kilograms 
(Xue, 2008).  These small satellites are vitally important for government, commercial, 
and military missions.  For instance, from 1980-1999 the percentages of small satellite 
customers for commercial and military purposes were 37.1% and 35.1% respectively.  
Furthermore, the application of small satellites from 1980-1999 largely consisted of both 
communications (69.2%) and science (14.4%).  Despite potentially having a similar cost 
per kilogram ratio to normal-sized satellites, micro- and nano-satellites provide a quicker 
turnaround time from development to launch as well as an avenue for universities to 
pursue scientific research in space.  
 In 1999 the CubeSat was introduced by professors from Stanford University and 
California Polytechnic State University as a 10x10x10 cm modular design that would 
provide access to space (Ward, 2012).  The main driver for such a design was to lower 
the cost for experimental space projects designed by students at various universities.  One 
way CubeSats reduce cost is by utilizing empty space in launch vehicles used for large 
spacecraft.  According to Robert Twiggs and Jordi Puig-Suari, the professors behind the 
invention of CubeSat, 50 CubeSats have been launched into space since 2001.  This 
unique program has made it possible for almost 100 schools with Aerospace Engineering 
programs to design a CubeSat.  
1.1 Mission Requirements 
This project marks WPI’s second venture into a CubeSat design (Oliva et al. 
2011). With a year of preliminary research developments and a new international 
CubeSat team, consisting of our own university, NASA’s Goddard Space Flight Center, 
the Space Research Centre in Poland, and various other Polish universities, this second 
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foray has more structured mission requirements. Our well-defined mission will build a 
strong foundation for a continuing project that will ultimately lead to launch.  
The goal of our mission is to place a 3U Cube Satellite into a sun-synchronous 
500-800 km polar orbit for the purpose of space weather observation, specifically solar 
and terrestrial X-ray spectroscopy. The primary objective is solar X-ray monitoring of 
long-term flux variability, non-active corona, active regions, solar flares, temperature and 
differential emissions, and plasma abundances. The secondary objectives are terrestrial 
X-ray and particle observations, including X-ray signatures of terrestrial gamma-ray 
flashes (TGFs), auroral X-ray spectra, and orbital particle fluctuations. 
The instrument to be used to achieve our mission objectives is the SphinX-NG 
(shown in Figure 1), equipped with six multi-channel X-ray detectors for the full range of 
energy domains anticipated. Space-proven high-sensitivity silicon drift detectors (SDD) 
will be used for detection for the soft energy domains (0.8-15 keV) and Schottky diode 
detectors will be used for the harder domains (5-150 keV). Four of the six detectors will 
look towards the Sun, a fifth will take measurements of particle background and ambient 
terrestrial X-ray in the anti-solar direction, and the sixth will be nadir-pointing to search 
for X-ray signatures of terrestrial gamma-ray flashes. 
 
Figure 1: Side-view and Perspective View of the SphinX-NG. 
 
The SphinX-NG has been miniaturized for our CubeSat purposes to a 10x10x10 
cm cube that will fit in the bottom unit of our 3U satellite, as shown in Figure 2. 
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Figure 2: 3U CubeSat with SphinX-NG in Bottom Unit 
The SphinX-NG’s pointing requirements necessitate high-accuracy sensors for 
attitude determination and control. The spacecraft will be 3-axis stabilized with magnetic 
torquers, and the four solar-facing detectors must point towards the Sun with a  ±1 degree 
of accuracy. This requires various sensors, including a GPS, a magnetometer, and a sun 
sensor. The entire CubeSat has a power capability of 15W. 
1.2 Subsystem Design  
The mission requirements outlined in the previous section lay out a structured and 
well-defined foundation upon which to build a full CubeSat mission. To ensure that each 
of these requirements are met, a 16-person CubeSat team was divided into three major 
subsystems: Instrument and Mission Analysis (IMA), Attitude Determination and Control 
(ADC), and Structural, Thermal, and Power. The responsibilities of each team are 
outlined below. 
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Instrument and Mission Analysis 
The Instrument and Mission Analysis team, consisting of four members, was responsible 
for the following:  
1. Orbital Analysis 
2. Ambient and Induced Environments Impact Analysis 
3. GPS, Magnetometer Selection and Spacecraft Integration 
4. Data Command and Handling, On-Board Computer Preliminary Design  
Attitude Determination and Control 
The Attitude Determination and Control (ADC) team, consisting of three members, was 
responsible for the following: 
1. Sun Sensor and Magnetic Torquer Hardware Selection 
2. Determination Algorithm Selection 
3. Control Policy Selection 
4. ADC Simulation Development 
5. Software and Hardware Test Development 
For a detailed review of the ADC team’s objectives and results, refer to MQP Report 
MAD-D11A. 
Structural, Thermal, and Power 
The Structural, Thermal, and Power team, consisting of a combined nine members, was 
responsible for the following: 
1. Structural Analysis 
2. Thermal Analysis 
3. Power Distribution System 
4. Power Usage Tracking 
For a detailed review of the Structural, Thermal, and Power team’s objectives and results, 
refer to MQP Report JB3-CBS2. 
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Systems Engineering Group 
The success of this project was dependent on the effective integration of these 
three separate teams into one inclusive Systems Engineering Group, or SEG. This 
integration was achieved through weekly SEG meetings, during which each team shared 
their updated action items, approaches, and developing results. These SEG meeting 
ensured that each team was aware of the decisions and conclusions reached by the other 
teams, and enabled the members to subsequently revise their own work if affected by 
new developments. By structuring these meetings based on a comprehensive list of 
project action items, the SEG meetings also provided an overall view of the project’s 
progress. In addition to the SEG meetings, the IMA and ADC teams held a combined 
weekly meeting to address in more detail the concerns that linked their two subsystems.  
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1.3 Objectives, Approach, and Methods 
The objectives, approach, and methods for our team’s responsibilities are outlined below. 
 
1. Perform Orbital Analysis 
 Use STK to demonstrate sun-synchronous polar orbits for altitudes of 600 km and 
800 km 
2. Perform Ambient and Induced Environment Impact Analysis 
2.1 Radiation Analysis:  
 Use STK to evaluate total radiation dose (in rads) assuming one year 
mission life time.  
 Run multiple orbits with varying ascending nodes (06:00:00 and 14:00:00) 
and altitudes  (400 km, 500 km, 600 km, 700 km, 800 km).  
 Compare resulting radiation dose with hardware specification limits. 
2.2. Spacecraft Charging Analysis: 
 Determine the plasma parameters using the International Reference 
Ionosphere (IRI) using two bounding polar orbits (400 km and 800 km) for 
period 2012-2016. 
 Summarize hazards posed by the anticipated plasma regimen. 
 Compile the Spacecraft Plasma Interaction System (SPIS) and establish the 
capabilities for charging analysis. 
2.3. Electromagnetic Interference Analysis: 
 Evaluate the induced magnetic fields from the magnetic torquers.  
 Use the magnetic field solver from COMSOL’s AC/DC module and the 3U 
CubeSat geometry in simulations. 
4. Command and Data Handling, On-Board Computer Preliminary Design 
 Select the onboard computer, motherboard and Pluggable Processor Module 
based on power consumption, and data handling capabilities. 
 Evaluate system communication and create block diagram.  
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5. GPS, Magnetometer Selection, and Spacecraft Integration  
 Perform market search for 3-axis magnetometers with flight heritage 
 Select most appropriate model with low mass, low power requirements, high 
accuracy, and wide sensing range 
 Develop an internal/surface magnetometer mount design  
 Develop an externally mounted deployable boom design 
 Compare and contrast available COTS (Commercial Off the Shelf) GPS 
units 
 Select a GPS that will comply with the ADC and Structural requirements for 
the CubeSat 
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Chapter 2: Orbital Analysis  
The analyses of our chosen orbits were performed using a highly evolved simulation 
program, Satellite Toolkit (STK).  STK provides the user with a wide range of options, 
including orbit manipulation, ground tracking, and communication.  For our instrument 
and mission analysis purposes, we primarily used the Space Environment and Effects 
Tool (SEET). Using SEET, we created an orbit with a new ascending node, as seen in 
Table 1 and Table 2. The tables show the period time of both altitudes and the time in 
eclipse for each ascending node. This data will be used in choosing the orbits to be used 
for testing. 
600 km Orbit with a Period of 
5801.23 
Ascending Node 
(GMT) 
Time in 
Eclipse 
6:00:00 0
7:00:00 0
8:00:00 1389.606
9:00:00 1800.339
10:00:00 1998.731
11:00:00 2095.098
12:00:00 2127.671
13:00:00 2106.675
14:00:00 2022.512
Table 1: 600km Orbit 
 
800 km Orbit with Period of 6052.41 
Ascending Node 
(GMT) 
Time in 
Eclipse 
6:00:00 0
7:00:00 0
8:00:00 1193.854
9:00:00 1713.496
10:00:00 1954.041
11:00:00 2069.471
12:00:00 2107.925
13:00:00 2081.763
14:00:00 1978.449
Table 2: 800km Orbit 
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Orbit Selection 
 Per the mission requirements, the orbit is sun-synchronous. In a sun-synchronous 
orbit, a spacecraft will pass by a certain point on the Earth’s surface at the same local 
solar time every orbit.  Additionally our orbit is required to be polar, with an inclination 
near 90 degrees.  The complete description of the orbit requires determination of the 
latitude of the ascending node (see Figure 3); unfortunately, the orbit’s nodes will be 
known only when a launch opportunity has been identified. Based on science objectives 
for the mission, it is also desirable for the instrument to face the sun and be in sunlight as 
much as possible.  
 
Figure 3: Orbital Nodes 
 
Considering these requirements two orbits were selected for analysis.  The first, a 
sun-synchronous polar orbit at 06:00:00 ascending node, is optimal as it provides a sun-
facing side throughout the orbit’s period, as seen in Figure 4.  This first orbit will ensure 
the instrument’s sensors will always be in sunlight, and the CubeSat will never be in 
eclipse. This chosen orbit has an eccentricity as close as possible to zero (circular) and 
the period is 6052.41 seconds. 
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Figure 4: 06:00:00 Ascending Node Orbit 
For the second orbit the longitudinal angle was rotated 45 degrees to place the 
satellite’s path exactly perpendicular to the first. This allows us to compare the 
differences between a fully sun-synchronous orbit, and one in which the satellite is in 
shadow for half the time. The second orbit chosen was defined as a sun-synchronous 
polar orbit with a 14:00:00 ascending node. See Figure 5 for this second orbit. Like the 
first, this orbit has an eccentricity as close as possible to zero (circular). However, this 
orbit causes the satellite to eclipse the Earth, as seen in Figure 5. 
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Figure 5: 14:00:00 Ascending Node Orbit  
Final Orbit 
 For further analysis purposes, we chose to focus on the sun-synchronous polar 
orbit with a 06:00:00 ascending node. This preliminary decision was a result of the 
instrument’s sun-pointing requirements; we desired as much time in direct sunlight as 
possible. The 06:00:00 ascending node allowed full sunlight, while the 14:00:00 
ascending node only allowed sunlight half the time. However, we still considered the 
orbit with a 14:00:00 ascending node in our radiation analyses to verify our choice. This 
is addressed in the Radiation Analysis section (Section 3.1). 
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Chapter 3: Ambient and Induced Environmental Analyses 
In this chapter, we consider the ambient radiation environment, the ambient 
plasma environment, and the induced electromagnetic environment.  Analyses were run 
to determine the potential for and severity of environmental threats to the spacecraft. 
3.1 Radiation Analysis 
Space Radiation Environment 
 
The space radiation environment poses numerous threats to spacecraft subject to its 
effects. As such, radiation analysis is an integral part of the design of a space mission. In 
this section, we will discuss the three primary radiation sources that constitute the 
radiation environment in Earth orbit: solar variation, the Van Allen Belts, and galactic 
cosmic rays (Hastings and Garrett, 1996; Sima and Trusculesu, 2009).   
Solar Variation 
There are two components of solar variation: periodic and aperiodic fluctuations. The 
main fluctuation is the solar cycle, a periodic change in the amount of irradiation 
experienced on Earth from the sun (Phillips, 2009). The solar cycle has a period of 
approximately eleven years, at the peak of which there is an abundance of solar flare 
activity. Solar flares cause intense fluxes of high-energy protons to erupt from the surface 
of the sun and are important to take into account for earth orbiting missions. 
Unfortunately, solar flare and solar proton event models are incomplete due to lack of 
data, so their prediction is difficult. 
Because solar cycle varies by such a long period, the time in the cycle when the 
analysis is conducted is an important consideration when estimating radiation flux and 
radiation doses (Sima and Trusculesu, 2009).  Over the 11-year cycle, there is a solar 
minimum and a solar maximum (Sima and Trusculesu, 2009). Solar minimum is the 
period of least solar activity within the 11-year cycle, characterized by fewer sunspots 
and diminished solar flare activity. At maximum, the opposite occurs; there are an 
increased number of sunspots and solar flares. The latest solar minimum was 2008-2009, 
with no sunspots observed on 73% of 2008’s days and 80 of 2009’s days (Phillips, 2009). 
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That puts this CubeSat mission in a nearly mid-cycle time-frame, closer to the solar 
minimum than the maximum. 
The Van Allen Belts 
The Van Allen Belts are toroidal belts of trapped radiation around the Earth held in 
place by Earth’s magnetic field (Hastings and Garrett 1996).  The trapped radiation 
consists primarily of energetic protons and electrons, but there are also small percentages 
of heavy ions as well. There are two Van Allen Belts; an inner belt extending to about 
6,000km in altitude, and an outer belt spanning 60,000km in altitude (Hastings and Garret 
1996).  The inner belt consists of high-energy protons and electrons, whereas the outer 
belt contains mostly high-energy electrons. For our LEO spacecraft, the inner orbit is of 
particular concern. 
Galactic Cosmic Rays 
Galactic cosmic rays are primarily protons and ionized heavy nuclei produced and 
accelerated outside our solar system. They arrive near Earth mainly as fully ionized 
elements, and at fluxes that depend on solar activity (Sima and Trusculesu, 2009). For a 
LEO spacecraft, like ours, the Earth’s magnetic field deflects low-energy particles, 
leaving only the high-energy particles that can penetrate through Earth’s magnetic 
shielding (Hastings and Garrett, 1996). 
 
Space Radiation Threats 
On-board instrumentation and electronic devices located inside a satellite, not to 
mention the satellite itself, are exposed to the space radiation environment during 
missions. The radiation propagates through the satellite structure and poses a serious 
threat to the internal electronic components, jeopardizing the mission success (Horvath 
and Varga, 2003).  Fortunately, shielding efforts can lessen the effects of space radiation 
on satellite hardware. To determine the necessary shielding material type and thickness, 
information on satellite radiation dosage is important. For our main radiation analysis, we 
used the Satellite Tool Kit (STK). 
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STK’s Space Environment and Effects Tool 
STK’s Space Environment and Effects Tool (SEET) provides comprehensive 
modeling of the space environment, which can be used to predict the effects of ambient 
space environment on near-earth spacecraft (Analytical Graphics, Inc.).  SEET includes a 
Radiation Environment module that we used extensively for the radiation analysis of this 
CubeSat mission. The Radiation Environment computes expected ionizing dose rate and 
energetic particle fluxes as well as integrated total dose and fluence; we focused 
primarily on total dose for this analysis. The accumulated dose is computed using the 
energetic electron and proton particle fluxes for a range of user-specified shielding 
thicknesses (Analytical Graphics, Inc.). 
The Radiation Environment module employs five major computational modes based 
on established radiation models: APEXRAD, CRRESRAD, Radiation Only, CRRES, and 
NASA (Analytical Graphics, Inc.).  Table 1 on the following two pages provides a 
detailed explanation of model info, outputs, range of validity, and user-selectable model 
parameters for each computational mode. Certain parameters for shielding (material, 
geometry, modes) are available for specific computational models, and are detailed in 
Table 3.  
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Table 3: SEET’s Radiation Environment Computation Modes 
Mode 
 
Model Info Outputs Range of 
Validity 
User-selectable Model 
Parameters 
APEX 
RAD 
Based on data collected by 
APEX Space Radiation 
Dosimeter 
 APEX Satellite: 362 km 
perigee, 2544 km apogee, 
70° inclination orbit, 115 
min orbital period 
 Inner edge of inner 
proton radiation belt 
 Shielding thicknesses of 
4.29, 82.5, 232.5, and 
457.5 mil Aluminum 
Radiation 
dose rates 
Integrated 
doses 
1.0 < L < 
5.95 
1.0 < B/Beq 
< 13131.5 
Ap Flux Source: 15-day average 
of the standard Ap geomagnetic 
activity index; source can either 
be static value or use flux file to 
read values from a file 
 
Dose Channel: 
Low LET—0.05-1 MeV 
deposited from electrons, 
bremsstrahlung, and proton 
energies greater than 100 MeV 
(x-rays, gamma rays, electrons) 
High LET—1-10 MeV deposited 
from protons with energies 
within 20-100 MeV and 
electrons with energies greater 
than 5 MeV (neutrons, heavy 
ions, pions) 
Total—0.05-10 MeV; sum of 
Low and High 
 
CRRES
RAD 
Radiation models based on 
data collected by the 
Combined Release and 
Radiation Effects Satellite 
(CRRES) Space Radiation 
Dosimeter for radiation 
dosages behind shielding 
thicknesses of 82.5, 232.5, 
457.5 and 886.5 mil Al. 
Radiation 
dose rates 
Integrated 
doses 
Radiation 
Flux 
 CRRES Activity Level: 
Quiet: Data obtained before the 
large storm on 24-Mar-1991 
Active: Data obtained after the 
storm 
Average: Average of the data 
obtained over the whole mission 
 
Dose Channel: see APEXRAD 
 
NASA Uses NASAELE for electron-
flux model 
 NASA AE-8 radiation 
belt models at user-
specified energies 
between 0.04 and 7.0 
MeV 
Uses NASAPRO for proton-
flux model 
 NASA AP-8 radiation 
belt models at user-
specified energies 
between 0.1 and 400 
MeV 
Radiation 
dose rates 
Integrated 
doses 
Charged 
particle 
fluxes 
Charged 
particle 
fluences 
1.17 < L < 
11.5 
1.0 < B/Beq 
< 12.0 
NASA Activity Level: 
Solar Minimum—sets values 
appropriate for minimum of the 
solar cycle 
Solar Maximum—sets values 
appropriate for maximum of the 
solar cycle 
 
Energy lists for flux output: 
User-adjustable lists of energies 
at which to compute the electron 
and proton fluxes 
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Table 1, cont. 
CRR
ES 
Flux models based on the CRRESELE 
and CRRESPRO models and 
supported at discrete electron and 
proton energies based on data 
collected by the Combined Release 
and Radiation Effects Satellite 
(CRRES) instrumentation: 
 the High Energy Electron 
Fluxmeter (HEEF) 
instrument (for omni-
directional electron flux). 
 the PROTEL proton 
telescope (for omni-
directional proton flux). 
 Orbit of 350km by 33,000km 
 Inclination of 18.1° 
 Period of 10 hrs 
 
Radiation Flux 
Radiation dose 
rates 
Integrated doses 
 
1.0 < L < 
8.0 
1.0 < B/Beq 
< 7.4 
Ap Flux Source: see 
APEXRAD 
 
CRRES Activity 
Level: see 
CRRESRAD 
 
Radia
tion 
Only 
Based on data from both APEXRAD 
and CRRESRAD 
 Defaults to APEXRAD, but uses 
CRRESRAD outside APEXRAD 
Radiation dose 
rates 
Integrated doses 
See 
APEXRAD 
and 
CRRESRAD 
See APEXRAD and 
CRRESRAD 
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Table 4: Shielding Parameters for CRRES and NASA modes 
Detector 
Type 
Type of small-volume material specimen under Aluminum shielding to be used for dose 
computations 
Aluminum, graphite, silicon, air, bone, calcium, gallium, lithium, silicon dioxide, 
tissue, or water 
Detector 
Geometry 
Geometry of material specimen under Aluminum shielding to be used for dose computations 
Finite-slab: detector embedded in one side of a planar slab of Aluminum shielding 
material, and is irradiated through the slab from the other side 
Semi-infinite slab: detector has same geometry as finite slab, except the Aluminum 
shielding material has no boundary behind the irradiated surface (i.e. detector material 
is enclosed) 
Spherical: detector embedded at the center of a solid sphere of Aluminum and 
irradiated from all directions 
Nuclear 
Attenuation 
Mode 
Select degree of nuclear attenuation for dose computations 
Nuclear Attenuation or Nuclear Attenuation Plus Neutrons 
 
range of validity 
 Only common set of shielding 
thicknesses between APEXRAD 
and CRRESRAD can be used 
(82.5, 232.5, 457.5 mil 
Aluminum) 
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When determining which computational mode to use for our analysis, several concerns are 
taken into consideration. The APEXRAD, CRRESRAD, and Radiation-only options are fast 
models based on data, making them better for scenarios longer than a day. Conversely, these 
three models do not have access to the full range of shielding options (selectable depths, different 
detector types, etc.), while the CRRES and NASA models do. However, given the extensive time 
period over which dose information is necessary for this CubeSat mission, we determined that 
one of the former three options should be used. Since the Radiation-only option combines the 
APEXRAD and CRRESRAD data giving a more thorough data pool, this is the option adopted 
for our analysis. 
Results 
In our preliminary radiation dose analysis, two orbits are used. Both are sun-synchronous, 
polar orbits; one with an ascending node of 6:00:00.000 UTCG and the other had an ascending 
node of 14:00:00.000 UTCG. These orbits are analyzed with a 60 second step size over one year 
from Jan 1, 2011 00:00:00.000 UTCG to Jan 1, 2012 00:00:00.000 UTCG. Each orbit is 
analyzed at five altitudes each (400km, 500km, 600km, 700km, and 800km), for a total of 10 
scenario. Table 3Table 5 summarizes these results. 
Table 5: Total Annual Radiation Dose at Varying Shielding Thicknesses 
Ascending Node Altitude 
(km) 
Total Annual 
Dose (rads) at 
Shielding 
Thickness of 
82.5 Mils (2.10 
mm) 
 
Total Annual 
Dose (rads) at 
Shielding 
Thickness of 
232.5 Mils 
(5.91 mm) 
Total Annual 
Dose (rads) at 
Shielding 
Thickness of 
457.5 Mils 
(11.62 mm) 
6:00:00.000 UTCG 400 92.51 66.69 49.95 
500 188.4 137.5 103.4 
600 339.1 250.2 188.9 
700 557.2 414.8 314 
800 868.5 650.9 493.7 
14:00:00.000 
UTCG 
400 93.26 66.82 50.07 
500 188.9 137.5 103.3 
600 339.8 249.9 188.7 
700 557.0 413.7 313.0 
800 869.5 650.6 493.6 
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According to STK results, the highest dose possible from the 10 scenarios run is 869.5 rads 
and occurs with a 14:00:00.000 UTCG ascending node at an altitude of 800km. Looking closely 
at the results, however, a pattern emerges based on altitude: for a sun-synchronous polar orbit, 
ascending node barely alters the total annual dose. Thus, for the purposes of our analysis, altitude 
and type of orbit play a much bigger role than time of ascending node. 
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3.2 Spacecraft Charging Analysis 
Spacecraft-Plasma Interactions 
Spacecraft charging is the adoption of an electrostatic potential as a result of charge 
accumulation by spacecraft-plasma interactions. The electrostatic fields produced by spacecraft 
charging extend from surfaces into space and can be potential sources of failure. As such, the 
charging analysis is an integral component of the design and analysis of a spacecraft mission. 
There are three distinct types of spacecraft charging: (Hastings and Garrett, 1996) 
1. Vehicle charging 
2. Dielectric charging 
3. Differential charging 
Vehicle charging is when the overall surface of a spacecraft accumulates a uniform 
charge. While the charge may reach tens of thousands of volts, it does not pose a significant 
damage to spacecraft operation.  
Dielectric charging involves the accumulation of high-energy, or energy greater than 100 
keV, electrons in dielectrics or conducting surfaces within the vehicle. This type of charging can 
be very destructive, as it occurs within the spacecraft and can pose a threat to internal circuitry. 
However, because our mission maintains an altitude lower than 1000km, where the energy varies 
between ~0.1-0.3 eV, dielectric charging is typically not as pertinent. The one exception is in the 
polar region, where there are high-energy electrons and ions in the auroral electron environment 
(Li et al. 2001) Disturbances that occur in this region will be addressed later in this section.  
Finally, differential charging results from potential differences on the spacecraft surface, 
which can lead to damaging surface arcing. This last form of spacecraft charging poses the most 
immediate threat to a LEO spacecraft, and is consequently our main concern. 
Charging Theory 
To perform a charging analysis, one considers the spacecraft passing through plasma 
consisting of electron and ions with varying densities (Ne and Ni, in particles/m3), temperature 
(Te and Ti, in K), mass (me and mi, in kg), and charge (qe and qi, in Cb). The average thermal 
velocity of a particle is: (Hastings and Garrett, 1996) 
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࢜ࢇ࢜ࢍ ൌ ඨ૛࢑ࢀ࢓  
( 1 )
Electrons are much less massive than ions, so the electron thermal velocity, ve, is 
significantly greater than the ion thermal velocity, vi. As a result, electrons bombard the 
spacecraft surface at a higher rate than ions. The resulting non-zero net flow to and from the 
spacecraft describes the spacecraft surface potential.  
The fundamental equation for charging theory, the current balance, states that the rate at 
which the charge on the surface changes as a function of time must be given by the difference 
between all the currents to and from the surface elements. (Hastings and Garrett 1996) That is: 
 ࢊ࣌
ࢊ࢚ ࡭ ൌ ࡵࢌ࢘࢕࢓	࢙࢛࢘ࢌࢇࢉࢋ െ ࡵ࢚࢕	࢙࢛࢘ࢌࢇࢉࢋ ൌ ࡵ࢔ࢋ࢚ 
 
( 2 )
For steady state or at equilibrium, the equation states that the net current to a surface must be 
zero. Therefore, the current balance in an equilibrium charging situation is: 
 ௦ܸ൫ܫ௘ ൅ ܫ௜ െ ܫ௦௘ െ ܫ௦௜ െ ܫ௕௘ െ ܫ௣ℎ െ ܫ௕ െ ܫ௦൯ ൌ ܫ௡௘௧ ൌ 0, ( 3 )
where 
Vs  = satellite surface potential, 
Ie = incident electron current on satellite surface, 
Ii = incident ion current on satellite surface, 
Ise = secondary electron current due to Ie, 
Isi = secondary electron current due to Ii, 
Ibe = backscattered electrons due to Ie, 
Iph = photoelectron current, 
Ib = active current sources such as charged particle beams or ion thrusters, 
Is = surface current to other surfaces or through the surface. 
 
To model spacecraft charging, one must solve Equation ( 3 ) for Vs. However, a simple 
estimation can be used if the plasma temperature and density is assumed to be constant; the final 
floating potential on a planar surface should be approximately equal to the electron temperature 
(in units of Volts): 
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 ࢂ࢙ ൎ െࢀࢋ ܔܖ ൬ࡹ࢓൰
૚
/૛ ( 4 )
Charging Threats 
Differential Charging 
As stated before, one of the biggest plasma charging threats to LEO spacecraft results 
from differential charging. Differential charging can result from partial shading or from electron 
and ion velocity differences. Both can lead to spacecraft arcing, which rearrange charge 
distribution by internal dielectric breakdown or flashover between surfaces or between surfaces 
and the ambient environment (Holbert, 2006).  Arcing can cause physical materials damage and 
electromagnetic interference (EMI) generation, both detrimental to the spacecraft mission. 
A spacecraft in plasma will assume a floating potential that is different in sunlight than in 
shadow. In shadow, a negative charge tends to accumulate on the surface of the spacecraft 
because electrons have a higher velocity than ions—200 km/s compared to 1 km/s, respectively 
(see Equation ( 1 )). Thus, rate of negative electron current is much greater than the positive. 
(Holbert, 2006) Contrarily, in the sun, the daylight photoelectron flux emitted from the 
spacecraft surface typically exceeds the ambient electron flux, resulting in a positive charge (Lai 
and Tautz, 2006).  
As a consequence of this surface potential difference, differential charging can occur 
when part of the spacecraft is in shadow and the rest is in sunlight. This can happen if there are 
protrusions on the spacecraft surface that cast shadows, or even simply near the corner of a 
surface. This differential charging due to partial shading is illustrated in Figure 6. 
 
Figure 6: Partial Shadow Effects on Spacecraft Charging, courtesy Holbert 2006 
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Differential charging can also be a consequence of accumulation of positive charge on 
the leading edge of a spacecraft, but only negative charge elsewhere on the spacecraft surface. 
LEO spacecraft orbital velocity, v0, is typically between the 200 km/s electron velocity and 1 
km/s ion velocity, usually around 8km/s. (Li et al. 2001) As such, electrons can deposit charge 
everywhere on the surface of the spacecraft, while ions will only be deposited on the leading 
edge of the spacecraft as it essentially runs into them. 
The 2011 MQP team did research into the chance of arcing onboard a spacecraft with low 
operating voltages. They found that on spacecraft with voltages below 55 V, arcing has never 
been observed (Oliva, Schaalman and Stanley, 2011).  Voltages beyond 55 V, however, can arc 
in LEO and be detrimental to the mission. The power subsystem projection for our mission is 
between 3.3 and 5 V, low enough where arcing would not be an issue. Furthermore, plasma with 
energy levels between 10 and 25 keV poses a more serious threat of arcing (Oliva, Schaalman 
and Stanley ,2011).  At low altitudes like our mission’s, the energy levels are below those at 
which arcing would occur. 
Disturbed Polar Environments 
Our mission, however, must also consider the effects of charging in higher energy polar 
regions, as our intended orbit is a polar one.  The auroral region of threat is a 6° wide band 
forming a circumpolar ring centered at approximately 3° from the magnetic pole. Its diameter 
ranges from 25° to 50° (Hastings and Garrett 1996).  The auroral electrons typically have an 
energy range of 100 eV to 10 keV, and can cause ionization that increases the density of the 
auroral electrons’ thermal component. Auroral particle interactions can vary considerably, 
significantly affecting ionospheric density. 
There are two kinds of auroras: diffuse (or continuous) auroras and discrete auroras. The 
latter are of specific interest to a spacecraft charging analysis, as the flux of electrons can reach 
hundreds of mA/m2, substantially distorting the plasma environment. Discrete auroras can be 
separated into two categories of note: auroral arcs and inverted V events (Kamide 1980).  
Inverted V events, during which high-energy electrons precipitate downward to form beams, are 
typically hundreds of kilometers wide latitudinally. Auroral arcs, also when high-energy 
electrons form beams, are closer to hundreds of meters wide (Kamide 1980).  High-level 
spacecraft surface charging can occur when passing through these discrete auroras, even at low 
altitudes like our orbit (Lai, 2012).  An additional concern is the occurrence of auroral substorms. 
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Taking place in the auroral region over a period of a few hours, these relatively frequent (every 
few hours) substorms can cause an increase in the intensity and size of auroras (Paterma, 1991).   
Location of discrete auroras depends on time, but typically can be found between 
magnetic latitudes of 60° to 72° at local midnight and 75° to 77° at noon (Hastings and Garrett 
1996).  When entering these regions of discrete auroras, a spacecraft could experience a sudden 
change from a very low energy plasma to one in which the spacecraft is bombarded with high-
energy electrons, affecting the charge balance on spacecraft surface (Martin 1991).   
Spacecraft Charging Preliminary Analysis 
The 2011 CubeSat MQP determined that Spacecraft Plasma Interaction System (SPIS) 
would be the spacecraft charging software most compatible with the mission’s needs (Oliva, 
Schaalman, and Stanley 2011).  SPIS allows the creation of spacecraft geometry, selection of 
material and boundary conditions, meshing capabilities, and the input of numerous “global 
parameters” for the simulation. The main global parameters of interest for our preliminary 
analysis were the electron and ion densities and temperatures, shown in Figure 7. 
 
Figure 7: SPIS Global Parameters 
To verify the accuracy of the SPIS software, a simple test case was developed. The test 
case places a perfect conductor sphere “spacecraft” in a cubic boundary volume of plasma with 
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electron and ion conditions based on International Reference Ionosphere (IRI) data. Later, the 
geometry for our 3U CubeSat will be introduced. The geometry for the test case is shown at the 
left in Figure 8, and the geometry for the 3U CubeSat is shown on the right. 
 
Figure 8: SPIS Geometry (Test Case and 3U CubeSat) 
In further preparation for the analysis, International Reference Ionosphere (IRI) data was 
gathered. As stated before, the electron and ion densities and temperatures are important 
parameters for a charging analysis. We found these values at varying latitudes (-90°, -45°, 0°, 
45°, and 90°), different times (night and day), different seasons (Winter/January, Spring/April, 
Summer/July, Autumn/October), and corresponding sunspot numbers (from 0-400) for 2012-
2016. In order to illustrate the range of charging levels possible, the data was taken twice—once 
at an altitude of 400 km and again at an altitude of 800 km.  
The sunspot numbers for each season were collected from the Solar Influences Data 
Analysis Center (SIDC) database. IRI only gives data through 2012, so subsequent years’ data 
was found by using years for which the sunspot data would correspond to the correct time in the 
solar cycle. As the sun-cycle is 11 years (refer back to Section 3.1) and 2009 was the most recent 
minimum, we corresponded 2009 to 1996—the previous minimum. From there, each subsequent 
year would correlate (i.e. 2010 to 1997, 2011 to 1998, 2012 to 1999, 2013 to 2000, etc.). Because 
we were interested only in the years correlating to 2012 and later, it was necessary to validate our 
assumption. The years for which data was available for both the present year and the past 
corresponding year (2009-2011) were compared, and the data followed a relatively close trend. 
Additionally, the data for 1999, which we correlated with 2012, was compared to the sunspot 
predictions for 2012 shown in Figure below. 
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Figure 9: Sunspot Number by Year with Predictions for 2012, courtesy SIDC 2012 
 As seen in the plot, the predicted sunspot number for mid-2012 is between 75 and 100. 
The sunspot number for mid-1999 (as the corresponding year) was around 93. This is consistent 
with the assumption we made. On this basis, sunspot numbers from corresponding years were 
assumed to be relatively dependable. 
 Using the sunspot numbers gathered from the SIDC database and the aforementioned IRI 
inputs, the minimum and maximum electron densities, electron temperatures, ion densities, and 
ion temperatures were found. Results are shown in the tables below. 
Table 6: Electron Density Maximum and Minimum 
 
Electron 
Density, m-3 Year Season Time Inclination (°) Altitude (km)
Sunspot 
No. 
Maximum 1.91E+12 2013 Autumn Night 0 400 115 
Minimum 9.12E+09 2016 Winter Day 45 800 91 
 
Table 7: Electron Temperature Maximum and Minimum 
 
Electron 
Temperature, K Year Season Time Inclination (°) Altitude 
Sunspot 
No. 
Maximum 3675.3 2012 Winter Night -90 800 82 
Minimum 965.4 2016 Autumn Day 0 400 66 
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Table 8: Ion Density Maximum and Minimum 
 Ion Density, m-3 Year Season Time Inclination (°) Altitude 
Sunspot 
No. 
Maximum 2.13E+12 2014 Autumn Night 0 400 126 
Minimum 1.13E+11 2016 Winter Day 45 800 91 
 
Table 9: Ion Temperature Maximum and Minimum 
 
Ion 
Temperature, K Year Season Time Inclination (°) Altitude 
Sunspot 
No. 
Maximum 2608 2013 Winter Night 90 800 113 
Minimum 886.4 2016 Autumn Day 0 400 66 
 
These maximum and minimum values can be inputted into SPIS in order to perform a 
preliminary charging analysis to determine an expected range of surface potential values that 
may be encountered on our CubeSat mission. Complete IRI data can be found in Appendix A. 
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3.3 Electromagnetic Interference Analysis 
 This section addresses the potential magnetic interference generated by the magnetic 
torquers used for attitude determination and control (ADC) of our CubeSat. The magnetic 
interference poses a threat to the magnetometer used in conjunction with the ADC system. The 
magnetic torquers for this CubeSat are manufactured by Zarm Technik AG (more information 
can be found in Appendix G). Three magnetic torquers are positioned orthogonally within the 
middle unit of the CubeSat in order to provide the best possible attitude control of the satellite.  
The magnetic field, or B field, produced by these devices could potentially impact the 
magnetometer used in the attitude determination and control of our CubeSat.  Of main concern is 
the induced B field that may perturb the ambient field measurements obtained by the 
magnetometer. 
  Analytical Theory of One Axis Field of a Cylindrical Solenoid  
 A magnetic torquer can be modeled by a simple cylindrical solenoid consisting of a coil 
wound around a central axis with a current passed through it.  Analytical results indicate that as a 
solenoid becomes infinitely long, the magnetic B field tends to zero in a radial direction while 
the ends of the cylinder approach a constant value (Zahn, 1979).  However, each of the three 
magnetic torquers is modeled as a finite-length solenoid.  When current runs through each 
magnetic torquer, a magnetic field is generated.  Near the ends of the solenoid the B field ‘spills 
over’ and returns some nonzero results.  Equation 1 estimates the on axis field in the z direction 
as it increases away from the solenoid (Haus, 1989). The permittivity of free space is μ = 4π x 
10-7, K represents the surface current, d represents the length of the solenoid, z represents the 
distance along the z axis, and a represents the radius of the solenoid.   
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This analytical model is used for validation of numerical results obtained from COMSOL 
Multiphysics software.  COMSOL Multiphysics includes many different modules which perform 
a variety of analyses.  For the electromagnetic interference (EMI) analysis the AC/DC module 
was used.  The AC/DC module allows the user to define geometries, initialize currents, and 
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create meshes. This process ultimately provides the user the ability to model the magnetic field 
of solenoids.   
Single Magnetic Torquer in Free Space 
 The magnetometer measures the ambient magnetic field from Earth and communicates 
with the magnetic torquers when to turn on for attitude control.   
The calculated surface current, K0, can be obtained by the following:  
 ܭ଴ ൌ ܰܫܮ  
 
( 2 )
Based off Zarm Technik AG’s specifications sheet the number of turns of coil within 
each magnetic torquer is N = 252,627, the maximum operational current for each magnetic 
torquer is I = .028 A, and the length is L = 0.085 m. Using the above values the surface current is 
K0 = 83,218.306 A/m.  Once the surface current is defined, the direction of the current is 
described with unit vectors.  Since the magnetic torquer for this test is orientated in the z 
direction, the unit vector  ݑො   to describe the winding motion around the magnetic torquer is 
expressed in Equation 3: 
 ݑො 					ൌ െ ݕඥݔଶ ൅ ݕଶ ,
ݔ
ඥݔଶ ൅ ݕଶ 
( 3 )
Using the above inputs in COMSOL Multiphysics the magnetic flux density, or magnetic 
B field, is found by placing a single magnetic torquer in free space.  The magnetic torquer is in a 
spherical domain 20 cm in diameter.    A fine mesh is used and results are shown Figure 10. The 
simulation predicts a maximum B field within the solenoid of .1025 Teslas, or 1025 Gauss, and a 
minimum B field near the outside of the boundary sphere of 4.1551 x 10-5 Teslas, or .41551 
Gauss.  Figure 10 shows this range of values in the magnetic flux density.  In addition, Figure 11 
gives a graphical representation in the form of an XZ plane slice of Figure 10.  Figure 11 
displays the presence of the B field unit vectors for a single magnetic torquer.  The B field lines 
of can be seen flowing up along the central axis and spilling over out the top of the magnetic 
torquer. 
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Figure 10: COMSOL Multiphysics numerical simulation of a single magnetic torquer in free space 
 
Figure 11: Magnetic field lines from a single magnetic torquer shown moving along central 
axis and ‘spilling over’ to the sides at the top 
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Validation of Analytical and Numerical Results 
 The results of the single magnetic torquer in COMSOL are compared to the analytical 
solution in Figure 12.  This validation is essential in demonstrating the accuracy of the numerical 
results produced in COMSOL.   
 
Figure 12:  Magnetic B field of a magnetic torquer modeled as a solenoid 
As seen in Figure 12 the analytical results and numerical results are quite similar. For the 
most part, the COMSOL numerical solution corresponds to the analytical solution with the 
exception of a few outliers near the ends of the solenoid.  As a result, the accuracy near the ends 
of the solenoid at z= -.0425 and z = .0425 decreases considerably.  The error difference is 
calculated by subtracting the numerical data from the analytical data.  Figure 13 displays this 
error.  As expected, the greatest error proved to be near z = -0.0425 and z =0.0425, the ends of 
the solenoid.  The COMSOL numerical solution initially used a coarse mesh but was later 
refined to a finer mesh size.  This improved the degree of error.  The greatest magnitude of error 
with the finer mesh was approximately 14 x 10-4 Teslas, or .0014 Teslas, at one end of the 
solenoid and 12 x 10-4 Teslas, or .0012 Teslas, at the other.  When converted these values 
correspond to an error of 14 and 12 Gauss, respectively.  This error occurs only at the very ends 
of each solenoid.  The error between the analytical and numerical results is seen to reach a 
consistent value near zero as the z axis values move away from the end values of z= +/- .0425.  
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Therefore, the computational meshing capability of COMSOL provides quite accurate results for 
outside the solenoid, which is of main concern for our mission.  
 
Figure 13: Error of COMSOL numerical computation when compared to analytical 
solution in Equation 1. 
 
 
Figure 14 shows the B field as a function of radial distance.  There is a noticeable drop-
off once outside the radius of the magnetometer from -.003m to +.003m.  To evaluate the 
potential impact of the induced B field on the magnetometer it is necessary to know the given 
operating range.  The chosen magnetometer has a range of -8 to 8 Gauss.  Further information 
about the magnetometer can be found in Appendix E.  The magnetometer is able to manage 
magnetic field values from the magnetic torquer within this range.  The magnetic field can be 
offset within this -8 to 8 Gauss range but not outside these limits determined by the chosen 
magnetometer.  For a single magnetic torquer the radial distance necessary to experience 4 Gauss 
is approximately 2.2 cm.  A value of 4 Gauss is only half of the given range of B field values 
because a safety factor of 2 is utilized to make sure the magnetometer is sufficiently distanced 
from any possible magnetic disturbance from the magnetic torquers.  Therefore, a single 
magnetic torquer would not pose a problem to the magnetometer when located at a safe distance 
away.  However, since our mission requires three orthogonal magnetic torquers for three-axis 
control, further analysis is required.      
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Figure 14: B field values from COMSOL for a single magnetic torquer versus the radial distance away 
from the central axis of the magnetic torquer 
 
Simulation of Three Magnetic Torquers in Free Space 
 After modeling a single magnetic torquer in free space, a COMSOL simulation using 
three magnetic torquers was performed with the geometrical configuration of the CubeSat.  More 
detailed information regarding torquer geometry, location, and input parameters can be found in 
Appendix H.  Figure 15 presents the locations of the three orthogonal magnetic torquers within 
the middle unit of the CubeSat.  The simulation was run with a slightly larger boundary volume 
than the CubeSat to ensure no effects from the shell. 
COMSOL converged on a solution to the three magnetic torquer scenario.  However, a 
3D graphic would not accurately show the magnitudes of all three magnetic torquers effectively.  
Therefore, several cross-section slices of the middle unit were taken of the resulting CubeSat 
computational volume.  Figure 16, Figure 17, and Figure 18 show the xy, yz, and xz planes 
through the center of the middle unit of the CubeSat.  The range of magnetic flux density values 
is several orders of magnitude greater than in the single torquer case.  The lowest value 
computed by COMSOL for the magnetic flux density (B field) in the three torquer case is 4.9729 
x 10-3 Teslas, or 49.729 Gauss.   Therefore, the additional magnetic torquers inside the CubeSat 
resulted in COMSOL values outside the range of the magnetometer. 
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Figure 15:  Location of three magnetic torquers within CubeSat geometry 
 
Figure 16: XY slice of three magnetic torquer scenario 
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Figure 17: YZ slice of three magnetic torquer scenario 
 
 
 
Figure 18: XZ slice of three magnetic torquer scenario 
 
 
41
Impact on the Magnetometer 
 The protection of the magnetometer from residual magnetic fields is of utmost 
importance for our mission’s success.  There are three options for magnetometer location:  
1. Inside middle unit of CubeSat 
2. On a deployable boom 
3. Surface mount 
Ideally the positioning of the magnetometer within the CubeSat would be the least 
computationally demanding for the ADC team.  However, the magnetic field resulting from three 
magnetic torquers poses a risk of interference with the magnetometer’s ability to record the 
ambient magnetic field of Earth.   
 A deployable boom is also an option for mounting our magnetometer.  Several designs 
will be discussed later on.  Certain structural considerations are necessary to determine when to 
deploy the boom.  Furthermore, the communication between the magnetometer and the on-board 
computer is more complicated with a deployable boom due to the magnetometer’s distance and 
angle from the CubeSat. 
 The most realistic option is mounting the magnetometer on the surface of the CubeSat.  
This will allow the magnetometer to get readings from Earth’s ambient magnetic field while still 
maintaining a safe distance away from the magnetic field generated by the actuation of the 
magnetic torquers.  Magnetically insultating material could rest between the mounted 
magnetomter and the aluminum shell of the CubeSat. This material would ensure no 
electromagnetic interference between the instrumentation within the CubeSat and the 
magnetometer mounted outside the CubeSat.     
 
  
 
 
42
Chapter 4: Sensors and Subsystems 
In this chapter, we discuss the various sensors and computer components selected for the 
CubeSat.  We also present the command and data handling system from a hardware perspective.  
Each piece of equipment selected represents flight proven technologies.   
4.1 Command and Data Handling 
 The command and data handling system (CDH) determines how each of the different 
computer components communicates with each other and manages the power requirements of the 
various sensors, actuators, and ground communication devices.  It was necessary to design a 
CDH system that was capable of maintaining the pointing and power requirements of our 
instrument payload.  While both the instrument and the communication systems were 
constructed by other groups, each would rely on our command and data handling system for 
power distribution and control input.     
 Our system, like many other LEO satellites, generates its own power from solar arrays.  
Subsequently, the power is transmitted to the Electronic Power System (EPS) and stored in the 
integrated battery.  The Power Distribution Board (PDM) then takes the regulated power from 
the battery and distributes it to the various computers, sensors, and actuators.  A more detailed 
explanation of the power system, its components, and their functions can be found in the 
Structural, Thermal, and Power subgroup’s report (JB3-CBS2).       
 Once the PDM delivers power to the on board computer, all power distribution 
commands will pass through the OBC.  To illustrate the way that the power and data lines work 
in our system we created a block diagram of all of our satellites components, shown in Figure 19.   
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Figure 19: Command and Data Handling Block Diagram 
 This diagram describes the number and type of each sensor, actuator, and computation 
board.  Additionally the power and data rates for each component are displayed.    As shown in 
the diagram our system includes four solar panels, an EPS with integrated battery unit, a PDM 
board, and OBC board, three magnetic torquers, a magnetometer, five coarse sun sensors, one 
fine sun sensor, a GPS, and Gyroscope.  Each of these devices has a specific function and is vital 
to the ADC system.   
 Our data system will support the operation of our ADC system.  Upon entry into our 
chosen orbit, the CubeSat will experience random rotations about all three of its axes.  During 
this stage of the mission, our CDH system will take the rotation and ambient magnetic field 
information from our gyro and magnetometer, interpret that data through the ADC code, and 
transmit commands to the PDM to power the actuators.  This process, known as de-tumbling, 
will stop the rotation of the satellite by producing the appropriate torques to the appropriate axis.  
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After the CubeSat has reduced its rotation to zero, the system will enter the second stage of the 
mission by aligning itself with the sun vector.   
Our instrument payload depends on being aimed at the center of the sun within one 
degree of accuracy for as long as possible.  To accomplish this we have equipped our satellite 
with six sun sensors, five coarse and one fine.   The five coarse sun sensors are basically 
photodiodes and will be mounted on the exterior of the CubeSat on all faces except the front, or 
positive z face.  The fine sun sensor, a much more accurate device, will be mounted on the front 
side of the CubeSat, where the instruments cameras are located.  This number of sensors is 
necessary because after our de-tumble process, there is no way of knowing where our satellite 
will be pointed or how it will be orientated relative to the earth or sun.  Therefore, the CubeSat 
will have to slowly change its orientation through the use of our magnetic torquers until one of 
the sensors sees the sun.  Based on which sensor acquires the sun, our system will know how to 
rotate the satellite around such that the fine sun sensor will be pointing correctly.   
Once the fine sun sensor has acquired the suns position, the OBC will take in the vastly 
more precise information from the fine sun sensor to point our instrument at the center of the sun 
as accurately as possible.  From that point on, the CDH system will act to maintain the sun vector 
alignment as accurately as possible.  A more technical description of the coding and control 
protocol will be provided in the Attitude Determination and Control report (MAD-D11A). 
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4.2 On-Board Computer 
 In order to determine the best possible component selection for our on board computer 
(OBC) we first established a baseline set of standards to refine our search.  These criteria 
allowed us to choose hardware that would be both reliable and cost effective.  Our set of 
standards consisted of, but was not limited to:  
1. Flight heritage 
2. Ease of use and integration 
3. Cost, both power and financial 
 The first and most important standard is flight heritage.  Flight heritage, the number of 
successful missions that the component has flown in, shows that the component will function in 
space and has a greatly reduced probability of failure.  Flight heritage is the single most 
important factor for choosing any spacecraft component, as a strong flight history suggests 
technological robustness and quality.     
 The second standard considered is ease of use and integration. If a certain piece of 
hardware is too complicated to easily understand, or a component is not compatible with the rest 
of the OBC, then it is almost worthless.  Therefore we limited our search to components that are 
compatible with each other, and our CubeSat system as a whole.   
 The third standard is cost.  In addition to the financial cost of a component, which is an 
important factor, we also must consider the power and mass costs required by each piece of 
equipment.  Our power generation capabilities on a satellite the size of a CubeSat are quite 
limited, so any component or sensor we choose must fit within this constraint.  Also, as in any 
spacecraft design, keeping the overall mass low is incredibly important.  By balancing the 
monetary cost with the cost of operations, we refined our search to the most efficient and 
effective devices.    
 In order to ensure that the chosen components met the needs of our mission we followed 
these search criteria carefully.  Our research determines that in order to completely characterize 
the OBC system, we need an electronic power system board, a power distribution board, a 
motherboard with integrated processor module, and a well-understood physical connection to the 
rest of the CubeSat system and frame.  The power sub-group took responsibility for the EPS, 
batteries, and the power distribution system (For a more detailed review, refer to the Structural, 
Thermal, and Power subgroup’s MQP report – JB3-CBS2.) We were tasked with researching and 
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selecting the motherboard, processor module, and the physical connection and integration of the 
OCB system into the CubeSat system and frame.   
Mother Board 
 The motherboard is responsible for the power switching capabilities of the CubeSat and 
also houses the processor module.  This board will take in data from the various sensors, run it 
through the processor module, and based on its programming, tell the power distribution board 
which components need to be turned on or off and how much power each needs. This 
functionality is vital for our mission because if at any instance a component is not functioning at 
capacity then the whole mission may fail.  
 The market for these types of boards is relatively small, as few companies are making 
quality components specifically for CubeSats.  Based on our research in Clyde-Space, a trusted 
CubeSat component supplier, we recommend the use of the Clyde-Space Mission Interface 
Computer.  The complete datasheet can be found in Appendix D (Mission Interface Computer). 
 
Figure 20: Clyde-Space Mission Interface Computer 
 Our chosen motherboard is designed with integrated processor modules known as 
pluggable processor modules or PPMs.  These PPMs serve as the brains of our data handling 
system, taking all the incoming data from the sensors and processing it.  Therefore, we had to 
choose a motherboard with an appropriate PPM that could handle the amount of data incoming 
from the CubeSat’s sensor grid.  Additionally, we had to consider the power requirements of the 
motherboard, as we have limited overall bus power.  This created a tradeoff between data 
capacity and power requirements.  Ideally, we wanted to find a model that would have both high 
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processing ability and low power.  As the majority of power was going to the PPM we 
researched three widely used models.  Their specifications and advantages are summarized 
below in Table 10 see Appendix C for PPM datasheets. 
PPM Model PIC18F4320 MSP430F1612 ARM922T 
Flight Heritage CP1, CP2, XI-IV, KUTEsat SwissCube 
AAUSat-II, CANX1-2, 
DTUSAT, HAUSat-1 
Current Draw 
(Amps) 1.50E-04 3.30E-04 1.25E-01 
Voltage (Volts) 2 2.2 3.3 
Power (Watts) 3.00E-04 7.26E-04 4.13E-01 
Data Frequency 1 MHz 1 MHz 100 MHz 
Program Memory 
(Kbits) 32.768 55.256 80 
Table 10: PPM Model Comparison 
  
 The Clyde-Space Mission Interface Computer employs two PPMs: the ARM922T from 
SHARP as seen in Figure 21 (Digi-Key), and the MSP430F1612 from Texas Instruments as 
shown in Figure 22 (Texas Instruments).  The ARM922T PPM is used as the primary processor 
during high performance periods of the mission due to its high data handling capabilities.  While 
the ARM922T has a relatively high power requirement, a maximum of .413 Watts, it still falls 
well within the power generation capabilities of our CubeSat.  Additionally, the ARM922T has 
the data capacity and processing power needed to carry out the mission to the desired levels of 
precision.  The ARM922T’s datasheet can be found in Appendix C.  The MSP430 will be used 
in situations with lower performance and lower power requirements.  The MSP430 will perform 
background tasks and also act as a redundant processor, using less overall power than the 
ARM922T to accomplish tasks that require less robust data handling.  This combination of 
specifications makes the MSP430 ideal for the secondary processor. 
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 Figure 21: ARM PPM 
 
 
Figure 22: MSP430 
Enclosure 
 To protect and mount the OBC components, we are including an enclosure frame as part 
of our CubeSat design.  This enclosure and mounting system must house the motherboard, 
EPS/battery, and power distribution board and protect them from environmental interference and 
the physical stresses from launch.   Ideally, our module will allow us to have a self-contained 
computer module as a single unit, and will be able to attach to the interior frame of the CubeSat 
and to the various sensors.  Having this single unit will greatly reduce the wiring complexity of 
our system, and will also help in the overall integration of the computer systems into the CubeSat 
frame.   
 Diamond Systems is the only company that produces an enclosure of this type with flight 
heritage.  Additionally, Pumpkin CubeSat Kit recommends using the Diamond Systems model.  
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Due to the lack of flight heritage found with other enclosures, the Diamond System’s enclosure 
is the only model that we recommended for our mission.  See Figure 23 for an image of the 
Diamond Systems Enclosure.  Diamond Systems carries a variety of these enclosures to suit the 
different number of boards that a mission may need (Diamond Systems).     
 
Figure 23: Diamond System Enclosure 
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4.3 GPS 
GPS Selection 
Previous MQP Recommendation: Trimble M-Loc MPM 
 The selection of the GPS unit for the CubeSat is an important task, as it significantly 
informs the attitude determination and control of the spacecraft. The 2011 CubeSat MQP report 
recommends using the Trimble M-Loc MPM GPS module with matching antenna. With an 
accuracy rating better than 7 meters, a low weight of 5.7 grams, a compact design, and an 
inexpensive price of $45, the M-Loc MPM unit certainly seems ideal. However, upon closer 
research into the unit, some major setbacks were uncovered. 
 The 2011 MQP team based their GPS decision upon previous flight heritage on the 
AtmoCube. When researching the AtmoCube’s history, however, we found that the satellite has 
yet to fly, so the GPS unit has not been tested in orbit. Additionally, the AtmoCube write-up 
identifies the M-Loc MPM as the satellite’s chosen GPS, but highly recommends using a 
different GPS if possible (Trieste University, 2011).  Because of the AtmoCube team’s apparent 
dissatisfaction with the chosen GPS, it seems as though the Trimble unit is either a stand-in 
during the AtmoCube’s testing phases or was chosen as a result of a low budget. 
 Further grounds for abandoning the M-Loc MPM unit for our CubeSat design is the 
GPS’s own specifications. According to Trimble, the M-Loc MPM module “is designed for 
mobile, batter-powered applications such as cell phones, pages, PDAs, digital cameras” and a 
few others (Trimble, 2012).  Presumably, an orbiting CubeSat does not fall in the same category. 
GPS Selection Basis 
 After rejecting the Trimble M-Loc MPM GPS receiver and matching antenna, various 
other miniature GPS units were researched and prioritized based on several factors: dimensions, 
weight, accuracy, and flight heritage, among others.  Modules that were too heavy or too large 
(heavier than ~100g and larger than ~100mm x 100mm main face size) were immediately 
rejected. The remaining modules were compared by accuracy, power requirements, time to first 
fix, and flight heritage. These preliminary comparisons allowed us to narrow our choice to three 
units, all with successful flight heritage: NovAtel’s OEM4-G2L (NovAtel 2006), the Phoenix, 
and the Surrey SGR-05U. (Appendix B) Table 11 shows a side-by-side comparison of the three 
units. 
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Table 11: GPS Unit Comparison 
Final Selection 
 The final GPS we selected was the Surrey SGR-05U module, shown in Figure 24. 
Though expensive (particularly relative to the $45 M-Loc that turned out to be too good to be 
true), the compact size, low weight, minimal power consumption, and extensive flight heritage 
make it an ideal unit for our purposes. Additionally, it measures position and velocity, providing 
much more beneficial data for the ADC team. Only adding to the benefits of the Surrey module 
is the fact that the SGR-05U was “specifically designed for small satellite applications,” i.e. 
“university CubeSat-type applications (Surrey, 2009). 
 
Figure 24: Surrey SGR-05U 
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Surrey SGR-05U 
The SGR-05U is comprised of only the core components of a GPS receiver, allowing for 
its minimal size, power, and price. The unit can be embedded into a host module as an OEM 
(Original Equipment Manufacturer) or can be used in conjunction with an interface board to 
provide more flexible power and interface capabilities. To minimize additional costs, we will be 
using it as an OEM, setting it up for use in the CubeSat without an interface board. The module 
consists of an RF (Radio Frequency) Section, which down-converts, filters, and amplifies the 
GPS signal, and a Digital Section, which supports the interface circuitry (Surrey 2009). To 
operate, the receiver requires a GPS antenna with LNA (Low Noise Amplifier) mounted in a 
suitable location, a physical connection that allows for vibrations, and a communications 
interface.  These are addressed in the following three subsections. 
Antenna Selection 
 As stated above, a GPS antenna with LNA must be mounted on the CubeSat for accurate 
measurements. The Surrey SGR-05U GPS receiver module comes with a matched antenna. This 
guarantees compatibility and accuracy, which may have otherwise been difficult considering the 
unit’s LNA requirements. An LNA is used to amplify the antenna’s signals so that any 
subsequent loss in the RF feedlines does not reduce the SNR (Signal to Noise Ratio) more than 
allowable. Surrey antennas supplied for the SGR-05U all have an integrated LNA. 
 There are two antenna options available for use with the SGR-05U: a quadrifilar antenna, 
and a microstrip patch antenna. Both are compatible and meet the necessary specifications.  The 
quadrifilar antenna includes an LNA and filter, but has a lower gain than the patch antenna. 
(Surrey 2009) The quadrifilar is less efficient, but is considerably smaller (13 mm x 13 mm x 43 
mm vs. the patch’s 50 mm x 45 mm x 20 mm size). However, despite the smaller stand-alone 
size, the quadrifilar antenna must be attached via a clamp that is rather large and bulky (65 mm x 
35 mm x 39 mm). 
 Despite the size and gain differences, the two antennas serve the same purposes and will 
work equally well for our purposes. As such, it will be up to the Structures team to determine 
which antenna to use based on dimensions and placement. The only requirement is that is be 
mounted externally on the anti-nadir facing side of the CubeSat with maximum view of the sky 
and minimal blockage from nearby protrusions. 
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Physical Connection 
The GPS unit must be attached to the CubeSat internally on flat surface with four SS A2-
70 M2.5 cap head screws, according to the engineering drawing, available in Appendix B. The 
module must be able to withstand vibrations, and the mounting arrangement undeniably affects 
the vibration level. As such, the mounting must be secure and still allow some clearance for 
motion during launch vibration. According to the specifications, allowing for 1.5mm on either 
side of the unit should be sufficient (Surrey, 2009). 
Electrical Connection 
 As you saw in Figure 24, in additional to connecting the GPS module via screws, its 
wires must also be connected.  Figure 25 below shows the GPS unit’s interface to the host 
module via its electrical connection. 
 
Figure 25: Block Diagram of SGR-05U Electrical Connection 
 Computers, this GPS unit included, use serial communications to communicate with each 
other. The UART (Universal Synchronous/Asynchronous Receive/Transmit) Data specified in 
the figure is precisely that: serial communication. The unit sends out serial data at very low 
voltages (CMOS levels). An RS232 level shifter and an RS232 serial port will be necessary to 
connect to the on-board computer to read the GPS data output. Software is included with the 
SGR-05U for receiver monitoring control and data processing. (See Surrey Data Sheet in 
Appendix B) Completing the electrical connection, the unit must also be supplied with 5 V of 
power and a clock input (PPS, or pulse-per-second), fed to the unit via the wires.  
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4.4 Magnetometer 
 Magnetometers, or digital compasses, are often used to provide satellites with attitude 
determination information based on the Earth’s magnetic field.  Many units are designed to 
detect the magnitude of the Earth’s magnetic field in the x, y, and z direction.  This enables a 
satellite’s on board computer to compare the measured values from the magnetometer with the 
well-known magnitude and direction of the Earth’s magnetic field to determine how the 
spacecraft is orientated relative to the Earths inertial frame.  Our mission required constant 
access to the magnitude of the local magnetic field for both attitude determination and attitude 
control.  
Magnetometer Selection 
 To select the specific model for our mission we first consulted the previous project 
team’s research.  The previous research team outlined four main design specifications for the 
magnetometer system based on the requirements of their ADC system:  
1. The magnetometer is a digital instrument 
2. The magnetometer can measure in all three axis 
3. The magnetometer operates in the 3.3 Volt range 
4. The magnetometer has its own circuit board 
Using these specifications they settled on the HMC5883L from Honeywell.  This model met 
three out of four of their design requirements and had many advantages over other available 
sensors (Oliva, Schaalman, and Stanley, 2011, p.87).   Using their research as a starting point we 
isolated solid state, magneto-resistive sensors as the best possible sensor solution for our 
application.  We also conducted our own research in the flight heritage of various 
magnetometers.  We determined that Honeywell was considered the most reliable and widely 
used brand for these types of sensors.  Additionally Honeywell’s HMC2003 3-axis 
magnetometer had been flown successfully on a number of CubeSat missions.  A table 
describing a number of these missions and their magnetometers can be found in Appendix D.  
The table from Appendix D also shows that other HMC series magnetometers have been flow 
successfully on a variety of missions.   
 Our research allows us to reaffirm the previous project group’s recommendation of the 
HMC5883L, as well as find a model of the HMC5883L with an included breakout board.  A 
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breakout board is a small printed circuit board (PCB) equipped with various electrical 
components to make the integration of various chip types easier.  Figure 26 shows the 
HMC5883L on a breakout board constructed by SparkFun Electronics.  While other 
magnetometer models may offer better specifications in terms of sensitivity and resolution 
ultimately we decided to go with the HMC5883L model because of the quality of the technology 
and the HMC series known flight heritage.  The datasheet for the HMC5883L can be found in 
Appendix E.   
 
Figure 26: Honeywell HMC5883L in SparkFun Breakout Board  
Magnetometer Boom Design 
 The model that we selected for our magnetometer is incredibly sensitive to changes in the 
local magnetic field.  In order to prevent such interference, our project team researched two 
options for mounting our magnetometer.  Members of the project team designed both a 
deployable boom arm mount and a surface mount in an effort to show all of the available options 
for integrating the magnetometer into our satellite.   
 The surface mount design is the simplest way of integrating the magnetometer into the 
CubeSats systems.  The results of our EMI analysis show that the magnetic field created by the 
on board magnetometer will not produce harmful levels of interference inside of the CubeSat but 
they still may produce some low level interference.  To counter this interference we mount the 
magnetometer at the top of the CubeSats frame.  Additionally, we utilize a plate of magnetic 
insulation material to re-direct any stray magnetic field created by our on board components 
away from the sensor.  Figure 27 shows our computer aided design (CAD) model of the surface 
mount design.  The black material is our magnetic insulation plate.   
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Figure 27: Surface Mount 
 The main advantage of this design is simplicity.  By mounting the magnetometer on the 
top of the CubeSat body we align the sensors 3-axies with the body frame axis of the satellite.  
This will allow for a direct integration of the magnetic field data into the ADC code.  Also this 
design has no moving parts, and does not introduce any additional torque or disturbance on the 
s/c during use.  Finally, by housing the magnetometer inside of the body of the CubeSat we take 
advantage of the radiation and thermal shielding of the main body, no additional shielding or 
thermal management system would be required for the magnetometer system.   
 The deployable boom arm was designed to place as much distance between the sensor 
and the magnetic torquers as possible.  As previously stated, our EMI analysis showed that there 
would be no harmful interference from the attitude control system there would still be low levels 
of on-board magnetic field present.  This design removes any chance of there being magnetic 
interference at the magnetometer.  In order to ensure the operation of the deployment mechanism 
we chose to work with market-ready solutions with flight heritage.   
 The commercial off the shelf technology (COTS) we selected was the Clyde-Space 
deployable solar panel.  To determine the feasibility of using the panel as a boom, we contacted 
Clyde-Space and asked if their panel could handle the extra mass of the magnetometer mount 
and radiation shielding box, if the hinge could deploy with the added weight and during de-
tumbling, and if the hinge had a locking mechanism that would assure that the arm deployed at a 
known angle.  Clyde-Space’s response told us that the panel would meet all of our design 
requirements as the hinge is actually “over designed” and is more than strong enough to deploy 
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and stay fixed during de-tumbling (Clark 2011). See Figure 28 for images of the panel and 
hinges from Clyde-Space.   
 
Figure 28: Clyde-Space Panel and Hinge 
 Modifying the Clyde-Space solar panel for or use as a boom was a relatively simple task.  
The only additional equipment we required was the mounting and shielding box to hold the 
magnetometer.  The mounting box is depicted in blue on our CAD models.  This box is just a 
simple plastic case, angled such that once deployed the magnetometer will lie flat relative to the 
CubeSat main body. The box is screwed onto the backside of the panel at the four corners.  
Additionally, a well had to be made in the side of the CubeSat body that would hold the box 
while the panel was stowed.  These modifications are shown in Figure 29. 
 
Figure 29: Clyde-Space Panel Modifications 
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 This design prevents any and all interference from the on board systems.  Additionally, 
this design provides more power to the overall CubeSat bus.  However, the boom is more costly 
than the surface mount as well as more mechanically complicated.  Also due to the deployment 
angle, we will require a rotation matrix or some kind of angle correction in order to properly use 
the sensor data.  Furthermore, in order to utilize the panel boom we would need to deploy the 
boom while the CubeSat was tumbling.  This will produce a greater torque disturbance on the 
CubeSat and may lead to a longer de-tumble time.        
 These designs provide two viable options for mounting the magnetometer for use in our 
ADC system.  The surface mount combines simplicity, and the benefits of mounting right on the 
body frame.  The deployable boom mount ensures that the magnetometer with not experience 
any interference from any on board systems.  We designed these two options based on our 
research of the historical use of booms on CubeSats and the different types of 
magnetometer/magnetic torquer systems.  This research is summarized in Appendix F.   
Testing and Recommendations 
 In order to validate our the design for the surface mount, the future CubeSat team will 
need to test the shielding capabilities of the mu-metal, as well as test the functionality of the 
magnetometer and magnetic torquer control scheme.  While actual lab testing was outside of the 
scope and schedule of this project, our research, work with the sensors, and the mounting 
strategy has allowed us to prepare a series of requirements for future work.   
In order to validate the use of mu-metal type insulation for the magnetic field a simple 
test should be conducted using the already available samples of this material that Professor 
Blandino has in the lab.  A future research team will establish a test rig with a magnetic field 
source on one end, and some kind of magnetic field sensor on the other.  The sensor may be our 
chosen magnetometer or any other kind of magnetic probe.  By feeding the output of the probe 
into a computer the researcher will establish various values of the magnetic field at various 
distances from the probe.  The experiment will then be to place the mu-metal sample between the 
field source and sensor at those same distances to see how the field is or is not attenuated.  This 
test will serve to validate the use of this material for shielding.  Combined with a COMSOL 
model of the materials iteration with a magnetic field this will serve as substantial justification 
for choosing this design strategy.      
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Chapter 5: Conclusion 
Orbital Analysis 
 Considering the data from STK and the mission requirements, the orbit with the 06:00:00 
ascending node was chosen. The data from STK supports this orbit as it shows the orbit’s periods 
and orbital properties, except time in eclipse, are the same. Since the orbits are the identical, the 
06:00:00 ascending node orbit fulfills the mission requirements better than the 14:00:00 
ascending node orbit.  
 
Ambient and Induced Environments Impact Analysis 
Radiation Analysis 
The radiation environment poses a threat to our spacecraft and could cause severe 
damage and deterioration to our structure and hardware. To determine the potential for radiation 
damage, a radiation analysis was completed for multiple orbit with varying ascending nodes and 
altitudes using STK’s SEET capabilities. The maximum radiation dose that might be 
encountered is 869.5 rads, which corresponds to an 800km orbit at a 14:00:00 ascending node 
and a shielding thickness of 2.10mm. The minimum radiation dose that could be encountered is 
49.95 rads, which corresponds to a 400km orbit at a 06:00:00 ascending node and a shielding 
thickness of 11.62mm. These radiation doses are within the hardware specification limits for our 
GPS (10 kRads), the On-Board Computer (15 kRads), and should be well within the 
requirements of our other hardware choices. 
 
Spacecraft Charging Analysis: 
 The plasma environment that our spacecraft will travel through may cause degradation to 
both our external spacecraft structure and our internal hardware and electronics. Particularly 
because of our polar orbit it is essential to be aware of the charging threats that might affect our 
CubeSat. Consequently, the hazards posed by our anticipated plasma regime were outlined and a 
charging analysis was begun. 
In order for a full charging analysis to be completed in the coming years of the CubeSat 
MQP, International Reference Ionosphere (IRI) plasma parameters were compiled for two 
bounding polar orbits (400 and 800 km) from 2012-2016. The maximum and minimum values of 
electron density, electron temperature, ion density, and ion temperature were found and each 
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value and its corresponding inputs are given in Section 3.2. To provide further resources for a 
future charging analysis, SPIS geometry and boundary conditions were compiled. 
 
Electromagnetic Interference Analysis: 
 The magnetic torquers necessary for our mission could potentially electromagnetic 
interference for the magnetometer.  Therefore, it was necessary to evaluate the induced B field of 
these torquers.  COMSOL’s AC/DC module was used to simulate the Cubesat with the three 
magnetic torquers positioned orthogonally within the middle unit.  Each magnetic torquer was 
modeled as a cylindrical solenoid.  The results guided the positioning of the magnetometer at the 
top of the 3U in order to measure the Earth’s ambient magnetic field.   
 
Equipment 
Command and Data Handling, On-Board Computer Preliminary Design 
 Our preliminary design for the command and data handling system specifies the hardware 
that we would need to properly construct the satellites on board computer and sensor network.  
We researched and compared different commercially available technology and selected the 
components that best fit our needs.  We selected the Clyde-Space Mission Interface Computer, 
Electronic Power System, and Power Distribution Board.  The Mission Interface Computer 
includes two separate integrated processor modules, one for high intensity operations and 
another for low intensity lower power operations.         
 
GPS 
 Available commercial off the shelf (COTS) GPS units were compared and contrasted to 
select the ideal receiver and antenna combination for our CubeSat needs. We selected the Surrey 
SGR-05U, details of which can be found in Appendix B. Physical and electrical connection 
requirements were identified and verified to comply with the structural requirements for the 
CubeSat. The GPS additionally provided all necessary information for the ADC team’s needs. 
 
Magnetometer  
 Based on the combined research of both last years and this year’s research team we 
selected the HMC5883L 3-axis magnetometer from Honeywell.  This model meets all of the 
 
 
61
design requirements set out by our ADC team and will easily integrate into our on board 
computer system.  For physical integration we designed two options: a surface mount and a 
deployable boom.  The surface mount places the magnetometer in line with the body frame 
coordinate axis, is inexpensive, and relatively simple.   However the surface mount may require 
duty cycling or calculating an offset to compensate for the on board magnetic field created by the 
various electrical components.  The deployable boom system relies on a Clyde-Space deployable 
solar panel as the boom arm.  This design, while far more expensive and complicated than the 
surface mount, guarantees that the magnetometer will not experience any interference from the 
on board systems.    
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Appendix A: Complete IRI Data 
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2012 Winter 1 82 -90 1.83E+11 1434.8 3031.6 2.86E+11 
1999 January   -45 4.94E+11 1194.6 2907.9 7.52E+11 
    0 1.56E+12 1072.6 1554.4 1.64E+12 
    45 7.23E+11 1162.1 2531.6 1.51E+12 
    90 2.40E+11 1406.6 2011.4 2.88E+11 
         
  12 82 -90 1.76E+11 1441 1829.1 2.85E+11 
    -45 5.79E+11 1065.1 1352.9 6.44E+11 
    0 5.35E+11 891.2 1010.9 7.06E+11 
    45 9.67E+10 959.8 1051.4 1.24E+11 
    90 2.27E+11 1404.4 1690 2.94E+11 
         
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2012 Spring 1 86 -90 4.24E+11 1416.5 2786 5.34E+11 
1999 April   -45 7.16E+11 1184.9 2496.9 1.19E+12 
    0 1.78E+12 1090.7 1358.7 1.83E+12 
    45 1.08E+12 1178.3 1975.3 1.64E+12 
    90 3.83E+11 1428.1 2539.8 4.77E+11 
         
  12 86 -90 3.59E+11 1423.6 1753.1 4.55E+11 
    -45 5.37E+11 1026.7 1493.7 5.91E+11 
    0 8.32E+11 893 1002.9 1.16E+12 
    45 4.04E+11 976.5 1122.7 4.37E+11 
    90 3.28E+11 1426.2 2106.7 4.60E+11 
         
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2012 Summer 1 114 -90 3.00E+11 1413.1 2024.9 3.53E+11 
1999 July   -45 6.15E+11 1185 2130.1 1.19E+12 
    0 1.44E+12 1164.1 1456.4 1.46E+12 
    45 5.51E+11 1236.4 2378.5 7.15E+11 
    90 3.30E+11 1444.8 2658 4.06E+11 
         
  12 114 -90 1.96E+11 1420 1729.4 2.46E+11 
    -45 1.85E+11 1027.8 1558.8 2.26E+11 
    0 6.20E+11 937.5 1047.2 7.92E+11 
    45 6.32E+11 1022.9 1183.8 7.15E+11 
    90 3.03E+11 1443 2438.9 4.10E+11 
         
Year Season Time of 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
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Day 
2012 Autumn 1 117 -90 2.99E+11 1431.1 2864.1 4.91E+11 
1999 October   -45 5.60E+11 1197.2 2528.6 9.85E+11 
    0 1.71E+12 1194.1 1366 2.06E+12 
    45 9.32E+11 1184.4 1967.5 1.61E+12 
    90 3.47E+11 1432.5 2488.9 4.87E+11 
         
  12 117 -90 3.26E+11 1437.6 1783.8 5.12E+11 
    -45 4.82E+11 1039.1 1494.9 6.28E+11 
    0 7.71E+11 964.7 1045.1 1.15E+12 
    45 2.91E+11 976.6 1149 3.57E+11 
    90 3.35E+11 1430.7 2062.9 4.66E+11 
         
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2013 Winter 1 113 -90 1.73E+11 1446 3024.6 2.43E+11 
2000 January   -45 4.69E+11 1259.3 2910.7 6.37E+11 
    0 1.38E+12 1183.6 1550.4 1.61E+12 
    45 9.53E+11 1170.2 2531.3 1.72E+12 
    90 2.38E+11 1415.3 2030.6 2.69E+11 
         
  12 113 -90 1.65E+11 1451.8 1883.9 2.37E+11 
    -45 5.14E+11 1075.4 1369.2 5.32E+11 
    0 6.10E+11 958.5 1058.9 7.05E+11 
    45 1.18E+11 965.7 1095 1.42E+11 
    90 2.22E+11 1413.1 1676.7 2.66E+11 
         
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2013 Spring 1 126 -90 4.88E+11 1429 2788.7 5.49E+11 
2000 April   -45 8.22E+11 1197.9 2498.9 1.20E+12 
    0 1.62E+12 1232.1 1358.6 1.89E+12 
    45 1.29E+12 1250.6 1975 1.68E+12 
    90 4.12E+11 1440.6 2545.5 4.79E+11 
         
  12 126 -90 4.26E+11 1435.6 1750.8 4.84E+11 
    -45 6.01E+11 1039.1 1495.2 6.19E+11 
    0 9.94E+11 993.6 1063.2 1.21E+12 
    45 4.40E+11 1017.3 1181.7 4.53E+11 
    90 3.73E+11 1438.9 2098 4.79E+11 
         
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2013 Summer 1 170 -90 3.44E+11 1426.7 2033.8 3.65E+11 
2000 July   -45 7.59E+11 1263 2128.6 1.23E+12 
    0 1.21E+12 1350.2 1457.7 1.50E+12 
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    45 6.82E+11 1430.7 2378 7.36E+11 
    90 3.79E+11 1463.3 2655 4.15E+11 
         
  12 170 -90 2.24E+11 1433.3 1726.9 2.53E+11 
    -45 2.11E+11 1085.8 1560.7 2.33E+11 
    0 7.60E+11 1063.8 1122.4 8.20E+11 
    45 7.22E+11 1110.1 1262.1 7.36E+11 
    90 3.56E+11 1461.7 2438.3 4.19E+11 
         
Year Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2013 Autumn 1 115 -90 2.95E+11 1430.8 2864.6 3.88E+11 
2000 October   -45 5.42E+11 1196.7 2531.9 7.63E+11 
    0 1.91E+12 1187.8 1366.8 2.08E+12 
    45 9.93E+11 1182.4 1970.7 1.46E+12 
    90 3.25E+11 1431.7 2482.8 3.90E+11 
         
  12 115 -90 3.33E+11 1437.3 1785.5 4.29E+11 
    -45 4.78E+11 1038.6 1495.1 5.16E+11 
    0 8.75E+11 960.4 1042.8 1.15E+12 
    45 2.97E+11 976.1 1146 3.33E+11 
    90 3.22E+11 1429.8 2062 3.96E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2014 Winter 1 109 -90 2.09E+11 1444.6 3025.2 2.95E+11 
2001 January   -45 5.97E+11 1244.7 2910.4 8.18E+11 
    0 1.53E+12 1169.5 1550.8 1.77E+12 
    45 9.06E+11 1169.2 2531.4 1.66E+12 
    90 2.78E+11 1414.3 2028.7 3.18E+11 
         
  12 109 -90 2.04E+11 1450.4 1875.8 2.94E+11 
    -45 6.75E+11 1074.2 1362.9 7.04E+11 
    0 6.86E+11 948.4 1052.9 8.08E+11 
    45 1.11E+11 964.8 1089.5 1.35E+11 
    90 2.65E+11 1412.1 1677.9 3.22E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2014 Spring 1 108 -90 1.38E+11 1424.1 2793.8 1.62E+11 
2001 April   -45 2.90E+11 1192.1 2498.6 4.34E+11 
    0 1.72E+12 1169.1 1357.8 1.87E+12 
    45 6.27E+11 1188.7 1972.3 8.40E+11 
    90 1.29E+11 1435.1 2544.6 1.53E+11 
         
  12 108 -90 1.68E+11 1430.9 1752.7 2.00E+11 
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    -45 2.63E+11 1034.4 1495 2.76E+11 
    0 9.24E+11 948.9 1036.4 1.19E+12 
    45 2.56E+11 980.4 1154.7 2.68E+11 
    90 1.56E+11 1433.3 2097.5 2.07E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2014 Summer 1 112 -90 2.99E+11 1413.4 2027.9 3.54E+11 
2001 July   -45 6.13E+11 1184.6 2128.8 1.19E+12 
    0 1.45E+12 1157.6 1457.4 1.46E+12 
    45 5.49E+11 1230 2380.7 7.16E+11 
    90 3.30E+11 1445 2656.8 4.07E+11 
         
  12 112 -90 1.96E+11 1420.3 1725.6 2.47E+11 
    -45 1.84E+11 1029.1 1561.6 2.27E+11 
    0 6.14E+11 933.1 1044.8 7.87E+11 
    45 6.30E+11 1021.5 1181.3 7.16E+11 
    90 3.02E+11 1443.3 2440.7 4.11E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2014 Autumn 1 126 -90 3.58E+11 1433.6 2863.3 4.55E+11 
2001 October   -45 6.47E+11 1213.8 2528.3 8.87E+11 
    0 1.87E+12 1225.3 1366.3 2.13E+12 
    45 1.12E+12 1213.3 1967.7 1.59E+12 
    90 3.88E+11 1434.9 2487.5 4.56E+11 
         
  12 126 -90 3.21E+11 1440.1 1784 3.97E+11 
    -45 4.54E+11 1041.1 1494.4 4.82E+11 
    0 9.32E+11 986.7 1058.2 1.18E+12 
    45 2.92E+11 993.3 1161.6 3.21E+11 
    90 3.03E+11 1433.1 2064.3 3.63E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2015 Winter 1 114 -90 2.16E+11 1446.2 3025.8 2.98E+11 
2002 January   -45 6.43E+11 1263 2910.2 8.57E+11 
    0 1.56E+12 1187.2 1551.1 1.84E+12 
    45 1.02E+12 1170.7 2531.4 1.83E+12 
    90 3.11E+11 1415.4 2027 3.52E+11 
         
  12 114 -90 2.13E+11 1451.9 1885.7 2.98E+11 
    -45 7.20E+11 1075.4 1370.5 7.44E+11 
    0 7.61E+11 961 1060.4 8.80E+11 
    45 1.21E+11 966.3 1096.4 1.45E+11 
    90 2.90E+11 1413.3 1679.1 3.47E+11 
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Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2015 Spring 1 121 -90 5.27E+11 1427.8 2793.4 6.00E+11 
2002 April   -45 8.87E+11 1196 2498.5 1.31E+12 
    0 1.74E+12 1214.6 1357.9 1.99E+12 
    45 1.39E+12 1232.2 1972.4 1.84E+12 
    90 4.50E+11 1438.8 2543.8 5.23E+11 
         
  12 121 -90 4.43E+11 1434.4 1752.7 5.10E+11 
    -45 6.25E+11 1037.7 1494.6 6.47E+11 
    0 1.06E+12 981.2 1055.6 1.31E+12 
    45 4.55E+11 1004.2 1173.5 4.70E+11 
    90 3.86E+11 1437 2098 4.96E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2015 Summer 1 103 -90 2.96E+11 1411 2027.1 3.57E+11 
2002 July   -45 6.05E+11 1182 2129 1.20E+12 
    0 1.47E+12 1125.9 1457.3 1.47E+12 
    45 5.39E+11 1197 2380.8 7.20E+11 
    90 3.28E+11 1442 2657.2 4.08E+11 
         
  12 103 -90 1.98E+11 1418.1 1725.9 2.55E+11 
    -45 1.87E+11 1026.7 1561.5 2.35E+11 
    0 6.00E+11 910.4 1031.3 7.96E+11 
    45 6.15E+11 1019.1 1167.3 7.16E+11 
    90 2.96E+11 1440.2 2440.8 4.07E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2015 Autumn 1 98 -90 2.95E+11 1425.1 2863.5 4.11E+11 
2002 October   -45 5.46E+11 1191.1 2528.1 8.19E+11 
    0 1.84E+12 1127 1366.4 1.92E+12 
    45 8.85E+11 1177.6 1967.7 1.41E+12 
    90 3.33E+11 1427 2487.4 4.19E+11 
         
  12 98 -90 2.88E+11 1431.9 1784.6 3.95E+11 
    -45 4.30E+11 1033.5 1494.7 4.77E+11 
    0 7.47E+11 916.6 1016.5 1.04E+12 
    45 2.74E+11 972.1 1121.5 3.16E+11 
    90 2.94E+11 1425.1 2065.4 3.78E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
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2016 Winter 1 91 -90 1.75E+11 1435.1 3026.9 2.78E+11 
2003 January   -45 4.44E+11 1194.4 2910 6.93E+11 
    0 1.46E+12 1068.9 1551.4 1.54E+12 
    45 6.57E+11 1161.2 2531.4 1.37E+12 
    90 2.17E+11 1407 2025.3 2.62E+11 
         
  12 91 -90 1.68E+11 1441.3 1839.2 2.77E+11 
    -45 5.28E+11 1066 1354.7 5.89E+11 
    0 4.64E+11 890.9 1009.3 6.15E+11 
    45 8.81E+10 958 1049.7 1.13E+11 
    90 2.06E+11 1404.8 1680.3 2.68E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2016 Spring 1 70 -90 2.24E+11 1412.5 2793.9 2.97E+11 
2003 April   -45 3.74E+11 1180.1 2498.3 6.64E+11 
    0 1.55E+12 1032.3 1358 1.56E+12 
    45 6.22E+11 1172.5 1972.4 9.91E+11 
    90 2.13E+11 1423.6 2544 2.77E+11 
         
  12 70 -90 2.10E+11 1419.8 1753.6 2.82E+11 
    -45 3.15E+11 1023.7 1495.2 3.58E+11 
    0 5.89E+11 888.3 976.7 8.57E+11 
    45 2.78E+11 970.2 1096.2 3.09E+11 
    90 2.04E+11 1421.7 2099.5 3.02E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2016 Summer 1 83 -90 1.74E+11 1405.8 2026.3 2.24E+11 
2003 July   -45 3.49E+11 1176.2 2129.1 7.64E+11 
    0 1.02E+12 1054.2 1457.2 1.04E+12 
    45 2.95E+11 1181 2380.9 4.73E+11 
    90 2.21E+11 1435.2 2657.7 3.04E+11 
         
  12 83 -90 1.25E+11 1413.1 1726.1 1.71E+11 
    -45 1.14E+11 1021.4 1561.6 1.53E+11 
    0 2.96E+11 889.4 1000.2 4.19E+11 
    45 3.89E+11 1013.3 1135.1 4.78E+11 
    90 2.01E+11 1433.3 2441.1 3.10E+11 
         
Year 
Season 
Time 
of 
Day 
Sunspot 
Number Latitude 
Electron 
Density 
Ion 
Temperature 
Electron 
Temperature 
Ion 
Density 
2016 Autumn 1 66 -90 1.54E+11 1414.9 2863.7 2.50E+11 
2003 October   -45 3.29E+11 1180.7 2527.9 5.79E+11 
    0 1.42E+12 1010.8 1366.6 1.42E+12 
    45 5.01E+11 1167.8 1967.7 9.21E+11 
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    90 2.03E+11 1417.6 2487.3 2.81E+11 
         
  12 66 -90 1.48E+11 1422.2 1785.2 2.42E+11 
    -45 2.60E+11 1024.3 1495 3.08E+11 
    0 4.55E+11 886.4 965.4 7.10E+11 
    45 2.05E+11 963.5 1072.3 2.51E+11 
    90 1.97E+11 1415.6 2066.6 2.79E+11 
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Appendix B: Surry SGR-05U GPS Receiver 
SGR-05U Specification Sheet 
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SGR-05U Engineering Drawings 
 
Figure 30: SGR-05U Isometric View 
 
Figure 31: SGR-05U Top, Front, and Side Views 
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Appendix C: On-Board Computer Hardware 
ARM922T PPM 
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Clyde-Space Mission Interface Computer 
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MSP430 PPM 
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Appendix D: Typical CubeSat Magnetometer Systems 
Mission Attitude control scheme Mount 
Boom 
Mechanism Magnetometer 
Duty 
Cycling
Aau Magnetotorquers Internal n/a 3 axis Honeywell Yes 
Aau Sat 2 Magnetotorquers Internal n/a Not Listed Yes 
ION Magnetotorquers Internal n/a HMC2003 Yes 
HERMES Passive Magnetic Internal n/a HMC2003 Yes 
GeneSat 1 Magnetotorquers internal n/a Not Listed Yes 
CanX1 Magnetotorquers Internal n/a HMR2300 No 
Compass 1 Magnetotorquers Internal n/a HMC6352 No 
Cute 1.7 Magnetotorquers Internal n/a HMC2300 not listed 
DTUsat - 1 Magnetotorquers Internal n/a Not Listed not listed 
CSTB1 Magnetotorquers Internal n/a Not Listed not listed 
CP3 Magnetotorquers Internal n/a Not Listed not listed 
RAX Passive Magnetic Internal n/a 4 dual axis  not listed 
CanX2 Magnetotorquers External Fixed Structure Not Listed n/a 
Quake Sat 
Permanent 
magnets and IR 
sensors across 
solar panels 
External Teloscoping ELF  n/a 
CINEMA Magnetotorquers 
External 
and 
Internal 
Stacer - 
teloscoping MAGIC no 
O/OREOS Passive Magnetic Not listed Not listed Not listed not listed 
MAST n/a n/a n/a n/a n/a 
Ncube 1 and 
2 n/a n/a n/a n/a n/a 
AeroCube 3 Passive Magnetic n/a n/a n/a n/a 
Delfi-C3 Passive n/a n/a n/a n/a 
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Appendix E: Honeywell HMC5883L Data Sheet 
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Appendix F: CubeSat Boom Research 
 In order to properly design a deployable system for our magnetometer we first started by 
researching the historical use of boom arm magnetometers for attitude determination.  We 
learned that the general solution to this problem is to mount the magnetometer internally, rather 
than on a boom, and duty cycle the magnetometer and the magnetic torquers.  Duty cycling, in 
this situation would mean programming the on board computer to use each device alternatively, 
pulsing back and forth between attitude determination (magnetometer) and attitude control 
(magnetic torquer).  A number of satellites have used this approach, see Appendix D, but our 
ADC team, as well as our advisors, were concerned that this strategy would not provide the 
pointing accuracy that we required as our control program relies on constant sensor data and 
control input.  Therefore by that reasoning needed to consider both a deployable solution, and an 
internal mount.     
 The previous research team suggested the use of such an arm, measuring at least ten 
centimeters from the edge of the CubeSat to ensure that the magnetometer experiences little to 
no interference from the onboard magnetic field created by the solenoids that they were using as 
valves in their propulsion system (Oliva, Schaalman and Stanley, p.89). While there are few 
examples of other CubeSats using this method there are some missions that did such as 
Quakesat, CANX-2, and CINEMA.   
 Quakesat was a 3u CubeSat Mission conducted by Stanford University as an early 
detection system for Earthquakes.  Quakesats mission was to detect ELF magnetic field waves, 
as the earth’s crust breaks apart during a large earthquake.  Therefore the CubeSat was equipped 
with a very sensitive ELF magnetometer and deployed it on the end of long telescoping boom.  
The boom arm was housed along the long axis of the 3U and took up the majority of the space on 
the interior of the craft.  The deployment mechanism was a spring loaded telescoping system that 
was able to extend the boom to a length of .701 meters (Long, Lorenz, Rodger, Tapio, Tran, 
Jackson and Twiggs. p.3). Figure 32 shows Quakesat in its stowed and deployed state (Blier, 
Clarke, Cutler, DeMartini, Dunson, Flagg, Lorenz and Tapio, 2004 p.19).  While this boom 
design was well suited for its mission we determined that it would not be feasible for our project.  
The boom is the main scientific payload of the Quakesat and thus is granted first priority in the 
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space and mass budget, our magnetometer will be used as part of the navigation system and, 
while still very important, should not require such a complex and mass intensive system.    
 
 
Figure 32: Quakesat Stowed and Deployed  
 
 The CANX-2 CubeSat was the second installment in the Canadian Advanced Nanospace 
experiment following the successful launch of CANX-1.  CANX-2’s mission was to demonstrate 
potential new technologies for future CubeSat and Nano-satellite launches.  This satellite utilized 
a fixed boom for its magnetometer, and gold thermal tape for both thermal insulation and 
radiation shielding.  This project report described the exact structure of its mounting and 
shielding box for the magnetometers which was extremely helpful for our own designs.  See 
Figure 33 for a detailed schematic of their mounting scheme (Carufel, 2009, p.30). 
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Figure 33: CANX-2 Boom Design 
 
While many reports have stated that this boom was deployable, a closer look at the actual 
technical data of the satellite shows that the boom was a fixed appendage on the exterior of the 
craft.  See Figure 34 for an image of the protective cover (Carufel, 2009, p.45).   
 
 
Figure 34: CANX-2 Fixed Boom Design 
 
 The CINEMA CubeSat utilized a market ready deployable boom system from Surrey 
Satellite Technology LTD.  The “Stacer” boom as it was called in the CINEMA report could be 
fully stowed inside of the CubeSat and then deployed out to a length of one meter.  The booms 
stowed and deployed states are shown Figure 35.   
 
 
86
 
Figure 35: CINEMA Stacer Boom 
 
The mission also used a very similar magneto resistive magnetometer to our design as well as a 
very similar mounting and shielding box as seen in Figure 36 (Glaser, Vega, 2009, p.12). 
 
Figure 36: CINEMA Magnetometer and Mount 
 
The Stacer Boom would have been the perfect solution for our mission but sadly they are no 
longer commercially available.  We investigated Surrey Satellite Technology LTD and their 
current parts catalog and found that they were not longer making such booms.  
 While these three boom designs accomplished the goal for their satellites, each design 
had limitations, which prevented us from utilizing them as practical solutions.  The telescoping 
design for the Quakesat would not be feasible or appropriate for our use.  Additionally the 
 
 
87
smaller scale design for the CANX2 provides us with mounting and shielding information but 
the boom was a fixed structure, which is not possible on a 3U satellite such as ours.  The Stacer 
boom as described in the CINEMA CubeSat would be simple to install and would meet our 
requirements but is no longer commercially available.  From here we began to look into the 
Clyde-Space panel as described above.    
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Appendix G: Zarm Technik AG Magnetic Torquer 
Picture of Zarm Technik AG MTO.2-1 (Power Optimized) Magnetic Torquer   
http://zarm-technik.de/downloadfiles/ZARMTechnikAG_MagneticTorquers_web2010.pdf 
For Specifications Sheet see: 
http://zarmtechnik.de/downloadfiles/ZARMTechnikAG_CubeSatTorquers_web2010.pdf 
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Appendix H: COMSOL Inputs  
COMSOL Input Parameters 
 
 
COMSOL Surface Current Inputs 
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COMSOL Magnetic Torquer Geometry and Location  
  
 
