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Abstract
Superintegrable d - dimensional quantum mechanical systems with spin, which admit
a generalized Laplace-Runge-Lenz vector are presented. The systems with spins 0, 12 and
1 are considered in detail. All these systems are exactly solvable for arbitrary d, and their
solutions are presented explicitly.
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1 Introduction
Exactly solvable systems present perfect tools for understanding of grounds of quantum me-
chanics. A very attractive property of the majority of such systems is that they admit extended
symmetries which are nice and important signs of their solvability.
Maybe the most important exactly solvable system is the Hydrogen atom. In addition to
transparent invariance with respect to the rotation group SO(3), this system admits a hidden
(Fock) symmetry with respect to group SO(4) [1]. In other words, the Hydrogen atom is a
superintegrable system. In addition, it admits a supersymmetry, since its potential is shape
invariant with respect to a special Darboux transform [2].
There are numerous reasons to search for other superintegrable and supersymmetric quan-
tum mechanical systems. In particular, that is a promissing way to discover new exactly solvable
systems. Integrable and superintegrable systems for d = 2 have been first classified in papers
[3] and [4]. 3d systems with second order integrals of motion are described in ([5]) and ([6]). A
fresh survey of the classic and contemporary results in this field can be found in [7].
Supersymmetric systems with scalar potentials belong to a well developed and in some
aspects almost completed research field, see survey [2]. However, the recent discovery of an
infinite family of new shape invariant systems generated by the exceptional polynomials [8]
opens new interesting ways in this area.
A much less studied field includes shape invariant systems with matrix potentials. A sys-
tematic search for such systems was started with papers [9] and [10], also particular examples
of shape invariant matrix potentials where discussed in many papers, see, e.g., [11] and [12].
The completed list of additive shape invariant 2 × 2 matrix potentials is presented in paper
[10].
Matrix potentials appears naturally in all problems including quantum mechanical particles
with spin. Superintegrable systems with spin which include the spin-orbit interaction were
studied in papers [13], [14] and [15].
But there is one more type of spin interaction which has perfect grounds in quantum me-
chanics. It is the Pauli interaction which can be represented, e.g., by the Stern-Gerlach term
S ·B where S and B are a spin vector and a vector of magnetic field strength correspondingly.
A perfect example of an exactly solvable system with Pauli interaction, which is both super-
symmetric and superintegrable, was discovered some time ago by Pron’ko and Stroganov [16].
This system is effectively planar and simulates a neutral particle with a non-trivial magnetic
or electric dipole momentum (e.g., neutron). Like the Hydrogen atom, the Pron’ko-Stroganov
(PS) system admits a vector integral of motion which is a 2d quantum analogue of the Laplace-
Runge-Lenz (LRL) vector. Moreover, this system describes a particle with spin 1
2
. A relativistic
analogue of the PS system was obtained in [17], the other new 2d and 3d superintegrable systems
with spin 1
2
were discussed in [18].
Only over thirty years a generalization of the PS system to the case of arbitrary spin was
obtained [19]. Like the initial PS model, the systems with arbitrary spin are superintegrable
and supersymmetric. They have been integrated in [20] using shape invariant superpotentials
classified in [9].
A new exactly solvable 3d system with Fock symmetry was discussed in [21]. That is a
generalization of the PS system to the tree-dimensional case. The systems proposed in [21]
are supersymmetric and admits a hidden symmetry with respect to group SO(4). In other
words, they keep all symmetries admitted by the Hydrogen atom, and so can be solved exactly
1
[21]. But, in contrast with the non-relativistic Hydrogen atom, these systems include orbital
particles with spin 1
2
.
The next natural step was to search for 3d systems with arbitrary spin, which keep the
hidden symmetry with respect to group SO(4). Such systems were presented in paper [22]. In
this way a generalization of the LRL vector for systems including orbital particles with arbitrary
spin has been constructed.
In the present paper the discussion of superintegrable systems with spin is extended to the
case of arbitrary dimensional space. More exactly, the d dimensional systems which admit a
LRL vector are presented. The systems with spin 0, 1
2
and 1 are considered in detail. All
these systems appears to be exactly solvable for arbitrary d, and their solutions are presented
explicitly.
2 Schro¨dinger equations in d-dimensional space
2.1 General analysis
Consider a d-dimensional stationary Schro¨dinger equation with a matrix potential
HΨ ≡
(
p2
2m
+ V (x)
)
Ψ = EΨ (1)
where p2 = p21 + p
2
2 + ... + p
2
d, p1 = −i
∂
∂x1
, and V is a matrix potential dependent on x =
(x1, x2, ..., xd).
We suppose Hamiltonian H be invariant with respect to the rotation group SO(d) whose
generators can be chosen in the standard form:
Jµν = xµpν − xνpµ + Sµν (2)
where indices µ and ν run over the values 1, 2, ..., d, and Sµν are matrices satisfying the familiar
so(d) commutation relations:
[Sµν , Sλσ] = i(δµλSνσ + δνσSµλ − δµσSνλ − δνλSµσ) (3)
where δµλ is the Kronecker symbol. By definition the matrix potential V (x) should commute
with generators (2):
[V, Jµν ] = 0. (4)
Let us search for such equations (1) which admit additional integrals of motion Kµ, µ =
1, 2, ..., d of the following generic form:
Kµ =
1
2m
(pνJµν + Jµνpν) + xµV. (5)
By definition, Kµ should commute with H . This condition generates the following equations
for potential:
xν∇νV + V = 0, (6)
2
Sµν∇νV +∇νV Sµν = 0 (7)
where ∇ν =
∂
∂xν
and summation from 1 to d is imposed over the repeating index ν.
Equations (4), (6) and (7) present the necessary and sufficient conditions of the commu-
tativity of hamiltonian H with operators Jµν and Kν . For d = 2 and d = 3 these equations
can be reduced to the commutativity conditions obtained in [19] and [21] for two- and three-
dimensional systems respectively.
If conditions (4), (6) and (7) are fulfilled then operators Jµν and Kµ satisfy the following
relations:
[Jµν , H ] = [Kµ, H ] = 0, (8)
[Kµ, Jνλ] = i(δµλKν − δµνKˆλ),
[Kµ, Kν] = −
2i
m
JµνH,
(9)
[Jµν , Jλσ] = i(δµλJνσ + δνσJµλ − δµσJνλ − δνλJµσ). (10)
IfH is changed by its eigenvalue E then relations (9) and (10) define a Lie algebra isomorphic
to so(d+1) if E < 0 and to so(1, d) for E positive. In the special case E = 0 we obtain the Lie
algebra of the Euclidean group in d dimensions. More exactly, for E 6= 0 operators Jµν and
Jd+1ν =
√
−
m
2E
Kν (11)
satisfy the following commutation relations:
[Jµν , Jλσ] = i(gµλJνσ + gνσJµλ − gµσJνλ − gνλJµσ)
where all subindices run over values 1, 2, ..., d+ 1 and non-zero entries of tensor gµν are
g11 = g22 = ... = gdd = −sign(E)gd+1 d+1 = −1.
In other words, all systems whose potentials satisfy conditions (4), (6) and (7) admit a
hidden symmetry of Fock type. The corresponding integral of motion (5) is an analogue of the
LRL vector for d−dimensional space.
This hidden symmetry makes it possible to impose an additional condition on Ψ, which
fixes eigenvalue ω of the second order Casimir operator C2 =
1
2
JµνJµν :
1
2
JµνJµνΨ = ωΨ, µ, ν = 1, 2, ...d+ 1 (12)
Using (2), (5) and (6) this condition can be rewritten in the following form:(
−
1
2
SµνSµνp
2 + SλµSλνpµpν −
m
2
(SµνJµνV + V SµνJµν) +m
2r2V 2
)
Ψ
= −2mE
(
(d− 1)2
4
+ ω
)
Ψ
(13)
Thus equation (1) can be supplemented by additional equation (13) which should be com-
patible with (1). We will see that the compatibility condition for this system presents effective
tools for solving the initial equation (1).
3
2.2 Scalar systems
Let us start with a very particular case when matrices Sµν in (2) are trivial. The corresponding
system (1) is reduced to a single Schro¨dinger equation with a scalar potential. In accordance
with (4) this potential should be a rotational scalar, i.e., a function of r2 = x21+x
2
2+ ...+x
2
d. In
addition, it has to satisfy one more condition, i.e., (6) (since (7) turns to identity). The general
solution of (6) for V = V (r) is:
V = −
α
r
(14)
where α is a constant. The corresponding Schro¨dinger equation (1) is superintegrable and
admits a d−dimensional analogue of the LRL vector given by equation (5), where
Jµν → Lµν = xµpν − xνpµ (15)
and V is the d-dimensional Coulomb potential (14).
Thus we recover a well known result [23] concerning the generalization of the LRL vector
in d dimensions. Moreover, we also present a formal proof that the only scalar potential which
is compatible with the d-dimensional LRL vector is the one given by equation (14).
In the following we restrict ourselves to attractive potentials with α > 0.
2.3 Systems with spin 1
2
Consider now a more complicated case when matrices Sµν in (2) are non-trivial. The cor-
responding eigenvalue problem (1) includes a system of coupled Schro¨dinger equations in d
dimensional space.
Let us restrict ourselves to the cases when matrices Sµν realize irreducible representation
D(1
2
, 1
2
, ..., 1
2
) of algebra so(d) for even d or representation D(1
2
, 1
2
, ...,−1
2
) for d odd. Here
the symbols in brackets are the Gelfand-Tsetlin numbers [24]. Making reduction of these
representations on subalgebra so(3) we obtain a direct sum of representations D(1
2
). Thus it is
possible to interpret the corresponding equations (1) as a model of a particle with spin 1
2
.
The considered matrices Sµν admit the following uniform representation
Sµν =
1
4
(γµγν − γνγµ) (16)
where γµ are basis elements of the Clifford algebra satisfying the following relations
γµγν + γνγµ = 2δµν . (17)
The dimension of irreducible matrices (16) is equal to 2[
d
2 ] where
[
d
2
]
is the entire part of d
2
.
Let us search for potentials V which satisfy relations (4), (6) and (7) together with matrices
(16). The generic form of potential satisfying (4) is given by the following equations:
V = f1(r) + f2(r)γνxν (18)
for d odd, and
V = f3(r) + f4(r)γνxν + f5(r)γd+1γνxν (19)
4
for d even.
Here f1(r), ..., f5(r) are arbitrary functions. Condition (6) specifies these functions: fν =
αν
r2
where ν = 1, 2, ..., 5 and αν are constants. The remaining condition (7) reduces potentials (18)
and (19) to the following unified form:
Vˆ =
α
r
γνnν (20)
where nν =
xν
r
.
Thus we specify a d-dimensional system with spin 1
2
which is invariant with respect to group
SO(d) and admits the generalized LRL vector. The corresponding hamiltonian (1) includes
potential (20), i.e., has the following form:
H =
p2
2m
+
α
r2
γνxν . (21)
For d=2 and d = 3 this operator is equivalent to hamiltonians discussed in papers [16] and [21]
respectively.
The spectra of hamiltonians (21) and solutions of the corresponding equations (1) are pre-
sented in section 3.
2.4 Systems with spin 1
Consider a bosonic d-dimensional system admitting generalized LRL vector (5). We suppose
the corresponding matrices Sµν are irreducible and realize representation D(1,0,0,...0) of algebra
so(d), where the symbols in brackets are the Gelfand-Tsetlin numbers. Up to equivalence, their
entries (Sµν)ab can be represented in the following form:
(Sµν)ab = i(δµaδνb − δνaδµb), µ, ν, a, b = 1, 2, ...d. (22)
Being reduced to its subalgebra so(3), algebra of matrices (22) is decomposed to a direct sum
of representations D(1)⊕D(0)⊕D(0)... which includes a spin-one (vector) representation D(1)
and d− 3 scalar representations D(0).
There are three basic scalars commuting with the corresponding total orbital momentum
(2): functions of module of the d-dimensional radius-vector r multiplied by the unit matrix and
such functions multiplied by the scalar matrix SµνxνSµλxλ. Thus we can search for potentials
of the following form:
V =
1
r
(
c1 + c2
SµνxνSµλxλ
r2
)
(23)
where c1 and c2 are constants.
Such potentials automatically satisfy conditions (4) and (6). Substituting (23) and (22) into
(7) we obtain the following solution:
V =
α
(d− 2)r
((d− 1)(d− 4) + 2SµνnνSµλnλ) , d 6= 2. (24)
Using realization (22) for matrices Sµν it is possible to find entries Vµν of matrix potential (24)
in the following form:
Vµν =
α
2r
((d− 3)δµν + 2nµnν) . (25)
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It is interesting to note that, in contrast with representation (24), formula (25) is valid for
the case d = 2 also. Moreover, in the cases d = 2 and d = 3 potential (25) is equivalent to
potentials discussed in [20] and [21] respectively.
Potential (25) admits one more matrix representation alternative to (24). Indeed, using
matrices which realize the representation D(1,0,0,...,0) of algebra so(d + 1), we can construct
the following form:
Vˆ =
α
2r
(
d− 3 + 2(Sd+1µnµ)
2
)
=
(
(d−1)α
2r
0
0† V
)
(26)
where 0 is the d × 1 zero matrix and V is a d × d matrix whose entries are given by equation
(25). In other words, it is a direct sum of the Coulomb potential and potential (25). For d = 2
potential (26) is equivalent to potential for spin 1 discussed in [19].
Hamiltonian (1) with potentials (24) – (26) commutes with the total orbital momentum
(2) and the LRL vector (5) where Sµν are matrices (22). It means that the corresponding
Schro¨dinger equation (1) is possessed of Fock symmetry.
3 Exact solutions
3.1 Solutions for scalar equations
Thanks to their rotation invariance all equations presented above admit solutions in separated
variables. For scalar equations such solutions are well known and they will be a starting point
in our discussion.
To separate variables in equation (1) with potential (14) it is possible to use the hyper-
spherical variables which are related to the Cartesian variables via the following relations:
xd = r cos θd−1,
xd−1 = r sin θd−1 cos θd−2,
xd−2 = r sin θd−1 sin θd−2 cos θd−3,
...
x2 = r sin θd−1 sin θd−2... sin θ2 cos θ1,
x1 = r sin θd−1 sin θd−2... sin θ2 sin θ1.
(27)
In addition, wave function ψ should be expressed via hyper-spherical harmonics Y lλ
Ψ = r
1−d
2 ψlλY
l
λ (28)
where Y lλ satisfy the following condition:
1
2
LµνLµνY
l
λ = l(l + d− 2)Y
l
λ, (29)
and λ is the multiindex enumerating eigenvalues of other Casimir operators of algebra so(d)
whose generators Lµν are given by equation (15).
Substituting (28) into (1) we come to the following equation for the radial wave function:
Hµψlλ(r) ≡
(
−
∂2
∂r2
+
µ(µ+ 1)
r2
+ Vˆ
)
ψlλ(r) = ǫψlλ(r) (30)
6
where Vˆ = 2mV = −2mα
r
, ǫ = 2mE and
µ = l +
d− 3
2
, l = 0, 1, 2, ...
Notice that admissible values of E can be found algebraically, without solving equation (30).
Indeed, we have one more constraint, i.e., equation (13). For trivial matrices Sµν this equation
is reduced to the algebraic condition(
1
2
(d− 1)2mE +m2α2
)
Ψ = −2mEωΨ
provided equation (1) is satisfied. Thus eigenvalues E can be expressed via the spectral pa-
rameter ω = n(n + d − 1), n = 0, 1, 2, ... whose values can be found within the representation
theory of group so(d+ 1) [25]. Thus
E = −
mα2
2N2
(31)
where
N = n+ l +
d− 1
2
, n = 0, 1, 2, ... (32)
For d = 3 equation (31) is reduced to the familiar Balmer formula.
Up to the meaning of quantum number µ equation (30) coincides with the radial equation
for the 3d Hydrogen atom. Its solutions can be found using tools of supersymmetric quantum
mechanics. Indeed, hamiltonian Hµ can be factorized:
Hµ = a
+
µ aµ + cµ (33)
where
aµ =
∂
∂r
+Wµ (34)
with Wµ = −
mα
µ+1
+ µ+1
r
and cµ =
(mα)2
(µ+1)2
. Moreover, the following intertwining relations are
satisfied:
a+µ+1Hµ+1 = Hµa
+
µ . (35)
The ground state vector ψ0µ should solve the first order equation a
+
µψ
0
µ = 0 and so has the
following form
ψ0µ = C0µr
µ+1 exp
(
−αrm
2(µ+ 1)2
)
. (36)
Then vectors of exited states ψnµ and the corresponding eigenvalues ǫn are easily found using
the following relation:
ψnµ = a
+
µ a
+
µ+1 · · · a
+
µ+n−1ψ
0
µ+n,k, ǫn = −
(mα)2
4(µ+ n+ 1)2
. (37)
In this way we obtain
ψnµ = Cnµz
µ+1 exp(−z)F(−n, 2µ + 2, 2z) (38)
where F(., ., .) is the confluent hypergeometric function, z = mαr
n+µ+1
. The corresponding energy
levels are E = − ǫn
2m
, i.e., coincide with (31).
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3.2 Solutions for spinor systems
Consider now equations (1) with matrix hamiltonian (21). To separate variables it is sufficient
to use hyper-spherical variables (27) and expand solutions as:
Ψ(r) = r
d−1
2 ψj̺λ(r)Ω
j
̺λ (39)
where Ωj̺λ are hyper-spherical spinors satisfying the conditions
1
2
JµνJµνΩ
j
̺λ =
(
j(j + d− 2) +
1
8
(d− 2)(d− 3)
)
Ωj̺λ,
DΩj̺λ ≡
(
1
2
γµγνLµν +
d− 1
2
)
Ωj̺λ = ̺Ω
j
̺λ.
(40)
Here j and ̺ are quantum numbers which take the following values
j =
1
2
,
3
2
, ..., ̺ = ±
(
j +
d− 2
2
)
.
Substituting (20) and (39) into (1) we come to the following equation for radial wave func-
tions (see Appendix A):
H̺φ ≡
(
−
∂2
∂r2
+
̺2 + σ3̺
r2
+
ω
r
σ1
)
φ = εφ, φ =
(
ψj|̺|λ(r)
ψj−|̺|λ(r)
)
(41)
where ε = 2mE, ω = 2mα, σ1 and σ3 are Pauli matrices.
Equation (41) includes effective potential V̺ =
̺2+σ3̺
r2
+ ω
r
σ1 which belongs to the list of
shape invariant potentials presented in paper [9], see equation (5.11) for µ = ̺ − 1
2
and κ = 1
2
therein. The general solutions of this equation for negative eigenvalues E has been obtained in
[9] using tools of SUSY quantum mechanics.
Let us apply the generic results presented in [9] to our particular system. First we note that
Hamiltonian (41) can be factorized, i.e., represented in the form (41) where
a̺ = −
∂
∂̺
+W̺, W̺ =
σ3 − 2̺− 1
2r
+
ωσ1
2̺+ 1
.
The ground state vector φ0̺ is a solution of the first order equation a̺
+ψ0̺ = 0 whose explicit
form is given by the following equation:
φ0̺ = Cy
̺+1
(
K1(y)
K0(y)
)
(42)
where K0(y) and K1(y) are the modified Bessel functions, y =
ωr
2̺+1
, and C is the integration
constant:
C = 2−2̺
(
G2200
(
1|−1,0
̺− 1
2
,̺+ 1
2
)
+G2200
(
1|0,0
̺+ 1
2
,̺+ 1
2
))−1
with G2200(.|
..
..) being the Meijer functions.
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The exited states vectors φn̺ are defined as
φn̺ = a
+
̺ a
+
̺+1 · · · a
+
̺+n−1ψ
0
̺+n (43)
while the corresponding eigenvalues E are given by equation (31) where
N = ̺+ n = j + n+
d− 1
2
, n = 0, 1, 2, ... (44)
All vectors (42) and (43) are square integrable and vanish at r = 0. In particular cases
d = 2 and d = 3 they are reduced to solutions discussed in [26], [20] and [21].
Consider also the additional condition (13) which fixes the eigenvalue of the second order
Casimir operator of the hidden symmetry algebra so(d+1). Substituting (10) and (20) into
(13) and using the found eigenvalues E we come to following algebraic relation
2E(ω +
d(d− 1)
8
+ α2m = 0
or
ω = jˆ(jˆ + d− 1) +
(d− 1)(d− 2)
8
(45)
where jˆ = j+n = 1
2
, 3
2
, ... Notice that eigenvalues (45) which correspond to algebra so(d+1) and
eigenvalues in the first line of equation (40) which correspond to algebra so(d) are connected
via the excepted relation d→ d− 1.
3.3 Solutions for vector systems
Finally, let us discuss equation (1) with matrix potential whose entries are given by equation
(25). Solutions of this equation are d-component vectors Ψ =column(Ψ1,Ψ2, ...,Ψd) which form
the space of irreducible representation D(1, 0, 0, ..., 0) of group SO(d).
We will consider (1) together with the supplementary condition (13). Using equation (1)
and the following identities
SµνLµνV + V SµνLµν =
α
r
(
(d− 2)SµνLµν + 1 +
d(d− 3)
2
)
+ (d− 2)V,
1
2
SµνSµν = d− 1, SλµSλνpµpν = p
2 + (d− 2)P
where P is a matrix with entries Pµν = pµpν , we reduce (13) to the following form:
(
pµpν −
αm
x
(Lµν + δµν − nµnν) +m
2α2nµnν + ε
)
Ψν = 0 (46)
where
ε =
1
4(d− 2)
(
2mE
(
(d− 3)2 + 4ω
)
+m2α2(d− 3)2
)
. (47)
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Equations (1) and (46) where V is potential (25) admit solutions in separated variables.
To separate variables we represent entries of the wave function as linear combinations of the
following linearly independent terms:
Ψµ = ϕ
1
lλ(r)Φ
1
µ + ϕ
2
lλ(r)Φ
2
µ + Φ
3
µ (48)
where
Ψ1µ =
xµ
r
Y lλ, Ψ
2
µ = r∇µY
l
λ, (49)
Y lλ are hyper-spherical harmonics discussed in section 3.1, and Φ
3
µ is a vector satisfying the
following relations:
xµΦ
3
µ = 0, ∇µΦ
3
µ = 0. (50)
For d = 3 vector Φ3µ can be represented as Φ
3
µ =
1
2
εµνσLνσϕ
3
lλ(r)Y
l
λ were εµνσ is the Levi-
Civita tensor. In this case Ψ1µ,Ψ
2
µ and Ψ
1
µ are nothing but the familiar vector harmonics. We
will not specify Φ3µ for arbitrary d since it will not be present in the final solutions.
Introducing hyper-spherical variables (27) and substituting (25) and (48) into (1) we recog-
nize that the latter system is decoupled to two subsystems. One of them involves only Φ3µ and
has the following form:(
p2 +
α˜
r
)
Φ3µ = 2mEΦ
3
µ (51)
where α˜ = m(d − 3)α. The other subsystem includes equations for radial functions ϕ1 = ϕ
lλ
1
and ϕ2 = ϕ
lλ
2 and can be written as:
− ϕ′′1 −
d− 1
r
ϕ′1 +
1
r2
((l(l + d− 2) + d− 1)ϕ1 − 2l(l + d− 2))ϕ2 +
mα(d− 1)
r
ϕ1
= 2mEϕ1,
(52)
−ϕ′′2 −
d− 1
r
ϕ′1 +
1
r2
((l(l + d− 2)− d+ 3)ϕ2 − 2ϕ1) +
mα(d− 3)
r
ϕ2 = 2mEϕ2 (53)
where ϕ′1 =
∂ϕ1
∂r
, etc.
The system (46) can be decoupled too. Namely, substituting (48) into (46) and using (52)
we obtain:
εΦµ = 0, (54)
l(l + d− 2)(ϕ1 − (rϕ2)
′ + αmrϕ2)− r
2(m2α2 + 2mE + ε)ϕ1 = 0, (55)
(d− 2)ϕ1 + (rϕ1)
′ − l(l + d− 2)ϕ2 +mαr
(
ϕ1 −
d− 3
2
ϕ2
)
− r2εϕ2 = 0. (56)
Thus we have two separated systems of equations. The first of them describes functions Φ3µ
and includes equations (51) and (54). The other one involves equations (52), (53) and (55),
(56) for variables ϕ1 and ϕ2.
Let us start with the latter equations, i.e., the first order system (55), (56) and the second
order system (52), (53). The compatibility condition of these systems reads:
2mE + ε+ α2m2 = 0. (57)
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Indeed, differentiating equations (55) and (56) and expressing the second order derivatives in
accordance with (52) and (53) we immediately come to (57), otherwise ϕ1 and ϕ2 should be
trivial.
Equations (57) and (47) make it possible to express energy levels E via eigenvalues ω of the
second order Casimir operator of algebra so(d+ 1):
E = −
mα2(d− 1)2
2(d− 1)2 + 8ω
. (58)
The last term in the left hand side of equation (55) is equal to zero, therefore
ϕ1 = (rϕ2)
′ − αmrϕ2. (59)
Substituting that into (53) and setting ϕ2 = r
− d+1
2 φ we obtain the following equation:
−φ′′ +
(
µ(µ+ 1)
r2
−
κ
r
)
φ = 2mEφ (60)
where κ = α(d−1)m and µ = l+ d−3
2
. In other words, we again recognize equation (30) where,
however, α → 1
2
(d − 1)α. Thus the admissible eigenvalues E and the corresponding solutions
φ of (60) are given by formulas (31) and (38) with α → 1
2
(d − 1)α. The related functions ϕ1
are easy calculated using equation (59). Thus
E = −
mα2
2k2
(61)
where k = 2n+2l+d−1
d−1
.
Comparing energy levels (61) and (58) we obtain the spectrum of the second order Casimir
operator C2:
ω = l′(l′ + d− 1) where l′ = l + n = 0, 1, 2, ...
The radial wave functions are:
ϕ2 = Clnz
l+d−1 exp(−z)F(−n, l + d− 1, 2z),
ϕ1 = Cln
(
zl+d−1 exp(−z) ((l + d+ (k − 1)z)F(−n, l + d− 1, 2z)
−
2kz
l + d− 1
F(−n + 1, l + d, 2z)
)) (62)
where z = mαr
k
. They are normalizable and vanish at z = 0.
Consider now equations (51) and (54). The first of them fixes admissible energy values in
the following form (see definition (47)):
E = −
mα2(d− 3)2
2(d− 3)2 + 8ω
. (63)
This relation is incompatible with (58). Thus solutions with non-trivial Ψ3µ correspond to trivial
ϕ1 and ϕ2 and vise versa. It happens that in fact Ψ
3
µ should be trivial (see Appendix B) while
ϕ1 and ϕ2 are presented by equations (62).
11
4 Discussion
Thus we extend the field of superintegrable systems admitting LRL vector. Originally this
vector (both classical and quantum mechanical) was specified for three dimensional space.
Then it was generalized to the case of d dimensions [23], but it was done only for scalar QM
systems.
The first example of LRL vector with spin was proposed apparently in paper [16], where a
2d superintegrable system was discovered. LRL vectors with spin in three dimensional space
were discussed in [21] and [22].
In the present paper the results of papers [21] and [22] are extended to the case of arbitrary
dimension. Effectively, the number of presented systems is infinite, but countable. All of them
are exactly solvable, and this property is used to obtain their exact solutions in explicit forms.
We restrict ourselves to discussion of systems with spins 0, 1/2 and 1, which correspond
to the trivial representation of algebra so(d) and also irreducible representations D(1
2
, 1
2
, ..., 1
2
),
D(1
2
, 1
2
, ...,−1
2
) and D(1, 0, ..., 0) of this algebra. Starting with other representations and using
the determining equations (4), (6) and (6) it is possible to construct additional superintegrable
systems with spin, admitting the LRL vector. However, in contrast with the 2d and 3d cases
[20], [22], it is seemed to be impossible to construct explicitly the generic model for arbitrary
irreducible representation of algebra so(d).
The d dimensional systems with spin admitting LRL keep all basic properties of the systems
with d=3. First, they are superintegrable. Their extended symmetries present effective tools
for finding exact solutions. In particular, these symmetries make it possible to impose the
additional condition (13) on solutions of the Schro¨dinger equation. For systems with spin 0
and 1
2
this condition is reduced to algebraic equations for the Hamiltonians eigenvalues while
for the case of spin one we have a system of first order equations (55) and (56).
The very existence of the first order system compatible with the initial (second order)
equations can be interpreted as a conditional symmetry, see [27] for exact definitions. But in
contrast with the generic conditional symmetry which gives rise to existence of particular exact
solutions, its particular case generated by the LRL vector makes it possible to find the general
solution of equation (1).
The discussed systems with spin 1
2
are supersymmetric, i.e., the corresponding radial equa-
tions are shape invariant. Moreover, they belong to the list of shape invariant systems classified
in [9] and [10]. Effectively, in the present paper a countable set of systems with shape invariant
matrix potentials is constructed. As it was shown in Section 3.2, all these systems can be
successfully solved using tools of SUSY quantum mechanics. The same is true for the scalar
systems whose general solutions are presented in section 3.1.
The considered systems with spin 1 are neither supersymmetric nor shape invariant. How-
ever, they are superintegrable and exactly solvable, see section 3.3 for the explicit solutions.
Supersymmetric systems in d dimensions were discussed in paper [25].
Some results of the present paper had been announced in the conference proceedings pub-
lished in [28].
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5 Appendix A. Separation of variables in spinor equa-
tions
A standard way to separate variables in equation invariant w.r.t. algebra so(d) is to expand
solutions via eigenvectors of the complete set of d − 1 commuting integrals of motion, which
includes the Casimir operators of algebra so(d) (whose generators are given by equations (2)
and (10)) and also operators J12, J34, ... and change Cartesian coordinates to radial and hyper-
spherical variables. Let present a more simple and straightforward way to obtain the radial
equations discussed in section 3.2.
First we define the following operator
D =
1
2
γµγνLµν +
d− 1
2
. (A1)
Its important properties are:
• D anticommutes with operators γµpµ and γµxµ
Dγµpµ = −γµpµD, γµxµ = −γµxµD; (A2)
• In a space of eigenvectors of the second order Casimir operator C2 =
1
2
JµνJµν the square
of Dd is proportional to the unit matrix, since
(D)2 =
1
2
JµνJµν +
1
8
(d− 1)(d− 2); (A3)
Moreover, eigenvalues of operators D and C2 are given by formulae (40).
• If d is even then multiplying D by γd+1 =
1
d!
εµ1µ2...µdγµ1γµ2 ...γµd where εµ1µ2...µd is the
absolutely antisymmetric unit tensor, we obtain an integral of motion for hamiltonian
(21). For d = 3 operator γd+1D is reduced to Dirac constant of motion for the relativistic
Hydrogen atom.
To deduce the equation for radial functions we use the identities
p2 = (−iγµ∂µ)
2
, (−iγνnν)
2 = 1, γµγν = −δµν − 2iSµν (A4)
and evaluate γµ∂µ in the following way:
γµ∂µ ≡ (−iγνnν)
2γµ∂µ = −iγνnν
(
nµpµ + i
d− 1
2r
−
i
r
D
)
= −iγνnν
(
−i
∂
∂r
+ i
d− 1
2r
−
i
r
D
)
.
(A5)
Substituting (A5) into (A4) and using (A2) we obtain the following convenient representation
of the d dimensional Laplace operator:
p2 = −∆d = −
∂2
∂r2
−
d− 1
r
∂
∂r
−
1
4r2
(d− 1)(d− 3) +
1
r2
D(D + 1) (A6)
which generates equation (41) for radial wave function.
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6 Appendix B. Some calculation details for vector sys-
tems
Considering equations (51) for wave functions Ψ3µ we conclude that this system is completely
decoupled. Moreover, for any fixed µ we have an equation which, up to the change α →
α˜ = 1
2
(d − 3)α, coincides with the scalar equation solved in section 3.1. Thus we know both
eigenvectors (which will be discussed later) and the corresponding eigenvalues:
E = −
mα2(d− 3)2
2 (2l + 2n+ d− 1)2
. (B1)
The compatibility condition for equations (63) and (B1) can be written as
ω = l˜(l˜ + d˜− 2) (B2)
where l˜ = l + n+ 1 = 1, 2, ..., d˜ = d− 1. Let us show that this relation is not realizable.
Equation (B2) should define the spectrum of the second order Casimir operator of algebra
so(d+ 1). This algebra includes subalgebra so(d) whose basis elements are given by equations
(2) and (22). The spectrum of the corresponding second order Casimir operator (12) with
µ, ν = 1, 2, ..., d is given by the following relation:
ω = j(j + d− 2), j = 0, 1, 2, ... (B3)
However, spectra (B2) and (B3) are not compatible. More exactly, representations of subalgebra
so(d) which correspond to spectrum (B3) cannot be obtained by reduction of hypothetical
representations of algebra so(d+1) corresponding to spectrum (B3), since such reduction should
be attended by decreasing of quantum number d, while in our case it increases. Thus eigenvalues
(B2) for the Casimir operator and the corresponding eigenvalues (B1) for the Hamiltonian are
forbidden, and so vectors Φ3µ in expansion (48) should be trivial.
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