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We develop and analyze a best basis algorithm for orthonormal bases of local
cosines which satisfy a uniform bound on their time-frequency concentration.
All waveforms are obtained from three elementary window functions by shifts,
rescaling, and modulation. For a discrete signal of length N , the complexity is of
order N(logN)2.
Ó 2001 Academic Press
1. INTRODUCTION
A natural version of local Fourier analysis is to start with a segmentation of the line
in disjoint intervals R = ⋃I∈S I and attempt to decompose a given function in time-
frequency atoms of the form
vI (t)e
iωt , (1.1)
where vI (t) is a smooth window function localized around the interval I . A major
breakthrough in this field was the discovery that orthonormal bases of L2(R) can be
obtained if the complex exponentials in (1.1) are replaced by cosines or sines. The first
step is to use window functions whose supports are finite length intervals that overlap
only in pairs. Orthogonality is then achieved by exploiting even/odd properties of the basis
functions on each overlap region centered around the segmentation points.
These ideas were developed in digital signal processing on Z rather that R [13, 15], and
they are a central component of current standards for compression of high-quality audio
signals [2]. The technique has different names such as time domain aliasing cancellation,
lapped orthogonal transform, and modified discrete cosine transform. We will use the
terminology of Coifman and Meyer, who independently discovered and developed the
construction on the real line [3]. A local cosine basis is an orthonormal basis of L2(R)
of the form
vI (t) cos
[
pi(n+ 12 )
t − tI
|I |
]
, (1.2)
where n = 0,1,2, . . . and I = [tI , t ′I [ with length |I | = t ′I − tI are the intervals of the
partition S .
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The flexibility in the choice of partitions and corresponding window functions vI is
enormous, and it is natural to exploit this freedom to design algorithms that adapt the
choice of windowing to a given signal. One instance of this is the window switching used
in audio coding [2] which originates from an idea of Edler [10]. Switching between two
different interval lengths based on local spectral analysis can reduce an artifact known
as pre-echo which occurs near transient parts of the signal. A more global point of
view is offered by the best basis concept of Coifman and Wickerhauser [5]. Given a
finite library L of orthonormal bases one searches for a basis B ∈ L which makes the
representation f =∑u∈B cuu optimal in the sense that a given additive functional of
the expansion coefficients
∑
B µ(u, cu) is minimized. Local cosines can be organized
in rapidly searchable libraries by restricting to partitions consisting of dyadic intervals
I = [2j k,2j (k + 1)[, j, k ∈ Z, that are contained in a given dyadic interval I0 and which
have length |I | ≥ ε > 0.
A common problem for the window switching and the best basis algorithm with local
cosines occurs if adjacent intervals I and J have very different sizes, say |I |  |J |. It
follows from the design constraints for the windows that the support of the derivative v′I
is included in an interval of length smaller than 2|J |. As first pointed out by Fang and
Séré [11], we therefore lose the advantage of having a smooth window vI in the local
Fourier analysis, since the derivatives of vI do not satisfy estimates as if
vI (t)= |I |−1/2w
(
t − tI
|I |
)
(1.3)
for some fixed smooth function w.
Here and in the following we let ‖f ‖p denote the Lp(R)-norm of f and use the Fourier
transform normalized by fˆ (ω) = ∫ f (t)e−iωt dt . Let the effective time duration 1t of
a window vI be measured by (1t)2 = ‖vI ‖−22
∫
(t − tI )2|vI (t)|2 dt , and its frequency
duration 1ω by (1ω)2 = ‖vˆI ‖−22
∫
ω2|vˆI (ω)|2 dω. Then 1t1ω is a reasonable measure
of the time-frequency duration product of the local cosine (1.2), which actually has two
bumps in frequency.
With this definition it is not hard to show that there is a constant c > 0 such that for
all adjacent pairs of intervals I and J in a local cosine basis, the time-frequency product
1t1ω of the window vI satisfies
1t1ω≥ c
( |I |
|J |
)1/2
. (1.4)
(A proof is given in the Appendix.) Furthermore, for the the window functions in the library
used for the best basis algorithm, the inequality (1.4) holds with |J | replaced by the fixed
minimal overlap radius ε. If the library contains local cosines supported on intervals of
very different size, the relative frequency localization of those supported on long intervals
becomes very poor. Note that in the ideal situation (1.3) there would be a uniform bound
on 1t1ω.
With the multiple folding transform [11] one obtains a best basis algorithm with libraries
of functions of the form (1.2), where the windows vI uniformly satisfy the correct
derivative estimates ‖v(d)I ‖2 ≤ Cd |I |−d , as if (1.3) were true. But for short intervals I , the
support of the window does not have diameter proportional to |I |. Even an estimate on the
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effective support of the kind 1t ≤ C|I | fails to hold. Therefore, although 1ω ≤ C|I |−1
holds uniformly, there is no uniform bound on the product 1t1ω. The situation for the
time-frequency atoms of the multiple folding transform is dual to that of wavelet packets
which have the correct localization in time but not frequency [4].
The obvious solution to the problem described above is to impose a bound on the
variation of the interval sizes in the segmentation. For example, we can ask for
|I |
|J | ≤ 2 (1.5)
to hold for all adjacent intervals I and J . Restricting to dyadic intervals, it is then easy to
construct orthonormal bases of local cosines (1.2) with windows that are all rescalings as
in (1.3) of a small collection of basic windows w. The main contribution of this paper is
to show that there exists a fast best basis algorithm for libraries of such waveforms. The
computational complexity of the discrete time version is dominated by the inner product
computations and is roughly the number of elementary windows employed times a standard
full depth local cosine best basis expansion. We explain the algorithm in the case of three
windows w, which is the easiest to describe.
The doubling condition (1.5) is a restriction on the allowed segmentations. But after
all, two adjacent intervals in a dyadic partition can only be of very different sizes at
special dyadic locations, and the price for including this situation in the considered library
is a loss in time-frequency resolution and the appearance of pathological waveforms.
Numerical experiments suggest that the constraint on adjacent intervals is a small price
to pay compared to the benefit of having scalable waveforms.
The paper is organized as follows. After recalling the construction of bases of local
cosines on the line in Section 2, we specialize to dyadic partitions satisfying (1.5) in
Section 3. The best basis algorithm is developed in Section 4, and its performance
is illustrated on two synthetic signals and one audio signal in Section 6. A simple
mathematical model for a class of mildly compressible signals is analyzed in Section 5.
This class is not a space, but it is invariant under shift, scaling, and modulation and it
contains functions with oscillatory singularities such as sin(1/t).
It should be pointed out that the best basis algorithm developed here cannot be extended
to higher dimension with the same ease as for standard local cosines. We leave this point
open for future research.
2. LOCAL COSINES ON SEGMENTATIONS OF THE LINE
We will here review the construction of local cosine bases on the line. For more details
we refer to [1, 3, 19].
Let S be a collection of pairwise disjoint intervals I = [tI , t ′I [ which cover R except for
a countable set E ⋃
I∈S
I =R \E.
Assume furthermore that for each I ∈ S there is exactly one interval in S adjacent to
the left of I and one interval in S adjacent to the right. Local cosines bases can be
constructed relative to more general partitions, but the above class suffices for our purpose.
The exceptional set E makes it possible for segmentation points to accumulate.
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To each interval I ∈ S we assign a cutoff radius εI > 0 at the left end point tI and a
cutoff radius ε′I > 0 at the right end point t ′I . If J is the interval adjacent to the left of I
in S it must hold that ε′J = εI for compatibility. The interval [tI − εI , tI + εI ] is designed
to contain the overlap of the support of the window functions wI and wJ . As these should
overlap only in pairs it is necessary that
εI + ε′I ≤ |I | (2.1)
holds for all I ∈ S , where |I | = t ′I − tI .
Let the windows wI be (measurable) real valued functions such that wI (t) = 0 for
t < tI − εI or t > t ′I + ε′I , and wI (t)= 1 for tI + εI ≤ t ≤ t ′I − ε′I . Furthermore, if J ∈ S
is the interval adjacent to the left of I ∈ S the following compatibility conditions should
hold for |τ | ≤ εI ,
w2J (tI + τ )+w2I (tI + τ )= 1, (2.2)
wJ (tI + τ )=wI (tI − τ ). (2.3)
Then the following system of functions forms an orthonormal basis for L2(R),
uI,n(t)=
√
2|I |−1/2wI (t) cos
[
pi(n+ 12 )
t − tI
|I |
]
, I ∈ S, n= 0,1,2, . . . . (2.4)
This follows from a slight adaption of the arguments of [1, pp. 246–247]. An outline is
given below.
A convenient way to construct the windows wI is to use a fixed real valued cutoff
function ρ ∈ Cd(R) for some d ∈ [0,∞]. This function satisfies ρ(t) = 0 for t < −1,
ρ(t) = 1 for t > 1, and ρ(t)2 + ρ(−t)2 = 1 in the active region |t| ≤ 1. It is easy to
construct such functions by putting ρ(t)= sin(pi2 θ(t)) with θ(t)+ θ(−t)= 1 for all t ∈R
and θ(t) = 0 for t ≤ −1. A sequence of window functions satisfying all the conditions
stated above is then given by
wI (t)= ρ
(
t − tI
εI
)
ρ
(
t ′I − t
ε′I
)
. (2.5)
We could use different cutoff functions at each segmentation point tI , but we choose here
to use rescalings of a fixed function ρ.
A more complete understanding of local cosines is obtained by considering first a single
interval I = [tI , t ′I [. The system
√
2|I |−1/2wI (t) cos[pi(n+ 12 )(t− tI )/|I |], n= 0,1,2, . . .,
is an orthonormal basis for the space HI ⊂ L2(R) which consists of functions of the form
f (t)=wI (t)s(t),
where s ∈ L2(R) has support in [tI − εI , t ′I + ε′I ], is locally even at tI , and locally odd at
t ′I [1, Theorems 2 and 4]. More precisely,
s(tI + τ )= s(tI − τ ) for a.e. |τ | ≤ εI , (2.6)
s(t ′I + τ ′)=−s(t ′I − τ ′) for a.e. |τ ′| ≤ ε′I . (2.7)
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An important feature of the local spaces HI is that they satisfy the following split and
merge property [1, Proposition 1]. Suppose that I and I ′ are adjacent and define HI∪I ′ by
its window function such that
w2I∪I ′ =w2I +w2I ′ . (2.8)
Then
HI∪I ′ =HI ⊕HI ′ . (2.9)
By repeated use of (2.9) we can build many different bases of local cosines on a given
interval by splitting in smaller intervals, or we can merge local cosine bases on compatible
pairs of intervals. For example, the completeness of the sequence (2.4) in L2(R) follows by
merging. First observe that if J = I− ∪ I ∪ I+, where I− and I+ are the neighbor intervals
of I ∈ S , then wJ (t)= 1 on I according to (2.8) and (2.2). Hence HJ =HI− ⊕HI ⊕HI−
contains all f ∈ L2(R) with support included in I . If f is orthogonal to all uI,n, we infer
that f = 0 on all I ∈ S and consequently on R \E. Since E has measure zero, this implies
that f = 0 in L2(R).
Let ρ(t) be a fixed cutoff function and define Hε,ε
′
I by the window function
w
ε,ε′
I (t)= ρ
(
t − tI
ε
)
ρ
(
t ′I − t
ε′
)
.
Then we have the orthogonal decomposition
H
ε,ε′′
I∪I ′ =Hε,ε
′
I ⊕Hε
′,ε′′
I ′ , (2.10)
whenever I and I ′ are adjacent intervals and ε+ ε′ ≤ |I |, ε′ + ε′′ ≤ |I ′|.
3. LOCAL COSINES ON GOOD DYADIC PARTITIONS
Let D be the collection of dyadic intervals Ij,k = [2j k,2j (k + 1)[, j, k ∈ Z.
DEFINITION 3.1. A good dyadic partition of R is a collection S ⊂ D of pairwise
disjoint dyadic intervals such that
(1) ⋃I∈S I =R \E, where E ⊂R is countable.
(2) For each I = [tI , t ′I [∈ S there is exactly one adjacent interval in S with right end
point tI and one adjacent interval in S with left end point t ′I .
(3) For all pairs of adjacent intervals I, I ′ ∈ S it holds that
|I |
|I ′| ≤ 2.
Furthermore, a good dyadic partition S0 of a dyadic interval I0 ⊂ R is the restriction of a
good dyadic partition S of R to I0: S0 = {I ∈ S | I ⊂ I0}.
The interesting property of partitions that satisfy the conditions (1)–(3) of Definition 3.1
is that they allow bases of local cosines with windows of the form (2.5) with cutoff radii
larger than a constant times the window length |I |. For a good dyadic partition S we will
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choose the cutoff radii as follows: If I and I ′ are adjacent at the segmentation point t ′I ,
then put
ε′I = 13 max(|I |, |I ′|). (3.1)
The compatibility condition (2.1) has to be checked. It is equivalent to the inequality
1
3 max(|I1|, |I2|)+ 13 max(|I2|, |I3|)≤ |I2| (3.2)
for consecutive intervals I1, I2, I3 ∈ S . It follows from (3) of Definition 3.1 that both
|I1| ≤ 2|I2| and |I3| ≤ 2|I2|. But since the case |I1| = |I3| = 2|I2| is excluded for three
consecutive dyadic intervals {I1, I2, I3}, either |I1| ≤ |I2| or |I3| ≤ |I2| holds and (3.2)
follows.
Inserting the radius choices (3.1) in (2.5) we get window functions of the form
w
εI ,ε
′
I
I (t)=wαI βI
(
t − tI
|I |
)
,
where only the following three basic windows are used,
wαβ(t)= ρ(3 · 2−αt)ρ(3 · 2−β(1− t)), (α,β) ∈ {(0,0), (0,1), (1,0)}. (3.3)
The parameters are connected by
2αI = 3εI|I | , 2
βI = 3ε
′
I
|I | , (3.4)
with the cutoff radii given by the rule (3.1).
Let S be a good dyadic partition of R. For each I ∈ S choose (αI ,βI ) ∈ {(0,0), (0,1),
(1,0)} according to (3.4). This amounts to the simple rules that αI = 1 if the interval to the
left of I is larger than I , otherwise αI = 0, and that βI = 1 if the interval to the right of I
is larger than I , otherwise βI = 0. Then
uI,n(t)=
√
2|I |−1/2wαIβI
(
t − tI
|I |
)
cos
[
pi(n+ 12 )
t − tI
|I |
]
, I ∈ S, n= 0,1,2, . . . ,
(3.5)
is an orthonormal basis for L2(R). Let us call such systems good dyadic cosines.
Figure 1 shows an example of a typical good dyadic partition with corresponding
window functions for good dyadic cosines.
Notice that a good dyadic cosine basis (3.5) is formed by selecting rescaled copies of
the three systems
wαβ(t) cos(pi(n+ 12 )t), (α,β) ∈ {(0,0), (0,1), (1,0)}, n= 0,1,2, . . . .
FIG. 1. A good dyadic partition and corresponding window functions.
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The support of wαβ is included in [−2α/3,1+ 2β/3]. Let wI (t)=wαI βI ((t − tI )/|I |). If
ρ ∈ Cd(R), we trivially have the estimate sup |w(d)I | ≤ Cd |I |−d where Cd = 3d sup |ρ(d)|.
By the discussion in the Introduction it follows that good dyadic cosines are uniformly
time-frequency localized if ρ′ ∈ L2(R).
If I = [2j k,2j (k + 1)[ is a dyadic interval of length 2j , we can consider bases of
good dyadic cosines on I with leftmost cutoff radius ε = 2l/3 and rightmost cutoff radius
ε′ = 2r/3 where l, r are integers. If they exist, such bases span the space
V
l,r
j,k =Hε,ε
′
I (3.6)
defined at the end of the previous section.
Remark 3.2. (1) Good dyadic cosine bases for `2(Z) are obtained if we allow only
dyadic intervals with length at least one and sample all results above at the half integers
t ∈ Z+ 12 . Hence discrete good dyadic cosines are of the form
UI,n(ν)=
√
2|I |−1/2wαIβI
(
ν + 1/2− tI
|I |
)
cos
[
pi(n+ 12 )
ν + 1/2− tI
|I |
]
, (3.7)
where ν ∈ Z, I ∈ S , n= 0,1,2, . . . , |I | − 1, and (αI ,βI ) ∈ {(0,0), (0,1), (1,0)}.
(2) We can choose to consider good dyadic cosines (3.5) which use only the two basic
windows w10 and w01. But then there is not a good dyadic cosine basis subordinate to
every good dyadic partitions. Intervals that are assigned the window w00 by following the
rule (3.1) must be split in two.
(3) The numerical examples in Section 6 are produced using a variant with 4 basic
windows of the form
w˜αβ(t)= ρ(4 · 2−αt)ρ(4 · 2−β(1− t)), (α,β) ∈ {0,1}2,
leading to the possibility of having different bases on the same good dyadic partition. As
mentioned in the Introduction, the computational complexity of the developed best basis
algorithm is roughly proportional to the number of basic windows. However, as pointed
out to us by J.-O. Strömberg, the linear dependence w˜11 − w˜01 − w˜10 + w˜00 = 0 can be
used to make the 4-window algorithm as fast as the 3-window algorithm.
4. BEST BASIS ALGORITHM
Let L be a finite library of orthonormal bases for a Hilbert space H with inner product
〈·, ·〉 and let f ∈H be given. For each B ∈ L we can expand
f =
∑
u∈B
〈f,u〉u.
The concept of best basis selection was introduced by Coifman and Wickerhauser [5]. To
each basis choice they associate an additive cost of the form
C(B)=
∑
u∈B
µ(u, 〈f,u〉). (4.1)
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We will assume here that µ(u,x)≥ 0 for |x| ≤ 1 so there are only finitely many negative
terms in (4.1) and C(B) has a well defined value in R ∪ {+∞}. A best basis for f ∈ H
in the library L with respect to the cost C is then a basis B with minimal cost C(B).
The idea is to choose the function µ such that C(B) is small if the energy
∑
B |〈f,u〉|2
is concentrated in few terms. Standard choices are µ(u,x) = h(x) with h(x) = |x|p and
p < 2 or h(x)= |x|2 log(1/|x|2).
A cost adapted to best nonlinear approximation is obtained by choosing h(x) =
min(λ, x2) for a fixed threshold level λ > 0. If we keep only the coordinates of f with
〈f,u〉2 ≥ λ in the best basis associated to this cost we get an approximation fλ to f .
Let nλ be the number of terms in this linear combination. It is easy to show that fλ realizes
the minimal error of approximation to f among all linear combinations of nλ terms from
a basis in L [18]. The cost can also be a weighted sum of bit count and quantization error
for a given coding scheme. A few iterations can then be applied to find a best basis in the
rate-distortion sense [16].
Different aims of the best basis search are to perform noise reduction [8], to
obtain covariance estimates [9, 14], or to reduce the dimensionality of classification
problems [17].
The library of all good dyadic cosine bases defined in the previous section is certainly
not finite and serves only as a mathematical model of the decompositions attainable by
actual algorithms. As a first restriction on the library we decide on a smallest interval size,
and then consider good dyadic cosine bases of the local spaces V l,rj,k of (3.6). It is important
to note that these libraries are all finite.
DEFINITION 4.1. Suppose j, k, l, r ∈ Z with j, l, r ≥ 0. Let Ll,rj,k be the collection of
all good dyadic cosine bases for V l,rj,k described by good dyadic partitions of [2j k,2j (k +
1)[ consisting of intervals with length at least one and in consistence with the cutoff radius
2l/3 at the left endpoint 2j k and the cutoff radius 2r/3 at the right endpoint 2j (k + 1).
The combinations of j, l, r ≥ 0 which give nonempty Ll,rj,k are given by the inequality of
action radii 2l/3+ 2r/3≤ 2j , which is equivalent to 0≤ l, r ≤ j + 1 with exclusion of the
case l = r = j +1. This and other facts about the libraries Ll,rj,k are listed in Proposition 4.2
below, but let us first briefly describe the main idea of the best basis algorithm.
Given f ∈L2(R), we define the cost of a basis B by (4.1). Let B be a basis with minimal
cost in Ll,rj,k . The corresponding good dyadic partition S of I = [2j k,2j (k + 1)[ is either
trivial, S = {I }, or composed by two good dyadic partitions, S1 on the left half and S2 on
the right half of I . In the latter case, the cutoff radius at the midpoint of I must be equal to
one of the numbers 2s/3, s = 0,1,2, . . . , j + 1. But then B = {B1,B2} where
B1 ∈ Ll,sj−1,2k, B2 ∈Ls,rj−1,2k+1.
Assuming we know the best bases and costs for all the libraries Ll,rj−1,k on intervals of
length 2j−1, we can therefore get the solution for a given library Ll,rj,k on an interval of
length 2j with O(j) additions and comparisons. There are O(j2) libraries Ll,rj,k on I , so
we achieve all the best bases there in O(j3) operations. This is the crucial observation for
the algorithm.
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In the standard best basis algorithm for local cosines with globally fixed action radius,
the corresponding complexity at this point isO(1), since spaces and libraries are described
completely by dyadic intervals.
As we shall now see, this local increase of complexity vanishes in the overall estimate.
For an initial interval of lengthN = 2J there are 2J−j dyadic subintervals of length 2j . We
have to consider j = 0,1,2, . . . , J , so the total number of operations for the global best
basis search is
J∑
j=0
O(j3)2J−j =O(N).
We collect a more detailed description of the structure of the libraries Ll,rj,k in the following
proposition.
PROPOSITION 4.2. Suppose j, k, l, r ∈ Z with j, l, r ≥ 0, and define
Fj = {0,1,2, . . . , j }2 ∪ {(j, j + 1), (j + 1, j)}.
Then
(1) Ll,rj,k 6= ∅⇔ (l, r) ∈ Fj .
(2) If (l, r) ∈ {(j, j), (j, j + 1), (j + 1, j)} then Ll,rj,k contains a global good dyadic
cosine basis. That is, a basis of the form
B
α,β
j,k =
{
2(1−j)/2wαβ(2−j t − k) cos[pi(n+ 12 )(2−j t − k)], n= 0,1,2, . . .},
where (α,β)= (l − j, r − j).
(3) If B ∈ Ll,rj+1,k and B /∈ {B00j+1,k,B01j+1,k,B10j+1,k}, then there exists an integer
0 ≤ s ≤ j + 1 such that (l, s), (s, r) ∈ Fj and B = {B1,B2} for some pair of bases
(B1,B2) ∈Ll,sj,2k ×Ls,rj,2k+1.
(4) Given f ∈ L2(R), define the minimal cost Cl,rj,k =min{C(B) | B ∈ Ll,rj,k}, where
C(B) is given by (4.1). Then it holds for (l, r) ∈ Fj+1 that
C
l,r
j+1,k =

C(B
l−j−1,r−j−1
j+1,k ), if l, r ∈ {j + 1, j + 2} with l 6= r;
min{C(B00j+1,k),Cj+1,jj,2k +Cj,j+1j,2k+1}, if (l, r)= (j + 1, j + 1);
min{Cl,sj,2k +Cs,rj,2k+1 | (l, s), (s, r) ∈ Fj }, otherwise.
Proof. We start by proving (2). Let (l, r) ∈ {(j, j), (j, j + 1), (j + 1, j)}. Then
(α,β) = (l − j, r − j) ∈ {(0,0), (0,1), (1,0)} and putting εI = 2l/3 = 2α|I |/3 and
ε′I = 2r/3= 2α|I |/3 we find that the window function of (2.5) is
w
εI ,ε
′
I
I (t)=wα,β(2−j t − k).
Hence, Bα,βj,k is an orthonormal basis of V
l,r
j,k .
If j = 0 the only possible partition of [k, k+1[ using intervals of length at least one is the
trivial one {[k, k+1[}. Any basis in Ll,r0,k therefore has to be of the form described in (2). By
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the above, we know that such a basis exists exactly when (l, r) ∈ {(0,0), (0,1), (1,0)} =
F0. Let us define
Dj = {(l, r) | Ll,rj,0 6= ∅}.
By translation invariance it holds for any k ∈ Z that Ll,rj,k 6= ∅ ⇔ (l, r) ∈ Dj . We have
just proved that D0 = F0, which is (1) for j = 0. The general case will follow by using
induction and the split of (3), which we prove next.
Assume that B ∈ Ll,rj+1,k \ {B00j+1,k,B01j+1,k,B10j+1,k}. Then the good dyadic partition
corresponding to B must split the interval [2j+1k,2j+1(k+ 1)[ in halves [2j (2k),2j (2k+
1)[∪[2j (2k+1),2j (2k+2)[. The cutoff radius at the midpoint 2j (2k+1)must be smaller
than 2j and is one of the numbers 2s/3, s = 0,1,2, . . . , j + 1. With this s, B can be split
in two bases B = {B1,B2} where (B1,B2) ∈ Ll,sj,2k × Ls,rj,2k+1. It follows that there is an s
such that (l, s), (s, r) ∈Dj . Hence (3) holds with Dj in place of Fj . The above splitting
argument and (2) also shows that
Dj+1 = {(l, r) | ∃s : (l, s), (s, r) ∈Dj }
∪ {(j + 1, j + 1), (j + 1, j + 2), (j + 2, j + 1)}. (4.2)
Suppose we know that Dj = Fj . Under this assumption we will now show that the right
hand side of (4.2) equals Fj+1. Together with the fact that D0 = F0 this is all we need to
conclude the proof of (1) and (3) by induction.
First we find that
{s | (l, s), (s, r) ∈ Fj }
=

0,1, . . . , j }, if (l, r) ∈ {0,1, . . . , j }2 \ {(j, j)};
{0,1, . . . , j + 1}, if (l, r)= (j, j);
{j }, if (l, r) ∈ {j + 1} × {0,1, . . . , j + 1};
{j }, if (l, r) ∈ {0,1, . . . , j + 1} × {j + 1};
∅, otherwise.
(4.3)
All these cases will be important to distinguish in the best basis algorithm. In particular, it
follows that
{(l, r) | ∃s : (l, s), (s, r) ∈ Fj } = {0,1, . . . , j + 1}2,
so if Dj = Fj , the right hand side of (4.2) becomes Fj+1.
Finally (4) is an immediate consequence of (1)–(3).
The search for a best good dyadic cosine basis relies completely on Proposition 4.2.
Given all best costs Cl,rj,k for intervals of length 2j , we get best costs C
l,r
j+1,k and splits for
intervals of length 2j+1. We choose to formulate this for the library LL,RJ,0 , and then discuss
some modifications that are either necessary or optional for the development of a practical
algorithm for discrete-time signals of length N = 2J .
ALGORITHM 4.3. Suppose J ≥ 1 and f ∈ V L,RJ,0 .
(1) Compute the initial costs Cα,β0,k = C(Bα,β0,k ) for k = 0,1, . . . ,2J − 1 and (α,β) ∈
{(0,0), (0,1), (1,0)}.
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(2) For j = 0,1, . . . , J − 2;
Use (4) of Proposition 4.2 to compute Cl,rj+1,k for all (l, r) ∈ Fj+1 and k =
0,1, . . . ,2J−j−1 − 1. In each case record also a minimizing split size parameter sl,rj+1,k ∈
{−1,0,1, . . . , j + 1}, putting sl,rj+1,k = −1 if one of the global bases {B00j+1,k,B01j+1,k,
B10j+1,k} are chosen.
(3) Find the global minimal cost CL,RJ,0 and a corresponding split sL,RJ,0 using (4) of
Proposition 4.2 with j = J − 1.
(4) Initialize AJ = {(0,L,R)}.
(5) For j = J,J − 1, . . . ,1, put
Gj = {k | (k, l, r) ∈Aj , sl,rj,k =−1},
Aj−1 = {(2k, l, sl,rj,k), (2k+ 1, sl,rj,k, r) | (k, l, r) ∈Aj , sl,rj,k ≥ 0}.
(6) Define the following good dyadic partition of [0,N[,
S =
J⋃
j=1
{[2j k,2j (k + 1)[| k ∈ Gj } ∪ {[k, k+ 1[| (k, l, r) ∈A0}.
THEOREM 4.4. A best basis for f ∈ V L,RJ,0 in the library LL,RJ,0 is defined by the good
dyadic partition S constructed in step (6) of Algorithm 4.3.
Proof. First, observe that all relevant best costs for spaces on intervals of length 2j+1
are computed in step j of (2) of Algorithm 4.3. Actually slightly too many Cl,rj+1,k are
computed by allowing all (l, r) ∈ Fj+1 near the edges k = 0 and k = 2J−j−1− 1. Thus the
algorithm will not terminate prematurely.
Let us then briefly explain why (4)–(6) yields a minimizing good dyadic partition S
which in turn determines a cost minimizing good dyadic local cosine basis of V L,RJ,0 through
the rule (3.1). The idea is simply to recursively unwrap the information about best splits
in sl,rj,k . The terminal intervals [2j k,2j (k+1)[ of length 2j that are not to be split further are
represented by the addresses k in Gj . The set Aj describes by triples (k, l, r) the selected
libraries Ll,rj,k on all dyadic intervals of length 2j that are not contained in some terminal
interval of length greater than 2j . It is easy to see that the initialization in (4) and the
recursion in (5) are consistent with this definition. As a result, the complete collection of
terminal intervals is given by (6).
Instead of the initial assumption f ∈ V L,RJ,0 , we might want to find the best good dyadic
cosine basis on the circle. Let L2(TN) be the Hilbert space of square integrableN -periodic
functions. With the periodization operator T defined by
Tf (t)=
∑
k∈Z
f (t − kN),
it can be checked that T maps V L,LJ,0 ⊂ L2(R) unitarily onto L2(TN) for all L =
0,1, . . . , J . Thus smooth bases for L2(TN) are obtained simply by periodizing all bases in
the libraries Ll,rj,k that correspond to subspaces V l,rj,k ⊂ V L,LJ,0 for some L. In Algorithm 4.3,
(3) is replaced with a search for the best cost and splits for all the periodized libraries
LL,LJ,0 , L ∈ {0,1, . . . , J }. Edge effects disappear and all indices (l, r) ∈ Fj , j = 0,1, . . . , J ,
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k = 0,1, . . . ,2J−j − 1, are considered. Assuming all the global costs C(T (Bα,βj,k )) are
already computed, the number of additions and comparisons necessary to find the best
basis can be calculated more precisely using (4.3). We arrive at
J 2+ 2+
J−2∑
j=0
(
(j + 1)3+ 2(j + 1)+ 2)2J−j−1 = 32(2J − 1)− 22J − 5J 2− 2J 3 ≤ 32N.
Finally, by discretizing periodic basis functions toZ+ 12 as in (3.7), we obtain algorithms
that operate on RN . The dimension of the discrete version of the space V l,rj,k is 2j and
the expansion of a given f ∈ RN in all of the discrete counterparts of the local cosine
bases Bα,βj,k takes 3 times a full depth local cosine transform. Using folding operations
and fast DCT-IV routines as described in [19] this can be done in O(N(logN)2) steps.
Computation of costs takes as many operations as the total number of basis vectors which
is O(N logN). The address creating steps (4)–(6) of Algorithm 4.3 requires at most N
operations.
We conclude that the overall computational complexity of expanding a given f ∈ RN
into its best good dyadic cosine basis is O(N(logN)2).
5. A CLASS OF COMPRESSIBLE FUNCTIONS
In this section we shall study the class of functions in L2(R) that are well represented
in a good dyadic cosine basis in the sense that the expansion coefficients are not only
square summable, but also absolutely summable. It turns out that this class is stable under
translation, modulation, and scaling, that it is not additive, and that it contains functions
with highly oscillatory singularities.
One of the main observations here is that the doubling condition on adjacent intervals in
a good dyadic partition makes artifacts due to the dyadic grid less noticeable. This result is
contained in the combinatorial Lemma 5.7 and motivates the following definitions.
DEFINITION 5.1. A good partition of R is a collection of pairwise disjoint intervals
satisfying the conditions (1)–(3) of Definition 3.1.
Given a good partition S we can construct a window function wI on each I ∈ S with
a smooth cutoff function ρ as in (2.5). By choosing the left cutoff radius εI = |I |/4 we
obtain one instance of a good cosine basis as defined below, with A= 8 sup |ρ′|. All the
good dyadic cosine bases defined in Section 3 are also good cosine bases.
DEFINITION 5.2. A basis of good cosines is an orthonormal basis for L2(R) of local
cosines
uI,n(t)=
√
2|I |−1/2wI (t) cos
[
pi(n+ 12 )
t − tI
|I |
]
, I ∈ S, n= 0,1,2, . . .
such that
(1) S is a good partition of R.
(2) The window functions are continuously differentiable and there is a constant A
such that |w′I (t)| ≤A|I |−1 for all I ∈ S and t ∈R.
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DEFINITION 5.3. Let K1 be the class of functions f ∈ L2(R) such that there exists a
basis B of good cosines for which ∑
u∈B
|〈f,u〉|<∞.
The class K˜1 ⊂K1 is defined similarly with the restriction that B is a basis of good dyadic
cosines.
It will be shown below in Theorem 5.8 that K˜1 = K1, so we can focus our attention
to K1. Let 6m(B) be the set of linear combinations of m elements from the basis B and
put
Em(f,B)= inf
g∈6m(B)
‖f − g‖2.
A function f ∈K1 is compressible in the sense that
∞∑
m=1
m−1/2Em(f,B) <∞. (5.1)
Conversely, if there is a good cosine basis B such that (5.1) holds then f ∈ K1. These
facts are well known in nonlinear approximation theory [7]. Because m 7→ Em(f,B) is
decreasing, (5.1) implies that Em(f,B) = o(m−1/2). Faster decay can be obtained by
replacing the `1-cost of Definition 5.3 by `p-costs with p < 1, but we stay with p = 1
for simplicity.
Let us note that if we consider instead partitions satisfying a uniform bound 0 < c ≤
|I | ≤ C, an elegant characterization in terms of the modulation space M1 is available [12].
Our class K1 is more complicated because of the scalability of the considered bases.
We will develop sufficient conditions for a given function to belong to K1 from the
following estimate. Its proof is obtained by combining a standard sampling inequality with
a simple interpolation result.
LEMMA 5.4. There exists a constant C such that if {uI,n | I ∈ S, n ≥ 0} is a basis of
local cosines subordinate to the partition S , then for all I ∈ S , f ∈ L2(R), and ω ∈R,
∞∑
n=0
|〈f,uI,n〉| ≤ C
(|I |‖(gwI )‖2‖(gwI )′‖2)1/2,
where g(t)= f (t)e−iωt .
Proof. First we compute
〈f,uI,n〉 =
√
2|I |
∫ ∞
−∞
h(x) cospi(n+ 12 )x dx,
with h(x)= (fwI )(|I |x + tI ). The diameter of the support of the window function wI is
at most 2|I | so h(x)= 0 for x /∈ [−1,2]. Let ϕ be a smooth compactly supported function
ϕ such that ϕ(x)= 1 for x ∈ [−1,2]. Then h= hϕ and by Plancherel’s theorem,∫ ∞
−∞
h(x) cospi(n+ 12 )x dx =
1
4pi
∫ ∞
−∞
ĥ(ω)
(
ϕ̂(ω+ pi(n+ 12 ))+ ϕ̂(ω− pi(n+ 12 ))
)
dω.
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With C1 = (
√
2pi)−1 supω
∑
n∈Z |ϕ̂(ω+ pi(n+ 12 ))|, it follows that
∞∑
n=0
|〈f,uI,n〉| ≤ C1
√|I |‖ĥ‖1.
By the invariance of the Wiener space norm under shift, scaling, and modulation we can
replace h with ψ = gwI .
Now let a > 0 and write ψ̂ = 1[−a,a]ψ̂ + ω−11{|ω|>a}ωψ̂ , where 1A denotes the
characteristic function of the set A. From the triangle and Cauchy–Schwarz inequalities
we get that
‖ψ̂‖1 ≤ (2a)1/2‖ψ̂‖2 +
(
2
a
)1/2
‖ωψ̂‖2.
The minimizing choice a = ‖ωψ̂‖2/‖ψ̂‖2 yields
‖ψ̂‖1 ≤ 23/2(‖ψ̂‖2‖ωψ̂‖2)1/2 = 23/2(2pi‖ψ‖2‖ψ ′‖2)1/2
and the conclusion of the lemma follows with C = 4√piC1.
EXAMPLE 5.5. It follows from the definition of a local cosine window function (2.2)–
(2.3) that ‖wI‖22 = |I | and that the support of wI is of length at most 2|I |. For a window
function from a good cosine basis we also have |w′I | ≤A|I |−1, so that
‖w′I‖2 ≤
√
2A|I |−1/2. (5.2)
Assume |f | ≤ B0 and |f ′| ≤ B1 holds on the support of wI . Then ‖fwI‖2 ≤ B0‖wI‖2 =
B0|I |1/2 and ‖(fwI )′‖2 ≤ ‖f ′wI‖2+‖fw′I‖2 ≤ B1|I |1/2+B0
√
2A|I |−1/2. The estimate
of Lemma 5.4 therefore gives
∞∑
n=0
|〈f,uI,n〉| ≤ C|I |1/2
(
B0B1|I | +
√
2B20A
)1/2
. (5.3)
It follows immediately that any smooth compactly supported function belongs to K1,
but there are also discontinuous functions in K1. For instance, we can construct a good
partition S of an interval [a, b] with∑S |I |1/2 <∞. One way of doing this is to start with
the middle third of [a, b] and let all other intervals in the partition have lengths equal to
half of their distance to the endpoints a and b. For the characteristic function 1[a,b] the
estimate (5.3) with B1 = 0 furnishes
∞∑
n=0
|〈1[a,b], uI,n〉| ≤ CA1/2|I |1/2
for all I ∈ S inside [a, b]. For intervals I outside [a, b] we have 〈1[a,b], uI,n〉 = 0 so a
summation over all I ∈ S shows that 1[a,b] ∈K1.
Consider now a piecewise constant function defined by
f =
∑
I∈P
aI1I ,
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where P is a set of pairwise disjoint intervals. Assume the constants aI are chosen so as
to create jumps in f at all the endpoints of the intervals in P . By extending the arguments
above we see that f ∈K1 if ∑
I∈P
|aI | |I |1/2 <∞. (5.4)
Conversely, assume that f =∑u∈B cuu where B is a good cosine basis and ∑ |cu|<∞.
If S is the corresponding good partition, it follows that f =∑I∈S wIfI where the fI are
continuous and the sum is locally finite since the windows wI overlap only in pairs. We
infer that f must be continuous on the support of each u. Therefore no basis function in
B has support intersecting an endpoint of an interval I ∈ P . It follows that if B(I) is the
subset of basis functions in B which have support included in I , then aI1I =∑u∈B(I) cuu
in L2(R). Taking termwise L2-norms leads to the inequality |aI | |I |1/2 ≤∑u∈B(I) |cu| and
after summation over I ∈ P we see that the condition (5.4) is also necessary for f ∈K1.
For instance, f1 = 1[0,1[ and f2 = ∑∞m=1 1m1[1/(m+1),1/m[ both belong to K1, but
their sum f1 + f2 =∑∞m=1(1 + 1m)1[1/(m+1),1/m[ does not. This shows that the class of
compressible functions K1 is not additive and therefore not a vector space.
EXAMPLE 5.6. Consider the function fα(t)= ϕ(t)e i/tα where α > 0 and ϕ is a smooth
compactly supported function such that ϕ(t) = 1 for |t| ≤ 1. We will show that fα ∈ K1
for α < 2. Hence K1 contains functions with very oscillating singularities.
Define tm = m−p for m = 1,2,3, . . . , where p > 0 will be chosen later. Let the
good partition S consist of the intervals Im = [tm+1, tm[ and −Im for sufficiently large
m ≥m0 completed with intervals of length |Im0 |. This is possible since |Im+1|/|Im| → 1
as m→∞. Only finitely many of the intervals of length |Im0 | intersect the support of ϕ
and fα(t) is smooth away from the origin, so from Example 5.5 and obvious symmetry it
follows that it suffices to prove
∞∑
m=m0
∞∑
n=0
|〈fα,uIm,n〉|<∞.
For sufficiently large m it holds that fα(t) = e i/tα on the support of the window
function wIm . Writing t−α = ωt + θ(t) here we have fα(t)= g(t)e iωt with g(t)= e iθ(t).
Thus |g| = 1 and |g′(t)| = |θ ′(t)| = | − αt−α−1 − ω|. Choosing ω =−αt−α−1m+2 we obtain
the estimate |g′| ≤ C|Im| t−α−2m+2 . Applying Lemma 5.4 as in Example 5.5 yields
∞∑
n=0
|〈fα,uIm,n〉| ≤ C1|Im|1/2
(|Im|2t−α−2m+2 +A)1/2.
After inserting tm+2 = (m+ 2)−p ≥C2m−p and |Im| ≤ pm−p−1 this gives
∞∑
m=m0
∞∑
n=0
|〈fα,uIm,n〉| ≤ C3
∞∑
m=m0
(
m(p(α−1)−3)/2+m−(p+1)/2).
This infinite series converges if p is chosen such that p > 1 and α < 1+ 1/p. Since this
can be arranged for any α < 2 it follows that fα ∈K1 for α < 2.
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LEMMA 5.7. Given a good partition S there is a good dyadic partition S˜ , such that
each interval in S intersects at most four dyadic intervals in S˜ , and if I ∈ S˜ intersects
J ∈ S then |I | ≤ |J |.
Proof. For each J ∈ S , let J− ∈ S be the interval adjacent to the left and define the
integer `(J ) by
`(J )=max{` ∈ Z | 2` ≤min(|J−|, |J |)}.
If J+ ∈ S is adjacent to the right of J , we have
1
2 min(|J−|, |J |)≤min(|J |, |J+|)≤ 2 min(|J−|, |J |)
which implies that |`(J )− `(J+)| ≤ 1.
As our first members of S˜ we choose for each J ∈ S the unique dyadic interval I (J ) of
length 2`(J ) which contains the left end point of J . By definition we obtain a sequence of
pairwise disjoint dyadic intervals such that if J1 and J2 are adjacent then |I (J2)|/|I (J1)|
≤ 2. To complete S˜ we must now fill in the potential gaps with dyadic intervals of suitable
size. For each J ∈ S with J+ ∈ S adjacent to the right we put
`0(J )=min{`(J ), `(J+)}.
The length of the gap GJ = J \
(
I (J ) ∪ I (J+)
)
is an integer multiple of 2`0(J ), and we
can use dyadic intervals of length 2`0(J ) or 2`0(J )+1 to cover this gap without violating the
doubling condition on adjacent intervals in the resulting partition. By definition we have
2`0(J ) > |J |/4 so |GJ | ≤ |J | < 4 · 2`0(J ) which implies |GJ | ≤ 3 · 2`0(J ). Covering the
gap therefore requires at most 2 additional intervals inside J . It is easy to see that none
of the dyadic intervals constructed above are longer than the intervals from which they
intersect.
THEOREM 5.8. K˜1 =K1.
Proof. We will prove that for all bases B of good cosines there is a basis B˜ of good
dyadic cosines such that
M = sup
u∈B
∑
u˜∈B˜
|〈u, u˜〉|<+∞. (5.5)
With this estimate at hand it follows that∑
u˜∈B˜
|〈f, u˜〉| ≤M
∑
u∈B
|〈f,u〉|
for all f ∈ L2(R). Hence K1 ⊂ K˜1 and therefore K˜1 =K1.
If B = {uJ,m} is defined by the good partition S and the window functions wJ , J ∈ S ,
we let B˜ = {˜uI,n} be defined by the good dyadic partition S˜ furnished by Lemma 5.7. For
the window functions w˜I , I ∈ S˜ we choose the construction from Section 3 starting from
a smooth cutoff function ρ.
For J ∈ S we let S˜(J ) be the set of intervals I ∈ S˜ such that I or one of its two
nearest neighbors in S˜(J ) intersect J or one of its two nearest neighbors in S . Then
〈uJ,m, u˜I,n〉 = 0 for I ∈ S˜ \ S˜(J ) because the supports of the window functions wJ and
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w˜I are disjoint. By Lemma 5.7, there are at most 3 · 4+ 2 = 14 intervals in S˜(J ). (This
number can be reduced to 12 by a closer look at the construction of S˜ .)
Now let I ∈ S˜(J ). By Lemma 5.7 and the doubling condition on neighbors in both S˜
and S we have |I | ≤ 4|J |. An application of Lemma 5.4 therefore leads to the estimate
∞∑
n=0
|〈uJ,m, u˜I,n〉| ≤ C
( |I |
|J |‖wJ w˜I‖2‖(wJ w˜I )
′‖2
)1/2
≤ 2C(‖wJ w˜I‖2‖(wJ w˜I )′‖2)1/2.
Here we have that
‖(wJ w˜I )′‖2 ≤ ‖w′J ‖2 + ‖w˜′I‖2 ≤
√
2(A|J |−1/2+ A˜|I |−1/2)≤√2(2A+ A˜)|I |−1/2.
As ‖wJ w˜I‖2 ≤ ‖w˜I‖2 = |I |1/2 we conclude that
∞∑
n=0
|〈uJ,m, u˜I,n〉| ≤ 23/2C(2A+ A˜)= C1,
where C1 is independent of J , I , and m. It follows that
∑
I∈S˜
∞∑
n=0
|〈uJ,m, u˜I,n〉| =
∑
I∈S˜(J )
∞∑
n=0
|〈uJ,m, u˜I,n〉| ≤ 14C1
for all J ∈ S and m = 0,1,2, . . . , which is exactly the desired infinite matrix `1-norm
estimate (5.5).
Remark 5.9. (1) It immediately follows from Theorem 5.8 that the class K˜1 is invariant
under both translation and scaling. The scale invariance could obviously not be true for
a standard library of local cosines on dyadic intervals. For an extreme example of shift
variance, consider local cosines with hard windowswI = 1I . Then f (t)= 1[0,1](t) cos(pi2 t)
can be represented with one term in a local cosine basis, but f (t − 13 ) cannot have a
representation with an absolutely summable coefficient series. Note that we do not achieve
perfect translation invariance of the adapted transform, only a bound on the variation of
compressibility. For true shift invariance, we refer to the methods of [6], which for a
discrete signal of length N are of computational complexity between O(N log2N) and
O(N2 logN), depending on the choice of minimal time step.
(2) With a similar technique one proves easily that for all ω ∈R, e iωtf (t) belongs to
K1 when f (t) does. In other words, K1 is modulation invariant.
(3) The result of Lemma 5.7 is stronger than what is needed to prove the matrix
estimate (5.5), and it is actually possible to relax the doubling condition on intervals in the
definition of K1. However, the finite cover property of Lemma 5.7 could be useful for the
study of functions that are much more compressible than those of K1.
6. NUMERICAL EXAMPLES
All the examples below are produced by the periodized and discretized version of
Algorithm 4.3 in RN , N = 2J , which is described at the end of Section 4, with the slight
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modification that 4 basic windows are used as in (3) of Remark 3.2. We denote this best
basis algorithm for time-frequency local cosines as the TF-algorithm.
For comparison, we consider a mixed fixed and multiple folding algorithm as discussed
in [19, p. 148]. This signifies that an integer 0 ≤ s ≤ J is chosen and fixed action region
radius 2s local cosines are used on intervals of length |I | ≥ 2s . The multiple folding of [11]
is then invoked on smaller intervals. We refer to this procedure as the MFs-algorithm.
For example MF5 uses a fixed action radius of 25 = 32 points for intervals of length at
least 32 and multiple folding with maximal action radius (equal to interval length) for
shorter intervals.
For both algorithms, the `1-cost functional
∑
u∈B |cu| is applied for the best basis search
and the windows are defined from the iterated sine cutoff function
ρ(t)=

0, t <−1;
sin
[
pi
4 (1+ sin pi2 t)
]
, |t| ≤ 1;
1, t > 1.
The computational cost of the TF-algorithm is about 4 times that of the MFs-algorithm.
Note however that although both are full-depth transforms, the parameter s has to be
specified in the latter. An automatic search for the best 0 ≤ s ≤ J would increase the
complexity by a factor logN .
In a more realistic application of the adaptive transforms one would probably not use
full depth transforms but decide on a smallest window size Ns and a largest window size
Nl , where 1<Ns <Nl < N . The complexity of such a limited algorithm is dominated by
the inner product computations which are of order N(log2Nl − log2Ns).
Whereas the MF-algorithms allow arbitrary dyadic partitions of the signal the TF-
algorithm is restricted to the good dyadic partitions. A conclusion of all experiments
below is that the use of good windows seems to compensate more than sufficiently for
this restriction in allowed segmentations.
EXAMPLE 6.1. In our first example, N = 210 = 1024, and we consider
fK(k)=
{√
N, k =K;
1, k ∈ {0,1, . . . ,N − 1} \K,
for K = 511=N/2− 1 and K = 340≈N/3. Table 1 contains the relative reconstruction
errors ‖f˜ − f ‖22/‖f ‖22 obtained when f˜ is reconstructed from the largest 50 of the 1024
expansion coefficients. The great performance of MF9 for f511 is due to the advantageous
dyadic position of the pulse. Upon translation to f340 this advantage disappears. The TF-
transform is more stable to shifts, in consistence with the results of Section 5. In Fig. 2
TABLE 1
TF MF0 MF5 MF9
f511 7.7 · 10−4 1.1 · 10−2 2.4 · 10−3 5.6 · 10−6
f340 1.7 · 10−3 1.1 · 10−2 6.3 · 10−3 8.9 · 10−2
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FIG. 2. Original signal of length 1024 and reconstruction from 50 coefficients using TF, MF5, and MF9.
we plot f340 and its compressed version using the methods TF, MF5, and MF9. Note the
typical artifact of multiple folding, which produces mirror images of the pulse.
EXAMPLE 6.2. We consider now a discrete version of the chirp singularity sin(1/t),
t ∈]0,1]. To avoid under-sampling near t = 0, we define
s(k)= sin
(
2pi
N
k +√2N
)
, k = 0,1, . . . ,N − 1,
with N = 215. The error of nonlinear approximation is plotted for the three methods TF,
MF5, and MF10 in Fig. 3. In all cases the best basis algorithm results in a segmentation of
approximately 40 intervals that zoom in on the singularity at t = 0. Clearly, the TF-method
is dramatically better for this special signal which calls for the use of very different segment
sizes.
The first 10000 samples of s(k) and the reconstruction errors when keeping only
300 coefficients are shown in Fig. 4. Not surprisingly, the short action radii of the
windows in MF5 introduce visible boundary effects at the segmentation points of large
intervals. MF10 handles this problem better, at the price of a larger error for small
intervals where time localization is only numerical and obtained by use of multiple
folding.
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FIG. 3. Nonlinear approximation error for the chirp signal of Example 6.2 and three different methods.
FIG. 4. The first 10,000 samples of the chirp signal of Example 6.2 and the reconstruction errors when
keeping only 300 coefficients for the methods TF, MF5, and MF10. The vertical dotted lines indicate the chosen
segmentations.
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EXAMPLE 6.3. Our final example is a electric guitar signal containing both single
notes, a pitch shift realized by stretching a string, and a final chord of three notes. The piece
was recorded at a sampling rate of 8 kHz. With N = 215, this corresponds to 4 seconds of
sound.
The signal and a time-frequency representation based on the TF-algorithm are presented
in Fig. 5. The rectangle I × [n/(2|I |), (n + 1)/(2|I |)] is associated to the function uI,n
in (2.4) and colored according to the size of the expansion coefficient 〈f,uI,n〉. Dark boxes
correspond to large coefficients. Segments of length 20 = 1 up to 211 = 2048 points are
chosen by the algorithm. The reaction to the strong transient at t = 0.9 s is good in the
sense that small intervals are chosen. The plot clearly reveals the single notes with their
harmonics in the time intervals [0.4,0.7] and [1.0,1.7] s. The singularity at t = 0.8 s
is probably due to a left hand finger noise caused by changing between positions. Note
the chirp-like behavior of the harmonics at t = 0.9 s. Higher harmonics change more in
frequency, as should be the case for a pitch shift.
In terms of nonlinear approximation error, the methods MF5, MF10, and TF perform
very similarly with only a slight advantage to the latter. Computing the signal to noise ratios
in dB given by 20 log10(‖f ‖2/‖f˜ − f ‖2) for different number of kept coefficients yields
Table 2. The additional column U10 is the result of a nonadaptive local cosine expansion
with uniform segmentation in intervals of length 210 = 1024 samples.
FIG. 5. A time-frequency representation of an electric guitar signal obtained by the TF-method. The time
signal is included below the plot and aligned to the time axis.
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TABLE 2
# of coefs. TF MF5 MF10 U10
300 14.0 dB 12.6 dB 13.5 dB 12.5 dB
1000 22.5 dB 18.4 dB 21.5 dB 19.2 dB
3000 33.3 dB 26.8 dB 31.9 dB 28.2 dB
Listening to the nonlinear approximations reveals different phenomena. The original
signal was recorded directly from the pick-ups of the electric guitar with no reverb or
echo effects added. But after nonlinear approximation, such effects have been added by
all methods except TF. A plausible explanation is the presence of pre- and post-echoes of
transients. MF5 has less of this problem than MF10 and U10, but the use of short action
radii renders the chosen windowing audible as a “blocking” artifact in time. At 300 kept
coefficients, all methods reproduce a signal of rather low-pass filtered character. At 1000
and 3000 kept coefficients, MF10 and U10 sound very similar, with no apparent gain of
adaptivity, but TF is very close to the original. There is some loss of attack in the first note
for TF at 1000 kept coefficients, but no reverb is added.
Of course these experiments are at most a toy model of audio compression, which would
involve quantization, coding, and higher sampling rates. In counting the number of kept
coefficients, we also ignore that the description of the chosen segmentation has to be coded.
For the TF-segmentations each interval could be coded relative to the size of the previous
interval, described by 1–2 bits per segment, and this cost could be included into the best
basis search.
APPENDIX
Proof of (1.4). We will show that (1.4) holds with c = 14 for the windows of a local
cosine basis defined by (2.1)–(2.4). By Plancherel’s theorem this amounts to proving
‖(t − t0)wI‖2‖w′I‖2
‖wI‖22
≥ 1
4
( |I |
|J |
)1/2
, (A.1)
with t0 = tI . We will prove here that this holds for all t0 ∈ R if w′I ∈ L2(R). Without loss
of generality, we can assume that J is the interval adjacent to the left of I in the chosen
segmentation.
First, as w′I is compactly supported and integrable, we can compute
1=wI (tI + εI )−wI (tI − εI )=
∫ tI+εI
tI−εI
w′I (t) dt ≤
√
2εI‖w′I‖2.
Using (2.1) for the interval J gives εI = ε′J ≤ |J | so it follows that
‖w′I‖2 ≥ (2|J |)−1/2. (A.2)
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Next, we use the simple facts that (t − t0)2w2I (t)≥ 14 |I |2w2I (t) for |t − t0| ≥ |I |/2, and
that w2I (t)≤ 1 for all t ∈R to get that
‖wI‖22 ≤ 4|I |−2
∫
|t−t0|≥|I |/2
(t − t0)2w2I (t) dt +
∫
|t−t0|<|I |/2
1 dt
≤ 4|I |−2‖(t − t0)wI‖22 + 12 |I |.
Rearranging terms and inserting ‖wI ‖22 = |I |, which follows easily from (2.2)–(2.3), then
leads to
‖(t − t0)wI‖22 ≥ |I |3/8. (A.3)
Finally (A.1) follows by combination of ‖wI‖22 = |I |, (A.2), and (A.3).
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