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Due to their conceptual and mathematical simplicity, Erdo¨s-Re´nyi or classical random graphs remain as a
fundamental paradigm to model complex interacting systems in several areas. Although condensation phenom-
ena have been widely considered in complex network theory, the condensation of degrees has hitherto eluded
a careful study. Here we show that the degree statistics of the classical random graph model undergoes a first-
order phase transition between a Poisson-like distribution and a condensed phase, the latter characterized by a
large fraction of nodes having degrees in a limited sector of their configuration space. The mechanism under-
lying the first-order transition is discussed in light of standard concepts in statistical physics. We uncover the
phase diagram characterizing the ensemble space of the model and we evaluate the rate function governing the
probability to observe a condensed state, which shows that condensation of degrees is a rare statistical event
akin to similar condensation phenomena recently observed in several other systems. Monte Carlo simulations
confirm the exactness of our theoretical results.
PACS numbers: 02.50.r,05.70.Fh,02.10.Ox
I. INTRODUCTION
Condensation occurs when a macroscopic number of de-
grees of freedom occupy a small region of the configuration
space. This is an ubiquitous phenomenon with manifestations
in physics, biology, and economics [1]. Classical examples in
physics are the familiar transition from a gas to a liquid state of
matter, the formation of a Bose-Einstein condensate in large
systems of non-interacting bosons [2], or the emergence of
a staggered magnetization in mean-field spin systems [3, 4].
A crucial ingredient to observe condensation is the presence
of global constraints, since they introduce correlations among
the microscopic constituents of the system, and a condensed
state can be formed even in the absence of interactions. In this
context, Bose-Einstein condensation, where the total number
of particles is conserved, constitutes the prototypical example.
In the physical examples mentioned above, condensation
represents the typical or average behaviour of a large system
in statistical equilibrium. More recently, it has been realized
that condensation may take place in a broader variety of ran-
dom systems when the ensemble space is probed away from
the typical fluctuations around the average. The term conden-
sation of fluctuations has been coined to describe such con-
densed states that are triggered by large deviations of an ex-
tensive random variable, but whose typical behaviour does not
necessarily show any sign of condensation. Examples of ran-
dom systems, where condensation emerges as a rare event,
include the Gaussian model [5], the Urn model [6], models of
mass transport [7, 8], to name just a few. Condensation of fluc-
tuations usually brings about a rich phenomenology including
phase transitions, giant responses to small perturbations, and
singularities in the full probability distribution [9].
Here we study condensation of degree fluctuations in classi-
cal random graphs, introduced a long time ago by Solomonoff
and Rapopport [10], and popularized a decade later by the
seminal works of Erdo¨s and Re´nyi [11, 12]. Due to their math-
ematical and conceptual simplicity, Erdo¨s-Re´nyi (ER) random
graphs have an enormous number of applications in areas such
as complex networks, optimization problems, spin glasses,
and information theory [13, 14]. An instance drawn from the
ER random graph ensemble consists of a simple undirected
graph of N nodes, where each pair of nodes is connected by
an edge with probability p ∼ O(1/N) [14]. The degree ki
is an integer random variable that counts the number of edges
attached to node i, with i = 1, . . . , N . Since the edges are
drawn independently, the degree distribution along the graph
follows a Poisson law in the large N limit. Here we are pre-
cisely interested in condensation phenomena triggered by rare
configurations of the random variables {ki}i=1,...,N .
The study of condensation in the topological structure of
complex networks or random graphs has attracted a lot of
interest during the last two decades [15]. In this context,
condensation refers to an aggregation phenomenon where
a macroscopic number of elementary structures or motifs
(edges, triangles, etc) become mutually interconnected to
form a compact subgraph. Condensation of edges occurs
when a finite fraction of links becomes attached to an in-
finitely small fraction of nodes [16–20], producing one or
more hubs - densely connected nodes - in the graph structure.
Condensation has also been observed in exponential random
graphs [21–28], which are sampled from a statistical weight
with a Boltzmann form. The Hamiltonian of the exponen-
tial model is built in order to incorporate certain graph fea-
tures, such as the total number of triangles [21–23, 27] or
two-stars [24, 25, 28], i.e., paths of length two. Exponen-
tial random graphs also display a condensed state character-
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2ized by a large number of elementary structures (triangles or
two-stars) clumped together into a highly interconnected clus-
ter. These different manifestations of the condensed phase are
typically characterized by large subgraphs with densely con-
nected nodes, which translates in a subset of degrees scaling
with N .
Here we take a more elementary path and study the con-
densation of the degree sequence {ki}i=1,...,N in a limited
domain of its available configuration space. Considering ran-
dom graph instances drawn from the classical ER ensemble,
we ask what is the fraction of nodes having degrees inside an
arbitrary interval [a, b], with b > a > 0. We provide an exact
solution to this problem by computing the full probability dis-
tribution of the random variable FN [a, b] that counts the frac-
tion of degrees lying in [a, b]. Being more precise, by calcu-
lating the cumulant generating function of FN [a, b], we show
that the ensemble of ER random graphs undergoes a first-order
phase transition between a Poisson-like phase, where the de-
gree distribution is closer to its typical behaviour, and a con-
densed phase, where the degree distribution exhibits a promi-
nent peak. We elucidate the physical and mathematical mech-
anisms underlying the transition by using standard ideas from
statistical mechanics. We derive the phase diagram in the en-
semble parameter space and we show it exhibits two critical
lines, each one surrounded by a metastable region and termi-
nating at a critical point. The critical lines define the set of
points in the parameter space at which the degree distribution
changes abruptly. We also compute the rate function char-
acterizing the large deviation probability of FN [a, b], whose
striking property is the non-analytic behaviour. The calcula-
tion of the rate function shows that condensation of degrees is
a rare statistical event in line with the condensation of fluctu-
ations exhibited by other random systems [9]. The theoreti-
cal results for the rate function exhibit an excellent agreement
with Monte Carlo simulations.
In the next section we introduce the classical ensemble
of random graphs and define the counting random variable
FN [a, b]. Section III explains the calculation of the cumulant
generating function of FN [a, b] using standard techniques of
statistical mechanics. In section IV we present the results for
the first-order condensation transition, the phase diagram, and
the rate function. We summarize our results and conclusions
in section V.
II. THE CLASSICAL RANDOM GRAPH MODEL
The binary elements cij ∈ {0, 1} of the N ×N adjacency
matrix defining the ensemble of Erdo¨s-Re´nyi (ER) random
graphs control whether there is an edge between pairs of nodes
[14]: if cij = 1, nodes i and j are connected, while cij = 0
means there is no link between i and j. Each instance of the
ER ensemble is a simple and undirected graph (cij = cji)
without self-edges (cii = 0). The ensemble of ER random
graphs can be defined by the following probability distribu-
tion for the adjacency matrix
PER({cij}) =
∏
i<j
[ c
N
δcij ,1 +
(
1− c
N
)
δcij ,0
]
, (1)
where the product
∏
i<j runs over all distinct pairs of nodes.
The degree of node i, defined as
k
(N)
i =
N∑
j=1( 6=i)
cij , (2)
gives the number of edges connected to i in a single graph
realization. The random variable k(N)i fluctuates from node to
node, and the average degree reads
c = lim
N→∞
1
N
∑
i=1
〈
k
(N)
i
〉
, (3)
where 〈. . . 〉 represents the ensemble average over {cij} with
the distribution in Eq. (1). Here we consider the sparse
regime, where c is finite and independent of N . Note that,
in the above definition of the ER ensemble, c is a control pa-
rameter that plays the role of a soft constraint on the degrees,
changing dramatically the topological structure of the random
graphs generated from Eq. (1). Indeed, the ER model un-
dergoes a second-order percolation transition: for c < 1 the
graph is composed of many finite clusters, each one contain-
ing a total number of O(1) nodes, while for c ≥ 1 a giant
cluster with O(N) nodes emerges continuously as a function
of c [14].
Here we explore the condensation of degrees through the
random variable
FN [a, b] =
1
N
N∑
i=1
[
Θ(b− k(N)i )−Θ(a− k(N)i )
]
, (4)
where Θ(x) is the Heaviside step function. Clearly, FN [a, b]
counts the fraction of nodes having degrees within the interval
[a, b]. In the limit N →∞, its typical value becomes
ftyp ≡ lim
N→∞
〈FN [a, b]〉 =
∞∑
k=0
pc(k)I[a,b](k), (5)
with I[a,b](k) ≡ Θ(b − k) − Θ(a − k) an indicator function.
The quantity pc(k) is the well-known N → ∞ limit of the
degree distribution of ER random graphs, given by a Poisson
law with average c [14]
pc(k) = lim
N→∞
1
N
N∑
i=1
〈
δ
k,k
(N)
i
〉
=
e−cck
k!
, (6)
where the symbol δ denotes the Kronecker delta function. It
is straightforward to check that ftyp vanishes for c → ∞ and
c→ 0, whereas it has a maximum at some value of c ∈ [a, b].
Thus, when ER random graphs with c  a, b are sampled
from Eq. (1), the fraction ftyp is typically very small. How-
ever, in this particular situation, it is natural to ask what is
3the probability that Eq. (1) generates samples with a large
subset of nodes with degrees in [a, b], in spite of c lying way
outside [a, b]. Here we tackle this problem by computing ex-
actly the full probability distribution of FN [a, b], which allows
us to probe atypical, large fluctuations in the degree statis-
tics of ER random graphs. We show that the ensemble space
of ER random graphs have a surprisingly rich structure, dis-
playing a first-order transition to a condensed configuration of
{ki}i=1,...,N caused by rare fluctuations of FN [a, b] around its
typical value.
III. CALCULATION OF THE CUMULANT GENERATING
FUNCTION
The full statistics of FN [a, b] for large N is captured by the
cumulant generating function (CGF)
G[a,b](y) = lim
N→∞
1
N
lnZ(N)[a,b](y), (7)
where
Z(N)[a,b](y) ≡
〈
eyNFN [a,b]
〉
. (8)
All cumulants of FN [a, b] are obtained by taking derivatives
of Eq. (7) with respect to y. The leading contribution to the
probability P(N)[a,b](f) of observing a fraction 0 ≤ f ≤ 1 of
nodes with degrees in [a, b] decays, for large N , according to
the large deviation principle [29]
P(N)[a,b](f) ' exp
[−NΨ[a,b](f)], (9)
where the rate function Ψ[a,b](f) is the Legendre-Fenchel
transform of G[a,b](y)
Ψ[a,b](f) = supy∈R
[
yf − G[a,b](y)
]
. (10)
There is a natural analogy between the canonical ensemble
of statistical mechanics and the framework introduced above.
The control parameter y plays the role of inverse tempera-
ture, yG[a,b](y) is the free-energy per degree of freedom, and
Z(N)[a,b](y) is the partition function. As we will show below, the
behaviour of G[a,b](y) and its derivative allows to clearly iden-
tify a first-order phase transition. As can be noted from Eq.
(8), y is responsible for biasing the configurations of the ER
ensemble: positive (negative) values of y favour configura-
tions corresponding to large (small) values of FN [a, b]. Thus,
for a fixed value of y, we have a measure from which to de-
rive the relevant statistical properties of the biased ensemble
describing atypical graph realizations. In particular, the de-
gree distribution of the constrained ensemble is simply given
by:
py(k) = lim
N→∞
〈
1
N
∑N
i=1 δk,kie
yNFN [a,b]
〉
〈
eyNFN [a,b]
〉 . (11)
Let us proceed to the calculation of the CGF. The partition
function can be rewritten as
Z(N)[a,b](y) =
N−1∑
k1,...,kN=0
ey
∑N
i=1 I[a,b](ki)PN (k1, . . . , kN ),
(12)
where
PN (k1, . . . , kN ) ≡
〈
N∏
i=1
δki,
∑N
j=1 cij
〉
(13)
is the joint distribution of degrees. Note that the degrees at dif-
ferent nodes are correlated random variables. By introducing
the integral representation of the Kronecker delta function
δki,
∑N
j=1 cij
=
∫ 2pi
0
dui
2pi
exp
iuiki − iui N∑
j=1( 6=i)
cij
,
(14)
we obtain
Z(N)[a,b](y) =
N−1∑
k1,...,kN=0
∫ ( N∏
i=1
dui
2pi
)
exp
(
i
N∑
i=1
uiki
)
× exp
[
y
N∑
i=1
I[a,b](ki)
]〈
exp
−i∑
i<j
cij(ui + uj)
〉 .
(15)
The ensemble average in Eq. (15) is readily computed, lead-
ing to the following expression for large N
Z(N)[a,b](y) =
N−1∑
k1,...,kN=0
∫ ( N∏
i=1
dui
2pi
)
exp
(
i
N∑
i=1
uiki
)
× exp
y N∑
i=1
I[a,b](ki)− cN
2
+
c
2N
(
N∑
i=1
e−iui
)2 ,
(16)
where we have retained only the leading terms of O(N) in
the exponent. The above equation couples the variables ui on
different nodes, which prevents the calculation of the integrals
over ui. However, by employing the Hubbard-Stratonovich
transformation∫ ∞
−∞
dµ exp
(
−1
2
Ncµ2 + cJµ
)
=
√
2pi
cN
exp
( c
2N
J2
)
(17)
in Eq. (16), with J =
∑N
i=1 e
−iui , we are able to integrate
over u1, . . . , uN and recast the CGF in integral form
G[a,b](y) = lim
N→∞
1
N
ln
[∫ ∞
−∞
dµ eNF[a,b](µ|y)
]
, (18)
where
F[a,b](µ|y) = c
2
−1
2
cµ2+ln
( ∞∑
k=0
pc(k)e
yI[a,b](k)µk
)
. (19)
4In the limit N → ∞, the integral in Eq. (18) is domi-
nated by the global maximum of F[a,b](µ|y) with respect to
the order-parameter µ, and the integral can be solved through
the Laplace method. Defining µg as the global maximum of
F[a,b](µ|y), we obtain
G[a,b](y) = F[a,b](µg|y), (20)
where µg is determined from the solution of the fixed-point
equation
µ =
∑∞
k=0 pc(k)e
yI[a,b](k+1)µk∑∞
k=0 pc(k)e
yI[a,b](k)µk
(21)
that corresponds to the global maximum of the function
F[a,b](µ|y) given by Eq. (19). The fixed-point equation (21) is
derived by requiring that F[a,b](µ|y) is stationary with respect
to µ, i.e., dF[a,b](µ|y)dµ = 0. In principle, F[a,b](µ|y) may have
more than a single maximum depending on the control param-
eters (c, y), which translates in more than a single fixed-point
solution to Eq. (21). The rate function follows from Eq. (10)
Ψ[a,b](f) = yf −F[a,b](µg|y), (22)
where the fraction 0 ≤ f ≤ 1 is obtained from the first deriva-
tive of the CGF f = ∂F[a,b](µg|y)∂y , namely
f =
∑∞
k=0 pc(k)I[a,b](k)e
yI[a,b](k)µkg∑∞
k=0 pc(k)e
yI[a,b](k)µkg
. (23)
In a similar manner, one can show that the degree distribution
of the constrained ensemble, defined in Eq. (11), takes the
following form:
py(k) =
pc(k)e
yI[a,b](k)µkg∑∞
k=0 pc(k)e
yI[a,b](k)µkg
. (24)
For y = 0, we obtain µ = 1, which implies that f and
py(k) reduce to their standard expressions arising from typ-
ical fluctuations of ER random graphs (see eqs. (5) and (6)).
Equations (20-24) constitute the main analytical results of this
work, as they determine completely the statistical properties
of the random variable FN [a, b] for ER random graphs.
IV. FIRST-ORDER TRANSITION AND CONDENSATION
OF DEGREES
In order to understand the mechanism underlying the
first-order transition, we start investigating the behaviour of
F[a,b](µ|y) as a function of the order-parameter µ. The func-
tion F[a,b](µ|y) plays the analogous role as the functional
free-energy in the canonical ensemble of mean-field mod-
els. Here the global maximum F[a,b](µg|y) yields the CGF,
which is analogous to the (equilibrium) free-energy in statis-
tical mechanics. Figure 1 depicts the typical functional form
of F[a,b](µ|y) for high c and increasing values of y. As we
can notice, for small y, closer to the typical case y = 0,
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FIG. 1. The quantityF[a,b](µ|y) as a function of the order-parameter
µ for average degree c = 13, a = 1, b = 3, and increasing values
of y. The global maximum of F[a,b](µ|y) with respect to µ pro-
vides the cumulant generating function (see Eqs. (18-20)). The be-
haviour of F[a,b](µ|y) characterizes the emergence of a first-order
transition: for y approximately in the range (3.48, 3.99), the func-
tion F[a,b](µ|y) exhibits two maxima, which have the same height
only at the critical value yFT ' 3.70. The function F[a,b](µ|y) has
a single maximum for y . 3.48 and y & 3.99.
F[a,b](µ|y) has a single maximum. Increasing the value of
y leads to the emergence of a second maximum, which means
that Eq. (21) admits three fixed-point solutions: two max-
ima and one minimum. The portion of the phase diagram
where F[a,b](µ|y) has two maxima defines a metastable re-
gion, within which the global maximum yields the leading
contribution to the integral in Eq. (18), while the other max-
imum corresponds to a metastable state, providing a sub-
leading term to the CGF. Finally, the heights of F[a,b](µ|y)
corresponding to the two different maxima become even only
at yFT , and both fixed-point solutions for µ contribute equally
to the saddle-point integral in Eq. (18). The set of critical val-
ues (cFT, yFT) in the parameter space, where both solutions
contribute equally to the CGF, defines a first-order transition
line.
Figure 2 also illustrates F[a,b](µ|y) as a function of µ for
some values of (cFT, yFT). As we move along the critical
line in the parameter space, the two maxima of F[a,b](µ|y)
gradually approach each other, until they finally merge into
a single maximum at a critical point, marking the end of the
critical line. This physical picture is analogous to the Van der
Waals liquid-gas phase transition or the ferromagnetic mean-
field transition in the presence of an external field, with the
proviso that our current exact analysis is not a mean field the-
ory for a more complex underlying model. As a consequence,
the metastable region cannot be promoted to a coexistence re-
gion.
In light of the aforementioned discussion, the CGF
G[a,b](y), obtained from the global maximum F[a,b](µg|y),
is necessarily a continuous function of (c, y). However, the
derivative of G[a,b](y) with respect to y, which renders the
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FIG. 2. The quantityF[a,b](µ|y) as a function of the order-parameter
µ for a = 1, b = 3, and different values of the average degree c
along the upper critical line (see figure 5). The two maxima have the
same height and thus contribute equally to the cumulant generating
function, which features the coexistence of phases. The two maxima
merge into a single maximum right at the critical point.
fraction f , exhibits a jump when crossing the transition line.
Figure 3 shows the discontinuous behaviour of f as a function
of y which emerges at sufficiently large values of c in com-
parison to the interval [a, b]. Such discontinuous behaviour of
the first derivative of G[a,b](y) is the hallmark of a first-order
phase transition. As illustrated in figure 3, the discontinuity
becomes more prominent for increasing c  1, whereas be-
low a certain value of c the fraction f increases smoothly with
y.
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FIG. 3. Fraction f of degrees within the interval [1, 3] as a function
of y for different values of the average degree c. For large values of
c, f has a discontinuous behaviour at a critical value yFT, marking
the first-order phase transition.
Let us now characterize the different phases by studying
the behaviour of the degree distribution py(k) along the tran-
sition line. Figure 4 shows the average 〈k〉y and the variance
σ2k = 〈k2〉y − 〈k〉2y of py(k) for c = 13 and increasing values
of y. Clearly, the degree statistics changes abruptly at the crit-
ical point yFT, with both 〈k〉y and σ2k exhibiting a discontinu-
ous behaviour. For y < yFT, the random graph instances have
a wider range of degrees and the distribution py(k) is closer to
a Poisson law with average c. For y > yFT, the random graph
instances become more homogeneous, since the majority of
nodes have degrees within [a, b]. Accordingly, the variance
σ2k becomes smaller than 〈k〉y and the distribution py(k) has a
peak at a certain k ∈ [a, b], closer to the degree distribution of
a random regular graph. In fact, if we choose an interval [a, b]
such that it contains a single degree K, Eq. (11) converges
to py(k) = δk,K for y → ∞. The degree distribution py(k)
in each phase is shown as an inset in figure 4. In summary,
ER random graphs undergo a topological first-order transition
between an heterogeneous phase, identified by a broader spec-
trum of degrees, to an homogeneous phase, where the degrees
condensate in the interval [a, b].
FIG. 4. Average 〈k〉y and variance σ2k of the degree distribution
py(k) (see Eq. (11)) characterizing rare graph samples generated
from Eq. (1), with c = 13, and conditioned to have a certain fraction
f of degrees inside the interval [1, 3]. The concurrent behaviour of
f as a function of y is presented in Fig. 3. The inset shows the
typical profile of the degree distribution in each phase. The quantities
〈k〉y and σ2k have a discontinuous behaviour that features the abrupt
change of the degree statistics along the first-order phase transition.
The above results are summarized in the phase diagram of
figure 5, where a density plot for the fraction f on the param-
eter space (c, y) is presented in a logarithmic colour scale. As
we can see, there exists two first-order critical lines, indicated
by solid red lines, for small and large values of the average
degree c. Each critical line terminates at a critical point (solid
red circles). The black curves delimit the metastable regions
around each first-order critical line, within which Eq. (21) has
three fixed-point solutions. We remind the reader that Eq. (1)
produces random graph samples with average degree c, while
positive (negative) values of y favour random graph configu-
rations with an average fraction f of degrees in [a, b] larger
(smaller) than its typical value. As we can appreciate from
figure 5, by fixing y > 0 sufficiently large, the first-order tran-
6FIG. 5. Phase diagram showing the fraction f of degrees lying
in [1, 3] for each combination of parameters (c, y). The values of
− log(f) are displayed in a density plot according to the colour scale.
The red curves denote first-order transition lines. The black curves
delimit the regions of the phase diagram where the saddle-point Eq.
(21) has three fixed-point solutions. The solid yellow circles repre-
sent critical points at which the two maxima of F[a,b](µ|y) merge
into a single one (see figure 2).
sition appears for c large in comparison to [a, b], when we si-
multaneously require that samples have a large average degree
and a large fraction f . By setting y < 0, with |y| sufficiently
large, the first-order transition appears for c ∈ [a, b], which is
incompatible with a small fraction f . Thus, the appearance of
two first-order phase transitions is due to the existence of two
distinct situations where conflicting constraints are imposed
on the generation of random graph samples.
Finally, we compute the rate function Ψ[a,b](f) control-
ling the large deviation probability of having values of f
away from its typical value ftyp (see Eq. (9)). According
to Eq. (10), the rate function is the Legendre-Fenchel trans-
form of the CGF with respect to y. Thus, the fact that for
certain values of c the CGF has a non-analytic behaviour in
its first derivative dG[a,b](y)dy results in the appearance of a non-
analytical behaviour on the rate function. This is confirmed
by Fig. 6, where we show Ψ[a,b](f) as a function of f for
different values of c. For c = 2, the rate function presents
two non-analytic points, connected by a straight line, at which
the derivatives from the left and the right of each non-analytic
point present a jump. Since the condensed phase is character-
ized by a very small fraction f in the case of c = 2, figure 6
clearly shows that condensation of degrees is a rare statistical
event. By expanding the rate function around its minimum
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FIG. 6. Rate function Ψ[a,b](f), characterizing the large deviation
probability of Eq. (9), as a function of the fraction f of nodes with
degrees within the interval [1, 3]. We show the rate function for dif-
ferent values of the average connectivity c. The function Ψ[a,b](f)
has a minimum at the typical value f = ftyp (see Eq. (5)). For
the case c = 2 (solid blue line), we also show the presence of two
non-analytic points (light red squares) at which the derivatives of the
rate function are discontinuous. By the construction of the Legendre-
Fenchel transform [30], these points are connected by a straight line
(solid light red line). The dashed blue line is the rate function ob-
tained from choosing the metastable solution for the order-parameter
µ when calculating the CGF. The different symbols (triangles, pen-
tagons and rhombuses) are simulation results obtained through a
reweighting Monte Carlo method.
Ψ[a,b](ftyp) = 0, we obtain
Ψ[a,b](f) =
1
2
(f − ftyp)2
σ2f
, (25)
with
σ2f = c
[ ∞∑
k=0
pc(k)I[a,b](k + 1)− ftyp
]2
+ ftyp (1− ftyp) .
(26)
This implies that the typical fluctuations of f around ftyp are
described by a Gaussian distribution with variance σ2f .
In order to confirm the exactness of our theoretical findings,
we have performed a reweighting Monte Carlo method to es-
timate the rate function [31]. In our particular case, one must
be careful when estimating the rate function for parameters
(c, y) within the metastable region, as the Monte Carlo sim-
ulation may be trapped in the metastable solution. However,
this problem is easily surmounted by choosing the appropriate
initial conditions. The simulation results and their comparison
with our theoretical findings are also shown in Fig. 6, where
we have also included the estimation of the rate function ob-
tained from the metastable branch. The comparison between
our theory and simulations shows a very good agreement.
7V. CONCLUSIONS
In this work we have studied the large deviation properties
of the degree sequence characterizing the Erdo¨s-Re´nyi ensem-
ble of random graphs. By studying the fluctuations of an el-
ementary observable, namely the fraction f of degrees lying
in a given interval, we have shown that the ensemble space of
ER random graphs exhibit rich critical phenomena, with the
presence of two first-order critical lines marking a topological
transition in the degree statistics. As the transition lines are
crossed, we have shown that the degree distribution changes
abruptly from a Poisson-like profile, characteristic of typical
samples from the ER ensemble, to a peaked distribution. The
latter degree distribution identifies a phase where degrees are
condensed or concentrated in a limited sector of their configu-
ration space and, consequently, random graph samples corre-
sponding to this phase have a rather homogeneous structure,
similar to regular random graphs. Nevertheless, condensation
of degrees in the ER ensemble is an extremely rare event, as
confirmed by our computation of the rate function describing
the large deviation probability for the fraction f . Such rate
function exhibits two non-analytic points akin to the presence
of the first-order transition. We point out that similar prop-
erties have been identified in the probability distributions de-
scribing the condensation of fluctuations in other disordered
systems [5, 9]. Our theoretical results for the rate function are
fully confirmed by Monte Carlo simulations.
There are an interesting number of questions to be explored.
Firstly, one wonders whether the metastable region might be-
come a coexistence phase for a different system for which our
solution would correspond to its mean-field approximation.
In this regard studies on Euclidean graphs [32] seem to be the
most natural candidate. Secondly, in the same manner that the
percolation transition is inherited in the magnetic properties
of the Ising model on random graphs, it is pertinent to ask
what is the impact on the magnetic properties of the topolog-
ical first order transition we have observed here. In a similar
context, it would be also interesting to study whether large
deviations in the degree sequence can trigger the decay of the
metastable states found in coupled ER random graphs [33].
Finally, in light of recent advances in the study of large de-
viations on diluted random matrices [34–36], we should con-
sider the spectral properties corresponding to the constrained
graph ensemble studied here. Some of these questions are cur-
rently under consideration. As a last remark, we point out that
the techniques introduced here can be also useful to study ex-
ponential random graphs [14, 24, 28], since the approach of
section III can be readily generalized to the case where the in-
dicator function is replaced by any other arbitrary function of
a single degree.
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