ABSTRACT In an ambient intelligence (AmI) environment, electronic devices that comprise the Internet of things (IoT) network work together seamlessly to provide a wide variety of applications and intelligent services to users. Computer-assisted pronunciation training (CAPT), a widely used application in the traditional Internet environment that corrects user's pronunciation, is a promising service for transition to the AmI environment. However, the migration of the CAPT to the AmI environment is challenging due to its high computational requirements that is at odds with the low computational capacity of IoT members. In this paper, we propose a smartphone-assisted pronunciation learning technique based on a lightweight word recommendation method that exploits built-in functions supported by IoT members and a computationally moderate word selection method. The experimental evaluation of the proposed method demonstrates that the user pronunciation is significantly improved without incurring unacceptable computational costs for a smartphone platform.
I. INTRODUCTION
Ambien intelligence (AmI) refers to electronic environments that are sensitive and responsive to the presence of users [1] - [3] . In an AmI environment, users can be supported by information as well as intelligence provided by electronic devices that comprise the Internet of things (IoT) network [4] . In this scenario, it is expected that members of the IoT network, such as RFID [5] , sensors [6] , appliances [7] , and smartphones [8] , should be distinguishable without manual configuration [9] . The devices should also be able to communicate with each other through the data and information that they gather or produce [10] , and must have the ability to make decisions to facilitate intelligent activities [11] .
To make the AmI environment user-friendly, a wide variety of applications, including traditional Internet applications, must be provided explicitly when requested by the users or by implicit prediction according to the situation [18] , [19] . Computer-assisted pronunciation training (CAPT) is one such popular Internet application that can be adapted to the AmI environment.
CAPT is a computer-based language learning technology that enables users to self-correct their pronunciation using an automatically generated training process [26] . This system is particularly helpful to users who feel uncomfortable participating in oral presentations [27] , [28] . It also eliminates the difficulty associated with finding bilingual tutors who are native speakers [29] . Thus, the CAPT system is an effective alternative to traditional pronunciation training for users who want to participate in lessons without tutors or listeners.
Most CAPT systems provide feedback by detecting unacceptable pronunciation from user speech samples [26] , [29] - [32] . To achieve this, an automatic speech recognition system is trained to identify errors based on a corpus that is composed of thousands of speech samples [33] - [37] . After the unacceptable parts are detected, users are instructed to pronounce a certain set of phonemes, words, or sentences provided by the system that helps them practice their pronunciation. However, it is challenging to adapt CAPT systems for use in the IoT environment because of their intensive computational requirements, which is typically impossible for IoT members with low computational capacity to fulfil.
In this study, we propose a smartphone-assisted pronunciation learning technique (SAPT), which recommends effective words for pronunciation improvement based on a lightweight word recommendation method. The proposed system is capable of being implemented on a smartphone with low computational capacity, resulting in a significant improvement on the applicability to AmI environment.
II. BRIEF REVIEW ON CONVENTIONAL SYSTEMS
In conventional CAPT systems, the feedback is generated by mimicking the tutoring strategy of language learning in the real-world [31] , [34] ; it can be roughly classified as a phonics training strategy and whole-word training strategy [38] . Phonics training employs a phoneme emphasis strategy, which aims to inform the user how to pronounce each phoneme, and this strategy was frequently adapted to the development of conventional CAPT systems [31] , [32] , [35] . It was argued that phonics training is an effective strategy for fine-tuning a user's pronunciation [29] , [38] because it is able to pinpoint the cause of error from the perspective of phonemes [31] , [39] .
Compared to phonics training, whole-word training is considered as an effective strategy for beginning-level users because it follows a natural approach to language learning [40] - [42] . Users are able to view alphabets of words rather than phonetic symbols, as well as listen to good examples of pronunciation and then re-pronounce. This is known as a meaning or shape emphasis strategy, and enables users to naturally learn the relation between alphabets and pronunciation, whereby this strategy leads users to self-learning of productive pronunciation rules [43] . Although phonemeor word-based feedback can be generated according to different tutoring strategies, users' pronunciation training is done by repeatedly pronouncing the same phonemes, words, or sentences that are listed by the system [30] , [35] .
In the early stage of studies in this field, CAPT systems provided a summarized feedback to users, e.g., the pronunciation score [33] , [34] , [44] . Currently, a wide-variety of studies have been considered to produce effective feedback based on an expanded analysis on users' speech [26] . Because frequently mispronounced phonemes may differ depending on the mother language of participating users [45] , prior knowledge exploited from or encoded to speech corpus was used to enhance the training process [35] , [37] , [46] . For example, based on the tendency of users to frequently confuse phonemes that are similar to phonemes of their mother tongue [31] , [35] , CAPT systems are able to provide more informative feedback to users by pointing out the source of the users' confusion [26] , [32] , [37] . However, this approach involves a labor-intensive task to construct a prior knowledge based on each user's mother language and target language pair.
To enhance the effectiveness of training, researchers investigated synthetic pronunciation training that is based on multimodal speech examples [31] , [47] , [48] . For example, a system may provide audio-visual speech examples that are composed of the pronunciation sound and visual animation of articulators [38] , [48] , [49] . Moreover, an approach that generates the feedback by comparing articulation gestures of users and natives was also considered to provide visual insight [39] , [50] . However, these systems usually require significant computational resources to conduct a detailed analysis of the speech signal and generate synthetic animation [29] , [51] .
III. PROPOSED SYSTEM A. LIMITATIONS OF PREVIOUS WORK
In this section, we describe the limitations of previous studies and define the goals of this study. As previously mentioned, the pronunciation training application should preferably be executable on hand-held devices such as smartphones to improve their availability [29] , [59] , [60] . However, conventional CAPT systems are unable to execute on such lightweight devices because speech recognition systems that detect mispronunciation require significant computational resources [26] , [34] - [36] , [51] . In this study, we exploit a lightweight word recommendation technique and a series of built-in functions to significantly reduce the computational burden [60] .
In conventional pronunciation systems, users practice the same words or sentences repeatedly until their pronunciation of predetermined examples becomes acceptable. This process is somewhat tedious from the user's perspective [26] . The situation becomes more challenging when the user has little training in the pronunciation of the target language [45] , [52] - [54] and the system generates a large amount of feedback [35] . In such cases, users can easily be exhausted owing to the extensive training, resulting in the discontinuation of the learning [48] , [55] - [58] . To avoid this situation, we develop our system to provide diverse and effective feedback.
Finally, to the best of our knowledge, few studies have reported an improvement in users' pronunciation skills by following the technique described previously. As the effectiveness of most CAPT systems is not validated, it is difficult to evaluate the improvement in users pronunciation skills through the use of the previous systems. We will address these shortcomings in our study by validating the performance of the proposed system and demonstrating the resulting improvements in pronunciation.
B. SMARTPHONE-ASSISTED PRONUNCIATION LEARNING
We illustrate the procedural steps of the proposed smartphone-assisted pronunciation learning technique (SAPT) in Fig. 1 . First, the user in the AmI environment, who wants to use the pronunciation learning application, speaks the test words displayed on the smartphone, which is a typical IoT device accessed by the user. After the user pronounces the displayed words, SAPT must analyze user's speech to identify the mistakes made by the user. However, this process may require unacceptable utilization of resources such as computational capacity or battery. Instead, the proposed system transfers the gathered speech signals to an IoT member that can support speech recognition processing. Following this, the system receives a list of recognized words from the VOLUME 5, 2017 IoT member and executes the lightweight word recommendation procedure on the smartphone using the recognized words. Finally, the proposed system displays a set of effective words to be practiced by the user.
When a person pronounces a word incorrectly, there is a high likelihood that the person will pronounce words with similar pronunciations incorrectly. We believe that the application of this concept to our system will enable us to improve the pronunciation of a user by correcting similar sounding words. For example, suppose that a person mispronounces the words ''vase'' and ''valance.'' Then, there is a high probability that they will also mispronounce the word ''various,'' which has a similar pronunciation pattern as that of ''vase'' and ''valance.'' In this case, our system can recommend the word ''various'' for a user who has to correct the pronunciation of ''vase'' and ''valance. '' To accomplish this, the word pronunciation is represented as a bag of phonemes. Using this bag of phonemes, the relationship of phonemes with error words is determined. Other words that contain phonemes and have a close relationship with error words are then recommended to users to improve their pronunciation. The procedure followed in the proposed system is shown in Fig. 2 . In the first step, the proposed system displays test words to users, and the user pronounces the given words (Fig. 2a) . In this example, the test word set is composed of three words-''vase,'' ''let,'' and ''valance.'' After each word is pronounced by the user, the system tests how the spoken words are actually recognized. In this case, user's pronunciation of ''vase'' is recognized as ''base'' because of mispronunciation.
Based on the user's pronunciation of the test words, the proposed system identifies the pronunciation characteristics of the user, as shown in Fig. 2b and Fig. 2c . As shown in Fig. 2b , the system represents the pronunciation of a word as a bag of phonemes, and the system generates a bag of phonemes and test results. Next, the correlation of phonemes to the test results is evaluated. Fig. 2b shows that the two phonemes /v/ and /s/ are highly correlated in terms of the error pronunciation because they include the error words ''vase'' and ''valance.'' Fig. 2c shows an example of the word recommendation based on correlation analysis; a circle with a thick line indicates that the corresponding phoneme is strongly correlated with the error pronunciation. Based on the correlation analysis, the system assigns a selection probability value to each word in order to recommend a word set to be practiced. Fig. 2d shows that the two words, ''valance'' and ''various,'' were selected because of their high selection probability. Next, these two words were used to train the user's pronunciation in the practice phase; the system plays a native speaker's pronunciation for the user. After listening, the user pronounces the given words again. Each of the above steps is described in detail in the following sections.
C. PRONUNCIATION TESTING BY IoT MEMBER
This section describes the process by which the system can identify the current level of pronunciation for a user, as shown in Fig. 2a . In order to identify this, the system requires a set of words for evaluating the pronunciation and a speech recognition system to determine whether the pronunciation is acceptable. A set of words for the pronunciation test was collected by three experts, including two graduate students and a professor affiliated to the Department of English Education at Kyungpook National University. A total of 700 words were selected according to the use frequency of the words used in Korean elementary schools for English education, [61] , [62] . We chose the Google voice search (GVS) system as the speech recognition system. This provides a pathway to the IoT member that evaluates the acceptance of a user's pronunciation. The GVS system returns a list of the most probable words based on the speech of more than 250K spoken queries [25] . Fig. 3 shows a pronunciation test interface on a smartphone.
D. LIGHTWEIGHT WORD RECOMMENDATION METHOD
To identify the characteristics or weakness of each user's pronunciation, we modeled user pronunciation as a bag of phonemes, and tried to find the relationship between the pronunciation of error words and phonemes, as shown in Fig. 2b . Then, we developed a word-selection strategy based on this relationship in order to recommend various words, which can help improve the pronunciation quality, as shown in Fig. 2c .
1) BAG OF PHONEMES
Our system creates a bag of phonemes and test results to evaluate the importance of each phoneme as shown in Table 1 . Each word is represented as a vector of phonemes, where a 1 indicates that corresponding phonemes are included in the pronunciation of a word, and 0 otherwise. After the pronunciation test for each word, the test result to indicate unacceptable(acceptable) is also encoded as 1(0). From the bag of phonemes and test results, the proposed system learns the user's pronunciation characteristics by determining the relationship between phonemes and the unacceptable test results. First, we introduce a few notations to explain the process employed to comprehend the user's pronunciation characteristics; let W denote a set of words that is composed of n words {w 1 , . . . , w i , . . . , w n }. A word w i can be represented based on the occurrence of d phonemes in its pronunciation, thereby w i ∈ {0, 1} 1×d ; if the value of the jth element in w i is 1 (denoted as w i,j = 1), then it indicates that the j-th phoneme is required for the pronunciation of w i . In another case, we assigned w i,j to 0. VOLUME 5, 2017 From the perspective of each phoneme, P j ∈ {0, 1} n×1 where 1 ≤ j ≤ d is a column vector that represents the occurrence of the j-th phoneme in the word w i if the value of the i-th element is 1. Next, the test result t i ∈ T represents acceptable / unacceptable pronunciation for w i , where T ∈ {0, 1} n×1 . To measure the relationship between the occurrence of a phoneme and test results, we employed the Pearson correlation coefficient, which is one of the most widely used statistical measures, to calculate the correlation between two variables [66] .
where cov(P j , T ) denotes the covariance between P j and T , and var(P j ) and var(T ) are the variance of P j and T , respectively. The lower and upper bound of C(P j , T ) is given as:
where the value is 1 in the case of a perfect correlation, −1 in the case of a perfect inverse correlation, and some value between −1 and 1 in all other cases, indicating the correlation degree between P j and T . The process employed to calculate the correlation degree is shown in detail with sample words and test results in Table 2 . Table 2 shows the result of a pronunciation test over five words, ''grove,'' ''glow,'' ''good,'' ''cone,'' and ''cold.'' The example data set shows that this user mispronounced all of the words including /g/. In this case, the degree of correlation between /g/ and the test results is calculated as:
Therefore, the existence of /g/ is perfectly correlated to unacceptable pronunciation. In contrast, considering the case of /k/, the degree of correlation between /k/ and the test results is:
Thus, the phoneme /k/ is inversely correlated to an unacceptable pronunciation. The example indicates that to create a recommended word set from the perspective of a user, phonemes with a high degree of correlation need to be included more frequently than those with a low degree of correlation.
2) WORD RECOMMENDATION BY SELECTION PROBABILITY
Based on our assumption that words that have phonemes frequently occurring on error words indicate that there is a higher probability of improving the pronunciation of the error words, we developed a word-recommendation method to create various words using the correlation value of phonemes. The proposed word-recommendation method is implemented to calculate the selection probability of a word using the correlations of phonemes, where the probability of each word represents the selection opportunity for that word to be used to improve the user's pronunciation.
We considered an exponential function to map the degree of correlation of phonemes to the probability value of a word ranged from [0,1]; let a column vector U = {u 1 , . . . , u j , . . . , u d } T be a set of correlation degree values, where u j = C(P j , T ). Then, the importance value of the i-th word w i to be one of the recommended words is calculated as:
where v is an adjusting factor for stressing the influence of each correlation degree in U . Finally, the selection probability for w i is calculated as:
where Y (·) is a normalized importance ensuring the bound [0, 1].
To show how Eq. (3) works, we present an example based on the words ''grove'' and ''cone'' in Table 2 . In this example, let v be set to 1 for simplicity. Then, the importance value for the word ''grove'' is calculated as:
1 while the weight of the word ''cone'' is:
The example shows that the word ''grove'' is assigned a higher importance than the word ''cone'' because the word ''grove'' includes phonemes with a higher degree of correlation with unacceptable pronunciations; the word ''grove'' is selected 41 times more frequently than the word ''cone'' to compose the recommended word set.
A more detailed procedure is given in algorithm 1. First, our algorithm initializes the column vector U = {u 1 , . . . , u d } T (line 2). Afterwards, the algorithm calculates for i = 1 to n do For each word 7:
Calculate selection probability 11: end for 12: R ← ∅ Initialize word set to be recommended 13: while |R| < h do 14: select a word w i ∈ W based on y i 15:
end while 17: end procedure the correlation coefficient between each phoneme P i and the test results T (lines 3-5). Next, the algorithm calculates the importance value of each word for the recommendation (lines [6] [7] [8] . To obtain the selection probability of each word, the algorithm normalizes the importance value of each word (lines 9-11). Finally, the word set to be recommended R is obtained by selecting a word w i ∈ W based on the corresponding selection probability y i (line 14) , and appending to R iteratively (lines 15); the word w i has a high probability of being in a recommended word set if y i is a high value. Thus, to some extent, it allows a random walk on the creation of a word set, which provides some flexibility to recommend a variety of effective words, and it does not fix the recommended word set in deterministic.
After the recommended word set is created, the proposed system displays each word in the recommended word set sequentially, and the native speaker's pronunciation of the corresponding word is also provided to the user. Fig. 4 shows   FIGURE 4 . User interface in the practice phase.
an example of the practice phase from the perspective of the users. In this phase, the user pronounces a displayed word, as in the case of the pronunciation test phase, and the proposed system then displays returned words from the GVS system in order to inform how the user's pronunciation is recognized.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETTINGS AND PRELIMINARY RESULTS
To demonstrate how the proposed system generates the training process for each user, we illustrate experimental settings and preliminary results. In our experiments, there were eight users for whom Korean is the mother tongue. All eight users had completed the compulsory education for English in Korea, and the user group is composed of seven men and one woman, with ages ranging from 28.1 ± 4.1.
Four of the eight users participated in the pronunciation training process supported by the proposed system, and the remaining four participated in the process involving the comparison system. All of the users underwent the same validation process; on the first day of the experiment, each user pronounced each word suggested by the system three times, and the system calculated the average pronunciation accuracy for each user. In the second day, each user completed the practice phase by pronouncing the words recommended by the system. Then, on the third day, each user again pronounced the same words (three times per word) used on the first day, and the system calculates the pronunciation accuracy of each user after practice.
To the best of our knowledge, few well-known pronunciation training systems can be applied for comparison with our system, as mentioned in previous works. Hence, we implemented a comparison system that recommends the randomly selected words in the practice phase without considering the error pronunciation, and we compared the performance of the proposed system with that of the comparison system.
We defined the word sets and their abbreviations involved in our experiments for ease of explanation as follows:
• A set of all the considered words W : a set of 700 words that are frequently used in the education of elementary school are considered, |W | = 700.
• A set of words returned from the GVS system G: after the user pronounces a word w i ∈ W , the GVS system returns a set of probable words {g 1 , . . . , g j }, where j ≤ 10. In our experiment, the GVS system returns 7,166 unique words over the pronunciation test and the practice phase for the pronunciation of users, which forms a set of returned words G, |G| = 7, 166.
• A set of recommended words R: after the first round is completed, 70 words of W are selected to train the user, |R| = 70 and R ⊂ W .
• A set of accepted words BP and AP: a set of words that are determined as acceptable pronunciation before practice (BP) and a set of words that are determined as acceptable pronunciation after practice with words recommended by the proposed system (AP).
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• A set of corrected words C: a set of words that are determined as unacceptable pronunciation in the first round, but which are determined as acceptable pronunciation in the second round. Thus, C ⊂ BP c ⊂ W and C ⊂ AP, where BP c is a complementary word set of BP. In our experiments, the eight users pronounced words 16,800 times during the two pronunciation test phases and 1,680 times in the practice phase. According to the spoken pronunciation by the users, the GVS system returned 67,317 words, of which 7,166 words were identified as unique words; these compose the word set G. Fig. 5 shows the distribution of words in G (grey dots) and the distribution of words in W (red asterisk), after applying the principal component analysis (PCA) on our bag-of-phoneme representation of W and G data sets. Based on these word sets, we conducted a series of experiments and analyzed the experimental results. 
B. RECOMMENDED WORD SET USING BAG OF PHONEMES
To realize the effective training for each user, the proposed system should output a different recommended word set R for each user if the weakness of the pronunciation differs for each user. In the proposed system, the words in R are selected from W by considering the correlation between words with unacceptable pronunciation and their phonemes. Because the degree of correlation of phonemes differs according to each user, the system must recommend a different word set for each user. Tables 3, 4 , 5, and 6 show the top 20 words from among the words in the list of 70 recommended words, R, based on the highest selection probability according to each user. We used brackets to re-mark the top 10 phonemes with a high degree of correlation. The experimental results showed that the proposed system chooses a different R for each user; R for User 1 contains words that include /f/, which occur frequently, such as 'four', 'fork', and 'fog', whereas R for User 2 contains many words that include /g/, such as 'igloo', 'girl', and 'jug'.
C. PERFORMANCE COMPARISON OF THE PROPOSED METHOD WITH RANDOM RECOMMENDATION SYSTEM
In this section, we first examine the pronunciation improvement after four users practiced the recommend word sets R supported by the proposed system. Then, we compare the performance of the proposed system with that of the random recommendation system, which supports the randomly selected words.
In the proposed system, users pronounce three times each word in W before and after the practice to determine their pronunciation skill. Fig. 10 shows the number of words accepted by a majority vote in the three pronunciation trials, |BP| and |AP|, respectively. The increment of the accepted words before and after practice, |AP| − |BP|, is shown on the top of the red bar graph. The experimental result shows that the number of accepted words significantly increased by 49 words (7.0%) on average for all four users after the proposed practice. Fig. 11 shows the ratio of accepted words for each of the three pronunciation trials before and after practice, where the accepted word ratio is the percentage of the accepted words in each trial over 700 test words, W . From Fig. 11 , we see that for all users, the accepted ratio of three trials in AP was significantly improved compared to that of the three trials in BP. Note that in results for both BP and AP in Fig. 11 , the accepted word ratio decreased overall as the number of pronunciation repetitions increased. In Fig. 11 , the best percentage of accepted words in BP and AP is achieved for the first pronunciation overall, and the accepted word ratio is gradually decreased as the pronunciation of the same words is repeated more. This result indicates that the repetitive training of the same words tends to reduce the user's motivation to conduct continuous training, resulting in a degraded pronunciation accuracy. Fig. 12 shows the improvement in the accepted word ratio at the first pronunciation for the three trials, after excluding the effect of repetitive pronunciation; the improvement is noted on the top of the red bar. The four figures all show that the accepted words increased after they passed the practice phase using the proposed system. Thus, the experimental results indicate that the pronunciation skill of all of the users improved after being trained by the proposed system.
To verify the effectiveness of the proposed system, we conducted comparison experiments on the remaining four participants. The procedure involved in the pronunciation training was the same with the exception of the word-recommendation process. For this group of users, the set of recommended words was randomly selected from W . Thus, the selection probability of all the words is the same regardless of their test results; 1/700 × 100 = 0.14%. . Improvement in the number of acceptably pronounced words for each user after practice using random word recommendations. Fig. 13 shows the number of words accepted by the majority vote in the comparison system, |BP| and |AP|. In Fig. 13 , we show that for each user, the number of acceptably pronounced words after the practice using random recommendation was increased by 11 words (1.6%) on average for the four users. Compared with the increase by 49 words (7.0%), as shown in Fig. 10 , the comparison system realized a negligible improvement, indicating that the proposed selection strategy was superior in terms of its effectiveness when compared with the random selection strategy.
The effect of repetitive pronunciation of the same words in the comparison system was also investigated, and the results shown in Fig. 14. Fig. 14 shows the percentage of words accepted by the comparison system in each of three pronunciation trials before and after practice. The results indicate that overall, the percentage of accepted words exhibited the best performance during the first pronunciation; however, it is likely to decrease as the number of repetitions increase, regardless of BP and AP. This trend is similar to that which shows a negative performance caused by repetitive training of the same words, as shown in Fig. 11 , using the proposed method.
As shown in Fig. 11 , compared with the result where all three trials exhibited better performance compared to all three trials in BP in the proposed method (except User 1), Fig. 14 in the comparison system does not demonstrate stable improvement after the practice; for all users, it was common for a few trials of AP to exhibit worse performance than the result for BP.
Furthermore, even though in the comparison system, the accepted percentage of AP during the first pronunciation was increased by an average of 1.6% compared to that of BP in the first pronunciation, it was also negligible considering the fact that in the proposed system, AP in the first pronunciation was increased by an average of 7.7% compared to that of BP in the first pronunciation, as shown in Fig. 12 .
D. QUALITATIVE ANALYSIS FOR PRONUNCIATION IMPROVEMENT USING VISUAL TRACKING
In this section, we track the phonetic characteristics of a word set by plotting the PCA, and we try to explain the high probability that the proposed system can correct each user's pronunciation qualitatively. Fig. 15 shows the distribution of the recommended words R using the proposed system, as well as the corrected words C that were unacceptable before the practice and acceptable after the practice. The grey dots, red asterisk, and blue circle represent words in G, R, and C, respectively. Fig. 15 shows that words in C are distributed near words in R, indicating that phonetically similar C words with R are also accepted after practicing R.
In addition, we can expect that the phonetic characteristics of the words returned by GVS will become more similar to each other as the pronunciation of a given word increases in terms of accuracy. This is because the GVS returns a set of the most phonetically similar words for a given word. Fig. 16 shows the distribution of a given word in C and words returned by GVS for that word pronunciation both before and after the practice. From Fig. 16 , we can see that for a given word in C, the distribution of words returned by GVS before practice was greater compared with the distribution of words returned after the practice, and their distribution becomes closer to the given words after the practice.
From a series of PCA plots, we can see that the use of the proposed system has a high probability for users to correct their pronunciation more accurately by training the effective phonetics in the word set R recommended by our system.
V. CONCLUSION
In this study, we presented a smartphone-assisted pronunciation learning technique that provides ambient intelligence to users. To circumvent the impractical computational cost for analyzing users' speech signal, our proposed system replaces this procedure by functions already supported by the members in the IoT network without modifying their functionality. A lightweight word recommendation technique using the bag of phoneme model and correlation analysis was employed to customize the information given by IoT member to provide adaptive and personalized pronunciation training.
In the perspective of pronunciation training system, we proposed a new smartphone-assisted pronunciation training system to effectively support diverse words, which are obtained by considering the individual pronunciation characteristics of each user. Because the training process is facilitated based on the most intuitive approach, which is to listen to native pronunciations for various words and then to pronounce them, the users were able to easily and rapidly correct their pronunciation without the need for stressful training; the training process took only one day for each user, and it resulted in the correct pronunciation of 7.0% more words for an average of 700 test words. Using the proposed method, we realized significantly improved results compared to the 1.1% improvement realized with the system that uses randomly selected words for pronunciation training. As a consequence, our analysis demonstrated that the correction of the users' pronunciation was mainly attributed to the recommended words, whose phonemes frequently occurred in the users' erroneous pronunciation. Using the proposed system, the users were then able to pronounce the words in a way that is phonetically more similar to the acceptable pronunciation.
Although the proposed bag-of-phoneme model was developed to analyze the pronunciation skill of each user and to track their improvement, a more detailed analysis can be conducted using a serious of data mining techniques such as sequential pattern analysis and sequence alignment. For example, the sequential pattern analysis will allow us to investigate unacceptable pronunciation in more detail because the pronunciation of a word is generated by the sequential process of each phoneme. Using the sequence alignment technique to compare users' pronunciation with the correct pronunciation, the system will be able to detect phoneme level errors based on the matching results between each phoneme. We also expected that this will make intelligent activities in the ambient intelligence environment more intelligent, delivering better experiences to the user. In future, we aim to investigate these issues in more detail. 
