In this paper we make the connection between two approaches for supervised classification with a rejection option. The first approach is due to Tortorella and is based on ROC curves and the second is a generalisation of Chow's optimal rule.
Introduction
In a supervised classification problem the aim is to build a decision rule according to which a new object will be assigned to one of c predefined classes.
In order to build this decision rule we need a training set of patterns correctly classified. For a comprehensive treatment of this subject see, e.g., Ripley (1996) or Webb (1999) . When there is some uncertainty it may be better to introduce a rejection option to avoid high error rates and/or to reduce the overall costs.
Thus, finding a reject rule which achieves the best trade-off between error rate and reject rate is undoubtedly of practical interest in real applications.
The problem of defining an optimal reject option has been tackled by Chow (1957 Chow ( , 1970 . In the first article he formulated an optimal decision rule. In the second he derived a general relation between the error and reject probabilities and presented the optimum error-reject curve. More specifically Chow's rule minimises the error rate for a given reject rate, or vice versa, and consists of rejecting an object if the highest a posteriori probability is lower than some threshold 1 − t (rejection threshold), t ∈ [0, 1 − 1/c]. Chow's rule is optimal in the sense that for some reject rate specified by the threshold t, no other rule can yield a lower error rate. Chow considered a particular cost function.
Let C(i|j) be the cost incurred by classifying in G i when the true class is G j . 
where I is the class of rejection (Indecision class). Moreover, it is known (Chow, 1957) that the optimum decision rule is also a minimum-risk rule if the cost function is uniform within each class of decisions. In this case, the rejection threshold is related to the other costs as follows, t = (C r −C c )/(C e −C c ), where C e , C r and C c denote the costs of making an error, rejection and correct recognition, respectively (Chow, 1970) .
The rejection option is desirable in those applications where it may be more convenient to withhold making a decision than to make a wrong decision.
Furthermore, the costs may not be symmetrical, because the consequences of different errors are usually not equivalent and depend on the nature of the particular application. As an example, in the case of medical diagnosis a false negative outcome can be much more costly than a false positive. Similarly, in the detection of fraud, the cost of missing a particular case of fraud will depend on the amount of money involved. In this paper we consider the generalisation of Chow's rule (optimum error-reject tradeoff) for different class conditional costs of misclassification and correct classification. That is, for the general cost function
An optimal decision rule based either on a posteriori probabilities or on conditional densities can then be obtained. This rule, although based on classical
Bayes decision theory, is in fact a generalisation of Chow's original rule because of the more general cost structure. As far as we know it has not been widely exploited or used in practice (there is a brief reference in Webb, 1999, p. 13) . For this optimal rule we derive the particular expressions for the two class case.
Tortorella (2000) also presented an optimal reject rule for binary classifiers based on the Receiver Operating Characteristic curve (ROC curve). The rule is optimal since it maximizes a classification utility function, defined on the basis of classification and error costs particular for the application at hand.
The aim of our paper is to make the connection between the classification approach presented by Tortorella and the generalisation of Chow's rule for the two class case, and prove that these two approaches are theoretically equivalent.
This paper is organized as follows. Section 2 discusses the generalisation of Chow's optimal reject rule. The connection between the two approaches is presented in Section 3. To exemplify the methods an application is discussed in Section 4. The paper concludes with summary and discussion in Section 5.
Generalisation of Chow's rule
Consider a pattern with feature vector x = (x 1 , x 2 , . . . , x p ) T ∈ X , a set of
. ., G c , I (Indecision class) and a training set (
, where i k = j if and only if the k−observation belongs to G j , j = 1, . . . , c, k = 1, . . . , n. A general classifier is an application X → {G 1 , G 2 , . . . , G c , I} and the classification task is to estimate the true class of a new observation characterised by a feature vector x new . Let π i denote the a priori probability of G i and f i (x) the (conditional) density of x given G i . The a posteriori probability of G i given x is denoted by P (G i |x) and is related with the previous quantities by
Chow's rule is optimal since it is a minimum-risk rule if the cost function is uniform within each class of decisions i.e., if no distinction is made among the errors (Chow, 1957 as:
Consider now the general cost function (2). The conditional risk (or expected loss) of assigning an object x to class G i is defined as
where
So we can write that
and the classification rule that minimizes the Bayes risk under (2) is given by
In a two-class problem, it is straightforward to verify that, in practice, the classification rule converts to
The same rule can equivalently be stated in terms of a posteriori probabilities:
It is also important to note that, for certain combination of costs, the rejection option may not be activated. It is easy to verify that a necessary, but not sufficient, condition to activate the rejection is that C r < C(1|2) and C r < C(2|1). Some of the cost combinations considered in the example discussed in Section 4 further illustrate this point.
Relation with the ROC curve
As anticipated in the introduction, the aim of this section is to establish the connection between the rule presented in Section 2 and the rule based on the ROC curve, due to Tortorella (2000) .
Tortorella assumes that the classifier provides for each feature vector, x, a value x in the range [0, 1] which is a confidence degree that the pattern belongs to class P (positive class). In this section, as in Section 2, we will adopt G 1 instead of P .
To build the classification rule (without rejection) it is necessary to fix a threshold u (which Tortorella calls "confidence threshold" and denotes by t) such that a new observation is assigned to class G 1 if x > u. Obviously, Tortorella is assuming that the classifier provides an estimate of the a posteriori probability of class G 1 . Since the aim is to establish a theoretical connection between the two approaches, let us assume that the classifier provides, not an estimate, but the true a posteriori probability of class G 1 , that is x(x) = P (G 1 |x).
Tortorella considered not one but two thresholds to cope with a rejection option: x is assigned to class G 2 if 0 ≤ x < u 1 , to class G 1 if u 2 < x ≤ 1 and it is rejected if u 1 ≤ x ≤ u 2 . Tortorella considers earnings and maximizes a classification utility function. Chow takes costs and minimizes the risk. At this point there is no doubt of the correspondence between these two approaches.
According to Chow's notation, and ours, in the case of binary classifiers such costs can be specified by C 11 = C(1|1) and C 22 = C(2|2) (costs of correct classifications, therefore negative); C 21 = C(1|2) and C 12 = C(2|1) (costs of misclassifications, therefore positive) and finally a cost of rejection, C r > 0.
The theoretical ROC curve is defined as a function of the threshold u. For each u ∈ [0, 1], the true positive rate, T P R, and the false positive rate, F P R, are defined as,
where f P (x) and f N (x) are the density functions of the univariate random variable x(x) = P (G 1 |x) (a function of the random vector x) conditional with respect to each class. The ROC curve is the set of points given by the pairs The rates defined in (3) could be written in a different form, directly, without computing the densities f P (x) and f N (x). Note that
where R u ⊂ IR p symbolize, for each u ∈ [0, 1], the usual classification region (denoted previously as D 1 ) for class G 1 in the space of the original variables, now represented in this way to emphasise the dependence on u. Note also
0 ≤ u 1 < u 2 ≤ 1. As usual, suppose that the set {x : P (G 1 |x) = u} has null probability measure for any of the classes and for every u : u min < u < u max . Then we have
On the other hand, from (3)
What Tortorella showed is that the profit is maximized (or equivalently, the risk minimized) if we choose thresholds u 1 and u 2 such that the derivative of the ROC curve at those thresholds is, respectively,
Afterwards Tortorella proposed a geometrical procedure to compute the thresh-olds for empirical ROC curves. On the other hand, as we saw in Section 2
therefore, we can conclude that the two approaches are equivalent, in a theoretical way, if and only if the derivative of the ROC curve is
This is shown in the following proposition.
Proposition: Consider a random vector x with distinct probability distributions in classes G 1 and G 2 , specified by their densities f 1 (x) and f 2 (x), with a priori probabilities π 1 and π 2 . Then the derivative of the ROC curve, {(F P R(u), T P R(u)), u ∈ [0, 1]}, at the point specified by u 0 , is given by
where u min = min x P (G 1 |x) and u max = max x P (G 1 |x).
Proof: First note that
Consider now separately the cases h > 0 and h < 0. If h > 0, R u 0 +h ⊂ R u 0 , so we can write
On the other hand if h < 0, R u 0 +h ⊃ R u 0 ,
Therefore, the left and right derivatives are given by
and as h → 0 + (h → 0 − ), the region R u 0 \R u 0 +h (R u 0 +h \R u 0 ) "shrinks" and is such that P (G 1 |x) tends to u 0 and P (G 2 |x) = 1 − P (G 1 |x) tends to 1 − u 0 .
and similarly if h → 0 − . Remark 2: Although we have showed the theoretical equivalence of the two approaches, the results may differ in a real application due to different estimation procedures.
Remark 3: Other proofs could be given for particular cases (for example, any univariate distributions, normal distributions with different means and equal covariances, normal distributions with equal covariances and different means, etc.). To fix ideas we consider a simple example.
Example: Consider two bivariate normal distributions with means µ 1 = (0, 0) T and µ 2 = (2, 0) T , respectively, and equal covariance matrices Σ = I. Then we have
So we can write
Analogously,
In this case it is straightforward to verify the proposition:
where Φ(x) is the cumulative distribution function of the standard univariate normal distribution and ϕ(x) = exp(−x 2 /2) is its derivative.
Application
In view of Remark 2 of the previous section it is important to compare the results obtained with the application of the methods just discussed to real data. For that purpose we have chosen the well known Pima Indian Diabetes dataset, also used by Tortorella (2000) . The dataset is available on the web from the UCI Machine Learning Repository and contains 768 labelled cases (500 healthy, G 2 or negative class, N, and 268 diabetes, G 1 or positive class, P ) with 8 features. The a priori probability estimates are thereforeπ 1 = 0.35 andπ 2 = 0.65.
We have chosen three classifiers: linear discriminant analysis (LDA, that is, the Bayes classifier assuming multivariate normal distributions with a common covariance matrix and parameters estimated by the sample means and pooled sample covariance matrix of the cases in the training set), logistic dis- Table 1 The combinations of costs.
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Case C(2|1) C ( crimination (LD, see e.g. Anderson, 1972 Anderson, , 1982 and a Multi Layer Perceptron (MLP) with 8 input units, 4 hidden units and 1 output unit (implemented with the nnet library from S-Plus 2000, with rang=0.1, decay=0.01 and 20000 iterations, for details on this implementation see Venables and Ripley, 2002) . Each of these classifiers provide estimates of the posterior probability of class membership,P (G 1 |x) andP (G 2 |x) = 1 −P (G 1 |x).
As in Tortorella (2000) we have used 614 (≃ 80%) randomly selected observations for training, 77 (≃ 10%) for evaluating the ROC curves and the remaining 77 as test set. We have also adopted the seven combinations of costs chosen by Tortorella (2000) and reproduced in Table 1 .
When the rejection option is not considered all the cost combinations lead to the following rule: classify in G 1 (or P ) if
and in G 2 (or N) otherwise. For each classifier and case we then estimated, using the test set, the error rates (false positive rate, F P R, and false negative rate, F NR), as well as the rates of correct classification (true positive rate, T P R = 1 − F NR, and true negative rate, T NR = 1 − F P R).
When the rejection option is considered we have to compute, for each of the two methods, two thresholds, u 1 and u 2 , such that an observation is rejected
For the method based on Chow's rule these are, independently of the classifier,
given by
For the method based on the ROC curve we obtained, for each classifier, an independent estimate of the ROC curve (using the second set of observations and eleven equidistant candidate thresholds u = 0, 0.1, . . . , 1). Then its convex hull was obtained and from it the final thresholds, u 1 and u 2 , which are such that the corresponding slopes are as close as possible to the values given by m 1 and m 2 defined in (5). Figure 2 shows the three ROC curves with their convex hulls.
After obtaining the thresholds, u 1 and u 2 , by the two methods we again classified the observations in the test set, estimating F P R, F NR, T P R and T NR, as before, and also the probabilities of rejecting a negative case, RN, and a positive case, RP . Table 2 summarises the results. Note that for the first four cost combinations (cases a, b, c and d) the rejection option is not activated.
This happens not because of the failure of the necessary condition mentioned at the end of Section 2, but because u 2 < u 1 .
We finally estimated, again for each cost case and classifier, the total associated risk (that is, the symmetric of the utility in Tortorella, 2000) . Without rejection this risk is given by
whereas with rejection it is given by
These results are given in Table 3 . Since the aim is to minimize the risk the lowest value in each line is shown in boldface. From the three classifiers LDA gives the best results. When comparing the results with and without rejection we can see that, for the cost combinations for which the rejection Table 2 Classification results and rejection thresholds obtained for the Pima Indians Diabetes test set. option is activated, the risk with rejection is usually smaller than the risk without rejection (the exceptions are LDA/Chow at case e and MLP/ROC at case f). Finally we conclude that for this example the rejection method based on Chow's rule leads to smaller risks than the rejection method based on the ROC curve.
Classifier

Summary and discussion
We have reviewed Tortorella's rejection approach for binary classifiers and compared it with a generalisation of Chow's rule, showing the theoretical equivalence of the two approaches, through an important invariance property of the derivative of the ROC curve.
Both methods include a rejection class and can cope with a rather general cost structure, however, Tortorella's approach is restricted to binary classifiers whereas Chow's rule is not. Furthermore, the first approach relies on a geometrical procedure which consists of finding the lines with slopes given in (5), intercepting the ROC curve and having largest TPR. Therefore the threshold values are chosen from a discrete set (associated to the ROC convex hull vertices). In the second approach there is not this limitation, and the threshold values are optimally derived from the cost structure. In our opinion this explains why in the application considered in Section 4 the method based on the ROC curve gave poorer results.
To finish we want to emphasise that, for the second approach, it is not necessary to rely on the exact knowledge of the a posteriori probabilities or the class conditional densities. It is sufficient to have, for a given observation, an estimate of any of those quantities. Many classifiers provide directly the estimates of the a posteriori probabilities (e.g. neural networks, logistic discrimination, k-NN). In cases where it may be necessary to estimate the class conditional densities we suggest, for example, a mixture of multivariate normal densities (as in Fraley and Raftery, 2003, Sec. 10 .2).
In conclusion, we believe that the procedure discussed in this work can be useful for several applications. As far as our future work is concerned great effort will be devoted to the development of a new method that could take into account not only the rejection by indecision but also a new class of rejection for atypical observations.
