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Raymond Jennings i Peter Schotch w artykule Inference and necessity1 
wprowadzili pojęcie poziomu sprzeczności (niekoherencji) zbioru prze-
słanek. Miara ta wyznaczona jest przez najmniejszą liczbę podzbiorów, 
na jakie trzeba podzielić dany zbiór, aby każdy z elementów podziału 
był niesprzeczny. Idea wykorzystywania właściwych podzbiorów zbio-
ru przesłanek znajduje odzwierciedlenie we wnioskowaniach znanych 
z życia codziennego, w ramach których nie posługujemy się jednocze-
śnie całą naszą wiedzą, lecz jedynie jej fragmentami2. Pojęcie poziomu 
sprzeczności zbioru pozwoliło Jenningsowi i Schotchowi na sformuło-
wanie parakonsystentnej relacji inferencji zwanej forcingiem. O ile kla-
syczna relacja konsekwencji zachowuje prawdziwość, tak relacja forcingowa 
zachowuje poziom sprzeczności zbioru przesłanek3.
Celem pracy jest omówienie pewnych własności sprzecznych zbiorów 
przesłanek, które można zaobserwować posługując się metodą wniosko-
wania zaproponowaną przez Jenningsa i Schotcha. Sformułujemy poję-
cia potrzebne do wyrażenia forcingowej relacji konsekwencji. Przedstawi-
my również przykłady jej zastosowania.
Niech następujące symbole będą jedynymi składowymi alfabetu ję-
zyka 
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Raymond Jennings i Peter Schotch w artykule Inference and necessity1 wprowadzili pojęcie 
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podziału był niesprzeczny. Idea wykorzystywania właściwych podzbiorów zbioru przesłanek 
znajduje odzwierciedlenie we wnioskowaniach znanych z życia codziennego, w ramach 
których nie posługujemy się jednocześnie całą naszą wiedzą, lecz jedynie jej fragmentami2. 
Pojęcie poziomu sprzeczności zbioru pozwoliło Jenningsowi i Schotchowi na sformułowanie 
parakonsystentnej relacji inferencji zwanej forcingie . O ile klasyczna relacja konsekwencji 
zachowuje prawdziwość, tak relacja forcingowa zachowuje p ziom sprzeczności zbioru 
przesłanek3. 
Celem pracy jest omówienie pewnych własności sprzecznych zbiorów przesłanek, 
które można zaobserwować posługując się metodą wnioskowania zaproponowaną przez 
Jenningsa i Schotcha. Sformułujemy pojęcia potrzebne do wyrażenia forcingowej relacji 
konsekwencji. Przedstawimy rów ież przykłady jej zastosowania. 
Niech następujące symbole będą jedynymi składowymi alfabetu 
ję L: p, ', ¬, ∧, →, (, ). Symbole „p” oraz „'” będą służyły do budowania zmiennych 
zdaniowych języka L.4 Przypominamy poniżej określenia wyrażenia, zbioru zmiennych 
zdaniowych oraz zbioru formuł. 
Definicja 1. Każdy skończony ciąg symboli z alfabetu języka L nazywamy wyrażeniem 
języka L. 
Definicja 2. Zbiór zmiennych zdaniowych Zm to najmniejszy spośród zbiorów wyrażeń X 
języka L spełniający następujące warunki: 
i. p ∈ X, 
ii. jeżeli ˹A˺ ∈ X, to ˹A'˺ ∈ X. 
Definicja 3. Zbiór formuł For to najmniejszy spośród zbiorów X wyrażeń języka L 
spełniających następujące warunki: 
i. Zm zawarty jest w X, 
ii. jeżeli A ∈ X, to ˹¬A˺ ∈ X, 
iii. jeżeli A, B ∈ X, to ˹A ∧ B˺ ∈ X, 
                                                          
1 P.K. Schotch, R.E. Jennings, Inference and Necessity, “Journal of Philosophical Logic”, 1980, nr 9, s. 327–340. 
2 Ibidem, s, 329. 
3 W literaturze anglojęzycznej podejście do parakonsystencji zaproponowane przez Jenningsa i Schotcha 
określane jest jako preservationism. 
4 Dla przejrzystości zapisu pierwsze sześć zmiennych zdaniowych będziemy oznaczać przez ‘𝑝𝑝’, ‘𝑞𝑞’, ‘𝑟𝑟’, ‘𝑠𝑠’, ‘𝑡𝑡’, 
‘𝑤𝑤’.  
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nia zmiennych zdaniowych języka L4.  Przypominamy poniżej określe-
nia wyrażenia, zbioru zmiennych zdaniowych oraz zbioru formuł.
Definicja 1. Każdy skończony ciąg symboli z alfabetu języka L nazy-
wamy wyrażeniem języka L.
Definicja 2. Zbiór zmiennych zdaniowych Zm to najmniejszy spo-
śród zbiorów wyrażeń X języka L spełniający następujące warunki:
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4 Dla przejrzystości zapisu pierwsze sześć zmiennych zdaniowych będziemy oznaczać przez ‘𝑝𝑝’, ‘𝑞𝑞’, ‘𝑟𝑟’, ‘𝑠𝑠’, ‘𝑡𝑡’, 
‘𝑤𝑤’.  
Definicja 3. Zbiór for uł For to najmniejszy spośród zbiorów X y-
raż ń języka L spełniaj ych następujące warunki:
𝑟𝑟 𝑠𝑠 𝑡𝑡
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze z ioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
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Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
pisze y 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
ogiką L nad językiem L nazywamy dow lny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnos li się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i mon toniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
ii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con?̅̅?𝐿(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con?̅̅?𝐿({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z lementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest lementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji lement, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
   
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Ponieważ w naszych przykładach jako L bierzemy logikę (konsekwencję) 
klasyczną, wyprowadzenie ze zbioru 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, pisz my Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
ł  
iv. jeżeli A, B ∈ X, to ˹A  B˺ ∈ X. 
Logiką L nad językie  L nazywa y dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, pisze y Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierze y 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ for uły 𝛼𝛼 oznacza y pisząc 
Γ ⊢ 𝛼𝛼.  przypadku rozważań ogólnych, będzie y odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyj uje y, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
i. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
i. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli oc. Będzie y 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względe  logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór for uł Γ ⊆ For jest sprzeczny względe  logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, pisze y wówczas: Con𝐿𝐿(Γ). 
Definicja 5. For uła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względe  logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów for uł, której 
jedny  z ele entów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
i. Γ = ⋃ ℙ. 
Przykład 1. Rozważ y zbiór Γ = {p, ¬p, p  q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jedny  
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p  q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest ele ente  każdej rodziny zbiorów będącej pokrycie  logiczny , 
ponieważ chce y uwzględniać przypadek, gdy Γ = ∅. Przyj uje y u ownie, iż podając 
przykłady pokryć logicznych, będzie y po ijać ich naj niejszy względe  inkluzji ele ent, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
(ℙ)) nazywa y liczbę (ℙ) =  Card(ℙ) − 1. 
 
5 idać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 oznaczamy pisząc 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowol j pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest we nętrznie sprzeczna zględem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = { 0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 W przypadku rozważań ogólnych, będziemy odnosili się do 
pewnej stalonej logiki L. Przyjmujemy, iż relacja 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsek encję) klasyczną, wyprow dzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy od osili się do pewnej ustalonej logiki 𝐋𝐋. 
j j ,  ⊢𝐿𝐿 posiada poniżej przywołane łas ości określane odpowiednio 
jak  zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
P nadto, dla dowolneg  zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
roz ażać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (  skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzecz y5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
e nętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 ( zn. Cov𝐿𝐿(ℙ, Γ)) tw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, 1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej r dziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
  i j
przywołane własności określane odp wiednio jako zwrotność, cięcie i mo-
notoniczność:
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy do olny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowoln j pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, pis emy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprow zenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy dnosili się d  pewn j ustal nej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. j li 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. j li ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowoln go zbioru Γ niech  ozna za jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest prz czny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
D fi icja 5. Formuła 𝛼𝛼 ∈ For jest w wnęt nie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie biór Γ ⊊  For oraz ℙ – rodz na ów formuł, tórej 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy biór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej ro ziny zb orów będącej pokryciem logicznym, 
onieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyj ujemy u ownie, iż podając 
przykłady pokryć logicznych, ędziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicj  7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                      
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla owolneg  zbioru 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L ad językiem L nazywamy d wolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  Fo . Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych pr ykładach jako 𝐋𝐋 bierzemy 
l gikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej l giki 𝐋𝐋. 
Przyjmujemy, iż relacj  ⊢𝐿𝐿 p siada poniżej przywoła e własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolneg  zbioru Γ niech Card(Γ) ozn cza j go liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For j st przeczny względem logiki 𝐋𝐋 (  skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ Fo  jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech da  będ i  zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest l mentem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uw ględniać rzypadek, gd  Γ = ∅. Prz jmujemy umownie, iż podając 
przykłady pokryć logic nych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ or z Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                     
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 niech 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L n d języki m L nazywamy dowoln  zbiór par 〈Γ, 𝛼𝛼〉 ∈ 𝟐𝟐For ×  Fo . Dl  
dow lnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ  naszych przykładach jako 𝐋𝐋 bierzemy
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuł  𝛼𝛼 znaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy o nosili się do pe nej ustalonej l giki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 p siada poniżej przywoła e własności określane odpowiednio 
jako zwrotność, cięcie i mon toniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Pona to, la dowolnego zbioru Γ niech Card(Γ) ozn cza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprz czny względem logiki 𝐋𝐋 (  skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con?̅̅?𝐿(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con?̅̅?𝐿({𝛼𝛼}). 
De inicja 6. Niech a  będzi  zbiór Γ ⊊  Fo  oraz ℙ – rodzina zbiorów formuł, której 
jednym z lementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest lemente  każdej rodziny zbiorów będącej pokryciem logiczn m, 
ponieważ chcemy uw glę niać przypadek, gdy Γ = ∅. Przyj ujemy umownie, iż podając 
przykłady pokryć logic nych, będziemy pomijać ich najmniejszy względem inkluzji lement, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ . Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
    
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny tw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
oznacza jego 
liczność, czyli moc. Będziemy rozważać zbiory 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy do olny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwr tność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈Fo  Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór f rmuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wó czas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-spr eczna) wtw Co 𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dan  będ ie zbiór Γ ⊊  For or z ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. v𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest ele ente  każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                      
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 spełniające waru ek: 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L na  językiem L nazywamy dowoln  zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  F r. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, pisz my Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych prz kładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wypr wadzenie ze zbioru Γ for uły 𝛼𝛼 znaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosil  się do pewnej ustal ej logi i 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności kreślane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼,  ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) o nacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For  sprz czny względem logiki 𝐋𝐋 (w krócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For je t w w ętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzi  zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów fo muł, której 
jednym z elementów jest zbiór pusty ∅). ℙ jes  logi znym pokryciem zbio  Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodni  z defi icją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest element m każdej rodziny biorów bę ącej pokryciem logiczny , 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy u ownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1.
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Definicja 4.
1.  Zbiór 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Lo L nad językiem L nazywamy owoln  zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jak  𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadze ie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku roz ażań ogólnych, będziemy dnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrot ość, cięcie  monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech C r (Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)  wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sp zeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ (Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprz czna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wt  Co 𝐿𝐿̅̅ ({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For raz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)  wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gd ie Ω0 ∅, 1 = {p, p → q}, Ω2 = {¬p, q}, Ω3 = {  ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziem  mijać ich ajmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia  (ozn. 
w(ℙ)  nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 j i rzeczny   L  i : 
L-niesprzeczny; ozn. 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych prz kładach j ko 𝐋𝐋 bierzemy 
l ikę (k nsekwe cję) klasyczną, ypr wadz ie ze zbioru Γ f rmuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W prz padku rozważań ogólnych, ędziemy dnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjm jem , i  relacja ⊢𝐿𝐿 pos ada niżej rzywołan  ł ności określane odpowie nio 
jako zwrotn ść, cięcie i m otonicz ość: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
i. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
ii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla owolneg  zbioru Γ niech Card(Γ) oznacza jego liczn ść, czyli mo . Będziemy 
r z ażać i ry Γ spełniające warunek: C rd(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-ni sprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprz czny) wtw 
nie jest 𝐋𝐋-nies 5, pis emy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sp zeczna) tw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany bę zie z iór Γ ⊊  For oraz ℙ – rodzina zbiorów f rmuł, której 
jednym z ele entów jest zbiór pusty (∅). jest log cz ym p krycie  zbioru Γ ze względu na 
logikę 𝐋𝐋 ( zn. Cov𝐿𝐿(ℙ, Γ)) wtw zachod ą następujące warunki: 
i. dla każ ego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p,  → q,  ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logic nych pok ć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, 2, 3}, gdzie Ω0 = ∅, 1 {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elem ntem każd j rodziny zbiorów będącej pokryciem logicznym, 
onieważ chce y uwzglę niać przypadek, g y Γ = ∅. Przyjmuj  mownie, iż podając 
prz kłady po ryć l gic nych, bę ziemy po ijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością p krycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                        
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 4 Dla przejrzystości zap su pierwsze sześć zmiennych zdaniowych będz my 
oznaczać przez ‘p’, ‘q’, ‘r’, ‘s’, ‘t’, ‘w’. 
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2.  Zbiór formuł 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. i r r Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 j  rzec y zględem logiki L (w skró-
cie: L-sprzeczny) wtw nie jest L-niesprzeczny5, piszemy wów-
czas: 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Definicja 5. Formuła 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wt  ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋- iesprzecz y5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
efinicja For uła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 ewnętrznie sprzeczna względem 
logiki L (w k ócie: we nętrznie L-sprzeczna) wtw 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L azywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wypr wadzenie ze zbi ru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotn ść, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, cz li moc. Będziemy 
r zważać zbiory Γ spełniając  warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wew trznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – r dzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
l gikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, 1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  { p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej ro ziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględ iać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich naj niejszy względem inkluzji element, 
t . biór ∅. 
Defi icja 7. Niech dane będą ℙ raz Γ takie, że C v𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Definicja 6. Niech dany będzie zbiór 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponie aż w naszych przykładach jako 𝐋𝐋 bierzemy
logikę (konsekwencję) klasyc ną, wyprowadzenie ze zbioru Γ fo muły 𝛼𝛼 oznaczamy pisząc
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będzie y odnosili się do pewnej ustalonej logiki 𝐋𝐋.
Przyjmujemy, iż relacja ⊢𝐿𝐿 posia a poniżej przyw łane własności okr ślane dpowiednio
jako zwrotność, cięcie i onotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
i. Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
i. ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ 𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ sp łniające warunek: < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿( )) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ F r jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy ó czas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
w w ętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
efinicja d z i r Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest z iór pusty (∅). ℙ jest logicznym pokryciem z u Γ ze względu na
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
i. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać prz padek, g y Γ = ∅. Przyjmujemy umownie, iż podając
rzykłady pokryć logicznych, będzie y pomijać ich najmniejszy względem inkluzji element,
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) n zywamy liczbę w(ℙ) =  C r (ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
  
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dow lnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w n sz ch przykładach jako 𝐋𝐋 bierzemy 
l gikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczam  pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ust lonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 p sia a p niżej prz wołane własn ści kreślane o pow ednio 
jako zwrotność, cięcie i monot niczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
i. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
i. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
r zważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ ) wtw ∃𝛼𝛼∈Fo  Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wó czas: Con𝐿𝐿(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
w wnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿({𝛼𝛼}). 
fi i  6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logic nym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ ) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcem  uwzględniać przypa k, gdy Γ = ∅. Przyjmujemy umo nie, iż podając 
przykł dy pokryć l gicznych, będzie y pomijać ich najmnie szy względem i kluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ ) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
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zbiorów formuł, której jednym z elementów jest zbiór pusty (
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
l gikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż elacj  ⊢𝐿𝐿 posiada poniżej przyw łane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczn ść: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełn ające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
C n𝐿𝐿(Γ)) t  ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszem ówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna zględem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z ele ent  jest i r ∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 ( zn. Cov𝐿𝐿( , Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gd  Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć lo icznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w( ) =  Card(ℙ) − 1. 
                                                        
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy do oln  zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w nasz ch przykładach ja o 𝐋𝐋 bierzemy 
logikę (ko sekwencję) klas czną, wyprow dzenie ze z i ru Γ formuły 𝛼𝛼 znaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozw żań ogólnych, będz emy odnosili się do pewnej u talonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 p si da p iżej przywołane własności określane powiednio 
jak  zwrotność, cięcie i monotoniczn ść: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to 𝛽𝛽
iii. jeżel  Γ ⊢𝐿𝐿 𝛼𝛼, to ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadt , dla d w lnego zbi ru Γ niech Card(Γ) oznacza jego li ność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprz cz y względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzecz y; ozn. 
Con𝐿𝐿( )) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest r względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋- p zeczny) wtw 
nie jest 𝐋𝐋-niesprzecz y5, piszem  wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem lo iki 𝐋𝐋 (w s rócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz – rod na zbi rów for uł, której 
jedny  z elementó  j st zbiór pu y (∅). ℙ jest logicznym pokry ie  zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿 ℙ, Γ)) wtw zachodzą stępujące warunki: 
i. dla każdego Ω ∈ ℙ, C n𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbió  Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgo nie z defi cją, jednym 
z logicznych pokryć zbioru Γ jest r dzina: 
ℙ = { 0, 1, Ω2, Ω3}, gdzie 0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór usty jest elementem każ ej rodziny zbi rów będącej pokryci m logicznym, 
ponieważ chcem  uwzględniać rzypadek, g y Γ = ∅. Przyjm je y u ownie, iż podając 
przykłady okryć logiczn ch, będ iemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Nie h ane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerok ścią pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                    
5 Widać, że zbiór nie jest 𝐋𝐋-niesprz czny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
j
logicznym pokryciem zbioru 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbi r  Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 e z lędu na logikę L (ozn. 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
lo i 𝐋𝐋 (oz . Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
j. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 
zachodzą następujące warunki:
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowoln zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  F r. Dla
do olnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych prz kładach jak  𝐋𝐋 bi rz my 
logikę (konsekwencję) klasy ną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustal ej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbi ru Γ niech Card(Γ) o nacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ Fo j st sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. For uła 𝛼𝛼 ∈ For je t wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbi  Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jed  z elem ntów jest zbiór pusty (∅). ℙ jest l gicznym pokryciem zbioru Γ e względu na
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodni  z def icją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2 }, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest el entem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć ogicznych, będzie y pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Przykład 1. Rozważmy zbiór
iv. j żeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pa y 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykł dach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) kl syczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozw żań ólnych, będzi  odnosil  się do ewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 si da poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięc e i m n toniczność: 
i. j żeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. j żeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. j żeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadt , dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozw żać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Def nicja 4. 
1. Zbiór Γ ⊊  For jest niesprzec y względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) tw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór fo muł Γ ⊆ For je t sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) tw 
ni  jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅(Γ). 
Def nicja 5. Formuła 𝛼𝛼 ∈ For jest ewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) tw Con𝐿𝐿̅̅ ̅({𝛼𝛼}). 
Def nicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest biór pusty (∅). ℙ jest logicznym pokryciem bioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) tw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład i r Γ = {p, ¬ , p → q,  ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = { , p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbioró  będącej pokryciem logicznym, 
ponieważ hcemy uwzględn ać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będzi my pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Def nicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szer kością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór ni  jest 𝐋𝐋-niesprzeczny tw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
-
nie z definicją, jednym z logicznych pokryć zbioru 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań gólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrot ość, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadt , dla dowolnego zbi ru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny zględem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z l gicznych pokr  zbi r Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy po ijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                        
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 i a:
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  F . Dla 
dowolnej ar  〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych pr ykładach jako 𝐋𝐋 bi r my 
logikę (kons kwencję) klasyczną, wyprowadzeni  ze zbio u Γ formuły 𝛼𝛼 ozn czamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy dno li się do pewnej ustalonej logiki 𝐋𝐋. 
Przyj ujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane włas ści okre lane dpowiednio 
jako zwr tność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, la dowolnego zbioru Γ niech Card(Γ) ozn cza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niespr eczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niespr eczny; ozn. 
Con𝐿𝐿(Γ ) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbió  formuł Γ ⊆ For jest spr eczny względem logiki 𝐋𝐋 (w skróci : 𝐋𝐋-spr e ny) wtw 
nie jest 𝐋𝐋-niespr eczny5, piszemy ówczas: Con𝐿𝐿̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest ewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-spr eczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  F  oraz ℙ – rodzina zbiorów formuł, której 
jednym z el entów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbi ru Γ ze względu n  
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ ) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
rzykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definic ą, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ { 0, 1, 2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty j st elementem każd j rodziny zbiorów będącej pokryci m logicznym, 
ponieważ chcemy u zględniać przypadek, gdy Γ = ∅. Przyjmujemy umown e, iż podając 
przykład  pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ raz Γ taki , że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ ) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                        
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór  〈 , 𝛼𝛼〉  𝟐𝟐F ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przykładach j ko 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ for uły 𝛼𝛼 naczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane łas ci określane odpowiednio
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, t  Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznac a jego liczność, czyli mo . Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (  skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbi r  formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze zględu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logiczn m, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokry-
ciem log czn , ponie aż chcemy uwzględniać przypadek, gdy 
iv. jeżel  A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L n d językiem L azywamy do lny zbiór par 〈Γ, 𝛼𝛼〉 ∈ 𝟐𝟐For ×  F r. Dla 
do lnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. P nieważ w nas ych przykładach jak 𝐋𝐋 bierzemy 
log kę (konsekwencję) lasyczną, wypr w dzenie e zbi ru Γ formuły 𝛼𝛼 z aczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważ ń ogóln ch, będziemy dnosili się do pew ej ustalonej l giki 𝐋𝐋. 
Przyjmujemy, iż rela ja ⊢𝐿𝐿 p siada po iżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 raz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, t  Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niespr eczny względem logi i 𝐋𝐋 (w skróci : 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ Fo jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wó czas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Defi icja 5. Formuła 𝛼𝛼 ∈ F r jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzi  zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów form ł, której 
jednym z ele entów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą astępujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Prz kład 1. Rozważ y iór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokr ciem logicznym, 
ponieważ chce y iać , g  Γ = ∅. Przyjmujem  umow ie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
tj. zbiór ∅. 
Definicj  7. Niech dane będą oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazyw my liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                      
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 
Przyjmujemy umownie, iż podając przykłady pokryć logicznych, bę-
dziemy pomijać ich najmniejszy względem inkluzji element, tj. zbiór 
iv. jeżeli A, B ∈ X, t  ˹A → B˺ ∈ X. 
Logiką L n d językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej par  〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponie aż w naszych przykładach jako 𝐋𝐋 bierzemy 
logik  (konsekwencję) kl syczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku roz ażań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odpowiednio 
jako zwrotność, cięcie i monotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech d ny będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbiorów formuł, której 
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest ele entem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji element, 
 i ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
efi icj  . Niech dane będą 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ w naszych przy łada h ja o 𝐋𝐋 bi rzem  
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ f rmuł  𝛼𝛼 oznacz my piszą  
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będziemy odnosili się do pewnej stalonej l giki 𝐋𝐋.
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własn ści określane od wiedni  
jako zwrotność, cięcie i onotoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jego licz ość, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skr cie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względ m logiki 𝐋𝐋 (  skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz ℙ – rodzina zbior  for uł, której
jednym z elementów jest zbiór pusty (∅). ℙ jest logicznym pokryciem zb oru Γ ze zględ  na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warun i: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z def nicją, j dnym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, 3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będą ej pokryciem logiczny , 
ponieważ chcemy uwzględniać przypadek, gdy Γ = ∅. Przyjmujemy um nie, iż po ając 
przykłady pokryć logicznych, będziemy pomijać ich najmniejs y względ m in luzji element, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ . Szerokoś ią pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 oraz 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy d wolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej par  〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, pi zemy ⊢𝐿𝐿 𝛼𝛼. Poni waż w naszych prz kładach j ko 𝐋𝐋 bierzemy 
logikę (konsekwencję) kl s czną, yprowadzen  ze zbi ru Γ formuły 𝛼𝛼 oznac amy pisząc 
Γ ⊢ 𝛼𝛼. W prz pad u rozważań o ólnych, będziem  odnosili się do pewnej ust lonej l giki 𝐋𝐋. 
Przyjmujemy, iż la ja ⊢𝐿𝐿 p s a a poniżej przywołane własności kreślane odpowiednio 
jako zwrotność, cięcie i monot niczność: 
i. jeż li 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeż li Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadt , dla d wolnego zbioru Γ niech Card(Γ) oznacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające arunek: Card( ) < ℵ0. 
Definicja 4. 
1. Zbió  Γ ⊊ For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zb ór formuł Γ ⊆ For jest s r czny względem l giki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ (Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie s  względe  logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprze zna) wtw Con𝐿𝐿̅̅ ({𝛼𝛼}). 
Defi icja 6. Ni ch dany będzie zbiór Γ ⊊  For raz ℙ – r dzina zbiorów formuł, której 
jednym z el entów jest zbiór pusty (∅). ℙ je  logi znym pok yciem zbioru Γ ze w ględu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Pr ykład 1. R zważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych pokryć zbioru Γ jest rodzina: 
ℙ {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, 1 = {p, p → q}, Ω2 =  {¬ , q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest el mentem każdej rodziny zbiorów będąc j pokryciem logicznym, 
ponieważ chcem  uwzględniać pr ypad k, gdy Γ = ∅. P zyjmujemy umown e, iż podając 
przykłady pokryć logicznych, będzi my pomijać ich naj niejszy względem inkluzji el ent, 
tj. zbiór ∅. 
Definicja 7. Niech dane ą Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  C rd(ℙ) − 1. 
   
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wt  ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 że
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X.
Logiką L nad językiem L n z wamy d oln zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For × For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszem  Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ  asz ch przykład ch j o 𝐋𝐋 bierze y 
logikę (konsek encję) kl sy z ą, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadk  ozw żań ogólnych, będziemy dn sili się do pewnej ust nej logiki 𝐋𝐋. 
Przyjmujemy, iż rela j  ⊢𝐿𝐿 si d  p ni ej przywołane własności określane d o i dnio 
jako zwrotność, cię ie i m n to czność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ 𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ 𝐿𝐿 𝛼𝛼, to 𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla d wolnego zbioru Γ ni ch Card(Γ) oznacz  jego li ność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające arunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesp zecz y względem lo iki 𝐋𝐋 (  skrócie: 𝐋𝐋-niesprzecz y; ozn. 
Con𝐿𝐿(Γ)  wt  ∃𝛼𝛼∈For ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór fo muł Γ ⊆ For jest zecz  zględem l iki 𝐋𝐋 (  skrócie 𝐋𝐋-sprzeczny) wt  
nie j st 𝐋𝐋- sprzecz y5, piszem  wó a : Con𝐿𝐿̅ ̅ (Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest w nętrznie sprzeczna z lę  lo iki 𝐋𝐋 (w s rócie: 
e nętrznie 𝐋𝐋-sp eczna) wt  C n𝐿𝐿̅ ̅ ({𝛼𝛼}). 
Definicja 6. N ech dany będzie zbiór Γ ⊊  For oraz ℙ – rod ina zbi rów formuł, której
jednym z elementów j st biór pusty (∅). ℙ je t logicznym pokryciem zb oru Γ e względu na 
logikę 𝐋𝐋 ( zn. Cov𝐿𝐿(ℙ, Γ)  wt  ach dzą n stę j ce warunki: 
i. dla k żdego Ω ∈ ℙ, Con𝐿𝐿(Ω)
ii. Γ = ⋃ ℙ. 
Pr ykład 1. Rozważmy zbiór Γ = {p, ¬p,  → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z defi icją, j dnym 
z logicznych pok yć bioru Γ jest ro zina: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p,  → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Z iór pusty jest leme tem każd j rodzin  zbiorów będącej pokryci m logiczny , 
ponieważ ch emy uwz lęd iać przypadek, gdy Γ = ∅. Przyjmuje y u ownie, iż dając 
przykłady pokryć logicz ch, będziemy pom jać ich najmn ejszy względem ink uzji ele ent, 
tj. zbiór ∅. 
Definicja 7. Nie h dane będą ora  Γ t kie, że Cov𝐿𝐿(ℙ, ). Sz rok ścią pokrycia ℙ (ozn. 
w(ℙ)  nazywamy l czbę w(ℙ) =  Card(ℙ) − 1. 
                                         
5 Widać, że zbiór nie jest 𝐋𝐋-niesprz c ny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 Szeroko-
ścią pokrycia 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zb ór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐F r ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Ponieważ  naszych przykładach jako 𝐋𝐋 bierz my 
logikę (konsekwencję) klasyczną, wyprowadz nie ze zbioru Γ formuły 𝛼𝛼 oznaczamy isząc 
Γ ⊢ 𝛼𝛼. W przypadku rozważań ogólnych, będ iemy odnosili się do pe nej ustalonej l giki 𝐋𝐋.
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane własności określane odp wiednio 
jako zwrotność, cięcie i monotoniczn ść: 
i. jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼  
Ponadto, dla dowolnego zbioru Γ niech Card(Γ) oznacza jeg  liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające wa unek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w k ócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem l gi i 𝐋𝐋 (  skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zb ór Γ ⊊  For oraz ℙ – rodzina zbiorów for uł, której 
jednym z elementów jest zbiór pusty (∅). ℙ j st logicznym pokryciem zbi ru Γ ze wz lędu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jedn m 
z logicznych pokryć zbioru Γ jest rodz na: 
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest elementem każdej rodziny zbiorów będącej pokryciem logiczn , 
ponieważ chcemy uwzględniać rzypadek, gdy Γ = ∅. Przyj ujem  umownie, iż pod jąc 
przykłady pokryć logicznych, będziemy pomijać ich najmniejszy względem inkluzji ele ent,
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, ż  Cov𝐿𝐿(ℙ, Γ). Szerokości  ci   (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                          
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼.
 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy d wolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszemy Γ ⊢𝐿𝐿 𝛼𝛼. Poni waż w naszych pr ykładach jako 𝐋𝐋 bierzemy 
logikę ( onsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
⊢ 𝛼𝛼. W pr ypadku rozważań ogólnych, będz my odnosili się do pewnej ust lonej logiki 𝐋𝐋. 
Przyj ujemy, iż rela a ⊢𝐿𝐿 p siada poniżej przywoł  własności określane dpowiednio 
j ko zwr tność, cięcie i monotoniczność: 
i. jeż li 𝛼𝛼 ∈ Γ, to Γ ⊢𝐿𝐿 𝛼𝛼, 
i . jeż li Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ 𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
P nadto, dla dowolnego zbi ru Γ niech C rd(Γ) znacza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Car (Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  Fo  jest niesprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
C n𝐿𝐿(Γ ) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest s rzeczny względ m l giki 𝐋𝐋 (w skró ie: 𝐋𝐋-sprzeczny) wtw 
nie j st 𝐋𝐋-nies r eczny5, piszemy wówczas: Con𝐿𝐿(Γ). 
Definicja 5. Formuła 𝛼𝛼 ∈ For j st wewnętr ie sprzeczna zględem logiki 𝐋𝐋 (w skrócie: 
ewnętrznie 𝐋𝐋-sprzecz a) wtw Con𝐿𝐿({𝛼𝛼}). 
D fi i ja 6. Ni ch dany będzie zbiór Γ ⊊  For raz ℙ – rodzina zbiorów formuł, której 
j nym z elementów jest zbi  pusty (∅). ℙ j  l gicznym pok yciem zbioru Γ ze względu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ ) wtw zachodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Pr ykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z l gicz ych pokryć zbioru Γ jest rodzina: 
ℙ = { 0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  { p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty j st elementem każdej rodziny zbiorów będącej p krycie  logicznym, 
ponieważ chcemy uwz lędniać prz padek, gd  Γ = ∅. Przyjmujemy u own e, iż podając 
przykład  pokryć logicznych, będzie y pomij ć i  naj niejszy względem inkluzji element, 
tj. zbiór ∅. 
Def nicja 7. Niech dan  będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szer kością pokrycia ℙ (ozn. 
(ℙ ) na ywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                     
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny wtw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
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i. jeżeli Γ ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
i. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
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r zważa  zbiory Γ speł iające warunek: Car (Γ) < ℵ0. 
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1. Zbiór Γ ⊊ For jest niesprzeczny względ m logiki 𝐋𝐋 (w skróci : 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ ) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
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i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Przykład 1. Rozważmy zbiór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z efinicją, jednym 
z l icznych pokryć zbioru Γ jest rodzina: 
ℙ = { 0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbiór pusty jest lem ntem każdej rodziny zbiorów będąc j pokryciem logicznym, 
poniew ż chcem  uwzględniać pr ypadek, gdy Γ = ∅. Przyjmuje y um wni , iż podając 
prz kłady pokryć logicznych, będzie y pomijać ich najmniejszy względ m inkluzji lement, 
tj. zbiór ∅. 
Definicja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością p krycia ℙ (ozn. 
(ℙ ) nazyw my li zbę w =  Card(ℙ) − 1. 
                                                    
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny tw ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
Zatem dla zbioru Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3.
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays on the Inconsistent, München: Philosophia Verlag, 1989, s. 308. 
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Kluczową rolę w rozw żaniach pr wadzonych pr ez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbi rowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będ cą minimalną szer kością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżni na jest sprzeczność zbioru 
przesłanek polegając  albo na występowaniu w zbiorze pojedynczych formuł ewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
pos czególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy pozio em sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
J żeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę ewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
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ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ (Γ) oraz Γ nie zawiera formuły ewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ({𝛼𝛼, 𝛽𝛽}), 
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funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę we nętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Prie t, R. Routley, J. N rman (eds.), Paraconsistent Logic: 
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Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szero   ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
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Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ ).  przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. ówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz i 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
arunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
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Zatem dla zbioru Γ i pokrycia logicz ego  danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istniej  oraz sy bol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays on the Inc siste t, München: Philosophia Verlag, 1989, s. 308. 
  jeśli nie istnieje. Zatem, rozróżniana jest sprzecz-
ność zbioru przesłanek poleg jąca alb  na ystępowaniu w zbiorze 
ojedynczych formuł wew ętrz ie spr ec ych, albo na istnieniu pod-
zbi u formuł wzajemnie sprzecznych (którego poszczególne elementy 
i rzeczne)6.
 5 Widać, że zbiór nie jest L-niesprzeczny wtw 
iv. jeżeli A, B ∈ X, to ˹A → B˺ ∈ X. 
Logiką L nad językiem L nazywamy dowolny zbiór par 〈Γ, 𝛼𝛼〉  ∈ 𝟐𝟐For ×  For. Dla 
dowolnej pary 〈Γ, 𝛼𝛼〉 ∈  𝐋𝐋, piszem  ⊢𝐿𝐿 𝛼𝛼. Ponie ż w naszych przykładach jako 𝐋𝐋 bierzemy 
logikę (konsekwencję) klasyczną, wyprowadzenie ze zbioru Γ formuły 𝛼𝛼 oznaczamy pisząc 
Γ ⊢ 𝛼𝛼. W przypadku rozw żań ogólnych, będziemy odnosili się do pewnej ustalonej logiki 𝐋𝐋. 
Przyjmujemy, iż relacja ⊢𝐿𝐿 posiada poniżej przywołane łasności określane odpowiednio 
jako zwrotność, cięcie i m notoniczność: 
i. jeżeli 𝛼𝛼 ∈ Γ, to ⊢𝐿𝐿 𝛼𝛼, 
ii. jeżeli Γ ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ⊢𝐿𝐿 𝛽𝛽, 
iii. jeżeli Γ ⊢𝐿𝐿 𝛼𝛼, to Γ ∪ Δ ⊢𝐿𝐿 𝛼𝛼. 
Ponadto, dla do ol ego zbioru Γ niech C rd(Γ) oz acza jego liczność, czyli moc. Będziemy 
rozważać zbiory Γ spełniające warunek: Card(Γ) < ℵ0. 
Definicja 4. 
1. Zbiór Γ ⊊  For jest niesprzeczny wzglę em log ki 𝐋𝐋 (w skrócie: 𝐋𝐋-niesprzeczny; ozn. 
Con𝐿𝐿(Γ)) wtw ∃𝛼𝛼∈For Γ ⊬𝐿𝐿 𝛼𝛼. 
2. Zbiór formuł Γ ⊆ For jest sprzeczny względem logiki 𝐋𝐋 (w skrócie: 𝐋𝐋-sprzeczny) wtw 
nie jest 𝐋𝐋-niesprzeczny5, piszemy wówczas: Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ).
Def nicja 5. Formuła 𝛼𝛼 ∈ For jest wewnętrznie sprzeczna względem logiki 𝐋𝐋 (w skrócie: 
wewnętrznie 𝐋𝐋-sprzeczna) wtw Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼}). 
Definicja 6. Niech dany będzie zbiór Γ ⊊  For oraz  – ro zina zbiorów formuł, której 
jednym z ele entó  jest zbiór usty (∅). ℙ jest logicznym pokry iem zbi ru Γ ze w ględu na 
logikę 𝐋𝐋 (ozn. Cov𝐿𝐿(ℙ, Γ)) wtw z chodzą następujące warunki: 
i. dla każdego Ω ∈ ℙ, Con𝐿𝐿(Ω), 
ii. Γ = ⋃ ℙ. 
Prz kł d 1. Rozważmy iór Γ = {p, ¬p, p → q, p ∧ ¬𝑞𝑞, 𝑞𝑞}. Zgodnie z definicją, jednym 
z logicznych p kryć zbi u Γ jest rod i a:
ℙ = {Ω0, Ω1, Ω2, Ω3}, gdzie Ω0 = ∅, Ω1 = {p, p → q}, Ω2 =  {¬p, q}, Ω3 = {p ∧ ¬𝑞𝑞}. 
Zbió  pusty jest elementem każdej rodziny zbiorów będącej pokryciem logicznym, 
ponieważ ch em  uwzględniać przypadek, gdy Γ = ∅. P zyjmujemy umownie, iż podając 
przykłady pokryć logicznych, będziemy pomijać i h najmn ejszy względem inkluzji element, 
tj. zbiór ∅. 
Defi icja 7. Niech dane będą ℙ oraz Γ takie, że Cov𝐿𝐿(ℙ, Γ). Szerokością pokrycia ℙ (ozn. 
w(ℙ)) nazywamy liczbę w(ℙ) =  Card(ℙ) − 1. 
                                                         
5 Widać, że zbiór nie jest 𝐋𝐋-niesprzeczny t ∀𝛼𝛼∈For Γ ⊢𝐿𝐿 𝛼𝛼. 
 6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman 
(eds.), Paraconsistent Logic: Essays on the Inconsistent, München: Philosophia Verlag, 
1989, s. 308.
148 Michał Makaś
Definicja 8. Niech 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
fi . ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays on the Inconsistent, München: Philosophia Verlag, 1989, s. 308. 
będzie funkcją określoną 
dla dowolneg  
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgry a 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną d Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽})  
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays on the Inconsistent, München: Philosophia Verlag, 1989, s. 308. 
 następująco:
Zate  dla zbioru Γ i pokrycia logicznego  danych  przykładzie 1, ( )  3. 
luczo ą rolę  roz ażaniach pro adzonych przez Jenningsa i Schotcha odgry a 
funkcja, która do olne u zbioro i for uł Γ  For przyporządko uje liczbę naturalną 
będącą ini alną szerokością pokryć logicznych  zbioru Γ – jeśli o a ini alna artość 
istnieje oraz sy bol  – jeśli nie istnieje. Zate , rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na ystępo aniu  zbiorze pojedynczych for uł e nętrznie 
sprzecznych, albo na istnieniu podzbioru for uł zaje nie sprzecznych (którego 
poszczególne ele enty są niesprzeczne)6. 
efi icja 8. iech ℓ𝐿𝐿: 𝟐𝟐For  { } będzie funkcją określoną dla do olnego Γ  For 
następująco: 
ℓ𝐿𝐿(Γ) { in{𝑤𝑤( ):  𝟐𝟐
For oraz Cov𝐿𝐿( ,Γ)}, o ile o o ini u  istnieje
,  przeci ny  przypadku  
 
ℓ𝐿𝐿(Γ) nazy a y pozio e  sprzeczności zbioru for uł Γ (ze zględu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyj uje artości 0 (odpo iednio 1), to Γ  (odpo iednio 
Γ jest zbiore  L-niesprzeczny  (czyli Con𝐿𝐿(Γ))).  przypadku, gdy ℓ𝐿𝐿(Γ) , zbiór Γ 
za iera for ułę e nętrznie sprzeczną zględe  logiki L. ó czas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbioró  nie spełnia jednocześnie arunkó  i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie za iera for uły e nętrznie sprzecznej. ( ) 
arunek ( ) pociąga za sobą to, że albo istnieją for uły 𝛼𝛼, 𝛽𝛽 Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie a takich 𝛼𝛼, 𝛽𝛽 Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) 3  
Przykład 2. oz aż y zbiór Γ {p, q, p, p ∧ 𝑞𝑞, r ∧ 𝑠𝑠, t ∧ 𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. iech 
{ 1, 2} będzie pokrycie  zbioru Γ, taki  że: 
1 {t ∧ 𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
2 {r ∧ 𝑠𝑠, p ∧ 𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤( ) 2. Ponie aż szerokość pokrycia  nie oże być niejsza (Γ 
za iera for uły para i sprzeczne), ℓ𝐿𝐿(Γ) 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Nor an (eds.), Paraconsistent Logic: 
Essays on the Inconsistent, ünchen: Philosophia Verlag, 1989, s. 308. 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
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  em sprzeczności zbioru formuł 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważani ch prowadzonych przez Jenni gsa i Schotcha odgrywa 
funkcja, która dow lnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimaln  wartość 
istnieje oraz symbol ∞ – jeśli n e stnieje. Zatem, roz óżnia a jest przec ność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczy h formuł we nętrznie 
sprzec nych, albo na istnie iu podzbioru formuł wzajemnie sprzec nych (którego 
poszczególne el m nty są niesprzec ne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dow lnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile ow  minimu  istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziome  sprzec ności zbioru f Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odp wiednio 1), to Γ = ∅ (odp wiednio 
Γ jest zbiorem L-niesprzec nym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę we nętrznie sprzec ną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadn  rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅ (Γ) oraz Γ nie zawiera formuły we nętrznie sprzec nej. () 
Warunek () pociąga z sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅ ({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅ ({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, 2} będzie pokryciem zbioru Γ, takim że:
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzec ne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schot , R.E. Jennings, On Detonati g, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
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na logikę L). Jeżeli funkcja 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych  przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolne u zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
eżeli fu ja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiore  L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
za iera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie za iera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
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l  zbioru 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Je ningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ ). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con?̅̅?𝐿(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con?̅̅?𝐿({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con?̅̅?𝐿({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
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Warunek () pociąga za s bą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
alb  ie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r  𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodni  z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerok ść pokrycia ℙ nie może być mniejsza (Γ 
z wiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
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 ża rodzi  zbiorów ni  spełnia jedno-
cz śnie warunków i oraz ii definicji 6.
Jeżeli 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową ro ę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  F r przyp rządkowuj  liczbę naturalną 
będącą minimalną szerokością pokryć log cznych ℙ zbi ru Γ – jeśli a minimalna wartość 
ist ieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczn  zbioru 
przesłanek polegająca albo na występowaniu w zb orze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieni  podzbioru f rmuł zajemni  prze n  (którego 
szczególne le enty są iesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For raz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ prz jmuje wartości 0 (odpowiednio 1), to Γ = ∅ ( dpowied io
Γ jest zbior m L- iesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ = ∞, zbiór Γ 
za iera formułę we nętrzni  s r ą względem l giki L. ówczas nie ist ieje pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia j dn cześni  warunków i oraz ii 
definicji 6. 
J żel   
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąg  za sobą to, że albo ist ieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma t kich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞,  ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będ ie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
2 r  𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿 Γ) . 
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,
to 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcj , która dowolnemu zbiorowi f rmuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli n e istnieje. Zate , r zróżniana jest sprzeczność zbi ru 
przesłanek polegają a albo na występowaniu w zbiorze p jedynczych formuł wewnętrznie 
sprze , al o n  istnieniu podzbioru fo muł wzajemnie sprzecznych (którego 
poszcz gólne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For a  Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) n zywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną w ględem l giki L. Wówc as nie istnieje pokrycie 
logiczne zbioru Γ – ża a rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
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e a iera formuły wewnętrznie sprzecznej. ()
Warunek () pociąga za sobą to, że albo istnieją formuły 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą mini ln  szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje raz symb l ∞ – jeśli nie istnieje. Zatem, ro różni na j st sprzeczność zbi ru 
przesłanek p legająca alb  na występowaniu zbiorze p jedynczych formuł ewnętrznie 
sprzecznych, albo na istni niu po zb ru formuł wzaje nie sprzecznych (którego 
poszczególne el menty są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie f nkcją określo ą dla d wolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadk  
 
ℓ𝐿𝐿(Γ) nazywa y poziomem sprzeczności zbioru fo muł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzeczny  (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną zględem logiki L. Wówczas nie istnieje pokrycie 
l czne zbioru Γ – ż dna rod ina zb orów nie spełnia jedn cześni  warunków i oraz ii 
defi icji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
runek ( ) i    i t for 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}.
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
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takie, że 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje li zbę aturalną 
będącą minimalną szerokością pokryć logicznych  zbioru Γ – jeśli owa mi im lna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżnia a jest sprze z ość zbioru 
przesłanek polegająca albo na występowaniu w zbiorze pojedynczych for uł wewn trznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzec nych (k ór go 
poszczególne elementy są nie przeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odp wiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną w ględem logiki L. Wówczas nie istni je pokrycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie aru ków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ t ie, Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie kryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
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 albo nie ma takich 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w ro ważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
fu kcja, która dow lnemu zbiorowi formuł Γ ⊊  For pr yporządko uje liczbę naturalną 
będącą minimalną sze koś ią p kryć logic ych ℙ zbioru Γ – jeśli o a minimalna wartość 
ist i je oraz symbol ∞ – jeśli nie ist ieje. Z t m, ozróżn ana jest spr ecz ość zbioru 
pr esłanek p l gająca alb  na w stępo aniu w biorze pojedynczych form ł wewnętrznie 
sprzecz ych, al  a stnieniu p dzbioru for uł wzajemnie sprzecznych (którego 
poszczególne ele enty są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐Fo ⟶  ℕ ∪ {∞} będzi  funkcją ok eśloną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciw ym przypadku  
 
ℓ𝐿𝐿(Γ) azywam po iomem spr eczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowie nio 1), to Γ = ∅ (odpowiednio 
Γ jest zbi rem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przyp dku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera for ułę wewnętrzni  sprzeczną względem logiki L. Wó czas nie istnieje pokrycie 
l gic ne zbioru Γ – żadna rodzin  i rów nie speł ia jednocześnie warunków i oraz ii 
definicji 6.
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) raz Γ nie zawiera formuły w wnętrznie sprzecznej. () 
Warunek () pociąga za sob t , że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} ędzie po ryci m zb oru Γ, taki  że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                         
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays on the I co sistent, München: Philosophia Verlag, 1989, s. 308. 
  
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę  rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządko uje liczbę naturalną 
ędącą minimalną szerokością pokr ć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Z tem, rozróż ia a jest sprzecz o ć zbioru 
przesłanek polegająca alb  na występowaniu w zbior  poj dynczy h for uł wew ętrznie 
sprzecznych, albo na istnie iu podzbioru fo muł w ajemnie sp zecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  F r 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru for uł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie s rzecz ą w ględ m logiki L. Wó czas nie istnieje okrycie 
logiczne zbioru Γ – żadna rodzin i rów nie spełnia jednocześnie aru ków i raz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routl y, J. Nor an (eds.), P co ist nt Logic: 
Essays on the Inconsistent, München: Philosophia Verlag, 1989, s. 308. 
Przykład 2. Rozważmy zbiór 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbiorowi for uł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesłanek polegająca alb  na występ waniu w zbi rze pojedynczych formuł wewnętrz ie 
sprzecznych, albo na istnieniu podzbioru formuł zajemnie sprzecznych (którego 
poszczególne el menty są ni sprzeczn )6.
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będ ie funkcją określoną dla dowolnego Γ ⊊  For 
astępująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For raz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
za ier formułę w wnęt ie spr eczną względem logiki L. Wówczas nie istnieje pokrycie 
logic ne zbioru Γ – żadna rodzina zbiorów nie spełnia jedn cześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz  nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿({𝛼𝛼, 𝛽𝛽}) oraz C rd(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że:
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Sch tch, R.E. Je nings, On Detonating, w: G. Priest, R. Routl y, J. Norman (eds.), Paraconsistent Logic: 
Es ays on the Incon istent, München: Philosophia Verlag, 1989, s. 308. 
Z tem dla zbioru Γ i pokry ia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową lę w rozważaniach prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu zbi owi formuł Γ ⊊  For przyporządkowuje l czbę natu alną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli o a minimalna art ść
istnieje oraz symbol ∞ – jeśli nie istnieje. Zatem, rozróżniana j st sprzecz ść zbi ru
przesłanek polegająca albo na ystępowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, lbo na istnieniu podzbioru formuł wzajemni  sprz cznych (którego 
poszczególn  lementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla do lnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo inimum istni je
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziom m sprzeczn ści zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wart ści 0 (odp wiednio 1), to Γ = ∅ (odp iednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formuł  wewnętrznie sprzeczną względe  logiki L. Wówcza  ni istni je po ryci  
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i az ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 C n𝐿𝐿̅̅ ̅̅ ̅̅ ̅( ) oraz Γ nie zawiera formuły wewnęt nie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, p, p  ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t  ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodn e z definicją 7, 𝑤𝑤(ℙ) = 2. Poni waż szer ość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły arami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E. Je nings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), P rac sistent Logic: 
Essays on the I con istent, München: Philosophia Verlag, 1989, s. 308. 
Niech 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Klucz wą rolę  rozważaniach prowadzonych przez Jenni gsa i Schotcha odgrywa 
fun cja, która dowolnemu zbior wi formuł Γ ⊊  For przyporządkowuje l czbę aturalną
będącą mi malną szerokością pokryć logicznych ℙ zbioru Γ – jeśl  owa mi malna war ość 
istniej  oraz symbol ∞ – jeśli nie istniej . Zatem, rozróżni na jes  sprzeczność zbioru 
przesłanek polegająca lbo na występowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu p dzbi ru formuł wzajemni  sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją kreśloną dla dow lnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For raz Cov𝐿𝐿(ℙ,Γ)}, o ile owo min mum istnieje
∞, w przeciwnym przypad u  
 
ℓ𝐿𝐿(Γ) naz wamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiedni  1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ)) . W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logik  L. Wówczas ie istni j pokry ie
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześn e warunków i oraz ii 
defin cji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅ (Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅ ({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅ ({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r  𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Nie h ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r  𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z defin cją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły par mi sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                          
6 P.K. Schotch, R.E  Jenni gs, On Detonating, w: G. Priest, R. Routl y, J. Norman (eds.), Paraconsistent Logic: 
Essays on the Inconsistent, München: Philos phia Verlag, 198 , s. 308. 
Zatem dla zbi ru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę  rozważaniach prow dzonych przez Jenningsa i Schotcha odgrywa 
f nkcja, która dowolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będ cą m nimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje ora  s mbol ∞ – jeśli nie istnieje. Zatem, r zróżniana jest sprzeczność zbioru 
przesłanek legająca al o na występowaniu w zbiorze pojedy czych formuł wewnętrznie 
sp z czny h, albo na istnieniu podzbioru fo muł wzaje nie sprzecznych (którego 
p szczegól el menty są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określo ą dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For raz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) na w my p ziome  sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L- iesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
wier  formułę wewnętr nie sprzeczną względ m logiki L. Wówczas nie istnieje pokrycie 
logiczne zbi ru Γ – żadna rodzina zbioró  nie spełnia jednocześnie warunków i oraz ii 
defi icji 6. 
Jeż li  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istni ją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
                                                     
6 P.K. Schotch, R.E. Jennings, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Es ays on th  Inconsistent, München: Philos phia V rlag, 1989, s. 308. 
 zie okrycie  zbioru Γ, takim 
że:
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważani ch prowadzonych przez Jenningsa i Schotcha odgrywa 
funkcja, która dowolnemu ow  formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istnieje ora  symbol ∞ – jeśli ie istnieje. Zatem, ro różnia a jest sprzeczność zbi ru
przesł ne  polegająca albo na ystępo aniu w zbi rze pojedynczych formuł wewnęt znie
sprzeczny h, albo na istnieniu dzbioru formuł wzajemnie sprzecznych (którego
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For  ℕ ∪ {∞} będzie funkcją określoną dl  d wolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo mi imum istnieje
∞, w przeciwnym przypadku
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprzeczności zbioru form ł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))).  przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę wewnętrznie sprzeczną względem logiki L. ówczas nie istnieje po rycie
logiczne zbioru Γ – żadna r d ina biorów nie spełnia jednocześnie warunków i oraz ii
definicji 6.
J żeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
arunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie m  takich 𝛼𝛼, 𝛽𝛽 ∈ , ż  Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Ni ch ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
2 {r  𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. Ponieważ szerokość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami s rzeczne), ℓ𝐿𝐿(Γ) 2. 
                                                         
6 P.K. Schotch, R.E. Jenni gs, On Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays on the Inconsistent, München: Philosophia Verlag, 1989, s. 308. 
godnie z fi  , 
ate  dla zbioru  i pokrycia logicznego  danych  przykładzie 1, ( )  . 
luczo ą rolę  roz ażaniach pro adzonych przez Jenningsa i chotcha odgry a 
funkcj , któ a do olne u zbi ro i for uł  or przyporządko uje liczbę naturalną 
będącą ini alną szerokością pokryć logicznych  zbioru  – jeśli o a ini alna artość 
istnieje oraz s bol  – jeśli nie istnieje. atem, rozróżniana jest sprzeczność zbioru 
przesłanek polegają a alb  na ystępo aniu  zbiorze pojedynczych for uł e nętrznie 
sprzecznych, al o na istnieniu podzbioru for uł zaje nie sprzecznych (którego 
poszcz góln  ele enty są niesprzeczne)6. 
efi icj 8. iech ℓ𝐿𝐿: 𝟐𝟐For  { } będzie funkcją okr śloną dla do oln  or 
następująco: 
ℓ𝐿𝐿( ) { i {𝑤𝑤( ):  𝟐𝟐
For oraz ov𝐿𝐿( , )}, o ile  ini u  istni je
,  przeci ny  przypadku  
 
ℓ𝐿𝐿( ) nazy a y pozio e  sprzeczności zbioru for uł  (ze zględu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru  przyj uje artości 0 (odpo iednio 1), to  (odpo iednio 
 jest zbiore  -niesprzeczny  (czyli o 𝐿𝐿( ))).  przypadku, gdy ℓ𝐿𝐿( ) , zbiór  
za iera for ułę e nętrznie s r eczną zględe  l giki . ó c as nie istnieje pokrycie 
logiczne zbioru  – żadna rodzina zbioró  nie spełnia jednocześnie arunkó  i oraz i  
definicji 6. 
J żeli 
ℓ𝐿𝐿( )  i ℓ𝐿𝐿( ) , 
to 
 o 𝐿𝐿̅ ( ) oraz  nie za iera for uły e nętrznie sprzecznej. ( ) 
arunek ( ) pociąga za sobą to, że albo istnieją for uły 𝛼𝛼, 𝛽𝛽  takie, że o 𝐿𝐿̅ ({𝛼𝛼, 𝛽𝛽}), 
albo nie a takich 𝛼𝛼, 𝛽𝛽 , ż  o 𝐿𝐿̅ ({𝛼𝛼, 𝛽𝛽}) oraz ar ( )  
rzy ła  2. oz aż y zbiór { , , ,   𝑞𝑞, r  𝑠𝑠, t  𝑟𝑟, 𝑤𝑤,   𝑡𝑡}. iech 
{ 1, 2} będzie pokrycie  zbioru , t ki  że: 
1 {t  𝑟𝑟,   𝑡𝑡, , }, 
2 {r  𝑠𝑠,   𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
godnie z definicją 7 𝑤𝑤( ) . onie aż szerokość pokrycia  nie oże być niejsza (  
za iera for uły para i sprzeczne), ℓ𝐿𝐿( ) . 
 
6 P. . Scho ch, .E. Jenning , n etonating, : . Priest, . outley, J. or n (eds.) Paraconsistent Logic: 
Es ays on the Inconsistent, ünchen: Philosophia erlag, 1989, s. 308. 
P s r  pokr ia 
Zatem dla zbioru Γ i pokrycia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważaniach prowadzonych przez Jen ingsa i Schotcha odgrywa 
funkcja, która dow lnemu zb rowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będącą minimalną szerokością pokryć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istniej  ora  s mbol ∞ – jeśli nie istnieje. Zate , rozróżniana jest sprzeczność zbioru 
r esłanek polegająca alb  na ystępowaniu w zbiorze pojedynczych formuł wewnętrznie 
sprzecznych, albo na istnieniu podzbioru formuł wzajemnie sprzecznych (którego 
po zczególne element są niesprzeczn )6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją okr śloną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile owo minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazy amy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wartości 0 (odpowiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ) . W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawiera formułę we nętrznie s rzeczną względem logiki L. Wówczas nie istnieje p krycie 
logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz i  
definicji 6. 
Jeżeli 
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to 
 Con𝐿𝐿̅ (Γ) oraz Γ nie zawiera formuły wewnętrznie sprzecznej. () 
Warunek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅ ({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, ż  Con𝐿𝐿̅ ({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryci m zbioru Γ, takim że: 
Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z definicją 7, 𝑤𝑤(ℙ) = 2. onieważ ze okość yc ℙ nie może być mniejsza (Γ 
zawiera formuły parami sprzeczne), ℓ𝐿𝐿(Γ) = 2. 
 
6 P.K. Schotch, R.E. Jen i g , O  D tonat ng, w: G. Priest R. Routley, J. Norman (eds.), Paraconsi tent Logic: 
Es ays on the Inconsi tent, München: Philosophia Verlag, 1989, s. 308. 
może być mniejsza (Γ zawie a formuły parami sprzeczne), 
Zatem dla bioru Γ i pokr cia logicznego ℙ danych w przykładzie 1, w(ℙ) =  3. 
Kluczową r lę w r zważaniach prowadzony  przez Jenningsa i Schotcha odgrywa 
funkcja, która d wolnemu zbiorowi formuł Γ ⊊  For przyporządkowuje liczbę naturalną 
będąc  minimalną s erokością p k yć logicznych ℙ zbioru Γ – jeśli owa minimalna wartość 
istniej  or z symbol ∞ – jeśli ni  ist ieje. Zatem, rozróżniana jest sprzeczność zbioru 
przesł nek polegająca albo na występowa iu w zbiorze pojedynczych formuł wewnętrznie 
sprze z ych, albo na istnieniu podzbioru for uł wzajem i  sprzecznych (którego 
poszcz góln  l m nty są ni sprz c ne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} bę zie fun cją kreśloną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For raz Cov𝐿𝐿(ℙ,Γ)},  ile ow  minimum istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) na ywamy poziomem sprzeczności zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dl  zbioru Γ przyjmuje wartości 0 (odp wiednio 1), to Γ = ∅ (odpowiednio 
Γ j st zbiorem L-niesprzecznym (c li Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, zbiór Γ 
zawi ra f ułę ewnętrznie sprzeczną zględem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbior  Γ – żadna rodzina zbiorów i  spełnia jedn c eśni  warunków i oraz ii 
definicji 6.
Jeżeli 
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawi ra formuły wewnętrznie sprzecznej. () 
W runek () pociąga za sobą to, że albo istnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór = {p, q, ¬p, p  ¬𝑞𝑞, r ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
{Ω1, Ω2} będzie pokryciem zbioru Γ, takim że: 
Ω1 t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgodnie z defi icją 7, 𝑤𝑤(ℙ) = 2. Ponieważ sz r kość pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły p rami sprzeczn , ℓ𝐿𝐿(Γ) = 2. 
                                                         
6 P.K. Schotch, R.E. Jennings, O  Detonating, w: G. Priest, R. Routley, J. Norman (eds.), Paraconsistent Logic: 
Essays o  the Inc nsistent, München: Philosophia Verlag, 1989, s. 308. 
Przykład 3. Niech dany będzie zbiór Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, z tem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. S ąd, 𝑤𝑤 ℙ1) = 2. Skor  sz rokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2Fo ∶  Cov𝐿𝐿(ℙ Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ azywamy 
zbi rem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
 Ponie-
waż Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ C n𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ ni  zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ azywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację infer ncji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz d wolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
 i Γ nie zawiera formuły wewnętrznie sprzecznej, za-
tem 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q} Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Ni ch 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerok ść pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  { ⊊ 2For ∶  ov𝐿𝐿 , Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿 Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbior  Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolneg  zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadk , gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze z ioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się n  analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istniej  zbiór Ω taki, że Ω ⊢  q, tj. 
dla bu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowol ym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedsta ienia zbioru 𝒫𝒫Γ zawieszamy w tym mome cie przyjętą uprzednio umowę dotyczącą 
po ijania pustego elementu pokrycia logicznego. 
 i 
Przykła  3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Co 𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i  z iera 
formuły wewnętrznie spr eczn j, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ ) = 2. Skoro szerokość pokrycia zbi ru Γ nie może być
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz C rd(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem mini alnych l giczny h pokryć zbioru f muł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gd dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomi st w przy adku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿( ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z pr ykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logiczny h7: 
ℙ1 = {∅, {¬q}, {p, p → q}},
ℙ2 = ∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p},  → q, ¬ }}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wpro dzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przy adku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy dpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzeczn go, f rcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na a lizie przy adków zbiorów, których 
po iom sprzeczności jest większy od 1 (i różny od ∞). 
Przykł d 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}  gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}  gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla ażdeg  pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Ni ch ℙ będzie owolny  pokry ie  należącym 
do 𝒫𝒫Γ. Na mocy definicj  10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystki  ni pustych elem ntów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawiesza y w tym mo encie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia log cznego. 
 Niech 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
f rmuły wewnętrznie sprzecz ej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbi ru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
D finicja 9. iech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbi rem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
 Stąd,
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  i  Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ ie z w era 
formuły wewnętrznie sprzecznej, z te ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skor  z rokość pokryc a zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2.
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2F r ∶  Cov𝐿𝐿( , Γ) raz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ azywamy 
zb orem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następują ych pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy rel cję inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego  ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, który h 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedsta ienia zbioru 𝒫𝒫Γ zawiesz my w tym momencie rzyjętą uprzed io umowę dotyczącą 
po ijania pustego elementu pokrycia logicznego. 
 e ci  i    mniejsza, 
zatem
Przykład 3. Niech dany bę zie zbiór Γ = {p, ¬q, p → q} i  Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie z wiera 
formuły wewnętrznie s ej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skor  sze okość pokrycia zbioru Γ nie może być 
mniejsza, ℓ𝐿𝐿(Γ) = 2.
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2F r ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫 ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dl  zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego  ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub pust go zbioru 𝐋𝐋- iesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dal zych rozważani ch skupim  się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Ro ważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ d a każd pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepust h element w pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
Defini ja 9. Niech 
Przykład 3. Niech a  będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅ (Γ) i Γ nie zawiera 
formuły ewnętrznie sp zecz ej, za m ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1 . Skor szerokość pokrycia zbio u Γ ni  m że być 
mniejsza, zat m ℓ𝐿𝐿(Γ) = 2. 
Defin cja 9. iech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem i maln ch logi znych p kryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Car (𝒫𝒫Γ) = 1. Z kolei, jeż li ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujący h pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację infer ncji 
nazywaną forcingi . 
Defin cja 10. Γ ⊩ 𝛼𝛼 wt  dla każdego ℙ ∈ 𝒫𝒫Γ istniej  Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepusteg  zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważ niach skupimy się na naliz e przypadków zbiorów, których 
poziom sprzeczności jest ię szy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa p krycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istniej  zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeż li Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na m cy defin cji 10, dl  co naj niej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodaj y formułę 𝛼𝛼 do 
wszystkich niep stych el entów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym omencie przyjętą uprzednio umowę dotycząc  
omijania pustego elementu pokrycia logic neg . 
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7 l  ł  r st i i  i r  𝒫𝒫  i s  t  i  r j t  r i   t  
ij i  st  l t  r i  l i . 
rzykład 3. iech dany będzie zbiór Γ {p, q, p  q}  Ponie aż C n𝐿𝐿(Γ) i Γ i  za iera 
for uły e nętrznie sprzecznej, zate ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ)  iech
1 {{ q}, {p, p  }}. Stąd, 𝑤𝑤( 1) 2. Skoro szerokość pokrycia zbioru Γ nie oże być 
niejsza, zate  ℓ𝐿𝐿(Γ) 2. 
efinicja 9. iech 𝒫𝒫Γ  {  2For ∶  Cov𝐿𝐿( , Γ) oraz Card( )  ℓ𝐿𝐿(Γ) 1}. 𝒫𝒫Γ azy a y 
zbiore  ini alnych logicznych pokryć zbioru for uł Γ. 
biór 𝒫𝒫Γ jest niepusty, gdy dla Γ  For, ℓ𝐿𝐿(Γ) . ato iast  przypadku, gdy ℓ𝐿𝐿(Γ) 0 
lub ℓ𝐿𝐿(Γ) 1, to Card(𝒫𝒫Γ) 1.  kolei, jeżeli ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , to Card(𝒫𝒫Γ) 1. 
la zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) 3. biór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
1 { , { q}, {p, p  }}, 
2 { , {p, q}, {p  q}},
3 { , {p}, {p  q, q}}.
la do olnego zbioru Γ  For takiego, że ℓ𝐿𝐿(Γ)  pro adza  relację infer ncji 
nazy aną forcingie . 
efinicja 10. Γ 𝛼𝛼 t  dla każdego  𝒫𝒫Γ istnieje  takie, że 𝐿𝐿 𝛼𝛼. 
 przypadku, gdy artość funkcji ℓ𝐿𝐿(Γ) ynosi 0 lub 1, tj. gdy nioskuje y odpo iednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zacho uje się jak relacja 
𝐿𝐿. Stąd,  dalszych roz ażaniach skupi y się na analizie przypadkó  zbio ó , których 
pozio  sprzeczności jest iększy od 1 (i różny od ).  
rzykład 4. oz aż y następujący zbiór Γ { 𝑟𝑟  𝑠𝑠, r  𝑝𝑝, s  (p  q), 𝑡𝑡}. o zbioru 𝒫𝒫Γ 
należą d a pokrycia logiczne: 
1 { 1, 2}, gdzie 1 {r  𝑝𝑝, s  (p  q), 𝑡𝑡}, 2 { 𝑟𝑟  𝑠𝑠}, 
2 { 1, 2}, gdzie 1 {r  𝑝𝑝, s  (p  q)}, 2 { 𝑟𝑟  𝑠𝑠, 𝑡𝑡}. 
ate  Γ q, ponie aż dla każdego pokrycia logicznego istnieje zbiór  taki, że   q, tj
dla obu pokryć jest to 1. 
akt 1. la do olnego zbioru Γ, takiego że Γ  For, ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , oraz oln j 
for uły 𝛼𝛼 zachodzi: jeżeli Γ 𝛼𝛼, to ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ {𝛼𝛼}). 
o ód. ałóż y, że ℓ𝐿𝐿(Γ) k oraz Γ 𝛼𝛼. iech  będzie do olny  pokrycie  należący
do 𝒫𝒫Γ. a ocy definicji 10, dla co naj niej jednego , 𝐿𝐿 𝛼𝛼. odaj y for ułę 𝛼𝛼 do 
szystkich niepustych ele entó  pokrycia , z których ożna tę for ułę ypro adzić.
 
7  celu pełnego przedsta ienia zbioru 𝒫𝒫Γ za iesza y  ty  o encie przyjętą uprzednio u o ę dotyczącą 
po ijania pustego ele entu pokrycia logicznego. 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ C ?̅̅?𝐿(Γ) i Γ i  zawi ra
formuły wewnętrznie sprzec ej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {¬q}, {p,  → q}}. Stąd 𝑤𝑤(ℙ1) = 2. Sk ro szerokość pokrycia zbio u Γ nie może być 
mniejsza, zate  ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Nie h 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) raz Card(ℙ) =  ℓ𝐿𝐿 Γ) + 1}. 𝒫𝒫Γ naz wamy
zbiorem m n malnych log cznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ  pr ykładu 3, Ca (𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z n stępujących okryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowad amy relację inf rencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istni je Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynos 0 lub 1, tj. gdy wnioskujemy dpowiednio 
ze zbioru pusteg  lub ni pustego z ioru 𝐋𝐋-niesp zecz ego, forcing zachowuje się j k r lac a
⊢𝐿𝐿. Stąd, w dalszych rozważania skupimy się na anal zie przyp dków zbiorów, tórych
poziom sprzeczności j st większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. D zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każd go pokrycia lo icznego istni j  b ór Ω aki, że  ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbi ru Γ, tak ego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej
formuły 𝛼𝛼 zach dzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy def nicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy form łę 𝛼𝛼 do 
wszystkich niepustych lem ntów pokrycia ℙ, z któr h można tę formułę wyprowadzić. 
                            
7 W celu pełnego przedstawi ia zbioru 𝒫𝒫Γ zawieszamy w ty  momencie prz jętą uprzednio umowę dotycz cą 
pomijania pustego leme u pokrycia logiczneg .
 az wamy biorem minimalnych logicznych pokryć 
zbior  formuł Γ.
Zatem dla zbioru Γ i po ryci logicznego ℙ da ych w przykł dzie 1, w(ℙ) =  3. 
Kluczową rolę w rozważani ch prowadzonych przez Je ningsa i Schotcha odgry a
funkcja, która dowolnemu zbioro i formuł Γ ⊊  For przyp rządkowuje liczbę naturalną 
będącą mi imalną szerokością pokryć logicz ych ℙ zbioru Γ – jeśli owa m imalna wartość 
istnieje oraz symbol ∞ – jeśli nie istni je. Zat m, rozróżniana jest s rzeczność i ru 
przesłanek polega ca albo a w stęp waniu w zbi rze pojedyn zych formuł wewnęt znie 
sprzecznych, albo na istnieniu odzbioru formuł wzajemnie sprzecznych (którego 
poszczególne elementy są niesprzeczne)6. 
Definicja 8. Niech ℓ𝐿𝐿: 𝟐𝟐For ⟶  ℕ ∪ {∞} będzie funkcją określoną dla dowolnego Γ ⊊  For 
następująco: 
ℓ𝐿𝐿(Γ) = {min{𝑤𝑤(ℙ): ℙ ⊊  𝟐𝟐
For oraz Cov𝐿𝐿(ℙ,Γ)}, o ile o o inimu  istnieje
∞, w przeciwnym przypadku  
 
ℓ𝐿𝐿(Γ) nazywamy poziomem sprz ości zbioru formuł Γ (ze względu na logikę 𝐋𝐋). 
Jeżeli funkcja ℓ𝐿𝐿 dla zbioru Γ przyjmuje wart ści 0 (o p wiednio 1), to Γ = ∅ (odpowiednio 
Γ jest zbiorem L-niesprzecznym (czyli Con𝐿𝐿(Γ))). W przypadku, gdy ℓ𝐿𝐿(Γ) = ∞, biór Γ 
zawiera formułę wewnętrznie spr eczną wz lędem logiki L. Wówczas nie istnieje pokrycie 
logiczne zbioru Γ – żadna rodzi a zbiorów ie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
to  
 Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) oraz Γ nie zawiera formuły wewnęt znie sprz cznej. () 
Warun k () pociąga za sobą to, że albo stnieją formuły 𝛼𝛼, 𝛽𝛽 ∈ Γ takie, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}), 
albo nie ma takich 𝛼𝛼, 𝛽𝛽 ∈ Γ, że Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅({𝛼𝛼, 𝛽𝛽}) oraz Card(Γ) ≥ 3  
Przykład 2. Rozważmy zbiór Γ = {p, q, ¬p, p ∧ ¬𝑞𝑞,  ∧ 𝑠𝑠, t ∧ ¬𝑟𝑟, 𝑤𝑤, q ∧ 𝑡𝑡}. Niech ℙ =
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Ω1 = {t ∧ ¬𝑟𝑟, q ∧ 𝑡𝑡, p, q}, 
Ω2 = {r ∧ 𝑠𝑠, p ∧ ¬𝑞𝑞, 𝑤𝑤, 𝑝𝑝}. 
Zgod ie z d finicją 7  𝑤𝑤(ℙ) = 2. Ponieważ sz ok ść pokrycia ℙ nie może być mniejsza (Γ 
zawiera formuły parami przeczne), ℓ𝐿𝐿(Γ) = 2. 
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Kluczową rolę w ozważaniach prow dz nych przez Je n ngsa i Schotcha odgrywa 
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logiczne zbioru Γ – żadna rodzina zbiorów nie spełnia jednocześnie warunków i oraz ii 
definicji 6. 
Jeżeli  
ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, 
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Zbiór 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
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Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
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ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość p krycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ,  oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫  jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
l ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Car (𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takieg , że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy artość funkcji ℓ𝐿𝐿(Γ) yn i 0 lub 1, tj. gdy wnioskujemy odpowiednio 
z  zbioru pustego lub niepustego zbi ru 𝐋𝐋-niesprzecznego, forcing z chowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważani ch skupimy się na analizie prz padków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie 1 {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, niew ż dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dow lnego zbi ru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym mo encie przyjętą uprzednio umowę dotyczącą 
mijania pustego elementu pokrycia logicznego. 
jeżeli 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie za iera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowi dnio 
ze zbioru pustego lub nie ustego zbioru 𝐋𝐋- iesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupim  się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Ro ważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdeg  pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k ora  Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na m cy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepust ch element w pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym mencie przyjętą przednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
Dla zbioru Γ z przykładu 3, 
Przykład 3. Niech dany będzie biór Γ = {p, ¬q,  → } Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅ (Γ) i Γ nie zawi ra 
formuły wewnętrznie sprzec nej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, tem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem mini alnych logi znych pokryć zbioru form ł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gd  la Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, j żeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z rz kładu Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących po ryć 
logicznych7: 
ℙ1 = {∅, ¬q}, {p, p → q}},
ℙ2 = {∅, p, ¬q}, {p → q}},
ℙ3 = {∅, p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, ż ℓ𝐿𝐿(Γ) ≠ ∞ wprowadz my relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każ ego ℙ ∈ 𝒫𝒫Γ istn eje Ω ∈ ℙ takie, ż  Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odp wie nio 
ze zbioru p stego lub niepustego zbioru 𝐋𝐋-niesprzec nego, f rcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzec ności jest więk zy od 1 (i różny d ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ
należą dwa pokrycia logiczne: 
ℙ1 = {Ω , 2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟  ¬𝑠𝑠}, 
ℙ2 = {Ω1, 2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}.
Zatem Γ ⊩ q, ponieważ dla każ ego p krycia logicznego istn eje zb ór Ω taki, że Ω ⊢ q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachod i: jeżel  Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Zał żmy, że ℓ𝐿𝐿(Γ) = k raz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem nal żącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej n go Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy for ułę 𝛼𝛼 do 
wszy tkich niepustych elementów pokrycia ℙ, z których można tę formułę wypro adzić. 
       
7 W celu pełnego rzedstawienia zbioru 𝒫𝒫Γ zawieszamy w ty  momenci  przyjętą uprzednio umowę dotyczącą 
pomijania pustego lementu pokrycia logicznego. 
 biór 
Przykład 3. Niech dany bę zie zbiór Γ = {p, ¬q, p → q} Ponieważ Con𝐿𝐿̅ (Γ) i  n e zawiera 
formuły wewnętrznie sprzeczn j, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = { ¬q}, {p, p → q} . Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szer kość p rycia zbioru Γ nie m że być
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz C rd(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem mini alnych logiczny h p kryć zbio u f muł Γ. 
Zbiór 𝒫𝒫Γ jest niepu y, gd dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przy adku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeże i ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ . 
Dla zbioru Γ z pr ykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa ię z następujących pokryć 
logiczny h7: 
ℙ1 = {∅, {¬q}, {p, p → q} ,
ℙ2 = {∅, {p, ¬q}, {p → q} ,
ℙ3 = {∅, {p},  → q  ¬ } .
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wpro adzamy rel cję inferencji 
nazywa ą forci giem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przy adku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiedni  
ze zbioru pustego l b niep stego z i r  𝐋𝐋-niesprzecz go, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd,  dalszych ro ważaniach skupimy się na a lizie przy adków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞). 
Przykład 4. Rozważmy następując  zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r  𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}  gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}  gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla k dego pokrycia logi znego ist ieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowo nego zbioru Γ, takiego że Γ ⊊ For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie owolnym p kryciem należącym 
do 𝒫𝒫Γ. Na mocy definicj  10, dla co najmniej jed ego Ω ∈ ℙ, ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elem ntów po rycia ℙ, z których można tę formułę wyprowadzić. 
        
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym mo encie przyjętą uprzednio um wę dotyczącą 
pomijania pustego elementu pokrycia log cznego. 
 s ła się z n -
stępujących pokryć logiczn ch7:
Przykład 3. iech dany będzie zbiór Γ {p, q, p  q}  Ponie aż Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie za ra 
for uły e nętrznie sprzecz ej, zate  ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) . iech 
ℙ1 {{ q}, {p, p  q}}. Stąd, 𝑤𝑤(ℙ1) 2. Skoro szerokość pokrycia zbi u Γ nie oże być 
niejsza, zate  ℓ𝐿𝐿(Γ) 2. 
efinicja 9. iech 𝒫𝒫Γ  {ℙ  2For ∶ Cov𝐿𝐿(ℙ, Γ) oraz C rd(ℙ)  ℓ𝐿𝐿(Γ) 1}. 𝒫𝒫Γ nazy a y
zbiore  ini alnych logicznych pokryć zbioru for uł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ  For, ℓ𝐿𝐿(Γ) . ato iast  przypadku, gdy ℓ𝐿𝐿(Γ) 0
lub ℓ𝐿𝐿(Γ) 1, to Card(𝒫𝒫Γ) 1. Z kolei, jeżeli ℓ𝐿𝐿 Γ) 1 i ℓ𝐿𝐿(Γ) , to Card(𝒫𝒫Γ) 1. 
la zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 {∅, { q}, {p, p  q}}, 
ℙ2 {∅, {p, q}, {p  q}},
ℙ3 {∅, {p}, {   q, }}.
la do olnego zbioru Γ  For takiego, że ℓ𝐿𝐿(Γ)  pro adza y relację inferencji 
nazy aną forcingie . 
efinicja 10. Γ 𝛼𝛼 t  dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
 przypadku, gdy artość funkcji ℓ𝐿𝐿(Γ) ynosi 0 lub 1, tj. gdy nioskuje y odpo iednio 
ze zbioru pusteg  lub epust go zbioru 𝐋𝐋-niesprzecznego, forcing zacho uje się jak rela ja 
⊢𝐿𝐿. Stąd,  dalszych roz ażaniach s upi y się na analizie przypadkó  zbioró , których 
ozio  sprzeczności jest iększy od 1 (i r żny od ).  
Przykład 4. Roz aż y następujący zbiór Γ { 𝑟𝑟 ∧ 𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}. o zbioru 𝒫𝒫Γ 
należą d a pokryc a logicz e: 
ℙ1 { 1, Ω2}, gdzie Ω1 {r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}, Ω2 { 𝑟𝑟 ∧ 𝑠𝑠}, 
ℙ2 { 1, Ω2}, gdzie Ω1 {r ∧ 𝑝𝑝, s ∧ (p  q)}, Ω2 { 𝑟𝑟 ∧ 𝑠𝑠, 𝑡𝑡}. 
Zate  Γ q, ponie aż dla każdego pokrycia logicznego istnieje zbiór Ω taki, ż  Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. la do olnego zbioru Γ, takiego że Γ  For, ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , oraz do olnej
for uły 𝛼𝛼 zacho zi: jeżeli Γ 𝛼𝛼, to ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
owód. Załóż y, że ℓ𝐿𝐿(Γ) k oraz Γ 𝛼𝛼. i ch ℙ będzie do olny pokrycie  nal żący  
do 𝒫𝒫Γ. a ocy d fi icji 10, dla co naj niej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. odaj y for ułę 𝛼𝛼 do 
szystkich niepustych ele entó  pokrycia ℙ, z których ożna tę for ułę ypro adzić. 
                                                      
7  celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym omencie pr yjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia log cznego. 
Dla dowolnego zbioru 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
i Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
t że 
ł  . i   i  i r { , ,   }  i  𝐿𝐿  i  i  i r  
f r ł  tr i  s r j, t  𝐿𝐿  i 𝐿𝐿 . i  
{{ }, { ,   }}. t , 𝑤𝑤 . r  s r ś  r i  i r   i    
i js , t  𝐿𝐿 . 
fi i j  . i  𝒫𝒫  {  For ∶  𝐿𝐿 ,  r   𝐿𝐿 }. 𝒫𝒫   
z i r  i i l  l i z  r  z i r  f r ł . 
i r 𝒫𝒫  j st i st ,  l   , 𝐿𝐿 . t i st  r ,  𝐿𝐿  
l  𝐿𝐿 , t  𝒫𝒫 .  l i, j li 𝐿𝐿  i 𝐿𝐿 , t  𝒫𝒫 . 
l  i r    r ł  , 𝒫𝒫 . i r 𝒫𝒫  s ł  si   st j  r  
l i 7: 
{ , { }, { ,   }}, 
{ , { , }, {   }},
{ , { }, {   , }}.
l  l  i    t i ,  𝐿𝐿  r  r l j  i f r ji 
 f r i i . 
fi i j  . 𝛼𝛼 t  l    𝒫𝒫  ist i j   t i ,  𝐿𝐿 𝛼𝛼. 
 r ,  rt ś  f ji 𝐿𝐿  si  l  , tj.  i s j  i i  
 i r  st  l  i st  i r  𝐋𝐋- i s r , f r i  j  si  j  r l j  
𝐿𝐿. t ,  ls  r i  s i  si   li i  r  i r , t r  
i  s r ś i j st i s    (i r   ).  
ł  .  st j  i r { 𝑟𝑟  𝑠𝑠,   𝑝𝑝,     , 𝑡𝑡}.  i r  𝒫𝒫  
l   r i  l i : 
{ , }, i  {   𝑝𝑝,     , 𝑡𝑡}, { 𝑟𝑟  𝑠𝑠}, 
{ , }, i  {   𝑝𝑝,     }, { 𝑟𝑟  𝑠𝑠, 𝑡𝑡}. 
t  , i  l   r i  l i  ist i j  i r  t i,    , tj. 
l   r  j st t  . 
t . l  l  i r  , t i    , 𝐿𝐿  i 𝐿𝐿 , r  l j 
f r ł  𝛼𝛼 i: j li 𝛼𝛼, t  𝐿𝐿 𝐿𝐿 {𝛼𝛼} . 
. ł ,  𝐿𝐿  r  𝛼𝛼. i   i  l  r i  l  
 𝒫𝒫 .   fi i ji , l   j i j j  , 𝐿𝐿 𝛼𝛼. j  f r ł  𝛼𝛼  
s st i  i st  l t  r i  ,  t r   t  f r ł  r i . 
                                                          
7  cel  eł e  rze sta ie ia z i r  𝒫𝒫Γ za iesza   t  e cie rz jętą rze i  ę t czącą 
ija ia ste  ele e t  r cia l icz e . 
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dzamy relację inferencji nazywaną forcingiem.
Definicja 10. 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formu y wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿 ≠ ∞. N ech
ℙ1 = {{¬ }, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logic nych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
fi . Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy artość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru puste o lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak r lacja
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadkó  zbiorów, których
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p  q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do
wszystkich niepustych elementów pokryc a ℙ, z których można tę formułę wyprowadzić.
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
 t  dla każdego 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con?̅̅?𝐿(Γ) i Γ nie zawiera 
formuły wewnętrznie spr ecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
niejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zb orem minimalnych logicznych pokryć zbioru f muł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1  ℓ𝐿𝐿(Γ) ≠ ∞, to Car (𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
ogicznych7:
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
n zywaną forcingiem.
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każ ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy artość funkcji ℓ𝐿𝐿( ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-nie przecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zb orów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą wa p krycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jes  to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zach dzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ Na mocy d finicji 10, dla co najmnie  jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
   
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego lementu pokrycia logicznego. 
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s st i  i st  l t  r i  ,  t r   t  f r ł  r i . 
                                                        
7  cel  eł e  rze sta ie ia z i r  𝒫𝒫Γ za iesza   t  e cie rz jętą rze i  ę t cz cą 
ija ia ste le e t r cia l icz e . 
 takie, 
że 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  F r, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla z ioru Γ z przykła u 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, 2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ 𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowoln go zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę d tyczącą 
pomijania pustego elementu pokrycia logicznego. 
 adku, g  w t  f kcji 
Przykład 3. iech dany będzie zbiór Γ {p, q, p  q}  Ponie aż Con𝐿𝐿(Γ) i Γ nie za iera 
for uły nętrznie sprzecznej, zate  ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) . iech 
1 {{ q}, {p, p  q}}. Stąd, 𝑤𝑤( 1) 2. Sk ro szerokość pokrycia zbioru Γ nie oże być 
niejsza, zate ℓ𝐿𝐿(Γ) 2. 
efinicja 9. iech 𝒫𝒫Γ  {  2For ∶  Cov𝐿𝐿( , Γ) oraz Card( )  ℓ𝐿𝐿(Γ) 1}. 𝒫𝒫Γ nazy a y 
zbiore  ini alnych logicznych pok yć zbioru f r uł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ  For, ℓ𝐿𝐿(Γ) . ato iast  przypadku, gdy ℓ𝐿𝐿(Γ) 0 
lub ℓ𝐿𝐿(Γ) 1, to Card(𝒫𝒫Γ) 1. Z kolei, j żeli ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , to Car (𝒫𝒫Γ) 1. 
la zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) 3. Zbiór 𝒫𝒫Γ składa się z następują ych pokryć 
logicznych7: 
1 { , { q}, {p, p  q}}, 
2 { , {p, q}, {p  q}},
3 { , {p}, {p  q, q}}.
la do olnego zbioru Γ  For takiego, że ℓ𝐿𝐿(Γ)  pro adza y relację inf rencji 
nazy aną forcingie . 
efinicja 10. Γ 𝛼𝛼 t  dla każdego  ∈ 𝒫𝒫Γ istni je ∈  t i , że 𝐿𝐿 𝛼𝛼. 
 przypadku, gdy artość un i ℓ𝐿𝐿( ) ynosi 0 lub 1, tj. gdy nioskuje y odpo iednio 
ze bioru pustego lub niep stego zbioru 𝐋𝐋- iesprzecznego, forcing zacho uje się jak relacja 
𝐿𝐿. Stąd,  dalszych roz żaniach skupi y się n  analizie przypadkó  zbioró , których 
ozio  sprzeczności jest iększy od 1 (  różny od ).  
Przykład 4. oz aż y następujący zbiór Γ { 𝑟𝑟 ∧ 𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}. o zbioru 𝒫𝒫Γ 
należą d a p krycia logiczne: 
1 { 1, 2}, gdzie 1 {r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}, 2 { 𝑟𝑟 ∧ 𝑠𝑠}, 
2 { 1, 2}, gdzie 1 {r ∧ 𝑝𝑝, s ∧ (p  q)}, 2 { 𝑟𝑟 ∧ 𝑠𝑠, 𝑡𝑡}. 
Zate  Γ q, ponie aż dla każdego pokrycia logicznego istni je zbiór  taki, że   q, tj. 
dla obu pokryć jest to 1. 
Fakt 1. la do olnego zbioru Γ, takiego że Γ  For, ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , oraz do olnej 
for uły 𝛼𝛼 zachodzi: j żeli Γ 𝛼𝛼, to ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ {𝛼𝛼}). 
o ód. Załóż y, że ℓ𝐿𝐿(Γ) k oraz Γ 𝛼𝛼. iech  będzie do olny  pokrycie  należący  
do 𝒫𝒫Γ. a ocy definicji 10, dla co naj niej jednego ∈ , 𝐿𝐿 𝛼𝛼. odaj y for ułę 𝛼𝛼 do 
szystkich niepusty h le entó  pokrycia , z których ożna tę for ułę ypro adzić. 
                                                        
7  celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawiesza y w ty  o encie przyjętą uprzednio u owę dotyczącą 
po ijania pustego ele entu pokrycia logicznego. 
w nosi 0 lub 1, tj. gdy 
nioskujemy odpowiednio ze zbi ru pustego lub ni pustego zbioru 
Γ -niesprzecznego, forcing zachowuje się jak relacja 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫 jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, ar (𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, dy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 { 1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
tą , w dalszych 
rozważaniach sku imy się na analizie przypadków zbi rów, któryc  
poziom sprzeczności jest większy od 1 (i różn  od 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuł  wewnętrz ie sprzecznej, zat m ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿 ≠ ∞. Ni ch 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2.
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbior m minimalnych logicznych pokryć zbi ru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lu  ℓ𝐿𝐿(Γ) = 1, o Card(𝒫𝒫Γ) = 1. Z k lei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to C rd(𝒫𝒫Γ) ≥ 1.
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logic nych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forci iem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru ste o l b niepustego zbioru 𝐋𝐋-niesprzecznego, for in  zacho uje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych r zważaniach sk imy ę a analizie pr yp dkó  zbiorów, który h 
poziom sprzeczn ś i jest iększy o   (  różn   ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dw  pokryci  l giczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dl  obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zacho zi: jeż li Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
d  𝒫𝒫Γ. N  moc  definicji 10, dla co n jmniej j dn go Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. D daj y fo mułę 𝛼𝛼  
wsz stkich niepust ch ele entów pokrycia ℙ, z których można tę f rmułę w pr wadzić.
                                                      
7 W celu pełnego przedsta ienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzedni  umowę dotyczącą 
pomijania pustego elem ntu pokrycia logicznego. 
Przykład 4. Rozważmy następujący zbiór 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły ewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Ni ch 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Nat mia  w przyp dku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykład  3, Card(𝒫𝒫Γ) = 3. Z iór 𝒫𝒫  s łada się z następujących pokryć 
l gicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, { , ¬ {p → q },
ℙ3 = {∅, ,   , ¬q }.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy rel cję inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ stnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy artość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskuj my odpo iedn o 
ze zbioru pust go lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dals y  rozważaniach skupimy się na an li ie przypadków zbiorów, których 
poziom sprzeczności jest większy od 1 (i r żny d ∞).  
Przykład 4. Rozważmy następujący biór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, 2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟  ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbior  Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy,  ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Ni ch ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dod jmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których ożna tę formułę wyprowadzić. 
                                                          
7 W celu ełnego rz dstawi nia zbio u 𝒫𝒫Γ zawies my w ym omenci  przyjętą uprzednio umo ę dotyczącą 
pomijania pustego lementu pokrycia logicznego. 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły ewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokrycia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Def nicj  9. Niech 𝒫𝒫Γ  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Z ó  𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
2 { , {p, ¬q}, {p  }},
3 { , {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przyp dku, gdy wartość funkcji ℓ𝐿𝐿(Γ) yno i 0 lub 1, tj. gdy wnioskujemy od owiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbió  Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q , 𝑡𝑡}. Do zbio u 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
2 { 1, 2}, gdzie {   𝑝𝑝,     }, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k or z Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy for ułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić. 
                                                          
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą u rzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
. o zbioru 
ł  . i   i  i r { , ,   }  i  𝐿𝐿  i  i  i r  
f r ł  tr i  s r j, t  𝐿𝐿  i 𝐿𝐿 . i  
{{ }, { ,   }}. t , 𝑤𝑤 . r  s r ś  r i  i r   i    
i js , t  𝐿𝐿 . 
f i j  . i  𝒫𝒫  {  For ∶  𝐿𝐿 ,  r   𝐿𝐿 }. 𝒫𝒫   
z i r  i i l  l i z  r  z i r  f r ł . 
 𝒫𝒫  j st i st ,  l   , 𝐿𝐿 . t i st  r ,  𝐿𝐿  
l  𝐿𝐿 , t  𝒫𝒫 .  l i, j li 𝐿𝐿  i 𝐿𝐿 , t  𝒫𝒫 . 
l  i r    r ł  , 𝒫𝒫 . i r 𝒫𝒫  s ł  si   st j  r  
l i 7: 
{ , { }, { ,   }}, 
ℙ {∅, { , }, {   q}},
ℙ = {∅, { }, {   , }}.
l  l  i r    t i ,  𝐿𝐿  r  r l j  i f r ji 
 f r i . 
fi i j  . 𝛼𝛼 t  l    𝒫𝒫  ist i j   t i ,  𝐿𝐿 𝛼𝛼. 
 r ,  r ś  f ji 𝐿𝐿  i  l  , tj.  i s j  i i  
 i r  st  l  i st  i r  𝐋𝐋- i s r , f r i  j  si j  r l j  
𝐿𝐿. t ,  ls  r i  s i  si   li i  r  i r , t r  
i  s r ś i j st i s    (i r   ).  
ł  .  st j  i r { 𝑟𝑟  𝑠𝑠,   𝑝𝑝,     , 𝑡𝑡}.  𝒫𝒫  
l   r i  l i : 
{ , }, {   𝑝𝑝,     , 𝑡𝑡}, { 𝑟𝑟  𝑠𝑠}, 
ℙ { , Ω }, i  1 {r  𝑝𝑝, s  (   q)}, { 𝑟𝑟  𝑠𝑠, 𝑡𝑡}. 
t  , i  l   r i  l i  ist i j  i r  t i,    , tj. 
l   r  j st t  . 
t . l  l  i r  , t i    , 𝐿𝐿  i 𝐿𝐿 , r  l j 
f r ł  𝛼𝛼 i: j li 𝛼𝛼, t  𝐿𝐿 𝐿𝐿 {𝛼𝛼} . 
. ł ,  𝐿𝐿  ra  𝛼𝛼. i   i  l  r i  l  
 𝒫𝒫 .   fi i ji , l   j i j j  , 𝐿𝐿 𝛼𝛼. j  f rm ł  𝛼𝛼  
st i  i st  l t  r i  ,  t r   t  f r ł r i .
                                                          
7  cel  eł e  rze sta ie ia z i r  𝒫𝒫Γ za iesza   t  e cie rz jętą rze i ę t zącą
ija ia ste  ele e t r cia l icz e . 
 należą dwa pokrycia logiczne:
rzykład 3. iech dany będzie zbiór Γ {p, q, p  q}  Ponie aż Con𝐿𝐿(Γ) i Γ nie za iera 
for uły e nętrz ie sprzecznej, zate ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) . ch 
1 { q}, {p, p  q} . Stąd, 𝑤𝑤( 1) 2. Skoro szerokość pokrycia zbioru Γ nie oże być 
niejsza, zate  ℓ𝐿𝐿(Γ) 2. 
efinicja 9. iech 𝒫𝒫Γ  {  2For ∶  Cov𝐿𝐿( , Γ) oraz Card( )  ℓ𝐿𝐿(Γ) 1}. 𝒫𝒫Γ nazy a y 
zbiore  ini alnych logicznych pokryć zbioru for uł Γ. 
biór 𝒫𝒫Γ jest niepusty, gdy dla Γ  For, ℓ𝐿𝐿(Γ) . ato iast  przypadku, gdy ℓ𝐿𝐿(Γ) 0 
lub ℓ𝐿𝐿(Γ) 1, to Card(𝒫𝒫Γ) 1. k lei, jeżeli ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , to Card(𝒫𝒫Γ) 1. 
la zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) 3. biór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
1 { , { q}, {p, p  q} , 
2 { , {p, q}, {p  q} ,
3 { , {p}, {p  q, q} .
la do olnego zbioru Γ  For takiego, że ℓ𝐿𝐿(Γ)  pro adza y relację inferencji 
nazy aną forcingie . 
efinicja 10. Γ 𝛼𝛼 l  ażdego  𝒫𝒫Γ istnieje  takie, że 𝐿𝐿 𝛼𝛼. 
 przyp , gdy artość funkcji ℓ𝐿𝐿(Γ) ynosi 0 lub 1, tj. gdy nioskuje y odpo iednio 
ze zbioru p stego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zacho uje się jak r lacja 
𝐿𝐿. Stąd,  dalszych roz ażaniach skupi y się na analizie przyp dkó  zbioró , których 
pozio  sprzecznoś i jest iększy od 1 (i różny od ).  
rzykład 4. oz aż y następujący zbiór Γ { 𝑟𝑟 ∧ 𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}. o zbioru 𝒫𝒫Γ 
należą d a pokrycia logiczne: 
1 { 1, 2}, gdzie 1 {r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}, 2 { 𝑟𝑟 ∧ 𝑠𝑠}, 
2 { 1, 2}, gdzie 1 {r ∧ 𝑝𝑝, s ∧ (p  q)}, 2 { 𝑟𝑟 ∧ 𝑠𝑠, 𝑡𝑡}. 
ate  Γ q, ponie aż dla każdego pokrycia logicznego istnieje zbiór  taki, że   q, tj. 
dla obu pokryć jest o 1. 
akt 1. la do olnego zbioru Γ, takiego że Γ  For, ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , oraz do olnej 
for uły 𝛼𝛼 zachodzi: jeżel  Γ 𝛼𝛼, to ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ {𝛼𝛼}). 
o ód. ałóż y, że ℓ𝐿𝐿(Γ) k oraz Γ 𝛼𝛼. iech  będzie do olny  pokrycie  należący  
d  𝒫𝒫Γ. a ocy definicji 10, dla co naj niej dnego , 𝐿𝐿 𝛼𝛼. daj y for ułę 𝛼𝛼 do 
szystkich niepustych ele entó pokrycia , z których ożna tę f r ułę ypro adzić. 
7  celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawiesza y w ty  o encie przyjętą uprzednio u owę dotyczącą 
po ija a pustego ele entu pokrycia logicznego. 
ate
ł  . i   i  i  , ,    i  𝐿𝐿  i  i  i  
 t i j, t  𝐿𝐿  i 𝐿𝐿 . i
, ,   . t , 𝑤𝑤 .   i  i  i    
i j , t  𝐿𝐿 . 
i  . i  𝒫𝒫   r ∶  𝐿𝐿 ,    𝐿𝐿 . 𝒫𝒫   
i  i i l  l i   i  f ł . 
i  𝒫𝒫  j t i t ,  l   , 𝐿𝐿 . t i t  ,  𝐿𝐿  
l  𝐿𝐿 , t  𝒫𝒫 . l i, j li 𝐿𝐿  i 𝐿𝐿 , t  𝒫𝒫 . 
l  i   ł  , 𝒫𝒫 . i  𝒫𝒫  ł  i  t j   
l i : 
, , ,   , 
, , ,   ,
, ,   , .
l  l  i    t i ,  𝐿𝐿   l j  i ji 
 f i i . 
i 𝛼𝛼 t  l   𝒫𝒫  i t i j   t i ,  𝐿𝐿 𝛼𝛼. 
,  w t  ji 𝐿𝐿  i l  , tj.  i j  i i  
i  t  l  i t  i  𝐋𝐋 i , f i  j  i  j  el j
𝐿𝐿. t ,  l i  i  i   li  w i , t
i  i j t i  i  .  
ł  .  t j  i  𝑟𝑟  𝑠𝑠,   𝑝𝑝,    , 𝑡𝑡 .  i  𝒫𝒫  
l   i  l i : 
, , i    𝑝𝑝,    , 𝑡𝑡 , 𝑟𝑟  𝑠𝑠 , 
, , i    𝑝𝑝,   → , 𝑟𝑟  𝑠𝑠, 𝑡𝑡 . 
t  , i  l   i  l i  i t i j  i   t i,   , tj. 
l    j t t  . 
 . l  l  i  , t i    , 𝐿𝐿  i 𝐿𝐿 ,  l j 
ł  𝛼𝛼 i: j li 𝛼𝛼,  𝐿𝐿 𝐿𝐿 𝛼𝛼 . 
. ł ,  𝐿𝐿   𝛼𝛼. i   i  l  i  l  
 𝒫𝒫 .   i i ji , l   j i j j  , 𝐿𝐿 𝛼𝛼. j  ł  𝛼𝛼
t i  i t  l t   , t   t ł  i .
      
7  l  ł  r t i i  i r  𝒫𝒫  i   t  i  r j t  r i   t  
ij i  t  l t  r i  l i . 
, onie aż dla każ r cia logicznego istnieje 
zbiór 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawie a 
formuł  wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokryci  zb oru  nie oże być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ azywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następują ych pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy rel cję inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecz ego, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy s ę na analizie przypadków zbiorów, który h 
poziom sprzeczności jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje i r Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, ora  dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym p krycie  należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy for ułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę wyprowadzić.
                                                         
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
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, dla obu pokryć jest to 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pokry ia zbioru Γ nie może być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dow lnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicj  10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy art ść funkcji ℓ𝐿𝐿(Γ) y osi 0 lub 1, tj. gdy w i skujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzeczn go, forcing zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie przypadków zbiorów, których 
poziom sprzeczności est większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s  (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdeg  pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowoln pokryciem należącym 
do 𝒫𝒫Γ. N  mocy def nicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy for ułę 𝛼𝛼 do 
wszystkich niepustych elementów pokryci  ℙ, z których m żn  tę formułę wyprowadzić. 
                                                      
7 W celu pełnego prz dstawienia zbioru 𝒫𝒫Γ zawieszamy w tym mo encie prz jęt  uprzednio umowę dotyczącą 
pomijani  pustego elementu pokrycia logicznego. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że 
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formuły wewn trznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) 2. Skoro szerokość pokrycia zbioru Γ  może być 
mni jsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  F r, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, , ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną f cingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy w rtość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, f rcing zachowuje się jak relacja 
⊢𝐿𝐿. Stą , dalszych ro waż n ach kupimy się na anali ie prz padków zbi rów, których 
p z m sprz czności je t w ększy od 1 (i róż y od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą d  pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = 𝐿𝐿 ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jedn g  Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy for ułę 𝛼𝛼 do 
wszystkich i pustych elementów pokrycia , z których ożn  tę f rmułę w prowadzić. 
                                                  
7 W celu p łnego prze sta ie ia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
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formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) 2. Skoro szerokość p krycia zbioru  nie może być
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing zachowuje się j k rela ja 
⊢𝐿𝐿. Stą , w dalszych rozważaniach skupimy się na analizie pr ypa ków zbioró , których 
poziom sprz czności j st większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodaj  for ułę 𝛼𝛼 do
wszystkich niepustych elementów pokrycia ℙ, z których m ż a tę for ułę wyprowadz ć. 
                                                          
7 W celu peł ego przedstawi nia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą u rzednio umowę dotyczącą 
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Pr ykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Poniew ż Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = { ¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro sz rokość pokrycia zbioru Γ nie może być 
mniejs a, zatem ℓ𝐿𝐿(Γ) = 2.
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿 ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
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do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy for ułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia , z których ożna tę formułę wyprowadzić. 
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Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
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m iejsza, zate  ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbior  minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to C rd(𝒫𝒫Γ) = 1. Z kolei, j żeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ skł da się z następują ych pokryć 
logic nych7: 
ℙ1 = {∅, {¬q}, { , p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inf rencji 
nazywaną forcingiem. 
Def nicja 10. Γ ⊩ 𝛼𝛼 tw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbi ru 𝐋𝐋-niesprzeczn go, forcing zachowuj  się jak relacja 
⊢𝐿𝐿. Stąd, w dals ych rozważaniach skupimy si  na an lizie przypadków zbiorów, których 
pozi  sprzecz ości jest większy od 1 (i różny od ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: j żeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. a ocy definicji 10, dla co najmniej j dnego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich ni pustych lementów pokrycia ℙ, z których m żna tę for ułę wyprowadzić. 
                                                  
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego ele entu pokrycia logicznego. 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  Ponieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ ni  zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) 2. Skoro szerokość p krycia zbioru Γ nie oże być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿( ) ≠ ∞, to Ca d(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następują ych pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzam  rel cję infer ncji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio 
ze zbioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forcing za howuje się jak relacja 
⊢𝐿𝐿. Stąd, w dals y h rozważaniach skupimy na analizie przypa ków zbiorów, który h 
poziom s rzeczności j st większy od 1 (i óżny d ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbio u 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie 1 {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, ż  Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1.
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, raz dowoln j 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jedneg  Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 d  
wszystkich ni pustych elementó  pokrycia ℙ,  których można tę formułę w prowadzić. 
                                                       
7 W celu pełnego przedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym omencie przyjętą rzednio u owę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
Dowód. Załóżmy, że
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q} Pon waż Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zat m ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, p, p → q}}. Stą , 𝑤𝑤(ℙ1) = 2. Skoro sze kość pokrycia zbioru  nie moż być 
n ejsza, zatem ℓ𝐿𝐿(Γ) = 2.
Definicja 9. Niech 𝒫𝒫Γ  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Ca d(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ n ywam  
zbiorem minimal ych ogicznych pok yć zb oru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, g y ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Car (𝒫𝒫Γ) = 1. Z kolei, jeż li ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q} p, p → q}}, 
2 , p, ¬q}, {   ,
3 , }, {p → q, ¬ .
Dla dowolnego zbi ru Γ ⊊ For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wpr wadzamy relację inferencji 
nazy aną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przyp dku, g y wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiednio
ze zbioru pustego lub niepusteg  zbioru 𝐋𝐋-niesprzecznego, forcing zachowuj  się ak r l cja 
⊢𝐿𝐿. Stąd, w a szych r zważaniach s pim  s ę a analizie pr ypad ów zbioró , których
p zio  spr ec n śc  jest większy d 1 (i róż y od ∞).  
Pr ykład 4. Rozważmy następujący zbió Γ = {¬𝑟𝑟 ∧ 𝑠𝑠, r ∧ 𝑝𝑝 s (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ
należą dwa pokrycia l giczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ 𝑠𝑠}, 
2 ,   𝑝𝑝,     , Ω2 = {¬𝑟𝑟 ∧ 𝑠𝑠, 𝑡𝑡 .
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia l gicznego istnieje zbiór Ω taki, że Ω ⊢ q, tj. 
dla obu pokryć j st to Ω1. 
 . Dla dowolnego zbioru Γ, takiego że Γ ⊊  F r, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz d wolnej 
formuły 𝛼𝛼 zachod i: jeże i Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼} . 
d. Załóż ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dow lnym pokryc m należącym 
do 𝒫𝒫Γ. Na ocy definicji 10, dl  co n jmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do
szystkich niepustych lementó  pokr cia ℙ, z których m żna tę for ułę wypro adzić. 
                                                 
7 W c lu pełnego prz dstawi nia zbioru 𝒫𝒫Γ zawieszamy w tym mo encie przyjętą uprz dnio u o ę dotyczącą 
pomijania ustego el men u pokryc a l gi znego. 
i  
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p  q}  Ponieważ Con𝐿𝐿(Γ) i Γ nie zawier  
for uły wew ętr nie sprzecznej, zate  ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) ≠ . Niech 
ℙ1 = {{¬q}, {p, p q}}. Stąd, 𝑤𝑤( 1) = 2. Skoro szerok ść p krycia zbioru Γ nie oże być 
niejsza, zate  ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazyw y 
zb orem minimal ych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest ni pusty, dy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ . Nato i st w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) ≠ , to Card(𝒫𝒫Γ) 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicz ych7:
ℙ1 = {∅, {¬q}, {p, p  q}}, 
2 {∅, {p, ¬q} {p  q },
3 {∅, {p}, {p  q, ¬q }.
Dla dowolneg  zbi ru Γ ⊊  For takieg , że ℓ𝐿𝐿(Γ) ≠  wpro adza y r lację infere cji 
n zyw ą f rcingiem. 
Definicja 10. Γ 𝛼𝛼 wtw dla każd go ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
 przypadku, gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskuje y odpowiednio 
ze zbior  pustego lub niepust g  zbi ru 𝐋𝐋-niesprz cznego, forci g zachowuj  się jak relacja 
⊢𝐿𝐿. Stąd, w alszych r zważani ch skupi  się na analizie przypadków zbioró , których 
po iom spr eczn ś i jest większ  1 (i róż y od ).  
Przykład 4. Rozważ y następując  zbiór Γ = {¬𝑟𝑟 ∧ 𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p q), 𝑡𝑡}. Do zbi ru 𝒫𝒫Γ 
należą dwa pokrycia l g czne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p  q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ 𝑠𝑠},
2 {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ 𝑠𝑠, 𝑡𝑡}.
Zate  Γ q, ponieważ dla każdego pokrycia l g cznego istniej  zbiór Ω taki, że Ω ⊢  q, tj.
dla obu p kryć jest to Ω1. 
F kt . l  dowolneg  zbi ru Γ, takiego ż  Γ ⊊  F r, ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) ≠ , oraz dowolnej 
for uły 𝛼𝛼 zachod i: jeżeli Γ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, e ℓ𝐿𝐿(Γ) = k oraz Γ 𝛼𝛼. Niech ℙ będzie dowolny  pokrycie należący  
do 𝒫𝒫Γ. Na ocy efinicji 10, dla c  naj n j jedn go Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodaj y for ułę 𝛼𝛼 do
szystkich n epust ch ele ent w po rycia ℙ, z których ożna tę formułę wyprow dzić. 
  
7 celu pełnego prze stawieni zbioru 𝒫𝒫Γ zawies my w tym momencie przyjętą uprzednio umo ę dotyczą ą 
pomijania ust  el mentu pokryc a logic ne o. 
 zie owol-
nym pokryciem należącym do 
Przykład 3. Niech dany bę zie zbiór Γ = {p, ¬q, p → q} Ponie aż Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
fo muły w wnętrznie sprzecznej, zatem 𝐿𝐿 > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p,  → }}. tąd, 𝑤𝑤(ℙ1) = 2. S ro szer kość p ryci zbi ru Γ nie może być 
mni js a, zat m ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimalnych logicznych pokryć zbio u formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepu y, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿( ) = 1, to Card(𝒫𝒫Γ) = 1. Z kole , jeże i ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbio u Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa ię z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, p → q  ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wp owadzamy relację inferencji 
azywa ą forci giem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każd go ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość f nkcji ℓ𝐿𝐿(Γ) ynosi 0 lub 1, tj. g y nioskujemy odpowiedni  
ze zb or p stego l b niep tego bi ru 𝐋𝐋-niespr e znego, fo c ng zachowuje się jak relacja 
⊢𝐿𝐿. Stąd, w d lszych ro w ż i ch skupimy ię na analizi  p z padków zbiorów, których 
poziom sp zecz ści jest więks y d 1 (  róż y od ∞). 
Przykł d 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠  r 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
na eż  dwa pokrycia logiczne:
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Z tem Γ ⊩ q, ponieważ dl k dego pokryc a log znego ist i je zbiór Ω taki, że Ω ⊢  q, tj. 
dl  obu pokryć jest t  Ω1. 
Fakt 1. Dl dowo nego zbio u Γ, takiego że Γ ⊊  For ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Z łóżmy, że 𝐿𝐿 ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dowolnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy defi icji 10, dla c  najmniej jed ego Ω ∈ ℙ, ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepust c  elementów p kr cia ℙ, z których ożna tę formułę wyprowadzić. 
7 W celu pełneg przedsta ienia zbi ru 𝒫𝒫Γ zawieszam  w tym momencie przyjęt uprzednio umowę dotyczącą 
pomijan a pustego l m ntu pokrycia logiczn go. 
  fin 0, la c najmniej 
jedneg
Przykład 3. Ni ch dany będzie zbiór Γ = {p, ¬q, p → q} Poni aż Co 𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Sk o szer kość pokrycia b oru Γ nie oż  być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ azywa  
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to C r (𝒫𝒫Γ) ≥ 1.
Dla zbioru Γ z przykładu , Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ prowadzamy relację infere cji 
azywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ 𝒫𝒫Γ istn ej  ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, gdy wartość fu kcji ℓ𝐿𝐿(Γ) wynosi 0 lu  1, tj. gdy ni skuj my odpow edni  
ze zbioru lub niepust go bioru 𝐋𝐋-niespr ec neg forcing zachow je się ja relacja 
⊢𝐿𝐿. Stąd,  d lszych rozważan ach skupimy się na analizi przypadk w biorów, których 
p ziom sprz czności jest w ększy od 1 (i różny d ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do u 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝 s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠},
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}.
Zat m Γ ⊩ q, ponieważ dla k żdego pokrycia logicznego istnieje zbiór aki, że Ω ⊢  q, tj. 
dla obu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  F , ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ bę z  d wolnym pokrycie należący  
do 𝒫𝒫Γ. Na mocy defi icji 10, dla co najmniej je  Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodaj  f rmułę 𝛼𝛼 d
wsz stkich niepustych elem ntów pokrycia ℙ,  k órych można tę for ułę y r w dzić.
                              
7 W celu pełn go p zedstawienia zbioru 𝒫𝒫Γ zawieszamy w tym m ncie rzyję ą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
 aj y f r ułę 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q} Ponie aż Con𝐿𝐿(Γ) i Γ nie a iera 
formuły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech
ℙ1 = {¬q}, {p, p → q }. Stąd, 𝑤𝑤(ℙ1) = 2. Sk ro sz rok ść pok yc a zbioru Γ ni oże być 
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  ov𝐿𝐿 , Γ) oraz Card(ℙ) = ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ az wam  
zbiorem minimalnych logicznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypa ku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ) = 1. Z kolei, jeże i ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbior  Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zb ór 𝒫𝒫Γ kłada się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬q}, {p, p → q }, 
ℙ2 = {∅, {p, }, {  → q },
ℙ3 = {∅, {p}, {p → q, ¬q }.
Dla dowolneg  zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicja 10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
przypadk , gdy wartość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gdy wnioskujemy odpowiedni  
ze z ioru pustego lub niepustego zbioru 𝐋𝐋-niesprzecznego, forc ng z ch wuje s ę ak relacja 
⊢𝐿𝐿. Stąd,  dalszych rozważaniach skup my się n  anal zi  zypadkó biorów, których
poz om sprzeczności jest więks y od 1 (i różny od ∞).
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istniej  zbiór Ω t ki, że Ω ⊢  q, j. 
dla bu pokryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz d w lnej
formuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie d wol ym pokry iem należący  
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dod jm  f rm 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których ż  tę for ułę wyprowadzić.
                               
7 W celu pełnego prz dst ni  zbioru 𝒫𝒫Γ zawieszamy w tym mo ncie przyjętą upr ed  mowę dotyczącą 
po ij nia pustego elementu pokr cia logicznego. 
  wszystkich n ust h 
elem nt w pokryci  
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  P nieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ ni  a iera 
formuły wewnętrzni  sprzecznej, zat m ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. N ch 
ℙ1 = {{¬ }, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro s e okość p kryci  bioru Γ nie może być
mniejsza, zatem ℓ𝐿𝐿(Γ) = 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) raz Card(ℙ) =  ℓ𝐿𝐿( + 1}. 𝒫𝒫Γ nazywamy 
zbiorem minimal yc  logicz ych pokryć zbioru formuł Γ.
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w prz padku, gdy ℓ𝐿𝐿( ) 0 
ub ℓ𝐿𝐿(Γ) = 1, to Card(𝒫𝒫Γ = 1. Z kol i, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
ℙ1 = {∅, {¬ }, {p, p → q}}, 
ℙ2 = {∅, {p, ¬q}, {p → q}},
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dow lnego zbi ru Γ ⊊  For taki go, ż  ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazywaną forcingiem. 
Definicj  10. Γ ⊩ 𝛼𝛼 wtw dla każdego ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W prz padku, gdy art ść fu kcji ℓ𝐿𝐿(Γ) wy osi 0 l b 1, tj. gdy skujemy odp wi dn o 
ze zbior  pustego lub nie ustego zbior 𝐋𝐋-niesp zecz go, f cing zacho uje się j k r l cj  
⊢𝐿𝐿. Stąd, w dalszych roz ażan ach sku imy się n  alizi  pr ypadków zb orów, któ ch 
poziom przeczn ści jest większy o 1 (  różn  d ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
ℙ1 {Ω1, 2}, gdzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠}, 
ℙ2 Ω1, 2}, gdzie Ω1 = {r ∧ 𝑝𝑝  s (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla k żdego pokrycia l gicznego istnieje zbió  taki, że Ω ⊢  q, tj. 
dla obu p kryć jest to Ω1. 
Fakt 1. Dla dowolnego zbioru Γ, t kieg  że Γ ⊊  F , ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
formuły 𝛼𝛼 zachodzi: jeżeli ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Dowód. Załóżmy, że ℓ𝐿𝐿(Γ) = k ora  Γ ⊩ 𝛼𝛼. Niech ℙ będzie d woln pokryci  należący  
do 𝒫𝒫Γ. N m cy def nicji 10, la c  najmniej j dnego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajm  formułę 𝛼𝛼 do
wszystkich niepustych element w p ℙ, z których m ż tę formułę wyprowadzić.
                                              
7 W celu pełnego prz d t wienia zbioru 𝒫𝒫Γ zawiesza y w ty  m encie prz jętą upr edni  u owę dotycząc
pomijan pustego lementu krycia logiczn go.
c  żna tę formułę wyprow dzić. 
O rzymujemy w ten sposób pokryci  l iczne zbi ru Otrzy jemy w ten sposób pokrycie logic n  zbi ru Γ ∪ {𝛼𝛼}, gdyż e w ględu na zał żenie 
ora waru ek cięci dla elacji ⊢𝐿𝐿, r zs r nia biorów n leżących do pokrycia ℙ są 
niesprz czne zględem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż sze okość otrzyman go 
okrycia jest ró na k. Zatem mini alna sz r kość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 7 W celu pełnego przedstawienia zbioru 
Przykład 3. Niech dany będzie zbiór Γ = {p, ¬q, p → q}  P nieważ Con𝐿𝐿̅̅ ̅̅ ̅̅ ̅(Γ) i Γ nie zawiera 
for uły wewnętrznie sprzecznej, zatem ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Niech 
ℙ1 = {{¬q}, {p, p → q}}. Stąd, 𝑤𝑤(ℙ1) = 2. Skoro szerokość pok ycia zbioru Γ nie może być 
mniejsz , zatem ℓ𝐿𝐿( ) 2. 
Definicja 9. Niech 𝒫𝒫Γ =  {ℙ⊊ 2For ∶  Cov𝐿𝐿(ℙ, Γ) oraz Card(ℙ) =  ℓ𝐿𝐿(Γ) + 1}. 𝒫𝒫Γ nazywamy 
z io em minimalnych lo icznych pokryć zbioru formuł Γ. 
Zbiór 𝒫𝒫Γ jest niepusty, gdy dla Γ ⊊  For, ℓ𝐿𝐿(Γ) ≠ ∞. Natomiast w przypadku, gdy ℓ𝐿𝐿(Γ) = 0 
lub ℓ𝐿𝐿(Γ) = 1, to Car (𝒫𝒫Γ) = 1. Z kolei, jeżeli ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, to Card(𝒫𝒫Γ) ≥ 1. 
Dla zbioru Γ z przykładu 3, Card(𝒫𝒫Γ) = 3. Zbiór 𝒫𝒫Γ składa się z następujących pokryć 
logicznych7: 
1 ¬q}, {p,  
2 , ¬q}, {p → ,
ℙ3 = {∅, {p}, {p → q, ¬q}}.
Dla dowolnego zbioru Γ ⊊  For takiego, że ℓ𝐿𝐿(Γ) ≠ ∞ wprowadzamy relację inferencji 
nazyw ną forcingiem. 
Definicj  10. Γ ⊩ 𝛼𝛼 wtw dla aż go ℙ ∈ 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢𝐿𝐿 𝛼𝛼. 
W przypadku, g y w rtość funkcji ℓ𝐿𝐿(Γ) wynosi 0 lub 1, tj. gd  wni skujemy odpo iednio 
ze zbioru pustego lub niepustego bi ru 𝐋𝐋-niesprzecznego, forcing zachowuje się jak elacja 
⊢𝐿𝐿. Stąd, w dalszych rozważaniach skupimy się na analizie rzypadków zbiorów, których 
po iom sprzec ności jest wi kszy od 1 (  różn d ∞).  
Przykład 4. Rozważmy następujący zbiór Γ = {¬𝑟𝑟 ∧ ¬𝑠𝑠, r ∧ 𝑝𝑝, s ∧ (p → q), 𝑡𝑡}. Do zbioru 𝒫𝒫Γ 
należą dwa pokrycia logiczne: 
1 , ,   𝑝𝑝,    , 𝑡𝑡}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠 , 
ℙ2 = {Ω1, Ω2}, dzie Ω1 = {r ∧ 𝑝𝑝, s ∧ (p → q)}, Ω2 = {¬𝑟𝑟 ∧ ¬𝑠𝑠, 𝑡𝑡}. 
Zatem Γ ⊩ q, ponieważ dla każdego pokrycia logicznego istnieje zbiór Ω taki, że Ω ⊢  q, tj. 
dl obu pokryć jest t Ω . 
Fakt 1. Dla dowolnego zbioru Γ, takiego że Γ ⊊  For, ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz dowolnej 
f rmuły 𝛼𝛼 zachodzi: jeżeli Γ ⊩ 𝛼𝛼, to ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). 
Do ód. Załóżmy, że ℓ𝐿𝐿(Γ) = k oraz Γ ⊩ 𝛼𝛼. Niech ℙ będzie dow lnym pokryciem należącym 
do 𝒫𝒫Γ. Na mocy definicji 10, dla co najmniej jednego Ω ∈ ℙ, Ω ⊢𝐿𝐿 𝛼𝛼. Dodajmy formułę 𝛼𝛼 do 
wszystkich niepustych elementów pokrycia ℙ, z których można tę formułę yprowadzić. 
                                                         
7 W celu pełnego przeds awienia zbi r 𝒫𝒫Γ zawieszamy w tym momencie przyjętą uprzednio umowę dotyczącą 
pomijania pustego elementu pokrycia logicznego. 
i a y  tym momencie przy-
jętą uprzednio umowę dotyczącą p mijania pustego elementu pokrycia logicznego.
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względu na założenie oraz warunek cięcia dla relacji 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 rozszerz i
zbiorów należących do pokrycia 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących o ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 są niesprzeczne względem logiki L. 
Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego pokrycia 
jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 niewiększa niż k, czyli 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
 i  k ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Przyjmijmy, że 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logi znego zbioru Γ ∪ {𝛼𝛼} jest 
nie iększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
j ij ,  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ {𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oz aczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
  o olne pokrycie 
logiczne zbioru 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szer ość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie l i z  zbior  Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposó  
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pew ego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie in ch elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego  ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Na mocy definicji 6 formuła 
Otrzymujem  w ten sposób p krycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Pon dto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem inimaln  szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
iewiększa niż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne p krycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 ł  𝛼𝛼 jest el m ntem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbi ów Ω usuwa y formułę 𝛼𝛼, otrzymując w ten sposób 
p krycie logiczne zbioru Γ, którego erokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lec  jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóż y, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzi  dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda for uła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności r lacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że elacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
ta ie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzi ę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak ot ymanych rodzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozw żmy jego modyfik cję ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
e Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbió  jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 j
co najmniej jednego 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzeni  bi rów należących do pokrycia ℙ są 
n esprzeczne względem logiki 𝐋𝐋. Ponadto k nstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest eleme tem c  j i j Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z lementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założ iem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodz  w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokrycie  należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 iemy, iż Γ = ⋃ ℙ. Czyli każ a formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dow lnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logiczn go ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz poz st wi nie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego el mentu ℙ ∈ 𝒫𝒫Γ. 
Oznacz y zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób kons rukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pono nie na ocy fa tu 1 wiemy, że ℓ𝐿𝐿 Γ) ℓ𝐿𝐿 Γ ∪ {𝛼𝛼}). Stąd osimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z zał żenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbi ru Γ ∪ {𝛼𝛼} istnieje taki jego lement Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy roz ażyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji 𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 l c   pokrycia. Ze wszystkich ta-
kich zbiorów 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elemente  pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozosta ienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego ele entu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pono nie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewn  
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 usuwa y formułę 
Otrzymujemy w te  sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
p krycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, ż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 uła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszys kich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pok ycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden  elem tów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżel  𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dl  którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎
Tym s mym pokazaliśmy, że r lacja ⊩ spełnia warunek zwrotności.
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ , teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Z pok ycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do k żdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych ele entów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak ot zymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji g arantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weź y dowoln  ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Pon eważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, wię  w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy r zważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
, otrzymując w ten sposób pokryci  
logiczne zbioru Γ, którego sz rokość jest mniejsza lub równa l (jest mniej-
sza, gdy jeden z elemen ów pokrycia ma postać {
Otrzymujem  w t n sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
raz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szer kość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
iewiększa n ż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy defini ji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stą  wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zate , na ocy zwrotności i ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, ż  relacja  spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbi ru Γ ⊊  F r, który spełnia warunek ℓ𝐿𝐿(Γ) >  i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 W ź y dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla każdego minimalnego pokryci  zbioru Γ ∪ {𝛼𝛼} ist ieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szcz gólności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – znaczm ten zbiór j ko Ω𝛽𝛽. N leży rozważyć dwie m żliwoś i: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
}). Lecz jest to sprzecz-
ne z założe iem, że 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicz ego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy do olne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w te  sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest niejsza, gd  
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzecz n , ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokrycie  należący  do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, raz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są p kryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możli ości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewn go 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to 𝐿𝐿 𝛽𝛽. 
Otrzy ujemy w te  sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbio ów należ cych do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konst u cja gwarantuj , iż szerokość otrzymanego 
pokryc a jest równa k. Zatem inimalna sz rokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuł  𝛼𝛼 jest lementem co najmniej jednego Ω należącego do tego 
po rycia. Ze szystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokryci  l giczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla ka dego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem ależącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Ty  samym pokazaliśmy, ż  relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z p kr cia l gicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu  pokrycia ℙ takiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbio  Γ ∪ {𝛼𝛼}. Sposób konstrukcji warantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = . Ponownie na mocy faktu 1 wie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowoln  ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla każdego inimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, ż  Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jak  Ω𝛽𝛽. Należy rozw żyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 alb 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierw za  nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzy ujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
t , i  
tr m j   t n s s  r i  l i  i r  {𝛼𝛼},   l   ł i  
r  r  i i  l  r l ji 𝐿𝐿, r s r i  i r  l ą   r i   s  
i s r  l  l i i 𝐋𝐋. t  str k j  r t je, i  s r ś  tr  
r i  j st r  . t  mi i l  s er ś  r i  l i  i r  {𝛼𝛼} j st 
i i s  i  , li 𝐿𝐿 {𝛼𝛼} . 
r j ij ,  𝐿𝐿 {𝛼𝛼} 𝑙𝑙 .  l  r i  l i  i r  {𝛼𝛼}. 
  fi i ji  f r ła 𝛼𝛼 j st el t   j i j j   l   t  
kr i .  s st i  t i  i r   s  f r ł  𝛼𝛼, tr j   t  s s  
r ie lo i  i r  , t r  s r ś  j st i js  l  r  𝑙𝑙 (j st i js ,  
j   l t  r i   t  𝛼𝛼 ).  j st t  s r   ł i ,  𝐿𝐿
. t  si  𝐿𝐿 {𝛼𝛼} .   
t . l  ż  i r   , j li 𝛼𝛼 , t  𝛼𝛼 . 
. i   i  i r , l  t r  𝐿𝐿 . s i r 𝒫𝒫  j st st ,  
t    fi i ji , t  i  s s  tr i l . ł ,   j st i r , 
l  t r  𝐿𝐿 . i   i  l  r i  n l   𝒫𝒫 .  r   
fi i ji  i , i  . li  f r ł  𝛼𝛼  j st l t   . 
t ,   r t ś i r l ji 𝐿𝐿, l  j f r ł  𝛼𝛼  ist i j  t i  , 
 𝐿𝐿 𝛼𝛼.    
 m s  liś , e r l j   s ł i  r  z r t ś i. 
t . l   i r   , t r  s ł i  r  𝐿𝐿  i 𝐿𝐿 , r  
l  𝛼𝛼, 𝛽𝛽  , j li {𝛼𝛼} 𝛽𝛽 r  𝛼𝛼, t  𝛽𝛽. 
. J śli 𝛼𝛼 , t  i  s s  tr i l . ł  i ,  ( ) {𝛼𝛼} 𝛽𝛽, 
( ) 𝛼𝛼, 𝛼𝛼  r  𝐿𝐿 . i  𝒫𝒫 .   ( ) i fi i ji  ist i j   
t i ,  𝐿𝐿 𝛼𝛼.  o ry i  lo i  , t r  r i  𝛼𝛼 r  ł i  f r ł  𝛼𝛼 
  l t  Ω r i   t i , e 𝐿𝐿 𝛼𝛼 r  st i i  i  l t  
r i    i . is  r r  t r  l   l t  𝒫𝒫 . 
 i r t  tr  r i  r  𝒫𝒫𝛼𝛼.  f t   l t  𝒫𝒫𝛼𝛼 s  r i i 
l i i i ru {𝛼𝛼}. s  str ji g r t j , i  l    𝒫𝒫 , 
𝛼𝛼 k. i    f t   i m ,  𝐿𝐿 𝐿𝐿 {𝛼𝛼} . t  si , i  
𝒫𝒫𝛼𝛼 𝒫𝒫 {𝛼𝛼}. 
  l e  𝒫𝒫  i r  j  fi j  𝛼𝛼  𝒫𝒫𝛼𝛼.  ł i  ( ) 
i , i  l   mi i l  r i  i r  {𝛼𝛼} ist i j  t i j  l t , 
 𝐿𝐿 𝛽𝛽. i  𝒫𝒫𝛼𝛼 𝒫𝒫 {𝛼𝛼}, i   s l ś i l  r i  𝛼𝛼 ist i j  𝛼𝛼 
t i, e 𝐿𝐿 𝛽𝛽   t  i r j o 𝛽𝛽. l  r a  i  li ś i: l  
𝛼𝛼 𝛽𝛽 l o 𝛼𝛼 𝛽𝛽. r j ij ,  i i r s  z i , tj. 𝛼𝛼 𝛽𝛽.  l   
s s str ji r i  𝛼𝛼 tr m j  s, i  𝛽𝛽  {𝛼𝛼}, l   
 t i ,  𝐿𝐿 𝛼𝛼. t    r ł  i i  l  r l ji i f r ji 𝐿𝐿, s r  
 {𝛼𝛼} 𝐿𝐿 𝛽𝛽 r  𝐿𝐿 𝛼𝛼, t  𝐿𝐿 𝛽𝛽. 
n
Fakt 2. Dla każdego zbioru
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, roz zerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne z lędem logiki 𝐋𝐋. Pon dto konstrukcja gwarantuj , iż szerokość otrzymanego 
pokrycia jest rów a k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ . 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jedneg  Ω ależącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzecz  z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd w osimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
. l   Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest biorem, 
dla kt rego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
defi icji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia  takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz poz stawienie in ych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarz my dla k żdego ele entu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcj  gwarantuje, iż dla każ ego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponowni  a mo y faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego mini alnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliw ści: lbo 
𝛼𝛼 ∈ 𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pi rwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze wzglę u na 
sposób konstrukcji pokryci  ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, d a pewnego 
Ω ∈ ℙ takiego, że ⊢𝐿𝐿 𝛼𝛼. S ąd na moc  reguły cięci  dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Dowód. Niech Γ będzie zbiorem, d a którego 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia j st ró na k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększ  niż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k.
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do teg  
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w te  sposób 
, którego szerokość jest mniejsza lub ówna 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to przeczne z założe iem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. iech  kt r ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z arunku 2 
definicji 6 w y, iż Γ = ⋃ ℙ. Czyli k żda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na ocy zwrotności relacji ⊢𝐿𝐿, dla każdej for uły 𝛼𝛼 ∈ Γ istniej  takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazal śmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który s ełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, tez  zach dzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokryci  logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego lementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmia . Opisaną proc durę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzy anych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd w osi y, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i r zważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założ ia (1) 
wiemy, iż dla każdego inimalnego pokrycia z ioru Γ ∪ {𝛼𝛼} istnieje taki jego elem nt Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ięc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – zn czmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pier sza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrz mujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, la pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na ocy reguły cięcia dla relacji nferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 
zbiór 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymaneg
pokrycia jest równa k. Zatem minimalna szerokość p krycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjm jmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mni jsza lub równa 𝑙𝑙 (jest niejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeni m, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zb oru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas z i r 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ j st zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowó . Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy r dzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór t k otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokrycia i 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarant je, iż dl  k żdego  ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫 ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należ  rozważyć dwie ożliwości: lbo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób k nstru cji pokrycia ℙ𝛼𝛼 otrzy ujem  wó czas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 p  zatem na mocy definicji 10, teza zachodzi w spo-
sób trywialny. Załóżmy, że Γ j st zbiorem, dla którego 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozsz rz nia zbiorów należących do pokrycia ℙ są 
niesp zeczne względ m logiki 𝐋𝐋. Ponadto kon trukcja gw rantuj , iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerok ść pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego sz rok ść jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden  elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd simy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k. ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na m cy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wi y, iż Γ = ⋃ ℙ. Cz li k żda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na m cy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
F t 3. Dla k żd go zbioru Γ ⊊  Fo , który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza ach dzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
d  każdeg  elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisa ą proc durę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznacz y zbiór tak otrzymanych r dzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbio u Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na m cy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż la żdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmij , że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia 𝛼𝛼 otrzy ujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mo y reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 
Niech 
Otrzymujemy w ten sposób pokrycie logiczne zbi ru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbioró należących do pokrycia ℙ są 
niesprzeczne względem lo iki 𝐋𝐋. Pon dto konst ukcja gwarantuje, iż szerokość otrzymanego 
p krycia jest równa k. Zatem minimalna szero ść pokrycia ogicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbi ru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 j st elem ntem co najmniej jedn go Ω należącego do t go 
pokrycia. Ze wszystkich taki h zbiorów Ω u uwamy formułę 𝛼𝛼, trzym ją  w ten sposó  
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (j t i j , gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprz c ne z założeni m, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, t  Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbi rem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, t za z ch dzi w sposób trywi lny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolny pokryciem nal żącym do 𝒫𝒫Γ. Z arunku 2 
definicji 6 wi my, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ s ełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, któ y spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Ni ch ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 stnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez łączenie formuły 𝛼𝛼 
do każdego elementu Ω pokryci  ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie in ch elementów 
r dziny ℙ bez zmian. Opisaną rocedurę powtarza y dla każdeg  elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrz ma y h r d in przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstru cji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫 , (ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozw żmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założeni  (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} ist ieje t ki jego element Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy roz ażyć dwie możli ści: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
spos b konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewn go 
Ω ∈ ℙ takiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na m cy reguły cięcia dla r la ji nferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 ie dowolnym pokryciem n leżącym do 
Otrzymujemy w ten sposób pokrycie log czne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu n  założ nie 
oraz warunek ię ia dla relacji ⊢𝐿𝐿, rozs rzenia zbiorów należących do p krycia ℙ są 
niespr ecz e względem ogiki 𝐋𝐋. Ponadt  k nstrukcja gwarantuje, iż szerokość otrzym nego 
pokrycia jest rów a k. Zate  minim lna szerokość pokrycia logic nego zbi ru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przy ijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy d wolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest el m nte  co najmni j j dn go Ω należąceg  do tego 
pokrycia. Ze w zystkich taki h zbiorów Ω usuw my formułę 𝛼𝛼, otrzymując w te  sposób
pokrycie logiczne zbioru Γ, któr go s erokość jest mniej a lub równa 𝑙𝑙 (jest niejsza, gdy 
j den z el mentów pokrycia a postać {𝛼𝛼}). Lecz jest to spr eczne z założeniem, ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dl  każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będz e zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, 
zatem na mocy definicji 10, te acho zi w sposób trywi lny. Załóżmy, ż  Γ jest zbiorem, 
dla tórego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie d wolnym pokr ci m należący do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli k ż  formuła 𝛼𝛼 ∈ Γ jest el m ntem pewnego Ω ∈ ℙ. 
Zatem, na ocy zwr t ości rel cji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istni je t kie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym sa ym pokazaliśmy, że rel cja ⊩ spełnia warunek zwr tności. 
F kt 3. Dl  każdego zbioru ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, az 
d wolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, te  zachodzi w posób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ , 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokry ia logicznego ℙ, tworz my rodzi ę ℙ𝛼𝛼 przez dołącz nie formuły 𝛼𝛼 
do każdego el mentu Ω p krycia ℙ takiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostaw nie in ych l mentó  
rod iny ℙ bez zmian. Opisaną procedurę powt rzamy dla każdeg  el mentu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych odzin pr ez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el menty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dl  ażdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 iemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy d wolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dl  każd go minimaln go pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego el ment Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności la pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, e Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór j ko Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przy ijmy, że zachodz  pierws a z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokryci  ℙ𝛼𝛼 otrzymujemy ówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy re uły ęcia dla relacji nferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω 𝐿𝐿 𝛽𝛽. 
 Z war nku 
2 defin cji 6 wiemy, i  
Otrzymujemy w ten spo ób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na z łożeni  
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszer ia zbi rów należących do pokrycia ℙ są
niesprzec ne względem logiki 𝐋𝐋. Ponadto k nstrukcja gwarantuje, iż szerokość otrzymanego 
p k ycia jest równa k. Zatem inimal  zerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa n k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmi y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dow lne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 formuła 𝛼𝛼 jest elem nt m co najmniej j dn go Ω należącego d  tego 
pokrycia. Ze wszy tkich takich zbiorów Ω usuwa y formułę 𝛼𝛼, otrzymując w ten spo ób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest niejsza, gdy 
jeden z elem ntów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzec ne z założ ni m, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla k żdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy efinicji 10, teza chodzi w spo ób trywialny. Załóż y, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dow lnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 ie y, iż Γ = ⋃ ℙ. Czyli każd  formuła 𝛼𝛼 ∈ Γ jest elem nt m pewnego Ω ∈ ℙ. 
Zatem, a mocy z rotn ści elacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samy  pokazaliśmy, że relacja ⊩ spełnia w runek zwrotn ści. 
Fakt 3. Dla k żdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dow lnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza chodzi w spo ób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicz ego ℙ, tworzym  rodzinę 𝛼𝛼 przez d łączeni  formuły 𝛼𝛼 
d  ażdego elem ntu pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozosta ien  innych elem ntów 
r i y ℙ bez zmian. Opisaną proc durę powtarz my dla każdego elem ntu ℙ ∈ 𝒫𝒫Γ.
Oznaczmy zbiór tak otrzymanych rod in przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elem nty 𝒫𝒫Γ𝛼𝛼 są pokryc ami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstru cji gwarantuje, iż dla k żdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pono nie na m cy fak 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy do lne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla k żdego minimalnego p krycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego elem nt Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmi y, że zachodzi pierwsza  nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na
spo ób konstrukcji pokryci  ℙ𝛼𝛼 otrzymujem  wó czas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy eguły cię ia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 każ for ł  
trzy uje   ten spo ób p krycie lo iczne zbioru Γ {𝛼𝛼}, gdyż ze zględu na założenie 
oraz arunek cięcia dla relacji 𝐿𝐿, roz zerze ia zbi ró  należących do p krycia  są 
niesprzeczne zględe  logiki 𝐋𝐋. Po dto kon trukcja g a antuje, iż szerokość otrzy anego 
pokrycia jest ró na k. ate  mini ln  szerok ść p rycia logi nego zbioru Γ {𝛼𝛼} jest 
nie ększa niż , czyli ℓ𝐿𝐿(Γ {𝛼𝛼}) k. 
Przyj ij y, że ℓ𝐿𝐿(Γ {𝛼𝛼}) 𝑙𝑙 k. oz aż y do lne p krycie logiczne zbioru Γ {𝛼𝛼}. 
a ocy definicji 6 for uła 𝛼𝛼 jest l ente  co naj niej j dn   n leżącego d  tego 
pokrycia. e szystkich t kich zbi ró   usu am  for ułę 𝛼𝛼, otrzy ując  ten spo ób 
p krycie logiczne zbioru Γ, któr go ero ość jest ni jsza lub ró na 𝑙𝑙 (jest niejsza, gdy 
jeden z ele entó  pokrycia p stać {𝛼𝛼}). ecz j st to sprzeczne z zał żenie , że ℓ𝐿𝐿(Γ)
k. Stą  nosi y, iż ℓ𝐿𝐿(Γ {𝛼𝛼}) k.  
akt 2. la każd go zbioru Γ  For, jeżeli 𝛼𝛼 Γ, to Γ 𝛼𝛼 . 
o ód. iech Γ będzie biore , dla którego ℓ𝐿𝐿(Γ) . ó czas zbiór 𝒫𝒫Γ jest pusty, a 
zate  na o y efinicji 10, teza zachodzi  spo ób try ialny. ałóż y, że Γ jest zbiore , 
dla którego ℓ𝐿𝐿(Γ) . iech  będzie do olny  pokrycie  należący  do 𝒫𝒫Γ.  arunk  2 
definicji 6 wiemy, iż Γ . zyli d  u a 𝛼𝛼 Γ jest le ente  pe nego . 
ate , ocy zwrotności r lacji 𝐿𝐿, dla k żdej for uły 𝛼𝛼  istn eje takie , 
że 𝐿𝐿 𝛼𝛼.  
 y  sa y  pokazaliś y, że relacja  spełnia runek z rotności. 
akt 3. la każdego zbioru Γ  For, który spełnia runek ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , oraz 
do olnych 𝛼𝛼, 𝛽𝛽  For, jeżeli Γ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ 𝛼𝛼, to Γ 𝛽𝛽. 
o ód. Jeśli 𝛼𝛼 Γ, teza zachodzi  spo ób try ialny. ałóż y ięc, że (1) Γ {𝛼𝛼} 𝛽𝛽, 
(2) 𝛼𝛼, 𝛼𝛼 Γ oraz ℓ𝐿𝐿(Γ) k. iech 𝒫𝒫Γ. a ocy (2) i definicji 10 istn ej   
ta ie, ż  𝐿𝐿 𝛼𝛼.  pokrycia logic nego , t or y y rodzi ę ℙ𝛼𝛼 przez dołączenie for uły 𝛼𝛼 
do ażdego el entu Ω pokrycia  takieg , że 𝐿𝐿 𝛼𝛼 oraz pozosta ienie innych ele entó  
y  bez z ian. pisaną proc durę po tarza  dla k żdego ele entu 𝒫𝒫Γ. 
znacz y zbiór tak otr y anych r d in prz z 𝒫𝒫Γ𝛼𝛼.  faktu 1 ele enty 𝒫𝒫Γ𝛼𝛼 są po rycia  
logiczny i zb oru Γ {𝛼𝛼}. Sposó  konst u cji g arantuje, iż dla każdego  𝒫𝒫Γ, ( )
( 𝛼𝛼) k. Pono nie a cy faktu 1 ie y, że ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ {𝛼𝛼}). Stąd nosi y, iż 
𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ∪{𝛼𝛼}. 
 eź y d wolne  𝒫𝒫Γ i roz ż y jego odyfik cję 𝛼𝛼  𝒫𝒫Γ𝛼𝛼.  założenia (1) 
iemy, iż dla k żdego ini alnego p krycia zbioru Γ {𝛼𝛼} istn eje taki jego ele ent , 
e 𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ∪{𝛼𝛼}, ięc  szczegól ości dla pokrycia 𝛼𝛼 istn eje 𝛼𝛼 
taki, że 𝐿𝐿 𝛽𝛽 – oznacz y t n zbiór jako 𝛽𝛽. ale y roz ażyć d ie ożli ości: albo 
𝛼𝛼 𝛽𝛽 albo 𝛼𝛼 𝛽𝛽. Przyj ij y, że zachodzi pier sza z ni h, tj. 𝛼𝛼 𝛽𝛽. e zględu na 
spo ób konst ukcji pokryci  𝛼𝛼 trzy uje y ówczas, i  𝛽𝛽  {𝛼𝛼}, dla pe nego 
 takiego, że 𝐿𝐿 𝛼𝛼. Stąd na ocy eguły cię ia dla lacji inferencji 𝐿𝐿, skoro 
 {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼, to 𝐿𝐿 𝛽𝛽. 
t elemen-
t m pewnego
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, roz zerzenia zbiorów ależących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Pon dto konstrukcja gwarantuj , iż s r ość otrzymanego 
pokrycia jest rów a k. Zatem minimalna szerokość pokry i logicz ego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ . 
Przyjmijm , że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω na eżą ego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzymując w ten sposó  
pokrycie logiczne zbioru Γ, którego zerok ść jest mniejsza lub równa 𝑙𝑙 (jest niejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczn  z założeniem, ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest biorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należąc m o 𝒫𝒫Γ. Z runku 2 
definicji 6 wiemy, iż = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elemente p  Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istni je taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla żdego zbioru Γ ⊊  For, który speł ia waru ek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 az ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokryci  logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz poz stawienie in ych elem ntów 
rodziny ℙ bez zmian. Opisaną procedurę powtarz my dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otr ymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Spos b konstrukcji gwarantuje, iż dla każd go  ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie a mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego mini alnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Pon e aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy te  zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliw ści: lbo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że achodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze wzglę u na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na moc  reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Zatem, na mocy z rotn ści relacji 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia biorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwar ntuje, iż szerokość otrzymanego 
p krycia jest równa k. Zatem minimalna szerokość pokrycia lo icznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Pr yjmijmy, że ℓ𝐿𝐿(Γ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definic i 6 formuł  𝛼𝛼 jest elem ntem co n j niej jednego Ω nal żącego do tego 
p krycia Ze wsz stkich takich zbiorów Ω usuwa y formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szer kość jest mniejsz  lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k. ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Ni ch Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ j st pusty, a 
z tem na moc  defini ji 10, te a zachodzi w spos b trywialny. Załóżmy, że Γ jest zbiorem, 
dla k órego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem nal żącym do 𝒫𝒫Γ. Z warunku 2
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli ażda for uła 𝛼𝛼 ∈ Γ jest elementem pewneg  Ω ∈ ℙ. 
Zatem, na mo y zwrotnośc  relacji ⊢𝐿𝐿, dla ej for uły 𝛼𝛼 ∈ Γ istni je takie Ω ∈ ℙ, 
że ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia wa unek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  r, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 stnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołącze ie formuły 𝛼𝛼 
do każdego elem ntu Ω pokrycia ℙ t kie o, ż  Ω ⊢𝐿𝐿 𝛼𝛼 az pozostawienie innych elementów 
rodziny ℙ bez zmi n. Opisaną procedurę powtarzamy dla każdego elem tu ℙ ∈ 𝒫𝒫Γ. 
O nacz y zb ór tak tr ymanych rodzi  przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Po ownie na ocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
 Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla p krycia ℙ𝛼𝛼 stnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy roz ażyć dwie możl wości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyjmijmy, że z chodz  pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacj  inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
dla każdej 
for uły 
Otrzymujemy w ten sp sób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż z  względu na założenie 
oraz aru ek cięcia dla r lacji ⊢𝐿𝐿, r zszerzenia zbioró  należących do pokry ia ℙ są
niesprzeczne względem l giki 𝐋𝐋. Ponadto ko strukcja gwarantuje, iż sz rok ść otrzymanego
pokrycia jest rów a k. Zatem minimalna szerokość pokryci  logi z eg zbioru Γ ∪ {𝛼𝛼} jest 
ni większa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, e ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dow lne pokr cie logiczne zbi ru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 for uła 𝛼𝛼 jest ele entem co najmniej jedneg  Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω suwamy formułę 𝛼𝛼, otrzymując w t n sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest m iejsza lub ró na 𝑙𝑙 (jest mni jsza, gdy 
jeden  elementów pokrycia ma posta  {𝛼𝛼}). Lecz jest to sprzeczne z założ niem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosi , ż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdeg  zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿( ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pust , a 
zat m na mocy definicji 10, teza zachodzi w sposób trywi lny. Załóż y, że Γ jest zbiore ,
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Nie  ℙ będzie dowoln m pokryciem nale ącym do 𝒫𝒫Γ. Z warun u 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda for uła 𝛼𝛼 ∈ Γ j st el mentem pewnego Ω ∈ ℙ.
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istni je takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym sa ym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
F kt 3. Dla k żdeg  zbioru Γ ⊊  For, który s eł ia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 Γ, teza zach dzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. iech ℙ ∈ 𝒫𝒫Γ. Na ocy (2) i definicji 10 istni je Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy ro zinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼
do każdeg  elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz p zostawi i  innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznac my zbiór tak otrzymanych rodzin p ez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el enty 𝒫𝒫Γ𝛼𝛼 są pokryci mi 
logicznymi zbi ru Γ ∪ {𝛼𝛼}. Sposób ko strukcji gwarantuj , iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na m c  faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd nosi y, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1)
wie , iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje t ki jego elem nt Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 ist ieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy ozw yć dw  możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 alb  𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokr cia ℙ𝛼𝛼 tr ymujemy wów zas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pew ego 
Ω ∈ ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji infer ncji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 istnieje takie 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gd ż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów n leżących do p k yci ℙ są 
niesprze zne względ m logi i 𝐋𝐋. Ponadto konstr kcja gwara tuje, iż s erokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerok ść pokrycia l gicznego zbioru Γ ∪ {𝛼𝛼} st 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest eleme tem co najmni j jedne  Ω należącego do teg
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzymując w ten sposób
pokrycie logiczne zbioru Γ, kt rego szerokość jest mniejsza lub ró na 𝑙𝑙 (j st m ejsza, gdy 
jeden z el mentów po rycia ma postać {𝛼𝛼}). Lecz jest o sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 .
Dowó . Niech Γ będ ie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wó czas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zach dzi w sposób try ialny. Załóżmy, że Γ jest zbiore , 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie d wolnym pokrycie  należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zate , na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje t Ω ∈ ℙ
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  Fo , który spełnia r  ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 or z Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
D ód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy wię , że 1  ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ or z ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i d finicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia  takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz po ostawieni  in ych elementów 
rodziny ℙ bez zmian. Opisaną procedurę p wtarzamy dla każdego le entu ℙ ∈ 𝒫𝒫 . 
Oznacz y zbiór tak trzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elem nt  𝒫𝒫𝛼𝛼 są p kr ci mi 
l gicznymi zbio u Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. P nownie na mocy faktu 1 iemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd nosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wi my, iż dla każde  minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki j go ele e t Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Na eży rozw żyć dwie m żliwoś i: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjm jmy, że zachodzi pierwsz  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu n  
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, la pewnego
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji 𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 raz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
że 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz w runek c ęcia dla relacji ⊢𝐿𝐿, rozszerzenia zbioró  należących do pokrycia ℙ są 
niesprzeczn  względem logiki 𝐋𝐋. Pon dto konstruk j  gwarantuje, iż sz rokość otrzymanego 
pokryci  jest równa . Z t m min malna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
ie ię sza niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k.
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 j st elem t m co najmni j jedneg  Ω należącego do tego 
pokrycia. Ze wszystkich takich zbi rów Ω usuwam  f rmułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, kt rego szerok ść jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden  ele entów pokryci ma p stać {𝛼𝛼}). Lecz jest to sprzeczn  z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fak  2. Dla każdego zbi ru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
D wód. Niech Γ będzie zbi rem, dla któr go ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza chodzi w spo b trywi lny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. N ech ℙ będzie dowoln m pokryciem należącym d  𝒫𝒫Γ. Z warunku 2 
definicji 6 wi my, iż Γ = ⋃ ℙ. Cz li każda fo muł  𝛼𝛼 ∈ Γ jest lementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności r acji ⊢𝐿𝐿, dla każd j formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
 Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, któr  spełnia warun k ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolny h 𝛼𝛼, 𝛽𝛽 ∈  For, jeż li ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, tez  zachodzi w spos b try ialny. Z łóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉  raz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i d finicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼 Z p krycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawi i  innych elementów 
rodzi y ℙ bez zmian. O isaną procedurę p wtarzamy dla każd go l tu ℙ ∈ 𝒫𝒫Γ. 
O na zmy zbiór t k otrzymanych odzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi bioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gw rantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = . Ponownie na m cy fa tu 1 iemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i r zważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wi , i  dla każdeg  m nimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istniej  t ki jego element Ω, 
ż  Ω ⊢𝐿𝐿 𝛽𝛽. Po ieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szcz gól ości dla po rycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy r zważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 alb  𝛼𝛼 ∉ Ω𝛽𝛽. Przyjm jm , że zachodzi pie wsz  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokr cia ℙ𝛼𝛼 otr ymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ tak eg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
.  n
Tym sam m pokazaliśmy, że relacja 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz wa un  cięcia dla relacji ⊢𝐿𝐿, rozszerz nia z i rów należących do pokrycia ℙ są 
niespr ec ne względem logiki 𝐋𝐋. Ponadto konst ukcj gwa a tuje, iż er k ść otrzymanego 
pokrycia j st ró na k. Zat minim l  sz r kość pokryci  l gic ego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększ  ż k, zyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k.
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 for uła  jest el mentem co najmni j jed ego Ω należąceg  d  t go 
p kryci . Ze wszystkich takich zbiorów Ω usuwamy f r ułę 𝛼𝛼, otrzymując w t n sposób 
po rycie log zne bior  Γ, któreg  sze okość jest mniejsza l b równa 𝑙𝑙 (jest i jsza, gdy 
jeden z l me tów p rycia ma postać {𝛼𝛼}). Lecz t to sprz cz e  założe i , że ℓ𝐿𝐿(Γ) =
k. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k. ∎ 
Fakt 2. Dla każd go zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dl  któr ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫  j st pusty, a 
zatem na mocy d finicji 10, te a zachodzi w sp sób trywialny. Załóżmy, że Γ j st biorem
dla k órego ℓ𝐿𝐿(Γ) ≠ ∞. N e h ℙ będ ie d w lnym p kryci m należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wi my, iż Γ = ⋃ ℙ. Cz li każ a formuła 𝛼𝛼 ∈ Γ j st elemente  pewnego Ω ∈ ℙ. 
Za m, na mocy zwrotności rel cji ⊢𝐿𝐿, dl k żdej formuły 𝛼𝛼 Γ istnieje taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokaz liś ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który s ełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿( ) ≠ ∞, oraz 
dow lnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeż li Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, t  Γ ⊩ 𝛽𝛽. 
Dowó . Jeśli 𝛼𝛼 ∈ Γ, teza ach dzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. N ech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i defin cji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z p krycia logiczneg ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez ołą zenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 az pozostawienie innych el m ntów
ro ziny ℙ b z zmian. Opisaną pr cedurę p wtarzamy dla każdego el m ntu ∈ 𝒫𝒫Γ. 
Oznaczm  zbiór tak trzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z f ktu 1 elem nty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
l gicz i bioru Γ ∪ {𝛼𝛼}. Sposób konst kcji gwarantuj , iż dla k żd go ℙ ∈ 𝒫𝒫 , w(ℙ) =
w(ℙ𝛼𝛼) = k. Pon wnie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy do olne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
i my, iż dla każ eg  minimalnego p k y ia zbioru Γ ∪ {𝛼𝛼} istniej  taki jego el m t Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Poniew  𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc  sz z gólności dla pokr c a ℙ𝛼𝛼 istniej  Ω ∈ 𝛼𝛼
taki, że 𝐿𝐿 𝛽𝛽 – oznac my t zb ór jak  Ω𝛽𝛽. Należy r zważ ć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyjmij y, ż  zach dzi pier s a z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otr mujemy ówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p ne o 
Ω ∈ ℙ ta ieg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy r guły cięcia d  relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 eł ia arunek zwrotności.
Fakt 3. Dla każdego zbioru 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do p krycia ℙ są 
niesprze z e względ m logiki 𝐋𝐋. Ponadto konstr kcja gwarantuje, iż szerokość otrzymanego 
pokrycia je t równa k. Zatem minimalna szer kość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
iewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijm , że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zw żmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
p krycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w t n sposób 
pokryci  l giczne zbioru Γ, którego szerokość jest niejsza lub równa 𝑙𝑙 (j st mniejsza, gdy 
d z el mentów po r cia a postać 𝛼𝛼 ). Le z jest to sprzeczne z ałożeniem, że ℓ𝐿𝐿(Γ) =
k. Stą  wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k. ∎ 
Fakt 2. Dl  każ ego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zach dzi w sposób t y ialny. Załóż y, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie d wolny  pokr ciem należącym do 𝒫𝒫Γ. Z arunku 2 
definicji 6 iemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pew ego Ω ∈ ℙ. 
Z tem, na mocy zwr tności rel cji ⊢𝐿𝐿, la każde  form ły 𝛼𝛼 ∈  istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym p kazaliśmy, że relacja ⊩ spełnia warunek zwrotności.
Fakt 3. Dl  każdego zbioru Γ ⊊  For, który spełni warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} 𝛽𝛽 or z Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, tez  achodzi w sposób trywialny. Zał żmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽,
(2) ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ or z ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ N  mocy (2) i d finicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każd go elementu Ω pokr cia  takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodzi y ℙ bez zmian. Opisaną roc du ę powtarz my dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z fa tu 1 elem nty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zb ru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuj , iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 iemy, ż  ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy j go modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założ nia (1) 
wi my, iż dl  każdego minimalnego pokrycia zbio u Γ ∪ {𝛼𝛼} istnieje taki j go element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Po ieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dl  pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy te  zbiór jako Ω𝛽𝛽. Należy rozw żyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyj jmy, że zach dzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
posób konstrukcj  pokrycia ℙ𝛼𝛼 otrzymuj my wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, la pewnego 
Ω ∈ ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji infer ncji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 raz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
który spełnia waru-
nek 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze zględu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, ozszerzenia zbiorów należą ych d pok ycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstru cja gw r ntuj , iż sze kość ot ym nego 
pokrycia jest równa k. Zatem minimalna s rokość pokrycia l gi g  zbioru Γ ∪ {𝛼𝛼} j st 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, e ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy d woln  p krycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na moc  definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jedn go Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy ę 𝛼𝛼, otrzymują  w ten sposób 
pokr cie logiczne zbioru Γ, któreg  szerokość j t mniejsza lub równa 𝑙𝑙 (je t mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest t  sp ze zn  z założeni m, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 .
Dowó . Niech Γ będ ie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest p sty, a
zatem na mocy definicji 10, teza zach zi w sposó  trywialny. Załóżmy, że Γ j st zbiorem,
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będ ie dowolnym pokryc em należący  o 𝒫𝒫Γ. Z warunku 2
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest lementem pe ego Ω ∈ .
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej for uły 𝛼𝛼 ∈ Γ istnieje tak e Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotnośc . 
Fakt 3. Dla każdego zbioru Γ ⊊  Fo , który ł i  arunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 or z Γ ⊩ 𝛼𝛼, t  Γ ⊩ 𝛽𝛽. 
D ód. Jeśli 𝛼𝛼 , teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mo y (2) i f nicji 10 is nieje Ω ∈ ℙ
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy r dzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawi ni  innych ele entów 
rodziny ℙ bez zmian. Opisaną proce urę wtarzamy dl każd go l m ntu ℙ ∈ 𝒫𝒫Γ.
Ozn czmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. S osób konstrukcji gwarantuje, iż dl  każdego ℙ ∈ 𝒫𝒫Γ, ( ) =
w(ℙ𝛼𝛼) = k. Pon wnie na mocy faktu 1 wi y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wn simy, iż
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozwa my jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego mini alnego pokrycia zbioru Γ ∪ {𝛼𝛼} istn ej  taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ęc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oz aczmy ten bi r jako Ω𝛽𝛽. N leż rozważyć d ie możliw ści: a  
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na
sposób konstruk ji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pe nego 
Ω ∈ ℙ ta iego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na moc  reguły cięcia dl  relacji inferencji ⊢𝐿𝐿, skor  
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
oraz dowolnych 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
ora  warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprz c ne względ m logiki 𝐋𝐋. P nadto konstrukcja gwarantuje, iż szerokość otrzymanego 
p k cia je t równa k. Z t  minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewięk za niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy defin ji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
p krycia. Ze szyst i h takich zbiorów Ω suwamy f rmułę 𝛼𝛼, otrzymując w t n sposób 
pokrycie logicz e zbi ru Γ, którego sz r kość j s m iejsza l b równa 𝑙𝑙 (jest niejsza, gdy 
jeden z ele entó  pokryci ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założe iem, że ℓ𝐿𝐿(Γ) =
. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  F r, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód Niech Γ będzie zbi rem, dla któreg  𝐿𝐿 ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy d finicji 10, t za zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Nie h ℙ będzie dowoln m pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
efinicji 6 wi my, iż Γ = ⋃ ℙ. Czyli każ a f uła 𝛼𝛼 ∈ Γ jest le entem pewnego Ω ∈ ℙ. 
Zate , na m y z rotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istni je taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym samym pokazaliśmy, ż  relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który sp łnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. J śli 𝛼𝛼 ∈ Γ, t za achodzi  sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logi zn go ℙ, t orzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
d każdeg el mentu pokry a ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz p zostawienie innych elementów 
rodziny ℙ bez zm an. O isa ą proc du ę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór t k tr ym ych rodzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznym bior  Γ ∪ {𝛼𝛼}. Sp sób ko st ukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pon wnie na mocy faktu 1 wie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźm dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla żdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
e Ω ⊢𝐿𝐿 𝛽𝛽. P nieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, ż  𝐿𝐿 𝛽𝛽 – znaczmy ten zbiór jako 𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 lbo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmij y, że za hodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcj  pokryc a ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p wne o 
Ω ∈ ℙ takiego, e ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reg ły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 or z Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
jeżeli 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia biorów należących do pokrycia ℙ są 
niesprzeczne w ględem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia j st równa k. Zatem minim lna szerokość okrycia logiczn go zbioru Γ ∪ {𝛼𝛼} jest 
niewiększ  niż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na o y definicji 6 formuła 𝛼𝛼 jest el mentem co najmniej j dnego Ω należącego do tego 
pokrycia. Ze szystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzymując w t n sp sób 
pokryci logicz e zbioru Γ, któr g  sz r kość jest mniejsza lub równa 𝑙𝑙 (j st niejsz , gdy
jeden z elementów pokrycia ma p stać {𝛼𝛼}). Lecz je t to s rze   założeniem, ż  ℓ𝐿𝐿(Γ) =
. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dl każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫  jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywial y. Załóżmy, że Γ st zbior m, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowoln m pokryciem należący  do 𝒫𝒫Γ. Z runku 2 
efinicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli k żda for uła 𝛼𝛼 ∈ Γ j st ele entem pewnego Ω ∈ ℙ. 
Zatem, na m cy z rotn ści r lacji ⊢𝐿𝐿, dla każdej fo muły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ,
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełni warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, or z 
d wolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, eza zachodzi w sposób rywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉  oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫 . Na mocy (2) i d fin cji 10 istniej  Ω ∈ ℙ 
t kie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 prze dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokry ia ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawi ni  innych elementów 
rodz ny ℙ bez zmian. Opisa ą proc du ę powtarzam  dla każd  elementu ℙ ∈ 𝒫𝒫Γ. 
Ozn czmy zbiór tak otrzymanych r dzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el ent  𝒫𝒫Γ𝛼𝛼 są pok y iami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób ko struk ji gwar je, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wi my, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego eleme t Ω, 
e Ω ⊢𝐿𝐿 𝛽𝛽. Poniew ż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególn ści l  pokrycia ℙ𝛼𝛼 stni je Ω ∈ ℙ𝛼𝛼 
taki, że 𝐿𝐿 𝛽𝛽 – znaczmy t n zbiór jako Ω𝛽𝛽. N leży rozw żyć dwie ożliwości: albo
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy,  zachodzi pierws  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wó c as, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p nego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, koro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to ⊢𝐿𝐿 𝛽𝛽. 
Dowód. Jeśli 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Za m minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
n ewiększ  niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy,  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowo e pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy d finicji 6 formuła 𝛼𝛼 jest e em ntem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystki h takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (j st mniejsza, gdy
jede  z elem ntó  pokry ia ma p stać {𝛼𝛼}). Lecz j s to sprze zne z założeniem, że ℓ𝐿𝐿(Γ) =
k. S ąd n simy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
F kt 2. Dla ka dego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, t  Γ ⊩ 𝛼𝛼 . 
Dowód. Ni ch Γ ędzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞ Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie do olnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, ż Γ = ⋃ . Czyl  każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ.
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każd j formuły 𝛼𝛼 ∈ Γ istnieje taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Ty samy  pokazaliś y, że relacja ⊩ spełnia warunek zwrotności. 
F kt 3. Dla k żdego zbioru Γ ⊊  For, który r  ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
d. Jeśli 𝛼𝛼 Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego , tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozosta ienie inny h elementów 
rodziny ℙ b z zmian. Opisaną procedurę powtarzamy dla każdego el mentu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logic nymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na ocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosi y, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego mini alnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ 𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy t  zbiór jako Ω𝛽𝛽. Należy r zważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyjmijmy, że zachod i pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówc as, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewneg  
Ω ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na ocy reguły cięcia dla relacj  inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
zac dzi w sp sób trywialny. Załóżmy 
ięc, że (1) 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względ  na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do po rycia ℙ są 
niesprzeczne względe  logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż sze okość o r ymanego 
pokrycia jest równa k. Zatem minimalna sz rokość pokrycia logicznego bioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Pr yjmijmy, że ℓ𝐿𝐿(Γ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważ y dowolne pokrycie logiczne bioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest ele entem co najmniej jednego Ω należąc go do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lu  równa 𝑙𝑙 (jest niejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założ nie , że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. iech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 iemy, iż Γ = ⋃ ℙ. C yli każda formuła 𝛼𝛼 ∈ Γ jest element  pe nego Ω ∈ ℙ. 
Zatem, n  ocy zwr tności relacji ⊢𝐿𝐿, dla każdej f rmuły 𝛼𝛼 ∈ Γ istnieje taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialn . Załóżmy więc, że 1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączeni  formuły 𝛼𝛼 
do każdeg  elementu Ω krycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie inny h elementów
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każd go elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 eleme ty 𝒫𝒫Γ𝛼𝛼 są pok yciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gw rantuj , iż dla każ go ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Po owni  na ocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫𝛼𝛼. Z założe ia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istniej taki jego elem nt Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 stnieje Ω ∈ ℙ𝛼𝛼
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwośc : lbo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyjmijmy, e zachodzi pier sza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokr cia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 =  ∪ {𝛼𝛼}, dla pe nego 
Ω ∈ ℙ takiego, że ⊢𝐿𝐿 𝛼𝛼. Stąd na m cy reguły cięcia la relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
2) 
Otrzymuj my w ten sposób pokrycie logiczne bior Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów ależących do pokrycia ℙ są 
n esprzeczne w ględem logiki 𝐋𝐋. Ponadto konstrukcja gw rantuje, iż szerokość otrzymanego 
pokrycia jest równa . Z tem mi imalna s r ś  pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . R zważm  dow ln pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
N ocy efinicji 6 formuła 𝛼𝛼 jest el mentem co najmniej j dnego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω us wa y formułę 𝛼𝛼, otrzymując w ten sposób 
p rycie logiczne zbioru Γ, którego szerokość jest mniejsza lu  ówna 𝑙𝑙 (jest mniejsza, gdy 
jeden  elementó  pokrycia a ost ć {𝛼𝛼}). Lecz j st t  sprze zne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbi ru Γ ⊊  For, j żeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
D wód. Ni ch Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
z t  na m cy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
defin cji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda for uła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności elacji ⊢𝐿𝐿, dla każdej f rmuły 𝛼𝛼 Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
F kt 3. Dl ażd go zbio  Γ ⊊  F r, k óry spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowoln ch 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
wó . Jeśli 𝛼𝛼 ∈ Γ, teza z chodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿( ) = k. Niech ℙ ∈ 𝒫𝒫 . Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
t kie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia log cznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
d każd  elementu Ω pokrycia ℙ takiego, e Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rod i y ℙ bez zmian. Opisaną procedur  powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oz aczm zbiór tak otrzymany h rodzin przez 𝒫𝒫Γ𝛼𝛼. Z fa tu 1 element  𝒫𝒫Γ𝛼𝛼 są pokryciami 
logi znymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwara tuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponowni  na mocy faktu 1 iemy, e ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy do lne ℙ ∈ 𝒫𝒫Γ  rozważ  jego mo yfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
w e y, iż dl  każd  inimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ięc w szczegól ości dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
t ki, że Ω ⊢𝐿𝐿 𝛽𝛽 – n czmy ten biór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że za hodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówc as, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd n  mo y eguły ię ia dla elacji inferencji ⊢𝐿𝐿, skoro 
 ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 N ech 
Otrzymujemy w ten sposób pokrycie logiczne bioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założ nie 
raz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbi ró  n leżących d pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gw rantuje, iż szerokość otrzy ego 
pokrycia jest równa . Zatem minimalna s erokość pokryci  logicznego zb oru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
P z jmijmy, ż  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważmy dowoln  pokryc  logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest lem ntem co najm iej j dn go Ω należąc go d  tego 
pokry ia. Ze wszystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzym jąc w ten spo ób 
pokrycie logic ne zbioru Γ, którego szerokość jest niejsza lu  r na 𝑙𝑙 (jest ni jsz , gdy 
jed n z el mentów pokrycia m  postać {𝛼𝛼}). L cz j st to sprze zne z z łożeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru ⊊  For, j żeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla któreg  ℓ𝐿𝐿(Γ) = ∞. Wówcz s zbiór 𝒫𝒫Γ jes  pusty, a 
zatem n mocy efinicji 10, teza z hod i w sposób trywialny. Załóżmy, że Γ jest biorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowoln m pokryc e  należącym do 𝒫𝒫Γ. Z arun u 2 
definicji 6 wiemy iż Γ = ⋃ ℙ. Czyli każda formuł  𝛼𝛼 ∈ Γ jest ele ntem p wnego Ω ∈ ℙ.
Zatem, n  mocy zwr tności r lacji ⊢𝐿𝐿, d  każd j formuły 𝛼𝛼 ∈ Γ istnieje t kie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokaz liśmy, że relacja ⊩ spełnia warunek zwrotn ści. 
Fakt 3. Dl każd go zbioru Γ ⊊  F r, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, j żeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 az Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
D wód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicz ego ℙ, tworzymy rodzinę 𝛼𝛼 p zez łą enie formuły 𝛼𝛼 
do każdego elementu Ω krycia ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz poz sta ienie inn ch el mentów 
rodziny ℙ bez zmian. Opis ną procedurę p wtarz y dla k żdego ele e tu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otr y anych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gw rantuj , iż dla każd g  ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Po o nie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 W źmy do olne ℙ ∈ 𝒫𝒫Γ i rozważmy jego mod f kację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założeni  (1) 
wiemy, iż dla każdego mini alnego pokryc a zbioru Γ ∪ {𝛼𝛼} istnieje taki j  element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istni je Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możl w ści: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 alb  𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi p erw za z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p wnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dl  rel cji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 or z Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
a mocy (2) i defin cji 10 istnieje 
Otrzymujem  w ten spo ób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na z łożeni
oraz warunek ię ia dla rel cji ⊢𝐿𝐿, rozsz r nia zb orów należących do p krycia ℙ są
ni sprzec ne względem logiki 𝐋𝐋. Ponadto k nstrukcja gwar ntuje, iż szero ść otrzymanego 
pokrycia jest rów  k. Zatem inimaln szerok ść p krycia logicz go zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmi y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważm  d w lne p krycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 formuła 𝛼𝛼 jest elem nt m co jmniej j dnego Ω należącego d  tego 
pokrycia. Ze wszy tkich takich zbiorów Ω usuwa y fo mułę 𝛼𝛼, otrzymując w ten sp ób 
p krycie l giczne zbioru Γ, którego s er kość jest mniejsza lub równa 𝑙𝑙 (jest niejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). L c  jest t  sprzec ne z zał żeni m, ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dl  żdego zbi ru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Ni ch  będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zb ór 𝒫𝒫Γ jest pust , a 
z tem na mocy definicji 10, teza chodzi w spo ób trywialny. Załóż y, że Γ jest zbiorem,
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dow lnym pokryciem n leżącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, i  Γ = ⋃ ℙ. Czyli każd  formuła 𝛼𝛼 ∈ Γ j st elem nt m pewnego Ω ∈ ℙ. 
Zatem, na mocy z rotn ści r lacji ⊢𝐿𝐿, dla każd j formuły 𝛼𝛼 Γ istn eje t kie Ω ∈ ℙ,
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym s my  pokazaliśmy, że relacj  ⊩ spełnia w runek zwrotn ści. 
F kt 3. Dla k żdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz
d w lnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ , teza chodzi w spo ób t ywialny. Załóżmy więc, że (1) ∪ { } ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫 . Na mocy (2) i definicji 10 Ω ∈ ℙ 
takie, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzym  r dzinę ℙ𝛼𝛼 przez dołączeni  formuły 𝛼𝛼 
do każdego elem ntu Ω pokrycia ℙ t kiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz poz s a ien  i nych elem ntów 
rodziny ℙ b z z ian. Opisaną pr cedurę p wtarz y dla każdego elem ntu ℙ ∈ 𝒫𝒫Γ. 
Ozn czmy zb ór tak tr ym n ch rodzin pr z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elem nt  𝒫𝒫Γ𝛼𝛼 są p kryciami 
logicznymi z ioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuj , iż dla k żd go ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = . Ponownie n mocy faktu 1 wiemy, że ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy do lne ℙ ∈ 𝒫𝒫Γ  rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z z łoże i  (1)
wie y, iż dla k żdego minimalnego p krycia zbioru Γ ∪ {𝛼𝛼} istniej  t ki jego elem nt Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, e Ω ⊢𝐿𝐿 𝛽𝛽 – oz aczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: lbo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Pr yjmi y, że zach dzi pi rwsz  nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na
spo ób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy w czas, ż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pew ego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cię ia dla re acji inferencji ⊢𝐿𝐿, sk ro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
takie, że 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
ra  warunek cięcia dla re a ji ⊢𝐿𝐿, r zszerzenia zbiorów należących do pokrycia ℙ są 
ni spr eczne wzg ę em l giki 𝐋𝐋. Ponadt  konstrukcja gwarantuje, iż szerokość otrzymanego 
p krycia jest równa k. Zatem minimaln  szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
iewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyj ijmy, ż  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy d wol  pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 f rmuła 𝛼𝛼 j st elementem co najmniej jednego Ω należącego do tego 
p kryci . Ze wszystkich t kich zbi ró  Ω u uwamy formułę 𝛼𝛼, otrzymując w ten sposób 
p rycie logiczne bioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elemen ów pokrycia m postać {𝛼𝛼}). L c  jest to sprzeczne z założenie , że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdeg  bioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
D wód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy d finicji 10, teza zachodzi w sposób trywialny. Załóżmy, że  jest zbiorem, 
la któr go ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda for uła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, n  mocy z rotnośc  elacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym s mym pokazaliśm , że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każd go zbior  Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
d wolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Nie h ℙ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
Ω ⊢𝐿𝐿 𝛼𝛼. Z pokry ia log czn go ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elem ntu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych ele entów 
rodziny ℙ be  z ian. O isaną proc durę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznac y zbiór tak otrzymanych rodzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logiczny i zb oru ∪ {𝛼𝛼}. Spo ób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pon wnie na ocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy o olne ℙ ∈ 𝒫𝒫Γ i rozw żmy j go modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego mi imalneg  pokrycia zbioru Γ ∪ {𝛼𝛼} istni je taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, e Ω ⊢𝐿𝐿 𝛽𝛽 – ozn czmy te  zbiór jako Ω𝛽𝛽. Nal ży roz ażyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przy mijmy, że zach dzi pi rwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzym jemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy r guły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
  -
krycia logiczn go 
Otrzymuj my w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze w ględu na zał ż nie 
oraz warun k cięc a dla re acji ⊢𝐿𝐿, r zerzeni zbi rów należących d  po rycia ℙ są 
niesprzeczne wzgl dem l giki 𝐋𝐋. Pona t  k nstrukcja warantuje, iż sz r kość otrz manego 
pokrycia jest równa k. Z tem minimalna szerokość pokry ia log czneg  zbioru Γ ∪ {𝛼𝛼} je t 
niew ększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijm , że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie log cz e zbi ru Γ ∪ {𝛼𝛼}. 
Na oc  defini ji 6 formuła 𝛼𝛼 jest el ment m co najm iej jednego Ω należącego do tego 
p krycia. Ze wsz stkich t kich zbiorów Ω usuwa  formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, t rego er ość je t niejsza lub równa 𝑙𝑙 (je t mn ejsza, gdy 
jeden z ele e tów pokrycia ma p stać {𝛼𝛼}). L cz jest to sprzeczn   założeni m, e ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech będzie zbior m, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas ó  𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza z chodzi w posó  trywialny. Z łóż y, że Γ jest biore , 
la k óreg  ℓ𝐿𝐿(Γ) ≠ ∞. Ni ch ℙ będz e dow ln m pokryciem ależącym do 𝒫𝒫Γ. Z w runku 2
definicji 6 wiemy, iż Γ = ⋃ . Czyli każda for uła 𝛼𝛼 ∈ Γ jest el me pewnego Ω ∈ ℙ. 
Zatem, n mocy zwrotności relacj  ⊢𝐿𝐿, dla każdej for uły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ,
ż  Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
Ty  samym pokazaliś y, że r lacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia w run k ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, ora  
dowolnych 𝛼𝛼, 𝛽𝛽 ∈ F r, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 o az Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywia ny. Załóżmy więc, ż  (1) 𝛼𝛼 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ ora  ℓ𝐿𝐿 Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. N  mo y (2) i defini ji 0 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia l iczne  ℙ, tworzy y rodzinę ℙ𝛼𝛼 prz z d łącze  f r uły 𝛼𝛼 
do aż ego elementu Ω rycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 ora poz stawi nie innych le entó
rodziny  bez z ia . Opis ną procedurę owtarzamy dla ażdego lementu ℙ ∈ 𝒫𝒫Γ. 
Oz aczmy biór tak otrzy ych rod in p zez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 le enty 𝒫𝒫Γ𝛼𝛼 są pok yciami 
logiczn i zbio u Γ ∪ {𝛼𝛼}. Sposó  k strukcji g arantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 ie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wn simy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważ  jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla każdego minimalnego pokr cia zbi ru Γ ∪ {𝛼𝛼} istnieje taki jego elem nt Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ięc w s czegól ości dla r i ℙ𝛼𝛼 istniej  Ω ∈ ℙ𝛼𝛼
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznac my ten zb ór jako Ω𝛽𝛽. N leży rozważyć dw  możli ości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyj ijmy, że zacho zi pi rwsz  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób k nstrukc i pokrycia 𝛼𝛼 otrzymujemy wówc as, iż 𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewneg  
∈ ℙ ta iego, że ⊢𝐿𝐿 𝛼𝛼. Stąd na ocy reguły cięci  dla relacji inferencji ⊢𝐿𝐿, sk r  
 ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 az ⊢𝐿𝐿 𝛼𝛼, to ⊢𝐿𝐿 𝛽𝛽. 
rzy y rodzinę
Otrzymujemy w ten sposób p krycie logicz e bi ru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
ra  wa unek cięci  dla relacj  ⊢𝐿𝐿, rozs erzen a zbiorów nal żących o pokry a ℙ są
niesp zecz  wzglę em l gik 𝐋𝐋. Ponadto k str cja g arantuj , iż szerok ść trzym n g
pokryci  jest równa . Zatem i i lna sze o ość pokryci  logiczn g  zbi ru Γ ∪ {𝛼𝛼} jest
niewiększ niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Ro waż y do ol e po r cie l giczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 formuła 𝛼𝛼 jest elemente  co najmniej j dne o Ω należąc go d  te o
pokrycia. Z  wszyst ich taki h bi rów Ω usuw y formułę 𝛼𝛼, otrz mując w t n sp sób
e logiczne zbi r Γ, któr go szerokość jest mn ejsza lub ró n  𝑙𝑙 (jest i jsza, gdy
jeden z l mentó  pok ycia a po t ć {𝛼𝛼}). Lecz je  t  przeczne z z ł żen e , ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każd go zbi ru Γ ⊊  F r, jeżeli 𝛼𝛼 ∈ , to Γ ⊩ 𝛼𝛼 . 
Dow d. Niech Γ będzie zbiorem, dl  którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a
zatem na m cy def nicji 10, teza za odzi w sp sób trywialny. Załóżmy, że Γ jest zbiorem,
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Ni ch ℙ będzie owolnym pok ciem n le ący  do 𝒫𝒫Γ. Z wa unku 2
efinicj 6 wiemy, iż Γ = ⋃ ℙ. Cz li ażda for uła 𝛼𝛼 ∈ Γ jest le nte pewnego Ω ∈ ℙ.
Z tem, na ocy z rotności r acj  ⊢𝐿𝐿, dla k żdej formuły 𝛼𝛼 ∈ Γ istnieje takie ,
e Ω ⊢𝐿𝐿 𝛼𝛼.   ∎
 Ty  sa ym pokazaliśmy, że relacj  ⊩ spełnia warunek zwrot ości. 
F  3. Dla k żdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, r z 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈ F r, jeżeli Γ ∪ {𝛼𝛼} 𝛽𝛽 oraz ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ , teza zachodzi w sp sób trywialny. Zał żmy ięc że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia log czneg  ℙ, t orzymy r 𝛼𝛼 pr ez d łączenie formuł  𝛼𝛼
do każdego elementu Ω pokry ia ℙ takiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼 oraz po osta ienie i nych le entów
r dziny ℙ b z z ian. Opisaną proc durę powt rz my dla każd go elem ntu ℙ ∈ 𝒫𝒫Γ.
O n czmy iór t k tr y a ych ro in przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el m nty 𝒫𝒫Γ𝛼𝛼 są p krycia i
l gicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób k nst u cji gwara tuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pono nie na moc  fakt  1 wie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stą  wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weź y do olne ℙ ∈ 𝒫𝒫  i rozważmy j go dyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla każd go minim lnego pokrycia zbi ru ∪ {𝛼𝛼} istni je taki jego element Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szc ególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼
taki, e Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy t n zbiór jako Ω𝛽𝛽. Należy rozważyć dwi  możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zach dzi pi rwsz  z nich, tj. 𝛼𝛼 𝛽𝛽. Ze zględu na 
sposób konstrukcji pok ycia ℙ𝛼𝛼 otrzymujemy ó cz s, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że ⊢𝐿𝐿 𝛼𝛼. Stąd na ocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skor  
∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 or z 𝐿𝐿 , to Ω 𝐿𝐿 𝛽𝛽. 
 pr ez dołączenie f rmuły 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zb orów nal żących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto ko strukcja gwarantuje, iż sz rok ść otrzymanego 
pokrycia jest równa k. Zat m minimalna szerokość pokrycia logicznego zbi ru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważ y dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 for uła 𝛼𝛼 j st ele entem co najmniej jednego Ω należącego do te o 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzy ując  ten sp sób 
pokrycie logiczne zbioru Γ, którego szerok ść jest mn ejsza lub ró na 𝑙𝑙 (jest mniejsza, g y 
jeden z elementów r ia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z zał żenie , że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿( ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty a 
zatem na mocy definicji 10, te a zacho  w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolny  pokryciem n leżącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ est ele ente  p neg  Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje taki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym sa ym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warun k ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, raz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, t  Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logiczn go ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołącze ie for uły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 pozostawienie innych ele entów 
rodziny ℙ bez zmian. Opisaną procedurę wt rzamy dla każdego ele entu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrz manych ro z n przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el menty 𝒫𝒫Γ𝛼𝛼 są po rycia i 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalneg  p krycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy roz ażyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze zględu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽.
 d ażd go elem ntu 
Otrzymujemy w te  s sób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na ałożenie 
or z warunek cięcia dla relacji ⊢𝐿𝐿, rozs r enia biorów nal żących do pokrycia ℙ są 
niesprz c ne wzg ędem ogiki 𝐋𝐋. P nadto konstrukcj  gwara tuj , iż szer kość otrzymanego 
okrycia jest równa k. Zate  minimalna zerokość pokr cia lo ic neg  zbio u Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k.
Prz jmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 formuła 𝛼𝛼 jest elementem c  najmni j j dn g  Ω należącego do tego 
p krycia. Ze szyst i  takich zbiorów Ω usuwa y formułę 𝛼𝛼, ot zymując w ten sposób 
pokryci l giczne zb oru Γ, któr g  szerokość jest mniejsza lub równa 𝑙𝑙 (jes  niejsza, gdy 
j d   em ntów p krycia ma p stać {𝛼𝛼}). Lecz jest to sprzecz e z założ nie , że ℓ𝐿𝐿(Γ) =
k. Stąd w osi , iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k. ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowó . Niech Γ będzi  zbiorem, la którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
z te  na mocy efinicj  10, t za achodzi w sposób tr wi lny. Załóżmy, ż  Γ  zbiorem, 
dl  którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ bę e do lny  pokryci m należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wie y, iż Γ = ⋃ ℙ. Czyl  każda for uła 𝛼𝛼 ∈ Γ j st elemente pe nego Ω ∈ ℙ. 
Zatem, na ocy zwrotnoś i elacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ is niej  takie Ω ∈ ℙ, 
ż  Ω ⊢𝐿𝐿 𝛼𝛼.   ∎
 T  samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
akt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, raz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 Γ, teza a odzi w sposób tr wialny. Załóżmy więc, ż  (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ 𝛼𝛼, 𝛼𝛼 ∉ Γ or z ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) def nicji 10 istnieje Ω ∈ ℙ 
takie, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia lo czn go , two zy y rodzinę ℙ𝛼𝛼 prze  dołącz nie formuły 𝛼𝛼 
o ka dego elementu  p krycia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych ele entów 
ro z ny ℙ bez zm an. Opisaną p ocedurę powta zamy dl  k żd go elem ntu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy biór tak trzyman ch dzin rzez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 lementy 𝒫𝒫Γ𝛼𝛼 są pokryciami
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sp sób konstrukcji gwar n je, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. P nownie na mocy fa  1 wi my, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd nosimy, iż 
𝒫𝒫𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowoln  ℙ ∈ 𝒫𝒫Γ i rozważmy jego mo yfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z z łożenia (1) 
wie y, iż la każdego i imalneg  pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego el ment Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼 , wię   szczególności dla pokryc a ℙ𝛼𝛼 istni j  Ω ∈ 𝛼𝛼 
taki, ż  Ω ⊢𝐿𝐿 𝛽𝛽 – o naczmy ten zbiór jako Ω𝛽𝛽. Należy ozważyć dw e możliwości: albo
𝛼𝛼 ∈ 𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Prz jmijmy, że ach zi pi rwsza z n ch, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze wzg ędu na 
sp só konstrukcji okr cia ℙ𝛼𝛼 otr ymujemy wówc as, iż 𝛽𝛽 =  ∪ {𝛼𝛼}, d a pewnego 
Ω ∈ ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na oc  reguły ięcia dla relacji inferen j  ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
pokryc a 
Otrzymuj my w t n sp sób p krycie logiczne zbior Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
r z warun k cięcia dla relacj  ⊢𝐿𝐿, ro sze z nia zbiorów należących o p kryc a ℙ są 
niesprzeczn  wzg ęde  log ki 𝐋𝐋. P adto konstrukcja r tuje, iż szer ość otrzymanego 
r ia jest równa . Z t m m ni al a sze o ość p k cia l iczn go zbioru Γ ∪ {𝛼𝛼} jest 
niewię sza ż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . Rozważmy dow lne p krycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
N  o y d f ni ji 6 f rmuła 𝛼𝛼 j s  le ente  o najmnie j d ego Ω należąc do tego 
pokryc a. Ze wszystkich takich zbioró  Ω s wamy formułę 𝛼𝛼, otrzymuj w t n sposób 
p rycie logiczne zbio u Γ, któreg  szerok ść j s  iejsza lub równa 𝑙𝑙 (jest m iejsza, gdy 
ed n  l me tów pokrycia ma po tać {𝛼𝛼}). L cz st to sp zeczn  zało niem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosim , iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
F kt 2. Dla każdego zbi ru Γ ⊊  For, j żeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
D wód. Niech Γ ędzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówc s zbiór 𝒫𝒫Γ jest pusty, a 
zatem na m y d f n cji 10, teza za hod i w sposób trywialny. Zał żmy, że Γ j  zbiorem, 
d którego ℓ𝐿𝐿( ) ≠ ∞. iec  ℙ i dowoln m pokr ciem n le ąc m do 𝒫𝒫Γ. Z warunku 2 
d f ni ji 6 w emy, ż Γ = ⋃ ℙ. C yli każ f r uła 𝛼𝛼 ∈ Γ j s  le entem pew ego Ω ∈ ℙ. 
Zatem, na cy zwrotności rel cji ⊢𝐿𝐿, dl k żd j f rmuł  𝛼𝛼 ∈ Γ ist ieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym samym ok zaliśmy, że relacja ⊩ speł ia w unek zwrotno ci. 
Fakt 3. Dla ażdego bi u Γ ⊊  For, który speł ia warun k ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, j żeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
D wód. Jeśli 𝛼𝛼 ∈ Γ, t z  zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉  oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. N  m c (2) i def nicj  10 istni je Ω ∈ ℙ 
t kie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z p kr cia l gi znego ℙ, tw r y rodz nę 𝛼𝛼 przez dołącz ni formuły 𝛼𝛼 
d każd go lementu Ω p kry ia ℙ taki go, ż Ω ⊢𝐿𝐿 𝛼𝛼 raz ozo tawienie in ych lem ntów 
rodz y ℙ bez zmian. Opis ną proc urę powt rz y dla każdeg  l m ntu ℙ ∈ 𝒫𝒫Γ. 
Ozna z  b ór t k otrzy an h zin pr e  𝒫𝒫Γ𝛼𝛼. Z fa tu 1 lementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
l gic nymi zbi ru Γ ∪ {𝛼𝛼}. Sp sób konst u cji gw rantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponow ie a mocy faktu 1 emy, że 𝐿𝐿 ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosi y, i  
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weź  dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego m dyfikację ℙ𝛼𝛼 ∈  𝒫𝒫𝛼𝛼. Z ało enia (1) 
wiemy, i  dla każdego n malnego pokrycia zbioru Γ ∪ {𝛼𝛼} istni je t ki jeg lement Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. P nieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w s czególn śc  dla p krycia ℙ𝛼𝛼 istni je Ω ∈ ℙ𝛼𝛼 
t ki, ż ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten biór j ko Ω𝛽𝛽. Należy roz ażyć dwi  możliw ści: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Prz j ijmy, e zachodzi pierws a nich, tj 𝛼𝛼 ∈ Ω𝛽𝛽. Z  względu n  
spo ób konstr kcj  okry ia ℙ𝛼𝛼 trzymujemy ówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p w ego 
Ω ∈ ℙ t i g , że ⊢𝐿𝐿 𝛼𝛼. Stą  na o y reguły c ę ia dla r lacj  nf rencji ⊢𝐿𝐿, sk ro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 takiego, że
Otrzymujemy w ten posób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu n  założ nie 
oraz warunek cięcia dla rel cji ⊢𝐿𝐿, rozs rzenia zbiorów należących do p krycia ℙ są 
iespr z e wz lęd m l giki 𝐋𝐋. Ponadt  konst ukcj gwarantuje, iż szerokość trzymanego 
ok ycia je t rów a . Zate  minim lna erokość pokryc a logiczneg  zb o u Γ ∪ {𝛼𝛼} jest 
iewięks a niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przy ij y, ż  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R z ż y d wolne pokrycie logiczn  zbioru Γ ∪ {𝛼𝛼}. 
Na ocy d finicji 6 formuła 𝛼𝛼 jest l m ntem c  najmn j j dn go Ω należąceg do tego 
p krycia. Ze zystkich takich zbiorów Ω usuwa y for ułę 𝛼𝛼, otrzymując w ten posób 
pokryci lo iczne zb oru Γ, kt rego szerokość jest mniejsza lub równ 𝑙𝑙 (j st mniejsza, gdy 
je  z el m ntów po rycia ma p stać {𝛼𝛼}). Lecz j s  to spr eczne  założ nie że ℓ𝐿𝐿(Γ) =
k. Stąd w osimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k  ∎ 
Fakt 2. Dl  k żdego zbi u Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pust , a 
zate na mocy efinicj  10, te  zachodzi w posób try ialn . Załóżmy, że Γ jest zbiorem, 
dla któreg ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie d w ln  pokrycie  należącym do 𝒫𝒫Γ. Z arunku 2 
d f nicji 6 iem , iż Γ = ⋃ ℙ. Czyli k żda fo muła 𝛼𝛼 ∈ Γ j st l m tem pe nego Ω ∈ ℙ. 
Zatem, a mocy zwr tn śc  relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Ty  s y  pokazaliśmy, że relacj  ⊩ spełni aru ek zwr tności. 
F kt 3. Dl  każdego zbi u Γ ⊊  F r, który spełnia w run k ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
d w lnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 or z Γ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. J śli 𝛼𝛼 ∈ Γ, te  zach dzi w posób trywialn . Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ or z ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na moc  (2) i d finicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworz y rodzinę ℙ𝛼𝛼 przez dołącz nie formuły 𝛼𝛼 
do każd go l mentu Ω p krycia  akieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz po ostawi i  innych l mentów 
ro ziny ℙ bez z ian. Opisaną procedurę p wt zamy dl  każdego l tu ℙ ∈ 𝒫𝒫Γ. 
Oznac my zbi r t ot zymanych od i  rzez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 l enty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbio u Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwar je, iż dl  każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Pono nie na m cy fak u 1 iemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd nosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy d wolne ℙ ∈ 𝒫𝒫Γ i rozważ y jego odyfikację 𝛼𝛼 ∈ 𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiem , iż dl  każdego nimalneg  pok ycia zbioru Γ ∪ {𝛼𝛼} istnieje t ki j go l ment Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, wię  w sz zególn ści dla po rycia ℙ𝛼𝛼 istniej  Ω ∈ ℙ𝛼𝛼 
taki, że ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należ  rozw żyć d ie moż iwości: albo 
𝛼𝛼 ∈ 𝛽𝛽 lbo 𝛼𝛼 ∉ 𝛽𝛽. Prz ijmy, że za hodzi pi r s  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
posó konstru c  okr ci  ℙ𝛼𝛼 otrzy ujemy w as, iż Ω𝛽𝛽 =  ∪ {𝛼𝛼}, la pewnego 
Ω ∈ ℙ tak eg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na moc reguły cięcia dla relacj inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to 𝐿𝐿 𝛽𝛽. 
 ora  -
z stawienie innych ele e tów rodziny 
Otrzymujemy  ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerze ia zbiorów należąc ch do pokryci  ℙ są 
sprz czne względem logiki 𝐋𝐋. P nadto k n t kcj  gwara tuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem mi imaln  szerokość pokrycia l giczneg zbio u Γ ∪ {𝛼𝛼} jest 
nie ię sza niż k, czy i ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmij y, ż  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest eleme tem co najmn ej j dnego Ω należącego do tego 
pokrycia. Ze wszys kich takich zbi rów Ω usu amy formułę 𝛼𝛼, otr ymując w ten sposób 
pokr ci  logiczn  zbi ru Γ, którego szerokość jest i jsza lub rów 𝑙𝑙 (je t mniejsza, gdy 
jeden z lem tów pokrycia ma postać {𝛼𝛼}). Lecz jest to rzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
. Stą  wnos my, ż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dl  każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas biór 𝒫𝒫Γ jest pusty, a 
zatem na mocy d finicji 10, t za achodzi w sposób trywial y. Załóżmy, że Γ jest zbiorem, 
dl któr go ℓ𝐿𝐿(Γ ≠ ∞. Ni ch ℙ będzie dowolnym kryciem n leżącym do 𝒫𝒫Γ. Z warunku 2 
d finicji 6 wi my, iż Γ = ⋃ . Czyli ka da for uła 𝛼𝛼 ∈ Γ jest ele entem pewnego Ω ∈ ℙ. 
Zate , na mocy zwrotnoś i relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈  ist i je takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
Tym samym pokaz liśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
d wolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ , eza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫 . Na mo  (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokry ia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołą zenie formuły 𝛼𝛼 
d  żd go elementu Ω p kr cia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawieni nnych lementów 
ziny ℙ bez z ia . Op sa ą procedu ę wtar amy dla każ ego le entu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak trzym nych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el m nty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ { }. S osób onstrukcji gw rantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w ℙ𝛼𝛼) = k. Pon nie n  mocy faktu 1 wi my, że ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosi y, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowoln  ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
w emy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. P nie aż 𝒫𝒫𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczegól ści dla pokrycia ℙ𝛼𝛼 istni je Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – ozna zmy ten zbiór jako Ω𝛽𝛽. Nal ży rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ 𝛽𝛽 alb  𝛼𝛼 ∉ 𝛽𝛽. Przyjmijmy, że zach dz pier sz  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób ko strukcji pokrycia ℙ𝛼𝛼 otrzymuj my ó czas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ ta i go, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 zmian. Opisaną proc -
durę powtarza y dla każd go lementu 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze zględu a założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzeni  zbiorów należących do p krycia ℙ ą
niesprze zne względem l giki 𝐋𝐋. Pon dt  konstrukcj  gwarantuje, iż sze ok ść otrzymanego 
pokrycia jest ró na k. Za em minim lna sze okość pokrycia logicznego zbi ru Γ ∪ {𝛼𝛼} jest 
niewię sz  niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważmy dowol po rycie logi n zbi ru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elem ntem co najmniej jednego Ω należąc go do tego 
pokrycia. Ze wszystkich takich zbi rów Ω usuwamy f rmułę 𝛼𝛼, otrzymując w n sposób 
pokryc  logiczne bioru Γ, którego szer kość jest mniejsza lub równa 𝑙𝑙 (j st mni jsza, gdy 
jed n z elemen ó  p krycia ma po ać {𝛼𝛼}). Lecz jest to spr eczne z zał że iem, ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdeg  zbioru Γ ⊊  F r, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbior m, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówc as zbiór 𝒫𝒫Γ jest pust , a 
zatem na m cy definic i 10, teza zachodzi w spos b tryw alny. Załóżmy, że Γ jest zbi m,
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Ni ch ℙ będzie do o m pokryciem należący  do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli ażda for uła 𝛼𝛼 ∈ Γ jest le ent m p wnego Ω ∈ . 
Zatem, na mocy rotności relacji ⊢𝐿𝐿, dla każdej for ły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotn ści. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  , jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, t  Γ ⊩ 𝛽𝛽. 
Dowód. J śli 𝛼𝛼 ∈ Γ, t za zach dzi w sposób trywialny. Z łóżmy więc, że (1) ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) ⊩ 𝛼𝛼, 𝛼𝛼 ∉  oraz ℓ𝐿𝐿(Γ) = k. Nie h ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logiczneg ℙ, tworzymy r dzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego eleme tu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostaw n e inny h lem n ów 
rodziny ℙ bez zmian. Opisaną procedurę w rza y dla każd g  le ntu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otr y anych rod in przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 lementy 𝒫𝒫Γ𝛼𝛼 są p kryciami 
logicznymi zbi ru Γ ∪ {𝛼𝛼}. S osób konstru cji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k P n wnie a mocy faktu 1 wie y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿( {𝛼𝛼}). Stąd wnosimy, iż
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ {𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z zało eni  (1) 
wiemy, iż dla każdeg  mi i aln  p kr c  zbioru ∪ {𝛼𝛼} ist iej  t ki jego eleme t Ω,
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla p krycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼
taki, e Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten bi r j ko Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo
𝛼𝛼 ∈ Ω𝛽𝛽 lbo 𝛼𝛼 ∉ Ω𝛽𝛽. P zy mijmy, e zach dzi pier sza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób ko strukcji p kry ia ℙ𝛼𝛼 ot zymujemy ó czas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego
Ω ∈ ℙ ta iego, że Ω 𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla rel cji inf rencji ⊢𝐿𝐿, s ro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 Oznacz y zbiór t k
otrzy a  rodzi  przez
Otrzymujemy w ten sposó  pokrycie log czne bioru Γ ∪ {𝛼𝛼}, gdy  ze zględu na założenie 
oraz warun k cięcia dla relacji ⊢𝐿𝐿, ozs erzenia zb o ó  nal żący h do a ℙ są 
iesp eczn  względe  l gi i 𝐋𝐋. Pona t  k nstrukcja gwarantuj , iż s rokość trzyman go 
pokrycia je t równa k. Z m mini alna szerokość pokry ia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewię sza niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ . 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Roz ż y dowol  pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 for uła 𝛼𝛼 est el me t m co naj ni j je nego Ω należącego do tego 
p kr cia. Ze wszystkich t kich zbiorów Ω usuwa  f rmułę 𝛼𝛼, trzymu ąc  ten p só  
p kry ie logiczne zbi r  Γ, któr go szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jed n z ele entó  pokr cia a postać {𝛼𝛼}). L cz jest sprz c ne z z łożeni m, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dl  każd g  zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to ⊩ 𝛼𝛼 . 
Dowód. N ech Γ będzie biorem, dla kt rego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a
zatem na mocy definicji 10, teza zachodzi w posób trywialny. Załóżmy, że  jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie owolny  p krycie  al żącym do 𝒫𝒫Γ. Z arunku 2 
efinicji 6 wiemy, iż Γ = ⋃ ℙ. Czy i każda form ł 𝛼𝛼 ∈ Γ jest elem e  pewnego Ω ∈ ℙ. 
Za e , na ocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym s mym po az liśmy,  relacj  ⊩ sp łn a warunek zwr tności. 
Fakt 3. Dla każd go zbioru Γ ⊊  For, tóry spełni  warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, o az 
do oln ch 𝛼𝛼, 𝛽𝛽 ∈  Fo , j żeli Γ ∪ {𝛼𝛼} 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśl  𝛼𝛼 ∈ Γ, teza z chodzi  sposób tr wialny. Załóżmy więc, ż  (1) ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿( ) = k. Niech ℙ ∈ 𝒫𝒫 . N  mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z p krycia logicz ego , tworzymy r dzinę ℙ𝛼𝛼 przez dołącz ie formuły 𝛼𝛼 
do każdego ele entu Ω po y ia ℙ taki g , że Ω ⊢𝐿𝐿 𝛼𝛼 or  pozostawienie i nych elementów 
rodziny ℙ bez z i n. Opis ną proce urę powta z my dla każdego element ℙ ∈ 𝒫𝒫Γ. 
Oznaczm  zbiór t k trzy c r  𝒫𝒫Γ𝛼𝛼. Z fa tu 1 le enty 𝒫𝒫Γ𝛼𝛼 ą pokryciami 
l giczny i bioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla k ż ego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosim , iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}.
 Weźmy do olne ℙ ∈ 𝒫𝒫Γ i rozważmy jego o yf kację 𝛼𝛼 ∈ 𝒫𝒫Γ𝛼𝛼. Z z łoże ia (1) 
wie y, iż dla każdego minimaln go pokryci  zbioru Γ ∪ {𝛼𝛼} ist i je taki jeg  element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególnośc  dl  pokrycia ℙ𝛼𝛼 istniej  Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – znaczmy ten zbiór jako Ω𝛽𝛽. Nal ży r ważyć dwie m żliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Pr yjm j y, ż  za odzi pi rwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
spo ób konstrukcji pokr ia ℙ𝛼𝛼 otrzymuj my wówcza , iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ t kiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼. Stąd n  mo y r guły cięcia dla relacji inferen ji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz ⊢𝐿𝐿 𝛼𝛼, to ⊢𝐿𝐿 𝛽𝛽. 
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 i i 
lo iczny i z ioru 
Otrzymujemy w ten sposó  pokrycie logiczn  bioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
ora  warun k cięci  dl  relacji ⊢𝐿𝐿, rozszer nia zb orów należących d pokrycia ℙ są 
nie pr zne względem logi i 𝐋𝐋. Ponadto ko str kcj gw rantuje, iż szerok ść trzymane o 
pokrycia j t ró na k. Zate m nimal a s rok ść pok ycia l gicz eg  bi ru Γ ∪ {𝛼𝛼} jest 
n ewięks a iż k, zyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozw żmy dow lne pokrycie logiczne {𝛼𝛼}.
Na m y defi c i 6 f r ła 𝛼𝛼 est le tem co najmni j je nego Ω należąc go do tego 
pokrycia. Ze wszystki h t kich zbiorów Ω u uwam for ułę 𝛼𝛼, otrzymują  w t n sposób
pokryci  l giczne zbi ru Γ, którego sze okość je t mniejsza lub r na 𝑙𝑙 (jest niejsza, gdy 
eden z lementów pokrycia a p stać {𝛼𝛼}). Lecz to sprz czne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosi y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) k. ∎ 
Fakt 2. Dla ażd go zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla rego ℓ𝐿𝐿( ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza z ch d i w sp sób rywialny Załóżmy, że Γ je t zbiorem,
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie d olny  pokryciem n leżącym o 𝒫𝒫Γ. Z warunku 2 
defi icji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda f rmuła 𝛼𝛼 ∈  j st elemente pewn go Ω ∈ ℙ. 
Zat m, na mocy zwrotn śc  relacji ⊢𝐿𝐿, dl każdej fo muły 𝛼𝛼 ∈ Γ stnieje t ki  Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pok zaliśmy, że relacja ⊩ spełnia w runek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, tór spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 ra Γ ⊩ 𝛼𝛼, to ⊩ 𝛽𝛽. 
Dowód. Jeśl 𝛼𝛼 ∈ Γ, teza zachodzi w sposób tr wialny. Z łóżmy ięc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ 𝒫𝒫Γ. N  mocy (2) i definicji 10 ist ieje Ω ∈ ℙ 
akie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z p krycia l gi nego , tw r ymy rodzinę ℙ𝛼𝛼 prze  dołączenie for uły 𝛼𝛼 
do każdego l mentu  p k ycia ℙ takie , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz zosta ienie inny h el mentów 
odziny ℙ bez z ian. O isa ą procedurę powtar a y dla k żdego el mentu ℙ ∈ 𝒫𝒫Γ. 
O n c m zbiór tak ot zymanych rodzin prze  𝒫𝒫𝛼𝛼. Z f ktu 1 eleme ty 𝒫𝒫Γ𝛼𝛼 są pokryci mi 
log c y i zbioru Γ ∪ {𝛼𝛼}. Sp sób kons rukcj gwa antuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, (ℙ) =
w(ℙ𝛼𝛼) = . Pon nie na m cy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫 {𝛼𝛼}. 
 Weźm  dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z zał żenia (1) 
w emy, iż dla każ ego minim lnego p krycia zbioru ∪ {𝛼𝛼} st ieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Poni w  𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w sz zególności dla pokryc a ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oz aczmy ten zb ór jako Ω𝛽𝛽. Należy ro ważyć d ie możliw : bo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pier s a z ich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu n
sposób konstrukcji pokr cia ℙ𝛼𝛼 otrzymujemy wówcza , iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p w ego 
Ω ∈ ℙ tak ego, że 𝐿𝐿 𝛼𝛼. Stą  mocy reguły cięcia dla elacji inferencji ⊢𝐿𝐿, skoro 
 {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽.
 S sób strukcji arantuje, i la aż-
dego
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż e w glę u na założenie 
oraz war nek cięci  dla rela ji ⊢𝐿𝐿, r zszerzenia zb orów ależących do pok yci  ℙ są 
niesprzeczne wzgl d m logiki 𝐋𝐋. Ponad o ko strukcja gwara t je, i  szer ś  otr m ego
pokrycia jest równa k. Zatem m nim l a szerokość pokrycia logiczneg  zbi ru Γ ∪ {𝛼𝛼} jest
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokry i  logicz e zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest el mentem co najm iej jed ego Ω nal żącego do tego 
pokrycia. Ze wsz stkich takich zbiorów Ω usuwa  formułę 𝛼𝛼, otrzy jąc w ten p ób 
pokrycie logiczne zbioru Γ, któreg  szero ość je t mniejsza lub równa 𝑙𝑙 (jest ni j za, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to spr eczne z założ niem, ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎
Fakt 2. Dla każdego zb oru Γ ⊊ For, jeżeli 𝛼𝛼 ∈ Γ, t  Γ ⊩ 𝛼𝛼 .
Dowód. Niech Γ będzi zbior , dla któr go ℓ𝐿𝐿(Γ) = ∞. Wówczas biór 𝒫𝒫Γ je t pust , a 
zatem na mocy defi icji 10, t za zachodzi w sposób try ialny. Załóżmy, że Γ jest zbior m, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem ależąc m o 𝒫𝒫Γ. Z warunku 2 
definicji 6 wi my, iż Γ = ⋃ ℙ. Czyli każda f rmuł  𝛼𝛼 ∈ Γ jest e mentem pewn g  Ω ∈ ℙ. 
Zatem, na mocy zwrotnoś i relacji ⊢𝐿𝐿, la każdej formuły 𝛼𝛼 ∈ Γ istni je takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym samym pok z liśmy, że relacja ⊩ sp łnia w runek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który sp łni  warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 ora  Γ ⊩ 𝛼𝛼, t  Γ ⊩ 𝛽𝛽.
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób try ialny. ałóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉  oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i defini j  10 istniej  ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodz nę ℙ𝛼𝛼 prz dołącz ni  for uły 𝛼𝛼 
do ażdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 r z pozostaw ie nych l m tów 
rodziny ℙ b z zmian. Opisaną procedu ę powtarzamy dla każdego le entu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 ele enty 𝒫𝒫Γ𝛼𝛼 są pokr ciami 
logiczny i zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji g ar nt je, iż dla każ ℙ ∈ 𝒫𝒫Γ, w( ) =
w(ℙ𝛼𝛼) = k. Ponownie na m cy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿( ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}
 Weźmy dowoln  ℙ ∈ 𝒫𝒫Γ i rozważmy jeg  modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje tak  jego lement Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokry ia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Nal ży r zważyć dwie mo liw śc : albo
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyj ij y, ż  zachodzi pi rwsza  nich, tj. 𝛼𝛼 ∈ 𝛽𝛽. Ze względu na
sposób konstrukcji p krycia ℙ𝛼𝛼 otrz mujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pe nego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na m cy reguły cięcia dla rela ji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 raz Ω 𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽.
Otrzymujemy w ten sposób pokrycie lo iczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozs erzen a zbiorów należących do pokrycia ℙ są 
niesprzecz  względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość ot zymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokryci  logicznego zbioru Γ ∪ {𝛼𝛼} jest 
nie iększa niż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyj ij y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elemente  co najmniej jedne  Ω nal żącego do tego 
pokrycia. Z  wszystkich takich zbiorów Ω usuwamy for ułę 𝛼𝛼, otrzymując w ten sposób 
i  l giczne zbi ru Γ, którego szerokość jest niejsza lub równa 𝑙𝑙 (jest mni jsza, gdy 
jeden z l mentów pok ycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, ż  ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fa t 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zate  na mocy definicji 10, teza zachodzi  sposób try ialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie owolny  pok ciem należący  do 𝒫𝒫 . Z warunku 2 
efinicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istniej  takie , 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 T m samym pokazaliśmy, e relacja ⊩ spełnia warun k zwrot ości. 
Fakt 3. Dla każdego bioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  F r, jeżeli ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽.
D wód. Jeśli 𝛼𝛼 ∈ Γ, t za zachodzi w sposób try ialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. N  mocy (2) i def nicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do ażdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 raz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną proc durę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy z iór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 ele nty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi o u Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿( ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈ 𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc  szc ególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór j ko Ω𝛽𝛽. Nal ży r zważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 l  𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmij , e zachodzi pi rwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze zględu na 
sposób ko strukcji pok ycia ℙ𝛼𝛼 otrzymuje y wó c s, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pe nego 
Ω ∈ ℙ t kiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd n  mo y reguły cięcia la r lacji inferencji ⊢𝐿𝐿, skor  
 ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 fa t 1 wie y, 
że 
Otrzymujemy  te  sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu a założe i
oraz warune  cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do p rycia ℙ są
niesprzecz e względem logiki 𝐋𝐋. Ponadto konstrukcja warantuje, iż szerokość trzym nego 
pokr cia j t równ  . Zatem minimalna szero ść pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważ y dowolne pokrycie logic ne zbioru Γ ∪ {𝛼𝛼}.
Na mo y def nicji 6 formuła 𝛼𝛼 jest elemente  co najmniej jednego Ω nal żącego do tego 
pokrycia. Ze wszystkich ta ich zbiorów Ω us wamy formułę 𝛼𝛼, otrz mując w ten sposób 
r cie logiczne zbioru Γ, którego zerok ść jest niejsza lub równa 𝑙𝑙 (jest iejsza, gd  
jeden z elementów pokr cia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿( ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla ka dego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ ędzie biorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a
zatem na mocy definicji 10, teza zac odzi w sposób trywialny. ałóżmy, że  jest iorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie owolnym pokr ciem l żący d  𝒫𝒫 .  warunku 2 
efinicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ j st elementem pewnego Ω ∈ ℙ. 
Zatem, na moc  zwrotności relacji ⊢𝐿𝐿, dla każdej formuł  𝛼𝛼 ∈ Γ istn je takie , 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym po azaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbi ru Γ ⊊  For który spełni  waru ek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  F r, jeżeli ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, t za zachodzi w sp sób trywialny. Załóż y więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. N  mocy (2) i d finicji 10 istnieje Ω ∈ ℙ 
tak e, że Ω ⊢𝐿𝐿 𝛼𝛼. Z po rycia logicznego ℙ, tw rzymy i ę ℙ𝛼𝛼 rz z dołączenie formuły 𝛼𝛼 
do każdego elementu Ω p k ycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 raz pozostawi nie innych elementów 
rodziny  bez zmian. O isaną roce urę p wtarzamy dla każdego ℙ ∈ 𝒫𝒫Γ. 
Oznacz y z iór ta  trzymanych r dzi  przez 𝒫𝒫Γ𝛼𝛼. Z fa tu 1 elem nty 𝒫𝒫Γ𝛼𝛼 są p kryciami 
logicznymi ioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż la każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy,  ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weź y dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z zał żenia (1) 
wiemy, iż dla każdego minimaln o p krycia zbioru Γ ∪ {𝛼𝛼} ist ieje taki jego ele e t ,
że Ω ⊢𝐿𝐿 𝛽𝛽. P ni waż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w s czególności dl  p kr ia ℙ𝛼𝛼 istni j  Ω ∈ ℙ𝛼𝛼
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór j o Ω𝛽𝛽. Należy rozważyć dwie możli oś i: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zach dzi pier sza z ni h, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze ględu na 
sposób konstrukcji pok y ia ℙ𝛼𝛼 otrzymuje y wó c s, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla p wnego 
Ω ∈ ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji infe encji ⊢𝐿𝐿, skor  
 ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 t  , i  
Otr ymujemy w ten sposób pok ycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz wa nek c ęci  dl  relacji ⊢𝐿𝐿, rozs erzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względe  logiki 𝐋𝐋. Ponadt  konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia je t rów a k. Zatem minimalna szerok ść pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
P zyj jmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważ y dow lne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 for uła 𝛼𝛼 jest el mentem co najmniej ednego Ω należącego do tego 
p ryc a. Ze wszystkich takich zb orów Ω usuwamy for ułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość j st mniejsza lub równa 𝑙𝑙 jest mniejsza, gdy 
jeden z elementów po rycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wn si y, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
F t 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
D wód. N ech Γ będzie zbi rem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówcza  iór 𝒫𝒫Γ jest pusty, a 
zatem a mocy definicji 10, teza zachodzi w sposób trywialny. Załóż y, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będ i dowolnym pokryciem należącym do 𝒫𝒫Γ Z warunku 2 
defini ji 6 wiemy, iż = ⋃ ℙ. Czyli każda for uła 𝛼𝛼 ∈ Γ jest lementem pewnego Ω ∈ ℙ. 
Zatem, na m c  zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Ty  samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
F kt 3. Dla każdego zbioru Γ ⊊ For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodz w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ ora  ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
taki , że ⊢𝐿𝐿 𝛼𝛼. Z pokr ci  logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 prz z dołączenie formuły 𝛼𝛼 
do każdego eleme tu Ω p krycia ℙ tak go, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rod iny ℙ bez mian. Opisa ą ocedurę powtarza y dla każdego ele entu ℙ ∈ 𝒫𝒫Γ. 
Ozna z y zbiór tak otrzy nych rodzi  przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcj  gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weź y dowolne  𝒫𝒫Γ i rozważmy j go modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokry ia zbioru Γ ∪ {𝛼𝛼} taki jego element , 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie ż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ęc w szc ególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – o naczmy ten zbiór jako Ω𝛽𝛽. Należy ro ważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Prz jmij y, że za hodz  pier sza z nich tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstr cji pokryci  ℙ𝛼𝛼 o rzymuje y wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Weźmy dowolne 
Otrzymujemy w ten sposób pokrycie logiczn  bior  Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
raz warunek cięcia dla r lac i ⊢𝐿𝐿, rozs erze ia zbiorów należąc ch d  pokrycia ℙ są 
n e przecz e w ględ m logiki 𝐋𝐋. Po adto k n trukcja gwar ntuje, iż szerokość tr yma e o 
pokr cia jest rów k. Zatem mi im ln  sz o ść pokryci  l gicz ego zbioru Γ ∪ {𝛼𝛼} jest
ie ię sza niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmij y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy d finicj  6 f rmuła 𝛼𝛼 jest ele entem co najm iej jednego Ω należąc g d  t go 
p krycia. Ze wsz stkich taki h zbiorów Ω usuwamy formułę 𝛼𝛼, otrz mując w ten sp sób 
po rycie logi zne zbioru Γ, którego sze ość jest niejsza lub r wna 𝑙𝑙 (jest iejsza, dy 
jede z el mentów k ycia ma stać {𝛼𝛼}). Lec  j st to sprzeczne z założeniem, ż  ℓ𝐿𝐿(Γ) =
k. Stą wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = .  ∎
Fakt 2. Dla każd go zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty,  
zatem na mocy definicji 10, teza zacho zi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dl  kt reg ℓ𝐿𝐿(Γ) ≠ ∞ Niech ℙ będzie dowolnym p kryci n leżącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiem , iż Γ = ⋃ ℙ. Czyli k żda f r uła 𝛼𝛼 ∈  j st el m ntem pewneg Ω ∈ ℙ. 
Zate ,  ocy zwrotności rela ji ⊢𝐿𝐿, dl każd j fo muły 𝛼𝛼 ∈ Γ istnieje t kie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym sa m pokaz liśmy, że relacja ⊩ sp łnia warunek zwrotności. 
Fakt 3. Dla ażdeg  zb oru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿( ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  F r, j żeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ 𝛼𝛼, to Γ ⊩ 𝛽𝛽.
Dowó . Jeśli 𝛼𝛼 ∈ Γ, teza z chodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ raz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicj  10 istnieje Ω ∈ ℙ 
t kie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia log zneg ℙ, tworzymy rodzinę ℙ𝛼𝛼 prze  d łą zenie for uły 𝛼𝛼 
o każd go elem ntu Ω i  ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼 raz z stawieni  nny h leme tów 
y  bez mia Opisaną pr c durę w ar y dla k d g  l ntu ℙ ∈ 𝒫𝒫Γ. 
Oz aczmy zb ór tak otrz manych rodzin prz z 𝒫𝒫Γ𝛼𝛼. Z fa tu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryci mi 
lo iczn mi zbioru Γ ∪ {𝛼𝛼}. Sposób ko trukcj gwa antuje, iż dla ażd go ℙ ∈ 𝒫𝒫Γ, (ℙ) =
w(ℙ𝛼𝛼) = k. Pon wnie na cy faktu 1 wiem , że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, i  
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 l e ℙ ∈ 𝒫𝒫Γ i rozważ y jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
ie y, iż dla każdego minimalnego p kry ia zbioru Γ ∪ {𝛼𝛼} stniej  taki jego element Ω, 
e ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczegól ośc  dla pokry i  𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – ozn czmy ten b ór j ko Ω𝛽𝛽. Należy ro ważyć d ie m żliwości: bo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Pr yjmijmy, ż  achodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób k nstruk ji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ℙ taki g , że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd n moc  reguły ięcia dla elacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 r je  od fikację 
Otrzymujemy w te  sposób pokrycie logic ne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu a zał żenie 
raz warunek cięcia dl  relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do p krycia ℙ są 
niesprzecz e w ględem logiki 𝐋𝐋. Ponadt  o struk ja gwarantuje, iż szerokość otrzyma ego 
pok ycia jest równa . Zat m m n mal a szer k ść p ycia logiczn go bio u Γ ∪ {𝛼𝛼} jest 
nie iększa niż k, c yli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ .
Przyjmij y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowol e pokrycie logiczne zbio u Γ ∪ {𝛼𝛼}. 
Na moc  definicji 6 f rm ł 𝛼𝛼 j st e ente  co najmni j j dnego Ω należąc go do teg  
p rycia. Ze szystk ch takich zb orów Ω usuwa y formułę 𝛼𝛼, otrzymując w ten sp sób
pokry  logi zn zbioru Γ k ó eg  s er kość jest mniejsza lub ró na 𝑙𝑙 (j st iejsz , gdy 
j den z elem ntów pokry a ma p stać {𝛼𝛼}). Lecz jest to sprze e z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd w osimy, iż ℓ𝐿𝐿 Γ ∪ {𝛼𝛼}) = .  ∎ 
Fakt 2. Dl  każd g  zbioru Γ ⊊  For  jeżeli 𝛼𝛼 ∈ Γ, t  Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla kt rego ℓ𝐿𝐿(Γ) = ∞. ówczas zbiór 𝒫𝒫Γ jest pusty, a 
za em na m cy definicji 10, t za zacho zi  s ób trywialny. Zał żm , że Γ jest zbiorem, 
dla któr g ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzi owolnym p kr ci  a eżącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każd fo uła 𝛼𝛼 ∈ Γ jest eleme tem pewnego Ω ∈ ℙ. 
Z tem, n  mo  zwr tności relacji ⊢𝐿𝐿, la każd j formuły 𝛼𝛼 ∈ Γ ist ieje takie Ω ∈ ℙ, 
ż  Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym s mym pokazaliś y, że relacja ⊩ spełnia wa unek zwrotności. 
Fakt 3. Dla każdeg  zbioru Γ ⊊  For, tóry spełnia warune  ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
owolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 ora  Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
2  ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ 𝒫𝒫Γ. Na mocy (2) i definicj  10 i t ieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokryc a l gic n g ℙ, t orzymy rodzinę ℙ𝛼𝛼 przez dołącz nie formuły 𝛼𝛼 
do każdego leme tu  pokryci ℙ takiego, ż  Ω ⊢𝐿𝐿 𝛼𝛼 oraz o osta i n e i nych elementów 
ro ziny  be z ian. O saną pr ce urę powtarza y dl  każd eleme tu ℙ ∈ 𝒫𝒫Γ. 
Ozn c my zbiór t k otrz m nych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokr i mi 
logicznymi zbior  Γ ∪ {𝛼𝛼}. Sposób k strukcji gw ra uje, iż dla każd g  ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = . Po ow ie na mocy f ktu 1 w emy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼} . Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego m yfi ację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla ażdeg  mi imalnego pokryci  zbioru Γ ∪ {𝛼𝛼} stni je taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽 P nie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w s czególności la p krycia 𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
t ki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy t n zbiór jak  Ω𝛽𝛽. Należy rozw żyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyjmij , że zach dzi pierwsza  nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób k nstrukcji pokrycia ℙ𝛼𝛼 trzymujemy wówcz s, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pe nego 
Ω ∈ ℙ tak ego, że ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, koro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽.
 
Z założenia (1) wie y, iż dl  każdego minimalneg  pok ycia zbioru
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założen e 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokryci  ℙ są 
iesprzeczne względem logiki 𝐋𝐋. P nadto k nstrukcja gwarantuje, iż erokość trzym neg  
pokryci  j st rów a k. Zatem minimalna szero ść po rycia log czn go zbioru Γ ∪ {𝛼𝛼} jest
ni większa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Roz ażmy dowolne pokrycie log czne zbi u Γ ∪ {𝛼𝛼}.
Na moc  definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należąc go d  tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwa f rmułę 𝛼𝛼, ot u ąc w ten sp sób 
pokrycie logiczn  zbioru Γ, którego s r k ść jest niejsza lub równa 𝑙𝑙 (jest mniejsza, g y
jeden z lem ntów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzec ne z zał żeniem, że ℓ𝐿𝐿(Γ
k. Stąd w osi y, ż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbi ru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zacho zi w sposób trywialn . Zał żmy, że Γ jest zbiorem, 
dla któr go ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie owolnym pokryciem ależącym o 𝒫𝒫Γ. Z warunku 2 
definicji 6 wie y, iż Γ = ⋃ ℙ. Czyli każda f rmuła 𝛼𝛼 ∈ Γ jest elementem pe neg  Ω ∈ ℙ. 
Zatem, na mocy zwr tności r lacji ⊢𝐿𝐿, dla każdej for uły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Ty  samym pokazaliśmy, że relacja ⊩ spełnia arunek zwrotności. 
Fa t 3. Dla każdego zbi ru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zach dzi w sposób trywialn . Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉  oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tw rzymy rodzinę ℙ𝛼𝛼 przez d łą zenie f rmuły 𝛼𝛼 
do każdego lementu Ω kr cia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 or z p zostawienie i nych elementów 
rodziny ℙ bez zmian. Opisaną pr cedurę po tar a dl  każdego leme u ℙ ∈ 𝒫𝒫Γ.
Oznaczmy zbiór tak otrzyma ych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 ele enty 𝒫𝒫Γ𝛼𝛼 są pokrycia i 
logi znymi zbioru Γ ∪ {𝛼𝛼}. Sposób k nst ukcj  gwarantuj , iż dla każd go ℙ ∈ 𝒫𝒫Γ, ) =
w(ℙ𝛼𝛼) = k. Ponownie n  moc  faktu 1 wiemy, ż  ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿( ∪ {𝛼𝛼}). S ąd wnosi y, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowol e ℙ ∈ 𝒫𝒫Γ i roz aż  jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdeg  mi imalnego pokryci  zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególn ści dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
ta i, że Ω ⊢𝐿𝐿 𝛽𝛽 – oz acz y te  iór jako Ω𝛽𝛽. Nal ży rozważyć d i  możliwości: alb  
𝛼𝛼 ∈ Ω𝛽𝛽 lbo 𝛼𝛼 ∉ Ω𝛽𝛽. P zyjmijmy, że zachod i pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokry i  ℙ𝛼𝛼 otrzymujemy wó czas, iż 𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla r lacji i ferencji ⊢𝐿𝐿 skor  
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 raz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 istnieje taki jego element 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na ałożenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozs erzenia zbioró  należący h do po ycia ℙ są 
niesprzeczne względem logik  𝐋𝐋. Pon dto konstrukcja gwar ntuje, iż szerok ść ot zyma ego 
pokrycia jest rów a k. Z tem minim ln  sze ok ść pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
nie iększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ . 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie lo ic ne zbio u Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest ele e te  co najmniej j dnego Ω ależą ego d  tego
pokrycia. Ze wsz stkich takich zbiorów Ω us wamy formułę 𝛼𝛼, otrz mując w ten sp só  
pokrycie logiczne zbioru Γ, którego szerok ść jest iejsza lub równa 𝑙𝑙 (jest iejsza, dy 
jed n  elementów pokrycia ma po tać {𝛼𝛼}). Lecz jest t  sprzeczne z założenie , że ℓ𝐿𝐿(Γ) =
k. Stąd wn simy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeż li 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
z tem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jes  z iore , 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym p kryciem należąc d  𝒫𝒫Γ. Z waru ku 2 
definicji 6 wi my, iż Γ = ⋃ ℙ. Czyli k żda f r uła 𝛼𝛼 ∈ Γ jest elemente  p wn go Ω ∈ . 
Zatem, n  mocy z rotności rela ji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istniej  tak e Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym sam m pokaz liś y, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeż li Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 o az Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób tryw lny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽,
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ raz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mo y (2) i definicji 10 istniej  Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokry ia l gicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 prze  dołączenie for uły 𝛼𝛼 
do każdego elementu Ω p krycia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz poz stawieni i ny h ele e tów 
rodzi y ℙ bez zm an. O isaną pr cedurę powtarzamy la każd go el mentu ℙ ∈ 𝒫𝒫Γ. 
O naczmy zbiór tak otrzy anych rodzin prze  𝒫𝒫Γ𝛼𝛼. Z faktu 1 el menty 𝒫𝒫Γ  są pokryciami 
logiczny i zbioru Γ ∪ {𝛼𝛼}. Sposób ko strukcji gw r ntuj , iż d a każdego ℙ ∈ 𝒫𝒫Γ, (ℙ) =
w(ℙ𝛼𝛼) = k. Pon wnie na m cy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd nosimy, ż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy d olne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1)
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} ist iej  taki je  Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Po ieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szc egól ości dl  pokry ia 𝛼𝛼 istni j  Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie m żl wości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Pr yjmijmy, że z ch dzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze zględu na 
sposób konstruk ji pokrycia ℙ𝛼𝛼 otrzymujemy wó cz s, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewneg  
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji infer ncji 𝐿𝐿, skor  
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 or z Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
że 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż s er kość otrzymanego 
pokrycia jest ówna k. Zate  minim ln  szerokość pokrycia l gicznego zbioru Γ ∪ {𝛼𝛼} jest 
nie i ksza niż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyj ijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowol  pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest lementem co najmn ej j dnego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbioró  Ω usuwa y f rmułę 𝛼𝛼, ot zymując w ten sposób 
pokr cie logiczne zbior  Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jed n z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założenie , że ℓ𝐿𝐿(Γ) =
k. Stąd wnos my, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) k.  ∎ 
akt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na ocy d finicji 10, t za zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿( ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wie y, iż Γ = ⋃ ℙ. Czyli każda for ła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zate , na ocy zwrotności relacji ⊢𝐿𝐿, dla każd j formuły 𝛼𝛼 ∈ Γ ist ieje takie , 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, ż relacja ⊩ spełnia waru ek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Do ód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫 . Na mo y (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokry ia logicznego ℙ, tworzy  rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω p krycia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostaw nie innych ele entów 
rodziny ℙ bez zmia . Opisaną procedu ę wtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór t k o rzy anych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 el m nty 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. S osób konstrukcji gwar ntuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
(ℙ𝛼𝛼) = k. Pon wnie na mocy faktu 1 wi y, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ {𝛼𝛼}. 
 Weź y dowol e ℙ 𝒫𝒫  i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla ka dego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
ż  Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczegól ości dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
ta i, ż  Ω ⊢𝐿𝐿 𝛽𝛽 – oz aczmy ten ió jako Ω𝛽𝛽. Należy rozważyć dwie możl wości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Pr yjmijmy, ż  zach dzi p erwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
spos b konstrukcji pokry ia ℙ𝛼𝛼 otrzymujemy ó czas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ ta iego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy r guły cięcia dla r lacji infere cji ⊢𝐿𝐿, skoro 
 ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Po e  
tr j   t  s s  r i  l i  i r  {𝛼𝛼},   l   ł i  
r  r  i i  l  r l ji 𝐿𝐿, r s r i  i r  l   r i   s  
i s r l  l i i 𝐋𝐋. t  str j  r t j , i  s r ś  tr  
r j st r . t  i i al s r ś  r i  l i  i r {𝛼𝛼} j st 
i i s i  k, li 𝐿𝐿( {𝛼𝛼}) . 
r j ij ,  𝐿𝐿( {𝛼𝛼}) 𝑙𝑙 .  lne r i  l i  i r  {𝛼𝛼}. 
 fi i ji  f r ł 𝛼𝛼 j st l t   j i j je   l   t  
r i .  s st i  t i  i r   s m  for ł  𝛼𝛼, tr j   t  s s  
r i  l i  i ru , t r  s r ś  st i js  l  r 𝑙𝑙 (j t i js ,  
j   l t  r i   st  𝛼𝛼 ).  j st t  s r   ł i ,  𝐿𝐿( )
. t  si , i  𝐿𝐿( {𝛼𝛼}) = .   
F t . l   r   r, jeżeli 𝛼𝛼 , t  𝛼𝛼 . 
. i   i  i r , l  t r  𝐿𝐿( ) . s i r 𝒫𝒫Γ j st st ,  
t    fi i ji , t  i  s  tr i l . ł ,   j st i r , 
l  t r  𝐿𝐿(Γ) . i  i  l  r i  l   𝒫𝒫 .  r   
fi i ji m , i  . li  f r ł  𝛼𝛼 j st l t   . 
t ,  r t ś i r l ji 𝐿𝐿, l  j f r ł  𝛼𝛼  ist i j  t i  , 
 𝐿𝐿 𝛼𝛼.    
  s  liś ,  r l j   s ł i  r n  z r t ś i. 
t . l   i r   r, t r  s ł i  r  𝐿𝐿( )  i 𝐿𝐿( ) , r  
l  𝛼𝛼, 𝛽𝛽  r, j li {𝛼𝛼} 𝛽𝛽  𝛼𝛼, t  𝛽𝛽. 
w . J śli 𝛼𝛼 , t  i  s s  tr i l . ł  i ,  ( ) {𝛼𝛼} 𝛽𝛽, 
( ) 𝛼𝛼, 𝛼𝛼  r  𝐿𝐿( ) . i  𝒫𝒫Γ.  ( ) i fi i ji  ist i j   
t i ,  𝐿𝐿 𝛼𝛼.  r i  l i  , t r r 𝛼𝛼 r  ł i  f r ł  𝛼𝛼 
  l t  r i   t i ,  𝐿𝐿 𝛼𝛼 r  st i  i  l t  
r i    i . i r r  po t r  l   l t  𝒫𝒫Γ. 
 i r t t  r i  𝒫𝒫Γ𝛼𝛼.  f t  l t  𝒫𝒫Γ𝛼𝛼 s  r i i 
l i i i r  {𝛼𝛼}. p s str ji ra t j , i  l    𝒫𝒫Γ, ( )
w( 𝛼𝛼) . o i    f t   ie ,  𝐿𝐿( ) 𝐿𝐿( {𝛼𝛼}). t  si , i  
𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ {𝛼𝛼}. 
  l   𝒫𝒫Γ i r  j  fi j  𝛼𝛼  𝒫𝒫Γ𝛼𝛼.  ł i  ( ) 
i , i  l ż  i l  r i  i r  {𝛼𝛼} ist i j  t i j  l t , 
 𝐿𝐿 𝛽𝛽.  𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ {𝛼𝛼}, i  s l ś i l  r i  𝛼𝛼 ist i j  𝛼𝛼 
i, e 𝐿𝐿 𝛽𝛽 t  zb r j  𝛽𝛽. l  r  i  li ś i: l
𝛼𝛼 𝛽𝛽 l  𝛼𝛼 𝛽𝛽. r j ij ,  o i i r s   i , tj. 𝛼𝛼 𝛽𝛽.  l  
s só  str ji r i 𝛼𝛼 tr j  w s, i  𝛽𝛽  {𝛼𝛼}, l  
 t ki , 𝐿𝐿 𝛼𝛼. t   r ł i l  r l ji i f r n ji 𝐿𝐿, s r
 {𝛼𝛼} 𝐿𝐿 𝛽𝛽 r  𝐿𝐿 𝛼𝛼, t  𝐿𝐿 𝛽𝛽.
, 
więc w szczególności dla pokrycia 
Otrzy ujemy w ten sposób pok ycie logiczne zbioru Γ ∪ {𝛼𝛼}, g yż ze względu a założe ie 
oraz warunek cięcia dla r lacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
ni sprzeczne względem l gik  𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szer ść trz man o 
pokrycia jest rów a k. Zat m inimalna sz kość pokryc a l giczn go zb oru Γ ∪ {𝛼𝛼} jest 
niew ększa niż , czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ . 
Przyjmij y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważm dowol pok ycie log czn bi ru Γ ∪ {𝛼𝛼}. 
Na m cy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokry i . Ze ws stkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrz mując w t n sposób
pokrycie logiczne zbioru Γ, któr go sz rokość j st niej za lub ró na 𝑙𝑙 (j st ni jsza, gdy 
jeden z elementów pokrycia a po tać {𝛼𝛼}). L c jest t  sprzeczne zał ż iem, że ℓ𝐿𝐿( ) =
k. Stąd wn simy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fa t 2. Dla każdego zbioru Γ ⊊  F r, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbi rem, dla którego ℓ𝐿𝐿( ) = ∞. Wówcza  zbiór 𝒫𝒫Γ jest pust , a 
zatem na mocy definicji 10, teza zachodzi w sposób tr wialny. Załóżmy, że  jest zbiore , 
dla któr go ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będ ie dowol y  p kryciem n l żącym do 𝒫𝒫Γ. Z warunku 2 
defini ji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda for uła 𝛼𝛼 ∈ Γ j st lem tem p wnego Ω ∈
Zatem, na m cy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istni je takie Ω ∈ , 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Ty  samym pokazaliśmy, że rel cja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊ For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
d wolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodz  w sposób tr wialny. Załóżmy więc, że (1) ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokr cia l giczneg  ℙ, tworzymy rodzinę ℙ𝛼𝛼 rz z dołączenie f muły 𝛼𝛼 
do każdego elemen u Ω p krycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawi i innych elementó  
rod i y ℙ bez m an. O isaną rocedurę powt r a y la każd  ele entu ℙ ∈ 𝒫𝒫Γ. 
Oznacz  zbiór tak otrzymanych rodzi  prz  𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są p k yciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gw rantuj , iż d a każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na m cy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd nosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dow lne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈ 𝒫𝒫Γ𝛼𝛼. Z zało ni (1) 
wiemy, iż dla każdego m nimalnego pokryc a zb oru Γ ∪ {𝛼𝛼} istni j taki jego ele ent Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, wię  w szc e ólności 𝛼𝛼 stni je Ω ∈ ℙ𝛼𝛼 
t ki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oz czmy t n zb ór jako . N l ży roz ażyć dwie możl wości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pier sza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze w ględu na 
sposó  konstrukcji pokrycia ℙ𝛼𝛼 otrzy uje y ówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dl  pew e  
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy r guły cięcia dla rela ji i feren ji ⊢𝐿𝐿, sk o 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 e
trz m je   t  s s  r cie l icz e z i r  {𝛼𝛼}, d ż ze z lę  a ał żenie 
raz ar  cięci la r la ji 𝐿𝐿, r zsz rze ia z i r  ależąc c  r ia  są 
i s rzecz e z lę e  l i i 𝐋𝐋. a t  str cja ara t je, iż szer kość otrz a eg  
r c a j st r na . ate  mi i al a sz ro ść r cia lo icz e  z i  {𝛼𝛼} jest 
i ię sza iż k, cz li 𝐿𝐿( {𝛼𝛼}) . 
rz j ij , że 𝐿𝐿( {𝛼𝛼}) 𝑙𝑙 . z ż y l  r cie l icz  i r  {𝛼𝛼}. 
a c  efi icji  f r ła 𝛼𝛼 jest ele e te  c  aj iej je e   ależące   te  
r cia. e s yst ic ta ic  z i r   s a  f r łę 𝛼𝛼, trzy jąc  t  s s  
r c e l icz e z i r  , t re  sz r ść j st m iejs a l  r  𝑙𝑙 (je  i jsza,  
j  z ele e r cia a stać 𝛼𝛼 ). ec  jest to s rz cz e  założ ie , że 𝐿𝐿(Γ)
. tą  si , iż 𝐿𝐿( 𝛼𝛼}) .   
kt . la aż e  z i r   r, jeżeli 𝛼𝛼 , to 𝛼𝛼 . 
. iec   ę zie z iore , la t re  𝐿𝐿(Γ) . cza  z i r 𝒫𝒫Γ jest st , a 
zate  a c  efi icji , teza zac z   s s  tr ial . ał ż , że Γ j st z i re , 
la t re  𝐿𝐿( ) . iec   ę zie l m o r cie  ależąc   𝒫𝒫Γ. ar   
ef icji  ie , iż . z li aż a f r ł  𝛼𝛼  j st le nte  e e  . 
ate , a oc  z r t ści relacji 𝐿𝐿, la aż ej f ł  𝛼𝛼 ist i je ta ie ℙ, 
że 𝐿𝐿 𝛼𝛼.    
 m sa azaliś , że rel cja  s eł ia ar e z r t ści. 
t . la aż e  z i r   r, t r  s eł ia ar e  𝐿𝐿( )  i 𝐿𝐿( ) , raz 
o l c  𝛼𝛼, 𝛽𝛽  r, jeżeli {𝛼𝛼} 𝛽𝛽 raz Γ 𝛼𝛼, t  𝛽𝛽. 
. Jeśli 𝛼𝛼 , teza zac zi  s s  try ial . ał ż  ięc, że ( ) {𝛼𝛼} 𝛽𝛽, 
( ) 𝛼𝛼, 𝛼𝛼  raz 𝐿𝐿( ) . iec  𝒫𝒫Γ. a c  ( ) i efi icji  ist i je  
ta ie, że 𝐿𝐿 𝛼𝛼.  rycia l icz e  , t rz  r zi ę 𝛼𝛼 przez łąc e ie f r ł  𝛼𝛼 
 aż e  ele e t   r cia  ta ie , że 𝐿𝐿 𝛼𝛼 ra  z st i nie i c  ele e t  
r zin  ez z ia . pisa ą p ce ę tarza  la aż eg  ele e t  𝒫𝒫Γ. 
z acz  z i r ta  trz a c  r zin rz 𝒫𝒫Γ𝛼𝛼.  fa t  ele e t  𝒫𝒫Γ𝛼𝛼 są o c a i 
l icz i z i r  {𝛼𝛼}. s  st cji ra t je, iż a aż e   𝒫𝒫Γ, ( )
( 𝛼𝛼) . ie a c fa t   ie , że 𝐿𝐿( ) 𝐿𝐿 {𝛼𝛼}). tą  si , iż 
𝒫𝒫Γ𝛼𝛼 𝒫𝒫 {𝛼𝛼}. 
 eź  ol e  𝒫𝒫Γ i r z aż  je  fi ację 𝛼𝛼  𝒫𝒫Γ𝛼𝛼.  zał ż i  ( ) 
ie , iż la aż e  i i al e  r cia z i r  {𝛼𝛼} ist i je ta i je  el e t , 
że 𝐿𝐿 𝛽𝛽. ie ż 𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ {𝛼𝛼}, ię   szczeg l ści l  i  𝛼𝛼 ist ieje 𝛼𝛼 
t i że 𝐿𝐿 𝛽𝛽  z cz  te z i r ja  𝛽𝛽. al ż r z aż ć ie żli ści: al  
𝛼𝛼 𝛽𝛽 al  𝛼𝛼 𝛽𝛽. rz j ij , że c zi ier za z ic , tj. 𝛼𝛼 𝛽𝛽. e lę  a 
s s  str cji r cia 𝛼𝛼 trz m j m  w czas, iż 𝛽𝛽  {𝛼𝛼}, la e nego 
 ta ie , że 𝐿𝐿 𝛼𝛼. tą  a c  re ły cięci  l relacji i fe e  𝐿𝐿, s or  
 {𝛼𝛼} 𝐿𝐿 𝛽𝛽 r z 𝐿𝐿 𝛼𝛼, t  𝐿𝐿 𝛽𝛽. 
taki, ż  
Otrzy ujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla rela ji ⊢𝐿𝐿, rozszerzenia zbi rów należących d  pokrycia ℙ są 
niesprzecz e względem logi i 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest rów a k. Zatem inima  s erok ść pokrycia l giczneg  zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyl  ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyj ijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Ro ważmy dowoln  pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest el m ntem co ajmniej jednego Ω należącego d  tego 
pokry a. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokryci  logiczne zbioru Γ, któr  szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
den  ele entów p krycia a postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. S ąd wn simy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdeg  zbioru ⊊  For, jeż li 𝛼𝛼 ∈ , to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będz e zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówcz s zbiór 𝒫𝒫Γ jest pusty, a 
zatem n mocy definicji 10, eza chodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ bę zie dowolnym pokrycie  nal żącym do 𝒫𝒫Γ. Z warunku 2 
d finicji 6 iemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zate , n  m cy zwrotności relacji ⊢𝐿𝐿, dla każd  formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Ty samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
F kt 3. Dla każdeg  zbioru ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeż li Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 or z Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pok y ia logicz ego ℙ, tworzymy rodz ę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
d  ażdeg  elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozosta nie innych elementów 
rodz ny ℙ bez zmian. Opis ną procedurę p wtarzamy dla każdego el mentu ℙ ∈ 𝒫𝒫Γ. 
Oznac zbiór tak otrz manych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji g arantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. P no nie na mocy faktu 1 iemy, e ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}.
Weź y dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każd go nimaln go p krycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Po eważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ięc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, Ω ⊢𝐿𝐿 𝛽𝛽 – znaczmy ten biór jak  Ω𝛽𝛽. Należy rozważyć dwie m żliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Prz jmijmy, że zachodz  p erwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposó  k nstrukcji pokrycia ℙ𝛼𝛼 otrzy uje y wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięc a dla relacji i f rencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
 –
znaczmy ten zbiór j o 
Otrzymuj my w ten sp sób pokrycie logiczne zbi r  Γ ∪ {𝛼𝛼}, gd ż ze względu na z ło en  
oraz warunek cięcia dla elacji ⊢𝐿𝐿, ro szerze ia zbi rów n leżących d  pokryci  ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto ko trukcja gw ra tuje, iż s er ość trz manego 
p krycia jest rów  . Zate  mi im l a szer k ść pokryci  logi nego bioru Γ ∪ {𝛼𝛼} jest 
ni większa niż , cz li ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmij y, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < . Roz aż y dow lne pokryci  logiczne zbioru Γ ∪ {𝛼𝛼}. 
N  ocy d finicji 6 f r uła 𝛼𝛼 j st lem ntem co najmni j j dn  Ω n leżąceg  do te o 
pokrycia. Ze wszystkich t ki h zbi rów Ω s wa y f mułę 𝛼𝛼, otrzymując w ten sp só  
pokrycie logic ne zbioru Γ, k óreg  ero ość jest mni j za lub równa 𝑙𝑙 (j st mn jsza, gdy 
j d   elementó  po rycia ma postać {𝛼𝛼}). Lecz j t t  przec ne z założenie , że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każd g zbi ru Γ ⊊ For, j żeli 𝛼𝛼 ∈ , to ⊩ 𝛼𝛼 . 
D wód. Niech Γ będ ie zbiore , dla którego ℓ𝐿𝐿(Γ) = ∞. Wó c s zbiór 𝒫𝒫Γ jest pust , a 
zat m na m cy efinicji 10, tez  zachodzi w sposób t ywialny. Załóż y, że Γ jest biore , 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Nie h ℙ będzi  dowolnym pokryci m należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 i my, iż Γ = ⋃ ℙ. Czyli ażda for uła 𝛼𝛼 ∈ Γ jest ele en em pew ego Ω ℙ. 
Z tem, na m c  zwrotności rel cji ⊢𝐿𝐿, dla każd j formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym okazaliś y, że relacja ⊩ sp łnia wa unek zwrotności. 
F t 3. Dla ażdego zbi ru Γ ⊊  For, któ y spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. N h ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
t kie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z po ry ia lo ic nego ℙ, tworzymy rodzinę ℙ𝛼𝛼 p ez ołąc e ie formuły 𝛼𝛼
d  ażdego elementu Ω pokrycia ℙ taki go, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz po ta ieni  in ch ele entów
rodziny ℙ b z z ian. Opisaną procedurę powtarza y dla k żdego le entu ℙ ∈ 𝒫𝒫Γ. 
Oz a zm  zbiór tak o rz manych r dzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 ele enty 𝒫𝒫Γ𝛼𝛼 są p r ci mi 
l gicz ymi zbioru Γ ∪ {𝛼𝛼}. Sposób ko str cji gwarantuje, ż dla każdego ℙ ∈ 𝒫𝒫Γ, (ℙ) =
w(ℙ𝛼𝛼) = k. Pono nie na mocy f ktu 1 w emy, że ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i r zważ  jego modyfik cję ℙ𝛼𝛼 ∈ 𝒫𝒫Γ𝛼𝛼. Z z łożenia (1) 
wie y, iż dla każdeg  minimalneg  pokr cia zbioru Γ ∪ 𝛼𝛼} istnieje taki jeg  ele e t Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie a  𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, ięc w szczególności dla p kryci ℙ𝛼𝛼 istni je Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – znaczmy t n biór jak Ω𝛽𝛽. Należy ozważyć dwie ożliwoś i: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsz  z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób k nstrukcji pokr cia ℙ𝛼𝛼 otrzymujemy ówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, la pewnego 
Ω ∈ ℙ t ki g , ż  ⊢𝐿𝐿 𝛼𝛼. Stąd na mo y reguły cię ia dla relacji inferencji 𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽.
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Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
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Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. ówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.  ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
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wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
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pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposó  
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k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2
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Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
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w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
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oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
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Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
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Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje t ki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
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niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
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Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
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takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
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𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
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trzy uje y  ten sposób pokrycie logiczne zbioru Γ {𝛼𝛼}, gdyż ze zględu na założenie 
oraz arunek cięcia dla relacji 𝐿𝐿, rozszerzenia zbioró  należących do pokrycia  są 
niesprzeczne zględe  logiki 𝐋𝐋. Ponadto konstrukcja g arantuje, iż szerokość otrzy anego 
pokrycia jest ró na k. Zate  ini alna szerokość pokrycia logicznego zbioru Γ {𝛼𝛼} jest 
nie iększa niż k, czyli ℓ𝐿𝐿(Γ {𝛼𝛼}) k. 
Przyj ij y, że ℓ𝐿𝐿(Γ {𝛼𝛼}) 𝑙𝑙 k. Roz aż y do olne pokrycie logiczne zbioru Γ {𝛼𝛼}. 
a ocy definicji 6 for uła 𝛼𝛼 jest ele ente  co naj niej jednego  należącego do tego 
pokrycia. Ze szystkich takich zbioró   usu a y for ułę 𝛼𝛼, otrzy ując  ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest niejsza lub ró na 𝑙𝑙 (jest niejsza, gdy 
jeden z ele entó  pokrycia a postać {𝛼𝛼}). Lecz jest to sprzeczne z założenie , że ℓ𝐿𝐿(Γ)
k. Stąd nosi y, iż ℓ𝐿𝐿(Γ {𝛼𝛼}) k.   
Fakt 2. la każdego zbioru Γ  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ 𝛼𝛼 . 
owód. iech Γ będzie zbiore , dla którego ℓ𝐿𝐿(Γ) . ó czas zbiór 𝒫𝒫Γ jest pusty, a 
zate  na ocy definicji 10, teza zachodzi  sposób try ialny. Załóż y, że Γ jest zbiore , 
dla którego ℓ𝐿𝐿(Γ) . iech  będzie do olny  pokrycie  należący  do 𝒫𝒫Γ. Z arunku 2 
definicji 6 ie y, iż Γ . Czyli każda for uła 𝛼𝛼 ∈ Γ jest ele ente  pe nego ∈ . 
Zate , na ocy z rotności relacji 𝐿𝐿, dla każdej for uły 𝛼𝛼 ∈ Γ istnieje takie ∈ , 
że 𝐿𝐿 𝛼𝛼.   
 Ty  sa y  pokazaliś y, że relacja  spełnia arunek zwrotności. 
Fakt 3. la każdego zbioru Γ  For, który spełnia arunek ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) , oraz 
do olnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ {𝛼𝛼} 𝛽𝛽 oraz Γ 𝛼𝛼, to Γ 𝛽𝛽. 
owód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi  sposób try ialny. Załóż y ięc, że (1) Γ {𝛼𝛼} 𝛽𝛽, 
(2) Γ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) k. iech ∈ 𝒫𝒫Γ. a ocy (2) i definicji 10 istnieje ∈  
takie, że 𝐿𝐿 𝛼𝛼. Z pokrycia logicznego , t orzy y rodzinę 𝛼𝛼 przez dołączenie for uły 𝛼𝛼 
do każdego ele entu  pokrycia  takiego, że 𝐿𝐿 𝛼𝛼 oraz pozosta ienie innych ele entó  
rodziny  bez z ian. pisaną procedurę po tarza y dla każdego ele entu ∈ 𝒫𝒫Γ. 
znacz y zbiór tak otrzy anych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 ele enty 𝒫𝒫Γ𝛼𝛼 są pokrycia i 
logiczny i zbioru Γ {𝛼𝛼}. Sposób konstrukcji g arantuje, iż dla każdego  ∈ 𝒫𝒫Γ, ( )
( 𝛼𝛼) k. Pono nie na ocy faktu 1 ie y, że ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ {𝛼𝛼}). Stąd nosi y, iż 
𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ∪{𝛼𝛼}. 
 eź y do olne  ∈ 𝒫𝒫Γ i roz aż y jego odyfikację 𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
ie y, iż dla każdego ini alnego pokrycia zbioru Γ {𝛼𝛼} istnieje taki jego ele ent , 
że 𝐿𝐿 𝛽𝛽. Ponie aż 𝒫𝒫Γ𝛼𝛼 𝒫𝒫Γ∪{𝛼𝛼}, ięc  szczególności dla pokrycia 𝛼𝛼 istnieje ∈ 𝛼𝛼 
taki, że 𝐿𝐿 𝛽𝛽 – oznacz y ten zbiór jako 𝛽𝛽. ależy roz ażyć d ie ożli ości: albo 
𝛼𝛼 ∈ 𝛽𝛽 albo 𝛼𝛼 ∉ 𝛽𝛽. Przyj ij y, że zachodzi pier sza z nich, tj. 𝛼𝛼 ∈ 𝛽𝛽. Ze zględu na 
sposób konstrukcji pokrycia 𝛼𝛼 otrzy uje y ó czas, iż 𝛽𝛽  {𝛼𝛼}, dla pe nego 
∈  t i , że 𝐿𝐿 𝛼𝛼. Stąd na ocy reguły cięcia dla relacji inferencji 𝐿𝐿, skoro 
 {𝛼𝛼} 𝐿𝐿 𝛽𝛽 oraz 𝐿𝐿 𝛼𝛼, to 𝐿𝐿 𝛽𝛽. 
 
Stąd na mocy reguły cięcia dla relacji inferencji 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Ponadto konstrukcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest elementem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbiorów Ω usuwamy formułę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbioru Γ, którego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokryciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy dowolne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 oraz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
, skoro 
Otrzymujemy w ten sposób pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}, g yż ze względu na założenie 
oraz warunek cięcia dla relacji ⊢𝐿𝐿, rozszerze ia zbiorów należąc h do pokrycia ℙ są 
niesprz czne względem logi i 𝐋𝐋. Ponadto konstr kcja gwarantuje, iż szerokość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerok ść pokrycia l gicznego zbioru Γ ∪ {𝛼𝛼} jest 
niewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. Rozważmy dowolne pokrycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na mocy definicji 6 formuła 𝛼𝛼 jest eleme tem co najmniej j dnego Ω należącego do tego 
pokr cia. Ze wszystkich takich zbiorów Ω usuwamy for łę 𝛼𝛼, otrzymując w ten sposób 
pokrycie logiczne zbi ru Γ, tórego szerokość jest mniejsza lub równa 𝑙𝑙 (jest mniejsza, gdy 
jeden z elementów pokrycia ma postać {𝛼𝛼}). Lecz jest to sprz czne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowó . Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówcza  zbiór 𝒫𝒫Γ jest pusty, a 
zatem a mocy definicji 10, teza zachodzi w sposób trywialny. Załóżmy, ż  Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będzie dowolnym pokr ciem należącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, iż Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ jest elementem pewnego Ω ∈ ℙ. 
Zatem, na mocy zwrotności relacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, ż  relacj  ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
takie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzinę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ takieg , że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak otrzymanych rodzin przez 𝒫𝒫Γ𝛼𝛼. Z faktu 1 element  𝒫𝒫Γ𝛼𝛼 są pokryciami 
l gicznymi zbioru Γ ∪ {𝛼𝛼}. Sposób konstr kcji gwarantuj , iż dla każdego ℙ ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 W źmy dowolne ℙ ∈ 𝒫𝒫Γ i r zważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wiemy, iż dla każde  minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozwa yć dwie m żliwości: albo 
𝛼𝛼 ∈ 𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, ż  zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokr cia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽 raz Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽.  
oraz 
Otrzymujem  w ten sposób p krycie logiczne zbioru Γ ∪ {𝛼𝛼}, gdyż ze względu na założenie 
oraz warunek cięcia dla rel cji ⊢𝐿𝐿, rozsz rzenia zbiorów należących do pokrycia ℙ są 
niesprzeczne względem logiki 𝐋𝐋. Pon dto konstrukcja gwarantuje, iż szer ość otrzymanego 
pokrycia jest równa k. Zatem minimalna szerokość pokrycia logicznego zbioru Γ ∪ {𝛼𝛼} jest 
n ewiększa niż k, czyli ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) ≤ k. 
Przyjmijmy, że ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = 𝑙𝑙 < k. R zważmy dowolne p krycie logiczne zbioru Γ ∪ {𝛼𝛼}. 
Na ocy definicji 6 formuła 𝛼𝛼 jest elem ntem co najmniej jednego Ω należącego do tego 
pokrycia. Ze wszystkich takich zbi rów Ω usuwa y formułę 𝛼𝛼, otrzymując w ten sposób 
p krycie logiczne zbioru Γ, k órego erokość jest mniejsza lub równa 𝑙𝑙 (j st mniejsza, gdy 
jeden z elemen ów pokrycia ma postać {𝛼𝛼}). Lec  jest to sprzeczne z założeniem, że ℓ𝐿𝐿(Γ) =
k. Stąd wnosimy, iż ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}) = k.  ∎ 
Fakt 2. Dla każdego zbioru Γ ⊊  For, jeżeli 𝛼𝛼 ∈ Γ, to Γ ⊩ 𝛼𝛼 . 
Dowód. Niech Γ będzie zbiorem, dla którego ℓ𝐿𝐿(Γ) = ∞. Wówczas zbiór 𝒫𝒫Γ jest pusty, a 
zatem na mocy definicji 10, teza zachodzi w sposób trywialny. Załóż y, że Γ jest zbiorem, 
dla którego ℓ𝐿𝐿(Γ) ≠ ∞. Niech ℙ będz  dowolnym pokryciem n leżącym do 𝒫𝒫Γ. Z warunku 2 
definicji 6 wiemy, i  Γ = ⋃ ℙ. Czyli każda formuła 𝛼𝛼 ∈ Γ j st elementem pew ego Ω ∈ ℙ. 
Zatem, na mocy zwrotności r lacji ⊢𝐿𝐿, dla każdej formuły 𝛼𝛼 ∈ Γ istnieje takie Ω ∈ ℙ, 
że Ω ⊢𝐿𝐿 𝛼𝛼.   ∎ 
 Tym samym pokazaliśmy, że relacja ⊩ spełnia warunek zwrotności. 
Fakt 3. Dla każdego zbioru Γ ⊊  For, który spełnia warunek ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞, oraz 
dowolnych 𝛼𝛼, 𝛽𝛽 ∈  For, jeżeli Γ ∪ {𝛼𝛼} 𝛽𝛽 oraz Γ ⊩ 𝛼𝛼, to Γ ⊩ 𝛽𝛽. 
Dowód. Jeśli 𝛼𝛼 ∈ Γ, teza zachodzi w sposób trywialny. Załóżmy więc, że (1) Γ ∪ {𝛼𝛼} ⊩ 𝛽𝛽, 
(2) Γ ⊩ 𝛼𝛼, 𝛼𝛼 ∉ Γ oraz ℓ𝐿𝐿(Γ) = k. Niech ℙ ∈ 𝒫𝒫Γ. Na mocy (2) i definicji 10 istnieje Ω ∈ ℙ 
ta ie, że Ω ⊢𝐿𝐿 𝛼𝛼. Z pokrycia logicznego ℙ, tworzymy rodzi ę ℙ𝛼𝛼 przez dołączenie formuły 𝛼𝛼 
do każdego elementu Ω pokrycia ℙ t kiego, że Ω ⊢𝐿𝐿 𝛼𝛼 oraz pozostawienie innych elementów 
rodziny ℙ bez zmian. Opisaną procedurę powtarzamy dla każdego elementu ℙ ∈ 𝒫𝒫Γ. 
Oznaczmy zbiór tak ot ymanych rodzin prz z 𝒫𝒫Γ𝛼𝛼. Z faktu 1 elementy 𝒫𝒫Γ𝛼𝛼 są pokryciami 
logicznymi z ioru Γ ∪ {𝛼𝛼}. Sposób konstrukcji gwarantuje, iż dla każdego  ∈ 𝒫𝒫Γ, w(ℙ) =
w(ℙ𝛼𝛼) = k. Ponownie na mocy faktu 1 wiemy, że ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛼𝛼}). Stąd wnosimy, iż 
𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}. 
 Weźmy do olne ℙ ∈ 𝒫𝒫Γ i rozważmy jego modyfikację ℙ𝛼𝛼 ∈  𝒫𝒫Γ𝛼𝛼. Z założenia (1) 
wie y, iż dla każdego minimalnego pokrycia zbioru Γ ∪ {𝛼𝛼} istnieje taki jego element Ω, 
że Ω ⊢𝐿𝐿 𝛽𝛽. Ponieważ 𝒫𝒫Γ𝛼𝛼 ⊆ 𝒫𝒫Γ∪{𝛼𝛼}, więc w szczególności dla pokrycia ℙ𝛼𝛼 istnieje Ω ∈ ℙ𝛼𝛼 
taki, że Ω ⊢𝐿𝐿 𝛽𝛽 – oznaczmy ten zbiór jako Ω𝛽𝛽. Należy rozważyć dwie możliwości: albo 
𝛼𝛼 ∈ Ω𝛽𝛽 albo 𝛼𝛼 ∉ Ω𝛽𝛽. Przyjmijmy, że zachodzi pierwsza z nich, tj. 𝛼𝛼 ∈ Ω𝛽𝛽. Ze względu na 
sposób konstrukcji pokrycia ℙ𝛼𝛼 otrzymujemy wówczas, iż Ω𝛽𝛽 = Ω ∪ {𝛼𝛼}, dla pewnego 
Ω ∈ ℙ takiego, że Ω ⊢𝐿𝐿 𝛼𝛼. Stąd na mocy reguły cięcia dla relacji inferencji ⊢𝐿𝐿, skoro 
Ω ∪ {𝛼𝛼} ⊢𝐿𝐿 𝛽𝛽  Ω ⊢𝐿𝐿 𝛼𝛼, to Ω ⊢𝐿𝐿 𝛽𝛽. 
Załóżmy, że Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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e aż przy przekształca-
niu pokrycia Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością d  rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Ma y dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które u iemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
                                                          
8 G. Payette, P.K. Schotch, On Preserving, “Logica Universalis”, 2007, s. 295–310. 
i  
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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ozostał niezmieniony. Czyli istni j  
element 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje ele e t Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 pokrycia 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyl  istniej  lement Ω p r  ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością d  ro ważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Ma y dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzieleni  pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które u i możliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Je nings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 (j t ni  
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p został niezmieniony. Czyli istnieje el ment Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pok zaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
m n toniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬ , q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony pr ez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma j den element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬ , q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ , 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może pow dować ro dzielenie p wnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożl wi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku m n toniczności. 
Je ings i Schotch podkreślają jednak, iż pr p now na pr ez nich rel cja infere cji 
posi da własność m n toniczności w ograniczonym w riancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, j żeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z defin cji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w p zostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω p zostawiamy be  zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. J żeli zachodzi (1), to na mocy m n toniczności relacji 
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Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekszt łcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p został niezm e iony. Czyli istni j  l ment Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na d w lność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pok zaliśmy, iż forcing spełnia regułę ięcia. Kolejną własnością d  rozważenia jest 
mon toniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬ , q ∧ 𝑟𝑟}. P ziom spr eczności tego zbioru 
wyznaczony pr ez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jed n l ment:  
ℙ = { 1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
W dzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istni j  l ment Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬ , q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
l menty zbioru 𝒫𝒫Γ: 
ℙ1 = { 1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { 1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
W dzimy, iż nie dl  każdego l mentu zbioru 𝒫𝒫Γ istni je Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększ nie p ziomu spr eczności zbioru formuł może p wodować rozdzi l ni  pewnych 
układów przesłanek (znajdować si  będą w różnych l mentach pokrycia), które uniemożliwi 
wyprowadz nie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forci g nie 
spełni  warunku mon toniczności. 
Je ings i Schotch podkreślają jednak, iż roponow na pr ez nich rel cja inf rencji 
posiada własność mon toniczności w ograniczonym wariancie8. 
Fakt 4. Dl  każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz d wolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, j żeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór m nimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz d wolny jego l ment ℙ. Z def nicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bi rzemy kolejno l menty ℙ i modyfikujemy w następujący posób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w p zostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ , Ω p zostawiamy be  zmian. Stosując tę metodę 
przekszt łcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założ niem otrzymujemy w ten posób 
pokrycie zbioru Γ taki , że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ  założenia, dl  każdego ℙ ∈ 𝒫𝒫Γ 
istni je Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jes  tak dla ℙ′. Niech Ω′ będzie takim 
l m ntem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. J żeli zachodzi (1), to na mocy mon toniczności relacji 
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Ze względu na 
dowolność 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno ele enty ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 trz uje y, iż 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niez ieniony. Czyli istnieje element  pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujem i  Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Je nings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈  przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjęty  założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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n
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kol jną własn ścią do 
rozważenia jest monotoniczność.
Przykład 5. Niech dany będzie zbiór 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 o ostał ni mienio y. Cz l  stnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Z  względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
m notoni zn ść.
 .     Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyz aczony przez wart ść funkcji ℓ𝐿𝐿(Γ) wyn si 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększ i  poziom  sprz czności zbioru for uł mo  powodować rozdzielenie pewnych 
kładów przesłanek (znajdować się będą w róż c  elementach pokrycia), które uniemożliwi 
yprowadzenie uprzednio uzys iwanych konkluzji. Stąd otrzymujemy niosek: forcing nie 
speł ia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własn ść monoto icz ości w gr niczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego ele ent ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. B rzemy kolejn  ele e ty ℙ i modyfikujemy w następujący sposób: 
d a każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla  takich, że 𝛽𝛽 ∉ , Ω pozostawiamy bez mi n. Stosując tę metodę 
przeks tałcamy ℙ w biór ℙ′. Zg dnie z przyjęty  założeniem otrzymujemy w ten sposób 
pokr cie bi ru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istni je Ω ∈ , takie  Ω ⊢𝐿𝐿 𝛼𝛼, z t m równie  jest t k dla ℙ′. Niech Ω′ będzie takim 
elem nt m po rycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze w ględu na konstrukcj  pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pe nego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeż li zacho zi (1), t  na mocy monotoniczności relacji 
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 ozio  
sprzec ości tego bi ru wyznac o y przez wart ść f nkcji 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 zost ł niezmi nio y. Czyli istnieje element  pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu n  dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing speł ia regułę cięcia. Kolejną własnością do rozważenia jest 
mo toniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Po iom sprzeczności tego zbioru 
wyznaczony przez u ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, ż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego el mentu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ akie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększen e poziomu sprzeczności zbioru formuł moż  powodować rozdzielenie pewnych 
kładów przesłanek (znajdować się będą w różn ch eleme tach pokrycia), które uniemożliwi 
yprowadz nie przednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
speł ia arunku m notoniczności. 
Jennings i Schotch odkreślają jednak, iż proponowana przez nich relacja inferencji 
osiada własn ść mo oto ic ości w ogr niczo ym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech d ny będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z efinicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i mod fikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈  przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
pr ekształcamy ℙ w zbiór ℙ′. Zg d  z prz jętym założeniem otrzymujemy w ten sposób 
p kr cie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, z tem równ ż jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze w ględu na konstrukcję pokrycia ℙ′ rozważmy dwa 
rz padki: alb  (1) Ω′ = Ω∖𝛽𝛽, dla pewnego ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeżeli zacho zi (1), to na mocy monotoniczności relacji 
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 y-
nosi 2. Zbiór
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) aki, że Ω ⊢𝐿𝐿 𝛽𝛽.
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięc a. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie biór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poz om sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wy 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q  𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, ż  Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q  𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞  ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istni je Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzec ności zbioru f rmuł moż  powodować ozdzielenie p wnych 
układów przesłanek (znajdować się będą w różnych element ch pokrycia), które unie ożliwi 
wypro adzenie uprzednio uzyskiwanych konklu ji. Stąd otrzymujemy w iosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jed ak, iż pr pon wana przez nich relacj  infere cji
posiada własność monotoniczn ści w ogr iczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który sp łnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany bę zie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wi my, iż dla co najmn ej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ  modyfi uj my w następujący sp sób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω po ostawi my bez zmian. Stosują  ę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Poni waż z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Ni ch Ω′ będzie takim
elemente  pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewneg  Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy onotonic ności relacji
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  l t: 
Załó my, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ , poniew ż przy przekształcaniu pokrycia ℙ w 𝛼𝛼, zbiór 
Ω𝛽𝛽 został n ezm ony. Czyli istnieje elem nt Ω pokryci  ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż f rci g spełnia regułę cięcia. Kolejną łas ością do rozważenia jest 
monotoniczność. 
Pr kła  5  Niech d ny będzie zbiór = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
znaczo y przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, poni waż istn eje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = { 1, Ω2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { , Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
W dzimy, iż nie dl  każd go el mentu zbioru 𝒫𝒫Γ ist ieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwięks nie p z omu sprzeczności zbioru f rmuł m że powod wać rozdzi lenie pewnych 
układów przesłane  (z jdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowad enie upr edni  uzysk wanych konkluzji. Stąd trzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jenni gs i Schotch podkreślają j d k, iż propono an  przez ni h relacja inferencji 
posiada łasność m notonicz ości w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊ F r, który spełnia 𝐿𝐿( ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech da y będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowoln  jego eleme t ℙ. Z definicji 6 wie y, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bi rz m k lejno ele nt  ℙ i modyfikujemy w następujący sposób: 
dla każdego  takiego, że 𝛽𝛽 ∈ Ω pr yjmujemy, że Ω∖𝛽𝛽 =  ∖ {𝛽𝛽},  pozostałych 
przyp dk ch, czyli dla  takich, że 𝛽𝛽 ∉ Ω, Ω p zostawiamy bez z ian. Stosując tę etodę 
przekształcamy ℙ w bió  ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
po ryci zbioru Γ tak e, e w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istni j Ω ∈ ℙ, t kie że Ω ⊢𝐿𝐿 𝛼𝛼, at m również j st tak dla ℙ′. Niech Ω′ będzie takim 
element m p krycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze wzgl du na konstrukcję p kryci  ℙ′ rozważmy dwa 
przyp dki: albo (1) ′ = ∖𝛽𝛽, dla p wnego ℙ t kiego, że 𝛽𝛽 ∈ a b  (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ taki g , że 𝛽𝛽 ∉ Ω. Jeż li zach dzi (1),  na mo y monotoniczności relacji 
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idzi y, i  
Załóż y, ż  𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ , ponieważ przy przekszt łca iu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p zost ł n ezmi nio y. Cz li stni j element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż f r ng spełni  r gułę ięcia. Kolejn  własnością d  rozważenia jest 
m notoniczność. 
Przykład 5. Niech dany będ ie zbiór Γ = {p ∧ 𝑞𝑞, ¬ , q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość fu kcji ℓ𝐿𝐿( ) wynosi 2. Zbiór 𝒫𝒫Γ ma j d n element:  
ℙ {Ω1, Ω2} , gdzie 1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy,  Γ ⊩   𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬ , q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 { 1, 2, 3}, gdzie 1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ Ω1, Ω2, }, gdzie Ω1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, ż nie dla żd go elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Z tem 
zwiększeni zi mu sp ec ności zbio u formuł oże pow do ać ro dzi lenie ewnych 
układó  prz sł nek (znajdować się będą w różnych elementach pokrycia), które un emożliwi 
wyprowa zenie uprzednio uzyskiwany h k kluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku m notoniczności. 
Je nings i Schot h podk śl ą j dnak, ż pr p no ana przez nich rel cja inferencji 
p si da ł s ość m notoniczności w ograniczonym w riancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, któr  spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni ch dany będzie zbiór mini alnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz owolny jeg  el e t ℙ. Z definicji 6 wiemy, iż dla co naj niej 
j d ego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno ele enty ℙ i modyfiku emy w nastę ujący sposób: 
dla żd go  takiego, że 𝛽𝛽 ∈ Ω prz jmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w p zostałych 
r ypadk ch, cz li dla  takich, że 𝛽𝛽 ∉ Ω, Ω p zostawiamy be  z ian. Stosując tę etodę 
przeks t ca y ℙ w zbiór . Zgodni  z rzyjęty  z łożeniem otrzymujemy w ten sposób 
pokryc  zbioru Γ t kie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla k żdego ℙ ∈ 𝒫𝒫Γ 
st i  Ω ∈ , t ki  ż  𝐿𝐿 𝛼𝛼, zat m również je  tak dla ℙ′. Niech Ω′ będzie takim 
eleme tem po ry ia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypad i: alb (1) Ω′ = Ω∖𝛽𝛽, dla pewne  Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżel z hodzi (1), to na mocy m notoniczności relacji 
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, ponieważ istniej  el ment 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ pon eważ przy pr ek ztałcaniu po rycia ℙ w ℙ𝛼𝛼, zbiór 
𝛽𝛽 zost ł ni zmie iony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokaz liśmy, iż forc ng speł r gułę cięcia. Kolejną własnością do rozważenia jest 
m oto iczność. 
Prz kład 5. Niech d y będz e zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozio  sprzeczności tego zbioru 
wy naczony prz z wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = { 1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widz my, iż nie dla ka d go lementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększ nie p ziomu sprz cz ości zbioru formuł może po odować rozdzielenie pewnych 
układów przesłane  (zn jdować się będą  różnych elementach pokrycia), które uniemożliwi 
yprowadzenie przed o uzyskiwa ych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku m oto iczności. 
Jenni gs i Sc ot  podkre lają j dnak, iż proponow a przez nich relacja inferencji 
posi d  własność m oto iczności w ograniczonym wariancie8. 
kt 4. Dla każdego zbioru Γ ⊊  F r, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżm , że Γ ⊩ 𝛼𝛼 o az ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany bę zie zbiór ini aln ch 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz d wo ny jego el m nt ℙ. Z definicji 6 wiemy, iż dla co najm iej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzem  kolejno lementy ℙ i modyfikuje y  następujący sposób: 
dla ka dego Ω takiego, że 𝛽𝛽 ∈  przyjmuje y, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w po ostałych 
rzyp dkach, c yl  dl Ω aki h, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez z ian. Stosując tę metodę 
pr ekształca y ℙ w zbiór ℙ′. Zgodnie przyjętym założeniem otrzymujemy w ten sposób 
p krycie zbioru Γ t kie, ż w(ℙ′) = ℓ𝐿𝐿( ∪ {𝛽𝛽}). Ponieważ z założ ni , dla każ ego ℙ ∈ 𝒫𝒫Γ 
istni je Ω ∈ , takie ż  ⊢𝐿𝐿 𝛼𝛼, a em równi ż jest tak dla ℙ′. Niech Ω′ będzie takim 
eleme em pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze zględu na konstrukcję pokrycia ℙ′ rozważmy dwa 
rzyp dki: albo (1) ′ = ∖𝛽𝛽, dla p wnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
p wnego Ω ∈ ℙ takieg , że 𝛽𝛽 ∉ Ω. J ż l zachodzi (1), to na ocy m oto iczności relacji 
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 taki, że
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształca u pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokr c ℙ (j st nim Ω𝛽𝛽) taki, ż  Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż f rcing spełnia regułę cięcia. Kolejną włas ścią do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Po iom przecz ości t go zbi r  
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬ } = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mam  dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ i tniej  Ω ∈ ℙ t k e, że Ω ⊢  ∧ 𝑟𝑟. Zate  
zwiększenie poziom  sprzeczności zbioru formuł może po odować rozdzi l ie pe n h 
układów przesłanek (zn jd ć się będą w różn ch elem ta yci ), które nie ożliwi 
wyprowadzenie uprzed io zyskiwanych k klu ji. Stąd otrzymujemy w iosek: f rci g nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jed ak, iż pr ponow  pr ez i h rel cja infere cji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni ch d ny będz e zbiór mini al ych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co ajmni j 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejn  elementy ℙ i m dyfikuje y w następujący s osób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy,  ∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozost łych 
przypadkach, czyli dla Ω t kich, że 𝛽𝛽 ∉ Ω, Ω pozostawi  bez mi n. Stosując tę etodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjęt m założeniem t zymujemy w  sposób 
pokrycie zbioru Γ taki , że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z z łoże ia, dla każdego  ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, taki  że Ω ⊢𝐿𝐿 𝛼𝛼, zatem równi ż jest tak dla ℙ′. Ni ch Ω′ będzie t kim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na o strukcję pokr cia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dl  pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji
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Rozważmy zbiór 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ prz  pr ek ztałcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pok ycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
P zykład 5. Niech dany będ ie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zb ór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu bior  𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodo ać rozdzi l ni  pewnych 
układów przesłanek (znajdować się będą w różnych element ch po rycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych k kluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch po kreślają jednak, iż proponowana przez nich rel cj  inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowol y jego element ℙ. Z definicji 6 wiemy, iż dla c  najmniej 
jed ego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy b z zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elemente  pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo 2  Ω′ = , dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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Mamy dokładnie dwa elementy zbioru 
Zał żmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał n ezm niony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną łasnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, poni waż istn eje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
ele e t 𝒫𝒫Γ: 
ℙ1 = { , Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { , Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego ele entu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poz omu sprzeczności zbioru f rmuł m że powodować rozdzielenie pewnych 
układó  przesłanek (znajdować się bę ą w różnych elementach pokrycia), które uniemożliwi 
wypr wad enie uprzednio uzysk wanych konkluzji. Stąd trzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreśl ją jednak, iż propono ana przez ni h relacja inferencji 
posiada własność m notonicz ości w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny j go element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bi rz m kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadk ch, czyli dla  takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez z ian. Stosując tę metodę 
przekształcamy ℙ w zbió  ℙ′. Zgodnie z przyję ym założe iem otrzymujemy w ten sposób 
po ryci zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istniej Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
element m pokrycia ℙ′, że ′ ⊢𝐿𝐿 𝛼𝛼. Ze wzgl du na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω a bo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1),  na mo y monotoniczności relacji 
                                   
8 G. Payette, P.K. Schotch, On Preserving, “Logica Universalis”, 2007, s. 295–310. 
Załóżmy, e 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy ekształcaniu pokrycia ℙ w 𝛼𝛼, zbiór
Ω𝛽𝛽 pozostał niezmi niony. Cz li istnieje el me t Ω p krycia ℙ (jest nim 𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymuje y, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolej ą własnością do rozważeni  j st 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {  ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozio  sprzecznoś i tego bioru 
wyz aczo y przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden lement:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ stnieje el ment Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważ  zbiór Γ′ = ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokła nie dwa 
ele enty zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}.
Widzimy, iż nie dla każd go elementu zbioru 𝒫𝒫Γ istni j  Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Za em 
z iększenie poziomu sprzecznoś i zbioru f muł oże p wod ać rozdziel nie pew ych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które u iemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymuje y wniosek: forcing n e 
spełnia warunku monotonicznoś i. 
Jennings i Schotch podkreślają jed ak, iż r ponowa a przez nich relacja infere cji 
posiada własność m notonicznoś i w graniczo ym wariancie8. 
Fakt 4. Dla każdego zbi ru Γ ⊊  For, któ y spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, e Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzi  zbiór m nim l ych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wi my, iż la co najmnie  
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elemen y ℙ i odyfikuje y w następując  sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmuje y, że ∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
pr yp dkach, czyli dla Ω t kich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez z ian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z p zyjętym założe m otrz muje y w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Poni waż z z łożenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, tak  że Ω ⊢𝐿𝐿 𝛼𝛼, zat  również jest tak dl  ℙ′. N ch Ω′ będzie takim 
elemente  pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na ko strukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = ∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ , albo (2) Ω′ = , dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ . Jeżeli zachodzi (1), to na mocy monotonicznoś i relacji 
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oraz
Załó my, że 𝛼𝛼 ∉ Ω𝛽𝛽. Z tem Ω𝛽𝛽 ∈ , ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór
Ω𝛽𝛽 pozostał iezmie i y. C yli is ieje l m nt Ω pokr cia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽.
Ze względu na dow ln ść ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokaza iśmy, iż f r ng speł ia r gułę cięcia. Kolejną włas ością d  rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany bę i  zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozi m sprzec ości teg  zbioru 
znaczony p ez w tość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden elem t:  
ℙ {Ω1, 2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
i zimy, iż Γ ⊩ p ∧ 𝑟𝑟, onieważ istnieje l m nt Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. amy dokładnie dwa 
elem nty zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { 1, 2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
idzimy, ż ni  dla k ż go el m tu zbior  𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększen  pozi mu sprzec n śc  bioru form ł m że pow dować r zdziel ni  p wnych 
układó  prz sła ek (znajdować się b dą w różnych elem ntach pokrycia), które uniemożliwi 
wyprowadzeni  upr ednio uz skiwanych konkluzji. Stąd otrzymujemy wniosek: forcing ie 
spełnia w runku mo otonicznośc . 
Jenni gs i Schotch podk ś ą j d ak, iż pro o wana przez nich relacja i ferencji 
posiada łasność monotonicznośc  w ograniczonym wariancie8. 
Fakt 4. Dla k żdego zbi ru Γ ⊊  r, który spełnia ℓ𝐿𝐿(Γ) > 1 i 𝐿𝐿( ) ≠  oraz dow lnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
D wód. Załóżmy, że Γ ⊩ 𝛼𝛼 ra  ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Nie h dany bę zie biór min malnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz do ln jeg  lem t ℙ. Z definicji 6 wi y, iż dla co n jmniej
j dnego Ω ∈ ℙ, 𝛽𝛽 Ω. Bierz my kole no elem nty ℙ i modyfikujemy w następujący spo ób:
dla każdego Ω takiego, ż  𝛽𝛽 ∈ Ω r yjmujemy, ż  Ω∖𝛽𝛽 =  ∖ {𝛽𝛽},  pozostałych 
rzy adk ch, cz li dla Ω takich, że 𝛽𝛽 ∉ Ω,  p zostawi my bez zmian. Stosując tę etodę 
rzekształcamy ℙ w zbió  ℙ′. Zgodnie z przyjętym założeni m trzy ujemy  ten spo ób 
pokrycie zbioru Γ t kie,  w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z zało eni , dla k ż ego ℙ ∈ 𝒫𝒫Γ 
ist j  Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również j st tak dla ℙ′. Niech Ω′ będzie takim 
elem t m p k y ia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze zglę u n  konstru cję po ryci  ℙ′ rozważmy dw  
rzypadki: albo (1) Ω′ = ∖𝛽𝛽, dla p wnego ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, alb  (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takieg , że 𝛽𝛽 ∉ Ω. Jeżeli zachodz (1), to na m cy monotonicznośc  relacji 
                                                          
8 G. P yette, P.K. Schot , On Preserving, “Logica Universalis”, 2007, s. 295–310. 
Załóżm , że 𝛼𝛼 ∉ Ω𝛽𝛽. Zate  Ω𝛽𝛽 ∈ ℙ, pon eważ przy przeksz łca u pokrycia ℙ  ℙ𝛼𝛼, zbiór
Ω𝛽𝛽 pozostał niez ieniony. Czyli istnieje element Ω pokrycia ℙ (jest im Ω𝛽𝛽) aki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzecz ośc tego zbioru
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p  𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż ie dla każdeg  elementu zbioru 𝒫𝒫Γ istni je Ω ∈ ℙ taki , że Ω ⊢ p ∧ 𝑟𝑟. Zatem
zwiększenie poziomu sprzecz ości zbioru formuł może powodow ć oz zielenie pe nych 
układów pr esłanek (znajd wać się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowad enie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wni sek: for ing nie 
spełnia warunku monotoniczności. 
Jenni gs  Schotch podkreślają jednak, iż proponowana przez nich rela j  infere cji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 ℓ𝐿𝐿(Γ) ≠ ∞ dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany bę zie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz d wolny jego element ℙ. Z definicji 6 wiemy, iż dla c  najmni j 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmuje y, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω ostawia  bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założ niem trzymujemy  ten sposób 
pokrycie zbioru Γ t kie, że (ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z zał żeni , dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również j st tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstru cję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, la pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, lbo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji
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Widzi y, i  nie dla k żd go el m tu zbioru 
Załóżmy, ż 𝛼𝛼 ∉ Ω𝛽𝛽. Zate  𝛽𝛽 ∈ ℙ, po i waż przy przekształca iu pokrycia ℙ w ℙ𝛼𝛼, zbiór
Ω𝛽𝛽 pozost ł iezmieniony. C li istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽.
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech a y będzie zbiór = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzecz ości ego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzi y, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzi  Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Wid i y, i i  dla k żdeg  m tu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zat m 
zwiększ ni  po iomu spr eczności zbi u formuł oże pow dować rozdziel nie pewnych 
u ładó  przesłanek (znajdo ć ię będą w różnych elementach pokrycia), które un emożliwi 
wypro adze ie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Je ings i Sch t h p dkreślają jed ak, ż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w og aniczo ym wariancie8. 
Fakt 4. Dla każdego zbi u Γ ⊊ For, który spełnia ℓ𝐿𝐿( ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
D wó . Załóż y, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni h dany będzie zbiór mini aln ch 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz do olny jego l m t ℙ. Z d finicji 6 wiemy, iż dla c  najmniej 
edn go Ω ∈ ℙ, 𝛽𝛽 ∈ . Bierze y kolejn  element ℙ i odyfikujemy w nastę ujący sposób: 
dla żdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
r adka h, zyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω zos awiamy bez z ian. Stosując tę metodę 
rz ks tał amy ℙ w zb ór . Zgo nie z przyjętym z ł żeni  trzymujemy w ten sposób 
pokryci  zbioru Γ t kie, ż  w(ℙ ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). P iew ż z założenia, dl  ażdego ℙ ∈ 𝒫𝒫Γ 
ist i j  Ω ∈ ℙ, ta ie że Ω 𝐿𝐿 𝛼𝛼, t ró nież je  tak dla ℙ′. Niech Ω′ będzie takim 
elemen em p krycia ℙ , że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze wzglę u na kons rukcję pokryci  ℙ′ r zważmy dw
rzy adki: albo (1) ′ = Ω∖𝛽𝛽, dla p wnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 istnieje
Załóżm , ż  𝛼𝛼 ∉ Ω𝛽𝛽. Zat  𝛽𝛽 ∈ ℙ, p ni waż przy pr e ształc u pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozost ł niez ie i ny. Czyli istni je element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowoln ść ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność.
Pr ykład 5. Niech y będzi zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony pr ez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2 Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
idzi , iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki  że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy ó  Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
dzi y, iż ie la k żdego el ment 𝒫𝒫Γ i t i j  Ω ∈ ℙ takie, ż  Ω ⊢  ∧ 𝑟𝑟. Zatem 
zwię s i ozi mu sprzeczności zbi ru formuł oż  powod w ć rozdzielenie pe nych 
ładów prz sła k (z aj o ać ię będą w róż y h elementach pokrycia), które uniem żl wi
wyprowadz nie uprzed i  uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jenni gs i Schotch podkreślają jednak, iż p oponow a przez nich relacja inferencji 
posiada własność mon toniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdeg  zbioru ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼.
Do ó . Załóżmy, ż  Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni ch dan będzie zbiór mini al ych 
pokr ć 𝒫𝒫Γ∪{𝛽𝛽} oraz do ol y jeg  el m nt ℙ. Z definicji 6 wiemy, iż dla co najmniej 
edn go ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierz y k lejn  ele enty ℙ i modyfikujem  w nastę ujący posób: 
dl  k żdego Ω tak ego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w poz ałych 
przypad ch, zyli dla Ω takich, ż 𝛽𝛽 ∉ Ω, Ω po ostawiamy b  z ian. Stosując tę metodę 
przekształc my ℙ w zbiór ′. Zgo nie z przyjętym założ niem otrzymujemy w ten sposób 
pokryci zbioru Γ taki , ż  w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założ nia, dla każd go ℙ ∈ 𝒫𝒫Γ 
ist i je ∈ ℙ, takie że Ω 𝐿𝐿 𝛼𝛼, z t ró ież jest tak dla ℙ′. Niech Ω′ będzie t kim 
el mentem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ r zważm  dwa 
pr yp dki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewn g  Ω ∈ ℙ akiego, że 𝛽𝛽 ∈ Ω, alb  (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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takie, e 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. at m Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształ niu p krycia  w ℙ𝛼𝛼, zbiór
Ω𝛽𝛽 pozostał niezmieni ny. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do r zważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozio  sprz czności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Wid imy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, 3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego eleme tu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Z t  
zwiększenie poziomu sprzeczn ści b or formuł m że po odować r zd ielenie pew ch 
układów rzesłan k (znajdować s ę będą w różnych elementach pokrycia), któr  i możliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monot niczn ści. 
Jennings i Schotch podkreślają jednak, iż propono an  przez nich relacj  i ferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 raz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}) Niech dany będzie zb ó  inimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz owolny jego element ℙ. Z definicji 6 wiemy, ż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ . Bierzemy kolejno element  ℙ i o yfikujemy w nas ępują  sposób: 
dla każdego Ω takiego, ż  𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 = Ω ∖ {𝛽𝛽}, w p zost łych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozosta iamy ez zmia . Stos ąc tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otr ymujem  w ten sposób
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, l  każdeg   ∈ 𝒫𝒫Γ 
istniej  Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest t k dla ℙ′. Niech Ω′ będzi  taki  
elementem po rycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze wz lędu na konstru cję pokrycia ℙ′ r zważmy dwa
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽 dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 ate z ięks enie poz u sp zec n ści zbi ru 
formuł m że po odować r zd i le ie pewnych ładó  prz słanek 
(znajd wać się będą w różnych elementach pokrycia), które uniemożli-
wi wyprowadze ie uprzednio uzyskiw nych konkluzji. Stąd trzymuje-
my wniosek: forci g nie sp łni w runku m n tonicznośc .
Jennings i Schotch podkreślają jednak, iż proponowana przez nich 
relacj  inferencji posiada własność m notoniczności w ograniczonym 
wariancie8.
 8 G. Payette, P.K. Schotch, On Preserving, „Logica Universalis”, 2007, s. 295–310.
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Fakt 4. Dla każdego zbioru 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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który spełnia 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p został niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pok zaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
m notoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬ , q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony pr ez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma j den element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬ , q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ , 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może pow dować ro dzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożl wi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku m notoniczności. 
Jennings i Schotch podkreślają jednak, iż pr p now na pr ez nich relacja inferencji 
posi da własność m notoniczności w ograniczonym w riancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, j żeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z defin cji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w p zostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω p zostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. J żeli zachodzi (1), to na mocy m notoniczności relacji 
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i 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością d  rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom spr eczn ści tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Ma y dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez n ch relacj  infere cji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ raz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w po ostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosują  tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Ni ch Ω′ będzie t kim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) ′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 raz dowolnych
Załóżmy, ż  𝛼𝛼 ∉ Ω𝛽𝛽. Zat m Ω𝛽𝛽 ∈ ℙ, ponieważ przy przeks tałcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał ni zmieni ny. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż f rci g spełnia regułę cięci . Kole ną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każd go elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększen e pozio u sprzeczn ści zbioru formuł może powodować rozdzielenie pewnych 
układów przesła ek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie przednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings  Schotch p dkreślają jed ak, iż propo owana przez nich relacja inferencji 
posiada własność monotonicz ości w ograniczonym wariancie8. 
Fakt 4. Dla każd go zbioru Γ ⊊  For, który spełni  ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz owol y jego el ent ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jedneg  Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy ol jno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, ż  𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że (ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie ż  Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest  dla ℙ′. Niech Ω′ będzie takim 
element m pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: alb  (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ tak ego że 𝛽𝛽 ∉ Ω. Jeżeli zach dzi (1), to n mocy monotoniczności relacji 
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jeżeli 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, poniew ż przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał iezmie iony. Czyli stni j  element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dow lność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia reguł  cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
P zykład 5. Niech dany będ ie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom spr eczności tego zbioru 
wyznaczo  przez wartość funkcji ℓ𝐿𝐿(Γ) wy osi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = { 1, } , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ stni j  elemen  Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = { 1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { 1 2, Ω3}, gdzie 1 {p  𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dl  każdego elementu zbioru 𝒫𝒫Γ stnieje Ω ∈ ℙ taki , że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu s r eczności zbi ru formuł może powodować rozdzieleni  pewnych 
układó  przesłanek (znajdować się będą w r żnych elementach pokrycia), które uniemożliwi 
wyprowadze ie uprze nio uzyskiwanych onkluzji. Stąd otrzymujemy wniosek: forci g nie 
spełni  war nku monotoniczności. 
J ings i Schotch podkr ślają jednak, iż roponowana przez nich relacja inferencji 
posiad  włas ść onoto i zności w ograniczonym wariancie8. 
Fakt 4. Dl  każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, j żeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Nie  dany będ ie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
j dnego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolej o elementy ℙ i modyfikujemy w następujący posób: 
dla każdego Ω taki go, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przyp dka h, c y i dl  Ω takich, że 𝛽𝛽 ∉ , Ω pozost wiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w biór ℙ′. Zgodnie z prz jętym zał żeniem otrzymujemy w ten posób 
pokrycie zbioru Γ taki , e w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). P nieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
stniej  Ω ∈ ℙ, taki że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokryci ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu n  konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewneg  Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takieg , że 𝛽𝛽 ∉ Ω. Jeżeli zach dzi (1), to na mocy monotoniczności relacji 
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 oraz 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy pr ekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli ist ieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazal śmy, iż forcing spełnia regułę cięcia. Kol jną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprze ności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie 1 p 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢  ∧ 𝑟𝑟. Zatem 
zwiększenie pozio u sprzeczności zbi ru formuł może powodo ać roz zielenie pewnych 
układów przesłanek (znajdować się będą w r żnych elementach pokr cia), któr  uniemożliwi 
wyprowadzenie uprzednio u skiwan ch k nkl zji. Stąd otrzymujemy wniosek: forci g nie 
spełnia warunku monotoniczności. 
Jennings i Sch tch podkreślają je nak, iż pr ponowa a przez nich relacj  inferencji 
posiada własn ść onoto iczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 or z ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z defi c i 6 wiemy, iż dla co najmniej 
jedn go Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że ∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozosta iamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymuj my w ten sposób 
pokrycie zbioru Γ tak , że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zate  również j st tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pe nego  takiego, że 𝛽𝛽 ∈ , alb  (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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Dowód. Załóżmy, że 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w 𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymuje y, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q,  ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q,  ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł oże powodo ać rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyski anych konkluzji. Stąd otrzymuje y wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
akt . l  każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
wód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmuje y, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω,  pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymuje y w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = ∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = , dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 oraz 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymuje y, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł oże powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymuje y wniosek: forcing nie 
spełnia warunku monotoniczności. 
Je nings i Schotch podkreśl ją jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla  zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼  ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór mini alnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmuje y, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymuje y w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 i  any 
będzie zbiór minimal ych p kryć 
łóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Z t m 𝛽𝛽 ∈ ℙ, ponieważ rz  przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p ostał niezmi ni y. Czyli istnieje el me t Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na do olność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż for ing spełnia r gułę cięcia. K lejną wł sności do rozważenia jest 
monotoniczność. 
Przykład 5. N ech any będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozi m sprzeczności tego zbioru 
wyznaczo y przez art ść funkcji ℓ𝐿𝐿(Γ) wy osi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie 1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, poniew ż istnieje eleme t Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie 1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Wi zimy, iż i  dla każdego eleme tu zbi ru 𝒫𝒫Γ istnieje Ω ∈ ℙ t kie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwięk enie p zi mu sprzeczn ści zbi ru f rmuł moż  p wod wać rozdzielenie pewnych 
u ładó  przesłanek (znajdować się będą w różnych elem tach p kryci ), które uniemożliwi 
wypr wadzenie u rzed io uzyskiwanych konkl zji. Stąd trzymujemy wnios k: forcing nie 
spełnia warunku monotoniczn ści. 
Jennings i Schotch podkreślają je nak, iż proponowa a rzez ich relacja infe ncji 
p siada własność monot iczn ści  ograni zonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  F r, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). N ech dany będzie zbiór minimalnych 
𝒫𝒫Γ∪{𝛽𝛽} raz dowolny j g  eleme t ℙ. Z def ni ji 6 wiemy, ż dla co najmniej 
jedn go Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy k l jn  ele enty ℙ i odyfikuje y w następując  sposób: 
dl  każd go  takiego, ż  𝛽𝛽 ∈  przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przyp d a czyli dla  takich, że 𝛽𝛽 ∉ Ω, Ω po ostawiamy bez zmian. Stosując tę metodę 
pr ekształca y ℙ w biór ′. Zg dnie z przyjęt  założeni m otrzymujemy w ten sposób 
po rycie zbi ru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Poniew ż z założenia, dl każdego ℙ ∈ 𝒫𝒫Γ 
stni je ∈ ℙ, taki  że Ω ⊢𝐿𝐿 𝛼𝛼, za em również jest tak la ℙ′. Niech Ω′ będzie takim 
ele entem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu n  konst kcję po r cia ℙ′ rozważmy dwa 
przypadki: lbo (1) Ω′ = ∖𝛽𝛽, dl p wn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, lbo (2) Ω′ = Ω, dla 
p wn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli z ch dzi (1), to a m cy monotoniczn ści relacji 
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 dowolny jego el ment 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zat m Ω𝛽𝛽 ∈ ℙ, poni waż przy prz ształc niu po rycia ℙ w ℙ𝛼𝛼, zb ór 
Ω𝛽𝛽 pozostał niezmieni y. Czyl  istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze zględu na do ln ść ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cię ia. Kolejną własnością do r z żenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozi m sprzeczności tego zbioru 
wy nacz ny prze  wartość funkcji ℓ𝐿𝐿(Γ) wynos 2. Zbiór 𝒫𝒫Γ ma jeden lem nt:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}.
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje lem nt Ω tak , że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞, q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ r}. Mamy dokładnie dwa
lem nty zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, 2, Ω3}, gdzie 1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, 2, Ω3}, gdzie 1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q , Ω3 = {q ∧ 𝑟𝑟 .
Wi zimy, iż ni  la k żdego elem ntu zbioru 𝒫𝒫Γ istni j  ∈ ℙ takie, ż  Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwięk zeni p zi mu sprzeczn ści zbi ru f rmuł m że pow dować rozdzieleni  pewnych 
u ładów przesł nek (znajdow ć się b dą w różnych elem ntach pokrycia), które uniemożliwi 
wy rowadzeni  uprzednio uzys iwanych kon luzj . Stąd otrzym jemy wni sek: forcing nie 
spełnia warunku monot niczn ś . 
Jenni gs i Schotch podkreślają jedn , iż o onowana zez nich relacj  inferen ji
posiada włas ć monoto i ności  graniczo ym wari ncie8. 
Fakt 4. Dla k żdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dow lnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 r ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dow lny jego le nt ℙ. Z definicji 6 wiemy, iż dla co najmniej
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierz y kolejno el m nt ℙ i m dyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω t kich, że 𝛽𝛽 ∉ ,  po ost wiamy bez zmian. Stosując tę etodę 
przekształc my ℙ w zbiór ℙ′. Zgodnie z p zyjętym założeni m otrzymujemy w ten sposób 
pokryci  zbi ru Γ ta i , ż  w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Poniew ż z z łożenia, dla k żdego ℙ ∈ 𝒫𝒫Γ 
istniej  ∈ ℙ, t ki  że Ω ⊢𝐿𝐿 𝛼𝛼, zat m również j st tak dla ℙ′. Niech Ω′ będzi  takim 
elem nt m pokrycia ℙ′, ż  Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcj  pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = dla 
pewnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeżeli z chodzi (1), to a mocy monot niczn ści relacj  
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. 
Z definicji 6 wiemy, iż dla co ajmniej jednego
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, onieważ przy przekszt łcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 poz stał niezmie iony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokaz liśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
mon t niczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q,  ∧ 𝑟𝑟}. P ziom sprzeczności tego zbioru 
wyzn cz ny prze  wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jed n element:  
ℙ = { 1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, poni waż istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q,  ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż ni  dla każdeg  elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
większenie poziomu sprzeczności zbioru formuł może powod wać rozd ielenie pewnych 
układów przesłanek (znajdować się będą w różnych ele entach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku mon t niczności. 
Jennings i Schotch podkreślają jednak, iż prop n wan  prze  nich relacja inferencji 
posiad  wł sność o t niczn ści w ogra i zonym wari ncie8. 
Fakt 4. Dla każdeg  zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} or z dowol y jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jedneg  Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierze y kolejno elementy ℙ i modyfik jemy w następujący sposób: 
dla żdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w poz stałych 
przypadkach, c yli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω poz stawiamy bez mian. Stosując tę metodę 
przeks tałcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Po ieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewn  Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewne  Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeż li zachodzi (1), to na mocy mon t niczności relacji 
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 i  
kolejn  lem nty 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymuje y, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monot icz ość. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznac ony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden el ment:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞  r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞  ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego lementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zate  
zwiększenie pozio u sprzeczności zbioru formuł oże powodować rozdziele ie wnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożli i 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymuje y wni sek: forcing nie 
spełnia warunku monot icz ości. 
Jennings i Schot  podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada wł sność monot iczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór mini alnych
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego ele ent ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy l j o ele ent  ℙ i modyfikujemy w n stępujący sposób: 
dla k żdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmuje y, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przy adkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawia y bez zmian. Stosując tę metodę 
przeks tałcamy ℙ w zbiór ℙ′. Zgodnie z pr yjętym założeniem otrzymuje  w ten sposób 
pokrycie zbioru Γ takie, że (ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dl  każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również j st tak dla ℙ′. Niech Ω′ będzie ta im
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przy adki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monot icz ości relacji
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 i fi j   j  : dla każd go 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokryci  ℙ (j st nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. K lejną łas ością do rozważenia jest 
monotoniczność. 
Przykła  5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
yznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, poni waż istniej  element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = { 1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { 1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istni je Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł m że po odować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzedni  uzyskiwanych konkluzji. Stąd otrzym jemy w iosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jed k, iż proponow na prz z ich relacja inferencji 
p siada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech da y będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} raz dowolny jego element ℙ. Z definicji 6 wie y, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez z ian. Stosując tę metodę 
przekształcamy ℙ w biór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z zał żenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, t kie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ℙ t kiego, że 𝛽𝛽 Ω, albo (2) Ω′ = , dla 
pewnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mo y monotoniczności relacji 
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 ta i , że 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, poniew ż przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istniej  l ment Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokaz liśmy, iż forcing spełnia regułę cięcia. Kolej ą włas ścią do rozważenia jest 
monot niczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony prze  wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ a jeden el ment:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istniej  l ment Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
el menty zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = { q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż ni  dla każdego el mentu zbioru 𝒫𝒫Γ istniej  ∈ ℙ takie, ż  Ω ⊢  ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdziel nie pewnych 
układów przesłanek (znajdować się będą w różnych el mentach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monot niczności. 
Jenni gs i Schotch podkreślają jedn k, iż propon wana prze  nich relacja infer ncji 
posiada włas ść monot i ności  ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ F r, jeż li Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór min malnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego l ment ℙ. Z defin cji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno el menty ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω po ost wiamy bez mian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjęty  założenie  otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z ałożenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istniej  ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest ak dla ℙ′. Niech Ω′ będzie takim 
el mentem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takieg , że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeż li zachodzi (1), to na mocy monot niczności relacji 
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 przyj uje y, że 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy prze ształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 poz stał niezmieniony. Czyli istniej  l ment Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze zględu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokaz liśmy, iż forcing spełnia regułę ci cia. Kolejną własnością do rozważenia jest 
monot nicz ość. 
Przykład 5. Ni ch dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, ∧ 𝑟𝑟}. Poziom spr eczności tego zbioru 
wyznacz ny prze  wartość fu kcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jed n el ment:  
ℙ = { 1, 2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istniej  el ment Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞, q, ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
el menty zbioru 𝒫𝒫Γ:
ℙ1 = {Ω1, 2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, 2, 3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż n e dla każdego el mentu zbioru 𝒫𝒫Γ istni j  Ω ∈ ℙ takie, ż  Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zb oru f rmuł może powodować rozd iel ie pe nych 
układów przesł nek (znajdować się będą w różnych el mentach pokrycia), które uniemożliwi 
wy rowadzenie uprzednio uzyskiwanych k n luzji. Stąd otrzymujemy wniosek: forci g nie
spełnia warunk  monot nicz ości. 
Jenni gs i Schot  podkreślają jednak, iż ropo owan  prze  ich relacja infer ncji 
posiad  wł sność monot nicz ości w ograniczonym warianc e8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeż li ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni ch dany będzie biór min malnych 
p kryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego el ment ℙ. Z defin cji 6 wiemy, iż dla co najmniej 
jedn go Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierz y kolejno el enty ℙ i modyfikujem  w następujący sposób: 
dla k żdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmu emy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w poz stałych 
przypadk ch, zyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω po stawi my bez mian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z pr yjęt m ałożeniem otrzymujemy w ten sposób 
pokryci  zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z łożenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istniej  Ω ∈ ℙ, takie ż  Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest ak dla ℙ′. Niech Ω′ będzie takim 
el mentem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na onstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla
pewn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeż li zachodzi (1), to na mocy monot nicz ości relacji 
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, w poz stałych 
przypadk c , czyli dla 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykła  5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
yznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = { 1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności  ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wie y, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierze y kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
kach, Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = ∖𝛽𝛽, dla pewnego Ω ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 że 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze zględu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽. ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną łasnością do rozważenia jest 
monotoniczność. 
Przykła  5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
yznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element: 
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞,  ∧ 𝑟𝑟}, Ω2 = {¬q}. 
idzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ Γ ∪ {𝑞𝑞 ∧ ¬r} = {p  𝑞𝑞, q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. amy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = { 1, 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞,  ∧ 𝑟𝑟}, Ω2 = { q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = { 1, 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
idzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ F r, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierze y kolejno elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich,  𝛽𝛽 ∉ Ω, Ω pozostawiamy bez z ian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ℙ takiego, że 𝛽𝛽 ∈ , albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 i
Stosując tę etodę przekształcamy 
Załóż y, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie 1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodo ać rozdzielenie pewnych 
układó  przesłanek (znajdować się będą w różnych elementach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno ele enty ℙ i modyfikujemy w następujący sposób: 
dla każdego  takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla  takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
prz t ł  ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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  zbiór 
ałóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Z tem Ω𝛽𝛽 ∈ ℙ, ponieważ prz  przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 po ostał i zmi niony. Czyli istnieje el ment Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż for ing spełnia regułę cięcia. K lejną wł snością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. P ziom sprzeczności tego zbioru 
wyznaczony przez art ść funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, poniew ż istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞  ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż ie dla każdego elem ntu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwięks enie pozi mu sprzeczn ści zbi ru formuł moż  powodować rozdzielenie pewnych 
układów przesłanek (znajdować się będą w różnych elem ntach pokrycia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Je nings i Schotch odkreślają jednak, iż proponowa a przez nich relacja inferencji 
p siada własność monot iczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
p kryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z defini ji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy k lejno el enty ℙ i modyfikujemy w następujący sposób: 
dla każdego  takiego, że 𝛽𝛽 ∈  przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stosując tę metodę 
przekształcamy ℙ w biór ℙ′. Zg dnie z przyjętym założeniem trzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu n  konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: lbo (1) Ω′ = Ω∖𝛽𝛽, dla pewn go Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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  z p ję-
tym założeniem otrzymujemy w ten sposób pokryci  zbioru 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ , ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 został niez ie iony. Czyl  istnieje ele ent Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względ  na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5 Niech dany ędzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 {Ω1, 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 {Ω1 2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
W dzi y, iż nie dl  każd go elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
z iększ nie p zi mu sprzeczności zbioru formuł może o odować rozdzielenie pewnych 
układów przesłane  (zn jdo ać się będą w różnych elementach pokrycia), które uniemożliwi 
wypro adzenie przed io uzys iwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schot  podkreślają j dnak, iż proponowana przez nich relacja inferencji 
posiad  łasność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla ażdeg  zbioru Γ ⊊  F r, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego ele ent ℙ. Z definicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierze y kolejn  eleme ty ℙ i modyfikujemy w następujący sposób: 
dla ka dego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
pr yp dk ch, czyli dl  Ω takich, że 𝛽𝛽 ∉ Ω, Ω poz stawiamy bez zmian. Stosując tę metodę 
przekształca  ℙ w zbiór ℙ′. Zgod ie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ tak e że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istni je Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, atem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przyp dki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takieg , że 𝛽𝛽 ∉ Ω. Jeż i zachodzi (1), to na mocy monotoniczności relacji 
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 takie, 
że 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem 𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest ni  Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować r zdzielenie pe nych 
układów przesłanek (znajdo ać się będą w różnych elementach pokrycia), które u iemożliwi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzy ujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny j element ℙ. Z d finicji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy olejn  elementy ℙ i modyfikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawia y bez zmian. Stosując tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie,  w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie takim 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję okrycia ℙ′ rozw żmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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  z założenia, dla każdego 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ prz  pr eksz łcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p został niezmieniony. Czyli istnieje el me t Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na d wolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę ęcia. Kolejną własnością d  rozważenia jest 
m notoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬ , q ∧ 𝑟𝑟}. P ziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jed n el ment:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje el ment Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬ , q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
el menty zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego el mentu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwiększ nie p ziomu sprzeczności zbioru formuł może p w dować ro dziel nie pewnych 
układów przesłanek (znajdować si  będą w różnych el m ntach pokrycia), które uniemożl wi 
wyprowadz nie uprzednio uzyski anych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku m notoniczności. 
Jennings i Schotch podkreśla ą jednak, iż pr p nowana przez nich rel cja i ferencji 
posiada własność m notoniczności w ograniczonym w riancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz d wolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿( ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz d wolny jego el ment ℙ. Z defin cji 6 wi my, iż dla co najmni j 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bi rzemy kolejno el menty ℙ i modyfikujem w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  ∖ {𝛽𝛽}, w p zostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ , Ω p zostawiamy bez zmian. St sując tę metodę 
przekszt łcamy ℙ w zbiór ℙ′. Zgodnie z rzyjętym założ niem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ  założenia, dl  każdego ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ′. Niech Ω  będzie takim 
el m ntem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ roz ażmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy m notoniczności relacji 
       
8 G. Payette, P.K. Schotch, On Preserving, “Logica Univer alis”, 2007, s. 295–310. 
 
istni j  
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zat  Ω𝛽𝛽 ∈ ℙ, po waż przy przekształ aniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. C yli istnieje el ent  p kr cia ℙ (jest n m Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozio sprz czności ego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważ y zbiór Γ′ = ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Wid imy, iż ie dla każdego eleme tu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zat m 
zwiększenie po iomu spr eczn ści zb oru formuł może powodować rozdz elenie pewnych 
układó  przesłanek (znajdować się będą  różnych elementach pokrycia), które uni możliwi 
wyprowadzenie przednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch p dkreślają jednak, ż proponowana przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊ , który spełnia ℓ𝐿𝐿( ) > 1 i 𝐿𝐿 ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 raz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni ch da y będz  zbiór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} raz dowolny jego el t ℙ. Z d finicji 6 wi , iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ . Bierzemy kol jno elementy ℙ i od fikujemy w następujący s sób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω prz jmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przy adkach, czyli dla tak ch, że 𝛽𝛽 ∉ Ω, Ω o ostawia y b z z ian. Stos jąc tę m todę 
przekształ am  ℙ w zbiór ℙ′. Zgodnie z przyjętym zał że iem otrzymujemy w ten sp sób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z łożenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
i t i j  Ω ∈ ℙ, ta ie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest ta  dla ℙ′. Niech Ω′ będzie t kim 
elementem okryci ℙ′, że ′ ⊢𝐿𝐿 𝛼𝛼. Ze względu a kons ru cję p krycia ′ rozważmy dwa 
przy adki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego ∈ ℙ tak ego, że 𝛽𝛽 ∈ Ω, alb  (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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, takie że 
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𝛽𝛽 i  𝛽𝛽 o  
𝛽𝛽
                                                        
 . , . . ,  ,  , , . . 
, zate  równi ż jest t k la 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zat  𝛽𝛽 ∈ ℙ, ponieważ przy pr ekształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór
Ω𝛽𝛽 pozostał niezmieni y. Czyli stniej  l me t Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
P kazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie biór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozio  sprzeczności tego zbioru 
wyznaczony przez artość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden el ment:  
ℙ {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istniej  l ment Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
el menty zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż ni  dla każdego el me tu zbioru 𝒫𝒫Γ istniej  Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zate  
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdziel nie pew ych 
układó  zesł n k (znajdować się będą w różnych el mentach p kr cia), które uniemożliwi 
wyprowadzenie uprzednio uzyskiwany h konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jen ings i Schotch podkreślają jednak, iż pr pono n  prz z nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdeg  zbioru ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Zał ż , że ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}) Niech any będzie zbiór inimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny j  l me t ℙ. Z d fi icji 6 wiemy, iż dla co j niej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ . Bierz my olejno el ent  ℙ i modyfikuj my w następujący sposób: 
dla każdego  takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w p zostałych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez zmian. Stos ąc tę metodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjęty  założe m otr ymuj my w t n sposób
pokryc e zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Po i aż z łożenia, dla każd go ℙ ∈ 𝒫𝒫Γ
istniej  Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem ró nież j t t  dla ℙ′. Niech Ω′ będzie taki  
el mentem po rycia ℙ′, że ′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: alb (1) ′ = ∖𝛽𝛽 dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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. iech 
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ przy prz kształcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością d  r zważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla każdego ele entu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Z tem 
zwiększenie poziomu sprzeczności zbioru formuł może powodować rozdzielenie e nych 
układów przesłanek (znajdować się będą w różnych elementach pokrycia), któ e uniemożli i 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: fo cing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż proponowana przez nich relacj inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz d wolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimal ych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowolny jego element ℙ. Z definicji 6 wiemy, iż dla co najm iej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy olejno elementy ℙ i modyfikujemy w następując  sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozo t ły h 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawia y bez zmian. Stosując tę etodę 
przekształcamy ℙ w zbiór ℙ′. Zgodnie z przyjętym założeniem otrzymujemy w t n sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założenia, dla każd go ℙ ∈ 𝒫𝒫Γ 
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech Ω′ będzie t im
elementem pokryci  ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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 będzie ta i  elementem pok yci
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zat m Ω𝛽𝛽 ∈ ℙ, i w ż rzy prz kształc iu pok ycia ℙ w 𝛼𝛼, zbiór 
Ω𝛽𝛽 p z stał n ezmieniony. Czyli stnieje ele nt Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cię a. K lejną własnością do rozważenia jest 
monotoniczność. 
Pr ykład 5. N ech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozi m sprzecz ości t go zbioru 
yznaczo y przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ = {Ω1, Ω2} , gdzie 1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, i Γ ⊩ p ∧ 𝑟𝑟, po ieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważ y zbiór Γ′ = ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. M my dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3} gdzie Ω1 {p ∧ 𝑞𝑞 q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3} gdzie Ω1 = {p ∧ 𝑞𝑞 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzi y, iż ni  dla każdego ele entu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ taki , że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwię s e ie p iom sp zeczności zbi ru formuł m ż  po odo ć r zdzielenie pewnych 
ukła ó  przesłanek (z ajdować się będą  różn ch lementach p kry a), które u iemożli i 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jen ings i Schotch podk eślają jed ak, iż proponow na przez nich relacja inferencji 
p siada własność mo otoniczności w ograniczonym wariancie8. 
Fakt 4. Dla k żdego zbioru Γ ⊊  For, który spełni  ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
D wód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). N ch a y będzie zb ór minimalnych 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz d lny jego ele e t ℙ. Z d finicji 6 wie y, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bi r e y kol jno lementy ℙ i od fikujemy w następujący sposób: 
dla ka d go Ω taki go, ż  𝛽𝛽 ∈ Ω przyj uj my, że ∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przyp dka czyli la takich, że 𝛽𝛽 ∉ Ω, Ω poz stawia y bez z ian. St sując tę metodę 
pr ekształcamy  w zbiór ℙ′. Zgodnie z przyjęty  założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, ż w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założeni , dla każdego ℙ ∈ 𝒫𝒫Γ 
istn je Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, z tem również jest ta  l  ′. Niech Ω′ będzie takim 
elem ntem okrycia ℙ′, ż ′ ⊢𝐿𝐿 𝛼𝛼. Ze wz lędu na konst ukcję p kryci  ℙ′ rozważmy dwa 
przyp dki: albo (1) ′ = Ω∖𝛽𝛽, dl  p wneg Ω ∈ ℙ takieg , że 𝛽𝛽 ∈ Ω, lbo (2) Ω′ = Ω, dla 
p wnego Ω ∈ ℙ tak ego, że 𝛽𝛽 ∉ Ω. Jeżeli za hodzi (1), to a mocy monotoniczności relacji 
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 e zględu n  
konstru cję pokrycia
Załóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ ℙ, ponieważ prz  prz kształca iu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 po stał zmieniony. Czyli istnieje element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż for ng spełnia regułę cięcia. Kolejną wł snością do r zważenia jest 
monotoniczność. 
Przykład 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. P ziom sprzec ości tego bioru
wyznaczony przez artość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden el ment:  
ℙ = {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje ele ent Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż ie dla każdego elementu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ tak , że Ω ⊢ p ∧ 𝑟𝑟. Zate
zwiększenie poziomu sprzeczności zbi ru formuł moż  pow do ć rozdziel e pew ych
układów przesłanek (znajdować się będą w różnych elementach pokrycia), które u iem żl wi 
wyprowadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzymuje y wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch odkreślają jednak, iż pr pono a  przez nich rel ja i ferencji 
p siada własność monotoniczności w ograniczonym w riancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿( ) ≠ ∞  dowo nych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ni ch any będzie zbiór mi i aln ch 
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dow lny jego lement ℙ. Z efinicji 6 wie y, iż co n jm i j
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy k lejno elementy ℙ i mod fikujemy w następujący sposób: 
dla każdego Ω takiego, że 𝛽𝛽 ∈  przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozost łych 
przypadkach, czyli dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω pozostawiamy bez m an. S o ując tę m todę 
przekształcamy ℙ w biór ℙ′. Zgod ie z przyjętym założ i m trzymuj my  t n sposób 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założe ia, dla ażd go  ∈ 𝒫𝒫Γ
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również j st tak dl  ℙ′. Ni ch Ω′ będzie tak m 
elementem pokrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na ′ rozważmy d a
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pewnego ∈ ℙ taki , że 𝛽𝛽 ∈ Ω, alb (2) Ω′ = Ω, d a 
pewnego ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności rela ji
                                                          
8 G. Payette, P.K. Schotch, On Pre erving, “Logica Universalis”, 2007, s. 295–310. 
 ż y d a przyp dki: lb  (1) 
Z łó m , ż  𝛼𝛼 ∉ 𝛽𝛽. Zate  Ω𝛽𝛽 ∈ ℙ, poniewa z  przekształca iu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p stał niezmieniony. Czyli istnieje el ment Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. K lejną wł snością do rozważenia jest 
monotoniczność. 
Przykład 5. Niech dany ęd i  biór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony p zez rt ść funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞  ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2 }, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
W dzimy, iż ni dla każdeg  l m ntu zbioru 𝒫𝒫Γ istnieje Ω ∈ ℙ takie, że Ω ⊢ p ∧ 𝑟𝑟. Zatem 
zwięks enie poz u sprzecznoś  zbio u formuł może powodować rozdzielenie pewnych 
u ładów prz sła ek (znajdo ć się będą w różnych elementach pokrycia), które uniemożliwi 
wypro adzenie uprzednio uzyskiwanych ko kluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jen i gs i Schotch podkreślają jed ak, iż proponowana przez nich relacja inferencji 
posiada wł sność monot iczności w ograniczonym wariancie8. 
Fakt 4. Dla każ ego zbioru Γ ⊊  F , który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Zał ż y, że Γ ⊩ 𝛼𝛼 ora  ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór minimalnych 
pokr ć 𝒫𝒫Γ∪{𝛽𝛽} raz wolny jego elemen  ℙ. Z defini ji 6 wiemy, iż dla co najmniej 
jednego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bier e y k lejno l enty ℙ i modyfikujemy w następujący sposób: 
dla każdeg   takiego, że 𝛽𝛽 ∈ Ω przyjmujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostałych 
przypadkach, czyli dla Ω t kich, że 𝛽𝛽 ∉ Ω, Ω poz s awiamy bez zmian. Stosując tę metodę 
przekształc  ℙ  zbi r ℙ′. Zg nie z przyjętym założeniem otrzymujemy w ten sposób 
pokrycie zbioru Γ takie, w( ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Pon eważ z założenia, dla każdego ℙ ∈ 𝒫𝒫Γ 
ist iej  Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, z tem ró n eż jest tak dla ℙ′. Niech Ω′ będzie takim 
em ntem p kryc a ℙ′,  Ω′ ⊢𝐿𝐿 𝛼𝛼. Ze względu na konstrukcję pokrycia ℙ′ rozważmy dwa 
rzypadki: lbo ( ′ = Ω∖𝛽𝛽, dla pew ego Ω ∈ ℙ tak ego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewneg  Ω ∈ ℙ t kieg , że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy monotoniczności relacji 
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dla p wneg
ałóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Zatem Ω𝛽𝛽 ∈ , ponieważ przy przekszt łcaniu pokrycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niezmienio y. C li istniej  element Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia r gułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Prz kł d 5. Niech dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, ponieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważm  zbiór ′ = Γ ∪ {𝑞𝑞 ∧ ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Widzimy, iż nie dla k żd go element zbioru 𝒫𝒫Γ i tni je Ω ∈ ℙ taki , że Ω ⊢ p ∧ 𝑟𝑟. Zat
zwi kszenie poziomu sprzeczności z ioru formuł może o odować rozdziel ie pewnych 
u ładó  przesłanek (znaj ować się będą  róż ych ele tach p kry a), które iemożliwi 
wy rowadzenie uprzedni  uzyskiwanych konkluzji. Stąd otrzym jemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i Schotch podkreślają jednak, iż ropono ana przez nich relacja inferencji 
posiada łasność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
Dowód. Załóżmy, że Γ ⊩ 𝛼𝛼 raz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór mini alnych
pokryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowoln  jego el ment ℙ. Z def nicji 6 wi , iż dla c  najmniej 
je ego Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno ele enty ℙ i modyfi ujemy w n stępujący sposób: 
dla każ ego  takiego, że 𝛽𝛽 ∈ Ω r yjm je , ż  Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w pozostał ch
przypadk ch, cz li dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω poz stawi my b  z an. Stosując tę met dę
prze ształcamy ℙ w zbiór ℙ′. Zg dnie z rzyjętym założ niem otrzymuje y t  sposób
pokryci  zbioru Γ t kie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Pon w ż z założenia, d a każdego ℙ ∈ 𝒫𝒫Γ
istnieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest tak dla ℙ′. Niech ′ będzie takim 
elementem p kry ia ℙ′, ż  ′ ⊢𝐿𝐿 𝛼𝛼. Ze zględu na konstrukcję pokryci  ℙ′ rozwa my wa 
przypadki: alb  (1) Ω′ = Ω∖𝛽𝛽, dla pe n o Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, alb (2) Ω′ = Ω, dla
pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to na mocy mon toniczności relacji 
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i ,
ł ,  𝛼𝛼 𝛽𝛽. t 𝛽𝛽 ℙ, i  r  r s tał i  r i    𝛼𝛼, i r 
𝛽𝛽 st ł i i . zyli ist i  l t  r i   (j st i  𝛽𝛽) t i,  𝐿𝐿 𝛽𝛽. 
 l   l ś   tr j , i  𝛽𝛽.   
liś , i  f r i  s ł i  re ł  i i . l j  ł s ś i   r i  j st 
t i z ś . 
y ła  . i   i  i r {   𝑞𝑞, ,   𝑟𝑟}. i  s r ś i t  i r  
 r  rt ś  f ji 𝐿𝐿  si . i r 𝒫𝒫   j  l t:  
{ , } , i  {   𝑞𝑞,   𝑟𝑟}, { }. 
i i ,    𝑟𝑟, i  ist i j  l t  t i,    𝑟𝑟.
y i r Γ′ {𝑞𝑞  } {   𝑞𝑞, ,   𝑟𝑟, 𝑞𝑞  }.  ł i   
l t  i r  𝒫𝒫 : 
{ , , }, i  {   𝑞𝑞,   𝑟𝑟}, { }, {𝑞𝑞  } 
r  
 { , , }, i  {   𝑞𝑞, 𝑞𝑞  }, { }, {   𝑟𝑟}. 
i i , i  i  l  e  l t  i r 𝒫𝒫  ist i j   t i ,    𝑟𝑟. t  
ię s i  i  s r ś i bi r  f r ł   r i le i   
kł w r sł  ( j  si   r n  l t  ), t r  u li i 
pr i  r io i  l ji. t  tr j  i s : f r i  i  
s ł i  r  t i ś i. 
J i s i t  r śl j  j ,  r  r  i  r l j  i f r ji 
si  ł s ś  t i ś i  r i  ri i 8. 
t . l   i r   , t r  s ł i  𝐿𝐿  i 𝐿𝐿  r  l  
𝛼𝛼, 𝛽𝛽 , j li 𝛼𝛼 r  𝐿𝐿 𝐿𝐿 {𝛽𝛽} , {𝛽𝛽} 𝛼𝛼. 
. ł ,  𝛼𝛼 or 𝐿𝐿 𝐿𝐿 {𝛽𝛽} . i   i  i r i i l
r 𝒫𝒫 {𝛽𝛽} r  l j  le t .  f i ji  i , i  l  j i j
j  , 𝛽𝛽 . i r  l j  l t i fi j   st j  s s : 
l  d  t i ,  𝛽𝛽  j j ,  𝛽𝛽 {𝛽𝛽}, st ł  
r , yli l   t i ,  𝛽𝛽 ,  ost i  z mi . t s j  t  t  
r ks t ł    i r ′.   r j t  ł i tr j te  s s
r ie i r   ta i ,  ′ 𝐿𝐿 {𝛽𝛽} . i a   ł i , l   𝒫𝒫  
ist i j  , t i   𝐿𝐿 𝛼𝛼, t  r i  j st t  l  ′. i  Ω′ i  t i  
l t  r ci  ′,  ′ 𝐿𝐿 𝛼𝛼.  l   str j  r ia ′ r ż   
r i: l  ( ) ′ 𝛽𝛽, l  w g t  𝛽𝛽 , l o ( ) ′ , l  
  t i ,  𝛽𝛽 . J li i ( ), t    ot i ś i r l ji 
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pewneg  
łóżmy, że 𝛼𝛼 ∉ Ω𝛽𝛽. Z em Ω𝛽𝛽 ∈ ℙ, ponieważ rz  przekształcaniu po rycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 p z stał niezmi niony. Czyli istnieje eleme t Ω pokrycia ℙ (jest nim Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzymujemy, iż Γ ⊩ 𝛽𝛽.  ∎ 
Pokazaliśmy, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
Przykład 5. Ni ch dany będzie zbiór Γ = {p ∧ 𝑞𝑞, ¬q, q ∧ 𝑟𝑟}. Pozio  sprzeczności tego zbioru 
wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ ma jeden element:  
ℙ {Ω1, Ω2} , gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}. 
Widzimy, iż Γ ⊩ p ∧ 𝑟𝑟, po ieważ istnieje element Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważmy zbiór Γ′ = Γ ∪ {𝑞𝑞  ¬r} = {p ∧ 𝑞𝑞,¬q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ ¬r}. Mamy dokładnie dwa 
elementy zbioru 𝒫𝒫Γ: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 = {¬q}, Ω3 = {𝑞𝑞 ∧ ¬r} 
oraz 
 ℙ2 = {Ω1, Ω2, Ω3}, gdzie 1 = {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ ¬r}, Ω2 = {¬q}, Ω3 = {q ∧ 𝑟𝑟}. 
Wi zimy, iż nie dla k żdego l me tu bi ru 𝒫𝒫Γ istni je Ω ∈ ℙ t kie, ż  Ω ⊢ p ∧ 𝑟𝑟. Z te  
zwiększe ie poziomu sprz c ności bioru formuł m ż  pow dować rozdzielenie pewn ch 
ukła ó  przesłane  (z ajdować się będą  óżnych el m ta h p krycia), które uniemożliwi 
wyprowadzenie uprzed io uzyskiwanych konkluzji. Stąd otrzymujemy wniosek: forcing nie 
spełnia warunku monotoniczności. 
Jennings i S h t h podkreślają jednak, iż proponow na przez nich relacja inferencji 
posiada własność monotoniczności w ograniczonym wariancie8. 
Fakt 4. Dla każdego zbioru Γ ⊊  For, który spełnia ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞ oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), ∪ {𝛽𝛽} ⊩ 𝛼𝛼. 
D wód. Załóż y, ż  Γ ⊩ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech dany będzie zbiór inimalnych 
p kryć 𝒫𝒫Γ∪{𝛽𝛽} raz dow l y j g  l m nt . Z defini ji 6 iemy, iż dla co najmniej 
jedn go Ω ℙ, 𝛽𝛽 ∈ Ω. Bierzemy kolejno ele ent  ℙ i modyfikujemy  następujący sposób: 
każdego  takieg , że 𝛽𝛽 ∈ Ω pr yj ujemy, że Ω∖𝛽𝛽 =  Ω ∖ {𝛽𝛽}, w p z st ych 
pr yp dkach, czyl  dla Ω takich,  𝛽𝛽 ∉ Ω, Ω pozostawiamy b z zmi n. Stosując tę m todę 
przekształc my ℙ w zbiór ℙ′. Zgodnie z przyjętym założeni m otr ymuje y w ten spos b 
pokrycie zbioru Γ takie, że w(ℙ′) = ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Ponieważ z założen a, dla każ ego ℙ ∈ 𝒫𝒫Γ 
istniej ∈ ℙ, tak e że Ω ⊢𝐿𝐿 𝛼𝛼, zatem również jest t k l  ℙ′. Niech Ω′ będzie takim 
elem ntem okrycia ℙ′, że Ω′ ⊢𝐿𝐿 𝛼𝛼. Z  względu n  ko strukcję po ryci  ℙ′ rozważmy dwa 
przypadki: albo (1) Ω′ = Ω∖𝛽𝛽, dla pew go Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ = Ω, dla 
pewn go Ω ∈ ℙ taki go że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to a mocy mon toniczności relacji 
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 ie  
ałóż y, ż  𝛼𝛼 ∉ Ω𝛽𝛽. Z te  Ω𝛽𝛽 ∈ ℙ, ponieważ przy przekształcaniu po rycia ℙ w ℙ𝛼𝛼, zbiór 
Ω𝛽𝛽 pozostał niez enion . Czyli istnieje el ent Ω pokrycia ℙ (jest ni  Ω𝛽𝛽) taki, że Ω ⊢𝐿𝐿 𝛽𝛽. 
Ze względu na dowolność ℙ otrzy uje y, iż Γ 𝛽𝛽.   
Pokazaliś y, iż forcing spełnia regułę cięcia. Kolejną własnością do rozważenia jest 
monotoniczność. 
P zykład 5. Niech dan  będzie z Γ {p ∧ 𝑞𝑞, q, q ∧ 𝑟𝑟}. Poziom sprzeczności tego zbioru 
wyznaczony przez art ść funkcji ℓ𝐿𝐿(Γ) wynosi 2. Zbiór 𝒫𝒫Γ a jeden ele ent:  
ℙ {Ω1, Ω2} , g zie Ω1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 { q}. 
idzi y, iż Γ p ∧ 𝑟𝑟, poniew ż istnieje ele ent Ω taki, że Ω ⊢ p ∧ 𝑟𝑟. 
Rozważ y zbiór Γ′ Γ ∪ {𝑞𝑞  r} {p ∧ 𝑞𝑞, q, q ∧ 𝑟𝑟, 𝑞𝑞 ∧ r}. a y dokładnie dwa 
ele enty zbioru 𝒫𝒫Γ: 
ℙ1 {Ω1, Ω2, Ω3}, gdzie Ω1 {p ∧ 𝑞𝑞, q ∧ 𝑟𝑟}, Ω2 { q}, Ω3 {𝑞𝑞 ∧ r} 
oraz 
 ℙ2 {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ 𝑞𝑞, 𝑞𝑞 ∧ r}, Ω2 { q}, Ω3 {q ∧ 𝑟𝑟}. 
idzi y, iż n e dl  każdego ele ntu bioru 𝒫𝒫Γ istniej  Ω ∈ ℙ taki , że Ω ⊢  ∧ 𝑟𝑟. Zate  
zwięks enie pozi u sprzec n ści zbioru for uł że p w do ać r zd iele ie p wnych 
układów przesł ek (z ajdować s ę będą w róż ych el nt ch p kryc a), które unie ożliwi 
wypr wadzenie uprzednio uzyskiwanych konkluzji. Stąd otrzy uje y wniosek: forcing nie 
spełnia warunku onotoniczności. 
J nings i Schot h podkreślają jednak, iż proponowana przez nich relacja inferencji 
posiada własność onot iczności w ograniczony  wariancie8. 
Fakt 4. Dla każdego zbioru Γ  For, który spełnia ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ)  oraz dowolnych 
𝛼𝛼, 𝛽𝛽 ∈ For, jeżeli Γ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}), Γ ∪ {𝛽𝛽} 𝛼𝛼. 
D wód. Załóż y, że Γ 𝛼𝛼 oraz ℓ𝐿𝐿(Γ) ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Niech da y będzie zbiór ini alnych 
p kryć 𝒫𝒫Γ∪{𝛽𝛽} oraz dowol jego l ent ℙ. Z efini ji 6 ie y, iż la c  naj niej 
jedn go Ω ∈ ℙ, 𝛽𝛽 ∈ Ω. Bierz  k l jno el enty ℙ i odyfikuje y  następujący sposób: 
dla każdego  takiego, że 𝛽𝛽 ∈ Ω przyj uje y, że Ω∖𝛽𝛽  Ω ∖ {𝛽𝛽}, w p z stałych 
przypadkach, c li dla Ω takich, że 𝛽𝛽 ∉ Ω, Ω zosta ia y bez z an. Stosując tę todę 
przekształca y ℙ w zbiór ℙ′. Zg dnie przyjęty  z łożenie otrzy uj my  ten posób 
pokrycie zbioru Γ takie, e (ℙ′) ℓ𝐿𝐿(Γ ∪ {𝛽𝛽}). Po ieważ z założenia dla każdego ℙ ∈ 𝒫𝒫Γ 
ist ieje Ω ∈ ℙ, takie że Ω ⊢𝐿𝐿 𝛼𝛼, a e  również jest ta  dl  ℙ′. Niech Ω′ bę zi  taki
ele ente okryci ℙ′, że Ω ⊢𝐿𝐿 𝛼𝛼. Z  względu na konstrukcję pokrycia ℙ′ rozważ y dw  
przypadki: lbo (1) Ω′ Ω∖𝛽𝛽, dla pewnego Ω ∈ ℙ takiego, że 𝛽𝛽 ∈ Ω, albo (2) Ω′ Ω, dla 
pewnego Ω ∈ ℙ taki go, że 𝛽𝛽 ∉ Ω. Jeżeli zachodzi (1), to a ocy on toniczności relacji 
  
8 G. Paye te, P.K. Schotch, On Preserving, “Logica Universalis”, 2007, s. 295–310. 
   ,    ot -
ności r lacji ⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, zyli Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wsk zanego w (1). 
Jeż li zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posługując się forcingiem sprowadzamy konsekwencję L-sprzecznego zbioru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzecznych podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) określającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do jakiegoś 
elementu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego wymusza jedynie, by jego 
elementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyjściowemu. Zatem 
wśród wszystkich dostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. takimi, które oprócz warunków 
definicji 6 spełniają wymóg, że każdy ich właściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
rozważanego zbioru przesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzyskanie formuły q jako wniosku. Taki stan, powołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
                                                          
9 G. Priest, Paraconsistent Logic, w: Handbook of Philosophical Logic, Vol. 6, D. Gabbay, F. Guenthner (eds.), 
Dordrecht: Kluwer Academic Publishers, 2002, s. 301. 
10 Pomijamy przypadek wyprowadzania konsekwencji z singletonów zbioru przesłanek. 
 :𝐿𝐿 𝛽𝛽 𝐿𝐿 𝛼𝛼 𝛽𝛽  𝐿𝐿 𝛼𝛼
 𝐿𝐿 𝛼𝛼
𝐿𝐿
𝑝𝑝 𝑟𝑟 𝑝𝑝 𝑞𝑞 𝑟𝑟
𝑝𝑝 𝑟𝑟 𝑟𝑟 𝑝𝑝 𝑞𝑞
𝑝𝑝 𝑟𝑟 𝑝𝑝 𝑞𝑞 𝑟𝑟
 
Lecz ⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Ω′ ∪ {𝛽𝛽} = Ω, czyl  Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wskazanego w (1). 
Jeż li zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ. ∎ 
 Posługując się forcingiem sprowadzamy konsekwencję L-sprzecznego zbioru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzecznych podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) określającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do jakiegoś 
elementu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego wymusza jedynie, by jego 
elementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyjściowemu. Zatem 
wśród wszystkich dostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. takimi, które oprócz warunków 
definicji 6 spełniają wymóg, że każdy ich właściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
rozważanego zbioru przesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje. 
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = { 𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟} ,  
ℙ2 = { 𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞} , 
ℙ3 = { 𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟} . 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzyskanie formuły q jako wniosku. Taki stan, powołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
                                                          
9 G. Priest, Paraconsistent Logic, w: Handbo k of Philosophical Logic, Vol. 6, D. Gab ay, F. Guenthner (eds.), 
Dordrecht: Kluwer Academic Publishers, 20 2, s. 301. 
10 Pomijamy przypadek wyprowadzania konsekwencji z singletonów zbioru przesłanek. 
zyli ⊢𝐿𝐿 a y: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} Ω,  Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ skazanego  (1). 
Jeżeli zachodzi zaś (2), to ró nież Ω ⊢𝐿𝐿 𝛼𝛼, dla pe nego Ω ∈ ℙ.  
 Posługując się forcingie  spro adza y konsek encję L-sprzecznego zbioru 
przesłanek Γ do konsek encji pe nych jego L-niesprzecznych podzbioró  yznaczonych 
przez artość funkcji ℓ𝐿𝐿(Γ) określającą pozio  sprzeczności danego zbioru. Zau aż y, że 
definicja 10 głosi, iż nioskie  uzyskany  przy użyciu forcingowej relacji inferencji oże 
być tylko taka for uła, która jest ypro adzalna z przesłanek należących do jakiegoś 
ele entu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego y usza jedynie, by jego 
ele enty były L-niesprzeczne oraz by ich su a była ró na zbioro i yjścio e u. Zate  
śród szystkich dostępnych pokryć logicznych przykłado o ogą być te, których ele enty 
są aksy alnie L-niesprzeczny i podzbiora i zbioru Γ (tj. taki i, które oprócz arunkó  
definicji 6 spełniają y óg, że każdy ich łaści y nadzbiór za arty  Γ jest L-sprzeczny), 
jak i te, których ele enty są zbiora i para i rozłączny i. Taka do olność for o ania 
pokryć logicznych po oduje, iż pe ne klasyczne konsek encje niesprzecznych podzbioró  
roz ażanego zbioru przesłanek (podzbioró , a nie ele entó  pokryć logicznych) będą 
nie ożli e do uzyskania jako forcingowe konsek encje. 
 Roz aż y następujący przykład. 
Przykład 6. iech Γ {p, r, r, p  q}. a y ó czas następujące trzy pokrycia: 
ℙ1 {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 𝑞𝑞}, {¬𝑟𝑟}}, 
ℙ2 {{𝑝𝑝, 𝑟𝑟}, { 𝑟𝑟, 𝑝𝑝  𝑞𝑞}}, 
ℙ3 {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 𝑞𝑞}, {𝑟𝑟}}. 
Po i o, że przesłanki {p, p  q} Γ nie odgry ają roli  usprzecznianiu zbioru Γ, to nie 
poz alają na uzyskanie for uły q jako niosku. Taki stan, po ołując się na sło a raha a 
Priesta9, ożna uznać za intuicyjnie błędny. 
Spójrz y na roz ażaną etodę niosko ania z punktu idzenia „ yodrębniania” 
przesłanek, z których niosko anie a nastąpić10. Sposób ten oże yrazić następująco: 
„szukaj y takich układó  przesłanek, które przy t orzeniu ini alnych pokryć logicznych 
zacho ują < pe ną>  regularność”. 
Przykład 7.  przykładzie 6 nie ogliś y ypro adzić niosku q, ponie aż przesłanki 
potrzebne do jego ypro adzenia nie należały do tego sa ego ele entu pokrycia 
logicznego. Jednak dla zbioru Γ ającego postać: Γ {p ∧ r, p ∧ r, p  q} otrzy uje y 
następujące pokrycia logiczne: 
ℙ1 {Ω1, Ω2}, gdzie Ω1 {p ∧ r, p  q}, Ω2 {p ∧ r}, 
                                                          
9 G. Priest, Paraconsistent Logic, w: Handbook of Philosophical Logic, Vol. 6, D. Gabbay, F. Guenthner (eds.), 
Dordrecht: Kluwer Academic Publishers, 2002, s. 301. 
10 Pomijamy przypadek wyprowadzania konsekwencji z singletonów zbioru przesłanek. 
dla ⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, Ω ∈ ℙ wskaz n g  w (1). 
Jeżeli zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posługując się forcingiem sprowadzamy konsekwencję L-s cznego zbi ru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzecznych podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) określającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do ja iegoś 
elementu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego wymusza jedynie, b jego 
elementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyj ciowemu. Zatem 
wśród wszystkich dostępnych pokryć logicznych przykładowo mogą być te, których elem nty 
są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. takimi, które opró z warunków 
definicji 6 spełniają wymóg, że każdy ich właściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność f rmowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
rozważanego zbioru przesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzyskanie formuły q jako wniosku. Taki stan, powołując się na łowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego eleme tu pokrycia
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
                                                          
9 G. Priest, Paraconsistent Logic, w: Handbook of Philosophical Logic, Vol. 6, D. Gabbay, F. Guenthner (eds.), 
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 (1). Jeżeli zachodzi zaś (2), to również 
⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wskazanego w (1). 
 ), t r Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posłu ując się forcingiem spro adzamy konsekw ncję L-sprzecznego zbioru 
prz słanek Γ do konsekwencji pewny h jego L-niesp zeczn ch podzbiorów wyznaczonych 
przez wart ść funk ji ℓ𝐿𝐿(Γ) określającą poziom spr eczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tyl o t ka formuła, któr  jest wyprowadzalna z przesłanek należących do jakiegoś 
elem ntu pokrycia ℙ. Jedna że, definicja 6 pokr cia logicznego w musza jedynie, by jego 
lementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyjściowemu. Zatem 
wśród wszyst ich d stęp okryć l gicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesp zecznymi podzbior mi zbioru Γ (tj. takimi, kt re oprócz warunków 
definicji 6 spełniają wymóg, że każ y ich wł ściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącz ymi. Taka dowolność formowania 
kryć logicznych powoduje, iż pewne klasyczn  konsekwencje niesprzecznych podzbiorów 
rozważanego zbi ru przesłanek (podzbior w, a nie e ementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzys anie f rm ły q jako wniosk . Taki st n, po ołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrz y na rozważaną metodę w ioskowania z punktu w dzenia „wyodrębniania” 
przesłane , z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimal pokryć logicznych 
zachow ją <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić niosku q, ponieważ przesłanki 
potrzebne o jego wyprow dzenia nie należały do tego samego elementu pokrycia 
logicznego. Jedn k dla zbi ru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
n stępując pokrycia logiczne: 
ℙ1 = {Ω1, Ω2} gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
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dla pewnego
⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz ′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wskazanego w (1). 
Jeżeli zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dl   Ω ∈ ℙ.  ∎ 
 Posługując się forcingiem sprowadzamy konsekwencję L-sprzecznego zbioru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzecznych podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) określającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do jakiegoś 
elementu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego wymusza jedynie, by jego 
elementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyjścio emu. Zatem 
wśród wszystkich dostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbiora i zbioru Γ (tj. takimi, które oprócz warunków 
definicji 6 spełniają wymóg, że każdy ich właściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
rozważanego zbioru przesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzyskanie formuły q jako wniosku. Taki stan, powołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
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n
Posługując się forcin iem sprowadzamy konsekwencję L-sprzecz -
go zbioru prze łanek Γ do konsekwencji pewnych jego L-niesprzecz-
nych podzbiorów wyznaczonych przez wart ść funkcji 
⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Le z Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wskazanego w (1). 
Jeżeli zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posługując się forcingiem sprowadzamy konsekwencję L-sprzecznego zbioru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzecznych podzbiorów wyznaczonych 
rzez artość kcji ℓ𝐿𝐿(Γ) określającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do jakiegoś 
elementu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego wymusza jedynie, by jego 
elementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyjściowemu. Zatem 
wśród wszystkich dostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. takimi, które oprócz warunków 
definicji 6 spełniają wymóg, że każdy ich właściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
rozważanego zbioru przesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzyskanie formuły q jako wniosku. Taki stan, powołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
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10 Pomijamy przypadek wyprowadzania konsekwencji z singletonów zbioru przesłanek. 
-
cą poziom sprzeczności danego zbioru. Zauważmy, że definicja 10 głosi, 
iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprow dzalna z zesłanek należą-
cych do jaki goś lementu pokrycia 
⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla ∈ ℙ wsk zanego  (1). 
Jeżeli zach dzi zaś (2), t  również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posługując się forci giem sp owadzamy onsekwencję L-sprzecznego zbioru 
prz słanek Γ do o sekwencji pewnych jego L- i sprzecznych p dzbiorów wyz a zonych 
pr ez wartość funkcji ℓ𝐿𝐿(Γ) określającą p ziom sprze zności dan g  zbior . Zauwa my, że 
definicja 10 głosi, ż wnioskiem uz skanym prz  życiu fo cingowej rela ji i ferencji może 
b ć tyl o taka formuła, tóra jest wyprowadzalna z prz sła ek należących do jakiegoś
el p r i  ℙ. Jednakże, definicj  6 pokryc a logicznego wymusza j dynie, by jego 
element  były L-ni sprzeczne oraz by ich sum ła równa z orowi wyjśc wemu. Zatem 
śród wszystkich ostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymal  L-ni sprzecznymi p dzb ora zbioru Γ (tj. ta imi, któ e oprócz wa unków 
definicji 6 spełn ają wymóg, e każdy ich właściwy nad biór zawarty w Γ jest L-sprzeczny), 
jak i t , których el menty są zb or mi pa ami rozłączny . Taka d woln ść formowania 
pok yć logicznych powoduje, iż pe ne klasycz e onsekwe cje ni sprz cznych p dzbiorów 
rozważaneg  zbioru prz słanek (p dzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzysk nia jako forci g we onsekwencje.  
 Rozważmy następując  przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokry ia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞 , ¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
P mimo, ż  przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznian  zbioru Γ, to nie 
p zwalają a uzyskanie formuły q jak  wnios u. T ki stan, powołując się na słowa Gr h ma 
Priesta9, moż  u nać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę w ioskowania z p nktu w dzenia „wyodrębniania” 
prz słane , z których wnioskowanie ma nastąp ć10. Sposób ten może wyrazić następująco:
„szukajmy takich układów prz słanek, które przy tworzeniu i imalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzi  6 nie mogliśmy wyprowadz ć wni sku q, po ieważ przesłanki 
potrzebne d  jego wyprowadze ia i  należ ły d  tego sam go elementu pokrycia 
logicznego. Je n k dla zbioru Γ mającego postać: Γ = { ∧ ¬  ∧ r, p → q} otrzy ujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {  ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
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 , d fi icj  6 pokrycia lo-
gicznego wymus a j dynie, b  jego elementy były L-niesprzeczne oraz 
by ich suma była równa zbiorowi wyjściowemu. Zatem wśród wsz st-
kich dostępnych pokryć logicznych przykładowo mogą być te, których 
elementy są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. 
takimi, które opró z waru ków definicji 6 spełniają wymóg, że każdy 
ich właściwy nadzbiór zawart  w Γ jest L-sprz czny), j k i te, których 
elementy s  biorami par mi rozłącznymi. Taka dowolność formowa-
nia pokryć logicznych powoduje, iż pewne klasyczne kons kwencje nie-
sprzecznych podzbiorów rozważan go zbioru przesłanek (podzbiorów, 
a nie elementów pokryć logicznych) będą niemożliwe do uzyskania jako 
forcingowe konsekwencje. 
Rozważmy następujący przykład.
Przykład 6. Niech 
⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wska anego w (1). 
Jeżeli zachodzi zaś (2), to ró nież Ω ⊢𝐿𝐿 𝛼𝛼, dla pewneg  Ω ∈ ℙ. ∎
 Posługując się forcingiem sprowadzamy konsekw ncję L-sprzecznego zbioru 
przesłanek Γ do konsekwencji p wnych jeg L- iesprzecznych podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) ok eślającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do jakiegoś 
elementu pokrycia ℙ. Jednakże, d finicja 6 pokrycia logicznego wymusza jed nie, by jego 
elementy były L-niesprzeczne oraz b  ich suma była równa zbiorowi wyjściowemu. Zatem 
wśród wsz stkich dostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbi rami zbioru Γ (tj. takimi, które oprócz warunków 
definicji 6 spełniają wym g, że każdy ich właściwy nadzbiór z warty w Γ jest L-sprzeczny), 
jak i te, których elementy są zb orami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
r zważanego zbioru przesłanek (podzbi ró , a nie lem ntów pokryć logicznych) będą 
niemożliwe o uzyskania jako forcingo k nsekwe cje.  
 Rozważmy następujący przykład. 
 . i  Γ = {p, ¬r, r, p → q}. Mamy wówczas nastę ujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
poz alają na uzyskanie form ły q jako wniosku. Taki stan, powołując się na słowa Gr hama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wniosko anie ma nas ąpić10. Sp sób te  może wyraz  następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych okryć l gicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
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 czas następują-
ce trzy pokrycia:
153O poziomach sprzeczności zbiorów przesłanek
⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla Ω ∈ ℙ wskazanego w (1). 
Jeżeli zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posługując się forcingiem sprowadzamy konsekwencję L-sprzecznego zbioru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzecznych podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) określającą poziom sprzeczności danego zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskanym przy użyciu forcingowej relacji inferencji może 
być tylko taka formuła, która jest wyprowadzalna z przesłanek należących do jakiegoś 
elementu pokrycia ℙ. Jednakże, definicja 6 pokrycia logicznego wymusza jedynie, by jego 
elementy były L-niesprzeczne oraz by ich suma była równa zbiorowi wyjściowemu. Zatem 
wśród wszystkich dostępnych pokryć logicznych przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. takimi, które oprócz warunków 
definicji 6 spełniają wymóg, że każdy ich właściwy nadzbiór zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasyczne konsekwencje niesprzecznych podzbiorów 
rozważanego zbioru przesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Pomimo, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznianiu zbioru Γ, to nie 
pozwalają na uzyskanie formuły q jako wniosku. Taki stan, powołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
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jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
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Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodrębniania” 
przesłanek, z których wnioskowanie ma nastąpić10. Sposób ten może wyrazić następująco: 
„szukajmy takich układów przesłanek, które przy tworzeniu minimalnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przykładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ przesłanki 
potrzebne do jego wyprowadzenia nie należały do tego samego elementu pokrycia 
logicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} otrzymujemy 
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Jeżeli zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
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⊢𝐿𝐿 mamy: Ω′ ∪ {𝛽𝛽} ⊢𝐿𝐿 𝛼𝛼. Lecz Ω′ ∪ {𝛽𝛽} = Ω, czyli Ω ⊢𝐿𝐿 𝛼𝛼, dla ∈ ℙ wskazanego w (1). 
Jeżeli zachodzi zaś (2), to również Ω ⊢𝐿𝐿 𝛼𝛼, dla pewnego Ω ∈ ℙ.  ∎ 
 Posługując si  forcingiem sprowadzamy konsekwe cję L- rzecznego zbioru 
przesłanek Γ do konsekwencji pewnych jego L-niesprzeczny h podzbiorów wyznaczonych 
przez wartość funkcji ℓ𝐿𝐿(Γ) określ jącą poziom sprzeczności dan go zbioru. Zauważmy, że 
definicja 10 głosi, iż wnioskiem uzyskany  przy użyciu forcingowej rel cji inferencji może 
być tylko taka formuła, która jest w pr w dzalna z przesłanek należących o jakiegoś 
elementu pokrycia ℙ. Jednakże, finicja 6 pokrycia logicznego wymusz  jedynie, by je o 
elementy były L-niesprzeczne oraz by ich su a była równa zbi owi wyjściowemu. Zatem 
wśród wszystkich d stępnych pokr ć logiczn ch przykładowo mogą być te, których elementy 
są maksymalnie L-niesprzecznymi podzbiorami zbioru Γ (tj. taki i, które oprócz warunków 
definicji 6 spełniają wymóg, że każdy i h właściwy nadzbi r zawarty w Γ jest L-sprzeczny), 
jak i te, których elementy są zbiorami parami rozłącznymi. Taka dowolność formowania 
pokryć logicznych powoduje, iż pewne klasy e konsekwencje niesprz cznych podzbioró  
rozważanego zbioru rzesłanek (podzbiorów, a nie elementów pokryć logicznych) będą 
niemożliwe do uzyskania jako forcingowe konsekwencje.  
 Rozważmy następujący przykład. 
Przykład 6. Niech Γ = {p, ¬r, r, p → q}. Mamy wówczas następujące trzy pokrycia: 
ℙ1 = {{𝑝𝑝, 𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {¬𝑟𝑟}},  
ℙ2 = {{𝑝𝑝, 𝑟𝑟}, {¬𝑟𝑟, 𝑝𝑝 →  𝑞𝑞}}, 
ℙ3 = {{𝑝𝑝, ¬𝑟𝑟, 𝑝𝑝 → 𝑞𝑞}, {𝑟𝑟}}. 
Po i o, że przesłanki {p, p → q} ⊊ Γ nie odgrywają roli w usprzecznia iu zbioru Γ, to nie 
pozwalają a u yskanie formuły q jako wniosku. Ta i stan, powołując się na słowa Grahama 
Priesta9, można uznać za intuicyjnie błędny. 
Spójrzmy na rozważaną metodę wnioskowania z punktu widzenia „wyodręb i nia” 
przesłanek, z których wnioskowanie m  nastąpić10. Sposób ten moż  wyrazić następująco: 
„s ukajmy takich układów przesłanek, które przy tworzeniu minim lnych pokryć logicznych 
zachowują <<pewną>> regularność”. 
Przykład 7. W przy ładzie 6 nie mogliśmy wyprowadzić wniosku q, ponieważ zesłanki 
potrzebne do jego wyprowadz ia nie należały do teg  samego el mentu pokrycia 
l gicznego. Jednak dla zbioru Γ mającego postać: Γ = {p ∧ ¬r, p ∧ r, p → q} trzymuje y 
następujące pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r, p → q}, Ω2 = {p ∧ ¬r}, 
                                                          
9 G. Priest, Paraconsistent Logic, w: Handbook of Philosophical Logic, Vol. 6, D. Gabbay, F. Guenthner (eds.), 
Dordrecht: Kluwer Academic Publishers, 2002, s. 301. 
10 Pomijamy przypadek wypro adzania konsekwencji z singletonów zbioru przesłanek. 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym r zem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprz cz ości 
równy 2, zostały obi  wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
Tym razem 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
  Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszają e w przykładzie 6 poziom sprzeczności 
równy 2, zostały obi  wzmocnione o czy nik p, czyli poprzednik implik cji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 i  zają e i  
6 pozio  sprzec ności ró ny 2, zostały obi  wzmocni e o czynnik p, 
czyli poprzednik implikacji pozwalającej na uzyskanie wniosku 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym r zem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wz ocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyska i  q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyz aczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie 1 {p ∧ q, 𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, ż ewne formuły zachowują się regularnie przy zmianie 
jednego pokryci  logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego eleme t Ω zawierający przesłanki potrzebne do 
wyprowadze ia formuły 𝛼𝛼. Zatem istnienie prz słanek stanowiących uzasadnienie danej 
kon luzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicj  11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niep sty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych wł ściwie oddaje „ yodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy nastę ującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „  prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuj , iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
Przykład 8. Rozważmy zbiór 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczn ści 
równy 2, zostały obie wzmocnione o czyn ik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do bioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, 2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = { 𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, 2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne fo muły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każd  z przytoczonych p kryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdeg  pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego eleme t Ω zawierający przesłanki potrzeb  do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych da go zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokr ć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wniosk wanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczy isty. Inkluzja „z lewej do rawej” jest 
fałszywa, co pokażemy na następującym pr kładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 
Po iom sprzeczności tego zbioru wyznaczony przez wart ść funkcji 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprz czności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 i . Do zbioru 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wy uszając  w przykładzie 6 p ziom sprzeczności 
równy 2, zostały obie wzmocnione o czyn ik p, czyli poprzednik implik cji ozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3.   𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na in e: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z in ymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 1 . Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.1  Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie od aje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
należą m.in. pokrycia:
2 { 1, 2}, gdzie 1 {p  r}, 2 {p  r, p  q}. 
y  raze  Γ 𝑞𝑞. Prz sł nki r i r y uszające  przykładzie 6 pozio sprz cz ości 
ró ny 2, zostały obie z ocnione o czynnik p, czyli poprzednik i plikacji po alającej na 
uzyskanie niosku q. 
rzykład 8. oz aż y zbiór Γ {p  q, p  s  r, 𝑠𝑠  𝑞𝑞 𝑟𝑟, 𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Pozio  
sprzeczności teg  zbioru yznaczony pr ez a t ć funkcji ℓ𝐿𝐿(Γ) ynosi 3. o zbioru 𝒫𝒫Γ 
należą . in. pokrycia: 
1 { 1, 2, 3}, gdzie 1 {p  q, 𝑟𝑟, s}, 2 { p  s  r, 𝑤𝑤, 𝑡𝑡}, 3 { 𝑠𝑠  𝑞𝑞 𝑟𝑟}, 
2 { 1, 2, 3}, gdzie 1 {p  q, 𝑟𝑟, }, 2 { p  s  r, 𝑠𝑠}, 3 { 𝑠𝑠  𝑞𝑞 𝑟𝑟, 𝑡𝑡}, 
3 { 1, 2, 3}, gdzie 1 {p  q, 𝑟𝑟, t}, 2 { p  s  r, 𝑠𝑠}, 3 { 𝑠𝑠  𝑞𝑞 𝑟𝑟, 𝑤𝑤}. 
 tych trzech przypadkach idać, iż pe ne for uły zacho ują się regularnie przy z ianie 
jednego pokrycia logicznego na inne: {p  q, 𝑟𝑟} 1 dla każdego z przytoczonych pokryć. 
au aż y ró nież, że for uły s, , 𝑡𝑡 nie t orzą żadnych stałych układó  prz słanek 
z inny i for uła i.  
For uła 𝛼𝛼 For jest forcingo ą konsek encją zbi u Γ, gdy dla każdego pokry ia 
logicznego  𝒫𝒫Γ istnieje jego ele ent  za ierający przesłanki potrzebne do 
ypro adzenia for uły 𝛼𝛼. ate  istnienie przesłanek stano iących uzasad  danej 
konkluzji a być ty , co spólne dla szystkich pokryć logicznych danego zbioru for uł. 
efinicja 11. iech dany będzie zbiór Γ  For oraz niepusty zbiór jego in alnych pokryć 
logicznych 𝒫𝒫Γ.11 onst(Γ) nazy a y zbiore  stałych ele entó  pokryć logicznych 
zbioru Γ: 
onst(Γ) {  𝟐𝟐Γ ∶  ℙ ∈𝒫𝒫Γ Ω∈ℙ  } 
biór onst(Γ) jest niepusty, ponie aż na cy drugi go arunku def nicji 6, 
singletony zbioru Γ są ele enta i onst(Γ).  
 by przekonać się, czy zapropono ana definicja zbioru stałych ele entó  pokryć 
logicznych łaści ie oddaje „ yodrębnianie” przes anek, z których niosko  a 
nastąpić, roz aż y następującą hipotezę: zbiór nioskó  ypro adzonych zgodnie 
z relacją forcingu ró ny jest zbioro i nioskó  ypro adzonych klasycznie ze zbioru 
onst(Γ). 
ipoteza: iech dany będzie zbiór for uł Γ  For taki, że ℓ𝐿𝐿(Γ) 1 i ℓ𝐿𝐿(Γ) . achodzi 
ó czas: {𝛼𝛼  For : Γ 𝛼𝛼 } {𝛼𝛼  For : Δ∈Const(Γ) 𝛼𝛼}. 
Inkluzja „z pra ej do le ej” zachodzi  sposób oczy isty. Ink uzja „z le ej do pra ej” jest 
fałszy a, co pokaże y na następujący  przykładzie. 
                                                          
11 𝒫𝒫Γ ∅ g arantuje, iż zbiór Γ nie za iera for uły e nętrznie sprzecznej. 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w pr ykładzie 6 p zio  sprzecznoś i 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω za ierający przesłanki potrzebne do 
wyprowadzenia for uły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zapropono ana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wniosko anie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿 ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 9 G. Priest, Paraconsistent Logic, w: Handbook of Philosophical Logic, Vol. 6, D. Gab-
bay, F. Guenthner (eds.), Do drecht: Kluwer Academic Publishers, 2002, s. 301.
 10 Pomij y p zypad k wypr wadzania konsekwencji z singletonów zbioru 
przesł nek.
154 Michał Makaś
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
1 {Ω1, Ω2, Ω3}, gdzie Ω1 {p ∧ q, 𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
2 { 1, 2, 3}, gdzie 1 {p  q, 𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadk ch widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauw żm  również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logiczn go ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istni nie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, c  wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zapr ponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „ yodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy n stępującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w posób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, 2 {   s  r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠 Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zach wują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
W tych trzech przypadkach widać, iż pewne formuły zachowu-
ją się regularnie przy zmianie jednego pokrycia logicznego na inne: 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykł dzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie rzy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów prz słanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stan wiących u asadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zacho  
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następ jącym p ykład ie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 dla każdego z przyt czonych pokryć. Zauważm  
również, że formuły 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozwa my zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 { p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regul r ie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że f r uły s, w, 𝑡𝑡 i  tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istn eje jego element Ω zawierający przesłanki potrzebne d  
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, p nieważ na mocy drugiego w runku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zapropo owana definicja zbioru stałych elementó  okryć 
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z tórych wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: i r wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z pra ej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 n e tworzą żadnych stałych układów prze-
słanek z innymi formułami. 
Formuła 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały bie z ocnione o czynni  p, czyli przednik implika ji pozwalającej na 
uzyskanie w sku q. 
Przykład 8. R z ażmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. P ziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wyn si 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy rów ież, że muł  s, w, 𝑡𝑡 nie tw r ą żadnych stałych układów przesłanek 
z nnymi f r ułami.  
ła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje j go element Ω zawierający przesłanki potrzebne do 
wyprowadzenia f r uły 𝛼𝛼. Zatem istnienie przesła ek stan wiących uzasadnienie danej 
k nkluzji ma być tym, co wspóln  dla wszystkich pokryć logicz ych danego zbioru f rmuł. 
Definicja 11. Niech da y będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
sin letony zbioru Γ są elem nt mi Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stał  elementó  pokryć 
l gicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wni skowanie ma 
nastąpić, rozważmy następującą hipot zę: zbi  niosków prow dzonych zgodnie 
z relacją forcingu ró ny jest zbior wi wniosków wyprowadzonych klasycznie ze zbi ru 
Const(Γ). 
Hipote : Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przy ładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 jest forcingową konsekwe cją zbioru Γ, gdy la 
ażd go pokrycia l gicznego 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 pozi m sprzeczności 
równy 2, zostały obi wzmoc ione o czynnik p, czyl  poprzednik imp ika ji pozwalającej na 
uzyskanie w iosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczn ści tego zbi ru wyznac ony przez wartość funkcji ℓ𝐿𝐿(Γ) wyn si 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trze  przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że f rmuły s, w, 𝑡𝑡 nie t orzą ża n ch stałych u ładów przesłanek 
z in mi formułami.  
Formuła 𝛼𝛼 ∈ For jest f rcingow  konsekwencją zbioru Γ, gdy dla każ ego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istni je je o element Ω zawier jący przesłanki potrzebne do 
ypr wadzenia for uły 𝛼𝛼. Zat m i tnienie przesłanek stanowiących uz sadnienie danej 
konkluzji ma być tym, co wspólne dla w zystkich pokryć logicznych danego zbioru formuł. 
Definicj  11. Niech dany będzie zbiór Γ ⊊  For oraz ni pusty zbiór jeg  minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbior m stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Co st(Γ) jest niepusty, ponieważ na mocy drugi go arunku definicji 6, 
singletony zbi ru Γ są elementam  Const(Γ).  
 Aby przekon ć się, czy z proponowana definicja zbioru stałych ele entów pokryć 
logi znych ł ściwie oddaje „wyod ębniani ” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wni sków wyprowadzonych zgodnie 
z relacją forcingu r wny je t zbior wi niosków wyprowadzo ych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór f muł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z l we  do prawej” jest 
fałszywa, co pokażem  na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwara tuje, iż zbiór Γ nie zawiera formuły w w ętrznie sprzecznej. 
 istn eje j go element 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {  ∧ ¬r, p → q}. 
Tym r ze  Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zost ły obie wzmocnione o czynnik p, czyli poprzed ik im likacji pozwal jącej na 
uzyskani w i sku q. 
Przykład 8. Rozważmy zbiór Γ = { q, ¬p ∧ s  r, ¬𝑠𝑠 ∧ 𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
spr eczn ści tego zbi ru wyznac ony p zez wartość funkcji ℓ𝐿𝐿(Γ) wyn si 3. Do zbi ru 𝒫𝒫Γ 
należą m. i . pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ 𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ 𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {   , 𝑟𝑟, t}, 2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ 𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych rzech przypadk ch widać, iż pewne formuły zach wują się r gularnie przy zmianie 
jednego pokrycia l gicznego a in e: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z prz toc nych pokryć. 
Zauw żmy również, ż  formuły s, w, 𝑡𝑡 nie tw zą żadn  sta ych układów przesłan k 
z innymi formuła .  
Formuła 𝛼𝛼 ∈ Fo  jest forci gową konsekwencją zbioru Γ, gdy la każdego pokrycia 
l gi zne o ℙ ∈ 𝒫𝒫Γ istnieje j go elem nt Ω zawier jący przesłanki potrz bne do 
wyprowadzeni  formuły 𝛼𝛼. Zatem istnieni  prze ł k stanowiących zasadnienie danej 
konkluzji ma być tym, co wspólne dla szystkich pokryć logicz ych danego zbi ru formuł. 
Definicja 11. Niech a y ędzie zbiór Γ ⊊ For oraz niepusty zbiór jego mini al  pokryć 
logicznych 𝒫𝒫Γ.11 Co st(Γ) nazyw my zbi rem stałych elementów p kryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶ ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest iepusty, po ieważ n  mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elem ntami Co st(Γ). 
 Aby przekonać się, czy zapropon wa a d finicja zbioru stałych elementów pokryć 
logic ny h właściwi oddaje „wyod ębni nie” przesłan k, z których nioskowanie ma 
nastąpić, roz ażmy następującą hipotezę: zbiór niosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi n osków w prowadzonych klasycznie e zbioru 
Const(Γ). 
Hipoteza: Niech any ędzie zbió formuł Γ ⊊ For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  F r : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób czywist . Inkluzja „z lewej do prawej” jest 
fałszywa, co pok żemy na następującym przykładzie. 
          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zaw ra formuły w wnętrznie sprzecznej. 
 z ier -
jący przesła k  potrzebne d yp owadzeni  for uły 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające  przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Roz ażmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły za owują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingow  konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
y ia form  𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Defi icja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywa y zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
l gicznyc  właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
na tąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałs y a, c  pokaże y na na tępującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
Zate  istnie-
nie przesłanek stanowiących uzasadnienie danej konkluzji ma być tym, 
co wspól e dla wsz stkich pokryć logicznych danego zbioru formuł.
Definicja 11. Niech dany będzie zbiór 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
T m razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprz dnik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, , 𝑡𝑡}. Poziom
sprzeczności tego zbioru wyznaczony przez wartość funk ji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s Ω2 = {¬p ∧ s  r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s  r 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
 tych trzech przypadkach widać, iż pewne formuły zachowują się r gularnie przy zmianie 
jednego pokryci  logicznego a inn : {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 i  tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekw ncją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający prz słanki potrz bne do 
wyprowadzenia for uły 𝛼𝛼. Zatem ist ienie przesłanek stanowiących u asad ienie danej 
konkluzji ma być tym, o wspólne dla wszys kich pokryć ogiczn ch danego zbioru f rmuł. 
fi  . i ch da Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) naz wamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω}
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego runku definicji 6, 
singletony zbioru Γ są eleme tami Const(Γ).  
 Aby przekonać się, czy zaproponowa  definicja bioru stałych elementów pok yć 
logicznych łaściwie o daje „wyodrębnianie” przesłanek, z których wni skowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbior wi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachod i w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na na tępującym przykładzie. 
                                                   
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 oraz niepusty zbiór 
jeg  minimalnych pokryć logicznych 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {  ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzecz ości tego bioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
ależą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {   q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 { p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {   q, ¬𝑟𝑟, t}, Ω2 { p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne form ły zachowują się r gularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważm  ró nież, że formuły s, w, 𝑡𝑡 nie tworzą żadnych st łych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For j st forcingową konsekwencją zbioru Γ, gd  dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
w prowadzenia formuły 𝛼𝛼. Z t m ist ienie przesłanek sta owiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wsz stkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz iepust  zbiór jego mini alnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) naz wamy zbiorem stał ch elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepust , poni waż na mocy drugiego warunku definicji 6, 
singl tony zbi ru Γ są elementami Const(Γ).  
 Aby rzekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych łaściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąp ć, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcin u równy jest zbiorowi iosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipot za: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼  r : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” achodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażem  n  następującym przykładzie. 
                                                      
11 𝒫𝒫 ≠ ∅ g arantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
11. 
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11 𝒫𝒫Γ  ara t je, iż z i r  ie za iera f r ł  e ętrz ie s rzecz ej. 
nazyw my zbio-
rem stałych elementów pokryć l gicznych zbioru Γ:
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}  = {p ∧ ¬r, p → q}. 
Tym raz m Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymusz jące w p zykładzie 6 poziom s rzeczności 
równy 2, zostały obie wzmocnione  cz nnik p, czyli poprzednik mpl ka ji p zwalającej na 
uzyskanie wniosku q. 
Przykład 8. Ro ważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom
sprzeczności tego zbioru wyznaczony prze  wartość funkcji ℓ𝐿𝐿(Γ) wyn si 3. D  zbio u 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡 , 3 { 𝑠𝑠  ¬𝑞𝑞 ∧ 𝑟𝑟 , 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 {p ∧ q, ¬𝑟𝑟, w}, Ω ¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach wi ać, i  pewne formuły za owują się regularnie przy zmian e
jednego pokrycia logiczn go n  i ne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytocz ych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesła ek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest f rcingową konsekwe cją zbi ru Γ, g y dla każdeg  pokrycia 
logiczn go ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawi rający prze łanki potrz bn  do 
y rowa zenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie da j 
konkluzji a być tym, co wspól dl  wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będz e zbiór Γ ⊊  For oraz niepusty biór jego minimalnych pokryć
logicznych 𝒫𝒫Γ.11 Const(Γ) azywamy zbi re  stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego waru ku d finicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przeko ać się, czy zapropono ana definicja z i ru stałych elementów okryć 
logicznych właści ie oddaje „wyodrębn anie” pr esła ek, z których wnio kowanie ma 
nastąpić, zważmy następującą hip tezę: zbiór wnioskó  yprowadzonych zgodni  
z relacją forcingu równy j st zbioro i niosków wyprowadzo ych klas czn e ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For aki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lew j” zachodzi w sposób oczywisty. Inkluzja „z l wej do prawej” jest
fałszywa, co pokażemy na następującym przykładzie. 
                                                
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawier  formuły wewnętrz i  sprz cznej. 
Zbiór
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie w mocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. po rycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ 𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regul rnie przy zmianie 
jednego pokr cia logicznego na inne: {  ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, ż  formuł  s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest cingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logiczneg  ℙ ∈ 𝒫𝒫 istnieje jego el ment Ω zawierający przesłanki potrzebne d  
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dl  wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  F  oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbi rem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
i r Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby rzekonać się, czy zaproponowana definicja zbioru tałych elementów pokryć 
l gicznych właściwie odd je „wyodrę nianie” prze łanek, z których wnioskowanie ma 
astąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forci gu r ny jest zbior wi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczy isty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                        
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 jest niepusty, ponieważ na mocy drugiego warunku 
definicji 6, singletony zbioru Γ są elementami 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 {Ω1, Ω2, Ω3}, gdzie Ω1 = {p  q ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s  r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟 t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki potrzebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ. 1 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementa i Const(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicz ych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowanie ma 
nastąpić, rozważmy następującą hipotezę: zbiór wniosków wyprowadzonych zgodnie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
Aby przekonać się, czy z propo wana definicja zbioru stałych 
elementów pokryć logicznych wł ściwie oddaje „wyod ębnianie” prze-
słanek, z których wnioskowanie ma nastąpić, rozważmy następującą 
hipotezę: zbiór iosków wyprowa z nych g dnie  r l cją forci gu 
rów y jest zbi o i wniosków wy rowadzon ch l sycznie ze zbi ru 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i  wymuszające w przykładzie 6 poziom sprzeczności 
równ  2, zostały obi  wzmocni ne  czynnik p, czyli poprzednik im likacji pozwalającej na 
uzyskanie wni ku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sp zec ności tego zbioru wyznac on  przez wartość funkcji ℓ𝐿𝐿( ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. i . pokrycia: 
ℙ1 Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 {Ω1, Ω2, Ω3} gdzie 1 p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 {Ω1, Ω2, Ω3}, gdzie Ω1 = {p  q, ¬𝑟𝑟, t , Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przy adkach widać, iż pewn  formuły zachowują się regularnie przy zmianie 
jednego pokrycia lo ic nego na in e: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczo ych pokryć. 
Zauw żmy również, że formuły s, w, 𝑡𝑡 ni tworzą żadnych stałych układów przesł ne  
z nnymi for łam .  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekw ncją zbioru Γ, gdy la k żdego p krycia 
logicznego ℙ 𝒫𝒫Γ istnieje j go element Ω zawierający przesłanki potrze ne do 
wyprowadzeni  formuły 𝛼𝛼. Zat m istnieni  przesłanek stanowiących uz sadnienie da j 
konklu ji m  być t m, co wspólne dla ws ystkich pokr ć logiczny h daneg  zbioru formuł. 
Definicja 11. Niech dany będz e zbiór Γ ⊊  For oraz niepusty zbiór jego mini alnych pokryć 
logiczny h 𝒫𝒫Γ.11 Const(Γ) na ywamy zbiorem stałych lementów pokryć logiczny h 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicj  6, 
singletony zbioru Γ są eleme tami Con t(Γ).  
 Aby przekonać się, czy zapropon wana definicja zbioru stałych elementów pokryć 
logiczny h właściwie oddaje „w drębnia i ” rze ła ek, z których w ioskowanie ma 
nastąpić, r zważmy następującą ipotez : zbiór nioskó  wyprow dzonych zgodnie 
z relacją f rcingu ró y je t zbiorowi iosków wyprowadz nych lasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For  Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  F : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}.
Inklu ja „z prawej do lewej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” j st
f łs ywa, co pokażemy na następują ym przykładzie. 
        
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawier formuły wewnętrz ie sprzecznej. 
Hipoteza: Niech dany będzie zbiór formuł 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzeczności 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprz dnik implikacji pozwalającej na 
uzyskanie iosku q. 
Przy ład 8. Roz ażmy zbiór Γ = {  ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
2 , , ,    , 𝑟𝑟, w} 2 { p ∧ s  r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
3 , , ,    , 𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤 . 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 ie tworzą żadny  st łych układów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forci g w  ko sekwencją zbioru Γ, gdy dl  ażdego pokrycia 
logicz eg  ℙ ∈ 𝒫𝒫Γ istnie  jego element Ω zawierający przesłanki potrzebn  do 
wyprowadzenia f r uły 𝛼𝛼. Zatem istni nie przesłanek stanowiących uzasadnien e danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz n epusty b ór j go minimalnych p kryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych el mentów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaprop nowana definicja zbioru stałych elementó  pokryć 
logicznych właśc wie oddaje „ yodrębnianie” przesł nek, z których wnioskowani  ma 
nastąpić, rozważmy następującą hipotezę: zbiór niosków wyprowadzonych zgodnie 
z relacją forcingu ówny jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
i : iech da Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzj  „z praw j do lewej” zachodzi w sposób czywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                       
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 i,  
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {p ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające w przykładzie 6 poziom sprzec noś i 
równy 2, zostały obie wzmocnione o czynnik p, czyli poprzednik impl kacji pozwalającej na
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = {¬p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡 , 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowu ą się regula nie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych po ryć. 
Zauważmy również, że formuły s, w, 𝑡𝑡 nie tworzą żadnych stał ch układów p zesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω zawierający przesłanki pot zebne do 
wyprowadzenia formuły 𝛼𝛼. Zatem istnienie przesłanek stanowiących uzasadnienie danej 
konkluzji ma być tym, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  For oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokr ć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunk definicji 6,
singletony zbioru Γ są elementami Const(Γ).  
 Aby przekonać się, czy zaproponowana d fi icja zbioru stał ele entów pokryć
logicznych właściwie oddaje „wyodrębnianie” przesłanek, z których wnioskowa ie ma 
nastąpić, rozważmy następującą hip tezę: zbiór wniosków wyprowadzonych zgodnie
z relacją forcingu równy jest zbiorowi wniosków wyprowadz ych klasy znie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do le ej” zachodzi w sposób oczywisty. Inkluzja „z lewej do prawej” jest
fałszywa, co pokażemy na następującym przykładzie. 
                                                          
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej. 
 Zachodzi wówc as: 
ℙ2 = {Ω1, Ω2}, gdzie 1 = {p ∧ r}, 2 {p  , p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬r i r wymuszające  przykładzie 6 poziom sprzeczności 
równy 2, został  obie wzmocnione o czy nik p, czyli poprzednik implikacji po alającej na
uzyskanie wniosku q. 
Przykład 8. Rozważmy zbiór Γ = {p ∧ q, ¬p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez wartość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. okry ia: 
ℙ1 = {Ω1, Ω2, Ω3}, gdzie 1 = {p ∧ q, ¬𝑟𝑟, s}, Ω2 = { p ∧ s ∧ r, 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟}, 
ℙ2 = {Ω1, Ω2, Ω }, gdzie 1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = { p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, gdzie 1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = { p ∧ s ∧ , 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trzech przypadkach widać, iż pewne formuły zachowują się regularnie przy zmianie 
jednego pokrycia logicznego na inne: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pok yć.
Zauważmy ró ni ż, że formuły s, , 𝑡𝑡 nie tw rzą żadnych stałych ukła ów przesłanek 
z innymi formułami.  
Formuła 𝛼𝛼 ∈ For jest forcingową konsekwencją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istnieje jego element Ω za ierający prz słanki potrzebne do 
wypro adze ia f rmuł  𝛼𝛼. Zatem nie prze łan k s an wiących u sadnienie d n j 
ko kluzji ma być ty , co wspólne l ws ystkich pokryć logicznych dan go o u formuł. 
Definicja 11. Niech dany będzie zbiór Γ ⊊  F r oraz niepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych eleme tów p kryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫  ∃Ω∈ℙ Δ ⊆ Ω} 
Zbiór Const(Γ) jest niepusty, ponieważ na mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami Con t(Γ).  
 Aby przekonać się, czy zaproponowana definicja zbioru stałych elementów pokryć 
logicznych właściwie oddaje „ yodr b ianie” przesł nek, z których wnioskowanie ma 
nastąpić, ozważmy następującą hipotezę: zb ór w i sków wyprowad o ych zgod e 
z rela ją forci gu równy jest zbiorow  wniosków wyprowadzonych klasycznie z zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿(Γ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈C nst(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi  sposób oczy isty. Inkluzja „z lewej do pra ej” jest 
fałszywa, co pokażemy na n stępującym przykładzie. 
                                                         
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły we nętrznie sprzecznej. 
Inkluzja „z pra ej do l ej” zachodzi  posób oczy isty. Inkluzja 
„z lewej d  prawej” jest fałszywa, co okażemy na następującym przy-
kładzie.
Przykład 9. Niech ł  .  Γ = {¬s ∧ p, p → q, s ∧ 𝑝𝑝}. Do zbioru 𝒫𝒫Γ należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {s ∧ p, p → q}, Ω2 = {¬s ∧ p}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {¬s ∧ p, p → q}, Ω2 = {s ∧ p}. 
Dla każdego pokrycia ℙ istnieje Ω ∈ ℙ taka, że Ω ⊢ q, czyli Γ ⊩ q. Natomiast zbiór stałych 
elementów pokrycia logicznego Γ ma postać: 
Const(Γ) = {{¬s ∧ p}, {p → q}, {s ∧ 𝑝𝑝}} 
Formuła q nie jest klasyczną konsekwencją żadnego spośród stałych elementów zbioru Γ. 
 Zaproponowana definicja 11 okazała się być nieadekwatna względem relacji 
forcingowej. Jest tak ze względu na utożsamienie stałych elementów pokryć logicznych z 
podzbiorami elementów pokryć logicznych. Niewątpliwie, jak pokazuje przykład 8, 
posługiwanie się nową definicją pozwala na wyróżnienie niektórych stałych układów formuł 
występujących w pokryciach. Kwestia istnienia takich stałych elementów dla sprzecznych 
zbiorów przesłanek wydaje się być warta uwagi. Kluczowe dla ich ujawnienia jest 
posługiwanie się pojęciem poziomu sprzeczności zbioru, tj. spełnianie warunku by liczba 
podzbiorów, na jakie dzielimy sprzeczny zbiór przesłanek, była najmniejsza z możliwych. 
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jest miarą określającą minimalną liczbę niesprzecznych podzbiorów na jakie można podzielić 
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inferencji nazywanej forcingiem. Podobnie jak klasyczna relacja inferencji zachowuje 
prawdziwość, tak relacja forcingowa zachowuje poziom sprzeczności. Celem pracy jest 
przedyskutowanie przykładów sprzecznych zbiorów przesłanek, które mogą być analizowane 
przy użyciu metody Jenningsa i Schotcha, przedstawienie uproszczonej (względem 
oryginalnego sformułowania) wersji podstawowych pojęć potrzebnych do zdefiniowania 
forcingu oraz pokazanie przykładów użycia tej relacji inferencji.  
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prawdziwość, tak relacja forcingowa zachowuje poziom sprzeczności. Celem pracy jest 
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dwa po ryci  logiczne:
 11 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {p ∧ r}, Ω2 = {  ∧ ¬r, p → q}. 
Tym razem Γ ⊩ 𝑞𝑞. Przesłanki ¬  i r wy uszające w r ykład e 6 poziom s rzeczności 
równy 2, zostały obie wzmoc ione o czynnik p, czyli poprzednik implikacji pozwalającej na 
uzyskanie wniosku q. 
Przykł d 8. R zważmy zbiór Γ = {p ∧ q, p ∧ s ∧ r, ¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, ¬𝑟𝑟, 𝑤𝑤, s, 𝑡𝑡}. Poziom 
sprzeczności tego zbioru wyznaczony przez w rtość funkcji ℓ𝐿𝐿(Γ) wynosi 3. Do zbioru 𝒫𝒫Γ 
należą m. in. pokrycia: 
1 { 1, 2, 3}, gdzie 1 {p ∧ q, 𝑟𝑟, s ,     , 𝑤𝑤, 𝑡𝑡}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 𝑟𝑟 , 
ℙ2 = {Ω1, Ω2, Ω3}, gdzie Ω1 = {p ∧ q, ¬𝑟𝑟, w}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑡𝑡}, 
ℙ3 = {Ω1, Ω2, Ω3}, dzie Ω1 = {p ∧ q, ¬𝑟𝑟, t}, Ω2 = {¬p ∧ s ∧ r, 𝑠𝑠}, Ω3 = {¬𝑠𝑠 ∧ ¬𝑞𝑞 ∧ 𝑟𝑟, 𝑤𝑤}. 
W tych trz ch rz padkach widać, iż p wne formuły zachowują się regularnie przy zmianie 
jedneg  pok ycia logicznego na in e: {p ∧ q, ¬𝑟𝑟} ⊊ Ω1 dla każdego z przytoczonych pokr ć. 
Zauważmy również, że for uły s, w, 𝑡𝑡 nie tworzą żadnych stałych układów przesłanek 
z innymi for ułami.  
F rmuła 𝛼𝛼 ∈ For jest forcin wą ko sekwe cją zbioru Γ, gdy dla każdego pokrycia 
logicznego ℙ ∈ 𝒫𝒫Γ istniej  j go lement Ω z wierający przesłanki p trzebne do 
wyprowadzenia for uły 𝛼𝛼. Zatem istnie ie przesłanek stanowiąc ch uzasadnienie da ej 
konkluzji a być t m, co wspólne dla wszystkich pokryć logicznych danego zbioru formuł. 
Definicja 11. Niech dany będzie biór Γ ⊊  For oraz iepusty zbiór jego minimalnych pokryć 
logicznych 𝒫𝒫Γ.11 Const(Γ) nazywamy zbiorem stałych elementów pokryć logicznych 
zbioru Γ: 
Const(Γ) = {Δ ∈  𝟐𝟐Γ ∶  ∀ℙ ∈𝒫𝒫Γ ∃Ω∈ℙ Δ ⊆  Ω} 
Zbiór Const(Γ) je t ni pusty, ponieważ a mocy drugiego warunku definicji 6, 
singletony zbioru Γ są elementami C nst(Γ).  
 Ab  p zekonać się, z  zapro nowana definicja zbi ru stałych elementów pokryć
logiczny h właściw e oddaje „wyodrębnianie” p esłanek, z których wni skowanie ma 
nastąpić, rozważmy następują ą hipotezę: zbiór wniosków wypro dzonych zgo nie 
z relacją forcingu równy jest zbiorowi wniosków wyprowadzonych klasycznie ze zbioru 
Const(Γ). 
Hipoteza: Niech dany będzie zbiór formuł Γ ⊊  For taki, że ℓ𝐿𝐿(Γ) > 1 i ℓ𝐿𝐿( ) ≠ ∞. Zachodzi 
wówczas: {𝛼𝛼 ∈  For : Γ ⊩ 𝛼𝛼 } = {𝛼𝛼 ∈  For : ∃Δ∈Const(Γ) Δ ⊢ 𝛼𝛼}. 
Inkluzja „z prawej do lewej” zachodzi w sposób oc ywisty. Inkluzja „z lewej do prawej” jest 
fałszywa, co pokażemy na następującym przykładzie. 
                                                
11 𝒫𝒫Γ ≠ ∅ gwarantuje, iż zbiór Γ nie zawiera formuły wewnętrznie sprzecznej.  arantuje, iż zbiór Γ nie zawiera formuły wewnętrznie spr ecznej.
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Przykład 9. Niech Γ = {¬s ∧ p, p → q, s ∧ 𝑝𝑝}. Do zbioru 𝒫𝒫Γ należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {s ∧ p, p → q}, Ω2 = {¬s ∧ p}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {¬s ∧ p, p → q}, Ω2 = {s ∧ p}. 
Dla każdego pokrycia ℙ istnieje Ω ∈ ℙ taka, że Ω ⊢ q, czyli Γ ⊩ q. Natomiast zbiór stałych 
elementów pokrycia logicznego Γ ma postać: 
Const(Γ) = {{¬s ∧ p}, {p → q}, {s ∧ 𝑝𝑝}} 
Formuła q nie jest klasyczną konsekwencją żadnego spośród stałych elementów zbioru Γ. 
 Zaproponowana definicja 11 okazała się być nieadekwatna względem relacji 
forcingowej. Jest tak ze względu na utożsamienie stałych elementów pokryć logicznych z 
podzbiorami elementów pokryć logicznych. Niewątpliwie, jak pokazuje przykład 8, 
posługiwanie się nową definicją pozwala na wyróżnienie niektórych stałych układów formuł 
występujących w pokryciach. Kwestia istnienia takich stałych elementów dla sprzecznych 
zbiorów przesłanek wydaje się być warta uwagi. Kluczowe dla ich ujawnienia jest 
posługiwanie się pojęciem poziomu sprzeczności zbioru, tj. spełnianie warunku by liczba 
podzbiorów, na jakie dzielimy sprzeczny zbiór przesłanek, była najmniejsza z możliwych. 
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prawdziwość, tak relacja forcingowa zachowuje poziom sprzeczności. Celem pracy jest 
przedyskutowanie przykładów sprzecznych zbiorów przesłanek, które mogą być analizowane 
przy użyciu metody Jenningsa i Schotcha, przedstawienie uproszczonej (względem 
oryginalnego sformułowania) wersji podstawowych pojęć potrzebnych do zdefiniowania 
forcingu oraz pokazanie przykładów użycia tej relacji inferencji.  
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Dla każdego pokrycia 
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  ℙ istnieje Ω ∈ ℙ taka, że Ω ⊢ q, czyli Γ ⊩ q. Natomiast zbiór stałych 
elementów pokrycia logicznego Γ ma postać: 
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zbiorów przesłanek wydaje się być warta uwagi. Kluczowe dla ich ujawnienia jest 
posługiwanie się pojęciem poziomu sprzeczności zbioru, tj. spełnianie warunku by liczba 
podzbiorów, na jakie dzielimy sprzeczny zbiór przesłanek, była najmniejsza z możliwych. 
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Natomiast zbiór stałych elementów pokrycia logicznego Γ ma postać:
Przykład 9. Niech Γ = {¬s ∧ p, p → q, s ∧ 𝑝𝑝}. Do zbioru 𝒫𝒫Γ należą dwa pokrycia logiczne: 
ℙ1 = {Ω1, Ω2}, gdzie Ω1 = {s ∧ p, p → q}, Ω2 = {¬s ∧ p}, 
ℙ2 = {Ω1, Ω2}, gdzie Ω1 = {¬s ∧ p, p → q}, Ω2 = {s ∧ p}. 
Dla każdego pokrycia ℙ istnieje Ω ∈ ℙ taka, że Ω ⊢ q, czyli Γ ⊩ q. Natomiast zbiór stałych 
elementów pokrycia logicznego Γ ma po ć: 
Const(Γ) = {{¬s ∧ p}, {p → q}, {s ∧ 𝑝𝑝}} 
Formuła q nie jest klasyczną konsekwencją żadnego spośród stałych elementów zbioru Γ. 
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zbiorów przesłanek wydaje się być warta u agi. Kluczowe dla ich ujawnienia jest 
posługiwanie się pojęciem poziomu sprzeczności zbioru, tj. spełnianie warunku by liczba 
podzbiorów, na jakie dzielimy sprzeczny zbiór przesłanek, była najmniejsza z możliwych. 
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zaproponowali pojęcie poziomu sprzeczności (niekoherencji) zbioru przesłanek. Poziom ten 
jest miarą określającą minimalną liczbę niesprzecznych podzbiorów na jakie można podzielić 
dany zbiór przesłanek. Pojęcie to pozwoliło na sformułowanie parakonsystentnej relacji 
inferencji nazywanej forcingiem. Podobnie jak klasyczna relacja inferencji zachowuje 
prawdziwość, tak relacja forcingowa zachowuje poziom sprzeczności. Celem pracy jest 
przedyskutowanie przykładów sprzecznych zbiorów przesłanek, które mogą być analizowane 
przy użyciu metody Jenningsa i Schotcha, przedstawienie uproszczonej (względem 
oryginalnego sformułowania) wersji podstawowych pojęć potrzebnych do zdefiniowania 
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Summary 
For uła q nie jest klasyczną konsekwencją żadnego spośród stałych 
elementów zbioru Γ.
Zaproponowana definicja 11 okazała się być nieadekwatna wzglę-
dem relacji forcingowej. Jest tak ze względu na utożsamienie stałych ele-
mentów pokryć logicznych z podzbiorami elementów pokryć logicznych. 
Niewątpliwie, j k pokazuje przykład 8, posługiwanie się nową definicją 
poz ala na wyróżnienie niektórych stałych układów formuł występu-
jących w pokryciach. Kwestia istnienia takich stałych elementów dla 
sprzecznych zbiorów przesłanek wydaje się być warta uwagi. Kluczowe 
dla ich ja nienia jest posługiwanie się pojęciem poziomu sprzeczności 
bioru, tj. spełnianie warunku b  lic ba podzbiorów, n  ja ie dzielimy 
sprzeczny zbiór przesłanek, była najmniejsza z możliwych.
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Jedno z podejść do zagadnienia parakonsystencji zostało zapoczątkowane 
pracami Raymonda Jenningsa i Petera Schotcha, którzy w artykule „Inference 
and necessity” (1980) zaproponowali pojęcie poziomu sprzeczności (niekohe-
rencji) zbioru przesłanek. Poziom ten jest miarą określającą minimalną liczbę 
niesprzecznych podzbiorów na jakie można podzielić dany zbiór przesłanek. 
Pojęcie to pozwoliło na sformułowanie parakonsystentnej relacji inferencji nazy-
wanej forcingiem. Podobnie jak klasyczna relacja inferencji zachowuje prawdzi-
wość, tak relacja forcingowa zachowuje poziom sprzeczności. Celem pracy jest 
przedyskutowanie przykładów sprzecznych zbiorów przesłanek, które mogą 
być analizowane przy użyciu metody Jenningsa i Schotcha, przedstawienie 
uproszczonej (względem oryginalnego sformułowania) wersji podstawowych 
pojęć potrzebnych do zdefiniowania forcingu oraz pokazanie przykładów uży-
cia tej relacji inferencji. 
On levels of inconsistency of sets of premises
Keywords
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A certain approach to paraconsistency was initiated by works of R. Jennings 
and P. Schotch. In their „Inference and necessity’” (1980) they proposed a notion 
of a level of inconsistency (incoherence) of a given set of premises. This level is 
a measure that assigns to a given set of premises X, the least number of elements 
of covers of X, that consist of consistent subsets of X. The idea of the level of 
inconsistency allows to formulate a paraconsistent inference relation called by 
the authors forcing. The proposed approach is known as preservationism. Simi-
larly as classical inference relation is truth-preserving, forcing inference relation 
is preserving the level of inconsistency. The aim of the paper is to discuss some 
examples of inconsistent sets of premises, which can be analyzed by the use of 
Jennings-Schotch’s inference method. We will give simplified, with respect to its 
original formulation, versions of elementary notions needed to define the forcing 
relation. We also give examples of the use of this inference relation.
