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Nickel-based superalloys are high performance structural materials that ex-
hibit excellent strength and creep resistance at high temperatures, even in
chemically aggressive environments. This makes them ideal for use in the
construction of efficient turbines for energy generation or aerospace applica-
tions. These superalloys are usually manufactured as single crystals, with
their high strength resulting from dislocation pinning at interfaces between
the fcc matrix an L12-ordered precipitates. Chemical impurities such as
rhenium also affect dislocation mobility, and their inclusion in commercial
materials is standard practice. However, there is currently no detailed un-
derstanding of the atomic-scale mechanisms underlying these processes. This
problem is here addressed at the atomistic level. The typical accuracy level of
first principle methods is required to describe bond breaking in the distorted
region surrounding a dislocation core and for including impurities in the fcc
matrix, but model systems must be large enough to accommodate the strain
gradients typical of long-range elastic interactions due to the presence of
dislocations. Multiscale methods are therefore required for simulating these
chemo-mechanical processes. The ‘Learn on the Fly’ (LOTF) technique is a
non-uniform precision quantum mechanical/molecular mechanical approach.
It offers a predictor/corrector algorithm for speeding up calculations, and the
possibility of modelling a moving quantum region, useful for fast dislocation
motion due to high simulating temperature or load condition. The scope of
this thesis is to apply this method to metallic systems to conduct, for the first
time, quantum mechanical accurate simulations of dislocation motion in Ni-
based alloys. The QM/MM method corrects the deficiencies of the classical
interatomic potential related to inaccurate energetics for the hcp phase, rele-
vant to the geometry of dislocation cores, and it is capable of reproducing the
correct separation between Shockley partials at high temperature conditions.
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Nickel based superalloys are high performance structural materials, manu-
factured as single-crystals for the production of turbine blades for energy
generation and aerospace applications [1; 2]. The high strength of this class
of materials is due to the precipitation of a L12-ordered phase, denoted γ
′,
within the fcc γ matrix. Elementary cubic cells for these two phases are re-
ported in Figure 1.1. Dislocations are pinned at the semicoherent interphase
boundary, relieving the lattice misfit strain and strengthening the alloy. Va-
cancies are emitted or absorbed by dislocations climbing at this interface,
changing the morphology of the material through a mass transfer mecha-
nism. Chemical impurities, such as rhenium, are known to greatly improve
the plastic response of the material at high temperature conditions. How-
ever, adding these impurities is expensive, and there is currently no detailed
understanding of the atomic-scale mechanisms underlying these processes.
The goal of this project is to provide fundamental insight at the nanoscale,
allowing for the design of materials with improved properties, with the ul-
timate objective of raising the operational temperatures (and, thus, the en-
gine efficiency) and at the same time the turbine lifetime. The problem is
extremely complex if approached from an atomistic perspective: quantum-
accurate methods, such as Density Functional Theory (DFT) [3], are required
11
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to accurately describe chemical impurities and atoms at the dislocation core.
At the same time, the system must be large enough to accommodate the
strain gradients typical of long-range elastic interactions. For this reason,
the current state of the art of atomistic methodology for the description of
processes relative to superalloy plasticity is limited to the usage of inter-
atomic potentials. While these approaches, based on a parametrisation of
the Embedded Atom Method (EAM) [4] produced by Y. Mishin [5], provide
insight on dislocation interactions at the interphase boundary (IPB) [6], they
are unable to characterise the chemical complexity of the alloy.
This issue is here addressed by the usage of non-uniform precision tech-
niques, such as the ‘Learn on the Fly’ (LOTF) scheme [7], which would
guarantee DFT-level accuracy and chemical transferability, and computa-
tional efficiency due to the predictor/corrector scheme implemented to avoid
unnecessary electronic structure calculations while propagating the dynam-
ics. This promising method, successful in describing the fracture of Silicon [8],
has not been extensively applied to metallic systems [9]. Its validation in the
case of superalloys is therefore crucial.
Figure 1.1: Conventional cubic cells for γ and γ′.
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The main focus of this thesis is the calculation of a number of properties
of these systems, comparing DFT and EAM results. Crucial testing for pa-
rameters of the embedding scheme is then performed, and the LOTF scheme
is used to model matrix dislocations at different conditions (temperature,
stress and chemical complexity). A significant improvement with respect
to the results from the classical interatomic potential is found in the local
description of dislocation core geometries.
This thesis is structured as follows:
• In Chapter 1 a general introduction to the work is provided, together
with a detailed literature review comprising of three sections. The first
two are strictly related to Ni alloys, describing their main deforma-
tion mechanism and the experimental and theoretical investigation of
the ‘rhenium effect’. In the third section a brief review of the exist-
ing methodologies of non-uniform precision simulations of plasticity in
metallic systems is provided, and some links to higher scale models are
provided.
• The theoretical foundations to this work are provided is Chapter 2.
Methods based on Quantum Mechanics (QM) are briefly described, fo-
cussing on DFT and on the approximations used for practical electronic
structure calculations. The interatomic potentials of the EAM class are
described, according to the parametrisation provided in Reference [5].
A brief description of algorithms used for integrating the equations of
motion, performing structural optimisation and exploring reaction co-
ordinates is provided. Finally, non-uniform precision techniques are
introduced, with particular focus on the LOTF method. Given the
large number of topics included in the Chapter, the descriptions are
not complete by any means, and are are supposed to provide a quick
reference to people inexperienced in this atomistic simulations field.
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• In Chapter 3 a selection of structural and electronic properties of Ni
alloys, evaluated using both DFT and EAM, is presented with the aim
of characterising simple bulk structures while verifying the overall ac-
curacy of the interatomic potential. A selection of defects relevant to
superalloys is characterised, including vacancies and chemical impuri-
ties (Re, Al, W). Some transferability issues of the EAM potential are
found, affecting the calculation of (i) the elastic energy of Ni hcp and
(ii) the adhesive energy of an isolated Al atom in the γ matrix. Finally,
a detailed study of the generalised stacking fault energy surface, im-
portant to determine dislocation properties, is provided, focussing on
the effect of chemical impurities.
• Chapter 4 is dedicated to the study of matrix dislocations, using the
EAM potential. A brief theoretical part is included, describing the Nye
tensor technique for tracking the core of dislocations by comparing
the deformed lattice with a perfect fcc reference. The capability of
tracking a dislocation core during a simulation at high temperature
is necessary for defining and updating the quantum region to be used
in the QM/MM embedding scheme. The phonon drag model is then
introduced, and glide velocities for a screw dislocation are calculated
as a function of stress and temperature. A γ/γ′ interphase boundary
is then modelled, and dislocation pinning is studied.
• Chapter 5 is fully dedicated to the development of a LOTF scheme for
metallic systems. Crucial testing of the QM region size is provided,
together with the average EAM error with respect to reference DFT
calculations. This study is performed for a number of γ phase defects
including dislocation, vacancies and impurities. The scheme is then
extended to the α phase of iron, a more challenging material due to
its magnetic properties. Finally, the LOTF scheme is applied to the
glide process of screw dislocations in the γ matrix, where it corrects
15
a deficiency of the EAM potential, related to the elastic properties of
the hcp phase and therefore influencing the average distance between
Shockley partial dislocations.
• In Chapter 6 some concluding remarks are made, and some prospects
for future work are outlined.
Technical Notes
Density Functional Theory calculations are performed using VASP [10; 11].
More details can be found in Section 3.1. Interatomic potentials based on
the embedded atom method are used for classical calculation, following the
parametrisation of Reference [5] for Nickel and [12] for Iron. Rendering of
atomic system is done using Ovito [13]. Data are plotted using either gnuplot
[14] or matplotlib [15]. These libraries are used also for fitting of data.
I acknowledge PRACE for awarding access to resource Fermi based in
Italy at Cineca and Juqueen based in Germany at Ju¨lich Supercomputing
Centre. An award of computer time was provided by the Innovative and
Novel Computational Impact on Theory and Experiment (INCITE) program.
This research used resources of the Argonne Leadership Computing Facility,
which is a DOE Office of Science User Facility supported under Contract DE-
AC02-06CH11357. I acknowledge King’s College London for the access to
local parallel supercomputers (Capablanca, now decommissioned, and Ada).
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1.1 Literature Review
Deformation Mechanisms
Single crystal Ni superalloys turbine blades, first introduced during the 80s
on military engines, allowed for a significant increase in the operational tem-
perature and in the velocity of the rotor [16]. They are characterised by
the absence of grain boundaries in the material, and by the higher volume
fraction of ordered intermetallic precipitates (γ′) in the γ matrix. The creep
deformation of these materials presents a strong dependence on temperature,
stress and orientation of the crystal.
In Reference [17] a characterisation of a CMSX-6 commercial alloy is
provided for a 〈110〉{001} shear system. During the primary creep phase
(low stress, medium temperature), the glide of the system is associated with
microscopic slip systems of the a
2
〈110〉{111} type, restricted to the γ chan-
nels. Dislocation lines are straight in the γ corridors, but curve along the
[001] direction while approaching the edge of a cuboidal precipitate. Dis-
locations with cubic Burgers vector a〈100〉 are observed. Their role is not
important during primary creep, but at a later stage they can penetrate the
precipitates [18]. During this stage of creep the edges of the cuboidal precip-
itate start to round off, but rafting (transition from cuboidal precipitates to
lamellar structure, as exemplified in Figure 1.2) is not observed.
During secondary creep the morphology of the alloy evolves. The γ-
channels become narrow, and the precipitates start to lose their cuboidal
shape. The interphase boundary becomes covered with a dislocation network,
relieving the strain due to lattice misfit and preventing dislocations cutting
through the precipitate [19]. As rafting takes place, the dislocation network
follows the shape of the evolving γ′ precipitates. A combination of climb and
cross-slip processes is associated with the evolution of the network, originally
generated during primary creep by glide mechanisms [17].
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A schematic model for rafting is given in Figure 1.2. The flux of vacancies
is due to dislocation climb at the interphase boundary.
Figure 1.2: Schematic model for rafting due to material transport caused by
diffusing dislocations.
A simplified scheme for this process is provided in Figure 1.3. Matrix
dislocations glide on {111} planes towards the cubic precipitates and are
pinned at the interface. In order for a dislocation to continue its motion,
a climb event has to occur, involving vacancy absorption or emission, as
exemplified in Figure 1.3. On average, the number of emitted and absorbed
vacancies is the same. This mass transport mechanism results in rafting of
the material, as shown in Figure 1.2. This model is proposed in Reference [20]
and used to rationalise the effect of γ phase impurities. The precipitate is
assumed to be impenetrable (low stress regime).
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Figure 1.3: Schematic model for climb-assisted glide of matrix dislocations.
Tensile creep tests on specimen of CMSX-4, presented in Reference [21],
prove that there is a threshold of about 0.5 GPa after which primary creep
(as opposed to rafting) is observed. This deformation is associated to the
propagation of a〈112〉 dislocation ribbons (also known as super dislocations),
capable of penetrating the γ′ phase. These structures originate in the γ
channels from two matrix dislocations with an angle of 60◦ between their
respective Burgers vectors. Cubic dislocations cutting the precipitates are
also observed, e.g. in Reference [22] for a CMSX-6 alloy, at a low stress high
temperature regime.
Molecular dynamics simulations of relevant processes in these systems
are notoriously challenging, because of the geometrical complexity of dislo-
cated region, and because of the chemical complexity of the alloys. In Ref-
erence [23] a classical interatomic potential based on the Embedded Atom
Method (EAM) is used to study dislocation nucleation processes at the inter-
phase boundary. An idealised periodic system is used. The lattice mismatch
between the matrix and the precipitates is neglected, and several cubic pre-
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cipitates are included in the matrix. The resulting trajectories show a loop
of partial dislocations nucleated at the corner of a precipitate. Dissociation
into Shockley partial dislocations is observed upon emission in the γ chan-
nel. The emitted dislocation glides in the matrix phase, until it is pinned
at another interphase boundary. In References [24; 25] large supercells are
created to model misfit dislocations using three dimensional periodic sys-
tems. Structural and energetic properties are investigated for a selection of
orientations of the γ/γ′ interface. The Voter Chen potential [26] used in that
work predicts the incorrect energetic ordering for the interfaces, stating that
{111} interphase boundaries are the most favourable, in disagreement with
experimental data and ab initio calculations (cf. for instance Reference [27]).
More recently, in Reference [28], the interaction between matrix dislocations
and the misfit dislocation network is studied, using the interatomic potential
developed in Reference [5], recognised to be the most accurate for γ/γ′ ge-
ometries. The misfit network is found to act as a sink of matrix dislocations.
This hinders pile up at the interface, strengthening the material. Some cu-
bic dislocations are formed upon recombination of the network, confirming
the experimental findings of Reference [22]. Whenever a series of success-
fully emitted screw dislocations glides towards the interphase boundary, the
network is capable not only of absorbing part of them, but also of creating
pinning points, preventing them from gliding away. The state of the art of
atomistic modelling of plasticity processes in superalloys can be observed in
the recent work presented in Reference [6]. The idealised simulation cells,
periodic and with sharp interphase boundaries, are abandoned in favour of
more realistic systems, designed starting from experimental atom probe to-
mography results. The effect of the interface curvature is studied. Super
dislocations with an a〈112〉 Burgers vector, capable of cutting into the pre-
cipitate, are observed, and the presence of Lomer-Cottrell [29] locks at the
interface, observed by transition electron microscope experiment in Reference
[30], is verified.
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The role of rhenium
The addition of rhenium is known to enhance the high-temperature proper-
ties of single-crystal Ni-based superalloys, allowing the construction of more
durable turbine blades and an improved energy efficiency. The so called
‘rhenium effect’ is so important that, since its discovery in the late 70s,
superalloys are classified according to their rhenium content. Superalloys
without rhenium are referred to as ‘first generation superalloys’. The second
generation of superalloys, manufactured during the 90s, is characterised by
2–3 wt.% Re content. In third generation materials, developed during the
00s, the rhenium percentage is as high as 5–6 wt % [1]. rhenium strongly
partitions to the γ phase, where it is thought to affect dislocation mobility
thus improving the plastic response of the material [31]. This is particu-
larly important at the tertiary creep regime, observed beyond 1100 K for
stresses below 500 MPa. At this conditions, dislocations are confined to the
matrix channels, and climb-assisted glide has to occur to make them transit
around the precipitate and thus contributing to the deformation of the crys-
tal [1]. Fourth and Fifth generation superalloys benefit from the inclusion of
ruthenium, which causes refractory elements (such as Re) to partition more
strongly to the γ′ phase, reducing the formation of topological close packed
phases in γ and giving an overall better performance.
The first observation of the beneficial effects of rhenium in single-crystal
superalloys is reported in [32]. A lower γ′ coarsening kinetics is observed for
increasing percentage of rhenium, due to the fact that this element is the
slowest-diffusing transition metal [33; 34; 35] and it partitions to γ phase,
as verified by scanning transmission electron microscope (STEM) and X-ray
analysis microstructure characterisations [36]. This results in longer rupture
lives at operating high-temperature conditions, when directional coarsening
(rafting) becomes problematic [37]. Whereas this effect is well understood,
the strengthening effect observed during tertiary creep is not yet explained
from a microscopic perspective [38]. This understanding would improve the
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design of materials for high temperature applications. In this Section a gen-
eral revision of the experimental and theoretical efforts made to investigate
this issue is provided.
The first hypothesis on the atomistic mechanism responsible for the ‘rhe-
nium effect’ originated from the atom probe work presented in Reference [39].
The one dimensional analysis of the sample confirmed the partitioning of
rhenium to the γ phase. Cumulative profiles of its distribution revealed the
presence of discontinuities, associated with clusters of ∼ 1 nm diameter. The
presence of these extended defects within the fcc phase can influence the plas-
tic response of the system, effectively hindering glide and climb processes of
matrix dislocations. Note that, due to the lack of three dimensional reso-
lution of the experimental technique employed, the obtained results predict
short-range ordering, not necessarily clustering of rhenium. A subsequent
experimental work, also based on one dimensional atom probe, confirms the
presence of either short-ordering distribution or clustering of rhenium atoms
in the matrix [40]. This study also provides extra information about the dis-
tribution of other impurities in CMSX-4 alloys. The γ/γ′ interface is found
to be sharp, and enriched with Ti for reducing the lattice mismatch.
The advent of the three-dimensional atom probe allowed for a better
investigation of impurities within alloys. In Reference [41] this technique
is used to characterise RR3000, a third-generation Ni-based alloy. For the
first time instruments with sufficient mass resolution to distinguish between
Re, W and Ta are employed. No evidence of rhenium clustering is found.
This element is found to pile up at the γ/γ′ interphase boundary, both for
the cuboidal γ′ particles (primary precipitates) and the spherically-shaped
fine dispersion between these, known as secondary precipitate. This is an
expected result as, upon cooling from service temperatures, both the precip-
itate phases grow at the expense of γ, Re is ejected because of its partitioning
properties. This phenomenon cannot be the cause for the ‘rhenium effect’,
as it is related to cooling from high temperatures. A different chemical com-
1.1 Literature Review 22
position between primary and secondary precipitates is found. The main
rafts are Ta enriched, while the secondary ones contain more Al. The latter
form upon cooling, and Ta has an higher diffusion barrier with respect to
Al. A successive study presented in [42] on a RE31 alloy, based on TEM
and on three dimensional atom probe techniques, confirmed the presence of
short-range ordering of rhenium. A clear distinction between clusters and
statistical scatter is not observed. Rhenium atoms distribute according to
a quasi-periodic structure of about 20 nm wavelength. More recent exper-
imental work based on 3DAP studies has been carried out [43] in order to
investigate the presence of rhenium clusters. A number of different Ni–X
binary alloys is considered, and a friends-of-friends algorithm used to inves-
tigate the presence of impurity clusters. Clustering is not observed for any
of the atomic species considered (Ta, W, Re, Ir and Pt), and similar results
are obtained upon repetition of the experiment on a CMSX-4 alloy, for which
Re-enrichment at the interface is observed upon cooling as in [41]. Rhenium
clustering in Ni superalloys was also investigated using extended x-ray ab-
sorption fine spectroscopy (EXAFS) [44; 45]. With this technique the local
environment of an atom can be determined by studying the oscillations in
x-ray absorption coefficient. In both cases, the nearest neighbours of Re are
found to be Ni atoms. Rhenium clustering is not observed in modern days
experiment, consistently with the fact that this element is found to have a
low impact on low-temperature properties, as demonstrated in Reference [46]
by means of instrumented indentation techniques on binary alloys.
Theoretical modelling also contributed to clarify the rhenium clustering
issue. Density functional theory is used in Reference [47] for calculating
Re–Re binding energy, finding that configurations in which rhenium atoms
are nearest neighbours are energetically unfavourable, in full agreement with
the EXAFS measurements [44; 45]. The Re–Re binding energies go rapidly
to zero for increasing distances between the impurity atoms. This implies
that the Re–Re interaction has a local character, and short range ordering
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is possible, as observed with atom probe techniques. Further investigation
of the Ni–Re phase diagram via first principle techniques are carried out in
References [48; 49]. In the first work [48], density functional theory is used
to explore Re–X alloys. In the Re–Ni case, two stable configurations are
found, Ni4Re and NiRe3, with symmetries D1a and DO19 respectively. The
latter configuration is found to be energetically favourable, but its existence
does not apply to superalloys as the local density of rhenium is never as high
as 75%. In Reference [49] a cluster expansion method is used, based on DFT
data, to explore all the symmetrically inequivalent configurations that can be
obtained using a basis of 20 atoms for different concentrations of Re (0–33%).
Also in this case, a Ni4Re D1a phase is found to be stable at low temperatures.
The existence of this phase is shown to be consistent with the EXAFS data
presented in [44]. This phase was not previously included in the Ni–Re phase
diagram [50], and its existence at low temperature can explain the short-
range ordering of Re within the γ matrix. This quasi-periodicity can play an
important role, as the rhenium clusters are not favourable and an isolated
vacancy has a negligible effect on dislocation glide. The only theoretical result
predicting rhenium clustering is presented in Reference [51]. The calculations
are based on a ternary MEAM potential, capable of describing Ni-Re-Al
alloys. The lattice parameters evaluated with this potential show a non-
negligible deviation with respect to DFT data, and therefore its results are
not completely reliable, as pointed out in Reference [47]. On top of that, the
interatomic potential does not predict the partitioning of Re, in disagreement
with all the available experimental evidence.
A second atomistic interpretation for the ‘rhenium effect’ was also formu-
lated [20; 43; 44; 47]. At operating conditions, creep plasticity in superalloys
is limited to the γ phase, and dislocations move along the interphase bound-
ary by means of a thermally-activated climb process, ruled by the rate at
which vacancies are emitted and reabsorbed. The rate is significantly re-
duced by the presence of slow-diffusing atoms [20]. rhenium is shown to be
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the element with the slowest diffusion rate when compared with other typi-
cal elements added to superalloys [33; 34], its diffusion rate being one order
of magnitude smaller with respect to tungsten. This is due to the forma-
tion of directional d Re–Ni bonds, which are less compressible, and therefore
hinder the diffusion of these chemical impurities [35; 52]. The quantitative
effect of local chemistry on dislocation climb rate is also important from
a multiscale perspective, as this data would fit modern implementations of
Discrete Dislocation Dynamics (DDD) capable of an explicit description of
this process [53; 54]. Density functional calculations for this are presented in
References [55; 56] for different impurity atoms (Re, W, Ta, Mo). The diffu-
sion coefficient shows a dependence on chemistry which is not large enough
to explain the great strengthening due to the presence of rhenium. Rhenium
affects also in another way dislocation climbing at the γ/γ′ interface. Dis-
locations in fcc crystals are usually dissociated into Shockley partials, which
have to constrict in order to climb or to cross-slip [1]. Their distance is
proportional to the inverse of the intrinsic stacking fault energy [29], which
is lowered by the presence of chemical impurities, as can be appreciated
from the TEM images presented in Reference [57]. A longer distance be-
tween partials would retard dislocation recombination and therefore hinder
the climbing of dislocation. This effect is included in the model presented
in Reference [31], based on DFT calculations for the stacking fault energy.
This phenomenon does not explain the ‘rhenium effect’, as tungsten has a
larger effect on the stacking fault energy with respect to rhenium [31; 58].
It is therefore evident that an isolated rhenium atom cannot be the cause of
the great strengthening observed during tertiary creep. An explanation for
the ‘rhenium effect’ can arise from the short-range ordering of this element
in the matrix, that can form vacancy traps, as suggested in Reference [55],
thus reducing climb velocities.
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Non-uniform precision Simulations of Metallic Systems
The first non-uniform precision model for a dislocation in a metallic system
was proposed by S.I. Rao and C. Woodword in Reference [59]. The atom-
istic simulations are coupled to continuum modelling by means of flexible
boundary conditions implemented within the lattice Green function formal-
ism, originally proposed in Reference [60]. This method is general and can be
incorporated into several potential interaction schemes, either QM or MM.
With this technique accurate results are obtained using a simulation cell
whose radius is the same as the core QM region, corresponding to a 90%
reduction of the atomistic region [59]. The analytic form of the lattice Green
function can be modified in order to match the periodicity of the system,
allowing for simulations of 2D (periodic along the dislocation line) and 3D
systems, required to study dislocation defects such as kinks and jogs.
The method has been applied to a variety of cases. In the first imple-
mentation [59], screw dislocations in Ni and Fe are modelled using EAM
potentials. For the Ni system, the 2D implementation is used, and the de-
pendance of the distance between Shockley partial dislocation on the system
size is studied. The distance obtained using a minimal system and flexible
boundary conditions matches the one obtained for a much larger simulation
cell and fixed boundaries condition, validating the approach. In the case of
Fe, where a 3D system including a kink is simulated, accurate results are
also obtained using systems 90% smaller with respect to the typical size re-
quired for traditional techniques. In Reference [61] the method is used for
a 3D Ni system to study the energetics of cross-slip processes, using again
an EAM potential. In References [62; 63] the scheme is extended for the
first time to DFT calculations. The equilibrium core structure of isolated
a
2
〈111〉 screw dislocations in bcc Mo and Ta is calculated, finding a symmet-
ric spread on three conjugate (110) planes. Converged results are obtained
using 2D systems with less then 200 atoms. A successive DFT study [64] on
a a
2
〈110〉{111} screw dislocations in γ TiAl predicts a non-planar core region.
1.1 Literature Review 26
A similar configuration is also found in the case of fcc iridium, although
unfavourable with respect to the planar one, in Reference [65] using an im-
plementation of the flexible boundary conditions method to a bond-order
potential. Transformation from one minimum to the other occurs under ap-
plied stresses that reduce the distance between SPs. Thermal activation or
full constriction of the partials are not required, and the cross-slip rate is thus
much higher with respect to other fcc systems. Equilibrium structures for
edge and screw dislocations in fcc Al are presented in Reference [66], using
again DFT. This work helps validate IPs; in particular their capability for
reproducing the distance between SPs. The more accurate one is found to be
the EAM parametrisation of Y. Mishin, presented in Reference [67]. Other
EAM-based potentials [68] greatly overestimate this distance.
The DFT implementation of this Green function flexible boundary con-
ditions method has full chemical transferability, and can be used to study
dislocation cores and their response to an applied strain. See Reference [69]
for a modern review of the method. Results obtained with this technique
can be used to inform large scale methods. In Reference [70] a continuum
analytic model is used to study the softening of bcc molybdenum as a func-
tion of Re and Pt concentration over a range of temperatures. The model is
informed by DFT flexible boundary conditions calculations, used to compute
the interaction energies between screw dislocation and chemical impurities.
This energy landscape is used to parametrise the double-kink nucleation and
kink-migration enthalpy barriers, thus fully characterising the plastic de-
formation of the alloy at low temperature. Similarly, in Reference [71] an
analytic model of strengthening of fcc Al is parametrised using the interac-
tion energies between dislocations and impurities. These ab initio energies
are used to balance the line tension due to the formation of kinks, allowing
for an accurate description of dislocation motion at different strain regimes.
The yield stress is thus calculated as a function of the alloy composition.
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Another multi-precision technique coupling QM-based atomistic simula-
tions to continuum modelling in described in Reference [72]. A finite element
method mesh is used for the continuum embedding, effectively replacing the
analytical lattice Green function with numerical solutions of continuum de-
formation. The DFT calculations are performed on a cluster system, compre-
hensive of the core QM region and a buffer region used to decouple the former
from surface effects. Within this approach, a fixed, large atomistic QM region
is used, as opposed to the minimal and adjustable one typical of the LOTF
method [73]. The size of the typical QM systems make the self-consistent
calculation hard to converge, so much so a very large gaussian smearing
width (1 eV) is used. Despite this approximation, the method, named quan-
tum mechanics coupled atomistic discrete dislocation (QM-CADD), is very
successful in reproducing the equilibrium geometry of a screw dislocation in
aluminium, matching the results obtained in Reference [66] using the lattice
Green function. This recently developed technique is used for predicting the
critical stress required for nucleating a partial dislocation at the crack tip of
an Al crystal, and for determining the effect of surface impurities on this pro-
cess [74]. It is found that atoms exhibiting a strong electronegativity, such
as oxygen and hydrogen, increase the critical nucleation load. Hydrogen is
identified as the material with the most effect on dislocation nucleation: its
presence leading to crack advancement by a single atomic spacing and dis-
location nucleation on the newly exposed slip plane. This effect is found to
have a purely electronic origin, as it is related to localised charge transfer,
measured by means of Bader analysis [75]. The advancement of the crack
is not observed in any other case. A continuum Peierls model to predict
the critical load at which a dislocation will nucleate from the crack tip is
also implemented, informed from QM calculations of the stacking fault en-
ergy curve. Critical nucleation loads predicted using this model are in good
agreement with the QM-CADD simulations.
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These multi-precision QM-continuum models can be very accurate, and
allow for a complete characterisation of relaxed dislocation core structures in
a chemically complex environment, under different stress conditions. How-
ever, these methods have a major drawback: the inability in describing finite
temperature effects [64] for which a QM/MM atomistic simulation is per-
fectly suited. The two methods appear to be complementary, as the first
one aims at the description of the equilibrium structure, whereas QM/MM
methods are in general less accurate (e.g. because of the error due to buffer
size in force mixing-schemes) but capable of describing the evolution of the
system at high temperature.
Two energy-mixing QM/MM schemes are applied to a metallic system
(screw dislocation in Al) in Reference [76]. These two methods use different
definition of the interaction energy between the QM and the MM regions.
The simplest scheme is based on the ONIOM formulation [77] ( cf. Equa-
tion (2.78) ). Forces in the MM region are fully determined by the lP, while
forces in the QM zone are determined by both classical and quantum energet-
ics, supposed to provide cancellation of errors at the surface of the cluster.
This method is found to be not particularly accurate in reproducing the
QM charge density. On the other hand, it is suitable for the modelling of
chemical impurities, as a MM parametrisation is not required (provided that
the defect is not close to the surface of the QM cluster). Within the sec-
ond method devised, the interaction energy is evaluated using the Orbital
Free Density Functional Theory (OF-DFT) method [78]. The QM region
is still modelled using traditional Kohn-Sham DFT, so that this QM/MM
approach effectively employs three calculators. Forces in the QM are in this
case fully determined by the QM engine, and the charge density is accu-
rately reproduced and joined smoothly with the MM density supported by
the embedding-atom picture [4]. Remarkably, this method gives less accu-
rate results in the MM region, due to a non-vanishing contribution of the
interaction energy.
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The traditional ONIOM scheme devised in Reference [76] is extended in a
successive work [79], combining it with a quasi-continuum method [80]. The
technique is applied to the study of the equilibrium geometry of the core of
an edge dislocation in aluminium. The separation between SPs is found to
be ∼ 5 A˚, in contrast with the EAM prediction of ∼ 15 A˚. These results
were subsequently confirmed by both lattice Green function and QM-CADD
methods [66; 72]. In addition, the effect of hydrogen on the dislocation core
is investigated, finding an increased separation between SPs (∼ 13 A˚).
An improved QM/MM method is proposed in Reference [81]. The QM
region is now surrounded by a set of buffer atoms. The DFT forces on these
atoms are substituted with the MM ones, calculated for a system without
surfaces. making this an abrupt force-mixing scheme The total energy of
the system can still be defined by adding an energy correction, which, on
the other hand, makes the Hamiltonian explicitly time-dependant. The total
energy of the system is consequently not conserved. Nevertheless, the force
errors are much reduced as compared with the ONIOM scheme.
More recently, the ‘Learn on the Fly’ (LOTF) scheme [7] has been ap-
plied to the study of nanoindentation and nanoscratching of single-crystal
Cu [9], using tight binding as the QM calculator. Given the large size of the
system requiring QM augmentation and of the buffer region, monoatomic
QM regions are used, and the potential is locally refitted to each configura-
tion. This implementation takes the name of ‘divide and conquer’ LOTF.
Temperature (300 K) effects are explicitly included in the calculation for
the first time, by means of a The Nose´–Hoover thermostat [82; 83]. It is
found that, while the interatomic potential would favour amorphous plastic
deformation in nanoindented Cu systems, the LOTF method predicts brittle
fracture. However, the two method produced qualitatively similar result for
macroscopic quantities, such as indentation or scratch hardness.
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Future Challenges
Theoretical modelling is aimed at providing a basic understanding of al-
loy design and performance. A significant improvement of the simulation
techniques has been recently observed, for both atomistic and mesoscale ap-
proaches. The creation of more realistic discrete dislocation dynamics al-
gorithms, capable of modelling dislocation climb [54], helped elucidate the
climb-assisted glide mechanism [84], relevant to low stress plastic deforma-
tion. From the atomistic viewpoint, geometrically complex γ/γ′ interfaces
are studied, modelled on experimental APT results [6]. This allowed for
the simulations of more complicated dislocation arrangements, comprising
Lomer–Cottrell lock. Techniques based on the embedding of an atomistic
calculation in a continuum medium have been proposed [59; 72]. These
works helped elucidate the effect of impurities on dislocation core geometries
[71]. However, these approaches can not explicitly model thermal effects.
The next step is to design algorithms capable of a closer match with
the stress/temperature conditions of experimental settings or practical ap-
plications, while retaining the chemical transferability of QM methods. This
would allow for the understanding of complex mechanism, such as the one
generating the rhenium effect. it has been proposed [55] that chemically com-
plex vacancy trap can hinder dislocation mobility in the γ channel. While
the exploration of this chemical space can be accomplished by means of DFT
theory, calculations including the strain gradient typical of an IPB or ex-
tended dislocation cores, would benefit from multi-precision methods, which
would allow the QM-accurate computation of quantities such as the drag
coefficient for dislocation glide and the climb rate at the γ/γ′ interface in
presence of Re atoms. Mesoscale models based on the DDD model could
then be parametrised using these data, in order to add chemical complexity
to the approach. In addition to Ni alloys, a special effort is made by the





The aim of this Chapter is to provide a theoretical background to the thesis,
focussing on typical simulation methods for atomistic system. The range of
topics covered is large, as in this work ideas from both quantum and classical
physics are employed.
In Section 2.2 Quantum Mechanics (QM) based approaches are described,
underlying the typical approximations taken for electronic structure calcula-
tions and focussing on Density Functional Theory (DFT). I will then move
(Sec. 2.3) to Molecular Mechanics (MM) methods based on interatomic po-
tentials, focussing on the Embedded Atoms Model (EAM), widely used for
simulating properties of metallic systems. In the following Sections I will
describe how either QM or MM methods can be used to optimise atomistic
structures (Sec. 2.5) or to simulate their dynamics within various thermo-
dynamical ensembles (Sec. 2.4). The Nudged Elastic Band (NEB) method,
used for calculating energy barriers between local minima of a given struc-
ture, is described in Section 2.6. Finally, in Section 2.7, I briefly examine
the most common non-uniform precision techniques for QM/MM simulation,
focussing on the ‘Learn on the Fly’ (LOTF) method.
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2.2 The Quantum Approach
This section is devoted to explaining the main approaches based on quantum
mechanics. The core problem is the solution of the Schro¨dinger equation
H|ψ〉 = E|ψ〉 (2.1)
for a many-body system, described as an ensemble of atoms (nuclei and






























The lower case indices i, j are summed over electrons, the upper case ones I, J
over the nuclei, n is the total number of electrons, N is the number of nuclei,
{ZI} the charge of the nuclei, {RI} and {ri} the positions of nuclei and
electrons. The first term represents the electronic contribution to the kinetic
energy, while the fourth is the ionic one. Electron-electron and electron-ion
interaction are described by the second and the third terms, while the last one
is the potential energy due to the pure ionic interactions. This many-body
problem has analytical solution only for the simple case of a hydrogen atom
and can be numerically solved only for small systems. In the following pages
I will describe the main approximations that are made to solve electronic
structure problems. These calculations are called ab initio because they do
not require empirical parameters, and are therefore highly transferable.
1In writing down the equation I use atomic units. Lengths are measured in Bohr and
energies in Hartree. The charge of the electron is unitary, and so is its mass. The velocity
of light in vacuum is c = 137
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The Electron Density
The electron density, defined as the measure of the probability of an electron
being present at a specific point in space, represents a crucial quantity for the
ab initio description of an atomistic system. It is a scalar field depending on
spatial variables. By definition, it is a non-negative quantity whose integral
over the whole space returns the total number of electrons in the system. Its
importance in modern day electronic structure is considerable, in light of the
success of DFT over the last twenty years [3].










dr2 · · ·
∫
drn|Ψ(r, s1, r2, s2, · · · , rn, sn)|2 (2.3)
where Ψ({ri}, {si}) is the normalised wave function, {ri} the spatial and {si}
the spin coordinates for each electron. It can be conveniently rewritten as







where δ(r) is the Dirac delta function.
In electronic structure theories such an Hartree-Fock and density func-
tional theory, where the many electron wave function is represented with a





where φi is the atomic orbital and ni its occupation number.
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The Born-Oppenheimer Approximation
The Born-Oppenheimer approximation [86] allows decoupling of nuclear and
electronic degrees of freedom, simplifying the many body problem defined
in Equations (2.1), (2.45). Let us a consider a system with N atoms and n
electrons, and rewrite equation (2.45) in the compact form:
H = Te(r) + Vee(r) + VNe(r,R) + TN(R) + VNN(R) (2.6)
where Te, TN are the kinetic energy terms for electrons and nuclei respectively,
VNe, Vee, VNN the sum of the two body interaction potential operators. The
mixed term VNe prevents the separation of variables in Equation (2.6), which
would allow to recast the wavefunction as the product of the eigenstates of
the electronic and of the ionic problem Ψ(R, r) = ψ(r)χ(R).
The Born-Oppenheimer approximation is introduced at this point, stat-
ing that this separation of variables is physically correct to a certain extent,
as electrons are much lighter than nuclei and can be assumed to immediately
relax to their instantaneous eigenstate as the atomic spacial coordinates {RI}
are updated. The latter are thus taken as a parameter for the mixed inter-
action term, and the electronic problem is written as:
He|ψR〉 = ER|ψR〉 (2.7)
where He = Te(r) + Vee(r) + VNe(r; R) is the electronic Hamiltonian. The
quantity ER is called the Potential Energy Surface (PES). It defines the
potential field, due to the electrons, in which the nuclei are moving, via the
equation
(Hn + ER)|χn〉 = En|χ〉 (2.8)
with Hn = TN(R) + Vee(R). This problem is usually solved using a classical
approximation, using the forces obtained from the procedure defined by the
Hellmann-Feynman theorem, described below.
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The Hellmann-Feynman Theorem
The Hellmann-Feynman Theorem [87] provides a practical algorithm for eval-
uating the forces on atoms starting from the electron density. It proves that
the derivative of the expectation value of a diagonal operator Oˆλ with re-
spect to a parameter λ equals the expectation value of the derivative of the








where Oλ and |ψλ〉 are respectively the eigenvalues and the eigenstates of the
operator. The proof is trivial and follows directly from the orthonormality
of the eigenstates.
In the context of atomistic QM calculations, the operator Oˆλ is the elec-
tronic Hamiltonian of the system (2.7), and the fixed parameters are the
coordinates of the atoms. Once a set of eigenfunctions |ψR〉 is found, the









where XI is the projection along x of the coordinates of the I
th atom. This











|RJ −RI | (2.11)
The first term arises from the electron-ion interaction, while the second term
is a constant depending only on the ionic positions. The evaluation of quan-
tum mechanical forces is therefore easily performed once the electronic den-
sity has been calculated. In the following Section a common method for
calculating this term is presented.
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Density Functional Theory
Density functional theory (DFT) is a technique providing an approximate
solution to many-body electron problems. It states that the properties of
a many-electron system can be determined by expressing the energy of the
system as a functional of the spatially dependent electron density n(r).
DFT is one among the most popular and versatile methods available in
condensed matter computational science, as a good agreement with exper-
imental data can be achieved at a computational cost relatively low when
compared to traditional methods based on the many-electron wavefunction.
Theoretical Background
The Hamiltonian of a system of N electrons subjected to an an external
potential Vext (e.g. due to the interaction with the nuclei) can be written in
the schematic form:
H = T + U + Vext (2.12)
where T is the kinetic part and U the internal (electronic) potential. The first
Hohenberg-Kohn (HK) theorem [88] proves that the ground-state electron
density uniquely determines the external potential. The HK functional
F [n] = T [n] + U [n] (2.13)
is therefore identical for all N -electron systems. According to the second HK
theorem [88], F [n] exists for any number of electrons and for any external
potential Vext(r) =
∑N
i=1 v(r− ri). The energy functional
Ev[n] = F [n] +
∫
dr v(r)n(r) (2.14)
obtains its minimal value at the ground state density, and this value is the
total energy of the system.
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While the HK theorems are very important from a theoretical point of view,
they do not provide any information on how to construct the unknown func-
tional, and some more considerations have to be taken in order to solve the
electronic problem. The Kohn Sham (KS) assumption [89] states that for
each system described by the Hamiltonian (2.45) an effective external poten-
tial vKS exists such that the ground state density of a non-interacting system
of particles is equal to the ground state density of the real interacting electron
system. This is called the Kohn-Sham potential and it allows the electronic





ϕi(r) = iϕi(r), i = 1, · · · , N (2.15)
The single-particle wavefunctions ϕi are called Kohn-Sham orbitals. The
many-body wavefunction for this system is the Slater determinant of the KS
orbitals, and the ground state density assumes the form (2.5).
The energy functional (2.14) for this system is written as
EKS[n] = TS[n] + EH[n] +
∫
dr n(r)v(r) + EXC[n] (2.16)
where TS is the kinetic energy of the non-interacting system, EH the Hartree
potential and EXC the exchange-correlation term defined as
EXC [n] = T [n]− TS[n] + U [n]− UH[n] (2.17)
The minimisation of the functional (2.16) gives the form of the KS potential:




This can then be inserted in the Kohn-Sham Equations (2.15).
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At this point the theory is exact, apart from the analytic form of the
exchange-correlation term which is unknown. Approximations for this term
are required in order to practically solve the electronic problem. The Local
Density Approximation (LDA) was the first method developed for this pur-
pose [90; 91]. It calculates the XC energy per particle of a non-uniform gas
as if it was locally equal to the XC energy of a uniform interacting system:
ELDAXC [n] =
∫
dr homXC [n(r)]n(r) (2.19)
A more accurate approximation for the XC term is the Generalised Gradient
Approximation (GGA). Within this method the XC energy does not depend
on the density only, but also on its gradient (semi-local dependence).
In this work the parametrisation for GGA given by Perdew, Burke and
Ernzerhof (PBE) [92] is used. More sophisticated calculations make use of
meta-GGA or hybrid functionals [93], incorporate part of the exchange from
Hartree–Fock theory with exchange and correlation from other sources. This
hierarchy of approximations has been described by John Perdew as a “Jacob’s
ladder” towards chemical accuracy [94]. The superior accuracy of the higher
“rungs” is complemented by the transparency of the lower ones.
Plane-Wave Basis Set
In solid state physics it is common to model periodic systems. Since the
Hamiltonian has the same periodicity as the lattice, the Bloch theorem [95]
applies and the wavefunction can be written as the product of a periodic
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where k is a vector in the BZ and uik(r) has the same periodicity as the








An infinite number of plane waves is in principle required to reproduce the
exact wavefunction. The size of the basis set used is controlled by the largest
wavevector in the expansion of (2.21). Given that the kinetic energy of an
electron with wavevector k is Ek =
1
2
(k + G)2, truncation is equivalent to
imposing a cut-off on the kinetic energy.
The advantage of expanding the wavefunction in plane waves rather than
using localised orbitals centred on atoms/bonds is that this set is unbiased:
all space is treated in the same way. Furthermore it is complete from a
mathematical viewpoint and there is only one convergence parameter, the
kinetic energy cutoff. The main disadvantage is also related to periodicity:
when systems with open boundary conditions are studied, it may be necessary
to add large regions of vacuum in order to avoid fictitious self-interaction and,
since all the space is treated in the same way, the cost of the calculation is
greatly increased. The usage of real space projector methods speeds up the
calculations in these cases [96].
The Pseudopotential Approximation
The nearly free electron-picture is good for describing valence electrons (in
which we are mainly interested) but not for the electrons close to the atomic
core. Atomic wavefunctions are eigenstates of the Hamiltonian, and therefore
orthogonal by construction. Since core states are localised in proximity to
nucleus, wavefunctions are bound to have rapid oscillations in order to main-
tain orthogonality. An accurate description therefore requires a large kinetic
energy for the valence electrons in the core region, which roughly cancels
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the large potential energy Coulombic interaction. It is thus convenient to
replace the all-electron potential with a smoother, weaker pseudopotential in
the region encircling the nucleus. The resulting pseudo wavefunctions have
no nodes in that region, so that good accuracy can be obtained using a basis
set with fewer plane waves.
Pseudopotentials [97] are normally constructed from all-electron calcu-
lations on isolated atoms. Valence wave functions are modified to remove
oscillations close to the core, and the Schro¨dinger equation is inverted to
find the potential. Pseudopotentials are not unique, and can be defined in
different ways. It used to be common practice to require norm-conservation
for the pseudopotential, i.e. to constrain the charge in the core region to be
the same as for the full-electron calculation. Relaxing this conditions lead
to a class of pseudopotential known as ultra-soft, capable of producing ac-
curate results with even fewer plane waves for the wave function [97]. The
cutoff for the calculation is reduced, but an augmentation part must be in-
cluded within the core region. The closely related more recently developed
Projector-augmented wave (PAW) method [98] reconstructs the all-electron
wave functions from the pseudo wavefunction via a linear transformation
(pseudo operator).
Brillouin Zone Integration
The calculation of many quantities such as total energy and charge den-
sity involves integrals over the first Brillouin zone. In practice, a grid of k
points is employed. If the system is large enough in real space, the centre
zone point Γ may be enough to obtain converged results. This brings also
the extra advantage of speeding up the calculation, as real wavefunctions
can be used. In a more general case, more points are required. The most
common technique, proposed by Monkhorst and Pack in Reference [99], is
a uniformly spaced grid of special points in the irreducible Brillouin zone,
weighted with coefficient wk in order to account for symmetries. This grid
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does not necessarily include Γ. In some cases shifted grids are known to con-
verge faster to accurate results, but including the centre zone point can be
crucial for certain properties. While only few k-points are usually required
for obtaining converged results in insulators and semiconductors, in metals
the situation is different. This is because electronic bands cross the Fermi
level, and therefore there is a sharp discontinuity in reciprocal space between
occupied and unoccupied states. This leads also to charge sloshing within
the self-consistent field (scf) calculation, which results in slow convergence.
This is addressed by smoothing out the discontinuity at Fermi level, so that
the scf can converge faster with respect to the number of k-points. This
technique is called smearing, and several methodologies are available. The
first and more physical one consist of introducing a fictitious electronic tem-
perature, in such a way that the step function describing occupancies as a
function of energy in the integral gets replaced by a Fermi-Dirac distribution.
Other approaches rely on writing the step function as the integral of a delta
function and approximating the latter with a Gaussian. This is referred to as
Gaussian smearing. Techniques from the same family are Methfessel-Paxton
(MP) [100] and Marzari-Vanderbilt [101] smearing techniques. Within the
MP scheme, the Gaussian is multiplied by a series of Hermite polynomials.
This enhances the smoothness of occupancies near the Fermi level and re-
sults in a faster convergence with respect to the sampling mesh. The only
drawback is the introduction of unphysical negative occupancies, usually neg-
ligible for standard simulation settings. This problem is solved within the
Marzari-Vanderbilt approach, by multiplying the Gaussian by a first order
polynomial. This results in a less smooth convergence with respect to the
previous method, and it is generally used in cases for which negative occu-
pancies are not negligible. While smearing helps the convergence of the scf
calculation, it modifies the electronic structure. Large values for the Gaus-
sian broadening must therefore be avoided to make a compromise between
accuracy of the electronic structure and smoothness of the scf convergence.
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Mixing Parameters for Large Metallic Systems
The main goal of DFT is to solve the Kohn-Sham equations (2.15). An
iterative self-consistent approach is used: an initial guess is made for the
charge density of the system and KS orbitals are obtained. A new charge
density is thus defined, and the process is iterated until the difference in
energy between two consequent steps is below a certain threshold. A complete
charge update at every iteration may lead to non-convergent behaviours, and
it usually slows down calculations. A smooth mixing technique is therefore
employed, and the charge density is updated only by a certain percentage.
Iterative solving of the KS equations as implemented in the Vienna Ab Initio
Simulation Package (VASP) aims at the minimisation of the residual vector
R[ρin], defined as the difference between the charge density and its value
at the previous step. Linearisation of the residual vector around ρsc (linear
response theory) leads to
R[ρin] = ρout[ρin]− ρin = J(ρin − ρsc) (2.22)
The charge dielectric function J is defined as
J = 1− χU(q) , U(q) = (4pi)/q2 (2.23)
where q is the modulus of a vector spanning the reciprocal space, U(q) the
Fourier transform of the Coulomb potential and χ the susceptibility. A broad
spectrum of J slows convergence. For insulator and semiconductors its width
is not size dependant, while for metals it is proportional to the square of the
longest dimension of the cell (metallic screening). This causes slow conver-








is used, where AMIX, AMIN, BMIX are parameters supplied by the user.
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A strategy to optimise these parameters is to look at the average of the
eigenvalues of the dielectric function at the end of the calculation; if it is
larger than one, BMIX must be decreased. It is also common practice to
use a linear mixing approach (BMIX = 0). In this case, if we look at the
average of the eigenvalues of a converged calculation, we can improve our
estimate for AMIX by multiplying the present one with the obtained value.
This will not always work for large metallic systems since the average of
the eigenvalues will be larger than one in most of the cases and increasing
AMIX too much will lead to charge sloshing. If the system is magnetic the
problem is even more pronounced: two more parameters AMIX MAG and
BMIX MAG are required. An initial guess for the magnetic moments of
atoms must be provided to break the symmetry. Its value should be larger
than the expected one since initial charge density updates can push it towards
a low magnetisation local minimum for the electronic structure.
Postprocessing DFT Data
Once the Kohn-Sham equations are solved, the total energy of the system
and the charge density (on a real-space grid) are immediate outputs of the
calculation. Other quantities can be evaluated e.g. for comparison with





where n is the eigenvalue relative to the eigenvector |ψn〉. Projection onto a








A suitable complete basis set is inserted, capable of describing some physi-
cal feature of the system. Projection on the real space grid gives the local
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density of states (LDoS) g(, r), which gives information about the spatial
distribution of the DoS. This quantity can be integrated in energy near the
Fermi level in order to predict STM images. Another common complete basis
set are the Hydrogen wavefunctions Φnlm centred at the atomic sites. This
procedure allow a better understanding of the chemical bonding between
atoms. This quantity is called the projected density of states (PDoS). As a
side product of this calculation, atom resolved charges can be defined from
the coefficients 〈ψi|Φnlm〉. This is known as the Lo¨wdin population analy-
sis. A similar method for obtaining atomic resolved charge densities is the
Mulliken analysis [102], based on a projection in real space of the Kohn-
Sham orbitals. It is known to be less accurate then the Lo¨wdin method
because of the overlap between orbitals, and it is sensitive to the basis set
used for the DFT calculation. These methods are wavefunction-based, and
they are not expected to be robust since the Kohn-Sham orbitals are not
the physical wavefunction of the system. The physical product of a DFT
calculation is the electron density, and methods relying on it are much more
accurate. For instance the Bader analysis algorithm defines volumes in real
space by searching for zero flux surfaces in the charge density. The integral
of the charge density within a Bader volume is a good approximation for the
atomic resolved charges, and overlap between atoms is avoided [75].
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2.3 The Classical Approach
Interatomic Potentials
An interatomic potential (IP) is a function of atomic coordinates, used to
model the potential energy of an atomistic system. The dependence on a
number of parameters, fitted to ab initio or experimental data, allows the
reproduction of basic properties of the system such as bond lengths and bond
angles, and the calculations of thermodynamic average properties. They
allow the simulation of large sized systems, typically not accessible to ab
initio methods. The functional form of the potential V (r) is usually the sum
of single atom energetic contributions. Each contribution is the sum of terms
arising from two, three and in general many body interactions with a group
of neighbours. These interactions have a local character, and it is common
practice to define a cutoff radius after which the interactions are truncated.
The two body term is usually a function of the bond length rij ≡ |ri − rj|.





This angular contribution is usually not relevant for metals because metallic
bonding between atoms is not directional.
One of the simplest form for a two-body potential was proposed by










where  is the distance from the minimum and Cn, C2n parameters for the
interaction. A popular version of this potential chooses n = 6, so that the
dispersion term matches the long-range behaviour of van der Waals forces.
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Embedded Atom Method (EAM)
The Embedded Atom Method (EAM) provides a computationally efficient
simulation tool capable of describing general properties of metallic systems,
especially for close-packed structures such as fcc crystals. This model, orig-
inally introduced by Daw and Baskes [4], is based on the addition of an
electronic embedding energy term to the pair interaction contribution. The
embedding term is defined as a function of a linear superposition of spheri-
cally averaged electron density contributions, an ansatz which is satisfied in
a large number of cases and produces results comparable with more sophisti-
cated approaches [104]. Within this approach, the evaluation of energy and
forces is several orders of magnitude faster than comparable first-principles
calculations and the computational cost scales linearly with the number of
atoms (as opposite of the cubic scaling of DFT). EAM calculations are there-
fore able to span length and time scales not accessible to QM methods.










where N is the number of atoms, φ(rij) the pair interaction between two
atoms, i and j, separated by a distance rij. F is the embedding energy






for atomic densities ρ(r) postulated to be a linear combination of exponen-
tial functions of the interatomic distances. The so-obtained electron charge
density is often in agreement with DFT results, as shown in Reference [104]
for a Cu system.
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The interatomic interactions are truncated for distances larger then a
certain cutoff radius rc. Different cutoff radii can be used for the pair inter-
action and electron density. Within the latter radius, EAM is a many-body
potential. No angular contribution to the energy is included, as the metallic
bond is usually not directional.
The modified embedded atoms model (MEAM) [105] takes into account
angular interactions using a three-body term. As this is usually negligible
in bulk metals, a sophisticated implementation (better choice of embedding
function, larger number of fitting parameters) of EAM is usually more robust
than a MEAM potential. Parameters for EAM potentials can be fitted only
for a limited number of concurrently interacting atomic species. While atomic
densities and embedding functions can be fitted separately for each atomic
species, pair interactions contain the cross functions φXY . Parameters for this
term can be fitted in order to reproduce e.g. equilibrium distances between
atoms of different atomic species in a certain phase. A number of extra
parameters can be obtained by applying transformations that would leave
unaltered mono-species contributions, as shown in Equations (2.41). This
is still not enough to guarantee flexibility in fitting parameters, and hence
good transferability for the potential. Binary EAM potentials are known to
be accurate and therefore capable of reproducing experimental results (e.g.
Reference [6]). Recently, ternary EAM potentials have been produced to
model more complex Ni-based alloys [106]. While they add a further layer of
complexity to the EAM scheme, thus allowing the simulation of more realistic
systems, there is still not general consensus on their reliability.
The EAM implementation for Ni-Al systems developed by Y. Mishin (cf.
References [5; 107; 108]) is one of the most reliable EAM model for dislocation
(cf. Section 4.2) modelling at the atomic scale. The potential developed in
Reference [5] is fitted to properties of γ and γ′, and accurately reproduces
the generalised stacking fault energy curve, as shown in Section 3.6, crucial
for describing the core structure Shockley Partial dislocations.
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The other versions of this potential [107; 108] are fitted instead to the lattice
parameter for the B2 NiAl phase, causing underestimation for the lattice
parameter of γ′. This constitutes an example of the transferability issue for
interatomic potentials. The Mishin 2004 potential is used here, following the
choice of several other authors [6; 28; 109].












where z = |r − r0| is the distance between atoms and ψ(x) is a cut-off
function, depending on the cut-off radius rc and on an additional smoothing






0 x ≥ 0 (2.32)
The interactions between atoms are therefore taken to be zero if the dis-
tance between them is greater than a the cut-off radius rc. Equation (2.31)
parametrises ρ(r) with 8 parameters A0, B0, C0, r0, rc, h, y and γ. One of
them can be eliminated by normalising the electron density in the equilibrium


















where z = r/r1 and b1, b2, r1, V0, δ are fitting parameters. The functions
ρ(r), φ(r) and their derivatives up to the second order go to zero smoothly at
the cut-off distance because of the function form of ψ(r). This is important
to avoid discontinuity for the forces calculated using the potential.
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The embedding energy is obtained by inverting the universal equation of
state of an FCC crystal
E(α) = E0
[












In these equations E is the crystal energy per atom relative to a set of isolated
atoms, E0 the cohesive energy (minimum of E), a the lattice parameter, a0
its equilibrium value, Ω0 = a0/4 the equilibrium volume, B the bulk modulus
and β an adjustable parameter. This procedure guarantees an exact fit to to
the equilibrium bulk properties. The cubic term in Equation (2.35) allows
the crystal energy to be varied under strong compressions.
The functions described in this Section depend on the chemical species,
seven functions (3 pair interactions, 2 charge densities and 2 embedding func-
tions) are therefore required to describe a binary system. All the functions
apart from the cross-interaction function φNiAl(r) can be obtained by fitting
the properties of individual elements and only the latter is fitted to properties
of binary alloys. Extra fitting parameters are obtained by applying opera-
tions that keep the total energy of a single element invariant but change the
energy of a binary system. Such transformations include:
ρB(r) 7−→ sBρB(r) (2.36)
FB(ρ¯) 7−→ FB(ρ¯/sB) (2.37)
FA(ρ¯) 7−→ FA(ρ¯) + gAρ¯ (2.38)
FB(ρ¯) 7−→ FB(ρ¯) + gBρ¯ (2.39)
φAA(r) 7−→ φAA(r)− 2gAρA(r) (2.40)
φBB(r) 7−→ φBB(r)− 2gBρB(r) (2.41)
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The transformation coefficients sB, gA gB may be used as extra parameters
when fitting the cross-interaction function. The binary system is overall
described by the total of 36 parameters, including elastic constants, formation
and migration energies of vacancies from experimental data and volume-
energy relations for several structures from DFT calculations.
In Figure 2.1 the pair interactions terms are plotted (a,b), together with
the electron density (c) and the embedding energies (d). The host electron
density, x axis in panel (d), is the sum over the neighbours of the electron
densities of panel (c), as from Equation (2.30). In all the pair interactions
the global minimum corresponds to the distance between nearest neighbours
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Figure 2.1: Pair interaction functions (a,b), electronic density (a) and em-
bedding energy terms (d) as parametrised by Y. Mishin.
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2.4 Molecular Dynamics
Molecular dynamics (MD) is a tool to simulate the time evolution of a set
of atoms using the Newtonian equations of motion. Atoms are modelled
as rigid balls localised in well determined positions, updated accordingly to
the forces calculated with either an IP or a QM method. In the first case,
the force is obtained as the gradient of the functional form of the potential,
in the latter using the Hellmann-Feynman theorem (2.10). For simplicity,
the simpler case of an IP is considered in the following brief review. See
References [110; 111] for a more detailed description of the method.
Equations of Motion
Let us consider an isolated system of N atoms with masses {mj} interacting
through a potential V (r). The total energy of the system is a conserved
quantity, and can be written as the sum of a kinetic and a potential term
using the Hamiltonian:
H = T{p}+ V {r} (2.42)
where r = (r1, r2, · · · , rN) and p = (p1,p2, · · · ,pN) are the positions and







whilst the potential one can have different functional forms, as discussed in
Section 2.3. The time evolution is given by Newton’s 3rd law
Fi = mir¨i (2.44)
where Fi = −∇iV (r) is the force acting on the i-th atom and dots indicate
derivatives with respect to time.
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The simplest algorithm to perform a MD simulation is based on approximat-
ing the derivatives in Equation (2.45) with difference quotients (equivalent
to a first order Taylor expansion). The resulting equations of motion are of
the form: {
r(t+ ∆t) = r(t) + p
m
∆t
p(t+ ∆t) = p(t) + F∆t
(2.46)
This is referred to as the Euler method, and it is rarely used in practical MD
simulations due to its limited accuracy. The truncation error is O(∆t)2, and
the total error may grow with physical time (drift).
A much better molecular dynamics integrator is the Verlet scheme [112].
The equations of motion are obtaining by expanding the quantities r(t+ ∆t)
and r(t − ∆t) as third order Taylor series. By summation of the resulting
expressions, odd terms elide and we are left with the simple equation:
r(t+ ∆t) = 2r(t)− 2r(t−∆t) + F (∆t)2 +O(∆t)2 (2.47)
This is a position only scheme which requires the positions at time t−∆t to
be store in memory. Since the error is fourth order in ∆t, this scheme is very
accurate. It has also time-reversal symmetry, which makes it very stable also
for relatively large time steps. The main disadvantage is that momenta are
not integrated, as this may lead to numerical instability for the total energy
of the system and prevents the definition of volumes in phase space.
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A way of introducing back momenta within the integration scheme is the
leap frog scheme. Half time-step momenta are defined as:




The integrator for the positions assumes the form:




This algorithm is as robust as the original Verlet algorithm. Despite momenta
being present, conservation of total energy can still not be checked because
positions and momenta are defined at different times. This final obstacle is





p(t+ ∆t/2) + p(t−∆t/2)) (2.50)
Within this algorithm, momenta are correct to O(∆t2) and positions to
O(∆t3). This algorithm ensures the conservation of volumes in the phase
space and of total energy during the dynamics for reasonable values of the
time step of the simulation. The final form for the integrator of the equations
of motion is: {









The dependance of the updated momenta on F(t+ ∆t) is not a problem, as
forces are functions of the atomic positions only. The requirement to store
forces at different steps can be avoided by reintroducing the half time-steps
as in Equation (2.48).
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Thermostats
Standard MD making use of the Verlet algorithm preserves the total energy
of the system, thus generating a microcanonical NV E ensemble. It is some-
times better to perform simulations within other ensembles for e.g. a better
match with experimental conditions. It is particularly useful to generate the
canonical ensemble NV T , where the simulation temperature is preserved.
For many simulation setups with several thousands atoms the two ensemble
are equivalent as the system acts as its own thermal bath, but for smaller
structures or, in general, for systems that requires some more control during
the simulation, thermostats are a useful tool for adding/removing heat.
Velocity rescaling is the most straightforward method for controlling tem-









where vI,α is the α component of the velocity of the I
th atom and 〈· · · 〉









where Nf is the number of degrees of freedom.








This technique has two main drawbacks. The discontinuity of velocities can
have major effects on the trajectory. The kinetic energy will remain constant
over time, with no fluctuations.
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The canonical ensemble is therefore not reproduced, as kinetic energy






where Nf is the number of degrees of freedom of the system.
Within the Berendsen approach [113] a time scale for rescaling velocities
is assigned, instead of modifying them at every simulation step. This mimic
the action of a thermal baths weakly coupled to the system. Atomic velocities
have continuous profiles, but the correct canonical fluctuations are still not
captured. Another simple example for a thermostat is the one proposed
by Andersen [114], based on the reassignment of the velocity of a random
atom. This method can be shown to sample the canonical ensemble correctly.
On the other hand, velocity reassignment leads to unreliable calculation of
diffusion coefficients.
Within the Langevin approach [115], atoms are considered effectively im-
mersed in a viscous fluid of smaller particles. This affects the atomic forces
in two ways: a viscous drag Γ proportional to the velocity and a stochastic
noise A(t) term due to collision with the smaller particles. The total force
acting on the atom i is written as:
mir¨i = −∇iU(r)−mΓr˙i + Ai(t) (2.56)
This thermostat can be shown to be canonical and ergodic (the time spent
by the system in a region of the phase space is proportional to its volume,
so that time averages can be substituted with average on the phase space).
Since all particles are coupled to the local bath, this thermostat removes
heat localisation problems present e.g. in the Andersen model. The main
drawbacks are due to random collisions with the small fictitious particles, as
momentum transfer is destroyed.
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The Nose´–Hoover thermostat
A rigorous formulation of a thermostat capable of simulating the canonical
ensemble has been advised by Nose [82]. The approach consists of a modified
Lagrangian method, in which an additional degree of freedom s and its con-
jugated momentum ps are introduced. An effective mass Q is also defined,
with the time evolution for this degree of freedom given by = s˙ = ps/Q. The













where C is a constant and β = (kBT )
−1. The conjugate momenta for this La-
grangian have the form pi = mis
2ri. The microcanonical partition function





drdpdsdps δ(H − E) (2.58)
By substituting p′ = p/s and using basic properties of the delta function,
integration is performed for the (s, ps) variables. The following relation is so
obtained:
Ω(E, V,N) ∝ 1
N !
∫
drdp e−β[K(p)+U(r)] = Z(T, V,N) (2.59)
where K(p) and U(r) are the kinetic and the potential contribution to the
system Hamiltonian respectively, and Z(T, V,N) is the canonical partition
function. The exponential in (2.59) comes from the specific choice of a log-
arithmic dependence on s in the Lagrangian (2.57). This result implies that
a microcanonical simulation for the extended system generates a canonical
ensemble for the original one. The mass Q is a parameter of the simulation
and must be specified. It determines the exchange rate of energy between
the atomistic system and the thermal bath.
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The approach as described above is correct from a formal point of view, but
not convenient to use for practical purposes as the momenta are rescaled by
s, which is not constant. This implies that also the simulation time step is
variable during dynamics. This problem is alleviated in Hoover’s approach
[83], in which the conjugate moment ps is replaced with a friction term ξ,
which can be shown be a constant using the the equipartition theorem. The
modified equations of motion are usually integrated using the velocity Verlet
algorithm. Even though this method rigorously generates the canonical en-
semble, it is known to have problems related to ergodicity. A technique used
to enhance temperature equilibration is based on Nose Hoover chains [116],
in which multiple heat baths (s variables) are employed. Another recently
developed technique is based on the coupling to a stochastic heat bath, in
the Nose´-Hoover-Langevin approach [117].
Barostats
Another important ensemble is the isotherms-isobaric NPT , which is gen-
erated by adding a barostat to the existing thermostat in order to control
both simulation parameters. The conserved quantity is the Gibbs free en-
ergy G = H−TS, where S is the entropy and H the enthalpy of the system.
Simulations making use of a barostat but not a thermostat are within the
NPH ensemble.
The Berendsen model [113] is based on rescaling all the length in the sim-
ulation box (lattice and atomic positions) in order to set a certain pressure.





(P0 − P (t))
]1/3
(2.60)
where P0 is the desired pressure, β the isothermal compressibility of the
system, ∆t the time-step for integrating the equations of motion and τp the
coupling time constant. The instantaneous pressure P (t) is evaluated as the
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i the coordinate i of the atom n and f
(nm)
i the force exerted by atom
n on atom m along the direction i. The Andersen model [114] is instead based
on an extended Hamiltonian for controlling pressure, written as
H = H0 + Ekin + Epot (2.62)
where H0 is the Hamiltonian for the atoms and the kinetic and potential




V˙ 2 , Epot = PV (2.63)
where Q is the mass of the piston. Positions and velocities are rewritten in








s˙ , V¨ =
1
Q
(P (t)− P0) (2.64)
where f are the forces acting on the atoms. A generalisation of this ap-
proach, known as the Parrinello-Rahman barostat, has been proposed in
Reference [118]. The degrees of freedom of the cell have been introduced in
an extended Lagrangian, in a similar fashion to the Nose-Hoover thermostat.
This procedure, coupled with the aforementioned thermostat, generates the
NPT ensemble. Another advantage with respect to the Andersen method is
that the scheme is not limited to cubic cells, and it gives also control over
the off-diagonal component of the stress tensor (shear). Its disadvantages
include large fluctuations for small simulations cell, and the dependence on
the effective mass of the piston, which can influence the dynamics.
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2.5 Geometry Optimisation
An optimised structure is defined as a system for which the positions of
the atoms minimise the potential energy to which the system is subjected.
A typical potential energy surface presents several minima. The one cor-
responding to the lowest goal energy is the global minimum of the system,
the others are called local minima. All these configurations can be degen-
erate. The optimised configuration is usually obtained (assuming a certain
regularity in the potential energy landscape), in an iterative fashion. Many
methods have been developed over time to solve this problem, improving
the accuracy and the convergence of the algorithm. They can be divided in
two categories: direct minimisation and damped molecular dynamics meth-
ods. Within the first method, the total energy function is minimised directly,
within the second the equation of motions are solved so that the system will
reach its minimum energy configuration. It is common to add a damping
term to the forces to accelerate this process. The global minimum is not
always reached by geometry optimisation, as the dependence on the initial
conditions is significant.
Direct Minimisation
The steepest descent method is the simplest geometry optimisation algo-
rithm. The gradient of the potential V (R) is evaluated, and the atomic
positions vector R is updated along its direction:
Rn+1 = Rn − γn∇V (R) (2.65)
where n is the iterative index of the algorithm. The step size γn is in gen-
eral different at every iterations. It can be obtained minimising the function
h(γ) = V (Rn + γnpn) where pn is the descent direction at iteration n. This
procedure is called the line search algorithm, and can be performed by exact
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minimisation of the function h(γ), i.e. by solving h′(γ) = 0 as implemented
within the conjugate gradient method, or loosely, by simply requiring a de-
crease of h(γ). This is called the inexact line search. A robust implementation
of this method is based on the Wolfe conditions [119] for the step length γ:
V (R + γp) ≤ V (R) + c1γp · ∇V (R)
p · ∇V (R + γp) ≥ c2p · ∇V (R)
(2.66)
with 0 < c1 < c2 < 1. The first inequality is also known as the Armijo rule
[120] and ensures a sufficient decrease of the function V (R). The second rule,
known as the curvature condition, ensures that the slope of the curve is also
sufficiently decreased.
The conjugate gradient method is a generalisation of the former algo-
rhithm, in which increments are augmented in such a way that they keep
track of the incremental direction from the previous iterations. The poten-
tial V (R) is expanded as a second order Taylor series around a point R0:
V (R) ≈ V0 + b ·R + 1
2
R · AR (2.67)






Suppose the first iteration produced a displacement u, perpendicular to the
gradient ∇V (R). The correspondent update of the latter is δ(∇V ) = Au.
The next iteration produces a displacement v, orthogonal to the incremented
gradient, and therefore orthogonal to u with respect to the scalar product:
〈u,v〉A = u · Av. (2.69)
The main advantage of this method is rapid convergence, usually not achieved
with the gradient descent algorithm when the potential valley is flat.
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The Newton method is also based on a second order Taylor expansion. An
increment u is consider, such that it minimises the potential energy
0 = ∇uV (R + u) = ∇V (R) +Hu (2.70)
The iteration of the scheme is implemented according to the formula
Rn+1 = Rn − γ[HV (Rn)]−1∇V (xn) (2.71)
where γ satisfies the Wolfe conditions (2.66). Calculation of the inverse of
the Hessian matrix can be computationally expensive for a large number of
degrees of freedom. Schemes using an approximation for it are called quasi-
Newton methods. A popular scheme belonging to this class is the BFGS
method, based on the iterative update:
Hn+1 = Hn − Hnsn ⊗Hnsn
sn ·Hnsn +
yn ⊗ yn
yn · sn (2.72)
where Hn is the approximation for the Hessian matrix at the n
th iteration.
The vectors sk and yk denotes the difference in the variables R and ∇V (R)
at subsequent iterations. H0 is usually set to the identity matrix, so that the
at the first step Equation (2.71) simplifies to a steepest descent scheme.
Damped Molecular Dynamics
Another possibility for optimising atomic structures is to simulate the dy-
namics of the system, including a damping term to make it descent towards
the minimum. The total force on the i-th particle is thus:
Fi = −∇iV − µvi (2.73)
where µ is a constant and vi the velocity of the i-th particle. Various tech-
niques have been proposed to speed up the convergence.
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|Fi| , if vi · Fi > 0
αFi, otherwise
(2.74)
where α is a constant. Velocities are therefore parallel to the forces, and
the equilibration of the system is faster. The Fast Inertia Relaxation Engine
(FIRE) [121] is a more efficient algorithm based on the same idea. Velocities
are modified according to Equation:
vnewi =
{
(1− α)vi + α |vi||Fi|Fi, if vi · Fi > 0
0, otherwise
(2.75)
and an adaptive time step for integrating Newtonian equation is employed:
if the velocity is parallel to the force, the time step is increased to allow
the system to move faster towards the minimum, otherwise the time step is
reduced to search more accurately for the steepest energy slope.
2.6 Transitions State Search
A common problem while dealing with atomistic simulation is to identify
the rearrangement path of group of atoms from one local configuration to
another. The calculation of the energy barriers between these minima may
help explaining experimental data, or provide input to mesoscale method
such as Kinetic Monte Carlo. Intermediate states are unstable by definition,
and a fictitious interaction is usually added to their Hamiltonian to solve a
minimisation problem and find the Minimum Energy Path (MEP). Within
these chain-of-states methods, this term is the elastic interaction between
one atom and its own images in the other system replica. The most popular
technique from this family is the Nudged Elastic Band (NEB) method.
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Within this method the minimisation of an elastic band is carried out
where the perpendicular component of the spring force and the parallel com-
ponent of the true force are projected out. The force on the i-th image is:




i · τi)τi (2.76)
where τi = is the unit vector tangent to the path and
∇V (ri)
∣∣
⊥ ≡ ∇V (ri)−
(∇V (ri) · τi)τi (2.77)
the perpendicular component of the true force. The spring force does not
interfere with structure optimisation in the coordinates perpendicular to the
path, and the relaxed configurations lie on the MEP. The climbing image
method allows for a better estimate of energy barriers. The elastic force is
inverted for the least stable configuration, allowing the image to increase its
total energy, thus reaching the saddle point. In Figure 2.2 the MEP for the

















Figure 2.2: Diffusion barrier for a Ni vacancy in the γ phase.
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Hierarchical Approach
Methods based on Quantum Mechanics are successful in describing the prop-
erties of materials. The typical size of simulated systems has been increasing
over the years due to the improvements in speed and capacity of available
computers, so that it is common nowadays to perform ab initio simulation
for systems of interest for biology, such as large molecules, or for material
science. Some quantities can still not be accessed through first-principle in-
vestigation due to system size and/or timescale of the process being orders
of magnitude beyond what DFT can afford to simulate. Recently , it has be-
come common to produce models that can be calibrated from ab initio data.
One simple example is the EAM potential used in this work, which has been
fitted to a number of parameters from DFT calculations. This procedure
differs from the traditional approaches in which the model parameters are
determined from empirical data, and offers the possibility of systematically
constructing detailed, realistic models of material behaviour at longer scales.
Parameters obtained using these potentials can be used to inform larger scale
techniques, for instance the discrete dislocation dynamics method (DDD), a
mesoscale approach aimed at the simulation of the collective behaviour of a
large ensemble of dislocations [122; 123]. A prominent example of an atom-
istically informed DDD implementation is described in Reference [124]. In
this work, the dislocation dissociation into SPs is accounted for by allowing
splitting of highly connected dislocation nodes and by including the intrinsic
stacking fault energy of a Cu crystal in the evaluation of an effective force
acting on the dislocation, which is added to the traditional stress-derived
force given by the Peach-Ko¨hler formula F = σb. The ISF energy is ob-
tained from structural optimisation of a relevant atomistic structure using
an EAM potential. Other parameters obtained using this potential are the
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drag coefficients Bg, Bc for both glide and climb, used to implement the ki-
netic law of the f = Bv type, where f is the force acting on a dislocation
segment and v the velocity. Another useful parameter, obtained by geome-
try optimisation of the atomistic system, is the dislocation core energy, i.e.
the energetic contribution that can not by described by continuum elastic-
ity. This allows for local corrections to the forces acting on each segment.
The explicit implementation of SPs allow for the definition of cross-slip rules
consistent with fcc geometries, assumed to be either of Friedel-Escaig or of
the Fleischer type [29]. These phenomena occur within the DDD algorithm,
without further parametrisation. The resulting technique is capable of de-
scribing typical dislocation junctions in fcc crystals, such as Lomer-Cottrell
locks.
More generally, the dislocation interaction with obstacles is desirable in
order to model its motion from a mesoscale perspective [125]. This can be
hardly achieved in the case of chemical impurities by means of interatomic
potential, and atomistic data should be calculated using first-principle tech-
niques. In References [70; 71] the dislocation interaction energy with a se-
lection of impurity atoms is calculated in molybdenum and aluminium re-
spectively by means of DFT. The lattice Green function boundary condition
method is used to decrease the size of the system required to converge the
long range dislocation elastic field. This energetic profile is used to fit a
model describing dislocation glide under an applied stress, identifying the
possible pinning points as a function of the density of impurity atoms.
Another notable example of hierarchical multiscale modelling is presented
in References [55; 56], in which the effect of chemical impurities (Re, W, Ta,
Mo) on vacancy diffusion in Ni alloys is investigated. The solute-vacancy
binding energies and the diffusion barrier are calculated using a DFT-based
approach, relying on the climb-image NEB method. The energetics are then
used to parametrise a kinetic Monte Carlo model, capable of evaluating the
diffusion coefficient as a function of the chemistry of the alloy. Since disloca-
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tion climb is mediated by vacancies, measuring these diffusion coefficient can
allow for the definition of dislocation climb velocity, incorporating chemical
complexity not achievable using interatomic potentials.
The Peierls-Nabarro model predicts the equilibrium dislocation structure
by balancing a repulsive elastic stress among infinitesimal dislocations and
an attractive restoring stress [126; 127]. The latter can be parametrised us-
ing the generalised stacking fault energy curve, evaluated using atomistic
simulations. The usage of first principle calculations for this purpose can
add chemical complexity to the model, capturing the role of chemical impu-
rities. Despite its simplifying assumptions, this continuum model is capable
of predicting both hydrogen and oxygen effect on crack tip plasticity in Al,
as shown in Reference [74] by comparison with QM-accurate simulations.
A connection map showing the hierarchal modelling scheme is schema-
tised in Figure 2.3. For a more general review of hierarchical multiscale
methods see Reference [128]. Despite its successes, the hierarchical approach
has some limitations, being constrained to those cases where the high level
parameters are completely specified from the more detailed calculations. This
is certainly not true when the system trajectory involves bond breaking or
formation or other strong chemical interactions (e.g. charge transfer) which
is outside the transferability range of any fixed classical model. In these
cases, QM accuracy is required on the system subregion where these pro-
cesses occur. On the other hand, such a calculation must take into ac-
count the long-range elastic coupling with the rest of the system. Systems in
which the atomistic process are strongly influenced by these interactions are
named ‘strongly coupled multiscale systems’, and the chemical mechanisms
are named ‘chemo-mechanical’ processes. Over the last twenty years there
has been much effort to develop schemes for addressing these kind of prob-
lems, and recently (2013) the Nobel prize has been awarded to M. Karplus,
Michael Levitt and Arieh Warshel for “Development of Multiscale Models
for Complex Chemical System”.
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Figure 2.3: Multiscale hierarchical scheme for dislocation modelling.
In this work, the concurrent bidirectional coupling between Quantum
Mechanics (QM) and Molecular Mechanics (MM) will be addressed. This
QM/MM scheme is aimed at the chemically accurate simulations of dislo-
cation cores in Nickel-based alloys, accounting for chemical complexity and
transferability to MM atomistic modelling. Another advantage is the possi-
bility to validate empirical interatomic potentials against this more accurate
(and therefore more computationally expensive) technology. One major ad-
vantage of this method with respect to other QM-accurate setups for disloca-
tion modelling (e.g. lattice Green function flexible boundary conditions [66]
or the QM-CADD approach [72]) is that temperature effect can be explicitly
modelled. This feature is particularly relevant to Ni superalloys, as they are
typically used for high temperature application (e.g. engine turbine blades).
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Identification of the QM region
The starting point of a QM/MM simulation consist of deciding which atoms
can be treated with the MM method and which ones require the QM aug-
mentation. The QM zone is usually centred at a crystal defect (e.g. a dis-
location or a vacancy). In this work, the extension of this region is checked
by carefully comparing the MM forces with the QM ones during a dynami-
cal simulation, as illustrated in Chapter 5, or by analysing the convergence
of electronic properties (magnetic moment, density of states) to bulk values
while moving further from a defect. The latter method is applied when a
set of MM forces is not available (e.g. in the case of a chemical impurity).
The defect can move from its original site as the dynamics of the systems is
simulated, and the QM region must be consistently updated. Within many
embedding schemes, the QM zone is fixed [73]. This involves the usage of a
large QM region so that the defect of interest will not move outside, mak-
ing these schemes computationally inefficient. Frequently updating the QM
region instead, allows a minimal QM region to be used, which results in a
more efficient calculation. On the other hand, frequent updates of the QM
region (which modifies the number of atoms, and their distribution in space)
can also cause computational inefficiency. Ideally, the charge density from a
converged calculation should be reused as initial guess whenever is possible.
Note that schemes making use of QM region updating do not conserves the
total energy of the system, as the Hamiltonian is time-dependent.
One possible robust implementation of the selection algorithm is based
on hysteresis [73]. The criteria to be fulfilled for an atom to became selected
as QM particle are more strict than the ones to became unselected. This
is usually employed using Euclidean distances, in particular by defining an
internal (radius r−) and an external (radius r+) circle centred on the QM
core. An atom has to be enclosed within the internal circle to became QM-
selected, but it changes back to its former MM status only when the distance
from the QM-core is larger then r+. This scheme is shown in Figure 2.4.
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Figure 2.4: Hysteretic selection of the QM region. The red atoms is entering
the inner circle, changing its state from MM to QM. The blue atoms instead
is moving outside the outer circle and becoming a MM atom.
Force and Energy Mixing
Once the QM and MM regions have been identified calculations are performed
for each system and the results merged in order to integrate the dynamics
of the system. A certain continuity is required between the QM and the
MM methods, so that spurious interaction will not affect the dynamics of
the system. The equilibrium lattice constant of the MM model can easily be
matched to the QM prediction by adjusting the length scale of the potential,
as described in Reference [129]. If this requirement is not met, the QM
region is subjected to a hydrostatic stress field. Since the MM part provides
elastic embedding to the QM region, matching of the elastic constants is
also important in order to capture the correct deformation mechanism of the
system. The matching of phonon frequencies is also important [73], as it
prevents reflection of waves at the QM/MM interface.
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QM/MM Mixing methods fall into two categories: energy and force mix-
ing. Within energy-mixing coupling schemes, the QM region is passivated
but not buffered. Within the ONIOM method [77], one of the first energy-





QM − EclustMM (2.78)
where EsysMM is the energy of the whole system calculated with the classical
potential, and EclustQM , E
clust
MM the energy of the passivated cluster evaluated with
respectively the QM and the MM method. The correctness of this scheme
is based on a delicate cancellation of errors for the passivated surface states
between the two methods. More refined version of this method makes use of
a buffer region in order to improve this delicate matching [130; 131].
The Force-mixing schemes rely on forces calculated on subset of the sys-
tem (clusters). These clusters are usually comprising of the QM region and
of an external ‘buffer’, required for decoupling QM core atoms from spurious
surface states. Its width depends on both the material and the chemical com-
plexity of the QM region. The QM bonding is non-local and the convergence
of the cluster-QM forces to the bulk target values is related to the decay in
real space of the density matrix, which can be shown to be exponential for
insulators and metals at finite temperatures [132]. For covalent materials,
slow convergence with respect to the size of the buffer region is caused by
dangling bonds at the surface. This problem is usually addressed by passi-
vating these bonds using hydrogen atoms. The usage of such an algorithm is
not required for metallic systems, due to screening and to the lack of direc-
tional bonding. However, metallic surfaces have a larger magnetic moment
with respect to bulk. This may cause long range spin rearrangement and
slow down the convergence of quantum forces. In this work the convergence
of QM forces is studied for a number a Ni-based system, including chemical
impurities (Re,W). A comparison is then made with α-Fe, a more challenging
material for QM/MM schemes because of its a large magnetic moment.
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The ‘Learn on the Fly’ Scheme
The ‘learn on the fly’ (LOTF) scheme [7; 133] belongs to the force-mixing
methods category. It is based on the fitting of a new energy function for the
system, capable of reproducing the QM and MM forces previously calculated.
The dynamics is propagated using this unique ‘corrected’ Hamiltonian, thus
conserving momentum, in contrast to the merged QM and MM forces. If the
deviation between the QM and MM method is not large, the energy func-
tional does not need to be refitted at every time step of the MD simulations,
and expensive QM calculation can be avoided by making use of a predic-
tor/corrector scheme [73]. As for standard force-mixing QM/MM methods,
the total energy of the system is not conserved, due to the fact that the
Hamiltonian is time-dependent because of the refitting procedure.
When this scheme was first introduced [133], the interatomic potential
itself was refitted. It has later been recognised that, as IPs can have a rather
complicated functional form, it is less costly to add a correction term to the





where the indices i, j are summed over a region comprising of the QM zone
and of a neighbouring section of the MM one. The parameters αij are fitted
in such a way that
∂Vc
∂xi
−→ FQMi − FMMi (2.80)
It can be demonstrated [73] that the potential Vc can be taken to be lin-
ear without significant accuracy lost. As in the case of others force-mixing
schemes, a buffer region is required for the QM calculation, thick enough to
decouple the QM atoms from spurious surface effects. Note that the forces
calculated on this buffer region are not physical and are therefore discarded.
This scheme is summarised in Figure 2.5.
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Figure 2.5: Schematic description of the LOTF scheme.
The following steps summarise the LOTF method.
1. Initialisation The active fit region is defined and the potential (2.79)
is initialised by computing QM and MM forces.
2. Extrapolation The new Hamiltonian is used with fixed parameters to
propagate the dynamics for Ninterp steps.
3. Optimisation The QM selection is updated, the forces computed and
the adjustable potential re-optimised.
4. Interpolation The system is returned to its before-extrapolation state
and the dynamics re-integrated, interpolating the parameters between
the old and new values. Return to 2
The advantage of using this predictor/corrector scheme is clear from Fig-
ure 2.6, in which the forces acting on the QM atoms at a dislocation core
in γ are compared to the ones obtained from a much slower simulation, in
which the QM forces are computed at every timestep of the MD simulation
(2 fs). The force error with respect to the latter dataset increases linearly
at the ‘predictor’ stage, in which the potential term Vc is a constant. At the
‘corrector’ stage, corresponding to the actual LOTF QM/MM simulation,
the error is much lower, and its maximum is encountered at the timestep
corresponding to half of the period between QM calculations. Two datasets
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are compared, corresponding to two different lengths of this period (10 and
20 fs). The force errors calculated at the ‘predictor’ stage (left panels) are to
be disregarded, as they do not pertain to the actual QM/MM simulations.
The ideal period between QM calculations has to be chosen in such a way
that the errors obtained at the ‘corrector’ stage are comparable or smaller to
the force error due to the finite cluster approximation (cf. Section 5.3), which
corresponds to the overall accuracy of the QM/MM simulation. In this work,
this threshold is set to 0.1 eV/A˚, good compromise between accuracy and
computational cost of the QM calculations. Further testing revealed that the
maximum period that would correspond to maximum ‘corrector’ force errors
below this value is 14 ps (7 timesteps). This is consistent with the period of
10 fs obtained for a Si system [73].
Figure 2.6: Predictor-corrector force error for atoms at a screw dislocation
in γ-Ni. Datasets for 5 and 10 interpolation steps.
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2.8 Summary
In this Chapter the main methods for describing atomistic systems have been
introduced. Electronic structure based methods are accurate and transfer-
able, but computationally expensive. Interatomic potentials offer a tool for
describing large systems for longer simulation times, and can be optimised
through a set of fitting parameter so that they reproduce either experimental
or ab initio data. Transferability to phases different from the one they have
been fitted for is not granted, and only a certain number of different atomic
species can be simulated. Concurrently the most common techniques used
for simulating the dynamics of atomistic system have also been described.
Geometry optimisation was introduced as a tool for looking for local minima
in the potential energy, and the NEB method as a way for measuring the bar-
riers between them. Finally, methods for combining QM and MM approaches
were described, focussing on the ‘Learn on the Fly’ (LOTF) scheme, used in
this work.
CHAPTER 3
Properties of Nickel Alloys
3.1 Introduction
A selection of calculations for structural and electronic properties of Ni alloys
is presented in this Chapter, performed with the aim of providing a general
understanding of key properties of this class of materials by means of first-
principle methods. The second main objective of the Chapter is to verify
the capability of the interatomic potential developed by Y. Mishin [5] in
reproducing ab initio results for systems of increasing complexity.
As a starting point, structural and elastic properties are evaluated for
elementary cells of γ and γ′ (Sec. 3.2), and the energetic cost for creating a
coherent interface is discussed. In Section 3.3 the effects of temperature in
bulk systems are studied: the thermal expansion coefficient is evaluated by
means of MD simulations in the in the NPH ensemble, and the accuracy of
EAM forces tested against DFT reference data. The energetics of vacancies
and Al impurities in the γ phase is studied in Section 3.4, and a disagreement
between EAM and DFT is found in the second case. An ab initio study of Re
and W impurities in γ and in γ′ is then reported, showing a good agreement
with experimental and theoretical evidence.
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Dislocations in fcc materials dissociate into Shockley partials, separated
by a stacking fault, characterised by atoms presenting hexagonal close packed
(hcp) symmetry. With the aim of investigating the transferability of the EAM
to relevant structures, the elastic properties of this phase, not included in the
fitting set of the potential, are investigated in Section 3.5. A discrepancy with
respect to ab initio data is observed, arising from the functional form of the
pair-interaction potential term. An analysis of the generalised stacking fault
(GSF) energy curve is offered in Section 3.6. A detailed study is presented
for both the γ and the γ′ phase, and the effect of chemical impurities and
their distribution in the matrix is discussed. This is particularly important
as it provides insight on the energetics for slip deformation in the γ phase.
Electronic structure DFT calculations are performed adopting a basis
set of plane waves, as implemented within the VASP package [10]. The
PBE/GGA approximation is adopted for the exchange and correlation en-
ergy [92], and BZ sampling is carried out using MP grids [99], using different
meshes for systems of different size. Convergence of the total energy if the
system within the threshold of 5 meV is achieved for elementary 4-atom cubic
cells using a 13×13×13 grid centred on the Γ point. A 300 eV cutoff for the
kinetic energy is used whenever cell optimisation is not required. Its value
is otherwise increased to 400 eV in order to reduce the contribution of the
Pulay term [134] to the diagonal components of the stress tensor. The PAW
approach [135] is used for smoothing rapidly oscillating wavefunctions per-
taining to core electrons. Gaussian electronic smearing based on the method
proposed by Methfessel and Paxton [100] is used to improve the convergence
of the self-consistent calculations. A broadening of 0.1 eV is deemed suffi-
cient to significantly reduce charge sloshing at the Fermi level, and it is small
enough not to affect the electronic structure for the considered systems. The
residual minimisation method [11] is used for electronic relaxation, and the
projection operators are evaluated in real-space in order to accelerate the
calculations for large systems.
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3.2 Bulk Properties
In this Section the bulk properties of pure phases of the alloy are investigated.
The resulting data for γ and γ′ show an excellent agreement between the QM
and MM methods. This is an expected result, as these data are included in
the fitting set for the classical potential. The coherent interphase boundary
is then studied, finding again good agreement between the two methods.
Finally, basic electronic properties are evaluated using the QM model.
Structural Properties of γ and γ′ Crystals
The structural properties for γ and γ′ crystals are evaluated using 4-atom
elementary cells, with a simple cubic Bravais lattice. This corresponds to
an fcc structure if all the atoms have the same chemical species, and to L12
if one of the them is different. The equilibrium volumes are determined by
performing a set of 11 calculations for each phase (±5% from the experimen-
tal values for the lattice parameters). The total energy is evaluated, and the
results are fitted to the Murnaghan equation of state [136]















where B is the bulk modulus, B′ its derivative with respect to pressure, V0
the equilibrium volume and E0 the cohesive energy of the bulk structure.
The latter is evaluated as the energy difference between the bulk system and
an isolated atom, modelled using a cubic simulation box. The DFT atomic
ground state is obtained by fixing the magnetic moment to the expected
value by constraining the occupancy of the electronic bands. The atom is
separated from its periodic replicas by 15 A˚ of vacuum, and the BZ is sampled
using only its central point Γ. Results are reported in Table 3.1, together
with known experimental values [95; 137], included in the fitting set of the
IP. Good agreement is found between QM and MM data.
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The formation energies evaluated using DFT are overestimated by about
0.3 eV/A˚, consistently with reported values for this calculation [138].
γ γ′
(a) DFT EAM EXP DFT EAM EXP
a (A˚) 3.52 3.52 3.52 3.57 3.57 3.57
Ec (eV) 4.73 4.44 4.44 4.88 4.63 4.62
B (GPa) 192 181 181 178 176 176
B′ 4.7 4.4 - 4.7 5.7 -
(a) DFT EAM EXP DFT EAM EXP
C11 (GPa) 268 237 241 236 236 230
C12 (GPa) 161 151 151 147 154 149
C44 (GPa) 127 125 127 126 127 132
Table 3.1: Comparison between DFT, EAM and experimental data for the
bulk properties of γ and γ′: (a) equilibrium parameters obtained from a
Murnaghan fit to the E(V ) curve and (b) elastic constants from a linear fit
of the stress/strain curve.
Elastic constants Cij relate the applied strain i to the resulting stress
σi = Cijj. There are only three independent constants for cubic systems,
and the stress/strain equations assume the simple form:
σxx = C11xx + 2C12xy ; σyz = C44yz (3.2)
The stress tensor is calculated as the derivative of the total energy with re-
spect to strain, normalised to the volume of the cell, and the elastic constants
are obtained by a linear fitting of the stress/strain curve. Five configurations
are used, with strain values of ±2%,±1%, 0. The strain components xx
and zy are applied simultaneously to the unitary cell, as they contribute to
independent components of the stress tensor. The kinetic cutoff energy for
DFT calculations is increased to 400 eV, as accurate diagonal elements of the
virial are required. The results are presented in Table 3.1, and show good
agreement between QM and MM methods. This is an expected result, as the
potential is fitted to the experimental data summarised in Table 3.1.
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Coherent Interphase Boundary
The interfacial energy in Nickel superalloys can be minimised by allowing the
crystallographic planes of the cubic matrix and precipitate to remain continu-
ous. As the volume of the precipitate increases, the morphology changes from
spherical to cuboidal structures [2]. The local environment at the interface





where aX is the lattice parameter for the X phase. It can have positive or
negative sign, depending on the composition and on the operating temper-
ature of the alloy. In either case, a network of misfit (edge) dislocations is
formed at the γ/γ′ interface, so that the interfacial strain is minimised [1].
In this Section, the interface is modelled in the region far from the dislo-
cation cores, where the interphase boundary is coherent. This allows the
usage of small model structures (less than 100 atoms) so that calculations
can be accomplished using ab initio methods. The comparison with EAM
data constitutes a further test of the reliability of the latter.
A periodic model system is built by creating supercells for γ and γ′ of
N atoms each using the same lattice parameter, and putting them side by
side in order to simulate a coherent interface. The interfacial energy per unit
area α is defined for this periodic structure as
α =
Etot − Eγ − Eγ′
2A
(3.4)
where Etot is the total energy of the system (2N atoms), Eγ and Eγ′ the
energies for bulk references (N atoms each) and A the area of the interface.
The factor of two accounts for the fact that two interfaces are created because
of the periodic boundary conditions. Both atomic positions and simulation
boxes are then optimised using the conjugate gradient algorithm with an
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energy threshold of 10−3 eV. The relaxed structure has a lattice parameter
which is an average, weighted by the elastic constants for the two phases,
between the single-phase equilibrium values. This leads to tensile strain in
γ and compressive strain in γ′. The corresponding contribution to the total
energy of the system is proportional to the size of the cell [139]. In order to
decouple the local energetic contribution from the elastic one, several sim-
ulations for system of different length along the normal to the interphase
boundary (IPB) are performed. The energy cost for creating an interface is
evaluated via Equation (3.4), and a linear fit is used for extrapolating the
value to N = 0, where the elastic contribution vanishes. This approach gives
accurate results in the case of simple (100) interfaces. Whenever larger sys-
tems are required, linear fitting of DFT data is no longer accurate and other
approaches are used. In Reference [27], interfacial energies are calculated
using strained bulk references, as the simulation box is optimised only along
the normal to the IPB.
Practical calculations are performed using 1 × 1 × 2n supercells of the
primitive cubic crystal, for n = 1, 2, 4, 8. Results for n = 1 are discarded
as the two IPB are too close, and their interaction energy will give rise to a
spurious energy term. The Brillouin zone is sampled using a 16 × 16 × 16
2n
for QM calculations. The obtained results of 46 and 42 mj/m2 for QM and
MM calculations respectively show a good agreement between the simulation
techniques, despite a discrepancy in describing the elastic energy term due
to different values for C11, as reported in Table 3.1. The agreement with
respect to the values reported in literature [27] is good. It should be noted
that the EAM potential fails to describe the energy ordering of interfaces [5].
This discrepancy with respect to DFT and experimental data does not affect
this work, as only (100) interphase boundaries are considered.
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Electronic Properties of γ and γ′ Crystals
Electronic properties for the bulk models of the γ and the γ′ phases are
investigated by means of DFT, restarting from converged charge densities
and switching the partial occupation scheme to the tetrahedron method with
Blo¨chl corrections, known to produce accurate DoS [98]. The values for
magnetic moments of Ni atoms, calculated using the Bader charge analysis,
are reported in Table 3.2. Aluminium is not magnetic in either phase.
γ γ′
m (µB) 0.63 0.25
Table 3.2: Magnetic moments for Ni atoms in the γ and in the γ′ phase.
The projected density of states for Ni (d states) and Al (p states) are
reported in Figure 3.1, shifted so that the Fermi level is at 0. In panel (a)
state depopulation is observed at 0 eV (spin down) and at -0.5 eV (spin up).
This causes the magnetisation difference between the phases. The interac-
tion between Ni and Al is negligible in the range -1.5–0 eV. The electronic
structure of Al presents major differences between the phases below -1.5 eV.
As can be observed in Figure 3.1(b), the flat DoS typical of fcc Al is replaced
by localised peaks. Hybridisation between dz2 states of Ni and pz states in




































Figure 3.1: Projected density of states for bulk γ and γ′ structures for (a)
Ni atoms and (b) Al atoms.
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3.3 Temperature Effects
In the previous Section the capability of the EAM potential in reproducing
experimental and ab initio data is analysed for structural zero-temperature
properties for bulk models of the γ and γ′ phases. Before moving to more
complex systems including crystallographic defects, the accuracy of the EAM
potential in reproducing ionic temperature effects in bulk system is studied
in this Section. As a first step, the thermal expansion coefficient is evalu-
ated. Large supercells are required to suppress the fluctuations typical of
MD simulations in an isobaric ensemble, and only EAM calculations are per-
formed. Results show an underestimation of thermal expansion with respect
to experimental data. The accuracy of the forces predicted by EAM during
a MD simulation in the canonical ensemble is then tested versus DFT data.
Thermal Expansion
Thermal expansion produces effects that cannot be neglected for realistic
atomistic simulations of the alloy at operating conditions. It is well estab-
lished that the sign of the lattice mismatch (3.3) between γ and γ′ depends
on temperature. The linear thermal expansion coefficient is larger for the fcc
matrix than for the precipitate phase, and therefore the lattice misfit become
negative for high operating temperatures. The presence of impurities such
as rhenium, that segregate only in the γ phase, increases the low tempera-
ture lattice parameter for the γ phase and decreases its thermal expansion
coefficient. This can form alloys that exhibit a negative lattice misfit at low
temperatures (e.g. EMSX-4). It has been shown that also for these alloys
thermal expansion effects would decrease the lattice misfit [140].
In this Section the linear expansion coefficient for pure phases of the al-
loy is evaluated by means of MD simulations within the isoenthalpic-isobaric
NPH ensemble. The linear expansion coefficient is evaluated by direct com-
parison between interatomic distances for thermalised structures.
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where ` is a generic interatomic distance and `0 its value for T = T0. In
this study, we have selected T0 = 0 and limited ourselves to measuring the
variation of distances between nearest neighbours (n.n.) atoms. The MD sim-
ulations make use of the combination of Nose´-Hoover [82; 83] and Parrinello-
Rahman [118] dynamics proposed by Melchionna [141; 142]. Model systems
are 8× 8× 8 supercells of the bulk systems used in Section 3.2, so that cor-
relation effects, known to produce major fluctuations of bulk properties at
high temperature, are minimised. The initial velocities are set accordingly to
a Maxwell-Boltzmann distribution associated with an initial value of twice
the target simulation temperature. This would guarantee the system to ther-
malise to the correct kinetic energy, due to the equipartition theorem. The
equations of motion are integrated every 2 fs, and the characteristic barostat
timescale is set to 75 ps. The system is thermalised for 5 ps before data col-
lection. Production calculations involve 50 ps of dynamics for each system.
The distance between neighbouring atoms is measured every 0.5 ps in order
to minimise the correlation between snapshots.
The calculated values for the thermal strain are shown in Figure 3.2.
Similar results are obtained for the two phases, and the strain/temperature
relation deviates from the linear regime for temperatures higher than 400 K.
There is good agreement with Reference [5], in which atomic motion is simu-
lated via a Monte Carlo technique, and only small discrepancies arise at high
temperature, probably due to the different size of the simulation cells. Rea-
sonable agreement with experimental results is found. The EAM potential
underestimates the expansion, as thermal effects are introduced only within
the the local harmonic approximation during the fitting process. The ther-
mal strain (3.5) can be written as ε(T ) = αT , where α is the coefficient of
linear expansion, calculated from a linear fit of the data. The obtained values
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are 5.9±0.2×10−6K−1 for the γ phase and 5.6±0.1×10−6K−1 for γ′. These
numbers are smaller than the experimental values of about 13.1 for γ and
12.3 × 10−6K−1 for γ′ [143; 144] and with respect to the values of 13.1 and
12.3 10−6K−1 reported as the result of ab initio simulation [145] under the
quasi-harmonic approximation. Another flavour of EAM underestimate the

































Figure 3.2: Thermal expansion curve for γ and γ′ calculated from MD sim-
ulations within the NPH ensemble.
Temperature Dependent MM Force Error
In the previous section a disagreement between DFT and EAM in describing
thermal expansion of the system is found. This property is obtained through
averages over long MD simulation, and does not contain information about
the local accuracy of the IP. The aim of this Section is to test the ability
of the MM potential to reproduce the QM forces for systems thermalised at
different simulation temperatures. This is needed to correctly predict ther-
modynamic observables [148], and can also improve the multiscale embedding
by reducing force fluctuations on the atoms at the boundary between the QM
and the MM regions (this is also addressed by using a hysteretic QM selec-
tion scheme, depicted in Figure 2.4 ). Bulk structures are modelled, using
3× 3× 3 108-atom supercell for both phases. Classical MD simulations are
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carried out in the NV T ensemble, using volumes consistent with thermal
expansion (as predicted by the EAM potential). The model systems are ini-
tially equilibrated for 5 ps, using a 2 fs time step. This is followed by a 10 ps
production stage during which configuration snapshots are collected at 1 ps
intervals. The DFT forces are calculated on these structures and compared
with the IP results. This analysis is repeated for four different temperature
values (300K, 600 K, 900 K, 1200 K) for both γ and γ′. The average errors
are reported in Table 3.3.
T(K) 300 600 900 1200
∆Fγ (eV/A˚) 0.07± 0.02 0.10± 0.02 0.12± 0.03 0.13± 0.04
∆Fγ′ (eV/A˚) 0.10± 0.02 0.14± 0.04 0.16± 0.04 0.18± 0.05
Table 3.3: Average force error of the EAM potential computed as deviation
from the reference DFT calculations.
The corresponding distribution plots of the deviation between the forces
produced by QM and MM methods are displayed in Figure 3.3. These results
suggest that for perfect bulk systems the IP is remarkably accurate, with
more than 70% of the absolute errors contained below the 0.1 eV/A˚ threshold
for room temperature simulations in the γ phase. This average error however
increases for higher temperatures, and approximately doubles by T=1200 K
(Figure 3.3 and Table 3.3).
The distribution plot of the relative error is displayed in Figure 3.3. Only
small differences can be appreciated between the plotted curves at differ-
ent temperatures. This indicates that the force deviation is approximately
proportional to the magnitude of the forces. The EAM potential is there-
fore sufficiently accurate for simulating the dynamics of bulk systems even
at relatively high temperatures. The test is not performed for temperatures
above the melting point, as the goal of the project is the simulation of the
alloy subjected to typical operating settings of turbine blades. Qualitatively
similar results are obtained for the γ′ phase, for which the IP proves to be
less accurate. Only about 40% of the forces are accurate within 25% of the
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reference ab initio values. This is probably due to the greater chemical com-
plexity of the material, and it is consistent with the observation that the
task of fitting accurate interatomic potentials for systems including several
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Figure 3.3: Distribution functions of the deviation of forces calculated using
the EAM potential with respect to DFT references. Absolute deviations in
panels (a,b) and percentage in panels (c,d) for MD simulations at different
temperatures for (a,c) the γ and (b,d) the γ′ phase.
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3.4 Point Defects
In this Section the energetics of point defects are analysed using ab initio
calculations and, whenever applicable, the EAM potential. Accuracy is par-
ticularly needed for vacancies in the γ phase, as they are a crucial ingredient
for dislocation climb. Isolated impurity atoms are investigated, and the sub-
stitutional formation energy evaluated for the two phases of the alloy. This
is useful for determining the partitioning of the chemical additives.
Vacancies
Vacancies are usually created at interphase boundaries. Their concentration
depends exponentially on the formation energy Ef , which can be estimated
from atomistic calculations as the difference between the energy of a bulk
with a vacant site and the energy of a perfect crystal, renormalised to the
correct number of atoms. Its experimental value, along with the migration
energy barrier of a vacancy Em, is included in the fitting set of the IP. It is
important to check the consistency of these data with predictions from DFT
calculations. Converged results are obtained using a 3 × 3 × 3 supercell of
the γ phase. One atom is removed to model a vacancy, and the structure is
optimised within a 1 meV energy tolerance using a conjugate gradient algo-
rithm and 4× 4× 4 MP grid for QM calculations. The migration barrier is
calculated using the NEB method, optimising 3 intermediate images by the
RMM-DIIS and the FIRE algorithm for QM and MM calculations respec-
tively. Results are reported in Table 3.4, and show good agreement between
EAM and DFT, as the IP overestimates the reference values by 10%.
DFT EAM
Evf (eV) 1.45 1.57
Evm(eV) 1.08 1.19
Table 3.4: Formation and migration energy for a vacancy in the γ phase.
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Chemical Impurities
Chemical impurities are known to improve the properties of Nickel alloys, and
constitute a significant part of commercial materials. I focus here on elements
that are commonly found in Ni-based alloys such as rhenium and tungsten.
Aluminium atoms are also included in this study, as they are usually found
in the region of the γ phase neighbouring γ′. The EAM potential does not
have parameters for chemical species other than Ni and Al, so that most of
the analysis presented in this Section is from ab initio calculations only.
As a starting point, let us characterise the bulk structures of Al, Re and W
in order to verify the agreement between DFT calculations and experimental
data. The most stable crystals for Re and W are hcp and bcc respectively.
Aluminium atoms form a fcc phase. Spin-polarised DFT calculations show
that these structures are not magnetic. The equilibrium lattice parameters
are reported in Table 3.5, together with the cohesive energies, and compared
to experimental data reported in Reference [95].
Re W Al
DFT EXP DFT EXP DFT EAM EXP
a (A˚) 2.77 2.76 3.17 3.16 4.04 4.05 4.05
Ec (eV) 7.72 8.03 8.99 8.03 3.56 3.39 3.39
Table 3.5: Equilibrium lattice parameters and cohesive energies for rhenium,
tungsten and Aluminium. Comparison between DFT and experimental data.
The agreement between DFT and experiments is satisfactory. The lattice
parameters are slightly overestimated, typical issue of GGA potentials, and
the cohesive energies are within 5% experimental results. Data for Al are
reported in Table 3.5, together with the results from the classical potential.
The agreement between the IP and experimental data is also satisfactory.
Production calculations consist of 3× 3× 3 supercells for either the γ or the
γ′ phase. An impurity atom substitutes a Ni (or Al) site, and the atomic
positions are optimised with an energy threshold of 1 meV.
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The substitutional formation energy of atom X is defined as
sub(X) = Etot + µ0 − Eref − µ(X) (3.6)
where Etot is the total energy of the system including the impurity atom,
Eref its value prior to substitution and µ0 and µ(X) the chemical potentials,
chosen to be equal to the per-atom energy of a crystal in its most favourable
configuration. With this convention sub(X) is the sum of two terms. The
first one is the difference between the cohesive energy of the impurity atom in
the γ (γ′) matrix and its value in the ground state geometry, and the second
is the cohesive energy change for atoms of the hosting matrix. Other choices
for the chemical potentials are possible. For example in Reference [150] they
are evaluated as the per-atom energies of fcc crystals.
The substitutional formation energy for an Al atom is the γ matrix is
evaluated by means of both DFT and EAM calculations. A disagreement is
found between the two methods, as reported in Table 3.6, due to the fact
that the largest contribution to the local energy of the Al atom arises from
the interaction with the n.n. Ni atoms. This interaction is fitted to repro-
duce the energetics of the γ′ phase, causing overbinding for the Al impurity
atom. This have only a minor impact on zero temperature properties, such
as the generalised stacking fault energy curve presented in Section 3.6 (see
e.g. Figure 3.13), but introduces inaccurate forces during a MD simulations,
as pointed out in Section 5.3.
DFT EAM
sub(Al) -1.54 -1.73
Table 3.6: Substitutional formation energy for an Al atom in the γ matrix.
Comparison between DFT and EAM data.
Heavy atoms such as rhenium and tungsten are known to segregate in the
γ phase [41], as clear from their substitutional formation energies reported in
Table 3.7, predicted to be small in the γ phase and much larger in γ′. In the
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latter, the Al sub-lattice is more favourable with respect to the Ni one. This is
in line with ab initio findings from literature: e.g. in Reference [150], where
calculations are performed using a LDA approximation, the substitutional
formation energies are larger by about 0.5 eV. The partition of rhenium to
the γ phase in also verified in Reference [151] by DFT calculations on a
coherent 144-atom model of the γ/γ′ interface. The formation energies here
evaluated for the tungsten impurity are lower with respect to the rhenium
atom, making this atomic specie more likely to be found in the γ′ phase, as
experimentally verified in Reference [152]. Tungsten has consequently a least
evident impact on the plasticity in the γ channels with respect to rhenium.
γ (Ni) γ′ (Al) γ′ (Ni)
sub(Re) 0.36 1.04 1.23
sub(W) -0.03 0.67 1.11
Table 3.7: Substitutional formation energy for Re and W chemical impurities
in the γ and in the γ′ phase.
3.5 Elastic Properties of Nickel hcp
Dislocations in fcc crystals are dissociated into Shockley partials separated by
region in which the stacking of atomic planes corresponds to a hcp structure.
The classical EAM potential developed in Reference [5] is fitted to the energy
difference between the fcc and the hcp phase, but not on the elastic constants
of the latter. Most of the fault energy curves calculated with this potential
are accurate, as demonstrated in Section 3.6 by a comparison with DFT data,
but this is not enough to guarantee the correct description of the extended
dislocation core region whenever the system is far from equilibrium, as in
the case for high temperature MD simulations. In this Section, this issue is
addressed by analysing the response of the hcp phase under compression and
extension and by comparing it to ab initio data.
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The system is chosen in such way that the x, y and z directions are par-
allel to the [11¯0], [112¯] and [111] crystal directions respectively. With this
choice of axes, elementary cells for fcc and hcp contain 6 and 4 atoms respec-
tively. These structures are periodically reproduced along z, to create two
stoichiometric 12-atoms systems. The simulation cells are then compressed
and extended (up to ±10%, with 1% increments) and the energy difference
with respect to the equilibrium structure is evaluated. Results are presented
in Figure 3.4 (a,b). The elastic response of the γ phase is accurately repro-
duced by the IP, as already indicated in Table 3.1. For the hcp phase instead
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Figure 3.4: Comparison between EAM and DFT data for the elastic response
under compression/expansion along the [111] direction for fcc (a) and hcp-Ni
(b). Contribution to the total EAM energy from pair interaction (c) and
from charge density embedding (d) for fcc and hcp Nickel.
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This issue can be investigated by decomposing the total EAM energy of
the two systems into contributions, form the pair density and the charge den-
sity embedding terms (see Section 2.3 for the definitions of these quantities).
Results are presented in Figure 3.4 (c,d). The energetic contribution arising
from the charge density embedding function is the same for both phases.
This is due to the exponential form for the charge density, which results in
small energetic contributions from next nearest neighbours (n.n.n.) atoms.
On the other hand, the pair interaction energy is significantly different for
the two structures. The underestimation of the elastic moduli is uniquely
due to the this potential term.
Figure 3.5: Pair interaction energy term for fcc and hcp structures with 5 %
tensile strain along the [111] direction. Energy differences with respect to
the perfect bulk are indicated for both structures.
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This is further investigated by plotting the functional form of the pair
interaction (2.33) and by superimposing the distances between neighbouring
shells for both structures. The cases of tension and compression are displayed
in Figure 3.5 and 3.6 respectively. A strain of 5% is applied, since at this
value the deviation of EAM with respect to DFT is already appreciable.
Distance/energy data points for equilibrium configurations are indicated with
circles. An arrow clarifies the sign of the strain, and data points for deformed
configurations are indicated with squares. Filled blue points indicate common
shells for fcc and hcp crystals. Filled red ones are used for shells present only
in hcp crystals, and empty blue ones are for fcc-only sites.
Figure 3.6: Pair interaction energy term for fcc and hcp structures with 5 %
compressive strain along the [111] direction. Energy differences with respect
to the perfect bulk are indicated for both structures.
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From these images it is easy to understand the reason for the underesti-
mation of the elastic response for the hcp structure. As can be seen in Figure
3.5, the hcp structure is missing the 6-atom shell that is giving the major
contribution to the energy loss due to tension (6×6.9 eV). Only two atoms in
the hcp structure have a similar behaviour, and the other four, being further
away because of the different stacking, have only minor effects. A similar
effect is observed for the compression regime. The absence of the 6-atom fcc
shell, which in this case would contribute to the energy gain (6× 6.9 eV), is
compensated by the presence of a 12-atom shell, gaining 12 × 3.4 eV. The
definite energy gain of hcp with respect to fcc is given by the 2-atom shell.
I have thus shown a practical example of non-tranferibility of an inter-
atomic potential: the pair interaction energy term is suitable only for de-
scribing atoms pertaining to shells for the structure the potential is fitted
to. This mismatch can be the cause of inaccurate dynamical simulation for
extended dislocation cores, which can be corrected by the usage of QM/MM
simulation as discussed in Section 5.6.
3.6 Generalised Stacking Fault Energy Curve 95
3.6 Generalised Stacking Fault Energy Curve
Consider a general (lmn) plane in a crystal. Let us cut the crystal above it,
and shift the upper part by a translation vector t orthogonal to the [lmn]
direction. A system with a surplus energy per unit area γ(t) is created.
As the vector spans the unit cell, an energy surface is generated. It takes
the name of generalised stacking fault (GSF) surface. The procedure can
be extended by translating along multiple planes. A simple example of a
translation vector along the [1¯21¯] direction for the (111) family of planes in
a fcc crystal is shown in Figure 3.7
Figure 3.7: Translation vector along the [1¯21¯] direction for the (111) family
of planes in a fcc crystal. b is the n.n. distance.
The GSF energy curve is crucial for understanding the properties of solids
under deformation. It is directly used in the Peierls-Nabarro (PN) continuum
model [126; 127], which is aiming at the description of a finite dislocation
core, opposed to the singularity associated with the Volterra model [153].
Restoring stresses, evaluated as the gradient of the GSF energy, enhance this
model, giving it a multiscale flavour. In the context of atomistic simulations,
the study of the GSF surface provides insight on deformation processes. The
least unfavourable maximum of the curve, known as the unstable stacking
fault (USF) energy, gives the energetic cost for nucleating a dislocation, and it
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is usually compared with the surface energies in order to define the ductility of
a solid [154]. Another accessible quantity is the twinnability, which describes
the likelihood of a material to undergo deformation twinning (as opposed to
slip) under external loading [155] This is a typical phenomenon in nanowires
and in nano crystalline materials [156]. Within the context of QM/MM
simulations of dislocations in nickel, a close match between the calculated
GSF energy surface using the MM and the QM method is important, as
the distance between Shockley Partials (SP) is inversely proportional to the
intrinsic stacking fault (ISF) energy (one of the minima of the GSF surface)
[29]. A significant mismatch between the two values can create instability
at the boundaries of the QM region. In this Section, I will analyse the
GSF energy profile in γ and in γ′, comparing EAM and ab initio data and
discussing the role of chemical impurities.
Intrinsic and Extrinsic stacking Fault
Using the standard labelling A, B, C for {111} layers, the regular stacking
sequence in fcc crystals is ABCABCABC. An intrinsic stacking fault (ISF) is




[112¯], where a is the lattice parameter of the elementary cell, and
the produced stacking is ABCA|CABCA, where the vertical bar denotes the
defect. The local symmetry of the atoms neighbouring the fault is the same
as in hcp crystals (ABAB), and the periodicity of the crystal is disrupted.
The translation bp is the Burgers vector of a SP dislocation.
An extrinsic stacking fault (ESF) is similarly defined as the defect created
by adding a {111} layer to a fcc crystal, or equivalently by applying a trans-
lation bp to two consecutive planes. The resulting stacking ABCA|C|BCA
corresponds to a double hexagonal close packed structure, and the original
periodicity of the fcc crystal along {111} is disrupted. An equivalent transla-
tion of a third layer will restore it, creating a twin boundary ABCACBABC,
in which the second A layer is the mirror plane.
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Models for both ISF and ESF are shown in Figure 3.8.
Figure 3.8: Models for fcc crystals including an ISF or an ESF.
Translation vectors −bp or 2bp create a defect known as a run-on stacking
fault (ABCA|ABCAB), which is energetically unfavourable due to two A
layers neighbouring each other. Shifting along the close packed direction [1¯10]
does not produce minima for the GSF energy profile, and only its projection
onto the [112¯] direction is studied. In order to perform this, a model system is
constructed with the z direction perpendicular to the [111] crystal direction.
A tetragonal lattice is used, with x and y perpendicular to [1¯10] and [112¯]
respectively. The system is replicated 6 times along z, creating a supercell
with 18 (111) layers. Since the translation of the upper half of the structure
will disrupt periodicity along z creating a run-on SF in addition to the ISF,
a 15 A˚ thick vacuum region is introduced along z. The length of the slab is
about 32 A˚, sufficient to minimise the coupling between the external surfaces
and the central atoms, where the SF is generated. A schematic view of the
system is offered in Figure 3.9.
3.6 Generalised Stacking Fault Energy Curve 98
Figure 3.9: Top (schematic) and side view of the model system used for
calculating the GSF energy surface in the γ phase. The translation vector
bp, corresponding to an ISF, is indicated.
The ISF surface is generated by translating the atoms in the upper half of
the slab (coloured green and blue in Figure 3.9) along the [112¯] direction. The
shift is applied in a series of steps of length 0.24 A˚, one sixth of the bp, so that
an ISF is obtained after six steps and the run-on SF after twelve. The ESF
is similarly generated, starting from the ISF structure. The atomic positions
are fixed for both layers neighbouring the ISF (coloured yellow and the green
in Figure 3.9), while the upper (blue) part is translated. Each configuration
is relaxed with the FIRE algorithm with a force tolerance of 0.05 eV/A˚,
constraining atomic positions to change only along z. The parameters for
DFT calculations are the same specified in Section 3.1, using a 16 × 8 × 1
MP mesh for BZ sampling. The resulting portions of GSF energy curve are
displayed in Figure 3.10, and the values of the extrema reported in Table 3.8.
The agreement between DFT calculations and the IP is very good for the
curves between fcc stacking and ISF, and between ISF and ESF, meaning that
the EAM is able to describe equilibrium configuration with great accuracy.
This is an expected result, as the IP has been fitted to the energy difference
between fcc-Ni and hcp-Ni, which would give the ISF energy.





























































Figure 3.10: Portions of the GSF energy curve for the γ phase. The path
from perfect fcc stacking to ISF is shown in (a). From this configuration, the
curve proceeds towards a run-on in SF (b) and to an ESF in (c).
On the other hand, the GSF energy profile leading to a run-on stacking
fault is overestimated with respect to DFT. This is not to be considered a
major flaw of the potential, as this configuration is very unfavourable and it is
never encountered during practical MD simulations. It is instead a warning,
indicating that the potential is prone to failure when atomic configurations
are far from equilibrium, and that EAM forces must be carefully checked
against DFT reference calculations. The obtained result of about 140 mj/m2






DFT 136 278 1200 134
EAM 136 295 1615 137
Table 3.8: Comparison between DFT and EAM for the extrema of the GSF
energy curve in the γ phase.
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GSF Energy Surface in the γ′ Phase
The GSF energy surface in γ′ presents similarities with respect to the previous
case, and is more complex because of the presence of a second atomic species.
There are two different geometries that would correspond to an ISF in γ. In
the first case, known as a complex stacking fault (CSF), all Al atoms along the
fault are nearest neighbours. In the second case the distances between nearest
neighbours atoms of different species are preserved. This configuration is
called superlattice intrinsic stacking fault (SISF). The translation vectors for
these two configurations are respectively bp and −2bp.
Figure 3.11: Translation vector corresponding to CSF (black), SISF (blue)
and APB (red) on a {111} γ′ plane. The unitary cell is indicated in green.
Another point of interest of the GSF energy profile is the antiphase bound-
ary (APB). Within this geometry, the stacking sequence of fcc crystals is
preserved, but Al atoms are nearest neighbours on the plane along the fault.
The associated translation vector is b = a
2
[110], but the minimum energy
path is not along the [110] crystal direction. The vector b can be written
as the sum of two translation vectors corresponding to CSF geometries, e.g.
b
(1)
p = a6 [211] and b
(2)
p = a6 [121¯], and the MEP follows their directions. This
explains the structure of 〈112〉{111} superdislocation cores in γ′, dissociated
into two a
2
〈110〉{111} dislocations, separated by an APB.
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Similarly to the γ phase, these dislocations are dissociated into SPs, sep-
arated by a CSF. The translation vectors for CSF, SISF and APB are in-
dicated in Figure 3.11, respectively with black, blue and red arrows. The
GSF curve can be evaluated using the same procedure described above, us-
ing both DFT and EAM. A denser grid of translations (one tenth of bp each)
is used to observe with improved resolution the extrema of the energy profile.
The calculated values are reported in Table 3.9, and the path leading to an
APB passing through CSFs is displayed is Figure 3.12, together with the


























Figure 3.12: GSF energy surfaces for the γ′ phase relative to translations for
a single plane from DFT and EAM calculations. The equivalent curve for γ
is plotted for comparison (dashed line).
The first USF energy γus1 is very similar to the equivalent one in γ, but
the CSF energy is higher than the ISF because the Al atoms along the fault
are nearest neighbours. A good match between DFT and EAM is observed
for this portion of the GSF energy curve. The unstable stacking fault energy
γus2, related to the APB, is much larger with respect to the previous case.
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This large barrier prevents single γ-channel dislocations from gliding into the
precipitate. A disagreement between the interatomic potential and DFT on
the predicted value for the APB energy is observed, already reported in Ref-
erence [5]. The APB energy obtained by means of first-principle calculations
is fully compatible with the one reported in Reference [158].
GSFE mj/m2 CSF US1 APB US2 SISF
DFT 220 264 188 557 62
EAM 213 308 277 541 40
Table 3.9: Comparison between DFT and EAM for the extrema of the GSF
energy curve in the γ′ phase.
As a consequence, the EAM potential is expected to underestimate the
distance between super-partial dislocations in γ′. This is not expected to be
an issue, as in this work only dislocation in the γ channel and at the interface
are studied, and in the second case the relevant value of the GSF curve is
the CSF, for which the prediction of the IP is accurate.
Effect of impurities on GSF energies
In the previous subsections the ability of the EAM potential to reproduce
accurate GSF energies was tested. Here this analysis is extended to Ni-
based matrices containing chemical impurities. A 2 × 2 × 1 supercell of the
model system for γ is used, so that the impurities atoms are not nearest
neighbours. With this setting, each (111) layer contains 8 atoms. In the first
set of calculations, the GSF energy surface is evaluated for Al impurities,
and results from DFT and from the IP potential are compared for different
Al concentrations and configurations (Figure 3.13).
The simplest case of an isolated Al impurity, corresponds to an Al per-
centage of 12.5% in the single layer and of 0.7% in the whole crystal, is
presented in panel (a). The calculated GSF energy curve has the same shape
as in pure γ (Fig. 3.10). The chemical impurity lowers the values for both
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the ISF and USF energies (cf. Table 3.10). As a direct consequence, the
theoretical equilibrium distance between SP is increased. The agreement


















































































Figure 3.13: GSF energy curve for model systems of the γ phase including
Al impurity atoms: comparison between EAM and DFT results for (a) an
isolated impurity, (b) Al rich (25%) layer and (c) two Al impurities that
become nearest neighbours upon shifting.
Adding a second chemical impurity to the matrix can have different ef-
fects: if the distance between atoms is preserved by the shift, i.e. if they
belong to the same (111) layer, the ESF energy is proportional to the inverse
of the concentration of impurity atoms. This is reported in Reference [58]
for a number of different chemical impurities in the γ matrix. Results of
calculations with 25% Al concentration in a single layer are displayed in
Figure 3.13 (c).
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The values for the USF and ESF energies, reported in Table 3.10, are
lower than the previous set of calculations, confirming the trend. A less
good agreement between simulation methods is observed, as the EAM po-
tential overestimates the USF and underestimates the ESF energy, effectively
predicting higher barriers to dislocation gliding.
GSFE (mj/m2)
system calculator USF ISF USF2 APB
γ Al1 EAM 292 111 - -
γ Al1 DFT 265 119 - -
γ Re1 DFT 282 101 - -
γ Al2 EAM 287 85 - -
γ Al2 DFT 260 117 - -
γ Al2 n.n. EAM 335 230 439 130
γ Al2 n.n. DFT 274 197 378 86
γ Re2 n.n. DFT 337 140 359 86
Table 3.10: Effect of Re and Al impurities of extrema of the GSF energy
surface in the γ phase. Comparison between EAM and DFT results, and
between different pair configurations for the chemical impurities.
When chemical impurities are located in neighbouring (110) layers, the
applied shift will modify the relative distance between defects, and energet-
ically unfavourable configurations can be obtained, forming obstacles and
pinning sites for dislocation glide. The resulting GSF energy profile is con-
sequently affected, with higher values for the USF and ISF energies. The
previously adopted curve can be continued along the same path used in the
case of γ′, so that a second minimum, corresponding to an APB, is encoun-
tered. Results from this set of simulations are presented in Figure 3.13 (c).
The values for the extrema are lower with respect to the the case of γ′, but
high enough to cause dislocation pinning, as demonstrated in Reference [159]
by means of MD simulations. Only qualitative agreement with QM data is
found, as the IP is overestimating a large part of the profile.
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The same analysis is repeated for systems including rhenium impurity
atoms, using the same settings for the DFT calculations. Results for the




















































Figure 3.14: GSF energy curve for model systems of the γ phase including
Re or Al impurity atoms: DFT for (a) an isolated impurity and (b) two
impurities that become neighbours upon shifting.
The curve for rhenium is similar to the one for Al, with the only difference
of having a lower ISF and a higher USF energy. This is consistent with the
ab initio calculations performed in Reference [58] where Re, together with W
and other heavy atoms, is shown to be one of the atomic species that have
the larger effect on stacking fault energies. The extended GSF energy curve
is then computed (Figure 3.14 (b)) for a system including impurity atoms in
adjacent (111) layers. In this case, the first USF energy peak is as large as
the second, and the ISF is further reduced with respect to the previous case.
This means that both the SP dislocations face obstacles to glide.
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3.7 Summary
A selection of quantum and classical simulations has been presented in this
Chapter, with the aim of characterising energetic properties of nickel alloys
and verifying the accuracy of the EAM interatomic potential. The latter is
proven to be remarkably accurate in reproducing a large number of properties
for γ and γ′ model systems, including elastic constants and formation and
migration energies for vacancies. Deviation from ab initio results is observed
for some systems, as the potential has a limited chemical transferability.
The examples of an isolated Al chemical impurity in the γ phase and of
the elastic response of hcp nickel are reported. An underestimation for the
expansion coefficient is also observed, due to the lack of a beyond-harmonic
approximation for thermal effects. The GSF energy surfaces are correctly
reproduced, despite a deviation from DFT for some configurations such as
the minimum corresponding to the APB in γ′.
First-principle calculations are used for characterising rhenium, tungsten
and Aluminium impurities in nickel alloys. The segregation of heavy atoms
(Re, W) in the γ phase is studied, finding excellent agreement with exper-
iments and with published ab initio data. Finally, the effect on the GSF
energy profile of the abundance of impurities and of their distribution is ex-
plored. The curve is found to have a different shape in the case of Re and
Al substitutional atoms. Whilst this certainly affects dislocation glide in the
matrix, it can not be interpreted as the cause of the rhenium effect, as this
feature would not be suppressed at low temperatures.
CHAPTER 4
Dislocations in fcc Materials
4.1 Introduction
This Chapter is devoted to the study of dislocations in Nickel alloys using
the classical EAM potential developed in Reference [5]. In Section 4.2 basic
concepts of the theory of dislocation in fcc crystals are outlined, focussing on
their dissociation into Shockley partials (SP). In Section 4.3 linear isotropic
elasticity theory is shown to give an analytic formula for the elastic energy
of a dislocation. This describes the long-range interaction, and is not valid
within a small region centred at the dislocation core. The latter contribution,
purely due to local bond rearrangement, is calculated. This Section includes
a discussion on the boundary conditions used for atomistic descriptions of
systems including dislocations. In Section 4.4 two methods are presented for
calculating the deformation tensor in order to locate the dislocation core.
This leads to the identification of the Nye tensor, in Section 4.5, as the
most robust method for locating and characterising dislocations. Molecular
Dynamics simulations are used in Section 4.6 for measuring glide velocities
in γ as a function of the temperature of the system and the applied shear
stress. Finally, in Section 4.7, constant strain simulations are used to study
the process of dislocation pinning at the γ/γ′ interface.
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4.2 Dislocations in fcc metals
The material properties most relevant to plastic deformation are related to
the mobility of dislocations, and to their interactions with other defects. The
most useful definition of a dislocation is given in terms of the Burgers vector.
Consider an atom in a dislocated crystal, outside the core dislocation region.
A closed loop, known as the Burgers circuit, can be constructed by nearest
neighbours hopping, as in Figure 4.1. If the same path is followed in a perfect
crystal, and the circuit is not closed, than the Burgers circuit encloses one or
more dislocations, and the vector required to complete the circuit is called
the Burgers vector b. For perfect dislocations, it is one of the translation
vectors of the lattice. The dislocation line ξ is the unit vector normal the
Burgers circuit. The character of a dislocation is defined by the relation
between b and ξ: the dislocation is identified as edge (screw) if the Burgers
vector is orthogonal (parallel) to the line vector.
Figure 4.1: Burgers circuit and Burgers vector for an edge dislocation in a
simple cubic crystal.
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Dislocations can have mixed character. In this case it is possible to de-
compose the Burgers vector into a screw and an edge component. According
to the Frank energy criterion [29] only dislocation with the shortest Burgers
vector are stable. This means that the only active slip systems are the ones
associated with the close packed family of planes. In fcc materials, this is
the {111}, and perfect dislocations have Burgers vector b = 1
2
[110], in units
of the lattice parameter of the cell. The notation 1
2
〈110〉{111} is used, in
which the slip plane is also indicated. Perfect dislocations in fcc materials










and separated by a stacking fault. The energetic cost for creating such a






(b1 · ξ)(b2 · ξ) +




where b1,b2 are the Burgers vector for the SP, ξ the common line direction, µ
the shear modulus, ν the Poisson ratio, and γsf the ISF energy. This formula
does not accurately describe the equilibrium distance in an atomistic models,
as in the continuum treatment the size of dislocation cores is assumed to be
negligible. The dislocation dissociation into SPs has a direct influence on
dislocation motion. Screw dislocations are constrained to glide in the plane
containing the stacking fault, and cross-slip to a different plane is a rare event
as it first requires dislocation constriction, as described by the Friedel-Escaig
model [29].
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4.3 Long Range Elasticity and Core Region
The Elastic Energy
Classical elasticity theory allows the deformation induced by a dislocation to
be treated as a continuous quantity far from the core region. The displace-










where the dislocation line is parallel to z and b is the modulus of the
Burgers vector. This elastic displacement is over imposed to an atomistic
system is Figure 4.2. The a
2
〈110〉{111} screw dislocation is placed at the
centre of the cell.
Figure 4.2: Elastic displacement for a screw dislocation in the γ phase.












4(1− ν) yˆ +
xy
2(1− ν)(x2 + y2)(xˆ + yˆ)
]
(4.4)
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From the expressions (4.3), (4.4) the strain is obtained as 1
2
(∂jui + ∂iuj)







where Cijkl are the elastic constants. The integration of (4.5) over a cylinder
coaxial with ξ leads to the expressions [29] for the energy stored by the elastic














where ` is the length of the dislocation line, R and r the radii of the cylinder
and of the core region respectively. Linear elasticity is not applicable within
the latter, and an extra energy term is added to account for the local bonding
rearrangement, quantifiable only by means of atomistic simulations.
Boundary Conditions
In performing atomistic simulations for dislocation properties, it is important
to understand the periodicity of the simulated system. A system can be fully
(3D) periodic only if
Nd∑
i=1
bi = 0 (4.7)
where Nd is the total number of dislocations in the system and bi the Burgers
vector of the i-th one. In the case of a single screw dislocation, it is clear
from the the elastic displacement (4.3) and from Figure 4.3 that the system is
periodic only along the dislocation line. Geometrical optimisation of such a
system would proceed by nucleation of dislocations at the boundary, in order
to restore the periodicity of the system by satisfying the condition (4.7).
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Figure 4.3: Unrelaxed screw dislocation in the γ phase. The lattice is in-
dicated with a black box. The system does not have the periodicity of the
bulk, as indicated by the atoms at the boundary of the cell which deviate
from the fcc structure.
The best solution for obtaining a periodic system, proposed for the first
time in Reference [160] for the ab initio simulation of a 90◦ dislocation in
Silicon, is to set a quadrupole of dislocations with alternating sign of the
Burgers vector, ensuring by symmetry vanishing forces on the cores, and
further limiting finite-size effects. A smaller periodic system containing only
a dislocation dipole, necessary for satisfying Equation (4.7), can be extracted
from the latter, using the monoclinic lattice indicated in green in Figure 4.4.
It is sometimes desirable to have open boundary conditions (obc), so that
a force can be applied to an open surface, allowing constant stress simulations
of the system. This approach is useful e.g. for calculating glide velocities,
and widely used in the literature [6; 121; 159].
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Figure 4.4: Unrelaxed quadrupole of screw dislocations (opposite sign of the
Burgers vector) in the γ phase. The system is has the full periodicity of the
bulk fcc structure.
In other cases a velocity gradient is applied, together with a shear strain,
to the atoms at the boundaries of the cell, in order to simulate conditions
that would allow for the nucleation of dislocations [20]. It is possible to re-
store the periodicity along the direction of motion of a dislocation [161]. This
is desirable when calculating the glide velocity, as long simulation times are
required before reaching the steady state, especially when thermal effects are
dominating with respect to stress. In the case of a screw, this is realised by
removing a complete (112) layer and rescaling the lattice accordingly. This
corresponds to the application of forces balancing the lattice rotation associ-
ated with dislocations. Larger cells are required to minimise its influence on
dislocation properties. Size convergence tests for this class of simulations are
presented in Section 4.6. Similar tests are also performed in Reference [161].
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Core Energy
An EAM potential can be used to evaluate the core region contribution to
the energy of the system. The crystal is oriented so that the z axis is parallel
to the line direction [1¯10]. The x, y directions are chosen to be respectively
along [112¯] and [111]. A Nx × Ny × 1 supercell is created, for Ny ≈ Nz
√
2
so that the length of the lattice vectors along is the same along x and y (cf.
Table 4.1). A quadrupole of screw dislocations is introduced by applying
the elastic displacements (4.3), and the system is optimised using a force
convergence threshold of 1 meV/A˚. The total energy for the relaxed structure
is calculated and compared to bulk system of the same number of atoms.
Nx 17 24 33 41
Ny 12 17 24 29
d (nm) 3.66 5.17 7.11 8.84
Table 4.1: Distances between n.n. dislocations of opposite Burgers vector
sign within Nx ×Ny γ-Ni supercells.
The elastic energy for a system including a quadrupole of screw disloca-
tions is given by





















takes into account the elastic interaction between dislocation
quadrupoles. Since in this set of simulations d1 ≈ d2 = d, is just a constant
energy shift, which can be evaluated numerically by means of an Ewald sum-
mation, as in Reference [162]. Linear fitting of equation (4.8) using Ec as a
free parameter returns 0.657 eV as an estimate for the core energy per Burg-
ers vector. This is consistent with the value of 0.54 eV obtained in Reference
[163] using the Sutton-Chen potential [164].
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4.4 Calculation of the Deformation Tensor
The Von Mises Strain Invariant
The Von Mises invariant is a simple recipe for evaluating the strain tensor in
cubic materials. Consider an atoms i within a crystal with cubic symmetry
and indicate with qij = rj−ri , j = 1, 2, · · · , N , where N is the coordination







can be shown to be proportional to the identity. An affine transformation J











where α0 is a constant depending on the crystal symmetry. This relation is
valid only if the number of neighbours is conserved by the transformation.




(JTJ − 1) (4.11)
is therefore easily evaluated. This scheme is easy to implement, but it has a
drawback arising from the requirement of conservation atoms coordination.
This number fluctuates significantly during high-temperature MD simula-
tions, and neighbouring shells at the dislocation core are distorted. This can
be addressed by recalculating the connectivity so that the neighbours are pre-
served, or by averaging atomic coordinates during MD simulations. There is
no solution when the system includes a vacancy, as the initial assumption of
Mi being proportional to the identity matrix is not valid.
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This technique is used to study the strain field due to misfit dislocations
at the γ/γ′ IPB. The y direction is aligned with the normal to the [100]
interface, and x, z are parallel to the [011] and [011¯] directions respectively.
The unit cell is repeated along x N and N − 1 times γ′ respectively, where
Naγ ≈ (N − 1)aγ′ . The ideal value for N is found to be 70. Repetition
of the unit cells along y is made so that cubic structures are created for
both the phases. The resulting supercell size is 24.6 × 49.2 × 0.25 nm3.
Geometry optimisation is performed with the IP using the conjugate gradient
algorithm with a force convergence threshold of 10−2 eV/A˚. The average
shear component of the von Mises strain for the relaxed structure is displayed
in Figure 4.5.
Figure 4.5: Von Mises strain for misfit dislocations at a sharp γ/γ′ interface.
The maxima of the strain field are located in the core region, where the
deviation from the perfect crystal is larger. The minima are encountered
near this region, as the misfit dislocation relaxes the interfacial strain, thus
creating a coherent interface. The strain monotonically increases with the
distance from the defect, and its maximum is reached where the distance
between dislocations is maximised.
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The Correspondence Tensor
In this Section, a more robust method for evaluating the deformation tensor
is presented. Its greater stability with respect to the Von Mises method
arises from the fact that an average over neighbouring atom positions is
performed, some of which can be disregarded without a loss of accuracy, given
the high coordination numbers of fcc crystals. This allows for calculations of
the deformation tensor around a vacant site, or for atoms pertaining to an
intrinsic stacking fault (for which the correspondence with the perfect lattice
is not unique). The method has been introduced in Reference [165], and later
employed in Reference [166] for evaluation of the Nye tensor, following the
same procedure reported here in Section 4.5.
A formal description is provided here for this quantity and for the numer-
ical methods related to its calculation. Let us define a set of basis vectors
iα for the perfect lattice and another set ei for the dislocated one. Note the
usage of Greek and Latin indexes for designating different lattices. In every








where the label P is dropped for simplicity. Let us now introduce a third
reference system gi in order to define a common reference frame, and denote
the transformation matrices as Lαi = iig
α and (L
′) k
a . The relation between
the two lattices can then be rewritten as
L = L′(F−1)T (4.13)
The latter deformation tensor (F−1)T is known as the correspondence tensor
and it is usually indicated as G. It is the transpose of the correspondence
function originally defined in Reference [165].
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Equation (4.13) can be directly solved in order to obtain the correspon-
dence tensor, but the choice of a suitable basis set for atoms neighbouring
a dislocation core is often complicated. The numerical algorithm used here
for the evaluation of this tensor is instead based on an average over neigh-
bouring atoms. Only atoms lying within a certain cutoff radius are selected.
For each vector connecting the central atom to one of its neighbours, a cor-
responding vector is found in the perfect reference lattice by minimising the
angular deviation. Note that this would not lead to unique solutions for fcc
systems including stacking faults. Atoms presenting this kind of ambiguity
are discarded. Once this problem is solved, the correspondence tensor G is
constructed as
P = Q ·G (4.14)
where P and Q are nneighb × 3 matrices containing points in the perfect and
in the dislocated lattice respectively. Note that Equation (4.14) is overdeter-
mined, and the mean square solution has the form G = Q†P where
Q† ≡ (QTQ)−1QT (4.15)
is the generalised inverse of Q, also known as the Moore-Penrose matrix.
This method provides an atomically resolved deformation tensor. The
stability of the method is given by the high coordination number in metallic
structures. The region included within the shell of neighbours used for the
evaluation of the deformation tensor corresponds to the ‘point’ to which con-
tinuum description refer. In this work, the calculation of the correspondence
tensor is the first step towards the calculation of the Nye tensor, which allows
for dynamical identification of the location of the QM region for multiscale
atomistic simulation within the LOTF method.
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4.5 The Nye tensor
Theoretical Description
The Nye tensor αij, originally introduced in Reference [167], is formally de-
fined as the quantity relating the normal l to a Burgers circuit of unit area





The Nye tensor, originally defined within the frame of continuum disloca-
tion theory, is now used for providing an atomic-resolved characterisation of
dislocation cores, as shown in Reference [166]
A brief demonstration is given on how the Nye tensor can be calculated
if the crystal deformation in known. Let us consider a Burgers circuit C ′ in





If the relation is translated into a perfect reference lattice, the same sum-





The two crystals x and x′ are related by the deformation tensor G, so
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Application of Stokes’ theorem to the line integral in (4.19), allow for a




dS n · ∇ ×G (4.20)
where A is the surface enclosed by the Burgers circuit and n its normal
unitary vector. This equation can be directly compared with Equation (4.16),
from which the following relation between the Nye tensor and the deformation
tensor follows:
α = ∇×G (4.21)
The Nye tensor can therefore be computed directly from the atomic posi-
tions of the crystal, and the Burgers vector is easily obtained through surface
integration as in (4.20). Most of the components of the Nye tensor αij are
vanishing (or they have a certain symmetry around the dislocation core so
that the surface integral is zero), as not all the slip systems are observed
in realistic materials. It is understood from Equation (4.16) that diagonal
components correspond to screw dislocation (Burgers vector parallel to the
normal to the circuit) and off-diagonal to edge dislocations (Burgers vector
in the same plane as the circuit).
Evaluation of the Burgers Vector
The Nye tensor analysis is here applied to a selection of structures including
perfect dislocations (screw, edge and 60◦ mixed 1
2
〈110〉111) in γ-Ni. This al-
lows the atoms pertaining to the dislocation core to be located, distinguishing
them from the surrounding ones whose deformation is due to the stacking
fault. The Burgers vector is evaluated from Equation (4.20), by interpolating
relevant components of the Nye tensor on a fine grid. This analysis depends
on the number of atoms included within the nearest neighbours cutoff radius,
used for evaluating the deformation tensor, as in (4.13). Ambiguities on the
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definition of the n.n. shell might arise while dealing with strongly deformed
regions such as along a dislocation line.
Calculations are performed using supercells of nickel fcc large enough
to accommodate the stress field of a dislocation. The orientation of the
crystal depends on the character of the dislocation. Crystal and Burgers
vector orientation for each of the three model systems are shown in Table
4.2. The dislocation line direction ξ is always chosen perpendicular to the z
axis. With this convention, the only non-vanishing components of the Nye
tensor αij are α33 and α31. I will refer to them respectively as the screw and
the edge component of the tensor. The length of the system along directions
orthogonal to the dislocation line (xy plane) is about 130 A˚. The cell is
periodic along the line direction ξ by construction.
xˆ yˆ zˆ bˆ
screw [112¯] [111] [11¯0] [11¯0]
60◦ mixed [100] [011] [011¯] [101]
edge [1¯10] [111] [112¯] [1¯10]
ξˆ ≡ zˆ dislocation line direction
Table 4.2: Crystal and Burgers vector orientations for model systems of
dislocation cores in the γ phase.
A dislocation of the selected character is introduced at the centre of the
structure by imposing the elastic displacement field from continuum theory.
Atoms with a relative distance smaller than 2 A˚ are then removed. This is
never the case for screw dislocations, as the elastic displacement is along z,
and therefore the projection of distances in the xy plane is preserved, and
they are greater than 2 A˚ by construction. However, the removal of these
atoms is particularly important in the case of edge dislocations, where they
prevent the formation of symmetric Shockley partials. Open surfaces are
then introduced at the boundaries in order to avoid the formation of dipoles
or quadrupoles. The vacuum region is selected to be 15 A˚ thick (twice the
potential cutoff radius rcut), to avoid any interaction between periodic images.
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Since the potential is radial, the original square is turned into a circle whose
diameter has the same length of the side of the square. An external shell
of atoms is kept fixed during the relaxation of the system, its thickness is
chosen to be 15 A˚ in order to avoid interaction between the active region and
the surfaces. A schematic view of the system is offered in Figure 4.6.
Figure 4.6: Schematic view of model used for simulating a dislocation.
The Burgers vector is characterised (screw or edge) and integrated by
interpolation on a fine grid. Good convergence is obtained using a point
every 0.05 A˚. This analysis is then repeated after structural optimisation
of the system (conjugate gradient algorithm, with a convergence threshold
of 10−2 eV/A˚). Results for both unrelaxed and relaxed configuration are
displayed in the upper panels of Figure 4.7. The modulus of the full Burgers
vector is underestimated in both cases whenever only true n.n. are considered
for evaluating the deformation tensor. The correct value is recovered when
all the atoms within 3.2 A˚ are included for the unrelaxed configurations. This
is a mark of the strong deformation around core atoms, as no neighbour shell
of the fcc geometry corresponds to this distance.
In the case of relaxed dislocation structures the full Burgers vector is
obtained when interactions up to the second shell of neighbours are included.
In the range 3.5–5.0 A˚ the integrated value presents oscillations as large as
20%, due to background noise from atoms not pertaining to the core region.
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The correct value is obtained once again at 4.1 A˚, values corresponding to
the third shell of neighbours for the hcp structure. For neighbour cutoff


















































































































Figure 4.7: Burgers Vector, evaluated as the surface integral of relevant com-
ponents of the Nye tensor as a function of the n.n. cutoff, for edge, screw and
60◦ mixed dislocations in the (a) unrelaxed and (b) relaxed configurations.
Shockley partials characterisation for (c) edge and (d) 60◦ mixed dislocations.
Results are less accurate in the case of a mixed dislocations, as in this
case the edge and the screw components are evaluated separately. Single SP
are characterised in Figure 4.7 (c,d) for an edge and a 60◦ mixed dislocation
respectively. Results are more accurate in the case of an edge dislocation,
because of the larger distance between SP dislocations.
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Visualisation of a Dislocation Core
The Nye tensor analysis can be used for visualising the distribution of surface
Burgers vector density in the plane normal to the dislocation line. The major
contribution (∼ 70%) comes from only a few atoms, clustered in region of a
few Angstroms radius, as shown in Figure 4.8 for a screw dislocation, thus
identified as the core of a dislocation. This analysis can be used for locating
the QM region, as discussed in Section 5.3.
Figure 4.8: Nye tensor analysis for a screw dislocation. Distribution of Burg-
ers vector surface density in a (110) layer. The screw component is displayed
in panel (a) for an unrelaxed geometry, and in panel (b) and (c) for two
equivalent extended dislocation cores. The edge component for the latter
geometry is displayed in panel (d).
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In panel (a) the system is displayed before the structural optimisation, so
that only a single dislocation core can be observed. A cutoff of 3.3 A˚ is used
for evaluating the deformation tensor. This value corresponds to the correct
value for the Burgers vector as shown in Figure 4.7. Such a dislocation
can dissociate into two equivalent (111) planes, both perpendicular to the
dislocation direction. The screw component of the Nye tensor corresponding
to these configurations is shown in panel (b) and in panel (c) of Figure 4.7.
The edge components for Shockley partials is displayed in panel (d). They
have opposite signs, and integration over the plane gives no contribution to
the Burgers vector as expected. The same analysis is reported in Figure
4.9 for an edge and a 60◦ mixed dislocation. The Nye tensor is evaluated
using a cutoff of 3.6 A˚, corresponding to an accurate integrated Burgers
vector for the edge dislocation and to a 10% deviation from the theoretical
value for the mixed one. In the first case, displayed in panels (a) and (b),
the two edge components are identical while the screw ones have opposite
sign. In the second case the Shockley partials present different shape and
character as the starting configuration has a mixed character. The first
presents a large edge component, while the screw one is dominating in the
second case, accordance with theory, which predicts screw components of b/2




3. There is a non-vanishing
screw component for the second partial, which explains the overestimate for
the screw component observed in Figure 4.7 (d).
The Nye tensor is proven to be sub-optimal for characterising mixed dis-
locations. In this work, this analysis is developed in order to track dislocation
cores during QM/MM Molecular Dynamics simulations for QM region up-
dating. It is therefore not crucial to obtain the exact value for the integrated
Burgers vector, but to construct a robust algorithm capable of following dis-
location cores as they glides. Out of these considerations, an ideal cutoff
value for the evaluating the deformation tensor is smaller than 3 A˚, so that
the peaks and the oscillatory behaviour shown in Figure 4.7 are avoided.
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Figure 4.9: Nye tensor analysis for edge (a,b) and 60◦ mixed (c,d) disloca-
tions. Screw (a,c) and edge (b,d) components of the Burgers vector density
are displayed.
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High Temperature Effects
The purpose of this section is to verify the robustness of the Nye tensor
approach when thermal noise is included. An accurate dislocation tracking
method would allow the usage of QM regions of minimal size, as discussed
in 2.7, thus accelerating the overall LOTF calculation. This is tested using
the model 4.6 for a screw dislocation, replicating the system along the line
direction ξ to avoid self-interactions. The length of the lattice along ξ should
be ideally at least twice the cutoff of the IP (∼ 12 A˚, corresponding to 10
(110) layers). On the other hand, increasing the length of the system along ξ
corresponds to enlarging the QM region. This can be addressed by splitting
the QM region into subdomains and taking advantage of massively parallel
machines for QM calculation [168]. In this work, splitting occurs naturally
because of the dissociation into SP dislocations. A further subdivision of
each QM region is required for large systems, necessary e.g. for the study of
dislocation defects such as jogs and kinks. This is not addressed here, and
the future development of such a scheme will constitute a further step ahead
towards QM/MM modelling of plasticity in metals.
The testing is performed by means of MD simulations, comparing systems
of different width. The velocity of the atoms is rescaled to twice the target
temperature, and the dynamics is then simulated for 5 ps. The Burgers
vector is evaluated as the surface integral of the screw component of the Nye
tensor every 0.2 ps, using a cutoff radius of 2.8 A˚ for deformation tensor
evaluation and averaged over the (110) layers. This integral is found to be
unstable for Lξ < 5 A˚. Values corresponding to systems with 8, 12 and 16
(110) laters (respectively 10, 15 and 20 A˚ length along ξ) are displayed in
Figure 4.10. The amplitude of the oscillations for the integrated Burgers
vector is inversely proportional to the length of the system along ξ. Large
deviation from the ideal value (∼ 80%) can still be observed whenever the
system length along ξ is larger then twice the IP cutoff.
































Figure 4.10: Integrated Burgers vector for a system including a screw dis-
location during MD simulations at 1200 K. Different curves correspond to
different length of the system along the dislocation line direction.
The validity of the Nye tensor method is debatable whenever tempera-
ture effects are introduced, as the atoms do not lie exactly on the same plane.
Despite the low accuracy for the calculation of the Burgers vector, this al-
gorithm is capable of tracking dislocations during a dynamics, as shown in
Figure 4.11, where the relaxed geometry (a) is compared to configurations
observed during the dynamics. The screw component of the Nye tensor is
always maximised in a small region, identified with the dislocation core. This
is true for a variety of cases observed during a classical MD, including SP fur-
ther away from each other (b) and constriction (c). In panel (d) a cross-slip
phenomenon is observed. In every case observed, the are of the dislocation
core region is
√
(2)b2 or smaller. This allow for a definition of a minimal QM
region. The locality of the EAM force error for crystal defects is verified in
Section 5.3.
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Figure 4.11: Nye tensor analysis as a tool for dynamical tracking of disloca-
tions. Comparison between the relaxed system (a) and three configurations
observed during the dynamics: (b) SP further away from each other, (c)
recombination of SP and (d) transitions between equivalent slip systems.
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4.6 Dislocation Glide
In this Section a phonon drag model is used for describing the glide of dislo-
cation in an infinite (periodic along the direction of motion) box. The dislo-
cation core is tracked using the Nye tensor, and glide velocities are studied
as a function of the simulation temperature and the applied shear stress.
Phonon Drag Model
Consider a dislocation in metal at finite temperature, subjected to a certain
stress. If the crystal does not include defects that can form pinning sites for
the dislocation, the highest barrier against its motion is the Peierls one, due
to bond rearranging at the dislocation core every time it moves an atomic
distance. Consider external conditions such that this is overcome, the dislo-
cation glide attains a viscous character and becomes determined mainly by
energy dissipation due to elementary crystal excitations. Quasi-momentum
exchange with crystal phonons is known to have a prominent role in defin-
ing the viscous drag [169]–[171]. Scattering of conduction electron in metals
is another mechanism contributing to the damping of dislocation velocities
[172], but it is known to be negligible for temperatures larger than 20% the
Debye temperature ΘD [173].
A dislocation parallel to ξ, moving in direction x with velocity v = x˙ can














where F is the total force accelerating the dislocation (in the absence of
obstacles it is the Peach-Koehler force F = σb, where σ is the resolved shear
stress and b the Burgers vector), B the damping coefficient, m an effective
mass and Γ the line tension, which minimises the energy along the line as the
dislocation moves. For small velocities with respect to the speed of sound in
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the material, the steady-state velocity vss assumes the form
B(T )vss = bσ (4.23)
where the dependance on temperature of the damping coefficient B(T ) is
made explicit. For temperatures exceeding ΘD, B is found to have a linear
dependence on T [174; 175], as the damping is proportional to the phonon
density, and the latter depends on temperature linearly when the quantum
effects can be neglected. Since the simulations in this Chapter are conducted
using an IP, the quantum contribution can not be observed, independently
of the simulation temperature.
Simulation Settings
The dynamics of an infinitely long dislocation is simulated by means of MD
within the NV T ensemble. The defect is created by applying the elastic
displacement (4.3), and it is periodic along the dislocation line z = ξ. A
[112¯] layer is removed to restore periodicity along the direction of motion,
as discussed in 4.2, and a vacuum (15 A˚ thickness) is introduced along y
in order to decouple the surface atoms from periodic images of the system.
The lattice parameter is rescaled to the value predicted in Section 3.3 for the
target temperature, and the atomic positions are optimised using a conju-
gate gradient algorithm with 10−2 eV/A˚ convergence threshold. The atomic
velocities are rescaled, and the system is thermalised with a 10 ps MD sim-
ulation. The positions of the last three (111) layers are kept frozen along y.
After thermalisation, a constant force field F = σ/A, where 2A = b2
√
3 is
applied on these atoms, where A is the cross-sectional area. A deformation
tensor consistent with the target stress is applied to the crystal.
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Size Effects on Dislocation Glide
The MD simulations of crystal defects characterised by a long range stress
field are influenced by the size and the shape of the simulation box. In
pure MM simulations large systems can be treated, so that not only are
size effects avoided but also systems locally resembling experimental samples
(from a geometrical rather than chemical perspective) are described [6]. On
the other hand, for QM/MM simulations, enlarging the QM region has a
high computational cost, and should be avoided if not necessary.
For simulation of this kind, the size of the system has different effects
depending on the direction considered. Using boundary conditions along
the direction of motion x, a periodic array of dislocations is created, and
fictitious interactions may arise between dislocations and emitted phonons.
Two simulations are performed at low temperature with 100 MPa stress,
with box length along x of 17 nm and 34 nm. The resulting dislocation
velocities, obtained from linear fitting, are 1.59±0.02 and 1.58±0.02 nm/ps,
indicating a good convergence. The length of the simulation box along y, the
only direction along which the system is not periodic, affects the duration of
the transient required before vss is reached, but not the velocity itself [161].
This is shown in Figure 4.12 (a), for low temperature simulations with a
shear load of 100 MPa, using boxes of 23, 26 and 36 nm along y. Velocities
are obtained by linear fitting on data subsets (3 ps time interval).
The size of the system along z is proportional to the length of the disloca-
tion line. Dislocations with short line length are stiffer and stress/temperature
fluctuations are therefore more likely to influence the motion of the whole
defect at once. The convergence of the system along this direction is explored
by simulations at 300 K at 100 MPa. Temperature is crucial for this test,
as it affects periodicity along the line. In Figure 4.12 (b) the dislocation
velocities obtained from data subsets (5 ps time interval) for systems of 0.5
1.0 and 1.5 nm are presented. Large fluctuations can be observed during
the transient regime, which is much longer than the low temperature case,
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but when the steady state velocity is reached there is not much difference















































Figure 4.12: Size tests for MD simulations of dislocation glide in the γ phase
for (a) the non-periodic direction of the system and (b) the line direction.
Dislocation Velocities: Results
The dislocation velocities are here evaluated as a function of temperature
and stress. Values of the latter relevant to experimental application [57] are
chosen (50–300 MPa). The simulation is chosen so that the stress tempera-
ture ratio is below 1 MPa/K. At this regime the steady state velocity is not
expected to present large deviation from the linear regime [161].
The model systems are initially equilibrated by means of 10 ps of molecu-
lar dynamics. The deformation tensor is then applied to the crystal, together
with force boundary conditions. The dynamics of the system is then sim-
ulated for 500 ps, saving a trajectory frame every 0.5 ps. The Nye tensor












s is the screw component of the Nye tensor for the i-th atom.
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The resulting values of rc ·x as a function of time are presented in Figure
4.13 (c,d). The transient depends on the simulation conditions and can be





The dislocation velocities are calculated by linear fitting of the time/position
curve for data collected after the transient. The calculated data is reported
in Table 4.3 and plotted in Figure 4.13 (a) as a function of σ for the systems
at different simulation temperature. In panel (b) the same data is plotted as
a function of σ/T . The two curves overlap, so that assumption B(T ) = B0T





























































































Figure 4.13: Dislocation velocity as a function of stress and temperature (a)
and their ratio (b). Core position of a gliding dislocation as a function of
time for simulations at 300 K (c) and 500 K (d) for increasing values of the
shear stress.
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The average value of (0.131± 5) µsPa/K at σ/T < 1/3 is in good agree-
ment with previous results making use of the same potential [109; 161], de-
spite the fact that smaller systems are used in this work. In Reference [176]
a drag coefficient smaller by a factor of two is predicted, using an EAM po-
tential developed in [177]. In Reference [159] a steady state velocity of 0.8
nm/ns is evaluated for low temperature simulation with applied stress of 100
MPa, using an EAM potential developed within the group.
300 K
σ (GPa) 0.050 0.100 0.200 0.300
vss (nm/ps) 0.306 0.640 1.139 1.500
B0 (µsPa/K) 0.136 0.129 0.146 0.166
500 K
σ (GPa) 0.050 0.100 0.200 0.300
vss (nm/ps) 0.200 0.364 0.764 1.053
B0 (µsPa/K) 0.124 0.137 0.130 0.142
Table 4.3: Steady state dislocation velocities and drag coefficients for simu-
lations at 300 and 500 K.
4.7 Dislocation at the Interphase Boundary
In this Section, MD simulations of the glide of a screw dislocation towards the
γ/γ′ interface are presented in the case of a coherent IPB, and for a system
in which the misfit strain is partially relaxed by the presence of a misfit edge
dislocation. In the first case, an attractive interaction between the matrix
dislocation and the precipitate is observed, and whenever the Peierls barrier
is overcome the first SP will deposit at the γ/γ′ interface. In the second case,
a larger energy barrier is found.
The size of the simulation cell is 28 × 16 × 1 nm3, and the orientation
of the crystal is the same as in the previous Section. The dislocation is cre-
ated at the centre of the cell, at a starting distance d = 25 A˚ from the IPB.
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The steady state gliding velocity is not reached, as a larger distance would
be required. The effect of the applied strain/stress on the simulation cell
is consequently underestimated. Periodicity along the direction of motion
is not required for this set of simulations, as the dislocation does not cross
the boundary of the cell. For the same reason, the outermost layers of the
cell can be kept frozen, and the simulation performed at constant strain. In
constructing the simulation cells, geometry optimisation is used at multiple
times in order to avoid the overlap of stress fields, which can result larger
then the Peierls stress and thus cause spurious dislocation glide. Every op-
timisation is performed using a conjugate gradient algorithm with a force
convergence threshold of 10−3 eV/A˚.
Figure 4.14: Interface between the γ (orange) and γ′ (blue) phases. The edge
character of the misfit dislocation is evident from the system geometry.
The initial configuration for the coherent IPB system is generated us-
ing the following procedure. The atomic positions for the system, composed
only of Ni atoms, are optimised in order to minimise the stress field of the
{111} surfaces. The matrix dislocation is introduced by applying the elas-
tic displacement (4.3), and the system optimised again in order to obtain
dissociation into SP dislocations. At this point, atoms at the open surface
are frozen, Ni atoms are converted to Al in order to form the precipitate,
and the system is optimised again to relax the interfacial strain. The start-
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ing configuration for the system including the misfit dislocation is obtained
starting from this one. The most external {111} layer is removed, and the
atomic positions are rescaled accordingly to the equilibrium lattice param-
eter for each phase. Finally, the constraint on surface atoms are removed,
and relaxation of the system leads to the formation of a misfit dislocation,
displayed in Figure 4.14.
A deformation tensor is then applied to these initial configurations, and
the dynamics integrated for 30 ps at low temperature. This is repeated
for different values of the shear stress, evaluated from the applied strain
using the elastic constants. In the case of a coherent IPB, simulations are
performed at 10, 50 and 100 MPa. In the first case, the Peierls barrier is
not overcome and dislocation glide does not occur. In the other two cases,
a qualitatively similar behaviour is observed. The energy profile during the
dynamics at 50 MPa is reported in Figure 4.15, and various frames of the
dislocation/interface geometry corresponding to the extrema of the energy
curve are displayed.
The dislocation is initially gliding in response to the applied strain, as
illustrated in frames 1 and 2 . When the distance between the dislocation
and the interface is shorter than twice the cutoff of the IP, the dislocation
is attracted towards the IPB (energy gain between frames 2 and 3). The
minimum potential energy is reached in configuration 3, whenever the lead-
ing SP enters the precipitate, and a complex stacking fault is formed. The
second SP is pinned at the IPB, as the applied stress is not large enough to
cause the formation of an APB, as suggested by the GSF profile in Figure
3.12. As the leading partial penetrates further into the precipitate, a second
complex stacking fault is formed, and a (local) maximum of the potential
energy is observed (frame 4). At this point, the dislocation is subjected to
a strain of opposite sign with respect to the initial one, as understood from
the distribution of velocities before and after dislocation pinning (Figure
4.13). The positive/negative velocity lobes observed in (LHS) are dispersed
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in the precipitate, and another distribution of opposite sign arises (RHS).
The dislocation starts gliding in the opposite direction, until this strain field
is relaxed (frame 5). At this point, the combined effect of the applied stress
and the SP trapping in the precipitate reverts again the direction of motion.
An oscillatory behaviour is finally observed, with one SP trapped within the
precipitate and the other one incapable of penetrating it due to the large
energy barrier associated with the formation of an APB.
Figure 4.15: Energetics and relevant trajectory frames for dislocation pinning
at the γ/γ′ coherent interface.
A low temperature dynamical simulation of the system including a misfit
dislocation is performed with applied stresses of 50 MPa and 100 MPa. The
resulting energy profile and relative configurations for the first simulation are
reported in Figure 4.16. The dislocation starts gliding towards the interface
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in response to the deformation (frame 2). The system reaches its minimum
total energy whenever the distance between the IPB and the dislocation is
16 A˚ (frame 2). When it becomes smaller than twice the potential cutoff, the
energy increases, and a maximum is observed in frame 3. A repulsive interac-
tion between the dislocation and the interface is thus observed, as the misfit
strain is partially relaxed because of the misfit dislocation. The formation of
a complex stacking fault is unfavourable with respect to the previous case,
and the leading partial is not able to penetrate the precipitate. Starting from
frame 4, the dislocation glides backwards because of this repulsive interac-
tion. The initial core position is not reached because of the deformation of
the system, and oscillatory gliding within the γ channel is instead observed.
Figure 4.16: Energetics and relevant trajectory frames for a dislocation glid-
ing towards a γ/γ′ interface including a misfit dislocation: low stress regime.
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When the stress is increased to 100 MPa, a different behaviour is observed,
as reported in Figure 4.17. The dislocation is initially gliding towards the
interface, in response to the applied deformation, thus minimising the total
energy of the system (frame 2). Whenever the distance between the defect
and the interface is less then twice the IP cutoff, a repulsive interaction
is observed. A total energy maximum is observed at 12 A˚ distance, as in
the previous calculation. In this case, the elastic deformation is enough to
overcome this barrier, and starting from d = 6 A˚, an attractive interaction is
observed and the leading SP penetrates the precipitate. A behaviour similar
to the case of a coherent IPB is observed.
Figure 4.17: Energetics and relevant trajectory frames for a dislocation
pinned at a γ/γ′ interface including a misfit dislocation.
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We conclude that, as dislocation reaches the γ/γ′ interface and rearranges
to minimise the misfit strain, the barrier for entering the precipitate is in-
creased for other dislocations. Thermal effects are found to have a retarding
effect: for a simulation at 500 K, the first SP enters the precipitate after 25 ps
of dynamics. If the temperature is further increased at 1200 K, no penetra-
tion is observed after the first 30 ps, and cross-slip of the matrix dislocation
occurs several times.
Figure 4.18: Velocity distribution for a gliding dislocation, before (LHS) and
(RHS) being trapped at a γ/γ′ interphase boundary.
4.8 Summary
In this Chapter a study of dislocation glide is presented. The continuum
elasticity theory is briefly reported, and validated by calculating the core
contribution to the total energy of a dislocation core by EAM calculations. A
phonon drag model is used for describing the dislocation glide in the γ phase,
for which the drag coefficient is found to be a function of the ratio between
temperature and shear stress. Finally, the study of dislocation trapping at
the γ/γ′ is reported for different deformation and for different geometers
of the interface (fully coherent and with a misfit dislocation) is presented,




This Chapter is devoted to the implementation of QM/MM simulations for
the dynamics of dislocation cores in nickel alloys. Careful testing is presented
beforehand, in order to determine the ideal size of the QM region and the
minimum buffer width necessary for obtaining accurate forces. This analysis
is carried out for a number of crystal defects in Ni-alloys, and extended to
the case of the α phase of iron, a more challenging material because of its
magnetic properties. The usage of a QM/MM scheme offers an improved
description of the local geometry of the dislocation cores, and it is crucial to
describe Shockley Partials at high temperature regimes, in particular when
a significant of aluminium is present in the matrix composition.
In Section 5.2, a simple example is presented to offer insight about the
reliability of an EAM potential when the system is far from its structural
minima. The compression of the bond between two atoms causes charge
rearrangement to screen the ionic interactions, breaking the EAM ansatz of
an exponentially decreasing charge density. In Section 5.3 a detailed study
of the convergence of the QM forces calculated using subsets of the periodic
system (clusters) is presented for a selection of crystal defect including vacan-
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cies, dislocations and chemical impurities in the γ phase. The minimal size
of the region requiring the QM augmentation is determined, by calculating
the MM force error with respect to DFT references and by analysing the con-
vergence of electronic properties, such as magnetic moments, using auxiliary
QM calculations. A digression on the α phase of iron is offered in Section 5.4,
showing that the convergence of forces is much more difficult when dealing
with materials with larger magnetic moments than nickel. In Section 5.5 the
convergence of the electronic structure, rather than the Hellmann-Feynman
forces, is studied for an atom at the centre of a cluster, for both nickel and
iron. Finally, in Section 5.6, a set of LOTF simulation of dislocation cores in
γ is presented, for increasing temperature, stresses and chemical complexity.
The results are compared with MM simulations, indicating that the EAM
approach can be very inaccurate in certain conditions.
5.2 Necessity of QM Regions
Comparisons between data obtained using DFT and with EAM potentials,
carried out in Chapter 3, revealed that the MM method is overall accurate
in describing the basic properties of Ni alloys, with only a few exceptions,
related to chemical transferability issues. In Section 3.4, for instance, a large
overestimation for the binding energy of an Al impurity in the γ phase was
found, due to incompatibility between the energetics of this system and of
the γ′ phase, presenting the same local environment (nearest neighbours) for
the Al atom. Another example of the lack of the transferability of the IP
is provided in Section 3.5, where an underestimation of the elastic energy of
hcp Ni is found, due to incompatibility of the pair-interaction energy term
in modelling the shells of neighbours of hcp crystals. A poor description
of the energetics is also found for the run-on stacking fault in Section 3.6.
The latter is not to a serious issue, as this configuration is energetically very
unfavourable, and therefore not likely to occur during a typical MD run.
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The data suggests that the EAM potential is inaccurate only for a very
limited set of cases. On the other hand, the tests presented so far are mostly
focussed on the minima of the PES. While the energetics of these structures
are crucial, further testing is required to verify the ability of the EAM poten-
tial to reproduce DFT forces in configurations obtained with MD simulations,
as would be necessary to correctly predict thermodynamic observables [148].
Even for the most accurate IP, these forces are likely to be correct only when
the atomic geometries are deformed below a certain threshold.
In this Section, I show how the QM and the MM forces get progressively
further apart as the system is moved away from equilibrium, even for bulk
structures, using a simple model in which a Ni atom is shifted towards one
of its nearest neighbours. A 3 × 3 × 3 108-atom supercell is used to iso-
late this atom from its periodic replica, and the force as a function of the
bond length is calculated using DFT and EAM. Resulting data, displayed in
Figure 5.1 (a), indicate a significant deviation between the two approaches
for atomic forces larger than 2.5 eV/A˚. Moreover, the EAM force is linearly
increasing for decreasing values of the bond length, while the DFT one de-
viates significantly from this regime. This can cause the system to visit
unfavourable configurations during MD simulations using the classical po-
tential. The effects of the underestimation of the repulsive forces for systems
out of equilibrium are already observed in Section 3.3, in which the thermal
expansion coefficient calculated using the EAM potential is much smaller
with respect to the reference experimental value.
Similarly, a failure of the EAM model is observed in Reference [104], from
a charge density perspective rather then for the atomic forces. The EAM
ansatz of an exponentially decreasing charge density is tested against defor-
mations of a Cu crystal by calculating its value in a (vacant) octahedral site.
When a second nearest neighbour to the vacant site moves towards it, the
site loses charge in favour of the region comprised between the approaching
atom and its nearest neighbours, violating the EAM ansatz.
5.2 Necessity of QM Regions 145
The same calculation is repeated here for the previously described Ni sys-
tem, and a similar behaviour is observed in charge density difference between
the crystal and isolated atoms, as shown in Figure 5.1 (b).
Figure 5.1: (a) EAM and DFT forces calculated for a Ni atom displaced from
its equilibrium position along the [110] direction towards a neighbouring fcc
site. (b) Charge difference with respect to isolated Ni atoms in a 100 plane
for a bulk system with a single atom displaced towards one of its neighbours
along the [110] direction by 12% of the equilibrium bond length.
While these effects are often negligible for bulk systems, as a modification
of the bond length of 10% or more is unlikely to occur at temperatures
below the melting point, they are more likely to be observed near a crystal
defect. Two classes of defects can therefore be defined. The first one includes
the defects not treatable with the EAM potential, because of transferability
issues or because they are not parametrised (e.g. impurities). For defects
such as vacancies, belonging to the second class, the minima of the PES are
accurately characterised by the IP, but a significant deviation between the
QM and the MM atomic forces arises when the system is out of equilibrium,
e.g. during a high-temperature MD simulations. In the next Section, the
typical EAM force errors are studied for a number of defects pertaining to
both classes, for configurations thermalised at 1200 K, the typical operational
temperature of Ni-based alloys turbines.
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5.3 Width of the QM Subsystem
Cluster QM Calculations for Bulk Systems
One of the main advantages of force mixing QM/MM techniques over energy
mixing methods is the absence of edge effects. On the other hand, very accu-
rate forces are required for this scheme, and the QM calculation is performed
not only on the QM region, but on a larger cluster comprehensive of a buffer
region, as explained in Section 2.7. The size of this buffer region should be
chosen so that the forces in the QM region are identical to those that would
be obtained in a full QM calculation of the entire system. In practice, this
can lead to very large QM clusters, resulting in not affordable calculations,
given the cubic scaling of DFT methods. A threshold for the force accuracy
has therefore to be set, small enough to guarantee a certain level of chem-
ical accuracy, but large enough to make the calculation affordable. In this
Section, the behaviour of the QM forces evaluated using a cluster (cluster
DFT) is studied for clusters of increasing size. The force error is defined as
the difference between the so-evaluated force and a fully-periodic reference
calculation. This is also compared with the MM force deviation with respect
to the same DFT reference. In the case of crystal defects, this allows to deter-
mine the width of the QM region, as the IP is likely to became more accurate
when the system recovers a bulk-like configuration. These QM regions are
expected to be small, because of metallic screening. As will be clear from the
rest of the Section, a sensible choice for the force error threshold of cluster
DFT calculation is 0.1 eV/A˚, achievable for most of the systems here con-
sidered using clusters with less than 100 atoms, and accurate enough when
compared to the typical DFT force accuracy of ∼ 0.02 eV/A˚. Note that very
large clusters (at least 200 atoms) are required in order to lower the threshold
to 0.05 eV/A˚, as shown in Figure 5.13 (b).
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As a starting point, the convergence of QM forces using clusters of in-
creasing size is tested for bulk system of γ and γ′. Since crystal defects are
not present, and no chemical reactions are occurring, the width of the buffer
region necessary to decouple the QM region from spurious surface states de-
termined in this Section is the minimum one associated with the material,
and therefore constitutes an effective calculation of the force locality. The
108-atom configurations described in Section 3.3 for both γ and γ′ are used.
For each of them, an atom is selected, with the modulus of the force acting
on it larger then 0.5 eV/A˚, and is treated as a monoatomic QM region. The
forces for clusters of increasing size are compared with the reference ones
for the periodic system. In the case of γ′, the force convergence is checked
separately for Ni and Al atoms. Each cluster is separated from its periodic
images by 10 A˚ of vacuum. Because of the large system size this leads to, the
BZ is sampled using only the Γ point. The other parameters for the DFT
calculations are the same as those reported in Section 3.1. The resulting
force errors are displayed in Figure 5.2, averaging over 10 configurations and
over the cubic axes.
Figure 5.2: (a) Convergence of the QM cluster forces for Ni atoms in γ, (b)
Ni and Al atoms in γ′ (b). The average EAM force error with respect to
DFT is indicated with grey lines.
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A rapid convergence of the QM force is observed for cluster radii larger
than 4.3 A˚, i.e. including the first three shells of neighbours for the central
QM atom. The average EAM error with respect to the full-DFT force is
indicated with grey lines. Lower force errors are observed in the case of γ′, in
particular for the Al atom. This is attributed to the absence of a magnetic
moment for the latter, and to the overall small magnetisation of the system.
A further observation about the importance of magnetic properties for the
locality of the QM forces is provided in Section 5.4, where the present analysis
is extended to the α phase of iron.
Point Defects
In this Section the required size of a QM region in the proximity of a point
defect is studied. Only data for the γ phase are presented, as Re and W are
known to partition there (cf. Section 3.4), and only vacancies in γ are relevant
to this work, because of their interaction with matrix dislocations. For each
system, 10 uncorrelated configuration frames are generated by means of MD
simulations, at the target temperature of 1200 K. In the case of the vacancy
and of the Al impurity, the EAM potential is used, with the same simulation
parameters previously described in Section 3.3. For systems including a W
or Re chemical impurities, ab initio MD is used, with the same settings as
in the calculations reported in Section 3.4. These simulations are carried
out within the NV T ensemble, using a 2 fs time step and a Nose´-Hoover
thermostat with mass corresponding to an 80 fs oscillation period. The
systems are equilibrated for 2 ps, and a configuration frame is saved every
200 fs during the next 2 ps production calculations.
The distribution of the EAM force error with respect to reference DFT
data is obtained by counting the number of occurrences of an error on a single
component of the force vector. Bin of 0.05 eV/A˚ width are used, and the
plots are smoothened using cubic splines. This error distribution is shown in
Figure 5.3 (a) for the atoms neighbouring the vacant site.



































































































Figure 5.3: EAM force error distribution with respect to reference DFT
calculations for (a) atoms neighbouring a vacancy and (c) a chemical Al
impurity. Convergence of the QM cluster force for both cases (c,d).
The different line colours correspond to different distances from the va-
cancy: on average 2.5 A˚ for n.n. and 3.5 A˚ for n.n.n. atoms. Results for
atoms farther than 4.3 A˚ from the defect are included for reference. For the
latter set, 50% of the data points have an absolute force error below 0.1 eV/A˚
and only 20% exceed 0.2 eV/A˚, in line with the results reported in Section
3.3 for bulk atoms. For the n.n. to the vacancy the error distribution is
broader. While for 40% of the data points the error is below 0.1 eV/A˚, a
larger population of forces deviating by 0.3 eV/A˚ appears, including errors
as large as 0.8 eV/A˚. The error distribution for n.n.n. has an intermediate
behaviour.
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The EAM potential is in fact by design accurate enough for modelling
the dynamics of vacancies, as both the formation and the migration energies
are included in the fitting database used to develop the IP [5]. However,
although the EAM forces integrate to the correct migration barrier, the local
description of the PES is not as accurate for the n.n. of vacancies as it is for
the bulk-like atoms. As a result, the potential could easily fail to describe
the interaction between a vacancy and other defects such as dislocations.
The force convergence with respect to the width of the buffer is presented
in Figure 5.3 (b). In this case, the QM region is composed of 12 atoms,
so that the radius of the buffer region does not correspond to the radius of
the whole cluster as in the previous case. The convergence of the forces is
reached when the first three shells of neighbours of QM atoms are included
within the buffer region, as in the case of the bulk systems (cf. Figure 5.2)
The same analysis is carried out for an Al impurity in the γ matrix. The
error distribution, displayed in Figure 5.3 (c), shows that the QM forces on
the impurity atom are not reproduced by the classical potential, with only
20% of the forces within 0.1 eV/A˚ from the reference values and 50% of the
errors larger than 0.3 eV/A˚. This is in line with the overestimation for the
Al impurity binding energy observed in Section 3.4. An overestimation of
the forces acting on the Al atom is expected to be associated to this energy
difference. This is verified by comparing the absolute value of the force error
with the deviation between force moduli, as reported in Table 5.1.
µ(|fMM − fQM|) µ(|fMM| − |fQM|) µ(|fQM|)
0.29± 0.07 eV/A˚ 0.28± 0.07 eV/A˚ 0.72 ± 0.11 eV /A˚
Table 5.1: Average EAM force error for an Al impurity in the γ phase.
The Al impurity therefore requires a QM augmentation. The Al–Ni pair
interaction can be refitted to the correct energetics for this defect. This would
on the other hand cause a significantly reduced accuracy for the γ′ phase, as
the first shell of neighbours of the Al atom is identical in the two cases.
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The convergence of the cluster QM forces for increasing size of the buffer
region is presented in Figure 5.3 for the Al atom. The forces converges using
small clusters, as in the previous cases. Here, also a minimal cluster including
only the first two neighbour shells (18 atoms) produces more accurate results
than the EAM potential.
In the case of Re and W impurity atoms in the γ matrix, the width
of the QM region cannot be determined by direct comparison with EAM
data, as the IP is not capable of modelling atomic species other then Ni
and Al. A set of auxiliary systems is used, for which the impurity atom is
substituted with a Ni one. The deviations with respect to the original set
of configurations are calculated for the atomic forces and for the magnetic
moments, the latter evaluated using Bader analysis [75]. The MM region is
then defined as the region in which the difference between these quantities
for the two systems is below a certain threshold. The chemical impurities
considered here do not produce significant charge transfer. The calculated
atom-polarised charge show a depletion below 0.5% for n.n. Ni atoms in the
case of Re and below 1% in the case of W. No difference can be observed
for next nearest neighbours. Whilst the charge transfer is negligible, its
rearrangement due to the impurity atom leads to lower magnetic moments
for its neighbours, as shown in Figure 5.4 (a).
The corresponding force difference is presented in 5.4 (b). The Re atoms
are introducing a larger deviation with respect to W ones, despite the weaker
chemical effect observed in panel (a). This plot indicates that the mechanical
effect of impurity atoms is limited to n.n. atoms. A peak is observed for the
shell at 5 A˚, equidistant from the periodic images of the impurity atom,
below the accuracy threshold of 0.1 eV/A˚. Purely electronic properties, such
as the Density of States, converge later more slowly than the atomic forces, as
shown in Section 5.5, so that an inaccurate value for the magnetic moments
of n.n.n. is not to be considered a major problem.
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The convergence of QM forces with respect to cluster size is reported in
Figure 5.4 for Re (c) and W (d). In this case, larger clusters are required in
order to obtain QM forces within the accuracy threshold of 0.1 eV/A˚. In both
cases, a cluster of ∼ 7 A˚ radius is required, corresponding to the first 8 shells
of neighbours of the impurity atom. The forces on the chemical impurity
and its neighbours converge simultaneously in both cases, indicating strong
coupling between these atoms. As clusters required to obtain converged QM
forces contain at least 130 atoms, a full QM/MM simulation for this system


























































































Figure 5.4: Comparison between magnetic moment (a) and atomic forces (b)
between a system including a chemical impurity (Re,W) and an auxiliary
one, with only Ni atoms in the same positions. Convergence of the cluster
QM forces on an impurity atom and its neighbours for Re (c) and W (d).
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The overestimation of the binding energy for an Al impurity observed in
Section 3.4 may lead to some considerations: firstly, the EAM potential is
clearly not describing this kind of defect correctly, because of its intrinsic
lack of transferability. Secondly, this can be turned to our advantage, as
large binding energies in γ are usually associated with heavy atoms such
as Re and W. In Figure 5.5, three error distributions are compared for a
chemical impurity (a) and its neighbours (b). The configurations are the
same generated for the case of an Al impurity, but QM calculation have been
repeated changing the type of this atom into Re and W.
The resulting data indicates that, in the case of an isolated impurity
within the γ matrix, the MM Ni-Al parametrisation is in fact more closely
describing a Ni-Re or Ni-W system. About 33% of the error points are below
0.1 eV/A˚ (to be compared with 20% for Al), and less than 10% are above 0.3
eV/A˚ (50% for nickel). No difference can be observed for the description of
neighbouring atoms. The accuracy in modelling these atoms is at the ionic
level, and important features of the systems such as the shape of the GSF
energy curve (cf. Figure 3.14) cannot be reproduced. However, the potential
can still be used to describe ‘on average’ the multi compositional γ phase
















































Figure 5.5: Comparison of EAM force error distributions for different chem-
ical impurities for (a) the impurity atom and (b) its neighbours
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Dislocation Core
As a next step, a screw dislocation in the γ phase is considered. The crystal
is oriented along the orthorhombic cell axes x = [112¯], y = [111], z = [1¯10],
and a 48× 34× 8 supercell of the 6-atom elementary system (78336 atoms)
is used. A single screw dislocation is introduced at the centre, and open
boundary conditions are imposed adding a vacuum region of 15 A˚ width
along x and y, as discussed in Section 4.2. The cores of the SP dislocations
are located by means of the Nye tensor, using Equation (4.24), and atoms
are classified accordingly to the distance from these points. The n.n. atoms,
located within 2 A˚ from the dislocation core, are characterised by a screw
component of the Nye tensor larger than 0.04 A˚
−1
, thus contributing about
70% of the Burgers vector. The n.n.n. atoms are those within 4 A˚ of the
dislocation core, and present an average screw component of about 0.01 A˚
−1
.
DFT calculations cannot be performed on the whole system because of
its size. The convergence of QM cluster forces at dislocation cores can still be
monitored, as displayed in Figure 5.6 (b,d). The reference values are taken
from a larger cluster, not shown in the plot, including 9 neighbouring shells,
corresponding to 177 atoms. The average error is decreasing for increasing
system sizes, and falls below the threshold of 0.1 eV/A˚ with a cluster radius
of 5.5 A˚. A dependance on the crystallographic direction is observed: while
along x the force converges using the same cluster radius as in bulk systems
(cf. Figure 5.2), an additional neighbour shell is required along the y direc-
tion. The force convergence can be improved by increasing the width of the
Gaussian smearing of occupancies to 0.5 eV, as displayed in Figure 5.6 (b,d).
The corresponding accuracy loss for the electronic structure is not significant,
as for this cluster size the density of electronic states is not fully converged,
as discussed in Section 5.5. A set of 30 atoms is then selected from each
reference frame, and DFT calculations are performed for each of them using
5.5 A˚ radius clusters. The accuracy of the EAM potential is tested by direct
comparison. The analysis is carried out separately along x and y.
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The EAM potential performs reasonably well in both cases, with only 40%
and 35% of the forces deviating by more than 0.2 eV for x and y directions
respectively. Note that the corresponding value for the bulk system is 25%.
Errors along x are slightly higher, and the presence of vacancies yielding the
formation of jogs during diffusion will very likely increase the force error along
y. Moreover, in both cases, there is a significant probability of incurring force
deviations as large as 0.6 eV/A˚ for both n.n. and n.n.n. atoms. The latter
present larger force errors along the x direction, due to the lattice distortion
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Figure 5.6: Distribution of EAM force error for atoms neighbouring a dislo-
cation core along x (a) and y direction (c). Convergence of the cluster QM
forces for different smearing widths (b,d)
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5.4 Extension to other Materials: α iron
While the main focus of this work is on Ni-based alloys, it is interesting
to investigate the cluster QM force convergence for other materials, thus
providing insight about the feasibility of QM/MM simulations in a wide
range of systems. In Reference [178], these data are provided for Si-based
systems. Converged QM forces are obtained using a ∼ 5 A˚ width buffer for
a perfect Si crystal and a ∼ 7 A˚ width buffer for a (001) surface. Whenever
the ionic interactions of the system becomes more complicated due to a more
complex chemical composition, as in the case of α-quartz and of amorphous
silica, much larger clusters (∼ 12 A˚) are required.
Here, a strong chemical dependence on the required size of the buffer
region is also observed, for instance in the case of Re and W impurities in
the γ matrix, as shown in Figure 5.4. In this section, this analysis is carried
out for a system, α-iron, that is significantly challenging to model using a
QM/MM scheme, as the magnetisation is much larger than in nickel alloys.
Spurious spin rearrangement at the open surfaces of the QM clusters will be
higher, so that Fermi-level crossing effects become more likely to propagate
to the centre of the QM region, and affect the calculated forces on the central
atom. Because of this effect, large QM clusters are typically required in order
to obtain well converged QM forces.
Various heuristic approaches to accelerate the convergence are investi-
gated in this work, including (i) imposing a larger Gaussian smearing width,
(ii) allowing the QM zone to host a net charge to boost convergence, or (iii)
constraining the magnetic moment of each atom to the zero temperature
bulk value. Test calculations show that the dipole correction, applied using
the algorithm originally proposed in Reference [179] and later implemented
within the VASP package, does not significantly affect the computed forces,
indicating that the interaction between electric dipoles generated on the QM
clusters by surface effects is negligible.
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The convergence of forces with respect to the cluster radius is studied for
two systems: a 4×4×4 128-atom supercell of bulk α-Fe and a larger system
centred on a a
2
〈111〉{110} screw dislocation. The reciprocal space is sampled
using a 4 × 4 × 4 MP grid in the first case. All cluster DFT calculations
are performed using only the Γ point. The classical calculations use a high
quality EAM potential [12] originally developed for self-diffusion studies on
Fe surfaces. All simulated systems were thermalised at 1200 K using classical
MD simulations following the same protocol detailed for Ni systems.
As a starting point, the magnetic behaviour of full-shell Fe clusters is
studied by means of DFT calculations. The neighbour shell resolved magnetic
moment difference with respect to perfect bulk, obtained by means of Bader
analysis for these systems at 0 K, are shown in Figure 5.7. Atomistic models
of the clusters are displayed in the inset. From the reported data, it is not
only clear that undercoordinated surface atoms have a magnetic moments
about 50% larger with respect to a periodic structure (2.2µB), but also that
this effect propagates towards the centre of the cluster, so that, if one cluster
is not large enough, the central atom is also significantly affected.
Figure 5.7: Neighbouring shell resolved magnetic moment difference with
respect to a bulk structure for clusters of different size at room temperature,
and atomistic models of Fe clusters.
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The convergence of the cluster QM force for the bulk system is displayed
in Figure 5.8. As is clear from panel (b), the convergence is much slower
than for Ni-based systems, and a cluster of at least 7 A˚ radius is required
to obtain QM forces accurate within the 0.1 eV/A˚ threshold, corresponding
to clusters of about 137 atoms (9 shells of neighbours). In the case of nickel
the same accuracy level is obtained using 43-atom clusters for both γ and γ′,
as reported in Figure 5.2. Since the scaling of the cost of a DFT calculation
with respect to the number of atoms is cubic, QM/MM calculations for Fe
systems would be more expensive by one order of magnitude. It is therefore
worth trying to accelerate the convergence of the QM force. In this spirit,
a non-magnetic (NM) Fe model is simulated, and the same analysis as in
the ferromagnetic (FM) case is carried out. These forces are significantly
different with respect to the set obtained with the ferromagnetic model. In
this case, the convergence is much faster, as shown in Figure 5.8 (a). This
indicates that the locality of the QM forces is strongly coupled to the mag-
netic properties of the system. Constraining the magnetic moment of all the
atom to the equilibrium bulk value could therefore accelerate the recovery of





















































Figure 5.8: (a) Cluster DFT force convergence: comparison between ferro-
magnetic α iron and a non-magnetic fictitious model. (b) Effect of constrain-
ing the magnetic moments of iron atoms.
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This kind of calculation is implemented in VASP for the case of non-
collinear magnetism, in which the magnetisation density is a vector field.
The constraint is applied by adding a penalty term to the total energy of the




λ(µi − µ(i)t )2 (5.1)
where λ is a constant, µ
(i)
t the target magnetic moment for atom i and µi
the magnetic moment, calculated by atomic orbital projections of the wave-
function within a sphere centred on the atomic site i. Calculations are per-
formed for the set of clusters including the first 7 shells of neighbours (89
atoms), and the resulting force error is plotted in Figure 5.8 on top of the
original curve for the unconstrained system. Values of λ = 1 (soft constraint)
and λ = 5 (hard constraint) are used. Remarkably, both these calculations
produce larger deviations of the forces from the correct QM target values,
as the weight λ is increased to higher values, indicating that the magnetic
moment constraint cannot easily be used to speed up force convergence.
Figure 5.9: Screw dislocation in α-Fe, thermalised at 1200 K using the EAM
potential. Atoms are coloured using the screw component of the Nye tensor.
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The other approaches for obtaining a faster QM force convergence are
tested on the dataset for the dislocated system. The geometry of the core,
identified using the Nye tensor analysis, is reported in Figure 5.9. The conver-
gence of the QM force for increasing values of the cluster radius is displayed
in Figure 5.10 (a). As in the case of bulk iron, a large cluster, including the
first 9 shell of neighbours, is required in order to obtain forces accurate within
0.1 eV/A˚ from the target values (evaluated in this case on a larger cluster,
not shown in the plot). A set of simulations with larger smearing width was
also performed. This reduces the error for some intermediate size clusters,
but not within the desired threshold. Similarly, adding or removing electrons
in a self-consistent fashion does not yield any significant improvement in the
convergence of the QM forces, so that achieving occupancy balance of quasi-
degenerate surface cluster states by charge addition or depletion (in the ±5
e range, while using a neutralising background charge density in the DFT
calculations) does also not lead to faster force convergence with QM cluster
size. This is exemplified by the results shown in Figure 5.10 (a), for a 59











































Figure 5.10: (a) Convergence of the cluster DFT force for atoms located at
the core of a screw dislocation in α iron for different values of the Gaussian
smearing width. (b) effect on adding/removing electrons to the system.
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5.5 Convergence of Electronic Properties
In the previous Sections the convergence of QM forces evaluated on subsets
of the main systems (clusters) of increasing size is studied. The QM force
are meant to be used within the LOTF scheme, presented in Section 2.7, in
order to propagate the dynamics of the system describing a certain region,
usually defined in the proximity of a crystal defect, with greater accuracy and
DFT-level chemical transferability. This approach can be described as the
QM-augmentation of a pre-existing MM potential. The goal of this Section
is to understand whether it is also possible to obtain information at the









































































Figure 5.11: Projected density of states for the central atoms of Ni clusters
of increasing size. The grey line indicates the Fermi level.
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This is particularly important for large systems (1000 or more atoms)
for which a full periodic QM treatment is not possible, e.g. the γ/γ′ inter-
face including misfit dislocations. The convergence of the overall electronic
structure for the central atoms is monitored by studying the PDoS, and in
particular its stability at the Fermi level, where surface states are localised.
Convergence with respect to the BZ sampling grid is verified, and accurate
results are obtained using only the central point Γ. The Methfessel-Paxton
smearing scheme is used for PDoS calculations. Bulk PDoS references are
evaluated using a 4×4×4 MP grid. The resulting profiles, reported in Figure
5.11 and 5.12 indicate that very large clusters (∼ 300 and ∼ 400 atoms for













































































Figure 5.12: Projected density of states for the central atoms of Fe clusters
of increasing size. The grey line indicates the Fermi level.
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The PDoS of a cluster systems is more localised with respect to the bulk
reference, and sharper peaks are therefore observed. Starting from clusters
of 176 atoms, the PDoS for the Ni central atom becomes similar to the bulk
reference, with the exception a peak at -0.5 eV from the Fermi level. Clusters
of at least 311 atoms are required to mitigate this effect, and another smaller
peak arises between -0.5 eV and the Fermi level, not observed for the bulk
reference profile. For n = 348 this peak merges with the previous one, and
the PDoS almost overlaps the bulk reference profile.
In the case of α-Fe, a greater instability at the Fermi level can be observed,
especially for the spin-up channel. The major peak of bulk Fe, at -0.75 eV
from the Fermi level, is split into a series of minor peaks, which crosses
the Fermi level for some configurations (cf. blue curve, 260 atoms in 5.12)
Clusters as large as 330 atoms still present a double peak, and only by using
a cluster of 414 atoms does the PDoS begin to resemble the reference profile.
Another method for monitoring the convergence of electronic properties
is studying the convergence of the magnetic moment for the central atoms
as a function of the cluster size, for instance by means of Bader analysis.
The calculated magnetic moment and force errors with respect to the bulk
reference are reported in Figure 5.13. Correlation between the two datasets
can be observed in the first part of the curve for iron, as the variation of the
magnetic moment between the first two clusters is as large as 0.6 µB. When
the force converges below the threshold of 0.1 eV/A˚ (starting from the third
cluster, 129 atoms), the oscillations become smoother, with variations smaller
than 0.2 µB. The force error gets smaller than 0.05 eV/A˚ for clusters of ∼ 200
atoms, and the QM force seem to converge with good accuracy to a value
close to the reference one. On the other hand, the magnetic moment error is
manifesting an oscillatory behaviour, as observed also in the case of nickel.
The force error is lower than 0.05 eV/A˚ for clusters larger than ∼ 250 atoms,
while the magnetic moment keeps on oscillating, with variations as large as
∼ 0.3 µB (50% of the total magnetic moment for a Ni atom).
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The results obtained in this Section indicate that the QM clusters used
for practical LOTF calculations do not describe with sufficient accuracy the
electronic properties of the system. The convergence of these properties
seems to be decoupled from the convergence of the atomic forces, which are
instead quite stable for clusters of at least 261 atoms in the case of Ni and
193 for Fe. This justifies the approaches taken in Sections 5.3 and 5.4, in
which Gaussian smearing with widths as large as 0.5 eV is used in order to
minimise the size of the cluster used for the calculation of QM forces. The
system does not resemble the bulk reference for clusters of that size, so that

















































































Figure 5.13: QM force (a,b) and magnetic moment (c,d) error for clusters of
increasing size in γ-Ni (a,c) and α-Fe (b,d).
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5.6 LOTF Simulations of Dislocation Cores
Simulation Set up
In this Section, the LOTF scheme is applied to simulate dislocation glide at
a range of temperatures and stresses, for models of the γ phase containing
increasing Al percentages, up to a maximum of 15%. A simulation cell con-
taining a quadrupole of screw dislocations is used to model a fully periodic
system. This system set-up allows the simultaneous simulation of 8 SP dis-
location cores (ensemble parallelism over QM regions), fully exploiting the
capabilities of massive parallel architectures. The length of the system along
the [112¯] and the [111] directions is ∼ 170 A˚, corresponding to a distance of
80 A˚ between dislocation cores, after dissociation into SPs. The length of the
system along the line direction [1¯10] is 5 A˚, corresponding to two elementary
units. This allows the usege of a 1-dimensional periodic simulation set for
DFT force evaluations, greatly accelerating the overall simulation speed. The
complete system used for these simulations is shown in Figure 5.14, colour-
ing the atoms using the screw component of the Nye tensor α33(R), R being
the atomic position, emphasising the alternate Burgers vector sign of the
quadrupole. A QM region is defined for each partial core, and dynamically
updated using this scheme:
1. The system is divided into four separated subregions, each of which
contains a full dislocation core. Each region is treated independently.
2. The particles satisfying the condition α33(R) > 0.04 A˚
−1
are selected.
The two atoms maximising their respective distance are taken as the
first guess of the core positions.
3. The distance d between the SP dislocation cores is calculated and a
circular region of radius d/2 around each core is selected.
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4. For each of the circular regions defined in point 3., the core position is
calculated using Equation (4.24).
5. The hysteretic QM selection scheme centred at the dislocation core (cf.
Figure 2.4) is used for defining the QM regions. The radii of the circles
are selected to be 3 A˚ and 5 A˚ (5 A˚ and 7 A˚ for high temperature
simulations).
6. The buffer region is added using again a hysteretic selection scheme.
The radii of the circles are selected to be 5 A˚ and 7 A˚.
7. The core position is used as a starting guess for the next iterative step.
Restart from point 3.
In the case of dislocation constriction the distance between the SP dis-
location cores becomes comparable to the bond length of the fcc crystal
∼ 2.5 A˚. As a result, the procedure described in 5.6 (point 3) would select
only a single atom, thus making the scheme unable to correctly update the
core position (the average (4.24) would always return the starting position of
the selected atom). This is addressed by moving apart the initial guess for
the core positions 2 A˚ apart before the selection (point 3). As this is done
before the evaluation of the QM cores (point 4), the scheme is still capable
of recognising the correct QM region. Note that this adjustment would also
prevent complete overlap of the QM regions, allowing the system to recognise
a successive re-dissociation into SP without reiterating (point 1,2).
The procedure creates 8 QM systems of about 150 atoms. As the system is
periodic along z, a 1×1×7 MP grid is used for BZ sampling, corresponding to
four points in the irreducible Brillouin Zone, over which DFT calculations are
parallelised. The Nye tensor selection scheme, shown in Figure 5.15 for a pair
of SP dislocations, is applied prior every DFT calculation. Accurate testing
reveals that, using the LOTF predictor/corrector scheme, a QM calculation
is required every 7 integration steps (of 2 fs each) for maintaining the average
force error below 0.1 eV/A˚ through the interpolation of the dynamics.
5.6 LOTF Simulations of Dislocation Cores 167
Figure 5.14: Periodic system including a quadrupole of dislocation, used for
LOTF dynamics. The orientation of the crystal is indicated, and atoms are
coloured by the screw component of the Nye tensor.
In order to set up the temperature conditions, the atomic positions of the
system are rescaled to the value predicted by thermal expansion for the target
temperature, and the initial velocities distributed according to a Maxwell-
Boltzmann function. After a 5 ps thermalisation using the MM potential, a
shear strain yz, where y is the normal to the close-packed family of planes
and z the Burgers vector direction, is applied, and the dynamics further
propagated for another 1 ps. For high temperature simulations, bad starting
points are often encountered because of an unphysically large distance be-
tween SP dislocations. In these cases, the MD simulation is continued until
a reasonable starting point is encountered.
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Figure 5.15: Dislocation core identification and definition of QM regions
during a LOTF simulation.
Comparison of LOTF and EAM results
As a starting point, a system consisting of pure nickel is simulated, at low
temperature and stress conditions (50 K, 100 MPa). The EAM potential is
supposed to perform well under these conditions, as a pure phase is simulated.
A deviation between LOTF and EAM is observed in the distance between SP,
calculated using the previously described method. Its values as a function
of simulation time are reported in Figure 5.17 for two pairs of SPs, using a
















































Figure 5.16: Distance between Shockley partials for two extended core regions
as a function of time. Comparison between QM/MM and MM results.
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While the equilibrium distance is the same (∼ 4.3 A˚) in both cases, in
accordance with the correct EAM predictions for the elastic constants and
the ISF energy (cf. Tables 3.1 and 3.8), larger fluctuations are observed in
the MM case. This is attributed to the underestimation of the stiffness for
the hcp phase, reported in Section 3.5.
The simulation is then repeated, including 5 % of aluminium in the matrix
in order to make the alloy chemistry more complex. Note that the EAM
potential is not capable of describing Al impurity atoms correctly, as shown in
Section 5.3, and therefore a more significant difference between the QM/MM
and the MM calculations is expected. The distance between SP for this
















































Figure 5.17: Distance between Shockley partials for two extended core regions
as a function of time. Comparison between QM/MM and MM results, at low
temperature/stress (50 K, 100 MPa) for 5% Al in the matrix.
Its equilibrium value is increased, consistently with the lower value for the
ISF energy calculated in presence of impurity atoms (cf. Table 3.10). The
new equilibrium value for the LOTF simulation is 4.7 A˚. In the MM simu-
lation instead much larger SP distances dominate. This is attributed to an
underestimation of the ISF energy for Al impurities, for high Al percentages,
reported in Figure 3.13.
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When the Al percentage is increased to 15 %, the deviation increases,
as shown in Figure 5.18. In panel (a), the distance between SP dislocations
linearly increases starting from t = 0.3 ps, with an average rate of 2.8 nm/ps.
The maximum value reached is 1.9 nm, larger then the expected equilibrium
distance by a factor of four. The initial increase of this quantity is physically
meaningful, as it is due to an increased presence of Al atoms in the proximity
of the extended dislocation core. A similar behaviour is observed also in the
LOTF case, however with the smaller expansion rate of 1.2 nm/ps, up to a
maximum distance of 0.9 nm, twice as large as the initial equilibrium dis-
tance. This can be interpreted as a limitation of the approach, and indicates
that larger QM regions might be required for chemically complex alloys. In
panel 5.18, the distance between SP dislocation observed using the LOTF
scheme is close to the expected value, while in the MM case it converges to






















































Figure 5.18: Distance between Shockley partials for two extended core regions
as a function of time. Comparison between QM/MM and MM results, at low
temperature/stress (50 K, 100 MPa) for 15% Al in the matrix.
The simulation temperature is then increased to 1000 K, and the shear
stress to 200 MPa. At this conditions, the barrier associated to dislocation
constriction can be overcome, and cross-slip can occur, according to the
Friedel-Escaig model [29]. The SP distances for LOTF and MM simulations
are reported in Figure 5.19, for a Ni matrix containing 5% Al.












































Figure 5.19: Distance between Shockley partials for two extended core regions
as a function of time. Comparison between QM/MM and MM results, at high
temperature conditions (1000 K, 200 MPa) for 5% Al in the matrix.
Much larger fluctuations are observed in both QM and QM/MM cases,
due to thermal disorder. As opposed to the previous simulations set, the
MM SP distance is most of the time shorter than the LOTF results, with
frequent constriction and cross-slip processes. Large distances are sometimes
still observed. In panel 5.19(b), for instance, its value gets as large as 15 A˚,
with an average expansion rate of 1.33 nm/ps. Selected trajectory frames of
the simulation are reported in Figure 5.20. Constriction of SP dislocation
is observed in the 0.6 ps frame, while at 0.8 ps the dislocation, still con-
stricted, starts to cross slip. The glide of a perfect screw dislocation is then
observed, until at 1.4 ps another cross-slip process occurs, and the disloca-
tion dissociates into SP in a plane of the same family as the starting one.
At this point, the distance between partials increases, due to the presence
of more Al atoms in the current (111) layer. In the QM/MM case, the dis-
tance between SP oscillates, but cross-slip phenomena are not observed. The
frequency of cross-slips processes can be used as input parameters to higher
scale methods, and it is particular relevant ion order to describe plasticity as
this would be the process with the lowest energy cost that would allow the
change of slip plane for a screw dislocation.
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Figure 5.20: Comparison between trajectory frames for a QM/MM and a
MM simulation at high temperature conditions (1000 K, 200 MPa 5% Al).
Another set of high temperature simulations was performed, at a larger
Al percentage (15 %). In this case cross-slip is never observed with either
method and the MM simulations present a distance between Shockley partials
consistently larger than the QM/MM value. In one particular case, detailed
in Figure 5.21, a maximum distance of 30 A˚ is observed, corresponding to a
500% error with respect to the LOTF value. This indicates that the EAM
potential is not adequate to simulate dislocations at high temperature con-
ditions, especially when the overall chemistry of the system is complex.
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Figure 5.21: Comparison between SP distances and trajectory frames for
a QM/MM and a MM simulation at high temperature conditions (1000 K,
200 MPa) for an alloy containing 15% Al.
5.7 Summary
In this Chapter the LOTF method is successfully developed and used for
describing the dynamics of SP dislocation in the γ matrix at different condi-
tions. Accurate testing is performed in order to determine the minimal size
of the quantum and the buffer region for a selection of crystal defects. This
constitutes an excellent starting point for future QM/MM works, as it pro-
vides information about the embedding of chemical impurities, fundamental
for the design of modern alloys. Moreover, this analysis is extended to the α
phase of iron, a more challenging material due to its magnetic properties.
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The present work has revealed critical considerations and its extension to
metallic system. In particular, it is found that the clusters in use for standard
QM/MM calculations are too small for capturing electronic properties, such
as the magnetic moment of the QM region. The ‘DFT accuracy’ claimed to
be obtained in LOTF simulation has to be interpreted as accuracy for semi-
local quantities, such as the Hellmann-Feynman forces, sufficient to generate
accurate trajectories.
Finally, the effects of the lack of chemical transferability of the EAM
potential on dislocation cores are observed, both as a function of chemical
complexity and of simulating temperature. The QM augmentation of the
system proved in most of the cases to be capable of providing an accurate
description of the PES for dislocation cores, effectively correcting the local
deficiencies of the MM potential. The method can be used for accurate
prediction of the dislocation glide velocities or climb rates to be used as inputs
for larger scale modelling approaches such as discrete dislocation dynamics.
CHAPTER 6
Future Plans and Conclusion
6.1 Future Plans
The major accomplishment of this thesis is the is the validation of the LOTF
scheme for Ni-based superalloys, and the consequent QM/MM simulation of
gliding dislocations at different temperature and stress conditions. Using the
tools developed here, a variety of calculations can be performed to further
investigate the interactions between dislocations and other crystal defects,
thus introducing in the model systems some of the chemical complexity typi-
cal of realistic materials. In this Section a brief overview of these calculations
is provided, some of which are already underway.
Extension to Mixed Dislocations
In Chapter 5 LOTF calculations are performed for the simple case of a screw
dislocation in the γ phase. This study can be extended to the case of 60◦
partial dislocations, relevant to diffusion processes at the γ/γ′ interphase
boundary, as suggested by experimental evidence in Reference [17].
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Preliminary calculations using the EAM potential show that, as previ-
ously observed for a screw dislocation (cf. Section 5.6), the distance between
SP dislocations increases during the dynamics, as shown in Figure 6.1 by
plotting the relevant components of the Nye tensor.
Figure 6.1: Components of the Nye tensor during a classical molecular dy-
namics simulation at high temperature (1200 K) for a 60◦ mixed dislocation.
In this case, both the screw and the edge component are relevant, as
the two dislocations are not equivalent. The images presented in Figure
6.1 are from a simulation at 1200 K, with no applied strain and 4% Al
in the matrix. In the first configuration (top panels) the two partials are
clearly distinguishable. One of them presents mainly a screw character, the
other one is instead closer to an edge dislocation. This analysis does not
provide a complete characterisation of the Burgers vectors, as Nye tensor
evaluations do not accurately describe mixed dislocations (cf. Figure 4.7)
and because of thermal instabilities, which are shown in Figure 4.10 in the
case of a screw dislocation. The tracking of the QM region is therefore more
complicated, and different approaches can be used. One can calculate a
separate component of the Nye tensor for different dislocations. This would
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allow for accurate tracking of dislocations, provided that constriction does not
occur, as this would causes a local modification of the Burgers vector surface
density. Another possibility is to use the surface density of the modulus of






where α33 and α31 are respectively the screw and edge components of the Nye
tensor for a dislocation whose line is parallel to z, and y is the normal to the
slip plane. This quantity would ideally produce symmetric results for the two
partials, as can be appreciated in the top-right panel of Figure 6.1. Issues
may arise in configurations such as the one shown in bottom panels, in which
local Nye tensor dipoles are present. These atoms do not contribute to the
total Burgers vector as the Nye tensor contributions integrate to zero, but
considering them without taking into account the sign, as in Equation 6.1,
would create ill defined QM regions, as is clear from the bottom left panel of
Figure 6.1, in which three separate peaks are observed. On the other hand,
such configurations might not be observed during a QM/MM simulation, as
they are related to an unphysically large distance between SP dislocations.
Another possible approach for the defining QM region can be based on the
Dislocation Analysis (DXA) technique [13; 180], which reconstruct the full
dislocation line, facilitating the identification of kinks and jogs.
A natural extension of this work would be the study of dislocation climb
at the γ/γ′ interface. The physical process, as described in [84], involve
gliding of the screw-like SP dislocation towards the IPB. The edge-like ‘trail’
dislocation will then be deposited at the interface, where interaction with
vacancies will lead to the formation of jogs and eventually to climb. The
dislocation will then move along the interface, according to a combination of
glide and climb processes (climb-assisted glide), until the corner of the cubic
γ′ precipitate is reached.
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The atomistic modelling of these processes will involve vacancies, neces-
sary for dislocation climb, which will define independent QM regions. Chem-
ical impurities can also be introduced, to increase the chemical complexity of
the model, making it more similar to realistic materials. The QM-accurate
dynamical study of the effect of Re atoms on the climb of the dislocation can
help shed some light on the nature of the ‘Rhenium effect’, as DFT studies
present in literature do not include the typical strains of a γ/γ′ interface,
nor the actual presence of a dislocation. This study may provide parameters
for higher level methods, such as discrete dislocation dynamics, allowing an
improved description of plasticity-related processes in superalloys.
Impurity effect on Gliding Dislocations
Another natural extension of the present work includes studying the effect
of chemical impurities on a dislocation gliding in the γ phase. An isolated
impurity is expected to simply increase the distance between SP dislocations,
without hindering in any way the process of gliding, as can be understood
from the GSF energy surfaces presented e.g. in Figures 3.14 (a). Whenever
the impurity atoms would become neighbours because of dislocation glide,
following the same process that leads to the formation of an APB in γ′, more
complicated energy profiles are observed, as was shown in Figure 3.14 (b).
Figure 6.2: Matrix screw dislocation gliding towards chemical impurities.
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In particular, different profiles are observed for Al and Re atoms, and it
would be interesting to see whether this would cause different effects on the
gliding dislocation. The simulation set is shown in Figure 6.2, and it is very
similar to the one used in section 4.7 for studying the interaction between a
screw dislocation and the interphase boundary. Two separated DFT calcula-
tions would be required for the impurity atoms, as the cluster (QM region +
buffer) would be too large for standard QM calculations. A dynamical DFT-
accurate trajectory for this process would enrich the knowledge of the effect
of chemistry on dislocation motion in superalloys, typically not accessible to
interatomic potentials.
6.2 Conclusions
In conclusion, this thesis offers a collection of calculations of interest for
multiscale atomistic modelling of superalloys.
Electronic structure calculations based on DFT are used to characterise
typical defects present in Ni-based superalloys, including vacancies and heavy
atom impurities such as Rhenium and Tungsten. The partitioning of these
elements to the γ phase is verified, and their effect on the generalised stacking
fault energy surface is studied. The latter set of calculations is novel, as only
the minima of the curve have been reported in literature, and provides further
understanding on their effect on dislocation glide
A classical potential based on the EAM method is used to describe the
glide of matrix dislocations, studying the dependance of steady state veloci-
ties on temperature and applied stress. Dislocation pinning at the interphase
boundary has been verified, and the steps of the process studied focussing
on the atomistic details.
Finally, the two simulation methods are coupled, and the first set of DFT-
accurate simulations of dislocation glide in γ have been performed. The QM
embedding corrects the deficiencies of the classical potential, stabilising the
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distance between SP dislocations and thus providing an improved description
of dislocation core geometries. This proves that multi-precision QM/MM cal-
culations, despite being orders of magnitude more expensive with respect to
the standard EAM approach, provide immediate benefits on the accuracy
of MD simulations. The quantities calculated using these methods may be
used to parameter higher level models, leading to a more chemically-informed
scheme for material modelling. The climb rate of dislocations at the γ/γ′
surface can be used for modelling a discrete dislocation dynamics method,
placing impurity atoms in the neighbourhood of the dislocation to verify
their effect on the mobility of the latter, simulating (i) the correct chemical
environment with QM-accuracy and (ii) simulation temperatures relevant to
practical applications. The only drawback of the method is the large com-
putation time required. On the other hand, this approach would create large
databases of QM-accurate configurations/forces that can be used to inform
newly developed machine learning technique (see e.g. Reference [181]).
Concluding, the LOTF method (DFT-level accuracy) has been success-
fully exported to metallic systems, and in particular to the study of dislo-
cation cores. The accuracy of the method is comparable with ab initio MD
(0.1 eV/A˚ versus 0.02 eV/A˚ force accuracy), but the size of the system sim-
ulated can be orders of magnitude larger, provided that the QM zone is well
localised. This method can explicitly simulate high temperature conditions,
and has full chemical transferability.
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