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We present a modification of an efficient algorithm due to Alefeld et al. for enclosing 
a simple zero of a nonlinear equation f(x) = 0 in the interval [ a ， b]. Alefeld et 
al. combine both the bisection method and Newton's method to enclose a simple 
zero in a stable manner. We modify the methods due to Alefeld et al. to improve 
their algorithm. Numerical experiments show that our method compares well with 







Alefeldの方法は連続関数f(x)に対し、 f(x)= 0の1つの単線九を取り囲む初期区間 lα ，b ]， 
(J(α)f(b) < 0)を与える。この初期区聞を [α1， b1 1とかき、次のような単根山を取り囲み収束する区
間数列{[an ， 九 ]}~=l を求める。
x. E 1 an+l ， bn+l ] c [ an， bn ] c . . . c [α1， b1 1 = [ a， b 1 (1.1 ) 
J込(bn- an) = 0 (1.2) 
区間 [αn， bn ]に対し、 [3]では点an，bnとその区間の外の1点を使って2次の補間式を作り、そ
の根から区間 {αn ， bn ]上の点を決める。 [2]ではその2次の補間式でニュートン法を行い、 2次方程
式の近似解から区間 [αn， bn I上の点を決める。 [1]では点an，bnとその区間の外の2点を使って3
次の補間式を作り、その根から区間[αn ， bn ]上の点を決める。求めた区間[an ， bn ]上の点 Cnより
f(αn)f(cn) < 0が成立すれば、次の区間は [an，ら!となり、成立しなければ[Cn， bn]となる。これ
らの方法では、根を区間で取り囲むことと補間式を使うことで速く確実』こ収束する。
本研究では、これらの Alefeldの方法を実際に計算機上で作成し、更に効率的に単根山を取り囲む










はじめに Alefeldのアルゴリズムで使うサブルーチンを定義する。常に f(α)f(b)< 0が成り立と仮
定する。関数f(x)が区間 [α ，b ]上で連続ならば、 f(x)= 0の根が区間[α ，b]上に存在することが
保証されるo 区間[a ， b]上の点 Cに対し、サブルーチン bracketを次に示す。
Subroutine bracket (α， b， c， a， b， d) 
if f(c) = 0， then cを出力，終了;
if f(α)f(c) < 0， then a = a， b = c， d = b， else a = c， b = b， d =α. 
このサブルーチンによって、 f(a)f(b)< 0となる新しい区間 [a，b] C [α ， b]を構成する。さらに
d<aならばf(a)f(d)> 0のような、そうでなければf(b)f(d)> 0となる点d経[a，b]を得る。
次にサブルーチン Newton-Quαdraticの示す。これは α，b， dとkを入力とし Tを出力とする。
Subroutine Newton-Quadratic (α， b， d， T， k) 
set A = f[α， b， d]， B = f[α， b]; 
if A = 0， then Tk =α-B-1 f(α) ; 
if Af(α) > 0， then TO =αelse TO = b; 
For i = 1，2，"'， k do: 
T. = T._l P色コ1=T1- P(Ti-t) 
s=Tt-1-P'(Ti-1)z-B +A(2Tt-1-a-b) 
T = Tk. 
(2.1) 
点dはd<αならばf(α)f(d)> 0のような、そうでなければf(b)f(d)> 0となる点d匹[α ，b]とす
る。また kは正整数である。このサブルーチンは次の二次方程式
P(x) = f(α) + f[α， b]{x-α) + f[a， b， c]{x-α)(x -b) 
の1つの根zの近似値 Tkを返す。ここでf[a，b]， f[a， b， c]は、差分商
f(b) -f(α) 1I L _1 f[b， d]-J(a， b]
fla，bl== ，fla，b，cl==d-a b-α 
(2.2) 
を表す。 P(α)= f(α)， P(b) = f(b)となることから、 P(α)P(b)< 0となることがわかる。このように




まれるとする。点(α，f(α))，(b， f(b))， (c， f(c)， (d， f(d))の逆補間多項式IP(ν)は、 f(α)，f(b)， f(c)， f(d) 
がそれぞれが異なった数値ならば、次のように表される。
IP(ν) =α+ (ν-f(α)) f-l[f(α)， f(b)] 
+ (ν-f(α))(y -f(b)) f-l [J(α)， f(b)， f(c)] (2.3) 
+ (ν-f(α))(y -f(b))(ν-f(c)) f-l[f(α)， f(b)， f(c)， f(d)] 
ここで、
f-l[f(α)， f(b)] 
f-l [J(α)， f(b)， f(c)] 
f-l [J(α)， f(b)， f(c)， f(d)] 
b-a 
f(b) -f(α) 
f-1[J(b)， f(c)] -f-l[J(α)， f(b)] 
f(c) -f(α) 
f-1[J(b)， f(c)， f(d)] -f-l[f(α)， f(b)， f(c)] 
f(d) -f(α) 
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である。式 (2.3)で示した多項式IP(ν)は、関数f(x)が逆関数を持たなくても f(α)，f(b)， f(c)， f(d) 
が異なった値ならば常に成り立つ。そのとき x= IP(O)を計算することで、 Eはf(x)= 0の近似解と
することができる。言は区間 Iの外に存在する場合があるが、漸近的にはf(α)，f(b)， f(c)， f(d)は異
なる値となり、 Eは区間 Iに含まれる。最後にこの王 =IP(O)の計算をするサブルーチン ipzeroを示
す。これは α，b， c， dを入力とし王を出力とする o
Subroutine ipzero (α， b， c， d， x) 
f(c) IL _¥ f(b) J ¥ f(α) 
set Qll = (c -d) ~I J~ '-'u _¥' Q21 ニ (b-c)~{ J'-'~{J\' Q31=(α -b) f (d) -f ( c)' " "1 ¥ - -/ f ( c)一f(b)7 ..".. ，- -， f(b) -f(α) ， 
f(c) ( t¥ f(b) 
D21 = (b -c) ，.~ : '-'，/1¥， D31 = (α-b) f(c) -f(b) ， -.>~ ，- -， f(b) -f(α)' 
f(bI n .n. ¥ f(α) 
Q22 = (D21 -QU) UJ~ '-'~{L\' Q32 = (D31 -Q2d f(d) -f(b)' ".， '-'>1 """1/ f(c) -f(α) ， 
f(c) {T¥ il ¥ f(α) 
2 = (D32 -Q2d 1"' : ，- ¥， Q33 = (D32 -Q22) f(c) -f(a)' ".， ，-"" """"1 f(d) -f(α)' 








1.1 set αα， b1 = b， Cl=α1 -f(al， b1]-lf(α1); 
1.2 call bracket (α1， b}， Cl，α2， b2， d2)j 
For n = 2，3，・・， do: 
1.3 if n = 2 or Ii:;ij(fiー ん)=0 ここでft= f(αn)，h = f(bn)，/J = f(Cn)，f4 = f(dn)， 
then call Neωton-Quadratic (αn， bn， dn， Cn， 2)， 
else 
call ipzero (αn， bn， dn， en， Cn)，
if (Cn -an)(Cn一九)三othen call Newton-Quadratic (αn， bn， dn， Cn， 2)， 
endifj 
1.4 set e =dn， call bracket(αn， bn， Cn， an， bn， dn)j 
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1.5 if n同(九一ん)=0 ここでh= f(an)， 12= f(bn)， h = f(ふ)，ん =f(dn)， 
then call Newton-Quadratic (品川 bn， dn， Cn， 3)， 
else 
call ipzero (品川 bn， dn， en， ふ)，
if (ふ -an)(九一九)三 othen call Newton-Quadr，αtic (ι， bn， dn， Cn， 3)， 
endifj 
1.6 call bracket(an， bn， en" an， bn， dn); 
1.7 if If(an)1 < If(私)1，then set un =石川 else set Un = bn j 
1.8 set cn = Un -2f[an， bnt1 f(包η)j
1.9 if 1ゐ -unl > 0.5(弘-an)， then e"， = 0.5(弘+an)， else ふ=Cnj 
1.10 call bracket(an， bn， e" an， bn， dn)j 
1.11 if (bnー an<μ(bn一απ))， 
then αη+1 = an， bn+1 = bn， dn+1 = dn， en+l = dn， 
else 
en+l = dn， 












en = Un -2J[an， bn1-1 f(包n)， ここで If(un)1= min{lf(an)l， If(弘)1} (3.1) 
によって点cnを求める。式 (3.1)によって求めた点弘は、常に区間[an ， bn }に含まれ、 If(an)1= 
lI(bn)1の時、この区間の始点または終点と一致する。差分商と式(3.1)より次の式が導かれる。
f(弘 f[en，un}(en -un) + f(un) 
(1 -2J[an， bnt1 J[弘，un])f(un) (3.2) 
関数f(x)は連続微分可能で、点an，bn， Un， cnは小区間内に存在し、そこに関数f(x)の単根叫が含
んでいると仮定する。すなわち f(♂)= 0， 1'(♂)#0と仮定する。そのとき、J[石川如何 f'(ぬ)勾
f[en， Un}となることから式(3.2)はf(弘)同一f(包n)と仮定できる。これは区間 [an，bn]が十分小さ
いとき、式(3.1)によって効率的に根を区間 [Cn， Un ](または[Un，enDで取り囲むことを表す。
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しかし式(3.1)は、ある程度区間 [an，bn ]が根山に収束しないと効果がない。また、 4If(un)1< 







? ??? (nと2) (3.3) 
で表される Tnを定義する。区間 [an，bn 1に対し、連続微分可能でf'(x)f. 0とすると、 f[a，b]勾
f'(x.)勾 f[c，u]となることから式(3.3)のTnは1に収束する。そこで区間 [an，b nJの点ふを Tn-l





t)n - un 
en = Un一f(Un)i . 、，〆、，〆、， (3.4) 
ここで、%は If(vn)1= max{lf(αn)I，lf(bn)1}となる Vnε{an，bn}である。図Aに対し、 Tn-lが1






















For n = 2，3γ・.， do: 
2.3-2.6: 1.3-1.6と同じ
else set Un = bn， Vn = an; then set Un =互n，Vn = bn， 2.7 if If(an)1 < lf(bn)l， 
2.8 if n =f. 2 and 0.0 :; r < 1.0， then 
en = Un -f(包n)i U?二uて川、，
else if n =f. 2 and 1.0 :;r < 2.0， then 
en = Un -f(匂n)-;; 、Vn-Un 
set 
set 
















はじめに、プログラムの停止条件について述べる。現在の区間を [α ，b Jとすると、次の条件を満た
したとき、プログラムを停止する。
( 4.1) b-α三2・tole(α，b) 
ここで toleは
tole(α， b)= 2・IUI・2竺坐巴+担l
を表し、 uは、|的)1= min{lf(α)1，lf(b)l}となる日{い}である。また型生巴=(!) -52 = 
2.2204460492504 x 10ー16で包{は、ユーザーが与えた負でない数をさす。
数値実験
数値実験として、 [2]と同じ 145通りの問題でテストを行った。この問題を異なる並行担1= 10-2， 











本方法と [1]の2つの方法 ('95(1)(2))、[2]の2つの方法('93(1)(2))、[3]の3つの方法 ('92(1)(2)(3))と
従来の二分法を用いた。
tol 一分法 '92(1) '92(2) '92(3) '93(1) '93(2) '95(1) '95(2) 本方法
10-2 2203 2137 1996 1964 1975 1958 1941 1943 1537 
10-5 3633 2786 2644 2577 2480 2391 2435 2361 1946 
10-7 4622 3054 2797 2730 2648 2593 2593 2540 2147 
10-10 6051 3208 2906 2939 2783 2693 2739 2670 2271 




tol 二分法 '92(1) '92(2) '92(3) '93(1) '93(2) '95(1) '95(2) 本方法
10-2 1.98 2.15 2.52. 2.38 2.43 2.55 2.43 2.62 2.18 
10-5 3.63 2.95 3.43 2.38 3.15 3.15 3.15 3.22 2.83 
10一7 4.80 3.25 3.67 3.20 3.40 3.47 3.37 3.47 3.10 
10-10 6.48 3.47 3.85 3.42 3.57 3.60 3.60 3.65 3.33 







x" = 0， n = 3， 5， 7， 9， 19， 25 
の根を求めた。問題を解くための、関数が呼び出された回数と計算時間は以下のとおりである。
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tol 一分法 '92(1) '92(2) '92(3) '93(1) '93(2) '95(1) '95(2) 本方法
10-2 72 146 182 98 106 130 124 137 115 
10-5 132 305 304 217 275 266 291 341 244 
10-7 168 399 439 299 371 379 387 449 401 
10-10 228 562 537 406 525 488 546 666 582 
10-15 322 804 747 562 757 728 779 977 878 。 966 2457 2583 1666 2423 2640 2448 3107 3398 
表4.4:関数f(x)を呼んだ回数
tol 一分法 '92(1) '92(2) '92(3) '93(1) '93(2) '95(1) '95(2) 本方法
10-2 0.13 0.28 0.43 0.22 0.22 0.30 0.28 0.33 
10-5 0.27 0.63 0.73 0.50 0.60 0.67 0.73 0.92 0.62 
10-7 0.33 0.83 1.08 0.78 0.82 0.90 0.97 1.20 1.07 
10-10 0.47 1.20 1.30 0.93 1.20 1.20 1.38 1.82 1.60 











実際、 [2)と同じ問題で実験を行った結果、本方法は漸近的に Alefeldの最も収束特性がよい [1)の方
法より関数f(x)の呼び出し回数が減少した。区間幅を最も小さくすまでの関数f(x)の呼び出し回数は、
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