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Institut National de la Recherche Agronomique, Station (Thompson, 1977; Arnason, 1982 Arnason, , 1986 ; 2), an increase in the sparsity of the coefficient matrix (eg Quaas' transformation which makes possible the estimation of group effects for unknown parents only, with no more difficulties than if they were parents (Quaas and Pollak, 1981; Quaas, 1988) or the QP transformation which, when traits are sequentially available, makes the coefficient matrix in a multiple trait analysis much sparser, (Pollak, 1984 (Golub and Van Loan, 1983) . Unfortunately, for animal models, these can be extremely slow to converge (requiring up to several hundreds of iterations) especially when groups of unknown parents (Quaas, 1988) are added, or when more than one fixed effect is considered (Ducrocq et al, 1990 ).
An important breakthrough in the search for an efficient solution of animal models was the discovery of the possibility to &dquo;iterate on data&dquo;, a strategy proposed by Schaeffer and Kennedy (1986) which avoids the actual computation and storage of the whole coefficient matrix. This can be considered as one of the first uses of the known nonzero structure of the mixed model equations in designing more efficient algorithms.
Indeed, a careful look at this structure gave birth to new approaches for a fast solution of some parts of these equations, in a block iterative context: Poivey (1986) showed that by considering in the inverse A-1 of the relationship matrix, only the diagonal and the terms relating an animal to its parent of a given sex and by correcting accordingly the right-hand side for the other terms of A-1 using solutions from the previous iteration, the resulting system has a very simple and sparse Cholesky decomposition and can be solved directly. Likewise, Ducrocq et al (1990) (Golub and Van Loan, 1983) .
If the starting value for s is taken to be s(°) = 0, expression [3] (Golub and Van Loan, 1983) where cv is a relaxation parameter, which corresponds to the splitting of B:
The (Westell, 1984; Robinson, 1986; Quaas, 1988 ).
The mixed model equations used to compute Best Linear Unbiased Estimates of b and g and BLUP's of a o can be written (Quaas, 1988) (Quaas, 1988) and it clearly appears that column h corresponding to herd-year effect h has n h + 1 nonzero elements: a 1 on the diagonal, and 1/n h on each of the n h rows corresponding to animals with records in herd-year h. Hence, the incomplete TDT' factorization can be applied to the lower right part of the product in !9!, ie, on QPQ' = (Z'Z + oA* ) -Z'X(X'X) -1 X'Z, which is also the lower right part of [8] after absorption of the fixed effect equations.
Third, a strict application of the algorithm in figure 1 The block iterative procedure described in Dealing with several fixed effects was implemented, using a relaxation parameter cv = 0.9 in all analyses. To compare this procedure with a standard iterative algorithm, the mixed model equations were also solved using a program along the lines of , where the equations for fixed effects were solved using Gauss-Seidel iterations and the equations for additive genetic values were solved via second-order Jacobi iteration (see (Golub and Van Loan, 1983; Coleman, 1984 
