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Abstract.  The area of artificial vision and robotics has very im-
portant advances in the recognition and tracking of objects, not 
only in indoor scenes but also in outdoor ones. These methods and 
algorithms have given rise to very important technological ad-
vances in different areas of knowledge. In the area of Precision Ag-
riculture, the main problem of its use lies in its application in field 
surveys, whereas in the case of cultivation, we will have fixed ob-
jects (seedlings) in established spaces (furrows and plots), but in 
uncontrolled environments. The determination of the density of 
these crops and their distance between furrows among other data 
is in many cases, relevant to their performance. It is the purpose of 
this paper to solve the automated sensing of this data through the 
use of cameras and artificial vision techniques.  In this work, an 
inverted tracking algorithm is defined in order to automatically 
determine the necessary shot-points by means of which the cam-
eras involved as sensors on a robotic platform capture scene im-
ages. This will help to survey the density and distance of the crop 
to be analyzed. 




El presente  trabajo se inserta en el marco de un proyecto de 
investigación en el cual se busca realizar el relevamiento de datos 
acerca del cultivo de maíz a campo. Gracias a los avances tecnoló-
gicos en áreas como robótica, visión artificial, sensores, comunica-
ción y conectividad, es que se ha desarrollado una plataforma robó-
tica que contiene un sistema de navegación con sensado de diferen-
tes tipos de imágenes, las cuales mediante procesamiento digital, 
facilitan no sólo la recolección de datos biofísicos de un cultivo, a 
lo largo de la evolución de sus estados fenológicos, sino también el 
monitoreo y evaluación de los mismos [1][2].  Para obtener dichos 
datos la plataforma debe sensar el cultivo mediante la captura de 
imágenes, a partir de un recorrido establecido en el ensayo, para lo 
cual debe determinar en qué momento del recorrido se deberán sen-
sar las parcelas. Para determinar dicho instante el sistema debe ser 
capaz de detectar los diferentes plantines del cultivo, teniendo en 
cuenta además cuales de ellos ya fueron sensados. A partir de esto 
es que se dispone anexar a la plataforma la utilización de una cá-
mara de video que permita realizar un tracking de las diferentes 
parcelas.  
El video tracking es el proceso de localización de un objeto móvil 
en un período de tiempo obtenido mediante una videocámara. El 
tracking que se resuelve en este caso posee la particularidad que no 
son los objetos de la escena los que se mueven delante de una cá-
mara fija sino que es la cámara la que está en movimiento ante un 
escenario con objetos que se mantienen estáticos (de allí se deter-
mina el invertido), ello sumado a que se tiene que detectar más de 
un objeto (planta). En la literatura se encuentran diferentes trabajos 
que contienen algunas de las particularidades del caso. Donde he-
mos destacado sistemas de tracking en ambientes outdoor para se-
cuencias de imágenes que no varían demasiado en el tiempo [3], 
tracking de objetos mediante la utilización de robots [4][5], vehícu-
los aéreos no tripulados (UAV) [6] o tracking mediante la utiliza-
ción de plataformas en movimiento [6] [7], aplicados por ejemplo, 
como asistencia al manejo de automóviles [8]. Por último, se en-
cuentran trabajos donde se realiza el tracking de objetos en movi-
miento con cámaras en movimiento [8] [9] [10] [11]. A la hora de 
detectar los objetos a sobre los que se realiza el tracking se encuen-
tran trabajos con diferentes tipos de segmentación de la imagen de 
video, destacando aquellos realizados mediante color [12] [13] 
[14], donde algunos además incorporan texturas [15][16] o formas  
[13] [8], o mediante histogramas [17], o trabajan directamente sin 
segmentación [18]. Sumado a ello en cuanto a filtros a la hora de 
realizar el tracking hemos de destacar la utilización del filtro de 





En base al análisis del estado del arte mencionado y a las carac-
terísticas particulares del problema a resolver, fundamentalmente 
las características de la escena, y de su entorno, se define un algo-
ritmo de tracking invertido en el que cada paso y cada método uti-
lizado ha sido ajustado de modo de conseguir eficiencia con el mí-
nimo costo computacional asociado.  En este sentido, ha sido nece-
sario definir y caracterizar claramente la escena, los objetos a de-
tectar, los sensores y la estructura de hardware que los soportan.  El 
desarrollo del trabajo expone el resultado de estas decisiones y el 
sustento de las mismas. 
II. MATERIALES 
A. Sobre la escena 
 
El estudio se realizó sobre diferentes ensayos de maíz en dife-
rentes estadíos, es decir aplicados a diferentes etapas del creci-
miento del cultivo, principalmente en estadíos tempranos (V2/V3), 
donde la numeración acompañada indica la cantidad de hojas que 
ha logrado desarrollar la planta hasta el momento. 
Los ensayos se plantean de forma regular en un área determinada 
del campo y se realizan en base a las necesidades que se tenga res-
pecto de los datos fenológicos a relevar. Un ensayo es en líneas ge-
nerales un conjunto de canteros.  Los canteros tienen un largo va-
riable (entre 100 y 400 metros por ejemplo), y una separación entre 
ellos llamada caminos de 1 m. de ancho por el largo del cantero. 
Están compuestos por un número preestablecido de parcelas donde 
una parcela es un conjunto de dos surcos con 70 cm. de distancia 
entre ellos; cada parcela tiene 5 m. de largo x aproximadamente 
1,40 m.  La distancia entre una parcela y otra es de 1 m. Un surco 
es una línea de siembra que tendrá un largo de 5 m. Dado que la 
decisión de la separación entre plantas está estipulado de antemano 
se conoce a priori el número de las mismas que debería contener 
cada surco. 
 
Fig. 1. Diagrama que ilustra la estructura de los ensayos 
Para esta estructura de sembrado, se define un recorrido lineal, 
utilizando los caminos entre canteros, de modo que los sensores 
abarquen en cada paso la totalidad de cada parcela tanto a lo largo 
como a lo ancho de las mismas.   
B. Sobre el dispositivo y los sensores  
 
La plataforma móvil cuenta con tres cámaras, donde dos de ellas se 
utilizan para capturar imágenes que permiten la obtención de datos, 
el monitoreo y evaluación, y la restante que permite capturar el vi-
deo que se procesa en línea (mediante la utilización de un algoritmo 
de tracking invertido) para la detección de los surcos y la genera-
ción automática del disparo de las otras dos cámaras según corres-
ponda.  Para la obtención de las imágenes que luego serán procesa-
das para el monitoreo y análisis de parámetros fenológicos se utiliza 
una cámara de luz visible WebCam Genius WideCam 1050 con 
gran angular (que llamaremos en adelante S1_WCWC), con una 
resolución desde 640x480 hasta 1280x1204 píxeles [28]. Ésta, me-
diante una óptica gran angular de 120° permite capturar una parcela 
completa (en largo y ancho) incluyendo todos los plantines sembra-
dos en la misma. También se utiliza como segundo sensor una cá-
mara multiespectral Tetracam ADC Lite (que llamaremos en ade-
lante S2_MC) la cual permite obtener una imagen con 3 bandas de 
frecuencia diferentes (Red, Green e IRC)  con una resolución que 
va desde 1024 x 768 hasta 2048 x 1536 píxeles [27]. Esta cámara 
permite obtener información espectral de la misma escena captu-
rada por la cámara de luz visible, la que a su vez permitirá resolver 
índices de vigorocidad de cultivo mediante el cálculo de Índices 
Verdes (NDVI) [29]. Estas dos cámaras se disponen en la plata-
forma en forma volada sobre las parcelas, una al lado de la otra, con  
soportes individuales que permiten que ambas puedan regular su 
altura.  
Para la obtención de la señal de video, que permite determinar 
bajo procesamiento digital los shot-points para los sensores 
S1_WCWC y S2_MC, se utiliza una cámara de luz visible Webcam 
Genius Facecam 321 (que llamaremos en adelante S3_WCV), con 
una resolución de video de 640 x 480 píxeles y de 30fps [30]. 
Para la administración de las tres cámaras se utiliza un disposi-
tivo RaspBerry Pi 3 Modelo B [22], que posee un procesador quad-
core ARMv8 de 1.2GHz y 64-bit y una memoria RAM de 1GB. El 
mismo cuenta con  Sistema Operativo RaspBian [23]  basado en 
Debian.  
Para el procesamiento de video en tiempo real se utiliza el len-
guaje de programación Python 3 [24], junto con librerías OpenCV 
3.1.0 [25]. 
C. Sobre los objetos a detectar 
 
Estos objetos son las plantas de maíz por surco y por parcela 
dentro de un ensayo, y están sujetos a las condiciones climáticas 
(viento, iluminación diferente, humedad, etc.) reinantes en el mo-
mento de la captura.  Existen varios aspectos a tener en cuenta por 
el algoritmo en relación a ellos. 
Una primera cuestión es la evolución fenológica del cultivo, 
dado que no será lo mismo evaluar los surcos en estados iniciales 
(v2/v3) que en estados más avanzados donde la cobertura del suelo 
será mayor y existirá una diferenciación casi nula entre los cultivos 





Fig. 2. (a),(b).(c),(d). Escenas que el algoritmo de tracking invertido tiene que eval-
uar.  a) surcos con  cultivos en estadío v7/v8, b) surcos con  cultivos en estadío v3/v4, 
c) surcos con  cultivos en estadío v1/v2, indicados con línea amarilla d) Surcos con  
cultivos en estadío v5/v6. 
Dada la variabilidad de la escena sobre la que se debe trabajar, 
la captura de video para el algoritmo de tracking invertido siempre 
contemplará la inclusión del inicio de los surcos donde está pre-
sente para todos los estadíos del cultivo el factor suelo y el detalle 
de los tallos para los estadíos más avanzados (Fig.3a,3b) que son 
aquellos en los que ya no será posible discriminar a partir de las 
hojas de la planta. 
Otro aspecto que se tiene en cuenta para la definición del algo-
ritmo es la determinación de cuál o cuáles serán las características 
del objeto que se debe detectar en el video.  En nuestro análisis, el 
atributo que muestra mayor diferencia en todas las escenas, aún en 
toda la curva evolutiva del cultivo, es el color.  Esta característica 
no sólo mantiene un rango distinguible en la escena sino que tam-
bién se mantiene diferente respecto del resto de los objetos que for-
man la misma, como es la cobertura del suelo (por ejemplo, suelo 
desnudo o rastrojo).  Sin embargo, es importante comentar que la 
escena no siempre contiene solamente cultivo y suelo desnudo o 
rastrojo (Fig.3a,3b).  Es común encontrar entre ambos, otros obje-
tos que llamaremos malezas o yuyos, que comparten el atributo co-
lor mencionado anteriormente.  En consecuencia se incorporan 
como nuevos atributos tanto la forma como el área ocupada de los 
objetos detectables, que tienen como objetivo colaborar en el ajuste 
de la detección de las plantas por surco y que también son adopta-
dos por el algoritmo. 
    
Fig. 3. (a), (b) Escenas donde puede observarse que el suelo está cubierto por 
malezas que comparten la característica de rango de color con los cultivos, lo que 
dificulta la detección basada sólo en este atributo. 
III. DEFINICIONES Y PARÁMETROS UTILIZADOS 
 
Dado el problema a resolver, el algoritmo debe determinar au-
tomáticamente en qué momento del recorrido de la plataforma se 
deben sensar las parcelas. Dicho de otra forma, debe ser capaz de 
detectar  surcos diferentes correspondientes a parcelas diferentes 




Los shot-points correspondientes a las zonas correctas de dis-
paro se muestran en la figura 4.   El sensado de toda la parcela (tanto 
en ancho como en largo) se registra en una única pasada de la pla-
taforma por cada camino. 
 
B. Cantidad de Frames 
 
El algoritmo no procesa la totalidad de frames que captura el 
sensor S3_WCV, sino una parte de ellos teniendo siempre en cuenta 
el último que fue almacenado en el buffer del mismo. Esta decisión 
se basa en dos aspectos.  Por una lado, la poca variabilidad de la 
escena lo que hace que la diferencia de datos entre frames contiguos 
no sea sustancial para lo que se busca y por otro el limitante im-
puesto por el hardware utilizado, lo que llevaría a un procesamiento 
mucho más lento que el requerido para la solución del problema.   
 
Fig. 4. Shot-points (flechas en color celeste) que el algoritmo detecta en forma au-
tomática mediante procesamiento de imágenes aplicado a frames determinados de 
la señal de video.   
El mecanismo de trabajo se basa en tomar el primer frame del 
buffer y procesarlo. A la par, mientras se realiza este procesamiento 
un thread continua leyendo los frames que va capturando la cámara 
y cuando termina de procesar vuelve a tomar un nuevo frame del 
buffer que será siempre el último frame leído por el thread.  Este 
proceso se repite hasta que el sistema genera la señal de stop. 
 
C. Procesamiento de cada frame 
 
El algoritmo no trabaja sobre el frame completo, o sea que no 
procesa los 640 x 480 pixeles del mismo.  Esta decisión se basa en 
el hecho de que para la detección del surco no es necesario tomar 
toda la línea de cultivos que capta la resolución de la cámara, sino 
basta con el inicio de ella.  El algoritmo sólo procesa un porcentaje 




sistema que indica el estadío del cultivo antes de iniciar el proceso 
de relevamiento de datos.  Esta variación se basa en una relación 
inversamente proporcional; a mayores estadíos alcanzará con un 
menor porcentaje de filas de la imagen. 
Dado  f(x,y) = i, donde 1≤ x ≤ n , 1 ≤ y ≤ m, con n filas y m 
columnas, un frame cualesquiera de la señal de video. Dado pe = 
ve, valor entero ve =4,7,10, número de estadio de la planta de cul-
tivo representativo (en relación al tamaño) del resto de los estadios 
(2 al 13).  Se obtienen las ecuaciones para el valor porcentual que 
se aplica al frame (1), y para el recorte del frame que se procesa en 
realidad en cada paso (2). 
   
 
Rf es entonces el recorte del frame en curso de procesamiento 
tomando siempre desde la fila indicada por el % aplicado hasta la 
última y para todas las columnas. 
IV. TÉCNICAS DE PROCESAMIENTO DIGITAL DE SEÑALES 
APLICADAS 
El algoritmo utiliza procesamiento digital de señales. En parti-
cular en nuestro caso el mismo aplica diferentes técnicas de proce-
samiento digital de imágenes y procesamiento digital de video.  Los 
datos sobre los que se aplican éstas técnicas son los obtenidos por 
el sensor S3_WCV.  Se trata de un stream de video con una resolu-
ción de 30 fps, del que se procesan sólo recortes de acuerdo con (2). 
Para el procesamiento digital de la señal de video se utilizan 
librerías del paquete OpenCV que permiten tanto visualizar el 
stream , ajustarlo a los parámetros que el sistema administra, y re-
colectar los frames que lo conforman a través de un buffer con el 
que cuenta el sensor.  En este caso las operaciones utilizadas sobre 
la señal son las básicas del paquete y no han sido transformadas. 
Para el procesamiento digital de imágenes, se parte de la señal 
de video, y se trabaja sobre los frames que van quedando en el buf-
fer a medida que corre el video. En particular la etapa de procesa-
miento implica técnicas basadas en conversión a esquemas de color 
HSI,  umbralización basada en color, morfología matemática bina-
ria, segmentación basada en contornos, y la etapa de análisis se basa 
en técnicas de identificación de características y reconocimiento de 
patrones.  Los pasos del procesamiento implican 1) convertir re-
corte de RGB a HSI, 2) aplicar umbralización basada en color, 3) 
aplicar erosión y dilatación binaria para descartar elementos no 
deseados, 4) aplicar técnicas de detección de objetos basada en con-
tornos, 5) aplicar técnicas de análisis estructural y descriptores de 
formas. 
Para el paso 1), cada recorte que debe procesarse, utiliza el es-
quema de color RGB que es el que por defecto aplica el sensor. 
Dado que la escena que debe procesarse contienen poca variabili-
dad de colores (básicamente verdes del cultivo y marrones del 
suelo) se decide enfatizar estas características mediante la conver-
sión a HSI (Hue-Saturation-Intensity) [26], dado que este modelo 
separa el componente de intesidad de la información de color de la 
imagen, que queda especificado en la capa de tono (H).  En parti-
cular el tono está asociado con la longitud de onda dominante y 
representa el color dominante tal y como lo percibimos.  
Para el paso 2) se utiliza un rango definido de tonos representa-
tivos de los cultivos, los que se encuentran parametrizados en el 
sistema.   Esto se debe a la posibilidad de cubrir diferentes varieda-
des de cultivos en los que, si bien se mantiene la característica de 
color, ya no serán los mismos.  
Con los tonos establecidos se aplica una umbralización por 

























Una vez que el recorte quedó binarizado, se inicia el paso 3) en 
el que se aplican operaciones simples (dilatación y erosion) de mor-
fología matemática. Se utiliza un elemento estructurante (EE) tipo 
rombo de igual alto que ancho para que nos permita eliminar aque-
llos objetos que no cumplen con ser parte del cultivo.  En éste punto 
es importante resaltar que nuevamente se utiliza el parámetro aso-
ciado al estadío actual que se releva. De acuerdo con éste parámetro 
se define el tamaño del elemento estructurante: 
 
                  pe,             si pe = 2 
                 pe - 1,        si pe = 3,4    
T(EE)=          pe - 2,       si pe = 5                                    (3) 
                  pe - 3,       si pe = 6 
                 (pe/2)+1,  si pe ≥ 7 , pe ≤ 13 
 
    Donde T es el tamaño del EE, y pe es el parámetro  relacio-
nado a los estadíos del cultivo.  De acuerdo con la ecuación (3), los 
pares (estadío - tamaño EE) quedan (2-2), (3-2), (4-3), (5-3), (6-3), 











En el siguiente paso (paso 4), se aplica un método de búsqueda 
de contornos sobre la imagen binaria resultante, el  que retorna los 
objetos detectados en forma individual (figura 8).  Cada uno de es-
tos objetos serán analizados en el siguiente paso para determiner si 
corresponden a las características de los objetos que se pretenden 
Fig. 6. Recorte binarizado mediante umbralización por color 
Fig. 7. Recorte binarizado y aplicadas operaciones de dilatación y erosion para qui-
tar los elementos indeseados 















En el siguiente y ultimo punto (paso 5), es necesario volver a 
tener en cuenta dos nuevos parámetros, uno para el área y otro para 
la forma.  Éstos son parte de los descriptores de los objetos busca-
dos, y nuevamente son dependientes del estadío actual del cultivo 
en el momento del sensado a campo. 
En el caso de el  área, la misma se cuenta en píxeles y la relación 
establece que a menor estadío menor área.  Sean 
Ob=(ob1,ob2…,obn) los n objetos detectados en el paso 4, sea  
A(obi) el área del i-ésimo objeto detectado, y sea pe el estadío ac-
tual del cultivo a sensar.  La relación establece que un objeto será 
aceptado como tal, si cumple con: 
 
          A(obi) > AP(Ob)-[pe*10], 1 ≤ i ≤ n                             (4) 
 
donde AP(Ob) es el área promedio de todos los objetos detectados. 
En el caso de la forma, hay que hacer una diferenciación entre 
los estadíos menores y los mayores, donde como ya hemos expli-
cado, tendremos visibilidad de los tallos y no de las hojas.  En los 
estadíos menores donde se observan las hojas, se tiene en cuenta 
para esta característica, el área del mínimo   polígono  que  contiene  
a  la forma.  Esta referencia se utiliza para distinguirlo de los lla-
mados yuyos o rastrojos.  Y en aquellos estadíos donde se observa 
el tallo, se tiene el cuenta la relación alto/ancho.  Por lo tanto se 
define que un objeto será aceptado como tal, si cumple con: 
 
Si 2 ≤ pe ≤ 8 
 
Min(AMPC(obi)) > n-1 ∑ 𝐴𝑚𝑝𝑐(𝑜𝑏𝑖)௡௜ୀଵ ,    1 ≤ i ≤ n          (5) 
 
donde AMPC es el área del mínimo polígono que contiene al ob-
jeto.  En éste caso el objeto deberá cumplir con que ésta área sea 
mayor que el promedio de las áreas de los mínimos polígonos 
que contienen a cada objeto.  En cambio,  Si 9 ≤ pe ≤ 13:  
 
Al(obi) > An(obi),    1 ≤ i ≤ n                                           (6) 
 
donde Al se refiere al alto del objeto en pixels y An al ancho. 
V. ALGORITMO DE TRACKING INVERTIDO 
 
El objetivo del algoritmo de tracking invertido es determinar 
con la mayor exactitud posible la zona de disparo de las otras cá-
maras (S1_WCWC, S2_MC)  y que el sistema se encargue de ge-
nerarlos. Para esto se dispone el sensor S3_WCV sobre la plata-
forma de navegación de forma de poder captar siempre suelo y cul-
tivo, se toma esta señal de video, se toman un número mínimo de 
frames para su procesamiento digital, y se aplican técnicas de pro-
cesamiento de imagen  para determinar los inicios de surcos y las 
parcelas dónde deben dispararse las otras cámaras. 
El algoritmo captura la señal de video de manera continua du-
rante el recorrido de la plataforma. Capturará, mientras no encuen-
tre la señal de stop, todos los frames de video, los que de manera 
simultánea va procesando.  
El algoritmo trabaja sobre dos buffers de datos.  Uno es el buffer 
propio del sensor, en el que se van dejando los frames que captura 
durante la toma del video, que llamaremos buffer de frames.  El 
otro buffer, que indicaremos como  buffer de tracks, se utiliza para 
almacenar aquellos tracks que se obtienen del procesamiento de 
cada frame.   
A la hora del procesamiento siempre tomará el último frame 
leído del buffer del sensor. A partir del frame obtenido, se selec-
ciona el área a procesar y luego se binariza la imagen a partir de 
una umbralización por color en formato HSI.  Los objetos encon-
trados en esta etapa se llaman contornos.  
Una vez obtenida la umbralización se aplica morfología mate-
mática, búsqueda de contornos y filtro de formas para obtener los 
objetos a realizar el tracking, en este caso plantines de maíz, discri-
minados de malezas o yuyos. Estos objetos resultantes del paso de 






















Una vez obtenidos los objetos candidatos a ser plantines (detec-
ciones), se procede a la asignación de las detecciones a los     tracks 
existentes en el buffer de tracks.  Esta parte del proceso se lleva a 
cabo en dos pasos.  Primero se genera una matriz de costos que 
contempla las distancias de las detecciones en relación con los tra-
cks del buffer.  Luego con esta matríz de distancias se aplica un  
algoritmo de optimización combinatoria de asignaciones conocido 
como Algoritmo de Kuhn-Munkres [21].  Si la detección que se 
analiza corresponde a un track existente (DAT), o sea que fue aso-
ciada por el algoritmo de Kuhn-Munkres, se actualiza el track co-
rrespondiente con su posición.  Si la detección no fue asignada en-
tonces se la considera como un nuevo track (TN) y se incorpora el 
mismo al buffer de tracks para que quede disponible para la evalua-
ción del siguiente frame.  Puede darse el caso de que queden tracks 
del buffer de tracks que no tengan nuevas asignaciones durante la 
evaluación de algún frame.  Estos tracks que llamaremos tracks per-
didos (TP),  se mantendrán por un ciclo predeterminado en el buffer 
y luego serán desestimados (Fig.10). 
Una vez finalizado el proceso de obtención y asignación de de-
tecciones a tracks (figuras 9 y 10), el algoritmo analiza si hay al 
Fig. 8. Detección de contornos sobre la imagen color. 
Fig. 9. Esquema del algoritmo de tracking invertido hasta la detección de objetos 




menos dos tracks que se encuentren en el área de detección de par-
cela, parámetro establecido al comienzo del recorrido en base a la 
distancia entre surcos.  Si se cumple esta condición se realizarán los 
disparos de las cámaras correspondientes y se marcaran los tracks 
como evaluados para que en el procesamiento del próximo frame 






















































































VI. RESULTADOS OBTENIDOS 
 
El algoritmo que se presenta, se encuentra en el marco de un tra-
bajo mucho más amplio, que implica la coordinación de varios sen-
sores para el relevamiento a campo de datos fenológicos de culti-
vos, en particular en nuestro caso de maíz.   Tal como se mencionó, 
las pruebas se realizaron fundamentalmente en la etapa temprana 
de desarrollo del cultivo, estadíos V2/V3 y V4/V5. 
Se trabajó sobre ensayos posibles, dado que no siempre coinci-
dieron las épocas de sembrados y desarrollo de los  mismos con el 
desarrollo de la plataforma.  En este sentido también se realizaron 
pruebas de video en laboratorio, con videos armados utilizando 
imágenes de ensayos. 
Se implementó una interfaz sobre la unidad de control  de los 
sensores, que permite al operador administrar los parámetros de 
configuración, calibrar las cámaras en caso de ser necesario,  e ini-
ciar y detener el proceso de  relevamiento automático durante el 
recorrido de la plataforma. 
En el momento en que la plataforma se encuentre ubicada al 
inicio del ensayo y el operador indique el inicio del relevamiento 
Fig.12. Función de detección de Tracks 
Fig.13. Función que procesa el frame leído en el algoritmo principal 
Fig. 10. Esquema del algoritmo de tracking invertido desde la obtención de detec-
ciones válidas a partir de los contornos de objetos, hasta la asignación o no a tracks 
existentes en el buffer de tracks 




de datos,  el sensor S3_WCV comenzará a capturar video y el algo-
ritmo comienza a procesarlo.  Sobre la pantalla de la unidad de con-
trol puede visualizarse en línea esta situación para que el operador 
verifique que el relevamiento es correcto o en caso contrario de-
tenga la plataforma y reconfigure lo que sea necesario.  Por ejem-
plo, puede configurarse el ancho de la ventana de disparo, dado que 
la misma está sujeta no sólo a la distancia aproximada a la que se 
siembran los surcos sino también a la distancia con la que la cámara 















Fig. 14. Interfaz implementada sobre la unidad raspberry 
Como puede observarse en la figura 15, la ventana de disparo 
(área encerrada entre líneas celestes) no enmarca dos surcos por lo 
que el disparo no será efectuado.  En la siguiente imagen (Fig. 16), 
se observa la situación contraria en la que coinciden dos surcos den-
tro de la ventana y entonces el algoritmo dará la orden a los otros 
sensores habilitados sobre la plataforma (S1_WCWC y S2_MC), 












































Las pruebas realizadas a campo también fueron satisfactorias  
respecto de la detección de las zonas disparo.  En este caso se si-
muló el movimiento de la plataforma con una estructura auxiliar.  
El sistema en general y el algoritmo en particular resultaron efecti-
vos a la hora de resolver el procesamiento de imagen y video en 
condiciones a campo.  Las pruebas se realizaron con todos los sen-
sores incluyendo el  S1_WCWC (cámara de luz visible) y el 























Para evaluar la eficiencia del algoritmo, se realizó un análisis 
por frame procesado registrando los contornos encontrados (C), las 
detecciones (D), las detecciones asignadas a tracks existentes 
(DAT),  detecciones no asignadas a tracks existentes o los que lla-
mamos tracks nuevos (TN) y los tracks perdidos (TP) para cada 
recorte. Los datos fueron relevados de la corrida de 4 videos.  
Como puede observarse en la tabla 1, en el caso del V1, sobre 
un promedio de 17 contornos por frame, y  6 detecciones válidas 
(resultantes del proceso de filtrado sobre los 17 contornos), el por-
centaje de acierto para la vinculación de estas detección a  tracks 
existentes es de un 100%. En promedio para los 4 videos, el por-
centaje de detecciones asignadas a tracks (DAT) es del 97%. 
 
Fig.17. Algoritmo de tracking invertido corriendo en un ensayo a campo, sobre 
una plataforma auxiliar. En el recuadro rojo puedo observarse la cámara que 
capta el video que el algoritmo procesa 
Fig.15. Algoritmo de tracking invertido corriendo sobre un video de prueba armado 
en laboratorio.  Puede observarse los tracks detectados etiquetados con números, y 
la ventana de disparo enmarcada en líneas celestes.   
Fig.16. Algoritmo de tracking invertido corriendo sobre un video de prueba armado 
en laboratorio.  Los tracks detectados coinciden sobre las líneas de los surcos den-







PORCENTAJE PROMEDIO DE DETECCIONES POR FRAME QUE SE 










Datos relevados por frame procesado de la corrida del algoritmo de tracking inver-
tido para los videos V1, V2, V3 y V4. 
 
En la tabla 2 se analiza el porcentaje promedio de tracks exis-
tentes en el buffer de tracks que no reciben nuevas asignaciones, 
conviertiéndose en tracks nuevos o en tracks en espera  de ser des-
cartados una vez completado el ciclo de permanencia definido de 
antemano.  
TABLA 2 











Esta tabla muestra que de todos los tracks del buffer en el momento del procesa-
miento de un frame, en promedio el 20% de los mismos no reciben nuevas asigna-
ciones.  Esto puede deberse a tracks que se pierden por ciclo y/o a la generación de 
nuevos tracks. 
 
Respecto de la cantidad de disparos que el algoritmo genera, del 
análisis de los 4 videos se concluye una fuerte dependencia del 
ajuste de los parámetros indicados durante el desarrollo de este tra-
bajo.  Éstos son el estadio del cultivo, la distancia entre surcos den-
tro de una parcela, y la distancia desde el sensor S3_WCV al inicio 
de la parcela.  Se detectó que el algoritmo responde con un porcen-
taje de éxito superior al 95% en relación a la cantidad de disparos 
requeridos si se configuran estos parámetros correctamente.   Se 
probó el algoritmo sin configurar alguno de estos parámetros y se 
detectó que el algoritmo falla en más de un 30%.  El origen de estas 
fallas se basa en obtener más detecciones que las reales (leer más 
surcos que los que existen).  Y esto es producto de la configuración 
incorrecta de alguno de los parámetros mencionados.  La tabla 3 
muestra estos resultados para los videos estudiados.  Es importante 
descatar que no se generan errores de disparo por menos de los ne-
cesarios.  Esto significa que el algoritmo no pierde surcos en el re-



















Esta tabla analiza los disparos generados por el algoritmo en relación a los disparos 
que debería realizar.  En promedio el 81% de disparos se generan en forma correcta 
y cerca de un 20% se generan de más.    
 
VII. CONCLUSIONES Y TRABAJOS FUTUROS 
 
En el marco de este trabajo se desarrolló un algoritmo de tra-
cking encargado de detectar objetos fijos mediante un sensor móvil 
que capta señal de video en escenas outdoor.  Si bien el algoritmo 
se propone como solución a una problemática particular como es el 
sensado de datos de ensayos  a  campo, el mismo puede aplicarse a 
otras problemáticas que compartan sus características.  
El diseño del algoritmo de tracking invertido se basa en el uso 
de un sensor móvil, sujeto a una plataforma robótica, y en el uso de 
una estructura de conectividad con otros sensores que dependen de 
su ejecución.   
La mayor problemática a resolver es el procesamiento digital y 
análisis e interpretación de resultados en línea de los frames captu-
rados por la cámara, debido a que la plataforma debe mantenerse 
en movimiento continuo durante el relevamiento de datos por parte 
de los otros sensores de la plataforma (cámara de luz visible y cá-
mara multispectral). Esta problemática, sumada los recursos de 
hardware posibles para gestionar las 3 cámaras, limitan el tipo de 
procesamiento digital que puede aplicarse a la solución de la detec-
ción de objetos y lo dejan sujeto principalmente a los tiempos de 
ejecución.  Desde este punto de vista también cuenta la resolución 
espacial y radiométrica de la imagen que debe procesarse.   
Las decisiones sobre las que se sustenta el diseño del algoritmo 
apuntan básicamente a obtener una solución global a la definición 
eficiente de los puntos de disparo del resto de los sensores que debe 
controlar atendiendo estas problemáticas.  Desde este punto de 
vista, los resultados obtenidos en las pruebas realizadas indican el 
camino correcto. 
Por otro lado, se plantean como trabajos futuros, continuar rea-
lizando pruebas para los estadíos más avanzados del cultivo (V6 a 
V13) y probar el uso del algoritmo sobre la plataforma concluída, 
lo que va a permitir reducir la inestabilidad de los videos desde el 
punto de vista del movimiento. 
También se postula como trabajo futuro, resolver mediante pro-
cesamiento digital de señales la detección del final del cantero y el 
inicio del próximo para que el algoritmo detenga  y reinicie los pro-
cesos de resolución de los disparos en forma automática, sin tener 
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