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Abstract
The (2, 2)-step iterative methods related to an optimal Chebyshev method for solving a real
and nonsymmetric linear system Ax = b are studied. A condition under which the asymptotic
rate of convergence of the optimal Chebyshev method can be improved by a related (2, 2)-step
method is derived. The condition depends not only on the location of the extreme eigenvalues
of T but also on whether the ratio of the minor axis to the major axis of the optimal ellipse is
greater than the golden ratio. Two numerical examples are given to illustrate our results.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ax = b be a real and nonsymmetric linear system. It can be rewritten as an
equivalent form
x = T x + c (1.1)
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Fig. 1. , c and their intersection point zc .
by a splitting. Assume that the spectrum σ(T ) of T is contained in a closed ellipse 
excluding 1 and some extreme eigenvalues of T are on the ellipse . An asymptoti-
cally optimal Chebyshev method (cf. [6,8,18]) for solving (1.1) is determined by the
foci of the ellipse  in the sense that its asymptotic rate of convergence is as small
as possible. Manteuffel [12] used the power method to develop an adaptive procedure
for estimating the foci of the optimal ellipse whose major axis either lies on the real
axis or is parallel to the imaginary axis. This adaptive dynamic scheme was modified
based on the GMRES Algorithm by Elman et al. [3] and further developed by Golub
et al. [2,5] with application of the modified moments. Chebyshev-type methods need
spectral information that is usually not readily available. For this reason, parameter-
free methods such as GMRES [17], Bi-CGSTAB [19], QMR [4], etc., are preferred.
However, Chebyshev-type methods retain some interest due to the fact that, unlike
CG-like methods, they do not require inner products and are therefore potentially
very well suited for implementation on distributed memory computers.
Suppose that the optimal ellipse  (cf. Fig. 1) with horizontal major axis is the
image of a scaled and translated Joukowsky transformation
z = (w) := a
(
w + b
w
)
+ d (1.2)
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on the unit circle wheremaps the exterior of the unit circle in the extended w-plane
1-1 onto the exterior of  in the extended z-plane with (∞) = ∞ and ′(∞) >
0. Then
a > 0, 0 < b < 1 and a(1 + b) + d < 1. (1.3)
We remark that the asymptotic rate of convergence of the optimal Chebyshev
method can be achieved by the stationary 2-step iterative method generated by .
The asymptotic rate of convergence of the optimal 2-step iterative method is equal
to the asymptotic convergence factor (AFC) κ() for  given by Niethammer and
Varga [15]
κ() = 1|−1(1)| .
In the same paper, an analysis of k-step iterative methods from summability was
developed. (k, l)-step iterative methods, as an extension of k-step iterative methods,
have been introduced by Parsons [16] and Gutknecht [7], and implemented by Li [9].
(k, l)-step iterative methods have not yet been investigated much. They merit
attention since the computational and memory cost of a (k, l)-step iterative method
is about the same as for a k-step iterative method if l  k. However, as pointed out
in [13,14], there are certain limitation of hybrid iterative methods such as Chebyshev
and (k, l)-step iterative methods.
We consider a class of functions closely related to the function  in (1.2),
z = c(w) = a
(
w + b
w − c
)
+ d − abc
1 − c , |w| > 1, (1.4)
where the parameters a and b are the same for both  and c, and c is a real para-
meter. A (2, 2)-step iterative method can be generated by c:
y0 = c, y1 = T
(
v0
u0
y0
)
+ c,
ym = 1
u0
[T (v0ym−1 + (1 − v0)ym−2) + c]
− 1
u0
u1ym−1 − 1
u0
(1 − u0 − u1)ym−2), m  2, (1.5)
where u0, u1 and v0 are uniquely determined by the parameters of c (cf. [9,10]).
The last term in (1.4) insures that c(1) = (1), which allows us to compare the
asymptotic rates of convergence of the iterative methods generated by  and c.
Theorems 1.1 and 1.2 below summarize those properties of c we will need in the
sequel.
Theorem 1.1 [10]. For each c with 0 < |c| < 1, the functionc is 1-1 on the exterior
of the unit circle if and only if −(1 − c2)  b  (1 − |c|)2. Moreover, let c be the
compact set bounded by the close curve {z = c(w) : |w| = 1}. Then the ACF for
c, κ(c), is a monotonically decreasing function in c on [−(1 −
√
b), 1 − √b].
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Theorem 1.2 [11]. There exists a unique intersection point zc of  and c in the
upper half-plane for c ∈ (0, 1 − √b] (cf. Fig. 1),
zc = (eit ) = c(eiθ ), t, θ ∈ [0, π] and 0 < cos θ < c/2.
The (2, 2)-step iterative method corresponding to c applied to (1.1) possesses
the asymptotic rate of convergence κ(c), provided that σ(T ) ⊂ c. Since we are
only interested in the case where  is optimal, the Chebyshev method can be im-
proved, and κ(c) < κ(), we make the following assumptions:
{(1),(±i)} ⊂ σ(T ) ⊂ ;
{(eit ) : 0 < t < π/2} ∩ σ(T ) = ∅;
0 < c  1 − √b. (1.6)
A software package (cf. [1]) can be used for dynamically estimating extreme
eigenvalues of a matrix T and determining the foci of the optimal ellipse  for the
optimal Chebyshev method. Then the parameters a, b and d in (1.2) corresponding
to the optimal ellipse  containing all the estimated extreme eigenvalues of T can be
calculated. The condition {(1),(±i)} ⊂ σ(T ) means that the three vertices of the
optimal ellipse are eigenvalues of T . This assumption is not a necessary restriction
in practice and it is listed for simplicity and convenience. The second condition of
(1.6) means that no eigenvalue of T is located in the first ‘quadrant’ of the ellipse
. One can easily check the validity of this condition for each estimated extreme
eigenvalue of T . Finally, the third condition gives an upper bound on the parameter
c which guarantees that the corresponding function c is 1-1 on the exterior of the
unit circle.
We will give a sufficient condition for the optimal Chebyshev method induced by
 for solving (1.1) to converge slower than the (2, 2)-step iterative methods induced
by c.
The behavior of the intersection point zc is critical for determining whether a
(2, 2)-step iterative method generated by c is better than the Chebyshev method.
With
ξc = Re(zc) − d, (1.7)
where (d, 0) is the center of the ellipse , we will show in Section 2 that ξc increases
or decreases monotonically on a sufficiently small interval (0, c0) depending on the
value of b. In Section 3, a sufficient condition for which a (2, 2)-step iterative method
is superior to the optimal Chebyshev method is derived. In the last section, the supe-
riority of a (2, 2)-step iterative method to the Chebyshev method is illustrated by
two examples. It should be mentioned that the tedious parts of the proofs below were
done with the aid of Maple.
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2. The behavior of the intersection point for sufficiently small c
In this section, we will show that ξc in (1.7) increases monotonically on (0, c0)
for sufficiently small values of c0 if b ∈ (0,
√
5 − 2) and decreases monotonically
on (0, c0) for sufficiently small values c0 if b ∈ (
√
5 − 2, 1).
It follows from (1.4), with s = cos θ , that for a point z(ξ + d, η) ∈ c in the
upper half-plane,
ξ := Re(z) − d = a
(
s − b(c − s)
1 − 2cs + c2
)
− abc
1 − c ,
η := Im(z) = a
√
1 − s2
(
1 − b
1 − 2cs + c2
)
. (2.1)
Then zc(ξc + d, ηc) ∈  ∩ c if and only if
ξc
2
a2(1 + b)2 +
η2c
a2(1 − b)2 = 1.
This is equivalent to saying that p(s, c) = 0, where
p(s, c) := (1 − b)2ξc2 + (1 + b)2η2c − a2(1 + b)2(1 − b)2. (2.2)
We will show that s is an implicitly differentiable function in c in the following
lemma. In the sequel, we will omit the subscript c from ξc and ηc. Recall from
Theorem 1.2 that
0 < s = cos θ < c/2.
Lemma 2.1. Suppose that (ξ + d, η) is an intersection point in the upper half-plane
and p(s, c) is given by (2.2). Then ps < 0 for all 0 < c  1 −
√
b and consequently,
ds
dc
= −
p
c
p
s
. (2.3)
Proof. By evaluating the partial derivative of p(s, c) of (2.2) with respect to s, we
see that
p
s
= (1 − b)22ξ ξ
s
+ (1 + b)22ηη
s
. (2.4)
We next show that the right hand side of (2.4) is negative. Observe from (2.1) that
ξ < as and
0 <
ξ
s
= a + ab(1 − c
2)
(1 − 2cs + c2)2 < a(1 + b) < a(1 + b)
2.
So
(1 − b)2ξ ξ
s
< a2(1 − b)2(1 + b)2s. (2.5)
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It also follows from (2.1) that
η
s
= −as√
1 − s2
(
1 − b
1 − 2cs + c2
)
− 2abc
√
1 − s2
(1 − 2cs + c2)2 <
−as(1 − b)√
1 − s2 < 0
and
η > a
√
1 − s2(1 − b) > 0.
Then
(1 + b)2ηη
s
< −a2(1 − b)2(1 + b)2s. (2.6)
From (2.5) and (2.6), we conclude that (2.4) is negative. Finally, (2.3) follows
from implicit differentiation of p(s, c) = 0. 
Eq. (2.3) will be used in the proof of the following theorem.
Theorem 2.1. Let (ξ + d, η) be the intersection point of  and c in the upper
half-plane. Then the following statements hold:
(i) If 0 < b < √5 − 2 then limc→0+ dξdc > 0;
(ii) If b = √5 − 2 then limc→0+ dξdc = 0;
(iii) If √5 − 2 < b < 1 then limc→0+ dξdc < 0.
Proof. We first express limc→0+ dξdc in terms of limc→0+
ds
dc . Observe that
limc→0+ s = 0 since 0 < s < c/2. It follows from (2.1) that
lim
c→0+
ξ
c
= ab lim
c→0+
(
2(c − s)2
(1 − 2cs + c2)2 −
1
(1 − c)2 − 1
)
= −2ab,
lim
c→0+
ξ
s
= lim
c→0+ a
(
1 + b 1 − c
2
(1 − 2cs + c2)2
)
= a(1 + b). (2.7)
This allows us to express limc→0+ dξdc in terms of limc→0+
ds
dc
lim
c→0+
dξ
dc
= lim
c→0+
(
ξ
c
+ ξ
s
ds
dc
)
= −2ab + a(1 + b) lim
c→0+
ds
dc
. (2.8)
We next show that
lim
c→0+
ds
dc
= 1 + 4b − b
2
4(1 + b) . (2.9)
It follows from (2.3) that
ds
dc
= − (1 − b)
22ξ ξc + (1 + b)22η ηc
(1 − b)22ξ ξs + (1 + b)22η ηs
.
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Dividing both numerator and denominator by c and letting c → 0+, we obtain
lim
c→0+
ds
dc
= −
(1 − b)2 limc→0+ ξc limc→0+ dξdc + (1 + b)2 limc→0+ η limc→0+
(
1
c
η
c
)
(1 − b)2 limc→0+ ξs limc→0+ dξdc + (1 + b)2 limc→0+ η limc→0+
(
1
c
η
s
) .
Using (2.7) and the fact that limc→0+ η = a(1 − b), we can simplify the right-hand
side of the equation as follows
λ := lim
c→0+
ds
dc
=
2b(1 − b) limc→0+ dξdc − (1 + b)2 limc→0+
(
1
c
η
c
)
(1 + b)(1 − b) limc→0+ dξdc + (1 + b)2 limc→0+
(
1
c
η
s
) .
(2.10)
The limits on the right hand side of (2.10) can be expressed in terms of λ in an
analogous way. In fact,
lim
c→0+
(
1
c
η
c
)
= lim
c→0+
(
1 − s
c
) 2b√1 − s2
(1 − 2cs + c2)2 = 2b(1 − λ),
lim
c→0+
(
1
c
η
s
)
= −(1 − b)λ − 2b. (2.11)
Substituting (2.8) and (2.11) into (2.10) yields
λ = 2b(1 − b)((1 + b)λ − 2b) − 2b(1 + b)
2(1 − λ)
(1 + b)(1 − b)((1 + b)λ − 2b) − (1 + b)2((1 − b)λ + 2b) .
If we solve this equation for λ we obtain (2.9).
Finally, substituting (2.9) into (2.8), we get
lim
c→0+
dξ
dc
= −2ab + a(1 + 4b − b
2)
4
= −a(b
2 + 4b − 1)
4
.
Since b2 + 4b − 1 has two real zeros: ±√5 − 2, this completes the proof of the
theorem. 
Remark 2.1. Since limc→0+ ξ(c) = 0, it follows from Theorem 2.1 that for suf-
ficiently small positive values of c the intersection point is contained in the first
‘quadrant’ of  if b <
√
5 − 2 and in the second ‘quadrant’ of  if b > √5 − 2
(cf. Fig. 2).
3. A condition for the superiority of (2, 2)-step methods
In the last section we showed that if b >
√
5 − 2 then the intersection point zc
of  and c “moves” to the left for sufficiently small positive values of c as c
increases. On the other hand, for b <
√
5 − 2, zc moves to the right for sufficiently
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Fig. 2. Behavior of Re(zc).
small positive values of c. We study the behavior of zc as c increases on (0, 1 −
√
b]
in this section. Then a condition for the superiority of (2, 2)-step iterative methods
is derived.
First we give a necessary and sufficient condition for which (d, a(1 − b)) is an
intersection point of  and c in the following lemma.
Lemma 3.1. Let c ∈ (0, 1 − √b]. Then (d, a(1 − b)) is an intersection point of 
and c if and only if
r(c) = 0 (3.1)
where
r(x) := (2b2 − 2b + 1)x4 + 2(2b − 1)(1 − b)x3 − 2b(2b
2 − 3b + 2)
1 − b x
2
− 2(b2 + 2b − 1)x + (b2 + 4b − 1). (3.2)
Proof. Equivalently, we will show that if ξ = 0 then η = a(1 − b) if and only if
r(c) = 0 for c ∈ (0, 1 − √b] in the following five steps.
(i) Show that ξ = 0 ⇐⇒ (3.3) ⇐⇒ (3.4).
Observe from (2.1) that ξ = 0 is equivalent to
q(s) := 2(1 − c)cs2 − (2bc2 + (1 − c)(1 + b + c2))s
+ bc(2 − c + c2) = 0, (3.3)
where 0 < 2s < c. It follows from the fact
q(0) > 0 and q(1) = −(1 − c)3(1 + b) < 0
that, for fixed values of b and c, q(s) = 0, s > 0, has two positive real roots. It is the
smaller root that we are interested in since the larger root is greater than one. The
smaller root is given by
s = 1
4c(1 − c) [b(2c
2 + 1 − c) + (1 − c)(1 + c2) − √], (3.4)
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where
= (c − 1)2(1 + c2)2 + 2(c − 1)(2c4 − 3c3 + 5c2 + c − 1)b
+ (2c2 + 1 − c)2b2.
Thus, the proof of (i) is finished.
In steps (ii) and (iii) below we show that if ξ = 0 then η = a(1 − b) is equivalent
to (3.9).
(ii) Show that ξ = 0 and η = a(1 − b) ⇒ (3.9).
Let ξ = 0 and η = a(1 − b). It follows from (2.1) that
b
1 − 2cs + c2 =
s − sc − bc
(1 − c)(c − s) ; (3.5)
√
1 − s2
(
1 − b
1 − 2cs + c2
)
= 1 − b. (3.6)
Substituting (3.5) into (3.6) yields√
1 − s2(c − c2 − 2s + 2cs + bc) = (1 − b)(1 − c)(c − s).
With the identity
(1 − c)(c − s) = (1 − s)(1 + c) − (1 − 2cs + c2),
we have
√
1 − s2(c − c2 − 2s + 2cs + bc) + (1 − b)(1 − 2cs + c2)
= (1 − b)(1 − s)(1 + c). (3.7)
Since (3.6) holds,
(1 − b)(1 − 2cs + c2) =
√
1 − s2(1 − 2cs + c2 − b).
Then (3.7) can be simplified as√
1 − s2(1 − b − 2s + c + bc) = (1 − b)(1 − s)(1 + c).
After squaring both sides of this equation and cancelling (1 − s), we then obtain
(1 + s)(1 − b − 2s + c + bc)2 = (1 − b)2(1 − s)(1 + c)2, (3.8)
which is equivalent to
4bc(1 − b + c) + (−2 − 8bc + 2b2 + 2c2 + 2b2c2)s
+ 4(b − c − bc)s2 + 4s3 = 0. (3.9)
(iii) Show that ξ = 0 and (3.9) ⇒ η = a(1 − b).
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Suppose ξ = 0 and (3.9) holds. Then by (i), (3.4) also holds. As we know, ξ = 0
implies (3.5). Substituting (3.5) into η in (2.1), we get
η2 = a2(1 − s2)
(
c − c2 − 2s + 2cs + bc
(c − s)(1 − c)
)2
.
On the other hand, (3.9) implies (3.8). Rewriting (3.8) yields
(1 − b)2 = (1 + s)(1 − b − 2s + c + bc)
2
(1 − s)(1 + c)2 .
Thus we have
η2 = a2(1 − b)2
⇐⇒ (1 − s2)
(
c − c2 − 2s + 2sc + bc
(c − s)(1 − c)
)2
= (1 + s)(1 − b − 2s + c + bc)
2
(1 − s)(1 + c)2
⇐⇒ −q(s)u(s)
(c − s)2(1 − c)2(1 − s)(1 + c)2 = 0,
where
u(s) = c(−2 − 3bc + 2c2 + bc2) + (3 + 3c − b + 3bc − 5c2 − c3)s
+ 2(c + 2)(c − 1)s2
and q(s) was defined in part (i). As we observed in the start of this section, q(s) = 0
is equivalent to ξ = 0. It then follows that η = a(1 − b).
In the next two steps we show that if ξ = 0 then (3.9) holds if and only if r(c) = 0.
(iv) Show that ξ = 0 and (3.9) ⇒ r(c) = 0.
Let ξ = 0 and (3.9) hold. Then (3.3) and (3.9) hold. From (3.3) s2 can be ex-
pressed as a linear function of s. By tedious algebra (3.9) can then be reduced to a
linear equation in s. The solution for s is given by
s = bc(2bc
4 − 3c4 + 5c3 − 2bc3 + c2 + bc2 − 5c − bc + 2 + 2b)
h(c)
, (3.10)
where
h(c) = (2b2 − 2b + 1)c5 − (2b2 − 2b + 3)c4 + (2b + 2)c3
+ (2 + 2b2)c2 − (b2 + 4b + 3)c + (1 + b)2.
On the other hand, ξ = 0 implies (3.4) by (i). Combining (3.4) with (3.10), we get
(c + 1)(c − 1)5(b + 1)(b − 1)r(c) = 0. (3.11)
which implies r(c) = 0.
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(v) Show that ξ = 0 and r(c) = 0 ⇒ (3.9).
Let ξ = 0 and r(c) = 0. Then (3.4) and r(c) = 0 hold by (i). From (3.4) and
(3.11), we can derive (3.10). Combining (3.10) with (3.3) yields (3.9).
This completes the proof of the lemma. 
Lemma 3.1 is now used to determine a condition in terms of b for which (d, a(1 −
b)) is an intersection point of  and c.
Theorem 3.1. If b < √5 − 2, then there exists a unique c1 ∈ (0, 1 −
√
b) such that
(d, a(1 − b)) is an intersection point of  and c1 . Furthermore, if (1.6) holds,
then there exists a c ∈ (0, c1) such that σ(T ) ⊂ c and κ(c) < κ(), and there-
fore, the (2, 2)-step iterative method generated by c improves the asymptotic rate
of convergence of the optimal Chebyshev method.
Proof. By Lemma 3.1, we need to show that there is a unique c1 ∈ (0, 1 −
√
b]
such that r(c1) = 0. Notice that r(0) = b2 + 4b − 1 < 0, where r was defined in
(3.2). Descartes’ rule of signs tells us that r = 0 has either one or three positive real
roots. On the other hand,
r(1 − √b) = 2b
2(1 + 2√b − 2b − 2b√b + 2b2√b − b3)
1 − b > 0,
r(1) = −b
2(1 + b)
1 − b < 0.
Then r(x) = 0 has a unique root c1 ∈ (0, 1 −
√
b). This completes the proof of the
first part of the theorem.
If b <
√
5 − 2, we have already shown (in Theorem 2.1) that ξ increases mono-
tonically as a function of c for sufficiently small positive values of c. As c increases,
the intersection point zc of  and c will eventually “turn back” and cross the
vertical axis once for c1 ∈ (0, 1 −
√
b) as we have just shown. (cf. Fig. 2 Case I).
If σ(T ) is a subset of  ∩ c1 , then the (2, 2)-step method corresponding to c1
possesses the asymptotic rate of convergence
κ(c1) =
1
|−1c1 (1)|
and improves the asymptotic rate of convergence of the optimal Chebyshev method
by Theorem 1.1. Otherwise, a c with 0 < c < c1 is chosen such that  ∩ c con-
tains σ(T ) because of (1.6). Then the (2, 2)-step iterative method generated by c
converges asymptotically faster than the optimal Chebyshev method. 
Remark 3.1. It is interesting to notice that the condition b <
√
5 − 2 is equivalent
to
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a(1 − b)
a(1 + b) >
√
5 − 1
2
.
Thus, the condition that ratio of the minor axis to the major axis of the optimal ellipse
is greater than the golden ratio is sufficient to guarantee that a (2, 2)-step method
induced by c, for a c ∈ (0, c1] is superior to the optimal Chebyshev method.
Theorem 3.2. If b  √5 − 2, then Re(zc) < d for all c ∈ (0, 1 −
√
b], where zc is
the unique intersection point of  and c on the upper half-plane.
Proof. Let b >
√
5 − 2. In this case, r(0) = b2 + 4b − 1 > 0. As in the proof of
Theorem 3.1, r = 0 either has no zeros or has exactly two positive real roots by
the Descartes’ rule of signs. However, r(1 − √b) > 0 and r(1) = −b2(1 + b)/(1 −
b) < 0. There must be two positive roots greater than 1 − √b. Consequently, there
is no root in the interval (0, 1 − √b]. By Theorem 2.1(iii), it follows that Re(zc) < d
for all c ∈ (0, 1 − √b] (cf. Fig. 2, Case II).
If b = √5 − 2, then
r(c) ≈ 0.6c4 − 0.8c3 − 0.9c2 + 0.9c.
We can show that there is no root of r in the interval (0, 1 − √b] in an ana-
logous way. By Lemma 3.1 (d, a(1 − b)) is never an intersection point of 
and c. Since, Re(zc) is a continuous of c, it follows that Re(zc) < d for all c ∈
(0, 1 − √b]. 
When b 
√
5 − 2, σ(T ) is not guaranteed to be a subset of c for any c > 0 by
Theorem 3.2. However, one may pose the following question. Is there a c > 0 and
ρ > 1 such that σ(T ) ⊂ C¯\c({|w| > ρ}) and κ(c(ρ)) < κ()? We will study it
in a future paper.
4. Examples
Example 4.1. Consider an elliptic partial differential equation
− u + 2p1ux + 2p2uy − p3u = f, (x, y) ∈ (0, 1) × (0, 1) =: G,
u(x, y) = 0, (x, y) ∈ G (4.1)
where
p1 = 82(x − 2y), p2 = 80(2x − y) and p3 = 160,
and the function f is chosen so that u(x, y) = xexy sin(πx) sin(πy) solves (4.1).
The standard five-point discretization is used to approximate the Lapacian  by
using a uniform n × n grid excluding boundary points with mesh size h = 1
n+1 ,
where n = 70. A linear system Ax = f of n2 equations for n2 unknowns is produced.
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Fig. 3. , c and some eigenvalues of T .
It can be rewritten in the equivalent form x = T x + f, where T = I − A. In order
to make a fair comparison with other methods, no preconditioner is used. Several
eigenvalues of T are plotted with the symbol ‘·’ in Fig. 3. The optimal ellipse
 whose close interior contains σ(T ) is defined by the map  of (1.2), where
a = 0.9491, b = 0.0294, and d = 0.0079. The ratio of the minor axis to the major
axis of the ellipse  is greater than the golden ratio and the matrix T fulfills the
required spectral condition (1.6). It follows from Section 3 that there is a mapping
c of (1.3) for c ∈ (0, 1 −
√
b), such that σ(T ) is a subset of  ∩ c. The images
of  and c (c = 0.8) on the unit circle are also plotted, respectively, with solid
curve and dash curve in Fig. 3. We solve the system with the Chebyshev method
induced by and with the (2, 2)-step iterative methods generated byc for different
values of c. The initial guess x0 is chosen as the zero vector. The stopping criterion is
defined by ||rk||2  10−6, where rk := f − (I − T )xk is the residual vector after the
kth iteration. It requires 1031 iterations for the Chebyshev method to converge while
the number of iterations required by the (2, 2)-step iterative methods for different
values of c are listed in Table 1. For example, only 518 iterations are required for
the (2, 2)-step method generated by c (c = 0.8). It is interesting to notice that in
the case of c > 0.8286 = 1 − √b where c is not 1-1 mapping on the exterior
to the unit circle, the convergence of corresponding (2, 2)-step iterative methods
is not bad and even better than the Chebyshev method for some values of c. Clearly,
the case where c > 1 − √b merits further study.
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Table 1
Iteration numbers for (2, 2)-step methods
c 0 0.2 0.4 0.6 0.8 0.82 0.84 0.86 0.90 0.94 0.98
No. of iter. 1031 971 859 744 518 464 380 406 585 816 1422
0 200 400 600 800 1000 1200
10–8
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10–4
10–2
100
102
104
106
(2,2)step
Gmres(20)
Cheby
Bicgstab
k: Iteration Number
||r k
||
Fig. 4. Comparisons.
Fig. 4 shows a comparison of the (2, 2)-step iterative method (c = 0.8) with the
Chebyshev, GMRES(20) and Bi-CGSTAB methods. One can see in this example
that the (2, 2)-step iterative method is better than Chebyshev and GMRES(20) meth-
ods. The numer of iterations of Bi-CGSTAB method is slightly less than that of
the (2, 2)-step method. However, one iteration of Bi-CHSTAB requires two matrix-
vector products while the (2, 2)-step method only requires one matrix-vector product
per iteration. So each Bi-CGSTAB iteration costs about twice as much as a (2, 2)-
step iterative method. Therefore, the (2, 2)-step method converges faster than the
Bi-CGSTAB method in this example.
Example 4.2. This example is a modification of Example 2 in [12]. We consider a
Toeplitz matrix A = I − T , where T is given by
X. Li, E. Arroyo / Linear Algebra and its Applications 403 (2005) 143–158 157
T =


−3 1 1 1 1
−1 −3 1 1 1 1
1.2 −1 −3 1 1 1 1
1.2 −1 −3 1 1 1 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


∈ R512×512,
The exact solution x is a vector with all entries 1. The initial guess x0 is chosen as
the zero vector. The stopping criterion is defined by ||rk||  10−8||r0||. The optimal
Chebyshev method corresponding to  requires 372 iterations to converge com-
pared to the (2, 2)-step method corresponding toc (c = 0.3) which only needs 316
iterations. Moreover, numerical experiments indicate that the GMRES(20), CGS,
Bi-CGSTAB and QMR methods either diverge or do not converge to the solution.
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