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Nomenklatur
Im Rahmen dieser Arbeit werden Vektoren mit kleinen Buchstaben im Fettdruck gekenn-
zeichnet, Tensoren zweiter Stufe mit Großbuchstaben im Fettdruck.
Mathematische Funktionen
(.)′ Ableitung von (.) nach x
(.)˙ Ableitung von (.) nach der Zeit t
(.)i,j partielle Ableitung nach xj der i-ten Komponente von (.)
||(.)|| euklidische Norm des Vektors bzw. Tensors (.)
(.)−1 Inverse des Tensors (.)
(.)T Transponierte des Tensors (.)
det(.) Determinante der Koeffizientenmatrix des Tensors (.)
tr(.) Spur der Koeffizientenmatrix des Tensors (.)
lin(.) linearisierter Wert der Gro¨ße (.)
(ˆ.) deviatorischer Anteil der Gro¨ße (.)
(.)I,II,III Kennzeichnung von Hauptwerten bzw. Hauptrichtungen
(.)I,II,III Invarianten des Tensors (.)
ext (.) Randbereich der Menge (.)
cl (.) Abschluss der Menge (.)
int (.) innerer Bereich der Menge (.)
lim (.) Grenzwert der Funktion (.)
min (.) Minimum der Funktion (.)
max (.) Maximum der Funktion (.)
inf (.) Infimum der Funktion (.)
sup (.) Supremum der Funktion (.)
(a, b) offenes Intervall, ausschließlich a und ausschließlich b
(a, b] halboffenes Intervall, ausschließlich a und einschließlich b
[a, b) halboffenes Intervall, einschließlich a und ausschließlich b
[a, b] geschlossenes Intervall, einschließlich a und einschließlich b
ab dyadisches Produkt der Vektoren oder Tensoren a und b
a× b Vektorprodukt der Vektoren a und b (Kreuzprodukt)
a · b verju¨ngendes Produkt der Vektoren oder Tensoren a und b
A · ·B doppelt-verju¨ngendes Produkt der Tensoren A und B
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∇
2 Hesse-Matrix
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β Armijo-Faktor
γν Faktor der Update-Regel des Strafparameters
ε¯pl a¨quivalente plastische Dehnung
εm mittlere Dehnung
εp Volumendilatation
κ Faktor der Aktivierungsbedingung bei selektivem Algorithmus
λL 1. Lame´-Koeffizient
dλ plastischer Multiplikator
µ Schrankenparameter der Innere Punkte Methode
µℓ Lastfaktoren
µ+ℓ ,µ
−
ℓ Maximal - bzw. Minimalwert des Lastfaktors µℓ
µL 2. Lame´-Koeffizient
ν Querkontraktionszahl
νΦ Strafparameter der Gu¨tefunktion
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σH Begrenzungsspannung der Verfestigung im einachsigen Fall
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ψ0,1,2 Materialfunktionen der Reiner’schen Stoffgleichung
χ Konfiguration
Φ Gu¨tefunktion
Φc Zusatzterme der Zielfunktion bei Innerer Punkte Methode
Ω Lastraum
akin Materialparameter der kinematischen Verfestigung (Ziegler)
ckin Materialparameter der kinematischen Verfestigung (Prager)
VIII
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g plastisches Potential
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1 Einleitung
1.1 Zielsetzung der Arbeit
Eine Hauptaufgabe des konstruktiven Ingenieurs ist die Gestaltung und Dimensionie-
rung mechanischer Komponenten. In vielen Fa¨llen ist dafu¨r die genaue Berechnung des
Beanspruchungs- und Verformungsverhaltens der Struktur nicht erforderlich, sondern die
Bestimmung der Grenzlast ist notwendig, bei der das System gerade noch nicht versagt.
Bei Betrachtung von praxisrelevanten Problemstellungen ist dabei die Erfassung von pla-
stischem Materialverhalten unerla¨sslich.
Wenn die Belastung zeitlich vera¨nderlich ist, ist Versagen nicht nur durch den sponta-
nen Kollaps mo¨glich. Auch ein unbegrenztes Anwachsen der sich einstellenden plastischen
Verzerrungen kann dazu fu¨hren, dass die Gebrauchstauglichkeit der Struktur nicht mehr
gegeben ist. Daru¨ber hinaus kann das Strukturversagen dadurch hervorgerufen werden,
dass alternierende Plastizita¨t zu lokaler Ermu¨dung und schließlich zum Bruch fu¨hrt. Wenn
keiner der genannten Versagensmechanismen eintritt, sondern sich das System nach anfa¨ng-
lich plastischem Verhalten durch die Ausbildung von Eigenspannungen stabilisiert und sich
im Folgenden rein elastisch verha¨lt, spricht man vom Einspielen der Struktur.
Ziel der Einspieluntersuchung ist die Bestimmung der zugeho¨rigen Einspiellast, die bei
Anwendung der konventionellen step-by-step Methode in der Regel mit hohem Rechen-
aufwand verbunden ist. Ein weiterer Nachteil dieser Methode besteht darin, dass die ge-
samte Belastungsgeschichte deterministisch gegeben sein muss, was in vielen Problemen
des Ingenieurwesens unrealistisch ist. Dieser Nachteil kann durch die Anwendung Direkter
Methoden behoben werden, [68, 83, 136, 137]. Hier ist die genaue Kenntnis der Belastungs-
geschichte nicht erforderlich, sondern nur ihrer umschließenden Hu¨lle, [56].
Das Fundament der direkten Methoden bilden das statische und das kinematische Ein-
spieltheorem, die im Sinne der konvexen Analyse zueinander dual sind, [30]. Aufbauend
auf Einspieluntersuchungen an statisch unbestimmten Systemen, [18, 45, 75], formulier-
te Melan 1938 das statische Einspieltheorem fu¨r elastisch- ideal plastische und unbe-
grenzt verfestigende Kontinua, [76, 77]. Das in Spannungsgro¨ßen ausgedru¨ckte Theorem
von Melan liefert eine untere Schranke der Einspiellast und ermo¨glicht deshalb das Aus-
legen zur sicheren Seite hin. Hingegen liefert das in Weggro¨ßen formulierte kinematische
Einspieltheorem eine obere Schranke fu¨r die Einspiellast. Die Formulierung des kinema-
tischen Theorems geht auf Koiter zuru¨ck, [55]. In dieser Arbeit wird ausschließlich das
statische Einspieltheorem verwendet.
Die Anwendung vonMelan’s Theorem fu¨hrt auf ein konvexes, nichtlineares Optimierungs-
problem, das sich in der Regel bei Ingenieurstrukturen durch eine besonders große Anzahl
von Unbekannten und Nebenbedingungen auszeichnet. Zur Lo¨sung solcher Optimierungs-
probleme existieren heutzutage leistungsstarke mathematische und numerische Verfahren,
von denen in dieser Arbeit die Innere Punkte Methode verwendet wird, [32, 35, 99, 140].
Basierend auf der Innere Punkte Methode sind Programme zur Lo¨sung nichtlinearer Op-
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timierungsprobleme entwickelt worden, von denen besonders ipopt [129, 130], knitro
[19, 132] und loqo [42, 122] verbreitet sind. Diese sind darauf ausgelegt, eine mo¨glichst
breite Palette von Problemen lo¨sen zu ko¨nnen. Deshalb sind sie sehr ma¨chtig, aber ver-
glichen mit auf das jeweilige Problem zugeschnittenen Lo¨sern oftmals wenig effizient. In
den letzten Jahren hat außerdem das Programm mosek [9, 10] im Bereich der Direkten
Methoden an Bedeutung gewonnen, [60, 69, 93, 118], das speziell fu¨r Second Order Conic
Problems socp entwickelt wurde.
Da sich nicht alle Probleme als socp formulieren lassen, wurden alternative Innere Punk-
te Algorithmen pra¨sentiert, die durch maßgeschneiderte Lo¨sungsstrategien gekennzeichnet
sind, [58, 66, 89–91, 93]. Zu diesen unabha¨ngigen Innere Punkte Algorithmen geho¨rt auch
ipdca (Interior Point– Difference of Convex functions Algorithm), [1, 2, 47–50]. Dieses
Programm ist speziell fu¨r Einspieluntersuchungen von Strukturen aus elastisch- ideal pla-
stischen Materialien des von Mises-Typs entwickelt worden, die der Wirkung von einer
oder zwei vera¨nderlichen Lasten unterworfen sind. Aufgrund dieser Spezialisierung zeichnet
es sich durch eine problemorientierte Lo¨sungsstrategie aus, die die Anwendung auf große
Ingenieurstrukturen erlaubt. Daru¨ber hinaus ermo¨glicht ipdca die Lo¨sung von Optimie-
rungsproblemen mit nicht-konvexen Zielfunktionen durch die sogenannte DC-Zerlegung
der Zielfunktion in die Differenz zweier konvexer Funktionen, [6–8].
Ziel dieser Arbeit ist die Entwicklung des neuen Algorithmus ipsa fu¨r Einspieluntersu-
chungen von Strukturen aus von Mises-Materialien mit Beru¨cksichtigung der begrenzten
kinematischen Verfestigung. Es handelt sich um ein eigensta¨ndiges Programm, das auf der
Innere Punkte Methode basiert und das eine a¨hnliche Grundstruktur wie ipdca aufweist,
weshalb es sich zur Anwendung auf große Ingenieurstrukturen eignet. ipsa erlaubt daru¨ber
hinaus die Lo¨sung von Problemen mit einer beliebigen, endlichen Anzahl von vera¨nderli-
chen Lasten.
1.2 Gliederung der Arbeit
In Kapitel 2 werden die kontinuumsmechanischen Grundlagen zusammen gefasst, die fu¨r
die spa¨teren Herleitungen erforderlich sind. Schwerpunktma¨ßig werden konstitutive Glei-
chungen fu¨r elastisch- ideal plastisches und fu¨r verfestigendes Materialverhalten untersucht.
Im Fokus von Kapitel 3 steht die Formulierung des Optimierungsproblems, das aus der
Anwendung des statischen Einspieltheorems resultiert. Zuna¨chst werden die verschiedenen
Materialantworten auf zeitlich vera¨nderliche Lasten und das Pha¨nomen des Einspielens
beschrieben. Dann wird unter Verwendung des von Mises Fließkriteriums und der Finite
Elemente Methode das statische Einspieltheorem fu¨r diskrete Systeme mit elastisch- ideal
plastischem Materialverhalten angegeben. Darauf basierend wird erstmals eine Formulie-
rung des Optimierungsproblems fu¨r beliebig viele Lasten abgeleitet.
Kapitel 4 ist der Lo¨sung von nichtlinearen Optimierungsproblemen gewidmet. Dafu¨r wer-
den Optimierungsbedingungen zuna¨chst fu¨r den allgemeinen und dann fu¨r den speziellen
Fall von konvexen, regula¨ren Problemen untersucht. Abschließend wird das Innere Punkte
Verfahren vorgestellt.
Die Anwendung dieses Verfahrens auf das Einspielproblem wird in Kapitel 5 beschrieben.
Hier werden sowohl die mathematische Vorgehensweise des neu entwickelten Algorithmus
als auch Modifikationsmo¨glichkeiten pra¨sentiert.
Eine Ero¨rterung der die Implementierung betreffenden Aspekte findet sich in Kapitel 6.
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Dort werden Details zum Eingabeformat, zu Abbruchkriterien und zu Update-Regeln ge-
geben, die sowohl fu¨r die Effizienz des Lo¨sers als auch fu¨r stabiles Konvergenzverhalten
erforderlich sind. Daru¨ber hinaus wird eine neue Methode zum Auffinden von geeigneten
Startpunkten entwickelt.
Die Validierung des Algorithmus fu¨r elastisch- ideal plastisches Materialverhalten erfolgt
in Kapitel 7. Es werden drei Systeme unter thermomechanischer Belastung untersucht.
Die Ergebnisse werden, wo vorhanden, mit Resultaten der Literatur verglichen. Die Ge-
nauigkeit und Effizienz von ipsa werden außerdem anhand von Vergleichsrechnungen mit
den Programmen Lancelot, ipopt und ipdca verdeutlicht.
Anschließend wird inKapitel 8 ein selektiver Algorithmus entwickelt, mit dessen Hilfe das
jeweils betrachtete System drastisch reduziert werden kann. Die vorgeschlagene Methode
sowie einzelne Aspekte der numerischen Umsetzung werden beschrieben. Die Anwendung
auf ein Beispiel verdeutlicht das Potential dieses Verfahrens.
In Kapitel 9 wird der Algorithmus auf Probleme mit mehrdimensionalen Lastra¨umen
angewendet. Zuerst wird die technische Umsetzung und Implementierung der Methode
beschrieben, gefolgt von der Berechnung eines Systems mit drei voneinander unabha¨ngig
variierenden Lasten.
Den Abschluss bildet die Erweiterung zur Beru¨cksichtigung von begrenzter kinematischer
Verfestigung in Kapitel 10. Basierend auf einem Zwei-Fla¨chen-Modell wird das statische
Einspieltheorem reformuliert. Es wird die vollsta¨ndige mathematische Lo¨sung des erwei-
terten Problems mit der Innere Punkte Methode hergeleitet. Die Validierung erfolgt dann
anhand von vier thermomechanischen Beispielen aus dem Bereich des Anlagen- und Ap-
paratebaus und dem Vergleich mit Ergebnissen aus der Literatur.
3
2 Kontinuumsmechanische Grundlagen
In diesem Kapitel werden die notwendigen kontinuumsmechanischen Grundlagen kurz zu-
sammen gefasst. Fu¨r eine detailliertere Darstellung wird auf [106] verwiesen.
Das allgemeine Spannungsproblem gilt genau dann als gelo¨st, wenn bei vorgegebener Be-
lastung, Geometrie und Materialeigenschaften die jeweils neun Komponenten des Span-
nungstensors S(x, t) und des Verzerrungstensors D(x, t) sowie die drei Komponenten des
Verschiebungsvektors u(x, t) in jedem Punkt x des betrachteten Kontinuums zu jeder
Zeit t bestimmt sind. Dafu¨r mu¨ssen 21 skalare Bestimmungsgleichungen zur Verfu¨gung
gestellt werden, die den Zusammenhang zwischen S(x, t),D(x, t) und u(x, t) herstellen,
Abb. 2.1.
u
S D
Kompatibilita¨t
Stoffgesetz
VVGCauchy I
Cauchy II
Abbildung 2.1: Zusammenhang der Grundgro¨ßen des allgemeinen Spannungsproblems
Da es sich bei Verschiebungen und Verzerrungen um rein geometrische Gro¨ßen handelt,
lassen sich die Verschiebungs-Verzerrungs-Gleichungen (VVG) allein aus kinematischen
Beziehungen ableiten. Die Beziehungen zwischen Verschiebungen und Spannungen werden
durch die zwei Axiome der Mechanik in Feldgleichungsform (Cauchy I,II) angegeben.
Die Beziehungen zwischen den Spannungen und Verzerrungen werden durch konstitutive
Gleichungen (Stoffgesetze) beschrieben.
2.1 Kinematik
Betrachtet wird ein deformierbarer Ko¨rper, dessen Geometrie zu einem festgelegten Zeit-
punkt t0 durch die Ortsvektoren 0x jedes einzelnen materiellen Punktes gegeben ist. Der
Ko¨rper befinde sich zu diesem Zeitpunkt in der Bezugskonfiguration (BKF) χ( 0x, t0), wo-
bei unter dem Begriff Konfiguration eine stetige, umkehrbar eindeutige Abbildung aller
Teilchen 0x eines Ko¨rpers in Punkte des Raums verstanden wird. Dann wird die Geome-
trie des gegenu¨ber der BKF deformierten Ko¨rpers in der Momentankonfiguration (MKF)
χ( 0x, t) zum Zeitpunkt t durch die auf die selbe Basis bezogenen Ortsvektoren tx( 0x, t)
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beschrieben. Die Bewegung jedes einzelnen materiellen Punktes wird durch seine Verschie-
bung u( 0x, t) und der Wechsel von der Konfiguration χ( 0x, t0) in die Konfiguration χ( 0x, t)
durch die Abbildung F ( 0x, t) festgelegt, Abb. 2.2.
u(0x, t)
tx(0x, t)
MKF
F (0x, t)
BKF 0x
Abbildung 2.2: Bezugs- und Momentankonfiguration
Die Ortsvektoren der verschiedenen Konfigurationen sind u¨ber den Verschiebungsvektor
mit einander verknu¨pft.
tx = 0x+ u (2.1)
Es wird der Differentiationsoperator ∇ eingefu¨hrt, der sich auf die materielle Darstellung
nach Lagrange bezieht, wenn nicht anders angegeben.
∇ := 0∇ =
∂
∂ 0x
(2.2)
Dann lassen sich der Konfigurationsgradient F ( 0x, t) und der Verschiebungsgradi-
ent H( 0x, t) wie folgt definieren.
F := tx∇ =
∂ tx
∂ 0x
(2.3)
H := u∇ =
∂u
∂ 0x
(2.4)
Mit diesen Definitionen kann man die materielle Ableitung der Gleichung (2.1) wie folgt
schreiben. Dabei ist I der Einheitstensor mit den Komponenten δij des Kronecker-
Symbols.
F = I +H (2.5)
Damit entha¨lt F zwar nicht mehr die Translation, allerdings noch die Rotation des
Starrko¨rpers. Diese wird dadurch eliminiert, dass F mit seiner eigenen Transponier-
ten F T u¨berschoben wird. Der so eingefu¨hrte Tensor wird rechter (C) bzw linker (B)
Cauchy’scher Verzerrungstensor genannt. Die U¨berschiebung fu¨hrt auch dazu, dass so-
wohl B als auch C symmetrisch sind.
C := F T · F = CT (2.6)
B := F · F T = BT (2.7)
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Es wird nun noch ein Verzerrungstensor eingefu¨hrt, der bei reiner Starrko¨rperbewegung
den Wert 0 hat, im Gegensatz zu C und B, die bei einer reinen Starrko¨rperbewegung I
sind. Dieser Tensor G wird als (rechter) Green’scher Verzerrungstensor bezeichnet.
G :=
1
2
(C − I) (2.8)
Der geometrisch linearisierte Green’sche Verzerrungstensor ε berechnet sich dann nach
Gleichung (2.9). Die Linearisierung erfolgt durch die Vernachla¨ssigung der von ho¨herer
Ordnung kleinen Terme in den Verschiebungsableitungen. Große Verschiebungen werden
zugelassen, solange die einzelnen Komponenten vonH dabei vergleichsweise klein bleiben.
ε := linG =
1
2
(linC − I) = 1
2
(H +HT ) (2.9)
Damit kann die Verschiebungs-Verzerrungs-Gleichung fu¨r den geometrisch lineari-
sierten Fall wie folgt angegeben werden.
ε =
1
2
(u∇+∇u) (2.10)
Gleichung (2.10) la¨sst sich einfach auswerten, wenn bei gegebenen Verschiebungen die
Verzerrungen gesucht sind. Allerdings ist die Umkehrung dieser Gleichung nicht eindeutig,
da hier integriert werden muss. Deshalb mu¨ssen zusa¨tzlich Kompatibilita¨tsbedingungen
formuliert werden, die gewa¨hrleisten mu¨ssen, dass die einzeln verzerrten Teilchen auch nach
der Deformation noch kompatibel sind, dass also weder Lo¨cher noch U¨berschneidungen
innerhalb der Struktur auftreten. ∫
A
∇× ε×∇dA = 0 (2.11)
Diese Tensorgleichung kann durch das folgende System von skalaren Gleichungen ausge-
wertet werden.
εij,kl − εil,kj − εkj,il + εkl,ij = 0 (2.12)
dabei ist z.B.: εij,kl =
∂εij
∂xk∂xl
Unter Beru¨cksichtigung der Symmetrie beinhaltet dieses System sechs nicht-triviale Be-
dingungen.
εii,kk − εik,ki − εki,ik + εkk,ii = 0 wobei i 6= k (2.13a)
εij,kk − εik,kj − εkj,ik + εkk,ij = 0 wobei i 6= j 6= k (2.13b)
2.2 Spannungen
Betrachtet wird ein Ko¨rper im euklidischen Raum, der auf Teilen seiner Oberfla¨che Af
durch Oberfla¨chenlasten fA sowie in seinem Innern durch Volumenkra¨fte fV belastet wird.
Aus dieser Belastung resultieren in jedem infinitesimalen Volumenelement des Ko¨rpers
Spannungen, die in der MKF mit dem Euler-Cauchy’schen Spannungstensor σ und in
der BKF mit dem 1. Piola-Kirchhoff’schen Spannungstensor T 1 beschrieben werden.
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Dann la¨sst sich der Kraftbeitrag auf jedem Fla¨chenelement in der BKF mit T 1 und in der
MKF mit σ bestimmen.
d 0f = T 1 · d 0A (2.14)
d tf = σ · d tA (2.15)
Man kann diese Spannungstensoren ineinander u¨berfu¨hren, wenn man beru¨cksichtigt, dass
der Kraftbeitrag unabha¨ngig von der Konfiguration sein muss, und indem man die gerich-
teten Fla¨chenelemente durch den Konfigurationsgradienten ausdru¨ckt.
T 1 = (detF )σ · F−T (2.16)
Mit dem Tensor T 1 la¨sst sich nur schlecht umgehen, da er nicht symmetrisch ist. Es wird
ha¨ufig der symmetrische 2. Piola- Kirchhoff’sche Spannungstensor eingefu¨hrt.
T 2 := F
−1 · T 1 = (detF )F−1 · σ · F−T (2.17)
Bezieht man sich bei der Geometrie auf die BKF, so ist nur die Verwendung der Piola-
Kirchhoff’schen Tensoren konsistent. Im Rahmen der geometrisch linearisierten Rech-
nung kann mit hinreichender Genauigkeit trotzdem σ anstelle von T 2 verwendet werden
(der entsprechende Nachweis findet sich beispielsweise in [141]).
Geometrisch linearisiert: σ ≈ T 2 (2.18)
Deshalb wird im Folgenden der Tensor σ sowohl in der MKF als auch in der BKF gebraucht.
Dann kann fu¨r die weitere geometrisch linearisierte Betrachtung auch auf die Indizierung
fu¨r die jeweilige Konfiguration verzichtet werden.
Es werden axiomatisch die Cauchy’schen Gleichungen eingefu¨hrt, die den Zusammenhang
zwischen Spannungen und Verschiebungen angeben.
Cauchy I : ∇ · σ + fV = ρu¨ (2.19)
Cauchy II : σ = σT (2.20)
Diese Gleichungen entsprechen dem Drehimpulssatz und dem Impulssatz in Feldgleichungs-
form. Die Gleichung (2.20) ist außerdem auch als Boltzmann-Axiom bekannt.
2.3 Konstitutive Gleichungen
Im Rahmen dieser Arbeit wird isotropes, homogenes und nicht alterndes Materialverhalten
betrachtet, solange nicht anders genannt. Das bedeutet fu¨r das Materialgesetz, dass weder
der Ort x noch die Zeit t explizit eingehen und dass es richtungsunabha¨ngig formuliert
sein muss.
2.3.1 Elastizita¨t
Wird eine Struktur belastet und verformt sich infolge dieser Belastung elastisch, gehen diese
Verformungen bei Entlastung wieder derart zuru¨ck, dass der Ko¨rper nach vollsta¨ndigem
Abbau der Last wieder den urspru¨nglichen Zustand erreicht.
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Ein allgemeiner Ansatz fu¨r elastische Stoffgesetze wird mit folgender Gleichung beschrie-
ben. Dabei sind GI , GII , GIII die Invarianten des Green’schen Verzerrungstensors G.
S(x, t) =
∞∑
i=0
fi(G
I , GII , GIII)Gi (2.21)
Mit dem Satz von Cayley- Hamilton (siehe A.3) ko¨nnen alle Potenzen Gn mit n > 2
durch die drei Tensoren I, G und G2 ausgedru¨ckt werden.
S(x, t) = ψ0(G
I , GII , GIII) I + ψ1(G
I , GII , GIII)G+ ψ2(G
I , GII , GIII)G2 (2.22)
Diese Gleichung wird als Reiner’sche Stoffgleichung bezeichnet, die fu¨r endlich große
elastische Verzerrungen exakt gu¨ltig ist. Dabei sind ψ0, ψ1 und ψ2 belastungsabha¨ngige
Materialfunktionen. Durch geometrische Linearisierung wird G2 vernachla¨ssigt, und (2.22)
kann durch σ und ε ausgedru¨ckt werden. Wird daru¨ber hinaus physikalisch linearisiert,
ergibt sich das folgende lineare Materialgesetz nach Lame´ mit den Lame´-Koeffizienten λL
und µL.
σ(x, t) = λL(tr ε) I + 2µL ε (2.23)
Dieses linearisierte Materialgesetzes wird u¨blicherweise in der nachstehenden Form ge-
braucht, die als Hooke’sches Gesetz bezeichnet wird. Dabei heißen die Materialkonstan-
ten G Schubmodul und ν Querkontraktionszahl. Eine weitere Materialkonstante ist der
Elastizita¨tsmodul E, der nach (2.26) durch G und ν ausgedru¨ckt werden kann.
σ = 2G
[
ε+
ν
1− 2ν (tr ε) I
]
(2.24)
ε =
1
2G
[
σ − ν
1 + ν
(trσ) I
]
(2.25)
E = 2G (1 + ν) (2.26)
Das Hooke’sche Gesetz la¨sst sich auch folgendermaßen schreiben.
ε = Ce · ·σ (2.27)
σ = Ee · ·ε (2.28)
Dabei sind die elastische Nachgiebigkeit Ce und die elastische Steifigkeit Ee Tensoren vierter
Stufe mit den folgenden Komponenten.
Ceijkl =
1
4G
[
− 2ν
1 + ν
δijδkl + δikδjl + δilδjk
]
(2.29)
Eeijkl = G
[
2ν
1− 2ν δijδkl + δikδjl + δilδjk
]
(2.30)
2.3.2 Ideale Plastizita¨t
Unter idealer Plastizita¨t versteht man folgendes Materialverhalten: Mit Beginn der Be-
lastung wird ein elastischer Zusammenhang zwischen den auftretenden Spannungen und
den daraus resultierenden Verzerrungen angenommen, der in dieser Arbeit als linear an-
genommen wird und durch das Hooke’sche Gesetz (2.25) beschrieben werden kann. Zur
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Plastifizierung, also zur Entstehung von irreversiblen Verzerrungen, kommt es, wenn die
Belastung einen materialspezifischen Wert erreicht, die Fließspannung σY . Nach dem Er-
reichen von σY beginnt das Material zu ”
Fließen“, d.h. das Material ist nicht in der Lage,
weitere Belastung aufzunehmen. Vielmehr stellen sich plastische Verformungen auch ohne
weitere Laststeigerung ein. Bei Entlastung reagiert das Material wieder elastisch, bis die
reversiblen Dehnungsanteile vollkommen neutralisiert sind und nur noch die rein plasti-
schen Anteile verbleiben. Dieses Verhalten ist am Beispiel einer einachsigen Belastung in
Abb. 2.3 dargestellt.
σY
‖S‖
‖D‖
εpl
Belastung Entlastung
Abbildung 2.3: Ideal-plastisches Materialverhalten im einachsigen Fall
Grundlage der Plastizita¨tstheorie fu¨r kleine Verzerrungen ist die additive Zerlegung der
Verzerrungen ε in einen elastischen εe und einen plastischen Anteil εpl.
ε = εe + εpl (2.31)
Im einachsigen Fall ist der Fließbeginn durch das Erreichen der Fließspannung σY eindeutig
definiert. Bei mehrachsiger Belastung ist die Grenze durch die Fließbedingung definiert,
die in eindeutiger Weise den U¨bergang zwischen elastischem und plastischem Verhalten
festlegt. Diese Bedingung wird mithilfe einer Fließfunktion f(σ, qn) angegeben, die der vom
aktuellen Spannungszustand σ abha¨ngigen Vergleichsspannung F (σ, qn) einen kritischen
Wert Y (qn) gegenu¨ber stellt.
f(σ, qn) = F (σ, qn)− Y (qn) = 0 (2.32)
Die n inneren Variablen qn sind experimentell zu bestimmende Materialparameter, die fu¨r
ideal-plastische Materialien unabha¨ngig von der Belastungsgeschichte sind. Bei Isotropie
sind die qn skalarwertig, da die Materialeigenschaften dann nicht richtungsabha¨ngig sind.
Unter der Voraussetzung, dass die Isotropie-Eigenschaften im gesamten Verformungsver-
lauf beibehalten werden, la¨sst sich außerdem die Abha¨ngigkeit von den Spannungskom-
ponenten σij auch als Abha¨ngigkeit von den isotropen Invarianten I1, J2 und J3 (siehe
Definitionen (A.10) und (A.11)) des Spannungstensors σ auffassen.
f(I1, J2, J3, qn) = F (I1, J2, J3, qn)− Y (qn) = 0 (2.33)
Die Funktion F (I1, J2, J3, qn) kann als Abbildungsvorschrift aufgefasst werden, die jeden
Spannungszustand σij mit den Invarianten I1, J2, J3 in den Hauptspannungsraum abbildet.
Da Y (qn) allein von den qn abha¨ngig ist und damit konstant in σij , la¨sst sich dann die
Fließbedingung f = 0 auch als eine spezielle Abbildung begreifen.
F (I1, J2, J3, qn) = const (σij) (2.34)
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Diese Gleichung stellt im Hauptspannungsraum eine gekru¨mmte, zusammenha¨ngende Hy-
perfla¨che dar, die den elastischen Bereich begrenzt, in dem alle Spannungszusta¨nde lie-
gen, die rein elastische Verformungen hervorrufen, Abb. 2.4. Diese Fla¨che wird als Fließ-
fla¨che bezeichnet. Da die Funktion F (I1, J2, J3, qn) auch aus mehreren zusammengesetzten
Funktionen in verschiedenen Gu¨ltigkeitsbereichen bestehen kann, kann auch die zu der
Fließbedingung geho¨rende Fließfla¨che im Hauptspannungsraum aus mehreren Teilfla¨chen
bestehen.
elastischer
Bereich
σ1
σ2
σ3
Fließfla¨che f = 0
Abbildung 2.4: Fließfla¨che im Hauptspannungsraum
Da bei isotropen Materialien die Fließbedingung richtungsunabha¨ngig sein muss, also die
Vertauschbarkeit der Achsen σI , σII , σIII gegeben sein muss, sind alle mo¨glichen Fließfla¨chen
symmetrisch bezu¨glich aller drei Achsen. Kann daru¨ber hinaus fu¨r das betrachtete Mate-
rial von Zug- Druck- Gleichheit im einachsigen Fall f(σi) = f(−σi) ausgegangen werden,
existieren sogar sechs Symmetrieachsen im Hauptspannungsraum.
Anhand der Fließfunktion f(I1, J2, J3, qn) lassen sich folgende drei Fa¨lle unterscheiden:
1. f < 0 Spannungszustand liegt im elastischen Bereich
2. f = 0 Spannungszustand liegt im plastischen Bereich, auf der Fließfla¨che
3. f > 0 Spannungszustand liegt im unzula¨ssigen Bereich
Damit sicher gestellt ist, dass ein Spannungspunkt σ auf der Fließfla¨che auch bei einem
Zuwachs um das Spannungsinkrement dσ noch zula¨ssig ist, muss ausgeschlossen werden,
dass das Spannungsinkrement aus der Fließfla¨che heraus gerichtet ist, Abb. 2.5.
Dieser Zusammenhang wird durch die Konsistenzbedingung beschrieben:
Belastung: f(σ, qn) = 0, df =
∂f(σ, qn)
∂σ
· · dσ = 0
Entlastung: f(σ, qn) = 0, df =
∂f(σ, qn)
∂σ
· · dσ < 0
(2.35)
Die Richtung des zugeho¨rigen plastischen Verzerrungsinkrementes dεpl wird durch die
Fließregel festgelegt.
dεpl = dλ
∂g(σ, qn)
∂σ
(2.36)
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unzula¨ssig
Entlastung
Belastung
elastischer
Bereich
dσ
dσ
dσ
f = 0
Abbildung 2.5: Spannungsinkremente im Hauptspannungsraum bei idealer Plastizita¨t
Die Funkion g(σ, qn) heißt plastisches Potenzial und ist separat zu definieren. Fu¨r den
Spezialfall f = g spricht man von einer assoziierten Fließregel, ansonsten von einer nicht-
assoziierten. Der plastische Multiplikator dλ ist ein nicht-negativer Skalar:
dλ
〈
= 0 falls f 6= 0 oder (f = 0 und df < 0)
> 0 falls f = 0 und df = 0
(2.37)
Abschließend la¨sst sich das folgende Materialgesetz in inkrementeller Form angeben. Fu¨r
eine detaillierte Herleitung wird auf [106] verwiesen.
dσ = dσ(σ, dε) =

Ee − Ee · ·
∂f(σ, qn)
∂σ
∂g(σ, qn)
∂σ
· ·Ee
∂f(σ, qn)
∂σ
· ·Ee · · ∂g(σ, qn)
∂σ


︸ ︷︷ ︸
E
ep
· · dε (2.38)
Mithilfe dieser Gleichung kann jeder deterministisch vorgegebene Belastungspfad nachge-
rechnet werden, indem er in eine endliche Anzahl von hinreichend kleinen Lastschritten
aufgeteilt wird. Fu¨r jeden einzelnen Lastschritt ist dann eine Analyse der Spannungen und
Verzerrungen erforderlich.
2.3.3 Verfestigende Plastizita¨t
Bei vielen Materialien treten Verfestigungseffekte auf, sodass sich die Fließgrenze des Ma-
terials in Abha¨ngigkeit von der Belastungsgeschichte a¨ndert. Man unterscheidet dabei die
beiden Pha¨nomene Verfestigung und Entfestigung, die in Abb. 2.6 fu¨r den einachsigen Fall
veranschaulicht werden. Die Entfestigung wird hier nur der Vollsta¨ndigkeit wegen angege-
ben, in dieser Arbeit wird nur das verfestigende Materialverhalten betrachtet.
Die u¨ber die Fließbedingung definierte Grenze zwischen elastischem und plastischem Be-
reich kann dann nicht mehr als konstant angesehen werden. Die Fließbedingung wird des-
halb derart erweitert, dass die Vergleichsspannung F und deren kritischer Wert Y von der
plastischen Verformung abha¨ngen.
f(σ, εpl, qn) = F (σ, ε
pl, qn)− Y (εpl, qn) = 0 (2.39)
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σY
‖S‖
‖D‖
εpl
Belastung Entlastung
(a) Verfestigende Plastizita¨t
σY
‖S‖
‖D‖
εpl
Belastung Entlastung
(b) Entfestigende Plastizita¨t
Abbildung 2.6: Verfestigung und Entfestigung im einachsigen Fall
Die Fließfla¨che im Hauptspannungsraum ist im Allgemeinen in Form, Gro¨ße und Position
vera¨nderlich. In dieser Arbeit wird allerdings davon ausgegangen, dass sich die Form der
Fließfla¨che nicht vera¨ndert.
Wa¨hrend die Fließregel wie im ideal-plastischen Fall angewendet werden kann, macht die
Vera¨nderlichkeit der Fließfla¨che eine Neuformulierung der Konsistenzbedingung (2.35) er-
forderlich.
Belastung: f(σ, εpl, qn) = 0, ∂¯f =
∂f
∂σ
· · dσ > 0 → dεpl 6= 0
Neutrale Belastung: f(σ, εpl, qn) = 0, ∂¯f =
∂f
∂σ
· · dσ = 0 → dεpl = 0
Entlastung: f(σ, εpl, qn) = 0, ∂¯f =
∂f
∂σ
· · dσ < 0 → dεpl = 0
(2.40)
Bei Belastung ist die Fließfla¨che vera¨nderlich, wa¨hrend sie bei Entlastung und neutraler
Belastung unvera¨ndert bleibt, Abb. 2.7.
Belastung
Entlastung
Neutrale Belastung
elastischer
Bereich
dσ
dσ
dσ
f = 0
Abbildung 2.7: Spannungsinkremente im Hauptspannungsraum bei verfestigender Plastizita¨t
Die Spannungs-Verzerrungs-Beziehung in inkrementeller Form kann dann wie folgt ange-
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geben werden.
dσ =

Ee − E
e · · ∂f
∂σ
∂g
∂σ
· ·Ee
∂f
∂σ
· ·Ee · · ∂g
∂σ
+
∂f
∂εpl
· · ∂g
∂σ
+
∂f
∂qn
∂qn
∂ε¯pl
h¯pl


︸ ︷︷ ︸
E
ep
· · dε (2.41)
Dabei bezeichnet h¯pl den von ε
pl abha¨ngigen Verfestigungsfaktor, der nach folgender Glei-
chung angegeben werden kann.
h¯pl = ckin
√
∂g
∂σ
· · ∂g
∂σ
(2.42)
Bei verfestigendem Materialverhalten sind die inneren Variablen qn im Allgemeinen
abha¨ngig von der a¨quivalenten plastischen Verzerrung ε¯pl.
ε¯pl =
∫
dε¯pl wobei: dε¯pl = ckin
√
dεpl · · dεpl (2.43)
Die Art der Verfestigung wird durch die Verfestigungsregel angegeben. Man unterschei-
det dabei isotrope Verfestigung, bei der die Fließfla¨che bei gleichbleibender Position nur
ihre Gro¨ße a¨ndert, und kinematische Verfestigung, bei der die Fließfla¨che bei gleichblei-
bender Gro¨ße nur ihre Position a¨ndert. Unter gemischter Verfestigung versteht man eine
Kombination aus isotroper und kinematischer Verfestigung.
Isotrope Verfestigung
Bei der isotropen Verfestigung bleibt die Form der Fließfla¨che unvera¨ndert, weshalb die
Vergleichsspannung unabha¨ngig von der Belastungsgeschichte ist. Erreicht die Vergleichs-
spannung in einem Punkt der Struktur im Verlauf der Belastung den kritischen Wert der
Anfangsfließbedingung, fu¨hrt eine weitere Belastung in diesem Punkt zur Expansion der
Fließfla¨che, Abb. 2.8. Diese Expansion der Fließfla¨che zeigt sich in der Vera¨nderlichkeit des
kritischen Werts Y .
f(σ, εpl, qn) = F (σ, qn)− Y (εpl, qn) = 0 (2.44)
Folgefließfla¨che
Anfangsfließfla¨che
σij
Abbildung 2.8: Schematische Darstellung der isotropen Verfestigung im Spannungsraum
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Kinematische Verfestigung
Bei der kinematischen Verfestigung bleibt die Gro¨ße der Fließfla¨che unvera¨ndert, weshalb
der kritische Wert Y der Vergleichsspannung unabha¨ngig von der Belastungsgeschichte ist.
f(σ, εpl, qn) = F (σ, ε
pl, qn)− Y (qn) = 0 (2.45)
Erreicht die Vergleichsspannung in einem Punkt der Struktur im Verlauf der Belastung
den kritischen Wert, fu¨hrt eine weitere Belastung in diesem Punkt zu einer Starrko¨rperbe-
wegung der Fließfla¨che im Spannungsraum, Abb. 2.9.
Folgefließfla¨che
Anfangsfließfla¨che
σij
pi
Abbildung 2.9: Schematische Darstellung der kinematischen Verfestigung im Spannungsraum
In dieser Arbeit wird ausschließlich die Translation der Fließfla¨che betrachtet, wa¨hrend
eine ggf. mo¨gliche Rotation unberu¨cksichtigt bleibt. Diese Translation wird durch den
sechsdimensionalen Vektor pi der Bauschingerspannungen beschrieben. Diese Bezeichnung
ist [11] entnommen, im Englische wird pi als back stress bezeichnet.
f(σ, εpl, qn) = F (σ − pi(εpl), qn)− Y (qn) = 0 (2.46)
Von den verschiedenen Ansa¨tzen fu¨r kinematische Verfestigungsregeln haben sich besonders
die von Prager und Ziegler durchgesetzt.
Prager: dpi = ckin dε
pl (2.47)
Ziegler: dpi = ckin
√
dεpl · ·dεpl (σ − pi(εpl)) (2.48)
In beiden Fa¨llen ist ckin eine Materialkonstante.
Bei der Verfestigungsregel von Prager ist die Richtung der Verfestigung dpi durch die
Richtung des plastischen Verzerrungsinkrements dεpl gegeben. Beru¨cksichtigt man außer-
dem (2.36), erkennt man, dass sich die Fließfla¨che in Richtung ∂f/∂σ bzw. ∂g/∂σ bewegt,
je nachdem ob die assoziierte oder die nicht-assoziierte Fließregel verwendet wird. Bei der
Verfestigungsregel von Ziegler ist die Richtung der Verfestigung dpi durch die Richtung
der reduzierten Spannung (σ − pi) gegeben.
2.3.4 Drucker’sche Stabilita¨tspostulate
Betrachtet wird eine von einem zula¨ssigen Anfangszustand σ¯ innerhalb der Fließfla¨che
entlang eines beliebigen Belastungspfades ansteigende Belastung. Wird der Spannungszu-
stand σ auf der Fließfla¨che erreicht, treten plastische Verformungen auf, durch die pla-
stische Arbeit verrichtet bzw. als Energie im System gespeichert wird. Danach wird die
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Belastung wieder bis auf die Anfangsspannung σ¯ reduziert. Wa¨hrend der Entlastung wird
genau die im System gespeicherte Forma¨nderungsenergie frei, die wa¨hrend der Belastung
als elastische Arbeit verrichtet worden ist, da alle elastischen Vera¨nderungen reversibel und
vom Belastungsweg unabha¨ngig sind. Dann muss die im System verbleibende plastische
Energie positiv oder null sein.
dWpl = (σ − σ¯) · · dεpl ≥ 0 (2.49)
Diese Bedingung fu¨r Stabilita¨t ist zuerst von Drucker postuliert worden. Sie la¨sst sich
so geometrisch deuten, dass der Winkel zwischen den sechsdimensionalen Vektoren des
plastischen Verzerrungsinkrements dεpl und der Spannungsdifferenz (σ − σ¯) spitz sein
muss. Daraus la¨st sich direkt ableiten, dass dεpl normal zur Fließfla¨che gerichtet sein muss,
da sich ansonsten immer Anfangspunkte σ¯ finden lassen, sodass (2.49) nicht erfu¨llt ist.
Dieser Sachverhalt wird als Normalita¨tsregel bezeichnet. Wie aus (2.36) ersichtlich ist,
erfu¨llt die assoziierte Fließregel die Normalita¨tsregel a priori, was fu¨r die nicht-assoziierte
Fließregel im Allgemeinen nicht gilt.
Eine weitere Folgerung des Postulats ist die Konvexita¨t der Fließfla¨che.
2.3.5 Fließbedingung nach von Mises
Im Rahmen dieser Arbeit findet die Fließbedingung nach von Mises Anwendung, die
auf der Hypothese beruht, dass allein die Gestalta¨nderungsenergie fu¨r den Fließbeginn
ausschlaggebend ist. Im linear elastischen Fall ergibt sich die Gestalta¨nderungsenergie WG
wie folgt:
WG =
1
2
σˆ · ·εˆ (2.50)
Dabei sind σˆ und εˆ der Spannungs- beziehungsweise Verzerrungsdeviator, (A.1). Durch
Ansetzen des Hooke’schen Gesetzes fu¨r die Distorsion kann WG durch die zweite Invari-
ante J2 des Spannungsdeviators angegeben werden, (A.2).
WG =
1
2
σˆ · · 1
2G
σˆ =
1
2G
J2 (2.51)
Im einachsigen Fall ist J2 = 1/3 σ
2. Die Annahme, dass die Gestalta¨nderungsenergie fu¨r den
Fließbeginn verantwortlich ist, fu¨hrt deshalb auf die folgende Bedingung.
1
2G
J2 − 1
2G
1
3
σ2Y = 0 (2.52)
Die von Mises Fließbedingung lautet damit folgendermaßen.
f (σ, σY ) = (σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2 + 6
[
(τ12)
2 + (τ23)
2 + (τ31)
2]− 2 σ2Y = 0
(2.53)
Mit dem Konzept der Vergleichsspannung F ist auch die folgende a¨quivalente Formu-
lierung ga¨ngig. Die zugeho¨rige Vergleichsspannung F (J2) =
√
3 J2 wird als von Mises-
Vergleichsspannung bezeichnet.
f(J2, σY ) =
√
3 J2 − σY = 0 (2.54)
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Quadriert man (2.54) und setzt fu¨r J2 = 1/2(σˆ
2
I + σˆ
2
II + σˆ
2
III) ein, dann erha¨lt man im
Hauptdeviatorspannungsraum (σˆI , σˆII , σˆIII) eine Kugelgleichung mit Radius R =
√
2/3 σY .
σˆ2I + σˆ
2
II + σˆ
2
III =
2
3
σ2Y (2.55)
Die Fließbedingung nach von Mises ist ausschließlich abha¨ngig von der Distorsion und
unabha¨ngig von der Dilatation. Deshalb ist sie unabha¨ngig vom hydrostatischen Druck p.
Dann muss im Hauptspannungsraum jede Schnittkurve der Fließfla¨che mit der Deviatore-
bene, die den deviatorischen Anteil der Spannung repra¨sentiert, einen Kreis beschreiben. Es
ergibt sich daher eine kreiszylindrische Fließfla¨che um die hydrostatischen Achse, Abb. 2.10.
hydrostatische
Achse
f = 0
σ1
σ2
σ3
Abbildung 2.10: Fließfla¨che im Hauptspannungsraum nach von Mises- Kriterium
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Strukturen
Wie im vorhergehenden Kapitel gezeigt, ist bei plastischen Berechnungen keine ein-
eindeutige Beziehung zwischen Spannungen σ und Verzerrungen ε vorhanden, weshalb
die Gleichungen (2.38) und (2.41) nur in inkrementeller Form angegeben werden ko¨nnen.
Die Materialantwort der Struktur in einem beliebigen Zustand der zeitlich vera¨nderlichen
Belastung kann nur unter Beru¨cksichtigung der Belastungsgeschichte bestimmt werden.
Die Beru¨cksichtigung der Belastungsgeschichte kann dadurch erfolgen, dass die Belastung
entsprechend ihrem vorgegebenen zeitlichen Verlauf sukzessive in inkrementellen Last-
schritten aufgebracht und in jedem einzelnen Lastschritt der Zuwachs an Spannungen dσ
und Verzerrungen dε berechnet wird, mit denen dann die absoluten Spannungen und Ver-
zerrungen bestimmbar sind. Dieses Vorgehen wird als step-by-step-Methode bezeichnet.
Diese Methode ist sehr rechenintensiv, weshalb sie in vielen praktischen Problemen nicht
oder nur mit großen Schwierigkeiten angewendet werden kann. Ein weiterer Nachteil der
step-by-step-Methode ist die Notwendigkeit des deterministisch vorgegebenen Belastungs-
pfads, der bei realen Systemen oft nicht gegeben ist.
Oftmals ist die Bestimmung der Spannungen und Verzerrungen fu¨r den Konstruktions-
Ingenieur nicht erforderlich, wenn es um die Frage der Standsicherheit geht. In diesen Fa¨llen
ist es ausreichend, den Grenzwert der Belastung zu bestimmen, bis zu dem das System
gerade noch nicht versagt. Der zugeho¨rige maximale Laststeigerungsfaktor kann dann auch
mit Hilfe der Direkten Methoden ermittelt werden, die die Traglast- und Einspielanalyse
umfassen. Da die Traglastanalyse als Spezialfall der Einspielanalyse betrachtet werden
kann, wird im Folgenden nur das Einspielen untersucht. Fu¨r einen umfassenden U¨berblick
im Bereich der Direkten Methoden wird auf [56, 68, 136, 137] verwiesen.
3.1 Pha¨nomenologie des Einspielens
Betrachtet wird ein Ko¨rper K, der der Wirkung von o¨rtlich und zeitlich vera¨nderlichen
Lasten f (x, t) aus einem Lastraum Ω ausgesetzt ist. Die Belastung f (x, t) steht hierbei
stellvertretend fu¨r Volumenlasten fV (x, t) im gesamten Volumen V des Ko¨rpers, Fla¨chen-
lasten fA(x, t) auf dem Teil Af der Oberfla¨che A des Ko¨rpers, Temperaturlasten ϑ(x, t)
in V und eingepra¨gten Verschiebungen u(x, t) auf dem Teil Au der Oberfla¨che. Auf der
gesamten Oberfla¨che sollen entweder statische oder kinematische Randbedingungen gelten,
A = Au ∪Af und Au ∩ Af = ∅.
Es sind dann im Rahmen der geometrisch linearisierten Theorie folgende fu¨nf verschiedene
Materialantworten mo¨glich. Die Abbildungen veranschaulichen das jeweilige Materialver-
halten am einachsigen Beispiel fu¨r zyklische Belastungen.
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σ
ε
Abbildung 3.1: Elastizita¨t
Elastizita¨t
Bleiben die Belastungen ausreichend klein, so dass zu
keinem Zeitpunkt des Belastungsprozesses die Fließbe-
dingung erfu¨llt wird, verha¨lt sich der gesamte Ko¨rper
rein elastisch und es treten keine irreversiblen Verfor-
mungen auf. Dieser Zustand ist unkritisch.
σ
ε
Abbildung 3.2: Spontaner
Kollaps
Spontaner Kollaps
Wird die Belastung des Ko¨rpers monoton bis zu dessen
Versagen gesteigert, spricht man von spontanem Kol-
laps. In dem belasteten System entstehen Bereiche, in
denen theoretisch uneingeschra¨nktes Fließen eintritt.
σ
ε
Abbildung 3.3: Alternierende
Plastizita¨t
Alternierende Plastizita¨t
Vera¨ndert sich die Belastung derart, dass die plastischen
Verzerrungsinkremente sta¨ndig ihr Vorzeichen wechseln,
fließt der Ko¨rper unaufho¨rlich bei klein bleibenden ak-
kumulierten Verzerrungen, was schließlich zu einem lo-
kalen plastischen Ermu¨den fu¨hrt. Man spricht dann von
alternierender Plastizita¨t oder low cycle fatigue. Die kri-
tische Anzahl der Zyklen kann gegebenenfalls sehr klein
sein.
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σ
ε
Abbildung 3.4: Inkrementeller
Kollaps
Inkrementeller Kollaps
Die akkumulierte plastische Dehnung wird in minde-
stens einem Punkt des Ko¨rpers so groß, dass der Ko¨rper
infolge dieser großen Verformungen seine Funktiona-
lita¨t verliert oder durch Bruch versagt. Dieses Verhalten
nennt man inkrementellen Kollaps oder ratcheting.
σ
ε
Abbildung 3.5: Einspielen
Einspielen
Nach anfa¨nglichen plastischen Verformungen klingen die
plastischen Dehnungsinkremente ab. Der Ko¨rper verha¨lt
sich dann rein elastisch, was als Einspielen oder shake-
down bezeichnet wird.
3.2 Das statische Einspieltheorem
Der direkten Methode liegen zwei duale Einspieltheoreme zugrunde, das statische Einspiel-
theorem nach Melan [75–77] und das kinematische Theorem nach Koiter [55]. In dieser
Arbeit wird ausschließlich das Melan’sche Theorem verwendet, das eine untere Schranke
des Einspiel-Laststeigerungsfaktors liefert.
Es wird linear elastisch - ideal plastisches, zeitunabha¨ngiges Materialverhalten vorausge-
setzt. Außerdem bleiben die Einflu¨sse von Temperatur, geometrischen Nichtlinearita¨ten
und von Materialscha¨digung unberu¨cksichtigt. Die Normalita¨tsbedingung sei erfu¨llt. Es
wird die Existenz konvexer Fließfunktionen f [σ(x, t), Y (x)] gefordert, deren Fließfla¨chen
im Spannungsraum S jeweils einen konvexen Bereich C ⊆ S einschließen. Dann la¨sst sich
das strikte Innere Ci als die Menge aller elastischen Spannungszusta¨nde interpretieren:
Ci =
{
σ ∈ S
∣∣∣ f (σ(x, t); Y (x)) < 0, ∀x ∈ V, ∀t} (3.1)
Der tatsa¨chlich wirkende Spannungszustand σ(x, t) wird in den elastischen Referenzspan-
nungszustand σE(x, t) und den Eigenspannungszustand ρ(x, t) zerlegt. Dabei ist σE(x, t)
der Spannungszustand, der zur Zeit t im Punkt x eines vollkommen elastischen Refe-
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renzko¨rpers KE auftritt, der ansonsten genau den Bedingungen des tatsa¨chlich betrachte-
ten Ko¨rpers K unterliegt. Das Eigenspannungsfeld ρ(x, t) wird durch die sich einstellenden
plastischen Verformungen hervorgerufen.
σ(x, t) = σE(x, t) + ρ(x, t) (3.2)
Diese Spannungen mu¨ssen den Gleichgewichtsbedingungen und den statischen Randbedin-
gungen genu¨gen:
Gleichgewicht: ∇ · σE = −fV und ∇ · ρ = 0 in V (3.3a)
statische RB: n · σE = fA und n · ρ = 0 auf Af (3.3b)
Nimmt man nun an, dass eine vorgegebene Struktur bereits eingespielt hat, dann a¨ndert
sich das Feld der plastischen Verzerrungen εpl(x, t) nicht mehr sondern nimmt einen
konstanten Wert ε¯pl(x) an. Auch die Eigenspannungszusta¨nde mu¨ssen dann zeitlich un-
vera¨nderlich sein, ρ(x, t) = ρ¯(x), auch wenn sich die Spannungen σ(x, t) und die elasti-
schen Referenzspannungen σE(x, t) weiterhin mit der Belastung a¨ndern ko¨nnen.
Dann la¨sst sich die folgende notwendige Bedingung fu¨r Einspielen angeben:
Damit eine Struktur unter der gegebenen, zeitlich vera¨nderlichen Belastung einspielen
kann, muss ein zeitunabha¨ngiger Eigenspannungszustand ρ¯(x) existieren, so dass in jedem
Punkt des betrachteten Ko¨rpers K unter allen auftretenden Lastzusta¨nden die Fließbedin-
gung nicht verletzt ist.
f
(
σE(x, t) + ρ¯(x), Y (x)
) ≤ 0, ∀x ∈ V, ∀t (3.4)
Melan konnte zeigen, dass diese Bedingung auch hinreichend ist. Fu¨r den Beweis wird
der folgende positiv definit quadratische Ausdruck W (t) betrachtet.
W (t) =
1
2
∫
V
[ρ(x, t)− ρ¯(x)] · ·Ce · · [ρ(x, t)− ρ¯(x)] dV ≥ 0 (3.5)
Im Folgenden wird die zeitliche Ableitung W˙ (t) dieses Ausdrucks untersucht. Da der ela-
stische Nachgiebigkeitstensor Ce nach (2.29) symmetrisch ist, ergibt die Anwendung der
Produktregel unter Beru¨cksichtigung der Vertauschbarkeit der Integration u¨ber V und der
Ableitung nach t zuna¨chst den folgenden Ausdruck.
W˙ (t) =
∫
V
[ρ(x, t)− ρ¯(x)] · ·Ce · · ρ˙(x, t) dV (3.6)
Es werden die folgenden Zusammenha¨nge fu¨r die Spannungen und Verzerrungen eingesetzt.
ρ = σ − σE
ρ¯ = σ◦ − σE
C
e · · ρ˙ = ε˙− ε˙E − ε˙pl
Dabei ist σ◦(x, t) ∈ Ci ein statisch zula¨ssiger Spannungszustand innerhalb von Ci nach
Gleichung (3.1). Unter Beru¨cksichtigung der Cauchy’schen Gleichungen (2.19) und (2.20)
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sowie der statischen und der kinematischen Randbedingungen la¨sst sich damit (3.6) in den
folgenden Term u¨berfu¨hren. Fu¨r eine schrittweise Herleitung wird auf [104] verwiesen.
W˙ (t) = −
∫
V
[σ(x, t)− σ◦(x, t)] · · ε˙pl(x, t) dV (3.7)
Setzt man nun noch die Gu¨ltigkeit der Drucker’schen Postulate (2.49) voraus, dann muss
der Integrand in der obigen Gleichung immer positiv sein, weshalb W˙ (t) stets negativ sein
muss.
W˙ (t) = −
∫
V
[σ(x, t)− σ◦(x, t)] · · ε˙pl(x, t)︸ ︷︷ ︸
≥ 0
dV ≤ 0 (3.8)
Das bedeutet aber, dass W (t) eine monoton fallende Funktion ist, W (0) ≥ W (t), ∀t > 0.
Beru¨cksichtigt man nun noch, dass W (t) nach Definition positiv sein muss, W (t) ≥ 0,
dann muss es einen positiven Grenzwert geben, gegen den die Funktion konvergiert.
lim
t→∞
W (t) = const ≥ 0 und lim
t→∞
W˙ (t) = 0 (3.9)
Ein mo¨glicher Verlauf ist in Abb. 3.6 dargestellt.
W (t)
t
W (0)
Grenzwert
Abbildung 3.6: Mo¨glicher Verlauf der Funktion W (t)
Die Funktion W˙ (t) muss gegen den Wert null konvergieren. Damit aber das Integral in (3.7)
fu¨r alle mo¨glichen (σ − σ◦) den Wert null annehmen kann, muss die plastische Dehnra-
te ε˙pl null sein. Ab einem gewissen Zeitpunkt du¨rfen sich also keine plastischen Dehnraten
mehr einstellen, und die plastischen Verzerrungen bleiben beschra¨nkt durch einen endlichen
Wert.
lim
t→∞
ε˙pl = 0 (3.10)
Dass die plastischen Verzerrungen gegen einen endlichen Wert konvergieren, reicht noch
nicht aus, um das Einspielen zu gewa¨hrleisten. Es muss zusa¨tzlich noch ausgeschlossen
werden, dass wa¨hrend des Belastungsvorgangs fu¨r t → ∞ die plastische Dissipations-
arbeit Wpl(t) unendlich groß wird. (Dies ist vergleichbar damit, dass zwar die Funkti-
on f(x) = 1/x fu¨r x → ∞ gegen den endlichen Wert null strebt, dass dabei aber dennoch
die Fla¨che unter der Kurve unendlich groß ist.) Deshalb muss die plastische Dissipations-
arbeit genauer untersucht werden.
Ausgangsgleichung ist das Drucker’sche Postulat nach (2.49), wobei der Laststeigerungs-
faktor α > 1 eingefu¨hrt wird.
(σ − ασ◦) · · ε˙pl ≥ 0 (3.11)
21
3 Einspieluntersuchungen mechanischer Strukturen
Umformen und Integration u¨ber V liefert die folgende Ungleichung.
W˙pl(t) =
∫
V
σ · · ε˙pl dV ≤ α
α− 1
∫
V
(σ − σ◦) · · ε˙pl dV (3.12)
Unter Beru¨cksichtigung von (3.7) ergibt sich der folgende Zusammenhang.
W˙pl(t) =
∫
V
σ · · ε˙pl dV ≤ − α
α− 1W˙ (t) (3.13)
Integration u¨ber die Zeit liefert schließlich die plastische Dissipationsarbeit Wpl(t).
Wpl(t = T ) ≤ − α
α− 1
t=T∫
t=0
W˙ (t) dt = − α
α− 1 [W (T )−W (0)]
≤ α
2 (α− 1)
∫
V
ρ¯(x) · ·Ce · · ρ¯(x) dV
Damit ist nachgewiesen, dass die plastische Dissipationsarbeit beschra¨nkt ist.
lim
t→∞
Wpl(t) ≤ α
2 (α− 1)
∫
V
ρ¯(x) · ·Ce · · ρ¯(x) dV (3.14)
Da sowohl die plastischen Verzerrungen als auch die plastische Dissipationsarbeit be-
schra¨nkt sind, spielt das System ein.
3.2.1 Beschreibung des Lastraums
Im Folgenden beschra¨nken wir uns auf solche Belastungsgeschichten H(x, t), die sich als
U¨berlagerung endlich vieler Lastgruppen Pℓ(x, t) beschreiben lassen, deren Anzahl NL an-
sonsten beliebig ist. Die Zeitabha¨ngigkeit der Belastung wird durch die Einfu¨hrung der
Lastmultiplikatoren µℓ(t) fu¨r jede Lastgruppe ℓ erfasst. Alle Lasten werden auf die Ein-
heitslast P0(x) normiert.
H(x, t) =
NL∑
ℓ=1
Pℓ(x, t) =
NL∑
ℓ=1
µℓ(t)P0(x) (3.15)
Wie in [56] gezeigt, ist es hinreichend, nur die konvexe Hu¨lle der Belastungsgeschichte zu
beru¨cksichtigen. Dafu¨r werden die Grenzwerte jedes Multiplikators wie folgt definiert.
µ−ℓ ≤ µℓ(t) ≤ µ+ℓ (3.16)
Durch Zusammenfu¨gen aller Lastmultiplikatoren zum Vektor µ = µℓ eℓ kann die Menge U
aller Kombinationsmo¨glichkeiten der Lastfa¨lle innerhalb dieser Grenzen wie folgt angege-
ben werden.
U =
{
µ ∈ RNL
∣∣∣ µ−ℓ ≤ µℓ ≤ µ+ℓ , ∀ℓ ∈ [1, NL]} (3.17)
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Dann kann der Lastraum Ω als Menge aller mo¨glichen Belastungsgeschichten innerhalb
der durch (3.17) beschriebenen Hu¨lle definiert werden.
Ω =
{
H(x, t)
∣∣∣ H(x, t) = NL∑
ℓ=1
µℓ(t)P0(x) , ∀µ ∈ U
}
(3.18)
In Analogie zu (3.15) werden die elastischen Referenzspannungen aufgespalten.
σE(x, t) =
NL∑
ℓ=1
µℓ(t)σ
E
ℓ (x) (3.19)
3.2.2 Diskretisierung
Durch Anwendung der Finiten Elemente Methode (fem) werden die Spannungen mit
Stu¨tzwerten in den Gauss-Punkten r ∈ [1, NG] approximiert, wobei die Anzahl aller
Gauss-Punkte im System mit NG bezeichnet wird. Die elastischen Spannungen ko¨nnen
durch rein elastische Berechnungen fu¨r jeden Lastfall ℓ ermittelt werden.
σEr (t) =
NL∑
ℓ=1
µℓ(t)σ
E
r,ℓ (3.20)
Die NL gegebenen Lasten spannen einen NL-dimensionalen Polyeder als Lastraum Ω mit
NC = 2NL Ecken auf, die die Basislasten des Lastraums darstellen. Es ist ausreichend, nur
diese Basislasten zu betrachten, um sicher zu stellen, dass das System fu¨r alle mo¨glichen La-
sten innerhalb des Lastraums einspielt. Daher kann die Zeitabha¨ngigkeit von σE dadurch
beru¨cksichtigt werden, dass die Spannungszusta¨nde in den Ecken j ∈ [1, NC] des Las-
traums ausgewertet werden. Dafu¨r wird die Matrix UNL ∈ RNC×NL mit den Eintra¨gen Ujℓ
eingefu¨hrt, wobei j ∈ [1, NC] und ℓ ∈ [1, NL].
σE,jr =
NL∑
ℓ=1
Ujℓσ
E
r,ℓ (3.21)
Die Matrix UNL wird in Kapitel 9 genauer untersucht.
Das Eigenspannungsfeld ρ¯ erfu¨llt per Definition die Gleichgewichtsbedingungen, und das
Prinzip der virtuellen Arbeit lautet wie folgt, [43], wobei δε die Variation eines kinematisch
zula¨ssigen Verzerrungsfelds ε beschreibt.∫
V
δε · ·ρ¯ dV = 0 (3.22)
Bei Anwendung der fem wird die Struktur in eine endliche Anzahl NE von finiten Elemen-
ten unterteilt, von denen jedes NKE Knoten besitzt. Dann wird die Geometrie jedes Ele-
ments durch geeignete Formfunktionen N(ξ) und den Vektor der Knotenkoordinaten xK
approximiert. Mit ξ werden hierbei natu¨rliche Koordinaten bezeichnet.
x =N(ξ) · xK bzw.


x
y
z

 =


NKE∑
k=1
Nk(ξ) xk
NKE∑
k=1
Nk(ξ) yk
NKE∑
k=1
Nk(ξ) zk

 (3.23)
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In dieser Arbeit werden ausschließlich isoparametrische Elemente verwendet, bei denen die
physikalischen Gro¨ßen mit den gleichen Ansa¨tzen approximiert werden wie die Geometrie.
Das Verschiebungsfeld u wird deshalb auch durch die Formfunktionen N(ξ) und den
Vektor der Knotenverschiebungen uK ausgedru¨ckt.
u =N(ξ) · uK (3.24)
Die Verzerrungen ko¨nnen ebenfalls durch die Knotenverschiebungen uK ausgedru¨ckt wer-
den. Dafu¨r werden sie unter Ausnutzung der Symmetrie der Tensoren in der sogenannten
Voigt-Notation als sechsdimensionale Vektoren aufgeschrieben. Die Spannungen werden
in analoger Weise dargestellt.
ε =


εx
εy
εz
2 εxy
2 εyz
2 εzx


σ =


σx
σy
σz
2 σxy
2 σyz
2 σzx


ρ¯ =


ρ¯x
ρ¯y
ρ¯z
2 ρ¯xy
2 ρ¯yz
2 ρ¯zx


(3.25)
Durch Einfu¨hrung der Differentiationsmatrix Dx in kartesischen Koordinaten und unter
Verwendung von (2.10) lassen sich die Verzerrungen wie folgt darstellen.
ε(x) =


∂u(x)
∂x
∂v(x)
∂y
∂w(x)
∂z
∂u(x)
∂y
+
∂v(x)
∂x
∂v(x)
∂z
+
∂w(x)
∂y
∂u(x)
∂z
+
∂w(x)
∂x


=


∂
∂x
0 0
0
∂
∂y
0
0 0
∂
∂z
∂
∂y
∂
∂x
0
0
∂
∂z
∂
∂y
∂
∂z
0
∂
∂x


·


u(x)
v(x)
w(x)

 = Dx · u(x) (3.26)
Unter Beru¨cksichtigung von (3.24) und (3.26) sowie der Kettenregel wird die Matrix
B(x) =Dx ·N(ξ) eingefu¨hrt, was die Substitution in (3.22) in der folgenden Form
ermo¨glicht.∫
V
δε · ·ρ¯ dV = δuK ·
∫
V
B(x) · ρ¯ dV = 0 =⇒
∫
V
B(x) · ρ¯ dV = 0 (3.27)
Die Integration in (3.27) wird numerisch in den Gauss-Punkten GP ausgefu¨hrt, deren
Koordinaten mit GPx bzw mit GPξ bezeichnet werden. Die zugeho¨rigen Gewichtungsfak-
toren werden mit wi bezeichnet. Das Zeichen
′′∑′′
symbolisiert den U¨bergang von der
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Elementebene zur Systemebene.
∫
V
B(x) · ρ¯ dV =
NE
′′∑′′
j=1
NGE∑
i=1
wi det
∣∣J j (GPξji)∣∣ B (GPxji) · ρ¯ (GPxji) (3.28)
Dabei wird die Transformation zwischen den kartesischen Koordinaten x = (x, y, z) und
den natu¨rlichen Koordinaten ξ = (ξ, η, ζ) durch die Jacobi -Matrix J ausgedru¨ckt.
∂
∂ξ
= J · ∂
∂x
⇐⇒ J = ∂
∂ξ
x =
∂xj
∂ξi
eiej =


∂x
∂ξ
∂y
∂ξ
∂z
∂ξ
∂x
∂η
∂y
∂η
∂z
∂η
∂x
∂ζ
∂y
∂ζ
∂z
∂ζ


(3.29)
Setzt man den Ansatz (3.23) in Gleichung (3.29) ein, kann die Jacobi-Matrix auch in der
folgenden Form geschrieben werden. Der zusa¨tzlich eingefu¨hrte Index j steht dabei fu¨r das
betrachtete Element. Entsprechend stehen dann die xjk fu¨r die kartesischen Koordinaten
des k-ten Knotens des j-ten Elements.
J j(ξ) =
∂
∂ξ
x =
∂
∂ξ


NKE∑
k=1
Nk(ξ) x
j
k
NKE∑
k=1
Nk(ξ) y
j
k
NKE∑
k=1
Nk(ξ) z
j
k

 =


NKE∑
k=1
∂Nk(ξ)
∂ξ
xjk
NKE∑
k=1
∂Nk(ξ)
∂ξ
yjk
NKE∑
k=1
∂Nk(ξ)
∂ξ
zjk
NKE∑
k=1
∂Nk(ξ)
∂η
xjk
NKE∑
k=1
∂Nk(ξ)
∂η
yjk
NKE∑
k=1
∂Nk(ξ)
∂η
zjk
NKE∑
k=1
∂Nk(ξ)
∂ζ
xjk
NKE∑
k=1
∂Nk(ξ)
∂ζ
yjk
NKE∑
k=1
∂Nk(ξ)
∂ζ
zjk


(3.30)
Die beschriebene Vorgehensweise u¨berfu¨hrt (3.22) in ein lineares Gleichungssystem fu¨r die
Eigenspannungen ρ¯r in den Gauss-Punkten.∫
V
B(x) · ρ¯ dV = 0 =⇒
NG∑
r=1
Cr · ρ¯r = 0 (3.31)
Die Gleichgewichtsmatrizen Cr ∈ Rm∗E×6 ha¨ngen ausschließlich von der Geometrie des
Systems und den verwendeten Ansa¨tzen fu¨r die Formfunktionen ab. Daru¨ber hinaus
werden die kinematischen Randbedingungen beru¨cksichtigt. Die Dimension der Cr ist
m∗E = 3NK −NBC , wobei NK fu¨r die Anzahl der Knoten und NBC fu¨r die Anzahl der
kinematischen Randbedingungen steht.
3.2.3 Das aus dem Einspieltheorem resultierende
Optimierungsproblem
Mit (3.21) kann man die Melan’sche Bedingung (3.4) wie folgt schreiben, wenn man die
Existenz eines Laststeigerungsfaktors α > 1 fordert. Setzt man außerdem ideal plastisches
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Materialverhalten voraus, kann der kritische Wert der Vergleichsspannung Yr durch die
Fließspannung σY,r ersetzt werden.
f
(
ασE,jr + ρ¯r, σY,r
) ≤ 0 ∀j ∈ [1, NC], ∀r ∈ [1, NG] (3.32)
In dieser Bedingung ist bereits beru¨cksichtigt, dass die Eigenspannungen zeitunabha¨ngig
sind, da ρ¯r unabha¨ngig von der betrachteten Lastecke j ist. Dass es sich daru¨ber hin-
aus um ein Eigenspannungsfeld handelt, wird durch (3.31) sicher gestellt. Damit kann das
Optimierungsproblem (PMelan) formuliert werden, dessen Lo¨sung den maximalen Laststei-
gerungsfaktor αSD liefert, bei dem das System gerade noch einspielt.
(PMelan) αSD = maxα
NG∑
r=1
Cr · ρ¯r = 0 (3.33a)
f
(
ασE,jr + ρ¯r, σY,r
) ≤ 0 , ∀j ∈ [1, NC], ∀r ∈ [1, NG] (3.33b)
Fu¨r die Spezialfa¨lle von ein- und zweidimensionalen Lastra¨umen sind die folgenden Trans-
formationen bereits in [1, 2, 47] angegeben worden. Darauf basierend wird im Folgenden
eine generalisierte, konsistente Formulierung hergeleitet, die die Verallgemeinerung fu¨r eine
beliebige, endlich große Anzahl von Lastfa¨llen NL beinhaltet.
Im Rahmen dieser Arbeit wird die Fließbedingung (2.54) nach von Mises verwendet.
f
(
σjr, σY,r
)
=
(
σjr,1 − σjr,2
)2
+
(
σjr,2 − σjr,3
)2
+
(
σjr,3 − σjr,1
)2
+6
[(
σjr,4
)2
+
(
σjr,5
)2
+
(
σjr,6
)2]− 2 σ2Y,r (3.34)
Wir fu¨hren die Transformationsmatrix T sowie die Variablen pjr ein.
σjr = T · pjr , wobei T =
1
2
√
6


√
6
√
6
√
6
−√6 √6 √6
−√6 −√6 √6
2
2
2


(3.35)
Dann kann die Fließbedingung (3.34) auch mit pjr ausgedru¨ckt werden.
f
(
pjr, σY,r
)
=
(
pjr,1
)2
+
(
pjr,2
)2
+
(
pjr,1 + p
j
r,2
)2
+6
[(
pjr,4
)2
+
(
pjr,5
)2
+
(
pjr,6
)2]−2 σ2Y,r (3.36)
In dieser Form geht die dritte Komponente pjr,3 des Vektors p
j
r nicht in die Fließbedingung
ein. Deshalb kann sie aus dem Problem extrahiert werden, wodurch die Dimension des
Vektors von sechs in pjr auf fu¨nf in p¯
j
r reduziert wird.
Fu¨r eine physikalische Interpretation dieses Sachverhalts werden die einzelnen Komponen-
ten des Vektors pjr genauer untersucht:
pjr,1 = σ
j
r,1 − σjr,2 pjr,2 = σjr,2 − σjr,3 pjr,3 = σjr,1 + σjr,3 (3.37)
pjr,4 =
√
6σjr,4 p
j
r,5 =
√
6σjr,5 p
j
r,6 =
√
6 σjr,6 (3.38)
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Betrachtet man nun den hydrostatischen Spannungszustand, σjr,1 = σ
j
r,2 = σ
j
r,3 und
σjr,4 = σ
j
r,5 = σ
j
r,6 = 0, dann ist ersichtlich, dass p
j
r,3 als einzige Komponente nicht null ist.
Da das Fließkriterium nach von Mises unabha¨ngig vom hydrostatischen Druck ist, ist es
auch aus physikalischer Sicht sinnvoll, diese Komponente aus der Formulierung zu entfer-
nen. Die extrahierten Werte vjr = p
j
r,3 aller Gauss-Punkte r ∈ [1, NG] werden zu einem
Vektor vj = vjr er zusammengefu¨gt.
p¯jr =


p¯jr,1
p¯jr,2
p¯jr,3
p¯jr,4
p¯jr,5


=


pjr,1
pjr,2
pjr,4
pjr,5
pjr,6


und vj =


vj1
...
vjr
...
vjNG


=


pj1,3
...
pjr,3
...
pjNG,3


∈ RNG (3.39)
Durch Einfu¨hren der Matrix LT kann die Fließbedingung durch die 2-Norm des Vektors
ujr = L
T · p¯jr ausgedru¨ckt werden.
f
(
ujr, σY,r
)
=
∥∥LT · p¯jr∥∥22 − 2 σ2Y,r = ∥∥ujr∥∥22 − 2 σ2Y,r (3.40a)
wobei LT =
1√
2


2 1
√
3
√
2
√
2
√
2


(3.40b)
Die beschriebenen Transformationen erlauben eine kompaktere Formulierung des Fließkri-
teriums. Daru¨ber hinaus wird die Fließbedingung durch nur fu¨nf variable Komponenten pro
Ecke des Lastraums und pro Gauss-Punkt ausgedru¨ckt anstatt durch sechs Komponenten
wie in (3.34).
Da die Fließbedingung jetzt in Abha¨ngigkeit der Variablen ujr geschrieben ist, muss auch
die Bedingung (3.31) fu¨r die Eigenspanungen transformiert werden.
NG∑
r=1
Cr · ρ¯r =
NG∑
r=1
Cr ·
(
σjr − ασE,jr
)
= 0 (3.41)
Bei dieser Umformung geht jedoch die Information verloren, dass die Eigenspannungen
zeitunabha¨ngig sind, weshalb sie als zusa¨tzliche Bedingung wieder ins System eingefu¨hrt
werden muss. Die Zeitunabha¨ngigkeit von ρ¯ impliziert die Unabha¨ngigkeit von der be-
trachteten Lastecke j des Lastraums.
ρ¯r = σ
j
r − ασE,jr = const(j) (3.42)
Da diese Bedingung fu¨r alle j ∈ [1, NC] erfu¨llt sein muss, kann sie verwendet werden,
um die Spannungen in verschiedenen Ecken des Lastraums mit einander zu verknu¨pfen.
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Beispielsweise ko¨nnen die Ecken j und (j + 1) folgendermaßen mit einander in Beziehung
gesetzt werden.
σj+1r − ασE,j+1r = ρ¯r = σjr − ασE,jr (3.43a)
−→ σj+1r = σjr − α
(
σE,jr − σE,j+1r
)
, ∀j ∈ [1, NC − 1] (3.43b)
Mit (3.43b) ist klar, dass die Bedingung (3.41) fu¨r alle mo¨glichen j gilt, wenn mindestens
ein j existiert, fu¨r das sie erfu¨llt ist. Entsprechend kann (3.41) fu¨r eine beliebig gewa¨hlte
Lastecke j = 1 aufgeschrieben werden.
NG∑
r=1
Cr ·
(
σ1r − ασE,1r
)
= 0 (3.44)
Mithilfe von (3.35) werden die Spannungen σ1r aus (3.44) substituiert, wobei T¯ ∈ R5×6 die
Matrix T ohne die dritte Spalte T 3 ∈ R6 bezeichnet.
NG∑
r=1
Cr ·
(
σ1r − ασE,1r
)
=
NG∑
r=1
Cr ·
[(
T¯ · p¯1r + v1r T 3
)− ασE,1r ]
=
NG∑
r=1
[
Cr · T¯ ·L−T · u1r + v1r Cr · T 3 − αCr · σE,1r
]
(3.45)
Es werden nun noch die Vektoren u1 und b sowie die Matrizen A˜ und B˜ eingefu¨hrt.
u1 =
[
u11, . . . ,u
1
r, . . . ,u
1
NG
]T ∈ R5NG (3.46)
b =
NG∑
r=1
Cr · σE,1r ∈ Rm
∗
E (3.47)
A˜ =
[
C1 · T¯ ·L−T
∣∣∣ . . . ∣∣∣Cr · T¯ ·L−T ∣∣∣ . . . ∣∣∣CNG · T¯ ·L−T] ∈ Rm∗E×5NG (3.48)
B˜ =
[
C1 · T 3
∣∣∣ . . . ∣∣∣Cr · T 3∣∣∣ . . . ∣∣∣CNG · T 3] ∈ Rm∗E×NG (3.49)
Dadurch kann (3.45) wie folgt umgeschrieben werden.
NG∑
r=1
Cr ·
(
σ1r − ασE,1r
)
= A˜ · u1 + B˜ · v1 − α b = 0 (3.50)
Fu¨r eine konsistente Formulierung muss (3.43b) ebenfalls durch die Variablen ujr und v
j
r
ausgedru¨ckt werden. Deshalb werden die Spannungen σjr unter Zuhilfenahme von (3.35)
substituiert.
pj+1r = p
j
r − αT −1 ·
(
σE,jr − σE,j+1r
)
(3.51)
Die dritte Komponente dieser Gleichung wird separiert. Dabei bezeichnet T−13 die dritte
Zeile der Matrix T−1.
uj+1r = u
j
r − αLT · T¯−1 ·
(
σE,jr − σE,j+1r
)
(3.52)
vj+1r = v
j
r − αT−13 ·
(
σE,jr − σE,j+1r
)
(3.53)
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Mit (3.40a) und (3.50)–(3.53) kann das Optimierungsproblem (PMelan) in der folgenden
Form (PMelan)∗ angegeben werden.
(PMelan)∗ maxα
A˜ · u1 + B˜ · v1 − α b = 0 (3.54a)
∀r ∈ [1, NG] , ∀j ∈ [1, NC − 1] :
uj+1r = u
j
r − αLT · T¯ −1 ·
(
σE,jr − σE,j+1r
)
(3.54b)
vj+1r = v
j
r − αT−13 ·
(
σE,jr − σE,j+1r
)
(3.54c)∥∥ujr∥∥22 − 2 σ2Y,r ≤ 0 , ∀r ∈ [1, NG] , ∀j ∈ [1, NC] (3.54d)
Da die Variablen vj fu¨r j > 1 ausschließlich in der Bedingung (3.54c) vorkommen und daher
unabha¨ngig von allen anderen Variablen des Problems sind, ko¨nnen sie ohne Einschra¨nkung
des Lo¨sungsbereichs aus dem Optimierungsprozess entfernt werden.
Der Einfachheit halber schreiben wir im Folgenden v := v1 und verzichten auf die Hoch-
indizes. Daru¨ber hinaus wird in (3.54b) mit γjr abgeku¨rzt. Dadurch erha¨lt man schließlich
die folgende verallgemeinerte Form des Optimierungsproblems.
(PNLIPDCA) maxα
A˜ · u1 + B˜ · v − α b = 0 (3.55a)
uj+1r = u
j
r − αγjr , ∀r ∈ [1, NG] , ∀j ∈ [1, NC − 1] (3.55b)∥∥ujr∥∥22 − 2 σ2Y,r ≤ 0 , ∀r ∈ [1, NG] , ∀j ∈ [1, NC] (3.55c)
wobei: γjr = L
T · T¯−1 · (σE,jr − σE,j+1r ) (3.55d)
In Kapitel 5.4 werden Modifikationen dieser Formulierung ero¨rtert, die zu weiteren Reduk-
tionen des Systems fu¨hren.
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4 Innere Punkte Verfahren zur Lo¨sung
nichtlinearer Optimierungsprobleme
In diesem Kapitel werden zuna¨chst Optimierungsbedingungen fu¨r den allgemeinen Fall
mehrdimensionaler, nichtlinearer Optimierungsprobleme mit eingeschra¨nktem Lo¨sungsbe-
reich untersucht. Daraufhin werden diese Bedingungen an den Spezialfall von konvexen,
regula¨ren Optimierungsproblemen angepasst. Fu¨r detailliertere Darstellungen der Grund-
lagen wird auf [31, 100, 120] verwiesen.
Zur Lo¨sung solcher Probleme wird ha¨ufig die Innere Punkte Methode verwendet, die
auch in dieser Arbeit zur Lo¨sung des Optimierungsproblems (PNLIPDCA) in (3.55) heran-
gezogen wird. Dieses Verfahren wird im Abschnitt 4.3 beschrieben. Von der Vielzahl
der Vero¨ffentlichungen im Bereich der Innere Punkte Verfahren werden die Referenzen
[32, 35, 38, 99, 116, 139, 140] empfohlen.
4.1 Allgemeine Optimierungsbedingungen
Die notwendige Bedingung fu¨r lokale Minima bei mehrdimensionalen Problemen ohne Ein-
schra¨nkung des zula¨ssigen Bereichs X = Rn kann wie folgt formuliert werden:
Sei f : Rn → R eine mindestens zweimal stetig differenzierbare Funktion, f ∈ C2,
und X = Rn. Wenn gilt:
(a) ∇f(x¯) = 0 (4.1a)
(b) Die Hesse-Matrix ∇2f(x¯) ist positiv semidefinit. (4.1b)
dann ist x¯ lokaler Minimalpunkt von f u¨ber X = Rn.
Diese Bedingung ist nicht gu¨ltig, wenn der zula¨ssige Bereich eingeschra¨nkt ist, X ⊆ Rn.
Der Bereich der zula¨ssigen Lo¨sungen wird durch Gleichungen a(x) = 0 eingeschra¨nkt. Au-
ßerdem soll der Rand ext(X) des Bereichs X durch Ungleichungen cI(x) ≥ 0 beschrieben
werden, wobei die a(x) ∈ RmE und die cI(x) ∈ RmI als Restriktionen oder Nebenbedin-
gungen des Optimierungsproblems bezeichnet werden. Der zula¨ssige Bereich der Vektoren x
wird dann wie folgt definiert.
X =
{
x ∈ Rn
∣∣∣ cI(x) ≥ 0 ∧ a(x) = 0} (4.2)
Das beschra¨nkte Optimierungsproblem (P) wird dann in der folgenden Form angegeben.
(P) min f(x)
a(x) = 0 (4.3a)
cI(x) ≥ 0 (4.3b)
x ∈ Rn (4.3c)
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4.2 Optimierungsbedingungen fu¨r konvexe regula¨re Optimierungsprobleme
Die Bedingung fu¨r lokale Minima a¨ndert sich dadurch fu¨r innere Punkte x ∈ int(X) nicht.
Fu¨r Randwerte x ∈ ext(X) muss sie jedoch angepasst werden. Fu¨r beschra¨nkte Proble-
me X ⊆ Rn wird die notwendige Bedingung fu¨r lokale Minimalpunkte wie folgt angegeben.
Sei f : Rn → R eine mindestens zweimal stetig differenzierbare Funktion, f ∈ C2,
und X ⊆ Rn. Wenn x¯ lokaler Minimalpunkt von f u¨ber X ist, gelten die folgenden
notwendigen Optimalita¨tsbedingungen:
1. Ordnung: d ·∇f(x¯) ≥ 0, ∀d ∈ D¯(x¯) (4.4a)
2. Ordnung: d ·∇f(x¯) = 0 ⇒ d ·∇2f(x¯) · d ≥ 0, ∀d ∈ D¯(x¯) (4.4b)
Die Menge D¯(x¯) bezeichnet den Abschluss der Menge D(x¯) aller zula¨ssigen Richtungen d
im Punkt x¯, wobei jede Richtung d in x¯ zula¨ssig ist, entlang derer man ein λ-faches Stu¨ck
gehen kann, ohne den zula¨ssigen Bereich X zu verlassen.
D(x¯) :=
{
d ∈ Rn
∣∣∣ ∃λ > 0 : [x¯, x¯+ λd] ⊆ X} (4.5)
Fu¨r innere Punkte x ∈ int(X) ist jede Richtung zula¨ssig, D(x) = Rn. Fu¨r Randpunkte
des zula¨ssigen Bereichs x ∈ ext(X) la¨sst sich die notwendige Optimalita¨tsbedingung erster
Ordnung (4.4a) anschaulich deuten:
Die Bedingung d ·∇f(x¯) ≥ 0 sagt aus, dass der Gradient der Zielfunktion∇f(x¯) mit allen
im betrachteten Punkt x¯ zula¨ssigen Richtungen d einen spitzen Winkel bilden muss. Das
gilt in dem dargestellten Beispiel fu¨r den unteren der beiden Punkte, der dem Minimum
von f na¨her liegt, nicht aber fu¨r den oberen Punkt, der deshalb nicht lokaler Minimalpunkt
von f u¨ber X sein kann, Abb. 4.1.
∇f
∇f X
Ho¨henlinien von f
Abbildung 4.1: Geometrische Deutung der notwendigen Optimalita¨tsbedingung 1. Ordnung
4.2 Optimierungsbedingungen fu¨r konvexe regula¨re
Optimierungsprobleme
Es wird die Menge der aktiven Indizes I(x¯) fu¨r einen zula¨ssigen Punkt x¯ ∈ X definiert als
die Menge aller Indizes i, fu¨r die die Ungleichungen aktiv sind, cI,i(x¯) = 0.
I(x¯) =
{
i ∈ {1, . . . , mI}
∣∣∣ cI,i(x¯) = 0} (4.6)
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Desweiteren wird die linearisierte zula¨ssige Menge DL(x¯) eingefu¨hrt.
DL(x¯) =
{
d ∈ Rn
∣∣∣ d ·∇cI,i(x¯) ≤ 0, ∀i ∈ I(x¯); d ·∇aj = 0, ∀j ∈ {1, . . . , mE}} (4.7)
Man kann zeigen, dass die Menge der zula¨ssigen Richtungen eine Untermenge der linea-
risierten zula¨ssigen Menge sein muss, D¯(x¯) ⊆ DL(x¯). Sind diese Mengen identisch, dann
bezeichnet man das Optimierungsproblem als regula¨r. Entsprechend heißt die folgende
Gleichung Regularita¨tsbedingung.
D¯(x¯) = DL(x¯) (4.8)
Fu¨r Ungleichungsrestriktionen sagt die Regularita¨tsbedingung aus, dass alle Richtun-
gen d ∈ Rn zula¨ssig sein mu¨ssen, die im Punkt x¯ auf dem Rand ci(x¯) = 0 des zula¨ssigen
Bereichs einen stumpfen Winkel mit dem Gradienten ∇ci bilden. In Abb. 4.2 wird die-
se Bedingung an einem einfachen Beispiel mit konvexen Ungleichungsrestriktionen c1, c2
und c3 veranschaulicht.
d
d¯
d¯
∇c1(x¯)
c1 = 0
c2 = 0
c3 = 0
X
Abbildung 4.2: Veranschaulichung der Regularita¨tsbedingung
In diesem Beispiel beinhaltet die Menge D(x¯) alle Vektoren d, die ins Innere des zula¨ssi-
gen Bereichs X gerichtet sind, aber nicht die Vektoren d¯ tangential an c1(x¯) = 0. Deshalb
ist D(x¯) offen. Beim Abschluss der Menge D(x¯) zu D¯(x¯) werden diese Vektoren d¯ hinzu-
gefu¨gt. Die Menge DL(x¯) beinhaltet alle Vektoren, die mit dem Gradienten ∇c1(x¯) einen
stumpfen Winkel bilden. Das ist aber genau fu¨r die zula¨ssigen Richtungen der Fall. Die
beiden Mengen stimmen u¨berein, D¯(x¯) = DL(x¯). Die Regularita¨tsbedingung ist erfu¨llt;
das Problem ist regula¨r.
Die Regularita¨tsbedingung ist im Allgemeinen nur schwer direkt u¨berpru¨fbar. Es gibt aber
alternative Bedingungen (Constraint Qualifications), die sicherstellen, dass das Problem
regula¨r ist. Dazu geho¨ren:
• Linear Independence Constraint Qualification (LICQ):
Die Menge der Gradienten {∇ci(x¯), ∇aj(x¯)} mit i ∈ I(x¯) und j ∈ {1, . . . , mE} ist
linear unabha¨ngig.
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• Slater-Bedingung :
Alle Gleichungsrestriktionen a(x) sind affin-linear, alle Ungleichungsrestriktio-
nen cI(x) sind konkav, und es existiert mindestens ein innerer Punkt xˆ mit der
Eigenschaft
cI(xˆ) > 0 ∧ a(xˆ) = 0
Fu¨r regula¨re, durch Gleichungen und Ungleichungen restringierte Optimierungsprobleme
kann die notwendige Bedingung 1. Ordnung fu¨r lokale Minima (4.4a) nicht nur u¨ber die
zula¨ssigen Richtungen angegeben werden, sondern auch u¨ber die Nebenbedingungen.
d ·∇f(x¯) ≥ 0, ∀d ∈ D¯(x¯) ⇔ d ·∇f(x¯) ≥ 0, ∀d ∈ DL(x¯) (4.9)
Das bedeutet, dass fu¨r alle Lo¨sungen des Systems
d ·∇cI,i(x¯) ≤ 0, ∀i ∈ I(x¯) ∧ d ·∇aj = 0, ∀j ∈ {1, . . . , mE}
auch die Bedingung d ·∇f(x¯) ≥ 0 gelten muss. Mithilfe des Farkas-Lemmas kann diese
Bedingung in die folgende Form gebracht werden. Dabei sind λE ∈ RmE und λI ∈ RmI+
die Lagrange-Multiplikatoren.
∇f(x¯)−
∑
i∈I(x¯)
λI,i∇cI,i(x¯)−
mE∑
j=0
λE,j∇aj(x¯) = 0 (4.10)
Diese Bedingung kann a¨quivalent auch in zwei Gleichungen geschrieben werden, wobei die
zweite Gleichung (4.11b) sicherstellt, dass alle Multiplikatoren λI,i von inaktiven Unglei-
chungen null sind.
∇f(x¯)−
mI∑
i=0
λI,i∇cI,i(x¯)−
mE∑
j=0
λE,j∇aj(x¯) = 0 (4.11a)
mI∑
i=1
λI,i cI,i(x¯) = 0 (4.11b)
Damit kann fu¨r regula¨re Probleme die notwendige Optimalita¨tsbedingung 1. Ordnung
(4.4a) in Form der Karush-Kuhn-Tucker-Bedingung, [62], geschrieben werden:
Seien f(x) : Rn → R sowie cI(x) ∈ RmI und a(x) ∈ RmE mindestens einmal stetig
differenzierbare Funktionen, f, cI,i, aj ∈ C1. Der Zula¨ssige Bereich sei beschrieben
durch X = {x ∈ Rn | cI(x) ≥ 0 ∧ a(x) = 0}.
x¯ ∈ X sei lokaler Minimalpunkt von f u¨ber X, und die Regularita¨tsbedingung
D¯(x¯) = DL(x¯) sei erfu¨llt. Dann gibt es Lagrange-Multiplikatoren λE ∈ RmE
und λI ∈ RmI+ , so dass die folgenden Bedingungen erfu¨llt sind:
∀i ∈ {1, . . . , mI} : λI,i cI,i(x¯) = 0 (4.12a)
∇f(x¯)−
mI∑
i=0
λI,i∇cI,i(x¯)−
mE∑
j=0
λE,j∇aj(x¯) = 0 (4.12b)
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Die Gleichung (4.12a) wird ha¨ufig als Bedingung fu¨r komplementa¨ren Schlupf (Complemen-
tary Slackness) bezeichnet, die Gleichung (4.12b) als Lagrange-Einschluss (Lagrange
Inclusion).
Die Karush-Kuhn-Tucker-Bedingung (kkt) la¨sst sich fu¨r zweidimensionale Probleme
sehr leicht veranschaulichen:
• Im Innern des zula¨ssigen Bereichs x¯ ∈ int(X) ist keine der Ungleichungen aktiv,
I(x¯) = ∅. Die Optimalita¨tsbedingung vereinfacht sich dann zu ∇f(x¯) = 0.
• Ist genau eine der Ungleichungen aktiv, beispielsweise c1(x¯) = 0, liegt der betrach-
tete Punkt auf dem durch diese Ungleichung beschriebenen Rand. Die kkt besagt
dann, dass der Gradient ∇f(x¯) der Zielfunktion mit dem Gradienten ∇c1(x¯) der
Nebenbedingung gleichgerichtet sein muss.
∇f(x¯)− λI,1∇c1(x¯) = 0 ⇒ ∇f(x¯) = λI,1∇c1(x¯)
• Im Fall von zwei aktiven Ungleichungen, beispielsweise I(x¯) = {1, 2}, ergibt sich aus
der kkt, dass der Gradient der Zielfunktion∇f(x¯) als Linearkombination der Gradi-
enten ∇c1(x¯) und ∇c2(x¯) darstellbar sein muss. Da die Lagrange-Multiplikatoren
positiv sind, λI,1, λI,2 > 0, muss der Vektor ∇f(x¯) innerhalb des von ∇c1(x¯)
und ∇c2(x¯) aufgespannten Kegels liegen, Abb. 4.3.
∇f(x¯)
∇c1(x¯)
∇c2(x¯)
c1 = 0
c2 = 0
c3 = 0
X
Ho¨henlinien von f
Abbildung 4.3: Veranschaulichung der kkt bei zwei aktiven Nebenbedingungen
Im Folgenden werden Optimierungsprobleme betrachtet, deren Nebenbedingungen die
Slater-Bedingung erfu¨llen. Fordert man daru¨ber hinaus die Konvexita¨t der Zielfunk-
tion f , spricht man von einem konvexen Optimierungsproblem. Konvexe Probleme sind
generell lo¨sbar, da sie die folgenden Eigenschaften aufweisen:
1. Der zula¨ssige Bereich X ist konvex und abgeschlossen.
2. Jedes lokale Minimum von (P) ist gleichzeitig globale Lo¨sung von (P).
Die Menge Xopt der optimalen Lo¨sungen von (P) ist konvex und abgeschlossen.
3. Ist f streng konvex, so besitzt (P) keine oder genau eine Lo¨sung.
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4. Da die Hesse-Matrix jeder konvexen Zielfunktion per Definition positiv semidefinit
ist, ist die notwendige Optimalita¨tsbedingung 2. Ordnung (4.4b) a priori erfu¨llt. Es
muss nur die notwendige Bedingung 1. Ordnung (4.4a) untersucht werden.
5. Die notwendigen Optimalita¨tsbedingungen sind auch hinreichend.
Daraus folgt, dass die kkt fu¨r globale Minima von konvexen, regula¨ren Optimierungspro-
blemen hinreichend ist. Daru¨ber hinaus kann sie in diesem Fall auch u¨ber die Lagrange-
Funktion L(x,λE,λI) angegeben werden.
L(x,λE ,λI) = f(x)− λE · a(x)− λI · cI(x) (4.13)
Dabei sind die λE ∈ RmE und die λI ∈ RmI+ die Lagrange-Multiplikatoren. Die La-
grange-Funktion besitzt bei konvexen Problemen stets einen Sattelpunkt (x∗,λ∗E ,λ
∗
I),
wobei ein Punkt (x∗,λ∗) ∈ Rn ×Rm Sattelpunkt der Funktion F (x,λ) heißt , falls gilt:
∀x ∈ Rn, ∀λ ∈ Rm : F (x∗,λ) ≤ F (x∗,λ∗) ≤ F (x,λ∗) (4.14)
Die Bedeutung des Sattelpunktes wird in Abb. 4.4 fu¨r den zweidimensionalen Fall
(n = m = 1) veranschaulicht.
x = x∗
λ = λ∗
(x∗,λ∗)
L(x,λ)
Abbildung 4.4: Sattelpunkt der Lagrange-Funktion
Die kkt kann dann als Sattelpunktbedingung interpretiert werden:
Seien f(x) sowie a(x) und cI(x) mindestens einmal stetig differenzierbare Funktio-
nen u¨ber Rn und der zula¨ssige Bereich X = {x ∈ Rn | cI(x) ≥ 0 ; a(x) = 0} eine
konvexe Menge. Das Optimierungsproblem sei konvex und regula¨r in x¯ ∈ X.
Dann ist x¯ genau dann globaler Minimalpunkt von f u¨ber X, wenn Multiplikatoren
λE ∈ RmE und λI ∈ RmI+ existieren, sodass die Lagrange-Funktion L(x,λE ,λI)
im Punkt (x¯,λE ,λI) einen Sattelpunkt besitzt.
Die Sattelpunktbedingung kann durch den Gradienten ∇ΠL der Lagrange-Funktion L
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in allen Richtungen Π ausgedru¨ckt werden, wenn alle auftretenden Variablen in dem Vek-
tor Π zusammengefasst werden.
∇ΠL = 0 (4.15)
Fu¨r Details zum Zusammenhang zwischen der Lagrange-Funktion und den Optimie-
rungsbedingungen wird auf [101] verwiesen.
4.3 Innere Punkte Verfahren
Die Nebenbedingungen eines Optimierungsproblems spannen den Bereich der zula¨ssigen
Lo¨sungen X auf. Es muss deshalb bei der Lo¨sung des Optimierungsproblems gewa¨hrleistet
werden, dass sie innerhalb dieses Bereichs liegt, x ∈ X. Dies kann durch die Anwendung
der Barrierefunktion geschehen.
Betrachtet wird das durch konkave Ungleichungen c(x) ∈ Rm restringierte Problem (Pc).
(Pc) min f(x)
c(x) ≥ 0 (4.16a)
x ∈ Rn (4.16b)
An die Stelle der Restriktionen c(x) ≥ 0 treten Zusatzterme Φc(x, µ) in der Zielfunktion,
die sicherstellen, dass die Lo¨sungskandidaten im Inneren des zula¨ssigen Bereichs liegen.
fµ(x, µ) = f(x) + Φc(x, µ) (4.17)
Die Zusatzfunktion Φc(x, µ) wird derart gewa¨hlt, dass sie immer gro¨ßer wird, je na¨her der
Lo¨sungskandidat x der Bereichsgrenze kommt. Dadurch wird erreicht, dass die Zielfunktion
im Innern des Bereichs mo¨glichst wenig verfa¨lscht wird, die x aber den Bereich nicht
verlassen ko¨nnen. Das bedeutet, dass die Funktion Φc(x, µ) gegen unendlich strebt, wenn
mindestens eine der Ungleichungen ci(x) aktiv wird, ci(x) = 0.
∀x ∈ int(X) : Φc(x, µ) < ∞ (4.18)
lim
x→ext(X)
Φc(x, µ) = ∞ (4.19)
Funktionen mit diesen Eigenschaften werden Barrierefunktionen genannt. Ein geeigneter
klassischer Ansatz, der diese Bedingungen erfu¨llt, ist die logarithmische Barrierefunktion.
Φc(x, µ) = −µ
m∑
i=1
log (ci(x)) (4.20)
Die Nebenbedingungen werden derart aufgeweicht, dass sie nicht mehr aktiv werden
ko¨nnen. An die Stelle des Problems (Pc) tritt das weniger stark restringierte Problem (Pc,µ).
(Pc,µ) min fµ(x) = f(x)− µ
m∑
i=1
log (ci(x))
c(x) > 0 (4.21a)
x ∈ Rn (4.21b)
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Fu¨r dieses Problem kann fu¨r jeden Wert des Barriereparameters µ die Lo¨sung x¯(µ) be-
stimmt werden. Ist fµ(x, µ) fu¨r alle µ > 0 streng konvex auf int(X) und ist die Menge Xopt
der optimalen Lo¨sungen beschra¨nkt, so existiert ein eindeutiger Minimierer x¯(µ). Das zu-
geho¨rige vom Schrankenparameter µ abha¨ngige Minimum des Problems (Pc,µ) bezeichnet
man auch als analytisches Zentrum des Bereichs B = {x ∈ int(X) | f(x) ≤ f(x¯(µ))}.
Da bei Ansetzen einer Nullfolge fu¨r den Schrankenparameter der Einfluss der Zusatzfunkti-
on abnimmt, wird dann diese Menge B immer kleiner und der Minimierer x¯(µ) na¨hert sich
dem Optimalwert des urspru¨nglichen Problems (Pc) immer weiter an. Um diese Anna¨he-
rung des Minimierers an die Optimallo¨sung zu beschreiben, definiert man den zentralen
Pfad C:
C : µ ∈ (0,∞[ → x¯(µ) ∈ int(X) (4.22)
Wird fu¨r jeden Wert µ die Lo¨sung x¯(µ) des Problems (Pc,µ) bestimmt, so stellt C genau
die Kurve dar, auf der alle diese Minimierer liegen. Der zentrale Pfad ist demnach eine im
strikten Inneren des zula¨ssigen Bereichs int(X) zentriert verlaufende Kurve von Minimie-
rern x¯(µ) des Barriereproblems (Pc,µ), die sich fu¨r µ→ 0 entlang des zentralen Pfads der
Lo¨sungsmenge beliebig anna¨hert.
Der zentrale Pfad eines zweidimensionalen Beispiels mit den Variablen x und y ist ver-
anschaulichend in Abb. 4.3 dargestellt. Die Lo¨sung des Optimierungsproblems mit der
Zielfunktion f(x, y) liegt in dem gezeigten Beispiel im Koordinatenursprung.
C
x
x(µ1)
y
y(µ1)
Ho¨henlinien
von fµ(x, y, µ1)
C
x
x(µ2)
y
y(µ2)
Ho¨henlinien
von fµ(x, y, µ2)
Abbildung 4.5: Ho¨henlinien von fµ(x, y, µ2) und fµ(x, y, µ1) mit µ2 < µ1
Die Innere Punkte Methode eignet sich besonders fu¨r regula¨re, konvexe Optimierungspro-
bleme, da dann wie gezeigt die kkt hinreichend ist, und die Sattelpunktbedingung (4.15)
auf das Barriereproblem (Pc,µ) angewendet werden kann.
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5 Anwendung der Innere Punkte
Verfahren fu¨r Einspieluntersuchungen
Zur Lo¨sung konvexer nichtlinearer Optimierungsprobleme ist die Innere Punkte Methode
weit verbreitet, und sie ist bereits in verschiedenen Software Paketen implementiert worden,
wie zum Beispiel ipopt [88, 128–130], loqo [13, 42, 122, 124] und knitro [19, 132, 143].
Diese Codes haben bereits ihre jeweiligen Fa¨higkeiten unter Beweis gestellt, wie u.a. in den
vergleichenden Studien [14, 80] gezeigt wird. Dennoch sind sie bisher nur selten im Bereich
der Direkten Methoden angewendet worden, wie z.B. ipopt in [85].
Daru¨ber hinaus fanden in den letzten Jahren basierend auf [10, 26] Algorithmen Anwen-
dung im Bereich der Direkten Methoden, die auf second order cone programming (socp)
aufbauen. Dabei wurde vor allem das Programm mosek [9] in [17, 60, 70, 118] sowie die
Codes sedumi [115] und sdpt3 [119] in [84] verwendet.
Eine alternative Mo¨glichkeit zur Verbesserung der numerischen Prozedur besteht darin,
nicht die Lo¨sungsstrategie des Optimierungsproblems zu verfeinern sondern die vorgeschal-
tete Strukturanalyse. Dieser Ansatz wurde vor allem bei Formulierungen verfolgt, die nicht
auf der Standard Finite Elemente Methode (fem) basieren. Beispielsweise wurde in [65]
die symmetrische Galerkin Randelemente Methode verwendet, wa¨hrend in [63] die netz-
lose, elementfreie Galerkin-Methode benutzt wurde. Nicht-Standard fem fanden unter
anderem Anwendung in [64, 117] fu¨r zellenbasierte gegla¨ttete Elemente beziehungsweise
fu¨r kantenbasierte gegla¨ttete Elemente.
In jedem Fall ist die Anwendung geeigneter numerischer Werkzeuge zur Lo¨sung von nicht-
linearen Optimierungsproblemen von großer Bedeutung fu¨r Berechnungen im Bereich der
Direkten Methoden. Da sich außerdem nicht alle Problemklassen von Traglast- und Einspie-
lanalysen als socp formulieren lassen und zum Zweck einer verbesserten Leistungsfa¨hig-
keit durch auf das spezielle Problem zugeschnittene Lo¨sungsmethoden, wurden mehrere
unabha¨ngige Innere Punkte Algorithmen entwickelt, u.a. [58, 61, 91, 92, 125–127].
Fast alle der genannten Arbeiten sind der Traglastanalyse gewidmet, und der Einspielana-
lyse ist wenig Aufmerksamkeit geschenkt worden. Deshalb ist der Innere Punkte Algorith-
mus ipdca in [1, 2, 47] besonders hervorzuheben, der erfolgreich auf Einspielprobleme mit
entweder einer oder zwei variierenden Lasten angewendet worden ist. Dieser Algorithmus
basiert einerseits auf dem Innere Punkte Verfahren und andererseits auf der DC-Zerlegung,
wie sie in [6–8] vorgestellt wird, mit deren Hilfe auch nicht-konvexe Probleme gelo¨st werden
ko¨nnen.
Auf diesem Programm ipdca fundiert auch die Formulierung des in [107–109] vorgestellten
neuen Innere Punkte Algorithmus ipsa, der sich besonders durch eine sehr problemnahe
Lo¨sungsstrategie fu¨r von Mises-Materialien auszeichnet. Mit diesem Algorithmus ist auch
die Analyse von Einspielproblemen mit mehr als zwei variierenden Lasten mo¨glich.
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5.1 Reformulierung des Optimierungsproblems fu¨r
Einspieluntersuchungen
In Kapitel 3.2.3 wurde mit (3.55) bereits das aus dem Einspieltheorem resultierende Op-
timierungsproblem (PNLIPDCA) formuliert.
(PNLIPDCA) maxα
A˜ · u1 + B˜ · v − α b = 0
uj+1r = u
j
r − αγjr , ∀r ∈ [1, NG] , ∀j ∈ [1, NC − 1]∥∥ujr∥∥22 − 2 σ2Y,r ≤ 0 , ∀r ∈ [1, NG] , ∀j ∈ [1, NC]
wobei: γjr = L
T · T¯−1 · (σE,jr − σE,j+1r )
Zugunsten einer u¨bersichtlichen Darstellung werden folgende Abku¨rzungen verwendet.
n = (5NC + 1) ·NG+ 1 (5.1)
mE = m
∗
E + 5NG · (NC − 1) (5.2)
mI = NC ·NG (5.3)
m = mE +mI (5.4)
x =
[
u11,u
1
2, . . . ,u
j
r, . . . ,u
NC
NG,v, α
]T ∈ Rn (5.5)
cI(x) = 2 σ
2
Y,r −
∥∥ujr∥∥22 ∈ RmI (5.6)
Das Problem wird in der abgeku¨rzten Form mit (PIP ) bezeichnet. Es besteht aus mE
Gleichungsrestriktionen (5.7a), mI Ungleichungsrestriktionen (5.7b) und n Variablen, die
im Lo¨sungsvektor x zusammen gefasst werden.
(PIP ) min f(x) = −α
A · x = 0 (5.7a)
cI(x) ≥ 0 (5.7b)
x ∈ Rn (5.7c)
Die Koeffizientenmatrix A ∈ RmE×n in (5.7a) ist in Abb. 5.1 schematisch dargestellt.
A =
A˜ 0 . . . 0 B˜ −b
−γ11
...
−γjr
...
−γNC−1NG
-1
+1
HHHHHHHHHHHHHHH
HHHHHHHHHHHHHHH
5NG 5 NG 5 NG︸ ︷︷ ︸
5NG·NC
3 NK - NBC
5 NG·(NC - 1)
NG 1
Abbildung 5.1: Schematische Darstellung der Matrix A
39
5 Anwendung der Innere Punkte Verfahren fu¨r Einspieluntersuchungen
Die Zielfunktion des Optimierungsproblems f(x) = −α und die Gleichungsrestriktionen
sind linear, und die Ungleichungsrestriktionen, die die Fließbedingung repra¨sentieren, sind
nichtlinear konkav.
Da die Gleichungsrestriktionen außerdem affin-linear sind und mindestens ein innerer
Punkt xˆ mit der folgenden Eigenschaft existiert, ist die Slater-Bedingung erfu¨llt.
A · xˆ = 0 ∧ cI (xˆ) > 0 (5.8)
Das Optimierungsproblem ist deshalb konvex und regula¨r.
5.2 Das Karush-Kuhn-Tucker-System des
Einspielproblems
Bevor die kkt auf das aus dem Einspieltheorem resultierende Optimierungsproblem an-
gewendet wird, wird das Problem (PIP ) noch durch Einfu¨hren der Schlupfvariablen y, z
und w modifiziert.
(PIP )∗ min f(x)
A · x = 0 (5.9a)
cI(x)−w = 0 (5.9b)
x− y + z = 0 (5.9c)
w ≥ 0, y ≥ 0, z ≥ 0 (5.9d)
Durch das Einfu¨hren der Schlupfvariablen w werden die Ungleichungsrestriktionen (5.7b)
des urspru¨nglichen Systems (PIP ) in die Gleichungsrestriktionen (5.9b) u¨berfu¨hrt. Die Va-
riablen y und z sind erforderlich, um die freie Variable x ∈ Rn in (5.7c) zu beherrschen.
Die Unbeschra¨nktheit des Lo¨sungsvektors kann ansonsten zu numerischen Instabilita¨ten
fu¨hren, wie sie in [79, 123] beschrieben werden.
Die daraus resultierenden Ungleichungen fu¨r die Schlupfvariablen (5.9d) werden wie in
Kapitel 4.3 als Zusatzterme in die Zielfunktion injiziert. Die Zielfunktion f(x) geht dadurch
in die Barrierefunktion fµ(x,y, z,w) u¨ber.
fµ(x,y, z,w) = f(x)− µ
[
n∑
i=1
log(yi) +
n∑
i=1
log(zi) +
mI∑
j=1
log(wj)
]
(5.10)
Das Problem kann dann wie folgt formuliert werden.
(Pµ) min fµ(x,y, z,w)
A · x = 0 (5.11a)
cI(x)−w = 0 (5.11b)
x− y + z = 0 (5.11c)
w > 0, y > 0, z > 0 (5.11d)
Die zugeho¨rige Lagrange-Funktion kann in der folgenden Form angegeben werden.
L = fµ(x,y, z,w)− λE · (A · x)− λI · (cI(x)−w)− s · (x− y + z) , (5.12)
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wobei λE ∈ RmE , λI ∈ RmI+ und s ∈ Rn+ die Lagrange-Multiplikatoren sind. Da es sich
um ein regula¨res konvexes Optimierungsproblem handelt, ist die Sattelpunktbedingung
(4.15) hinreichend fu¨r die Lo¨sung des Problems.
∇xL =∇xf(x)−AT · λE −CTI (x) · λI − s = 0 (5.13a)
∇yL = −µY −1 · e + s = 0 (5.13b)
∇zL = −µZ−1 · e− s = 0 (5.13c)
∇wL = −µW−1 · e+ λI = 0 (5.13d)
∇λEL = − (A · x) = 0 (5.13e)
∇λIL = − (cI(x)−w) = 0 (5.13f)
∇sL = − (x− y + z) = 0 (5.13g)
wobei: CI(x) = cI(x)∇x ∈ RmI×n (5.13h)
Hier und im Folgenden bezeichnen wir den Einsvektor in passender Dimension mit
e = [1, 1, . . . , 1]T und die Matrizen Y = diag(yi) ∈ Rn×n, Z = diag(zi) ∈ Rn×n und
W = diag(wj) ∈ RmI×mI .
Um wa¨hrend der Iteration Konsistenz zu gewa¨hrleisten, wird die neue Variable r in die
Gleichung (5.13c) eingefu¨hrt, wie es in [1] vorgeschlagen wird. Da beide Variablen r und s
per Definition komponentenweise nicht-negativ sein mu¨ssen, werden sie dadurch im Itera-
tionsverlauf gezwungenermaßen zu Nullfolgen.
r = −s (5.14)
Desweiteren werden die drei Gleichungen (5.13b)–(5.13d) mit den Matrizen Y , Z undW
multipliziert. Wie zuvor definieren wir S = diag(si), R = diag(ri) und ΛI = diag(λI,j).
−µ e+ Y · S · e = 0 (5.15a)
−µ e+Z ·R · e = 0 (5.15b)
−µ e+W ·ΛI · e = 0 (5.15c)
Unter Beru¨cksichtigung von (4.12a) ist ersichtlich, dass es sich bei diesen Gleichungen
um die Bedingungen fu¨r komplementa¨ren Schlupf eines durch den Barriereparameter µ
gesto¨rten Systems handelt. Das resultierende System der Optimierungsbedingungen kann
in der Funktion F µ(Π) zusammen gefasst werden, wobei Π = [x,y, z,w,λE,λI , s, r]
T
der Vektor aller auftretenden Variablen ist.
F µ(Π) = −∇ΠL = −


−∇xf(x) +AT · λE +CTI (x) · λI + s
µ e− Y · S · e
µ e−Z ·R · e
µ e−W ·ΛI · e
A · x
cI(x)−w
x− y + z
r + s


= 0 (5.16)
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5.3 Lo¨sung des Gleichungssystems
Das nichtlineare Gleichungssystem (5.16) wird mithilfe des Newton-Verfahrens gelo¨st.
Die Schrittwerte ∆Πk im Iterationsschritt k+1 werden aus den im vorherigen Iterations-
schritt k bestimmten Werten Πk berechnet.
J(Πk) ·∆Πk = −∇ΠL(Πk) (5.17)
wobei: J(Πk) =∇ΠL(Π)∇Π
∣∣∣∣∣
Π=Πk
Die Jacobi-Matrix J(Π) der Funktion F µ(Π) aus (5.16) kann wie folgt ausgedru¨ckt wer-
den, wobei im Folgenden zugunsten einer u¨bersichtlichen Darstellung auf die Indizierung
mit tiefgestelltem k verzichtet wird.
J(Π) =


∇
2
xL 0 0 0 −AT −CTI (x) −In 0
0 S 0 0 0 0 Y 0
0 0 R 0 0 0 0 Z
0 0 0 ΛI 0 W 0 0
−A 0 0 0 0 0 0 0
−CI(x) 0 0 ImI 0 0 0 0
−In In −In 0 0 0 0 0
0 0 0 0 0 0 −In −In


(5.18)
Das Gleichungssystem wird durch sukzessive Elimination solcher Gleichungen kondensiert,
die Diagonalmatrizen enthalten, welche trivialerweise invertierbar sind. Die folgenden Va-
riablen werden durch Substitution eliminiert.
∆s = −E1 · b1 −E1 ·∆x (5.19)
∆y = µS−1 · e− y − Y · S−1 ·∆s (5.20)
∆r = −r − s−∆s (5.21)
∆z = µR−1 · e− z −Z ·R−1 ·∆r (5.22)
∆w = µΛ−1I · e−w −E2 ·∆λI (5.23)
wobei: b1 = x+ z + µ
(
R−1 − S−1) · e+R−1 ·Z · s (5.24)
E1 =
(
S−1 · Y +R−1 ·Z)−1 (5.25)
E2 = W ·Λ−1I (5.26)
Das kondensierte System ist gegeben durch:

− (∇2xL+E1) AT CTI (x)
A 0 0
CI(x) 0 E2

 ·


∆x
∆λE
∆λI

 =


d1
d2
d3

 (5.27)
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Die rechte Seite dieses Systems ergibt sich wie folgt.
d1 = ∇xf(x)−AT · λE −CTI (x) · λI − s+E1 · b1 (5.28a)
d2 = −A · x (5.28b)
d3 = −cI(x) + µΛ−1I · e (5.28c)
Unter Beru¨cksichtigung der Definition (5.12) der Lagrange-Funktion L und ihres Gra-
dienten ∇xL nach x in (5.13a) sowie der Tatsache, dass die Zielfunktion f(x) linear ist,
la¨sst sich die Hesse-Matrix ∇2xL nach x folgendermaßen angeben.
∇
2
xL = −∇2x (cI(x) · λI) = −
mI∑
k=1
(
∇
2
x cI,k(x)
)
λI,k =: QI(λI) (5.29)
In [1, 2] wird auf Basis von [6–8] eine DC-Zerlegung durchgefu¨hrt, wodurch die Zielfunk-
tion f(x) in zwei konvexe Funktionen g(x) und h(x) zerlegt wird, f = g − h. Daraufhin
wird der konkave Anteil −h linearisiert. Entsprechend wird dort die Hesse-Matrix ∇2xL
der Lagrange-Funktion nach x mit G(x) angegeben, obwohl diese Abha¨ngigkeit von x
fu¨r Einspielprobleme nicht vorhanden ist.
Setzt man außerdem die Fließbedingung nach von Mises (5.6) voraus und verwen-
det die Formulierung (3.55) fu¨r das Optimierungsproblem (PNLIPDCA), dann ist die Matrix
QI(λI) ∈ Rn nur im Bereich i, j ∈ [1, 5mI ] besetzt, wa¨hrend im Bereich i, j ∈ [5mI , n] alle
Eintra¨ge null sind. Bei dieser Formulierung befinden sich alle Eintra¨ge, die nicht null sind,
auf der Hauptdiagonalen. Sie ko¨nnen wie folgt berechnet werden.
for (i ∈ [1, mI ]) :
{
for (j ∈ [1, 5]) : QI [5 i+ j] = 2λI [i]
}
(5.30)
Mit den Gleichungen (5.16) und (5.17)–(5.29) ist das zu lo¨sende linearisierte Gleichungs-
system eindeutig definiert. Um die Schreibweise zu vereinfachen, wird nun noch wie folgt
zusammen gefasst.
∗A =

 A
CI(x)

 ∈ Rm×n ∗AT = [AT ∣∣∣CI(x)] ∈ Rn×m (5.31a)
∗F =

 0 0
0 E2

 ∈ Rm×m ∗E = − [QI(λI) +E1] ∈ Rn×n (5.31b)
∗d2 =

 d2
d3

 ∈ Rm ∆λ =

 ∆λE
∆λI

 ∈ Rm (5.31c)
Dieses Zusammenfassen fu¨hrt auf das folgende System.
 −∗E ∗AT
∗A ∗F

 ·

 ∆x
∆λ

 =

 d1
∗d2

 (5.32)
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5.3.1 Regularisierung des Gleichungssystems
Um das linearisierte Gleichungssystem (5.32) mithilfe einer Cholesky-Zerlegung lo¨sen zu
ko¨nnen, mu¨ssen die beteiligten Matrizen bestimmten Anforderungen genu¨gen. Um diese
untersuchen zu ko¨nnen, werden in Anlehnung an [121] die folgenden Begriffe definiert:
• Eine symmetrische Matrix K wird als quasidefinit bezeichnet, wenn sie die folgende
Form aufweist:
K =

 −E¯ A¯T
A¯ F¯

 (5.33)
wobei: E¯ ∈ Rn×n, F¯ ∈ Rn×n : positiv definit
A¯ ∈ Rm×n : voller Rang
• Eine symmetrische Matrix K heißt faktorisierbar, wenn eine Diagonalmatrix D und
eine untere Dreiecksmatrix L existieren, sodass:
K = L ·D ·LT (5.34)
• Eine symmetrische MatrixK heißt stark faktorisierbar, wenn daru¨ber hinaus fu¨r jede
Permutationsmatrix P eine Faktorisierung existiert, sodass:
P ·K · P T = L ·D ·LT (5.35)
In [121] zeigt Vanderbei, dass jede quasidefinite Matrix K stark faktorisierbar ist. Ent-
sprechend ist fu¨r jede symmetrische Matrix K, die in der Form (5.33) angegeben wer-
den kann, eine Cholesky-Zerlegung mo¨glich. Wenn die kinematischen Randbedingungen
beru¨cksichtigt werden und die zugeho¨rigen Nullzeilen gestrichen werden, dann hat die Ma-
trix ∗A vollen Rang. Weitere Anforderungen werden an diese Matrix nicht gestellt.
Kann daru¨ber hinaus sicher gestellt werden, dass die beiden Matrizen ∗E und ∗F in (5.32)
positiv definit sind, dann ist die Koeffizientenmatrix M des Systems stark faktorisierbar.
Ansonsten kann die MatrixM derart gesto¨rt werden, dass die modifizierte Matrix M˜ die-
ser Bedingung genu¨gt. Dafu¨r werden die primale und die duale Regularisierungsmatrix Rp
und Rd eingefu¨hrt.
M˜ =

 −∗E ∗AT
∗A ∗F

+

 −Rp 0
0 Rd

 (5.36)
Dabei sind die Regularisierungsmatrizen Rp undRd diagonal, und die Zahlenwerte mu¨ssen
groß genug sein, damit die gesto¨rten Matrizen ( ∗E +Rp) und (
∗F +Rd) auch unter
Beru¨cksichtigung von Rundungsfehlern garantiert positiv definit sind. Andererseits sollten
die Zahlenwerte so klein wie mo¨glich gewa¨hlt werden, damit der Einfluss der Sto¨rgro¨ßen
nicht zu groß wird.
Es existieren verschiedene Ansa¨tze zur Regularisierung [5, 42, 102, 103]. Saunders und
Tomlin fu¨hren in [102, 103] die Matrizen Rp = γ
2In und Rd = δ
2Im mit festen Werten γ
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und δ ein, bevor die Faktorisierung durchgefu¨hrt wird. Alternativ ko¨nnen die Regularisie-
rungsmatrizen auch dynamisch wa¨hrend der Faktorisierung angepasst werden, wie in [5]
gezeigt. In der Implementierung von ipdca durch Akoa [1, 2] wird keine primale Regu-
larisierung verwendet. Fu¨r die duale Regularisierung verwendet Akoa die folgende vom
Lagrange-Multiplikator λE abha¨ngige Formulierung.
for (i ∈ [j,mE ]) : REd [j] = max
{
10−6;
λE[j]
1 + normr
}
(5.37)
wobei: normr = max
{
‖A · x‖∞ ; |cI,i(x)| falls cI,i(x) < 0
}
Das regularisierte System ist dann gegeben durch:

− (QI +E1) AT CTI (x)
A REd 0
CI(x) 0 E2

 ·


∆x
∆λE
∆λI

 =


d1
d2
d3

 (5.38)
Da alle Ungleichungsrestriktionen cI,k(x) konkav sind, sind die zugeho¨rigen Hesse-
Matrizen ∇2x cI,k(x) per Definition negativ semidefinit. Das gilt auch bei Multiplikation
mit λI,k, da diese Lagrange-Multiplikatoren nicht-negativ sein mu¨ssen. Die Matrix QI
wird nach (5.29) aus den negativen Hesse-Matrizen −∇2x cI,k(x) zusammen gesetzt und
muss daher positiv semidefinit sein.
Die Multiplikatoren r und s sowie die Schlupfvariablen y und z sind a priori positiv. Des-
halb sind alle Eintra¨ge der DiagonalmatrixE1 nach (5.25) positiv. Daher ist die Matrix
∗E
auch ohne Einfu¨hrung einer Sto¨rgro¨ße positiv definit, und die primale Regularisierung ist
nicht erforderlich. Diese stabilisierende Wirkung ist der Grund fu¨r die Einfu¨hrung der
Schlupfvariablen. Allerdings muss bei gro¨ßer werdenden y und z und gegen null streben-
den r und s im Iterationsverlauf gewa¨hrleistet sein, dass diese Eigenschaft nicht durch
Rundungsfehler beeintra¨chtigt wird.
Da auch die Lagrange-Multiplikatoren λI und die Schlupfvariablen w positiv sind, ist
die Diagonalmatrix E2 nach (5.26) ebenfalls nur mit positiven Werten besetzt. Die duale
Regularisierung mit REd in (5.38) ist deshalb ausreichend, um sicher zu stellen, dass die
gesto¨rte Matrix positiv definit ist.
5.3.2 Varianten zur Reduktion des Gleichungssystems
Das kondensierte Gleichungssystem (5.27) kann durch Elimination der dritten Zeile und
Spalte der Koeffizientenmatrix weiter reduziert werden. Dafu¨r wird ∆λI substituiert:
∆λI = E
−1
2 · (d3 −CI ·∆x) (5.39)
Nach Substitution von (5.39) in die erste Zeile ergibt sich das folgende System.
 −H AT
A 0

 ·

 ∆x
∆λE

 =

 d¯1
d2

 (5.40)
wobei: H = QI +E1 +C
T
I ·E−12 ·CI
d¯1 = d1 −CTI ·E−12 · d3
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Abbildung 5.2: Belegungsstruktur der Matrix H
Die Matrix H ist durch den zusa¨tzlichen Anteil CTI ·E−12 ·CI etwas voller belegt als
die Diagonalmatrix ∗E des urspru¨nglichen Systems. Im Bereich i ∈ [1, 5NG] umgeben die
Eintra¨ge die Hauptdiagonale blockweise in 5×5 Blo¨cken, Abb. 5.2. Da der zusa¨tzliche Term
eine quadratische Form hat und die Diagonalmatrix E−12 ausschließlich positive Werte
beinhaltet, ist die Matrix H positiv definit, wenn ∗E positiv definit ist.
Wie in Abb. 5.2 gezeigt, befindet sich in der rechten unteren Ecke der Matrix H ein
diagonaler Teil Hvα.
H =

 Hu 0
0 Hvα

 , Hvα ∈ R(NG+1)×(NG+1) : diag (5.41)
Entsprechend werden der Lo¨sungsvektor ∆x und der Vektor d¯1 der rechten Seite genauso
wie die Matrix A in analoger Weise aufgespalten.
∆x =

 ∆u
∆vα

 , d¯1 =

 d¯ u1
d¯
vα
1

 , A = [Au∣∣∣Avα] , AT =

 ATu
ATvα

 (5.42)
Mithilfe der Gleichungen (5.41) und (5.42) kann die Variable ∆vα eliminiert werden.
∆vα = −H−1vα ·
(
d¯
vα
1 −ATvα ·∆λE
)
(5.43)
Schließlich erha¨lt man das folgende Gleichungssystem, das in jedem Iterationsschritt gelo¨st
werden muss. 
 −Hu ATu
Au K

 ·

 ∆u
∆λE

 =

 d¯ u1
d¯2

 (5.44)
wobei: Kvα = Avα ·H−1vα ·ATvα
d¯2 = d2 +Avα ·H−1vα · d¯ vα1
Es ist bemerkenswert, dass die beschriebenen Umformungen die Dimension des Problems
gegenu¨ber der urspru¨nglichen Formulierung deutlich reduzieren. Daru¨ber hinaus ist die
eingefu¨hrte Matrix Kvα symmetrisch und positiv definit, da es sich um eine quadratische
Form mit positiv definiter Diagonalmatrix H−1vα handelt. Außerdem ist bereits gezeigt
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worden, dass die MatrixHu positiv definit ist. Bei dem modifizierten System (5.44) entfa¨llt
deshalb sowohl die primale als auch die duale Regularisierung.
Diesen positiven Aspekten steht der Nachteil gegenu¨ber, dass es abha¨ngig von der Struktur
der Matrix Avα passieren kann, dass die Matrix Kvα relativ dicht besetzt ist. Obwohl die
Koeffizientenmatrix von (5.44) auch in diesem Fall insgesamt immer noch du¨nn besetzt ist,
kann die Dichte von Kvα zu einer verminderten Effizienz des Lo¨sungsalgorithmus fu¨hren.
Ob die beschriebenen Umformungen tatsa¨chlich zu einer ho¨heren Leistungsfa¨higkeit des
Lo¨sers fu¨hren, ist deshalb abha¨ngig von der Struktur des jeweils betrachteten Problems.
5.4 Modifizierte Formulierung des Optimierungsproblems
Die folgende modifizierte Formulierung des Optimierungsproblems fu¨r Einspieluntersu-
chungen ist bereits in [107, 109] angegeben worden. Die dort vorgeschlagene Modifikation
dient zur Reduktion der Dimension des in Kapitel 3.2.3 formulierten Problems (PNLIPDCA).
(PNLIPDCA) maxα
A˜ · u1 + B˜ · v − α b = 0 (5.45a)
uj+1r = u
j
r − αγjr , ∀r ∈ [1, NG] , ∀j ∈ [1, NC − 1] (5.45b)∥∥ujr∥∥22 − 2 σ2Y,r ≤ 0 , ∀r ∈ [1, NG] , ∀j ∈ [1, NC] (5.45c)
wobei: γjr = L
T · T¯−1 · (σE,jr − σE,j+1r ) (5.45d)
In Gleichung (5.45b) wird der Zusammenhang zwischen den Variablen uj+1r der Lastecke
j + 1 und den Variablen ujr der vorhergehenden Lastecke j hergestellt. Stattdessen werden
nun alle uj+1r in Abha¨ngigkeit der Variablen u
1
r der ersten Lastecke bestimmt, wobei die
Wahl der ersten Lastecke beliebig ist.
uj+1r = u
1
r − αLT · T¯−1 ·
(
σE,1r − σE,j+1r
)
, ∀r ∈ [1, NG] , ∀j ∈ [1, NC − 1] (5.46)
Mithilfe von (5.46) werden die Bedingungen (5.45b) aus dem System eliminiert, indem
sie in die Fließbedingung (5.45c) substituiert werden. Daraus resultiert das reduzierte Sy-
stem (PIPSA).
(PIPSA) min f(x) = −α
A˜ · u1 +B · v − α b = 0 (5.47a)∥∥u1r − αajr∥∥22 − 2 σ2Y,r ≤ 0 , ∀r ∈ [1, NG] , ∀j ∈ [1, NC] (5.47b)
wobei: ajr = L
T · T¯−1 · (σE,1r − σE,jr )
Das reduzierte Optimierungsproblem (PIPSA) kann genau wie das urspru¨ngliche Pro-
blem (PNLIPDCA) in Abschnitt 5.1 behandelt werden. Der U¨bersichtlichkeit halber wird dabei
ur = u
1
r bezeichnet und auf die Indizierung verzichtet. Der Lo¨sungsvektor x
′ kann dann
folgendermaßen geschrieben werden.
x ′ = [u1, . . . , ur, . . . , uNG, v, α]
T ∈ R6NG+1 (5.48)
Es werden die folgenden Abku¨rzungen eingefu¨hrt.
A ′ =
[
A˜
∣∣∣ B ∣∣∣ − b] (5.49)
c ′I (x
′) = 2 σ2Y,r −
∥∥u1r − αajr∥∥22 (5.50)
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Damit kann das System auf die folgende zu (5.7) a¨quivalente Form gebracht werden.
(P ′IP ) min f (x ′) = −α
A ′ · x ′ = 0 (5.51a)
c ′I (x
′) ≥ 0 (5.51b)
x ′ ∈ Rn (5.51c)
Die Anzahl der Variablen wird auf n = 6NG + 1 reduziert, wie sie auch das urspru¨ng-
liche Problem (PMelan) besitzt. Außerdem wird die Anzahl der Gleichungsrestriktionen
aufmE = m
∗
E gesenkt. Durch die beschriebene Umformung wird die Fließbedingung (5.51b)
geringfu¨gig komplexer, aber die Konvexita¨tseigenschaften werden nicht beeinflusst.
A¨quivalent zu (5.27) wird das resultierende Gleichungssystem wie folgt geschrieben.

− (Q ′I +E1) (A ′)T (C ′I)T
A ′ 0 0
C ′I 0 E2

 ·


∆x
∆λE
∆λI

 =


d1
d2
d3

 (5.52)
Die Belegungsstruktur der Matrix Q ′I wird dadurch vera¨ndert, da die Ableitung der Un-
gleichungsrestriktionen nach α Eintra¨ge in der letzten Zeile und der letzten Spalte liefert.
Q ′I =
xx
x
. . .
x
xx
x
x
x
x
...
x
x
x
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Abbildung 5.3: Belegungsstruktur der modifizierten Matrix Q ′I
Wie in Kapitel 5.3.2 gezeigt, kann auch fu¨r dieses System die dritte Zeile und Spalte
eliminiert werden, indem ∆λI substituiert wird.
∆λI = E
−1
2 · (d3 −C ′I ·∆x) (5.53)
Nach der Substitution von (5.53) ergibt sich das folgende System.
 −H ′ (A ′)T
A ′ 0

 ·

 ∆x
∆λE

 =

 d¯ ′1
d2

 (5.54)
wobei: H ′ = Q ′I +E1 + (C
′
I)
T ·E−12 ·C ′I
d¯
′
1 = d1 − (C ′I)T ·E−12 · d3
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5.4 Modifizierte Formulierung des Optimierungsproblems
Mit der gleichen Begru¨ndung wie vorher fu¨r die Matrix H kann gezeigt werden, dass
auch die Matrix H ′ positiv definit ist. Die in Abb. 5.4 dargestellte Belegungsstruktur ist
aufgrund der Eintra¨ge in der letzten Zeile und der letzten Spalte etwas komplexer, die
Matrix ist aber noch immer sehr du¨nn besetzt.
H ′ =
x
x
xx
x
x
x
x
x
...
x
x
x
xxx . . . xxx
5 NG
NG
1
5NG NG 1
. . .
5
5
5
5
5
5 5
5
Abbildung 5.4: Belegungsstruktur der modifizierten Matrix H ′
Beru¨cksichtigt man diese Vera¨nderung der Matrix H ′, kann die Vorgehensweise aus Ab-
schnitt 5.3.2 hier ganz analog angewendet werden. Die Matrix H ′ wird wie folgt aufge-
spalten.
H ′ =


Hu 0 h
0 Hv 0
hT 0 Hα

 , Hv ∈ RNG×NG : diag (5.55)
Entsprechend werden der Lo¨sungsvektor ∆x und der Vektor d¯
′
1 der rechten Seite genauso
wie die Matrix A in analoger Weise aufgespalten.
∆x =


∆u
∆v
∆α

 , d¯ ′1 =


d¯
u
1
d¯
v
1
d¯
α
1

 , A =
[
Au
∣∣∣Av∣∣∣aα] , AT =


ATu
ATv
aTα

 (5.56)
Mithilfe der Gleichungen (5.55) und (5.56) kann die Variable ∆v eliminiert werden.
∆v = −H−1v ·
(
d¯
v
1 −ATv ·∆λE
)
(5.57)
Schließlich erha¨lt man das folgende Gleichungssystem, das in jedem Iterationsschritt gelo¨st
werden muss. 

−Hu −h ATu
−hT −Hα aTα
Au aα Kv

 ·


∆u
∆α
∆λE

 =


d¯
u
1
d¯
α
1
d¯2

 (5.58)
wobei: Kv = Av ·H−1v ·ATv
d¯2 = d2 +Av ·H−1v · d¯ v1
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5 Anwendung der Innere Punkte Verfahren fu¨r Einspieluntersuchungen
Wie auch schon in Abschnitt 5.3.2 angesprochen wurde, fu¨hren die beschriebenen Umfor-
mungen zwar zu einer drastischen Reduktion der Dimension des Problems. Allerdings kann
es je nach Problemstellung zu einer relativ dicht besetzten MatrixKv fu¨hren. Daru¨ber hin-
aus kann sich das Gleichungssystem wa¨hrend der Iteration als sehr schlecht konditioniert
herausstellen. Wie bereits in [109] gezeigt wurde, ist es in diesem Fall dennoch mo¨glich,
die Konditionierung manuell zu verbessern und damit relativ gute Ergebnisse zu erhalten.
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Die im vorigen Kapitel 5 beschriebene Lo¨sungsstrategie wurde in dem Algorithmus ipsa in
Standard C implementiert. Hierbei handelt es sich um ein eigensta¨ndiges, vollsta¨ndig neu
codiertes Programm, das nur in der Grundstruktur an den Code ipdca angelehnt ist.
In diesem Kapitel werden die wesentlichen numerischen Gesichtspunkte ero¨rtert, die ei-
nerseits notwendig sind, um die Konvergenz des Algorithmus zu gewa¨hrleisten, und die
andererseits zu einem mo¨glichst effizienten Programmablauf beitragen sollen. Einige der
hier pra¨sentierten Aspekte wurden bereits in [107–109] vorgestellt.
Der Modus operandi des Algorithmus wird in Abb. 6.1 veranschaulicht, [108].
Abbildung 6.1: Skizze des Modus operandi des Algorithmus
Es existieren zwei Iterationsschleifen:
• Die a¨ußere Iteration stellt die Hauptschleife dar, bei der der Barriereparameter µ
in jedem Iterationsschritt der Update-Regel folgend reduziert wird. Dadurch wird µ
im Verlauf des a¨ußeren Iterationsprozesses zu einer Nullfolge.
• Die innere Iteration ist die Nebenschleife, mit deren Hilfe sicher gestellt wird,
dass die Na¨herungslo¨sung des linearisierten Gleichungssystems die kkt-Bedingungen
hinreichend genau erfu¨llt.
In der Literatur wird teilweise die innere Schleife als nicht notwendig bezeichnet, und sie
wurde entsprechend in der urspru¨nglichen Version von ipdca nicht implementiert. Setzt
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man voraus, dass die Ungenauigkeit der Lo¨sung des linearisierten Systems durch den fort-
laufenden Iterationsprozess aufgefangen werden kann, erscheint diese Annahme auch sinn-
voll. Nichtsdestotrotz gibt es keine Garantie fu¨r die Gu¨ltigkeit dieser Voraussetzung Die
innere Iteration kann gegebenenfalls einfach dadurch ausgeschaltet werden, dass die maxi-
male Iterationszahl auf den Wert 1 gesetzt wird. Eine Alternative zu der hier verwendeten
inneren Iteration stellt das ebenfalls weit verbreitete Predictor-Corrector-Verfahren von
Mehrotra [73] dar. Fu¨r Details und eine kritische Betrachtung dieses Verfahrens wird
auf [20, 21] verwiesen.
Unabha¨ngig davon kann es passieren, dass der volle Newtonschritt ∆Π berechnet nach
(5.17) zu groß ist und geda¨mpft werden muss. Das wird durch eine Linesearch-Prozedur
erreicht, die im Prinzip eine dritte Iterationsschleife darstellt.
6.1 Eingaberoutine des neuen Lo¨sers
In diesem Abschnitt wird die Routine beschrieben, die die Eingabedaten fu¨r den neuen
Lo¨ser ipsa liefert. Um die Effizienz dieser Eingaberoutine zu demonstrieren, wird sie mit
der von ipdca verglichen, die in Abb. 6.2 gezeigt wird.
Abbildung 6.2: Eingaberoutine fu¨r ipdca
Mit der kommerziellen fem-Software ansys werden die elastischen Spannungen bestimmt
und in Dateien stress-ansys.txt gespeichert, die mit dem Code contraintes ANSYS.f um-
formatiert werden mu¨ssen. Außerdem wird die Eingabedatei inputfile.inp generiert, die
notwendig ist, um mit der benutzerdefinierten Subroutine uel die C-Matrix auf Elemen-
tebene in der Datei cmatrix.txt zu bestimmen. Daru¨ber hinaus mu¨ssen die Dateien ana-
lys.txt, geom.txt und scalf.txt manuell angelegt werden. Die so generierten Daten werden
mit dem Code generer.f umformatiert, wobei besonders der U¨bergang der C-Matrix auf
die Systemebene rechenaufwendig ist. Zuletzt muss das Programm transfpb.c ausgefu¨hrt
werden, um das endgu¨ltige Input fu¨r ipdca zu erhalten.
Wie man aus Abb. 6.3 ersehen kann, ist die Eingaberoutine fu¨r ipsa vergleichsweise einfach.
Alle Schritte des Umformatierens sind hier Bestandteil des Hauptprogramms und mu¨ssen
nicht vom Benutzer durchgefu¨hrt werden. Dadurch wird die Rechenzeit minimiert, da keine
umformatierten Daten mehr ausgeschrieben und eingelesen werden mu¨ssen. Daru¨ber hinaus
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Abbildung 6.3: Eingaberoutine fu¨r ipsa
tra¨gt das neue Schema zum Aufbauen der Systemmatrizen zur Reduktion der CPU-Zeit
bei, das mit der neuen Beschreibung des Lastraums einhergeht, siehe Kapitel 3.2.1 und 9.
6.2 Pra¨konditionierung
Zur Stabilisierung der Prozedur und fu¨r eine weitere Minimierung der Rechenzeit ist es
sinnvoll, die Koeffizientenmatrix des kkt-Systems zu untersuchen. Viele Autoren haben
sich mit dem Thema der Pra¨konditionierung befasst und es existiert eine Vielzahl an
zugeho¨rigen Techniken, z.B. [15, 41].
Eine wichtige Gruppe davon befasst sich mit der Matrix A der Gleichungsbedingungen.
Da jede Zeile dieser Matrix mit dem Freiheitsgrad eines Knotens assoziiert ist, handelt es
sich um eine Nullzeile, wenn der zugeho¨rige Knoten durch Randbedingungen festgehalten
wird. Diese Nullzeilen werden vor der Rechnung aus der Matrix entfernt.
Im Allgemeinen ist es noch wichtiger, leere Spalten der Matrix zu beseitigen. Da jedoch
die Spalten dieser Matrix in direktem Zusammenhang mit den zugeho¨rigen Spannungs-
komponenten der Gauss-Punkte stehen, kann es vom mechanischen Standpunkt aus keine
Nullspalten geben. Dennoch wird die Matrix daraufhin u¨berpru¨ft, um die Richtigkeit der
Eingabedaten zu gewa¨hrleisten.
6.3 Update-Regel des Barriereparameters
Man kann in der Literatur verschiedene Ansa¨tze fu¨r Update-Regeln des Barriereparameters
finden. Die einfachste davon hat die folgende Form:
µk+1 = θµ µk (6.1)
Trotz der Einfachheit dieser Regel ist sie ha¨ufig und erfolgreich angewendet worden, z.B.
in [19, 24, 132]. Eine Erweiterung von (6.1) wurde von Wa¨chter in ipopt [128–130]
vorgeschlagen und von Akoa in ipdca [1, 2] u¨bernommen.
µk+1 = max
{µk
5
;µ1.5k
}
(6.2)
Eine weitere Gruppe von Update-Regeln bilden die fortschrittsabha¨ngigen Regeln, wie
sie beispielsweise in [3, 4, 36, 105] Verwendung finden. Diese Update-Regeln werden in
Abha¨ngigkeit von den skalierten Abweichungen der kkt beschrieben. Basierend auf diesen
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Formulierungen wird hier die folgende Regel angewendet.
IF (µ¯i < 0.1µk) : if (µk < 10
−4) : µk+1 = min
{
0.85µk; 10 · (0.85)k+2σ µ¯o
}
else: µk+1 = min
{
0.85µk; 10 · (0.85)k+σ µ¯o
}
ELSE: µk+1 = min
{
0.95µk; 10 · (0.95)k µ¯o
}
(6.3)
wobei: µ¯i =
1
θ
max {skalierte Abweichungen (µ)} und µ¯o = µ¯i
∣∣∣
µ=0
Bei den Konvergenzkriterien (6.19a)–(6.19f) stellen die Terme auf der linken Seite genau die
skalierten Abweichungen des aktuellen Iterationsschrittes dar. Daher kann der zugeho¨rige
Maximalwert aus der Berechnung der Abbruchkriterien entnommen werden. Eine zusa¨tz-
liche Berechnung ist nicht notwendig. Wie in [3] vorgeschlagen, wird σ = 5 gewa¨hlt.
6.4 Da¨mpfung des Newton-Schritts
Sobald die Schrittwerte ∆Πk als Lo¨sung des linearisierten Gleichungssystems (5.17) be-
stimmt sind, ko¨nnen die Variablen Πk+1 des nachfolgenden Iterationsschrittes k + 1 wie
folgt bestimmt werden.
Πk+1 =Πk +Υk ·∆Πk (6.4)
Hierbei bezeichnet Υk die Diagonalmatrix von Da¨mpfungsfaktoren αi. Diese mu¨ssen ein-
gefu¨hrt werden, weil der Fall eintreten kann, dass der volle Newton-Schritt, Υk = I, sich
als zu groß erweist. Der Schritt ist zu groß, wenn mindestens eine der Nicht-negativita¨ts-
bedingungen der Schlupfvariablen w, y und z oder der Lagrange-Multiplikatoren s, r
und λI verletzt wird.
Im Allgemeinen ko¨nnen sich die Da¨mpfungsfaktoren aller Variablen von einander unter-
scheiden. Es ist jedoch ga¨ngige Praxis, sowohl in linearen als auch in nichtlinearen Proble-
men zwei verschiedene Werte αP fu¨r die primalen VariablenΠP = [x,y, z,w]
T beziehungs-
weise αD fu¨r die dualen Variablen ΠD = [λE ,λI , s, r]
T zu verwenden. Dafu¨r werden die
folgenden Werte α˜P und α˜D bestimmt, um die Nicht-negativita¨tsbedingungen zu erfu¨llen.
α˜P = max
{
α¯
∣∣∣Π∗P + α¯∆Π∗P ≥ 0 ; Π∗P = [y, z,w]T} (6.5)
α˜D = max
{
α¯
∣∣∣Π∗D + α¯∆Π∗D ≥ 0 ; Π∗D = [λI , s, r]T} (6.6)
Um zu gewa¨hrleisten, dass es sich bei der berechneten Richtung tatsa¨chlich um eine Ab-
stiegsrichtung sowohl in den Abweichungen der kkt als auch in der Zielfunktion handelt,
kann eine weitere Da¨mpfung erforderlich sein. In dieser Arbeit wird dafu¨r eine Linesearch-
Prozedur mit der folgenden ℓ2-Gu¨tefunktion Φ durchgefu¨hrt. Der Term in eckigen Klam-
mern [.] ist optional um gegebenenfalls den Maratos-Effekt [72] zu vermeiden.
Φ(Π) = fµ(x,y, z,w) +
νΦ
2
∥∥∥∥∥∥∥∥∥


A · x
cI(x)−w
x− y + z


∥∥∥∥∥∥∥∥∥
2
2
+ [(A · x) · λE ] (6.7)
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6.5 Update-Regel des Strafparameters
Hierbei bezeichnet νΦ den Strafparameter, der wenn no¨tig in jedem Iterationsschritt aktua-
lisiert wird, bevor die Linesearch-Prozedur gestartet wird. Mittels der Linesearch wird der
zusa¨tzliche Da¨mpfungsfaktor αT bestimmt. Ausgehend von dem Startwert αT = 1 wird
dieser Faktor so lange halbiert wie erforderlich ist, um die Armijo-Bedingung (6.8) zu
erfu¨llen. Wie in [132] vorgeschlagen, wird diese Bestimmung ausschließlich in Abha¨ngig-
keit von den primalen Variablen durchgefu¨hrt. Es wird β = 10−3 gesetzt. Außerdem wird
zur Sicherheit der konstante Faktor α0 = 0.995 eingefu¨hrt.
Φ(Π + α¯∆Π) ≤ Φ(Π) + β α¯ Φ′(Π ; ∆Π) (6.8)
wobei: α¯ = αT α0 α˜P
Sobald damit αT bestimmt ist, ko¨nnen die beiden Da¨mpfungsfaktoren berechnet werden.
αP = αT α0 α˜P , αD = αT α0 α˜D (6.9)
6.5 Update-Regel des Strafparameters
Der Strafparameter νΦ in der Gu¨tefunktion Φ wird wenn no¨tig in jedem Iterationsschritt
aktualisiert, wodurch die notwendige Bedingung einer Abstiegsrichtung, Φ′(Π ; ∆Π) < 0,
erfu¨llt werden soll. Dafu¨r wird hier eine neue Update-Regel angegeben, fu¨r deren Herleitung
zuna¨chst das totale Differential Φ′(Π ; ∆Π) betrachtet wird.
Die Gu¨tefunktion Φ war mit (6.7) folgendermaßen definiert.
Φ(Π) = f(x)− µ
[
n∑
i=1
log(yi) +
n∑
i=1
log(zi)
mI∑
j=1
log(wj)
]
+ [(A · x) · λE]
+
νΦ
2
[
‖(A · x)‖22 + ‖(cI(x)−w)‖22 + ‖(x− y + z)‖22
]
Das totale Differential ergibt sich aus
Φ′ =∇xΦ ·∆x+∇yΦ ·∆y +∇zΦ ·∆z +∇wΦ ·∆w +∇λEΦ ·∆λE , (6.10)
mit den folgenden Gradienten:
∇xΦ = ∇xf + νΦ
[
AT · (A · x) +CT · (c−w) + (x− y + z)]−AT · λE (6.11)
∇yΦ = −µY −1 · e− νΦ (x− y + z) (6.12)
∇zΦ = −µZ−1 · e+ νΦ (x− y + z) (6.13)
∇wΦ = −µW−1 · e− νΦ (c−w) (6.14)
∇λEΦ = −A · x (6.15)
Dadurch kann das Differential Φ′ wie folgt angegeben werden.
Φ′ =∇xf ·∆x− µ
[
Y −1 ·∆y +Z−1 ·∆z +W−1 ·∆w]− [(AT · λE) · x+ (A · x) · λE]
+ νΦ
{
(A · x) · (A ·∆x) + (c−w) · [C ·∆x−∆w] + (x− y + z) · (∆x−∆y +∆z)
}
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Daraus lassen sich die folgenden Definitionen fu¨r Φ′f und Φ
′
ν ableiten.
Φ′ = Φ′f + νΦ Φ
′
ν
Φ′f =∇xf ·∆x− µ
[
Y −1 ·∆y +Z−1 ·∆z +W−1 ·∆w]− [(AT · λE) · x+ (A · x) · λE]
Φ′ν = (A · x) · (A ·∆x) + (c−w) · [C ·∆x−∆w] + (x− y + z) · (∆x−∆y +∆z)
Unter Beru¨cksichtigung des kkt-Systems (5.27) und den entsprechenden analytischen Aus-
dru¨cken (5.19)–(5.23) lassen sich die folgenden Zusammenha¨nge herleiten:
A ·∆x = −A · x
C ·∆x = ∆w − (c−w)
(∆x−∆y +∆z) = − (x− y + z)
Abschließend kann mit diesen Relationen Φ′ν zu folgendem Ausdruck transformiert werden,
Φ′ν = −
[
(A · x)2 + (c−w)2 + (x− y + z)2] (6.16)
Es gilt Φ′ν < 0 fu¨r alle Π , weshalb die Bedingung Φ
′ < 0 fu¨r alle Strafparameter νΦ erfu¨llt
ist, die der folgenden Ungleichung genu¨gen.
νΦ > −
Φ′f
Φ′ν
(6.17)
Damit ergibt sich die neue Update-Regel fu¨r den Strafparameter wie folgt.
IF
(
νΦk < −γν
Φ′f
Φ′ν
∣∣∣∣
k
)
: νΦk = −γν
Φ′f
Φ′ν
∣∣∣∣
k
ELSE : νΦk = νΦk−1 (6.18)
Der Faktor γν = 10 ist zusa¨tzlich eingefu¨hrt worden, um Probleme infolge numerischer
Ungenauigkeiten zu vermeiden.
6.6 Konvergenzkriterien
Im Allgemeinen haben Konvergenzkriterien in Innere Punkte Algorithmen die Form
‖F ‖ ≤ ε, wobei sich die Formulierungen in der verwendeten Norm, der Wahl der Toleran-
zen ε sowie in der Skalierung unterscheiden. Die Abbruchbedingung ist nur sinnvoll, wenn
eine Skalierung benutzt wird. Andererseits bedeutet die Berechnung von Skalierungsfak-
toren in jedem Rechenschritt einen Zuwachs der Rechenzeit. Um eine Balance zwischen
Praktikabilita¨t und Skaleninvarianz zu erreichen, werden [132] folgend Skalierungsfaktoren
verwendet, die allein von den jeweiligen Werten des Startpunktes abha¨ngen, der mit dem
Index (.)0 gekennzeichnet wird.
Die Abbruchbedingung der inneren Iteration muss fu¨r den festgesetzten Barriereparame-
ter µ sicher stellen, dass sich die Lo¨sung des linearisierten Gleichungssystems in naher
Umgebung der exakten Lo¨sung befindet. Sie wird durch die folgenden Gleichungen (6.19a)–
(6.19f) beschrieben. ∥∥∇xf(x)−AT · λE −CTI (x) · λI − s∥∥∞ ≤ εoptµ (6.19a)
max
{
‖µ e− Y · S · e‖∞ ; ‖µ e−Z ·R · e‖∞ ; ‖µ e−W ·ΛI · e‖∞
}
≤ εoptµ (6.19b)
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6.7 Wahl eines geeigneten Startpunkts
Es ist dabei zu beachten, dass diese Bedingungen scheinbar nicht skaliert worden
sind, was daran liegt, dass der zugeho¨rige Skalierungsfaktor ohnehin den Wert 1 hat,
max {1; ‖∇xf(x)‖∞} = 1.
‖A · x‖∞ ≤ max {1; ‖A · x0‖∞} εfeasµ (6.19c)
‖cI(x)−w‖∞ ≤ max {1; ‖cI(x0)−w0‖∞} εfeasµ (6.19d)
‖x− y + z‖∞ ≤ max {1; ‖x0 − y0 + z0‖∞} εfeasµ (6.19e)
‖r + s‖∞ ≤ max {1; ‖r0 + s0‖∞} εfeasµ (6.19f)
Folgende Werte werden fu¨r die Toleranzen der inneren Iteration verwendet:
εoptµ = max
{
θ µ; εopt − µ} (6.20a)
εfeasµ = max
{
θ µ; εfeas
}
(6.20b)
Hier werden die folgenden Werte fu¨r die Toleranzparameter gesetzt:
εopt = εfeas = εobj = 10−6 (6.21)
Außerdem wird θ = 1 gewa¨hlt. Setzt man sowohl in den Konvergenzkriterien als auch bei
den Toleranzen µ = 0, erha¨lt man die konsistente Formulierung der Abbruchbedingungen
fu¨r die a¨ußere Iteration. Zusa¨tzlich wird fu¨r die a¨ußere Schleife der skalierte Zuwachs der
Zielfunktion als Abbruchbedingung verwendet, wie in [36] vorgeschlagen.
|f(xk+1)− f(xk)|
1 + |f(xk)| ≤ ε
obj (6.22)
Zur Stabilisierung der Prozedur v.a. bei Rechnungen ohne Linesearch werden zwei weitere
Abbruchkriterien implementiert. Die Iteration wird abgebrochen, wenn:
• das Vorzeichen von c(x) wechselt. In diesem Fall ist die Lo¨sung so groß geworden,
dass die Fließbedingung nicht mehr erfu¨llt werden kann.
• der Zielwert α u¨ber mehrere auf einander folgende Schritte nicht mehr ansteigt. Da
das Problem konvex ist, wird dieser Wert auch dann als Lo¨sung betrachtet, wenn die
Konvergenzkriterien noch nicht erfu¨llt sind.
Zu Beginn der Iteration schwanken die Variablen teilweise stark, bevor sich ein stabi-
les Verhalten zeigt. Die zuletzt genannten Bedingungen sollten in diesem Anfangsbereich
noch nicht aktiv sein. Daru¨ber hinaus gewa¨hrleisten diese Kriterien Konvergenz nicht.
Sind die Ergebnisse nicht exakt genug, sollte deshalb eine neue Rechnung mit verscha¨rften
Toleranzen oder vera¨nderten Parametern durchgefu¨hrt werden.
6.7 Wahl eines geeigneten Startpunkts
Im Allgemeinen ist die Wahl des Startpunkts ein kritischer Aspekt der Innere Punkte
Methode. Fu¨r viele Probleme ist es schwierig, einen zula¨ssigen Punkt zu finden. Soll der
Startpunkt daru¨ber hinaus gut geeignet sein und sich nahe des zentralen Pfades befinden,
wird das Auswahlverfahren noch anspruchsvoller. Will man nicht durch Ausprobieren den
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Startpunkt speziell auf das gerade betrachtete Problem anpassen (Tuning), muss eine
geeignete allgemeine Methode zur Startpunktwahl entwickelt werden.
Ein mo¨glicher Ansatz hierfu¨r besteht darin, das urspru¨ngliche Optimierungsproblem auf
ein Ersatzproblem mit niedrigerem Rang zu reduzieren, welches mittels der sequentiellen
quadratischen Programmierung sqp gelo¨st wird, [34, 39, 40]. Die Lo¨sung des Ersatzpro-
blems wird als Startwert des Ausgangssystems verwendet. Im ungu¨nstigsten Fall ist aber
das reduzierte Problem nicht viel leichter zu lo¨sen als das urspru¨ngliche. Dann ist diese
Methode nicht geeignet.
Eine Alternative besteht darin, die physikalischen Eigenschaften des Problems oder gege-
benenfalls der Problemklasse zu beru¨cksichtigen (Warm Start). Beispielsweise verwendet
Wa¨chter [128] fu¨r die Simulation eines Luftzerlegungsprozesses den Destillatstrom zum
Startzeitpunkt als Startwert der Berechnung.
Bei dem in dieser Arbeit betrachteten Problem ist das Auffinden eines zula¨ssigen Startvek-
tors x0 trivial, da die Gleichungsrestriktionen ein homogenes System bilden. Die mo¨gliche
Lo¨sung x0 ≈ 0 ist allerdings nicht gut zentriert. Als Warm Start ist die Konstruktion
des Vektors xel aus den elastischen Spannungen besser geeignet. Die restlichen Variablen
werden derart gewa¨hlt, dass die kkt-Bedingung mo¨glichst gut erfu¨llt ist.
x0 = xel(σel) (6.23a)
y0 = 10
3 e (6.23b)
z0 = y0 − x0 (6.23c)
w0 = cI(x0) (6.23d)
λE,0 = 10
−2 e (6.23e)
λI0,i =
µ
w0,i
(6.23f)
r0,i =
µ
z0,i
(6.23g)
s0,i =
µ
y0,i
(6.23h)
Die Wahl von y0 ist willku¨rlich, es sollte allerdings kein zu kleiner Wert verwendet werden.
Mit Ausnahme von (5.13a) werden mit dieser Wahl alle kkt (5.13) erfu¨llt. Um außerdem
(5.13a) erfu¨llen zu ko¨nnen, mu¨sste der Startwert λE,0 als Lo¨sung des folgenden Systems
bestimmt werden, was sich als sehr aufwendig erweist.
(
A ·AT ) · λE,0 = A · [∇xf(x0)−CTI (x0) · λI,0 − s0] (6.24)
Es ist bemerkenswert, dass die Bedingung (5.14) mit positiven r0 und s0 nicht erfu¨llt wer-
den kann. Diese Bedingung ist dennoch notwendig, um diese Variablen im Iterationsverlauf
zu Nullfolgen zu zwingen.
In seiner Bachelorarbeit1 vergleicht Daniel Ho¨wer diesen Startwert mit dem folgenden
1D. Ho¨wer: Startpunkt-Untersuchungen bei Anwendung der Innere Punkte Methode zur Bestimmung von
Einspiellasten, Institut fu¨r Allgemeine Mechanik, RWTH Aachen
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in ipdca verwendeten Startpunkt.
x0 = 10
−3 e (6.25a)
y0 = 2 σY e (6.25b)
z0 = 27 σY e (6.25c)
w0 = 2000 σ
2
Y e (6.25d)
λE,0 = 20 e (6.25e)
λI0,i =
10−4
w0,i
(6.25f)
r0,i =
10−1
z0,i
(6.25g)
s0,i =
10−2
y0,i
(6.25h)
Am Beispiel der Lochscheibe unter biaxialer mechanischer Belastung (Abschnitt 7.1) zeigt
Ho¨wer, dass die Rechenzeit durch die verbesserte Startwertwahl deutlich reduziert werden
kann, Tab. 6.1. Man beachte, dass er dafu¨r einen Dell Precision T7500 mit Xeon E5620 -
Prozessor mit 2400 MHz und 12 GB RAM benutzt, der schneller ist als der in Kapitel 7.1
verwendete PC.
Tabelle 6.1: Vergleich der Ergebnisse mit verschiedenen Startwerten
Startwerte Akoa (6.25) Startwerte Ho¨wer (6.23)
ϕ iter CPU-Zeit [s] α iter CPU-Zeit [s] α
0◦ 437 59.6 1.7626 249 40.0 1.7626
10◦ 397 55.4 1.6805 195 34.9 1.6805
20◦ 349 50.3 1.6538 160 30.2 1.6537
30◦ 324 47.5 1.6781 159 30.2 1.6781
40◦ 339 49.2 1.7573 133 27.4 1.7572
50◦ 328 48.1 1.7573 127 26.7 1.7572
60◦ 307 45.6 1.6780 141 28.3 1.6780
70◦ 334 48.5 1.6537 144 28.5 1.6537
80◦ 355 50.9 1.6805 165 30.9 1.6805
90◦ 398 47.9 1.7624 237 31.4 1.7626
Die verbesserte Startpunktwahl fu¨hrt bei diesem Beispiel zu einer Reduktion der Rechenzeit
fu¨r alle betrachteten Winkel ϕ. Bei der gro¨ßten Reduktion bei ϕ = 50◦ wird die CPU-Zeit
fast halbiert.
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Methode an praktischen Beispielen
Der beschriebene Algorithmus ipsa wird anhand von drei Beispielrechnungen validiert.
Zwecks Vergleichbarkeit mit ipdca werden einige der in Kapitel 6 beschriebenen Modi-
fikationen fu¨r diese Berechnungen ausgeschaltet. Außerdem werden die Toleranzen der
Abbruchkriterien an die jeweiligen default-Werte angepasst, und fu¨r alle Rechnungen wird
der gleiche Startwert verwendet.
Als erstes wird das typische Validierungsbeispiel einer quadratischen Lochscheibe unter
biaxialer mechanischer Belastung untersucht. Fu¨r dieses Beispiel existieren viele Refe-
renzlo¨sungen in der Literatur sowie eine teilanalytische Lo¨sung, weshalb es sich zur Vali-
dierung der numerischen Ergebnisse eignet. Daru¨ber hinaus wird die Effizienz von ipsa
verdeutlicht, indem die Rechenzeiten sowohl mit ipdca aus [1, 2] als auch mit dem Pro-
gramm Lancelot [27] verglichen werden.
Das zweite Beispiel einer thermisch belasteten Rohrplatte eines Wa¨rmetauschers ist aus
dem Apparate- und Anlagenbau entnommen. Dieses Beispiel wird mit ipsa , ipdca und
mit dem Open-Source Programm ipopt [129, 130] berechnet. Es werden sowohl die nume-
rischen Resultate als auch die Rechenzeiten gegenu¨bergestellt.
Auch das dritte Beispiel behandelt eine Komponente des Apparate- und Anlagenbaus. Der
untersuchte schra¨ge Rohrleitungsanschluss geho¨rt zwar nicht zu den Standardausfu¨hrun-
gen, findet jedoch aufgrund von konstruktiven und stro¨mungstechnischen Gesichtspunkten
seine Anwendung. Fu¨r dieses realistische Beispiel wird eine Kombination von thermischer
und mechanischer Belastung angesetzt.
In allen Rechnungen werden die Materialparameter als temperaturunabha¨ngig angenom-
men. Außerdem werden ausschließlich stationa¨re Prozesse betrachtet, wobei angenommen
wird, dass sich Temperatura¨nderungen hinreichend langsam einstellen. Daru¨ber hinaus
wird Kriechen infolge hoher Temperaturen nicht beru¨cksichtigt.
7.1 Quadratische Lochscheibe unter biaxialer
mechanischer Belastung
Es wird eine quadratische Scheibe mit einem runden, zentrierten Loch unter biaxialer
mechanischer Belastung betrachtet, Abb. 7.1.
Die Lochscheibe besteht aus 2024–T6 Aluminium und wird als homogen isotrop ange-
nommen. Die charakteristischen Dimensionen werden in Tab. 7.1 angegeben, wa¨hrend die
mechanischen Eigenschaften des Materials Tab. 7.2 entnommen werden ko¨nnen.
Unter Beru¨cksichtigung der Symmetrie des Systems wird nur ein Viertel der Scheibe be-
trachtet. Das System ist mit isoparametrischen Volumenelementen solid45 (kubisch mit
8 Knoten) in ansys diskretisiert. Das verwendete Netz besteht aus 882 Knoten und 400
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P1
P2
D
L t
A
Abbildung 7.1: System und biaxiale Belastung
Tabelle 7.1: Dimensionen der Lochscheibe
La¨nge L in [mm] 100
Tiefe t in [mm] 2
Durchmesser D in [mm] 20
Tabelle 7.2: Mechanische Eigenschaften
Elastizita¨tsmodul [MPa] 7.24 × 104
Fließspannung [MPa] 345
Querkontraktionskoeffizient 0.33
Dichte [kg/m3] 2.78 × 103
Elementen, Abb. 7.2.
Die Scheibe wird durch zwei Fla¨chenlasten P1 und P2 belastet, die in beiden Richtungen
senkrecht zu den Kanten der Scheibe aufgebracht werden. Fu¨r die Berechnung der ela-
stischen Spannungen wurde der willku¨rliche Wert P0 = 100 MPa verwendet. Die Lasten
variieren unabha¨ngig voneinander in den folgenden Grenzen:
0 ≤ P1 ≤ µ+1 P0 (7.1a)
0 ≤ P2 ≤ µ+2 P0 (7.1b)
Der zugeho¨rige zweidimensionale Lastraum wird in Abb. 7.3 dargestellt. Der gro¨ßere der
beiden Werte µ+1 und µ
+
2 wird als eins gewa¨hlt, der andere wird entsprechend mit dem
Verha¨ltnis µ+1 /µ
+
2 beziehungsweise µ
+
2 /µ
+
1 skaliert. In der Formulierung von ipdca wurde
das Verha¨ltnis der Lasten u¨ber den Winkel ϕ beschrieben, sodass die Faktoren durch
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Abbildung 7.2: FEM-Modell der Lochscheibe
µ+1 = cosϕ und µ
+
2 = sinϕ gegeben sind. Daher mu¨ssen zwecks Vergleichbarkeit die
Ergebnisse von ipdca mit cosϕ beziehungsweise mit sinϕ skaliert werden.
ϕ P1/P0
P2/P0 (
µ+1 , µ
+
2
)(
0, µ+2
)
(
µ+1 , 0
)
(0, 0)
Abbildung 7.3: Zweidimensionaler Lastraum
Seit der Pionierarbeit von Belytschko [12] sind verschiedene Resultate vero¨ffentlicht
worden, u.a. [22, 23, 25, 29, 37, 59, 65, 87, 117, 138, 145]. Vergleichende Studien dieser
Arbeiten werden in [43, 59, 65, 146] pra¨sentiert. Die mit ipsa ermittelten Ergebnisse werden
in Tab. 7.3 fu¨r die drei Lastfa¨lle P2 = 0, P2 = 1/2P1 und P2 = P1 mit den genannten
Ergebnissen verglichen. Die angegebenen Werte sind mit dem Verha¨ltnis P0/σY skaliert
und sind deshalb problemunabha¨ngig.
Die Referenzlo¨sung basiert auf der aus [144] entnommenen teilanalytischen Lo¨sung. Darin
wird der folgende Ausdruck fu¨r den Einspielfaktor hergeleitet:
αSD =
2
a− γ b (7.2)
wobei γ =


µ+2 , fu¨r P1 ≥ P2
(
µ+1 = 1
)
µ+1 , fu¨r P1 ≤ P2
(
µ+2 = 1
)
Die Zahlenwerte a und b bezeichnen die elastische Spannungskomponente σE11 in dem am
meisten beanspruchten Punkt A (Abb. 7.1) in den beiden Lastfa¨llen P1 6= 0 ∧ P2 = 0
beziehungsweise P1 = 0 ∧ P2 6= 0. Belytschko [12] verwendete die Werte a = 3.14 und
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Tabelle 7.3: Vergleich verschiedener numerischer Resultate
P2 = P1 P2 = P1/2 P2 = 0
Zouain et al. (2002) [146] 0.429 0.500 0.594
Krabbenhøft et al. (2007) [59] 0.430 0.499 0.595
Schwabe (2000) [104] 0.430 0.505 0.595
Belytschko (1972) [12] 0.431 0.501 0.571
Tran et al. (2010) [117] 0.434 — 0.601
Garcea et al. (2005) [37] 0.438 0.508 0.604
Groß-Weege (1997) [43] 0.446 0.524 0.614
Akoa et al. (2007) [2] 0.466†,⋆ — 0.637†,⋆
Liu et al. (2005) [65] 0.477 0.549 0.647
Chen, S. et al. (2008) [25] 0.480 0.553 0.649
Chen, H.F. & Ponter (2001) [23] 0.492† — 0.667†
Zhang & Raad (2002) [145] 0.494 — 0.574
Carvelli et al. (1999) [22] 0.518 — 0.696
Referenzlo¨sung [144] 0.431 0.514∗ 0.596
Eigene Lo¨sung 0.458 0.531 0.627
Relativer Fehler 6.26% 3.31% 5.20%
† skaliert mit σY /P0;
⋆ skaliert mit cosϕ
∗ ermittelt durch lineare Interpolation
b = −1.11, die in [54] durch sukzessive Approximation bestimmt wurden. Diese wurden al-
lerdings von Zhang [144] basierend auf einer fem-Analyse durch a = 3.354 und b = −1.288
korrigiert. Da in beiden Fa¨llen die angegebenen Werte numerisch bestimmt worden sind,
handelt es sich streng genommen nicht um eine analytische Lo¨sung. Trotzdem wird die
Lo¨sung von Zhang als Referenz genutzt.
Der resultierende Einspielbereich ist in Abb. 7.4 dargestellt. Zum Vergleich werden sowohl
die teilanalytische Lo¨sung als auch die in [82] von Mouhtamid berechnete Lo¨sung ange-
geben. Um einen sinnvollen Vergleich durchfu¨hren zu ko¨nnen, mu¨ssen die letzteren Werte
noch mit sinϕ beziehungsweise mit cosϕ multipliziert werden, je nachdem ob ϕ > 45◦
oder ϕ < 45◦. Es mu¨ssen dort u¨brigens die Werte aus der Tabelle 5.3 benutzt werden, die
in der Tabelle 5.5 angegebenen Werte sind falsch.
Die angegebenen Resultate in Tab. 7.3 und in Abb. 7.4 zeigen eine gute U¨bereinstimmung
sowohl mit den Referenzwerten der Literatur als auch mit der teilanalytischen Lo¨sung. Mit
einem maximalen Fehler von ungefa¨hr 6% ist die Validierung des Algorithmus zufrieden-
stellend.
Abschließend werden in Tab. 7.4 die Rechenzeiten von ipsa, ipdca und Lancelot mit-
einander verglichen. Alle Rechnungen wurden auf einem PC mit 4096 MB RAM und einem
AMD Opteron-Prozessor mit 2200 MHz durchgefu¨hrt, den auchMouhtamid benutzt hat.
Die Rechenzeiten von Lancelot sind aus [82] entnommen. Die dort angegebenen Werte
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Abbildung 7.4: Resultierender Einspielbereich der Lochscheibe bei biaxialer Belastung
fu¨r ipdca mu¨ssen allerdings noch erho¨ht werden, da die beno¨tigte CPU-Zeit von ungefa¨hr
288 s (231 s fu¨r das Bilden der Systemmatrix C aus den Elementmatrizen mit generer.f
und ∅57 s fu¨r die Transformation mit transfpb.c) fu¨r die in Abschnitt 6.1 beschriebene
Transformation nicht beru¨cksichtigt wurde.
Tabelle 7.4: Vergleich der Rechenzeiten in [s]
ϕ Lancelot ipdca ipsa
0◦ 129 600 1533 179
10◦ 90 600 1403 176
20◦ 90 400 1388 173
30◦ 90 200 1408 173
40◦ 90 100 1403 179
45◦ 90 000 1398 176
50◦ 90 200 1402 173
60◦ 90 200 1408 165
70◦ 90 300 1398 160
80◦ 90 100 1403 163
90◦ 90 000 1403 165
Die angegebenen Rechenzeiten zeigen die Effizienz des neuen Algorithmus. Die fu¨r ipdca
notwendige Transformation des Problems dauert schon la¨nger als die komplette Berech-
nung mit ipsa. Auch unter Beru¨cksichtigung dieser Zeit fu¨r die Transformation ist mit
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ipdca weniger als 2% der CPU-Zeit erforderlich, die Lancelot zur Lo¨sung beno¨tigt. Mit
ipsa kann diese Rechenzeit von ipdca noch einmal auf etwa ein Achtel reduziert werden.
7.2 Rohrplatte eines Wa¨rmetauschers
Als zweites Beispiel wird das vereinfachte Modell einer Rohrplatte eines Wa¨rmetauschers
untersucht. Die betrachtete Rohrplatte ist rechteckig mit sechs zylindrischen Lo¨chern in
symmetrischer Anordnung, Abb. 7.5. Als Randbedingungen werden alle translatorischen
Freiheitsgrade an der linken und an der unteren Kante gesperrt.
d d
b
t
h
T0
T0
TL
TL
TL TR
TR
TR
Abbildung 7.5: System und Belastung der Rohrplatte
Die Rohrplatte besteht aus 2024–T6 Aluminium und wird als homogen isotrop angenom-
men. Die charakteristischen Dimensionen werden in Tab. 7.5 angegeben, die mechanischen
und thermischen Eigenschaften des Materials ko¨nnen Tab. 7.6 entnommen werden.
Das System ist mit isoparametrischen Volumenelementen (kubisch mit 8 Knoten) diskreti-
siert. Das verwendete Netz besteht aus 1798 Knoten und 768 Elementen (1 Element u¨ber
die Dicke), Abb. 7.6.
Die Berechnung der elastischen Spannungen wird in zwei Schritten mit dem fem Software-
Paket ansys durchgefu¨hrt. Zuerst wird mit dem Element solid70 das Temperaturfeld in
der Platte berechnet. Dabei werden Temperaturlasten TL und TR in den Lo¨chern der Plat-
te aufgebracht, um den Durchfluss einer heißen Flu¨ssigkeit durch die von der Rohrplatte
gehaltenen Rohre zu simulieren. Die Anfangstemperatur der Platte wird mit T0 = 300 K
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Tabelle 7.5: Abmessungen der Rohrplatte
Ho¨he h in [mm] 800
Breite b in [mm] 400
Tiefe t in [mm] 10
Durchmesser d in [mm] 100
Tabelle 7.6: Thermische und mechanische Kennwerte
Elastizita¨tsmodul [MPa] 7.24 × 104
Fließspannung [MPa] 345
Querkontraktionskoeffizient 0.33
Dichte [kg/m3] 2.78 × 103
Wa¨rmeleitfa¨higkeit [W/(m·K)] 151
Spezifische Wa¨rmekapazita¨t [J/(kg·K)] 875
Wa¨rmeausdehnungskoeffizient [1/K] 2.47× 10−5
Wa¨rmeu¨bergangszahl Platte–Luft [W/(m2·K)] 200
Wa¨rmeu¨bergangszahl Platte–Flu¨ssigkeit [W/(m2·K)] 1200
Abbildung 7.6: FEM-Modell der Rohrplatte
festgesetzt. Es werden zwei unabha¨ngige Lastfa¨lle untersucht, na¨mlich Temperaturlasten
in den drei Lo¨chern auf der linken Seite TL = 500 K und auf der rechten Seite TR = 500 K.
In beiden Fa¨llen wird die Umgebungstemperatur mit T0 = 300 K angenommen. Die resul-
tierenden Temperaturverla¨ufe beider Lastfa¨lle sowie ihrer U¨berlagerung sind in Abb. 7.7
dargestellt.
Im zweiten Schritt werden diese Temperaturfelder verwendet, um die Temperaturbelastung
in den Knoten des Systems zu bestimmen. Mit diesen Knotenlasten ko¨nnen die elastischen
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(a) Temperaturbelastung der
linken Lo¨cher
(b) Temperaturbelastung der
rechten Lo¨cher
(c) Temperaturbelastung aller
Lo¨cher
Abbildung 7.7: Temperaturverla¨ufe infolge Erwa¨rmung in den Lo¨chern
Spannungen mit dem Element solid185 berechnet werden. Diese werden durch die Verla¨ufe
der von Mises-Spannungen fu¨r beide Lastfa¨lle und deren Superposition in Abb. 7.8 ver-
deutlicht.
(a) Temperaturbelastung der
linken Lo¨cher
(b) Temperaturbelastung der
rechten Lo¨cher
(c) Temperaturbelastung aller
Lo¨cher
Abbildung 7.8: Verla¨ufe der Vergleichsspannungen infolge Erwa¨rmung in den Lo¨chern
Sind die elastischen Spannungen bestimmt, dann kann der Einspielbereich mithilfe der
Innere Punkte Methode bestimmt werden. Von hier an macht es keinen Unterschied, ob
die Spannungen durch mechanische oder durch thermische Lasten hervorgerufen wurden.
Der mit ipsa berechnete Einspielbereich sowie die elastische Lo¨sung werden in Abb. 7.9
dargestellt. Zum Vergleich sind außerdem die Ergebnisse von ipdca und dem Open-Source
Software-Paket ipopt [128–130] dargestellt.
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Abbildung 7.9: Elastizita¨tsgrenze und Einspielbereich (SD) der Rohrplatte
Diskussion der numerischen Ergebnisse
Im Allgemeinen garantiert das Einspieltheorem, dass das betrachtete System weder infol-
ge von inkrementellem Kollaps noch infolge alternierender Plastizita¨t versagt. In diesem
speziellen Fall ist nur die Bedingung fu¨r alternierende Plastizita¨t maßgebend.
Es ist zu bemerken, dass -im Gegensatz zu den Temperaturverla¨ufen (Abb. 7.7)- die elasti-
schen Spannungsfelder infolge der Geometrie und der Randbedingungen nicht symmetrisch
sind, Abb. 7.8. Deshalb ist der resultierende Einspielbereich ebenfalls nicht symmetrisch.
Unabha¨ngig davon mag es erstaunen, dass scheinbar eine Region im Lastraum existiert, fu¨r
die der elastische Grenzlastfaktor αEL gro¨ßer ist als der Einspielfaktor αSD, αEL > αSD.
Um das erkla¨ren zu ko¨nnen, werden in Abb. 7.10 die elastische Grenzkurve (gepunktet) und
die Einspielkurve (gestrichelt) dargestellt. Dabei wird ein konstantes Lastverha¨ltnis T2/T1
betrachtet, repra¨sentiert durch den Winkel ϕ im Lastraum. Fu¨r diesen Winkel ϕ kann
der elastische Grenzlastfaktor αEL durch eine simultane Laststeigerung beider Lasten bis
zum Erreichen der Elastizita¨tsgrenze ermittelt werden. Entsprechend repra¨sentiert der zu-
geho¨rige Punkt B auf der elastischen Grenzkurve einen einzelnen Lastpfad, na¨mlich die
proportionale Belastung in der durch ϕ beschriebenen Richtung.
Im Gegensatz dazu beschreibt jeder Punkt auf der Einspielkurve , z.B. der Punkt A, einen
ganzen sicheren Bereich Ω′. Fu¨r den gegebenen Winkel ϕ ist dieser rechteckige Bereich
im Lastraum in Abb. 7.10 in grau geplottet. Das System spielt fu¨r jeden beliebigen Bela-
stungspfad innerhalb dieses Bereichs Ω′ ein.
Außerdem existiert ein in dunkelgrau gedruckter Bereich, in dem Ω′ den elastischen Bereich
verla¨sst. Alle Belastungspfade, die diesen Bereich durchlaufen, fu¨hren zu plastischem Ma-
terialverhalten. Beispielsweise ist in Abb. 7.10 der Lastpfad (0, 0) −→ (T ′1, 0) −→ (T ′1, T ′2)
hervorgehoben. Daraus folgt, dass Belastungspfade mit plastischem Materialverhalten im
Einspielbereich existieren, auch wenn αSD < αEL gilt.
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Abbildung 7.10: Elastizita¨tsgrenze und Einspielbereich bei festgelegtem Verha¨ltnis der Lasten
Um das Auftreten der alternierenden Plastizita¨t zu erkla¨ren, wird wieder der Lastpfad
mit maximaler Beanspruchung fu¨r den Punkt A in Abb. 7.10 betrachtet. Zuerst wird die
Temperaturlast in den linken Lo¨chern aufgebracht, (0, 0) −→ (T ′1, 0), und danach wird
zusa¨tzlich die Temperaturlast in den rechten Lo¨chern erho¨ht, (T ′1, 0) −→ (T ′1, T ′2). Die zu
den Punkten (T ′1, 0) und (T
′
1, T
′
2) geho¨renden, a¨quivalenten elastischen Spannungsverla¨ufe
sind qualitativ in Abb. 7.8(a) und Abb. 7.8(c) dargestellt. Da die am meisten belasteten
Punkte der Struktur in den Kanten um die Lo¨cher liegen, in denen die Spannungszusta¨nde
u¨berwiegend einachsial sind, ist es fu¨r qualitative Schlussfolgerungen ausreichend, die a¨qui-
valenten Spannungen zu betrachten.
Die a¨quivalenten elastischen Spannungswerte der Verteilung in Abb. 7.8(c) sind signifikant
kleiner als diejenigen in Abb. 7.8(a). Deshalb muss es sich bei dem zweiten Lastschritt
(T ′1, 0) −→ (T ′1, T ′2) um Entlastung in den am meisten belasteten Punkten handeln, die fu¨r
das Versagen verantwortlich sind. Wenn man nun den gezeigten Belastungspfad als zyklisch
betrachtet, dann treten entsprechend plastische Deformationen mit alternierenden Vorzei-
chen auf. A¨hnliche Argumentationsketten ko¨nnen fu¨r jeden der mo¨glichen Belastungspfade
formuliert werden, die im zugeho¨rigen Bereich Ω′ enthalten sind. Deshalb ist die Grenz-
last infolge alternierender Plastizita¨t verglichen mit der Elastizita¨tsgrenze relativ klein,
da die Existenz eines einzelnen zeitunabha¨ngigen Eigenspannungsfeldes fu¨r alle mo¨glichen
Belastungspfade innerhalb von Ω′ notwendig ist, damit das System einspielen kann.
Abschließend werden in Tab. 7.7 die Rechenzeiten von ipsa mit denen von ipdca
und ipopt miteinander verglichen. Alle Rechnungen wurden auf einem IBMe326m mit
16384 MB RAM und zwei AMD Opteron-Prozessoren mit 3000 MHz durchgefu¨hrt. Da
zwecks simultaner Rechnung die Werte fu¨r ϕ = 0◦ und ϕ = 90◦ mit ipopt auf anderen
Computern ermittelt wurden, werden die zugeho¨rigen Rechenzeiten nicht angegeben, da
die Vergleichbarkeit nicht gegeben ist. Die Rechnungen mit ipopt sind fu¨r das gemeinsame
Paper [107] von Min Chen durchgefu¨hrt worden.
Aus den Kurven in Abb. 7.9 ist gut zu erkennen, dass im Rahmen der numerisch erreichba-
ren Genauigkeit die Ergebnisse von ipopt und ipsa in den meisten Punkten identisch sind.
Nur fu¨r kleine Winkel ϕ ergeben sich verschiedene Resultate. Auch mit den Ergebnissen
von ipdca ist eine gute U¨bereinstimmung zu erkennen.
Es zeigt sich allerdings ein eklatanter Unterschied in der dafu¨r beno¨tigten Rechenzeit. Die
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Tabelle 7.7: Vergleich der Rechenzeiten in [s]
ϕ ipopt ipdca ipsa
0◦ — 112 241 314
10◦ 88 320 112 783 296
20◦ 53 739 113 862 325
30◦ 61 662 104 846 325
40◦ 24 410 101 102 318
50◦ 2 483 95 304 326
60◦ 32 978 92 810 301
70◦ 14 086 96 530 267
80◦ 36 206 105 335 278
90◦ — 101 527 299
CPU-Zeiten von ipopt schwanken sehr stark, sind aber durchga¨ngig deutlich gro¨ßer als
die entsprechenden Zeiten von ipsa . Der Faktor zwischen diesen beiden liegt ungefa¨hr
zwischen 8 bei ϕ = 50◦ und 300 bei ϕ = 10◦. Fu¨r jeden der berechneten Winkel ist die
Rechenzeit mit ipdca deutlich am gro¨ßten. Diese Rechnungen dauern mehr als 300-mal so
lange wie die entsprechenden Berechnungen mit ipsa .
7.3 Abgewinkelter Rohrabzweig unter
thermomechanischer Belastung
Als drittes Beispiel wird ein schra¨ger Rohrleitungsanschluss mit einem Winkel von 60◦
zwischen Hauptrohr und Stutzen betrachtet.
In [74] werden numerische und experimentelle Ergebnisse fu¨r schra¨ge Rohrstutzen unter
Innendruck in Kombination mit verschiedenen a¨ußeren Lasten angegeben. Die zusa¨tzli-
che Belastung durch Temperaturlasten wird hingegen in der Literatur kaum untersucht.
In dieser Arbeit wird deshalb der Rohrabzweig durch Innendruck und durch Temperatur
belastet, die unabha¨ngig voneinander variieren ko¨nnen. Da es sich bei beiden um symme-
trische Lastfa¨lle handelt, reicht es aus, nur das halbe System zu betrachten, Abb. 7.11.
Das verwendete fem-Modell wurde im Rahmen einer Projektarbeit1 von David Huet er-
stellt. Das linke Ende des Rohrs ist fest eingespannt, wa¨hrend das rechte Rohrende nur in
La¨ngsrichtung festgehalten wird. Der Stutzen wird an seinem freien Ende als geschlossen
angenommen, ohne dass die Verschiebungen eingeschra¨nkt werden. Die charakteristischen
Dimensionen des Rohrstutzens ko¨nnen Tab. 7.8 entnommen werden. Der Rohrstutzen ist
aus Stahl mit den in Tab. 7.9 angegebenen mechanischen und thermischen Kennwerten
gefertigt.
Fu¨r die Finite Elemente Berechnung wird das Software-Paket ansys verwendet. Das Sy-
stem ist mit isoparametrischen Volumenelementen (kubisch mit 8 Knoten) diskretisiert,
1D. Huet: Comparative computations of shakedown loads with different interior-point algorithms using
Finite Element Methods, Institut fu¨r Allgemeine Mechanik, RWTH Aachen
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Abbildung 7.11: FEM-Modell des Rohrstutzens
Tabelle 7.8: Abmessungen des Rohrstutzens
La¨nge [mm] Innenradius [mm] Dicke [mm]
Rohr 600.00 53.55 3.6
Stutzen 157.15 18.60 2.6
Tabelle 7.9: Thermische und mechanische Kennwerte
Elastizita¨tsmodul [MPa] 2.1× 105
Fließspannung [MPa] 235
Querkontraktionskoeffizient 0.3
Dichte [kg/m3] 7.85× 103
Wa¨rmeleitfa¨higkeit [W/(m·K)] 48
Spezifische Wa¨rmekapazita¨t [J/(kg·K)] 470
Wa¨rmeausdehnungskoeffizient [1/K] 1.2× 10−5
Wa¨rmeu¨bergangszahl Platte–Luft [W/(m2·K)] 200
Wa¨rmeu¨bergangszahl Platte–Flu¨ssigkeit [W/(m2·K)] 1200
insbesondere wird das Element solid70 fu¨r die Berechnung des Temperaturverlaufs benutzt,
danach findet das Element solid185 Anwendung fu¨r die Strukturanalyse. Das verwendete
Netz besteht aus 1136 Knoten und 510 Elementen (1 Element u¨ber die Dicke).
Als Ergebnis der fem-Analyse sind in Abb. 7.12 und Abb. 7.13 die Vergleichsspannun-
gen infolge der Lastfa¨lle Temperatur und Innendruck gezeigt. Zur Berechnung wurden die
willku¨rlich gewa¨hlten Lasten p = 2 MPa und ∆T = 20 K verwendet. Wie auch in [74] be-
schrieben, tritt das Beanspruchungsmaximum infolge reiner Innendruckbelastung an der
spitzwinkligen Seite auf.
Es werden die Einspielfaktoren fu¨r verschiedene Winkel ϕ im zweidimensionalen Lastraum
bestimmt. Der elastische Bereich und der Einspielbereich werden in Abb. 7.14 dargestellt,
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Abbildung 7.12: Vergleichsspannungen infolge Temperaturbelastung
Abbildung 7.13: Vergleichsspannungen infolge Innendruckbelastung
und die zugeho¨rigen Zahlenwerte ko¨nnen aus Tab. 7.10 entnommen werden. Im Gegen-
satz zu der im vorigen Beispiel angegebenen elastischen Grenzkurve beschreibt hier der
elastische Bereich die Menge aller mo¨glichen Belastungspfade, die zu elastischem Materi-
alverhalten fu¨hren.
Die Einspielkurve wird durch zwei verschiedene Bereiche definiert, von denen jeder einen
na¨herungsweise linearen Verlauf hat, Abb. 7.14. Der U¨bergang zwischen diesen beiden
Kurven liegt ungefa¨hr bei ϕ ≈ 61.6◦, weshalb dieser Punkt in Abb. 7.14 zusa¨tzlich geplot-
tet wurde. Es ist zu beachten, dass es sich hierbei nicht um verschiedene Mechanismen
sondern bei beiden Bereichen um Versagen durch alternierende Plastizita¨t handelt. Der
Unterschied liegt in dem jeweils am meisten beanspruchten Punkt. In beiden Lastfa¨llen
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Tabelle 7.10: Numerische Resultate der Einspielanalyse des Rohrstutzens
ϕ 0◦ 10◦ 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ 90◦
p/σY 0.0292 0.0287 0.0282 0.0277 0.0270 0.0261 0.0249 0.0174 0.0091 0
E αT ∆T/σY 0 0.1276 0.2589 0.4023 0.5705 0.7847 1.0874 1.2066 1.2939 1.3891
0 0.005 0.01 0.015 0.02 0.025 0.03
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Innendruck p/σY
T
em
p
er
a
tu
r
E
α
T
∆
T
/σ
Y
Abbildung 7.14: Elastischer Bereich (gepunktet) und Einspielbereich des Rohrstutzens
liegt der Punkt mit maximaler Beanspruchung auf der Schnittkante zwischen Hauptrohr
und Stutzen. Dabei tritt im durch den Innendruck dominierten Bereich die maximale Be-
lastung in Rohrla¨ngsrichtung an der spitzwinkligen Seite auf, Abb. 7.13, wa¨hrend sich
die gro¨ßte Beanspruchung im durch die Temperaturlast dominierten Bereich senkrecht zur
Rohrla¨ngsrichtung befindet, Abb. 7.12.
Plausibilita¨tsbetrachtungen
Um die Plausibilita¨t der Ergebnisse einscha¨tzen zu ko¨nnen, wird der Lastfall Innendruck
untersucht. Der elastische Grenzdruck p 60
◦
el kann aus dem berechneten elastischen Span-
nungsverlauf ermittelt werden. Der Maximalwert der elastischen Spannung tritt in der
spitzwinkligen Ecke auf und betra¨gt 136.8 MPa bei einer Belastung durch p = 2 MPa.
Entsprechend ergibt sich der elastische Grenzdruck zu:
p 60
◦
el = 0.0146 σY (7.3)
Die Traglast des Rohrleitungsabzweigs kann mithilfe des Fla¨chenvergleichsverfahrens ab-
gescha¨tzt werden, wie es in [131] in Anlehnung an das AD-Merkblatt B9 [78] und die
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TRD-Richtlinie 301 [16] vorgestellt wird. Dieses Verfahren beruht auf einer Gleichgewichts-
betrachtung der Resultierenden des Drucks p auf der Belastungsfla¨che Ap und der Resul-
tierenden der Spannung σ auf der Materialfla¨che Aσ:
p · Ap = σ · Aσ (7.4)
Damit ergeben sich die Normalspannungen zu:
mittlere Membranspannung: σˆ = pAp/Aσ
mittlere Radialspannung: σ¯r = −p/2
Auf Grundlage der im Rohrleitungs- und Beha¨lterbau u¨blicherweise verwendeten Schub-
spannungshypothese ergibt sich damit die mittlere Vergleichsspannung wie folgt:
σ¯v = σˆ − σ¯r = p
(
Ap
Aσ
+
1
2
)
(7.5)
Um daraus den Grenzdruck plimit berechnen zu ko¨nnen, mu¨ssen die zugeho¨rigen
Fla¨chen ApI und AσI sowie ApII und AσII aus Abb. 7.15 bestimmt werden.
α
a0 a0
a1
a1
s0
s0
s1
s1
di,0
di,1
ApIIApI
AσI AσII
Abbildung 7.15: Relevante Fla¨chen fu¨r das Fla¨chenvergleichsverfahren des AD-Merkblatts
Aus [131] werden die folgenden Ausdru¨cke fu¨r die mittragenden La¨ngen des Grundrohrs a0
und des Stutzens a1 entnommen:
a0 =
√
(di,0 + s0) s0 = 20.0 mm
a1 =
(
1 + 0, 25
α
90◦
)√
(di,1 + s1) s1 = 11.9 mm
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Die relevanten Fla¨chen ko¨nnen damit wie folgt bestimmt werden:
ApI =
di,0
2
a0 +
di,1
2
a1 −
d2i,0 cosα− 2 di,0 di,1 + d2i,1 cosα
8 sinα
= 1514.8 mm2
ApII =
di,0
2
a0 +
di,1
2
a1 +
d2i,0 cosα + 2 di,0 di,1 + d
2
i,1 cosα
8 sinα
= 3370.2 mm2
AσI = s0 a0 + s1 a1 − s
2
0 cosα− 2 s0 s1 + s21 cosα
2 sinα
= 108.1 mm2
AσII = s0 a0 + s1 a1 +
s20 cosα + 2 s0 s1 + s
2
1 cosα
2 sinα
= 119.4 mm2
Mit diesen Werten ergeben sich nach (7.5) die folgenden Werte fu¨r den Grenzdruck:
pI =
σY(
ApI
AσI
+
1
2
) = 0.06888 σY
pII =
σY(
ApII
AσII
+
1
2
) = 0.03482 σY
Wie zu erwarten war, ist die spitzwinklige Seite des Abzweigs maßgebend fu¨r den Trag-
lastdruck:
p 60
◦
limit = 0.0348 σY (7.6)
Ein Vergleich mit den von Mouhtamid [82] berechneten Werten fu¨r einen senkrechten
Rohrabzweig zeigt den Einfluss der Schra¨gstellung. Dort wurden die folgenden mit dem
AD-Merkblatt [78] und ipdca berechneten Werte fu¨r den Grenzdruck angegeben:
AD-Merkblatt: p 90
◦
limit = 0.0427 σY (7.7)
ipdca: p 90
◦
limit = 0.0450 σY (7.8)
Der hier berechnete Wert fu¨r den zur Einspielgrenze geho¨renden Grenzdruck p 60
◦
SD bei reiner
Druckbelastung betra¨gt nach Tab. 7.10:
p 60
◦
SD = 0.0292 σY (7.9)
Es ist einsichtig, dass der zur Einspielgrenze geho¨rende Grenzdruck (7.9) kleiner als der zur
Traglast geho¨rende Grenzdruck (7.6) ist, wobei beide die gleiche Gro¨ßenordnung haben.
Fu¨r einen weiteren Vergleich wird eine Berechnung aus [74] herangezogen. Dort wird in
Abb. 52 die Einspielkurve an einem vergleichbaren Rohrabzweig unter Innendruck und
a¨ußerer Belastung gezeigt. Der Einspieldruck pˆ 60
◦
SD fu¨r reine Druckbelastung kann dort in
Abha¨ngigkeit vom elastischen Grenzdruck pˆ 60
◦
el abgelesen werden:
pˆ 60
◦
SD
pˆ 60
◦
el
≈ 1.934 (7.10)
Die dort verwendeten Dimensionen stimmen zwar nicht mit den hier gewa¨hlten Abmes-
sungen u¨berein, die Verha¨ltnisse sind aber a¨hnlich genug, um vergleichbare Ergebnisse zu
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liefern. Mit dem elastischen Grenzdruck nach (7.3) liefert die Referenzlo¨sung (7.10) von
Meier [74] den folgenden Wert:
pˆ 60
◦
SD = 0.0282 σY (7.11)
Die U¨bereinstimmung zwischen dem hier berechneten Wert p 60
◦
SD und der Vergleichslo¨sung
von Meier pˆ 60
◦
SD ist offensichtlich.
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Die Effizienz des vorgestellten Algorithmus ipsa wurde bereits bei der Anwendung in
Kapitel 7 unter Beweis gestellt. Dennoch ist es fu¨r die Berechnung großer Strukturen er-
forderlich, den Rechenaufwand so weit wie mo¨glich zu reduzieren. Eine Mo¨glichkeit das zu
Erreichen ist bereits in [48] vorgeschlagen worden. Dort wird eine Strategie zur Reduktion
des Systems auf die plastisch aktiven Substrukturen vorgestellt, die allerdings nicht imple-
mentiert worden ist. In [110] wurde diese Idee aufgegriffen und erstmals in einen Innere
Punkte Algorithmus implementiert.
Die Grundidee des Algorithmus besteht darin, zuna¨chst das Gesamtsystem wie gehabt zu
berechnen, den Iterationsprozess aber schon fru¨hzeitig abzubrechen, lange bevor Konver-
genz erreicht ist. Das so berechnete Zwischenergebnis wird benutzt, um die aktiven Zonen
des Systems zu identifizieren, aus denen ein reduziertes System gebildet wird. Dieses re-
duzierte System wird dann bis zur Konvergenz gelo¨st.
Damit dieses Vorgehen Erfolg haben kann, muss zuna¨chst untersucht werden, ob sich die
zugrundeliegenden mechanischen U¨berlegungen auf das mathematische Problem u¨bertra-
gen lassen.
8.1 Koha¨renz zwischen mechanischem und
mathematischem Problem
Es entspricht der ga¨ngigen Herangehensweise von konstruktiven Ingenieuren, sich auf die
am meisten beanspruchten Teilsysteme einer Struktur zu konzentrieren. Es ist hingegen
aus mathematischer Sicht nicht ohne na¨here Untersuchung ersichtlich, welchen Einfluss
das Beschra¨nken auf Teilsysteme auf die Lo¨sung des Optimierungsproblems hat. Die me-
chanisch motivierte Reduktion des Systems kann nur gelingen, wenn eine entsprechende
Koha¨renz zwischen den mathematischen Variablen des Optimierungsproblems einerseits
und den mechanischen Gro¨ßen des Einspielproblems andererseits nachgewiesen werden
kann. Dafu¨r werden in Abb. 8.1 und in Abb. 8.2 die Ergebnisse der Optimierungsprobleme
fu¨r die Lochscheibe aus Abschnitt 7.1 und den Rohrstutzen aus Abschnitt 7.3 dargestellt.
Bemerkenswert ist dabei, dass die durch Retransformation des Lo¨sungsvektors x nach
(3.35) und (3.40b) ermittelten Ergebnisse mit den aus mechanischer Sicht zu erwartenden
Spannungen u¨bereinstimmen. Die fu¨r die vierte Lastecke dargestellten Verla¨ufe Abb. 8.1(d)
und Abb. 8.2(d) entsprechen genau den sich einstellenden Eigenspannungen, da in beiden
Fa¨llen diese Ecke mit dem Koordinatenursprung des zweidimensionalen Lastraums zusam-
men fa¨llt, µ−1 = µ
−
2 = 0.
Da es sich um die Werte des jeweils letzten Iterationsschrittes handelt, erreichen die Maxi-
malwerte sowohl der Eigenspannungen als auch des fu¨r das Versagen maßgeblichen Lastfalls
fast die Fließspannung. Bei der Lochscheibe mit σY = 280 MPa (abweichend von Kapi-
tel 7.1) betrifft das die Lastecken drei und vier, Abb. 8.1(c) und Abb. 8.1(d), bei dem
Rohrstutzen mit σY = 235 MPa die Lastecken eins und vier, Abb. 8.2(a) und Abb. 8.2(d).
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(a) Lastecke 1 (b) Lastecke 2
(c) Lastecke 3 (d) Lastecke 4
Abbildung 8.1: Mathematische Lo¨sung des Optimierungsproblems der Lochscheibe
Mit diesen Beispielen kann die Koha¨renz der mathematischen und der mechanischen Va-
riablen veranschaulicht werden. Die sich aus dem Optimierungsprozess ergebenden Werte
sind physikalisch interpretierbar. Das gilt nicht nur fu¨r die endgu¨ltigen Resultate sondern
fu¨r die Ergebnisse jedes einzelnen Iterationsschritts.
8.2 Entwicklung der aktiven Zonen
Um das Gesamtsystem auf die plastisch aktiven Zonen zu reduzieren, ist zuna¨chst die
Definition eines Kriteriums notwendig, wann ein Element als aktiv gilt. In [48] werden die-
jenigen Elemente als aktiv betrachtet, deren Eigenspannung einen bestimmten Grenzwert
u¨berschreiten. Dieses Kriterium kann allerdings nur dann sinnvoll angewendet werden,
wenn die Plastifizierung genu¨gend fortgeschritten ist und sich bereits Eigenspannungen
ausgebildet haben. Damit der Iterationsprozess auch vorher abgebrochen werden kann,
wird das Kriterium hier stattdessen in Abha¨ngigkeit von den absoluten Spannungen σ
formuliert:
if: F (σ) ≥ κ σY then: GP ist aktiv (8.1)
Ein Gauss-Punkt (GP) gilt als aktiv, wenn die von Mises-Vergleichsspannung F (σ)
mindestens das κ-fache der Fließspannung σY erreicht. Wird ein GP eines Elements als
aktiv identifiziert, wird dieses Element und alle benachbarten Elemente ebenfalls als aktiv
gesetzt. GP und Knoten von aktiven Elementen sind aktiv. Daru¨ber hinaus wird jedes
Element aktiviert, das von aktiven Elementen eingeschlossen ist.
Im vorherigen Abschnitt wurde bereits der Zusammenhang zwischen den mathematischen
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(a) Lastecke 1 (b) Lastecke 2
(c) Lastecke 3 (d) Lastecke 4
Abbildung 8.2: Mathematische Lo¨sung des Optimierungsproblems des Rohrstutzens
und den mechanischen Variablen aufgezeigt. Dieser la¨sst sich auch an der Entwicklung
der aktiven Zonen ablesen, der in Abb. 8.4 fu¨r die Lochscheibe mit ϕ = 45◦ und κ = 0.8
dargestellt wird. Nach einem anfa¨nglich ungeordneten Zustand der aktiven Elemente in der
Startphase (Abb. 8.3(b)) sind u¨ber einen langen Zeitraum hinweg alle Elemente inaktiv.
Erst bei Iterationsschritt 250 treten wieder aktive Elemente auf. In der nachfolgenden
Entwicklung der aktiven Zonen ist deutlich zu erkennen, dass sie sich um die Punkte mit
maximaler Belastung herum ausbilden, Abb. 8.4.
(a) FEM-Modell (b) Iteration 20/352
Abbildung 8.3: Modell und anfa¨nglich ungeordneter Zustand der Lochscheibe
Der gezeigte Verlauf mit einem relativ hohen Faktor κ = 0.8 zeigt die Entwicklung der ak-
tiven Zonen am Ende der Iteration. Wesentlich fu¨r den selektiven Algorithmus ist daru¨ber
hinaus, dass sich a¨hnliche Evolutionen auch fru¨hzeitig im Iterationsprozess beobachten las-
sen, wenn κ kleiner gewa¨hlt wird. Das wird im folgenden Verlauf fu¨r den Rohrstutzen mit
κ = 0.2 veranschaulicht, Abb. 8.5.
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(a) Iteration 250/352 (b) Iteration 270/352 (c) Iteration 290/352
(d) Iteration 300/352 (e) Iteration 310/352 (f) Iteration 320/352
(g) Iteration 330/352 (h) Iteration 340/352 (i) Iteration 350/352
Abbildung 8.4: Entwicklung aktiver Zonen bei der Lochscheibe mit ϕ = 45◦ und κ = 0.8
(a) Iteration 51/279 (b) Iteration 52/279 (c) Iteration 67/279
(d) Iteration 70/279 (e) Iteration 74/279 (f) Iteration 75/279
(g) Iteration 77/279 (h) Iteration 80/279 (i) Iteration 87/279
Abbildung 8.5: Entwicklung aktiver Zonen beim Rohrstutzen mit ϕ = 45◦ und κ = 0.20
Es ist zu beobachten, dass die dargestellten aktiven Zonen des Rohrstutzens mit denen
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u¨bereinstimmen, die sich bei Faktoren von ungefa¨hr κ > 2/3 am Ende des Iterationsverlaufs
einstellen. Sie eignen sich deshalb besonders als reduziertes System, das Gesamtsystem
muss nur bis etwa ein Drittel der Iterationsanzahl durchlaufen werden.
8.3 Berechnung des reduzierten Systems
Sind die aktiven Elemente des Systems bestimmt, wird es auf die aktive Substruktur re-
duziert. Dafu¨r werden die entsprechenden Variablen aus dem Lo¨sungsvektor extrahiert
und die zugeho¨rigen Ungleichungsnebenbedingungen entfallen. Fu¨r die Gleichungsneben-
bedingungen werden in der Koeffizientenmatrix A sowohl die zu inaktiven GP geho¨rigen
Spalten als auch die zu inaktiven Knoten geho¨rigen Zeilen gestrichen. Die Dimension des
Optimierungsproblems wird dadurch drastisch verkleinert.
Wie Kreimeier in seiner Bachelorarbeit1 gezeigt hat, treten Schwierigkeiten bei Proble-
men auf, bei denen mehrere voneinander unabha¨ngige Zonen existieren. Das gilt beispiels-
weise bei der Lochscheibe, bei der sich zwei separierte Zonen ausbilden. In diesen Fa¨llen
kann es passieren, dass der Lo¨ser nicht konvergiert. Wa¨hlt man hingegen manuell eine zu-
sammenha¨ngende Zone, die die aktiven Bereiche beinhaltet, ist ein stabiles Verhalten zu
beobachten. Dafu¨r werden um das Loch herum ringfo¨rmige Zonen betrachtet Abb. 8.6.
Abbildung 8.6: Ringfo¨rmig gewa¨hlte aktive Zone der Lochscheibe
Es werden Zonen mit verschiedener Anzahl an Ringen berechnet, wobei ϕ = 30◦ ange-
nommen wird. Die Ergebnisse werden von Kreimeier u¨bernommen und sind in Tab. 8.1
zusammen gestellt.
Die pra¨sentierten Ergebnisse zeigen das Potential des selektiven Algorithmus. Die Re-
chenzeit kann mit 57 s bei 7 Ringen auf etwa 20% der CPU-Zeit des Gesamtsystem mit
270 s reduziert werden. Man muss dabei allerdings beachten, dass das Problem der nicht-
zusammenha¨ngenden Zonen noch nicht gelo¨st ist.
Desweiteren ist zu erkennen, dass das Ergebnis des reduzierten Systems nicht mit dem
des Gesamtsystems u¨bereinstimmt, wenn zu wenig aktive Elemente gewa¨hlt werden. Um
die Gu¨ltigkeit des am reduzierten System berechneten Ergebnis zu gewa¨hrleisten, muss es
abschließend ins Gesamtsystem injiziert werden. Hierbei ist nicht klar, wie die vormals in-
1M. Kreimeier: Entwicklung eines selektiven Algorithmus fu¨r die Innere Punkte Methode zur Bestimmung
von Einspiellasten, Institut fu¨r Allgemeine Mechanik, RWTH Aachen
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Tabelle 8.1: Numerische Ergebnisse des reduzierten Systems
Ringe GP aktiv NK aktiv α Iter CPU [s]
2 320 126 1.239∗ 186 9
3 480 168 1.328∗ 198 15
4 640 210 1.427∗ 232 25
5 800 252 1.511∗ 227 32
6 960 294 1.608∗ 270 47
7 1120 336 1.678 270 57
8 1280 378 1.678 217 56
9 1440 420 1.678 217 66
10 1600 462 1.678 217 76
15 2400 672 1.678 286 161
GS 3200 882 1.678 335 270
∗ mit gelockerten Konvergenzkriterien
aktiven Variablen angepasst werden ko¨nnen. An dieser Stelle sind weitere Untersuchungen
notwendig, die den Rahmen dieser Arbeit u¨berschreiten.
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9 Erweiterung fu¨r mehrdimensionale
Lastra¨ume
In Kapitel 3 ist die Formulierung des aus dem Einspieltheorem resultierenden Optimie-
rungsproblems angegeben worden. Dort wurden die in [1, 2, 47] fu¨r die einfachen Spezi-
alfa¨lle von ein- und zweidimensionalen Lastra¨umen beschriebenen Transformationen fu¨r
eine beliebige, endlich große Anzahl von Lastfa¨llen NL verallgemeinert.
In diesem Kapitel wird die Anwendung dieser verallgemeinerten Formulierung beschrieben.
Es sind bisher keine Ergebnisse fu¨r Probleme mit mehrdimensionalen Lastra¨umen in der
Literatur zu finden. Die zum Abschluss dieses Kapitels angegebenen Resultate fu¨r ein
Problem mit drei voneinander unabha¨ngig variierenden Lasten sind die ersten dieser Art.
9.1 Beschreibung von mehrdimensionalen Lastra¨umen
In 3.2.1 wurde bereits die folgende Beschreibung des Lastraums Ω angegeben.
Ω =
{
H(x, t)
∣∣∣ H(x, t) = NL∑
ℓ=1
µℓ(t)P0(x) , ∀µ ∈ U
}
(9.1)
Dabei wird sich auf solche Belastungsgeschichten H(x, t) beschra¨nkt, die als Linearkombi-
nation der einzelnen NL Lastfa¨lle ausgedru¨ckt werden ko¨nnen. Die einzelnen Lasten Pℓ(x, t)
werden dabei auf die generalisierte Einheitslast P0(x) skaliert und die Zeitabha¨ngigkeit
wird durch die Lastmultiplikatoren µℓ(t) erfasst. Fu¨r jeden dieser Lastmultiplikatoren wer-
den Grenzwerte in der folgenden Form angegeben.
µ−ℓ ≤ µℓ(t) ≤ µ+ℓ (9.2)
Damit kann die Menge U aller mo¨glichen Kombinationen der Lastfa¨lle innerhalb der durch
(9.2) beschriebenen Grenzen definiert werden, wobei die Lastmultiplikatoren in dem Vektor
µ = µℓ eℓ zusammengefasst werden.
U =
{
µ ∈ RNL
∣∣∣ µ−ℓ ≤ µℓ ≤ µ+ℓ , ∀ℓ ∈ [1, NL]} (9.3)
Entsprechend ko¨nnen die elastischen Referenzspannungen durch eine Kombination der
einzelnen Lastfa¨lle beschrieben werden.
σE(x, t) =
NL∑
ℓ=1
µℓ(t)σ
E
ℓ (x) (9.4)
Diese Beschreibung der elastischen Spannungen durch Lastfaktoren ist notwendig, da die
urspru¨nglich verwendete Methodik, bei der das betrachtete Lastverha¨ltnis durch einen
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Winkel ϕ im Lastraum definiert wird, nicht auf mehrdimensionale Probleme u¨bertragen
werden kann.
Die Anwendung der fem fu¨hrt auf die Angabe der Spannungen in den Gauss-Punkten
r ∈ [1, NG]. Die Spannungen σEr,ℓ ko¨nnen durch elastische Strukturanalysen fu¨r den jewei-
ligen Lastfall ℓ mittels ga¨ngiger fem-Software ermittelt werden.
σEr (t) =
NL∑
ℓ=1
µℓ(t)σ
E
r,ℓ (9.5)
Die NL gegebenen Lasten spannen einen NL-dimensionalen Polyeder als Lastraum Ω mit
NC = 2NL Ecken auf, die die Basislasten des Lastraums darstellen. Es ist ausreichend, nur
diese Basislasten zu betrachten, um sicher zu stellen, dass das System fu¨r alle mo¨glichen
Lasten innerhalb des Lastraums einspielt. Daher kann die Zeitabha¨ngigkeit von σE dadurch
beru¨cksichtigt werden, dass die Spannungszusta¨nde in den Ecken j ∈ [1, NC] des Last-
raums ausgewertet werden. Dafu¨r wird die Matrix UNL ∈ RNC×NL mit den Eintra¨gen Ujℓ
eingefu¨hrt, wobei j ∈ [1, NC] und ℓ ∈ [1, NL].
σE,jr =
NL∑
ℓ=1
Ujℓσ
E
r,ℓ (9.6)
Jede Zeile der dadurch eingefu¨hrten Matrizen UNL repra¨sentiert die Koordinaten einer der
Ecken des Lastbereichs im NL-dimensionalen Lastraum – skaliert mit der Einheitslast P0.
Das Aufstellen solcher Matrizen UNL fu¨r spezielle Einzelfa¨lle erscheint trivial, wohinge-
gen es sich als kompliziert heraus stellt, eine allgemeine Vorgehensweise fu¨r jede beliebige
Anzahl von Lastfa¨llen NL anzugeben. Im Rahmen dieser Arbeit wurde die folgende Vor-
gehensweise neu entwickelt, die auf einer speziellen Anordnung der Lastecken basiert.
Der Einfachheit halber wird das Vorgehen zuna¨chst fu¨r den Fall von drei unabha¨ngigen
Lasten veranschaulicht, NL = 3, fu¨r den die Matrix U 3 defniert wird.
U 3 =


µ+1 µ
+
2 µ
+
3
µ−1 µ
+
2 µ
+
3
µ+1 µ
−
2 µ
+
3
µ−1 µ
−
2 µ
+
3
µ+1 µ
+
2 µ
−
3
µ−1 µ
+
2 µ
−
3
µ+1 µ
−
2 µ
−
3
µ−1 µ
−
2 µ
−
3


(9.7)
Der zugeho¨rige Lastbereich im dreidimensionalen Lastraum ist in Abb. 9.1 dargestellt.
Die angesprochene spezielle Anordnung der Lastecken und der zugeho¨rigen Lastmultipli-
katoren ist in (9.7) illustriert. Die dritte Spalte besteht aus 2 Abschnitten mit jeweils 4
Eintra¨gen, wobei alle Eintra¨ge im ersten Abschnitt den Wert µ+3 und alle Eintra¨ge im
zweiten Abschnitt den Wert µ−3 aufweisen. Im Folgenden werden solche Substrukturen be-
stehend aus zwei solcher Abschnitte als Block bezeichnet. Entsprechend kann die zweite
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P1/P0
P2/P0
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(
µ+1 , µ
+
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+
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)
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+
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−
2 , µ
+
3
)
(
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+
2 , µ
+
3
)(µ−1 , µ−2 , µ+3 )
(
µ+1 , µ
−
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−
3
)
(
µ−1 , µ
+
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−
3
)(
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−
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−
3
)
Abbildung 9.1: Belastungsbereich in einem dreidimensionalen Lastraum
Spalte der Matrix U 3 in zwei Blo¨cke eingeteilt werden, von denen jeder Block je zwei Wer-
te µ+2 und µ
−
2 besitzt. Die erste Spalte beinhaltet vier Blo¨cke mit jeweils einem Eintrag µ
+
1
und µ−1 .
Dieses Ordnungsschema kann fu¨r den Fall von NL beliebig vielen Lastfa¨llen verallgemei-
nert werden. Die letzte Spalte jeder zugeho¨rigen Matrix UNL ∈ RNC×NL besteht aus nur
einem Block mit NC/2 Eintra¨gen µ+NL und µ
−
NL. Die vorletzte Spalte ist aus zwei Blo¨cken
zusammengesetzt, die jeweils NC/4 Eintra¨ge µ+NL−1 und µ
−
NL−1 aufweisen, und so weiter.
Als letztes kann die erste Spalte der Matrix in NC/2 Blo¨cke gespaltet werden, wobei jeder
Block nur aus je einem Paar µ+1 und µ
−
1 besteht.
Mit dem folgenden Vorgehen ko¨nnen dadurch die Matrizen UNL ∈ RNC×NL spaltenweise
definiert werden:
For ℓ = 1, 2, . . . , NL do:
Schreibe in der betrachteten Spalte ℓ untereinander 2NL−ℓ Blo¨cke, wobei jeder der
Blo¨cke aus 2ℓ−1 Eintra¨gen mit dem maximalen Lastmultiplikator µ+ℓ gefolgt von 2
ℓ−1
Eintra¨gen mit dem minimalen Lastmultiplikator µ−ℓ besteht.
Die beschriebene Prozedur ist nicht auf mechanische Lasten begrenzt, sondern kann auch
fu¨r thermische Lasten verwendet werden. Genau wie in den Beispielen 7.2 und 7.3 fu¨r
zweidimensionale Probleme, geht die Temperatur T nur bei der Berechnung der elasti-
schen Spannungen σEr,ℓ der mit Temperaturbelastung assoziierten Lastfa¨lle ℓ ein, solange
alle Materialparameter als temperaturunabha¨ngig angesehen werden. Deshalb ko¨nnen me-
chanische und thermische Lasten in a¨hnlicher Weise behandelt werden, und Unterschiede
treten nur in der technischen Umsetzung des Verfahrens auf, [107].
85
9 Erweiterung fu¨r mehrdimensionale Lastra¨ume
9.2 Anwendung: Quadratische Lochscheibe unter
dreidimensionaler Belastung
Der Algorithmus mit der beschriebenen Erweiterung fu¨r mehrdimensionale Lastra¨ume wird
validiert, indem das in Abschnitt 7.1 behandelte typische Problem der quadratischen Schei-
be mit rundem, zentriertem Loch erweitert wird. Zusa¨tzlich zu den beiden Fla¨chenlasten
wird eine Temperaturbelastung im Innern des Lochs aufgebracht, Abb. 9.2.
P1
P2
D
L t
T1
A
T0
Abbildung 9.2: System und dreidimensionale, thermomechanische Belastung
Es werden die gleichen Dimensionen wie im Beispiel 7.1 gewa¨hlt, Tab. 9.1.
Tabelle 9.1: Dimensionen der Lochscheibe
La¨nge L in [mm] 100
Tiefe t in [mm] 2
Durchmesser D in [mm] 20
Außerdem wird die Scheibe aus dem gleichen, als homogen und isotrop angenommenen
Material 2024–T6 Aluminium, gefertigt. Die mechanischen und thermischen Eigenschaf-
ten ko¨nnen Tab. 9.2 entnommen werden. Die Materialparameter werden als temperatur-
unabha¨ngig angenommen. Außerdem werden ausschließlich stationa¨re Prozesse betrachtet,
wobei angenommen wird, dass sich Temperatura¨nderungen hinreichend langsam einstellen.
Daru¨ber hinaus wird Kriechen infolge hoher Temperaturen nicht beru¨cksichtigt.
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Tabelle 9.2: Thermische und mechanische Kennwerte
Elastizita¨tsmodul [MPa] 7.24× 104
Fließspannung [MPa] 345
Querkontraktionskoeffizient 0.33
Dichte [kg/m3] 2.78× 103
Wa¨rmeleitfa¨higkeit [W/(m·K)] 151
Spezifische Wa¨rmekapazita¨t [J/(kg·K)] 875
Wa¨rmeausdehnungskoeffizient [1/K] 2.47 × 10−5
Wa¨rmeu¨bergangszahl Platte–Luft [W/(m2·K)] 200
Wa¨rmeu¨bergangszahl Platte–Flu¨ssigkeit [W/(m2·K)] 1200
Unter Beru¨cksichtigung der Symmetrie des Systems wird nur ein Viertel der Scheibe be-
trachtet. Das System ist mit isoparametrischen Volumenelementen (kubisch mit 8 Knoten)
in ansys diskretisiert. Fu¨r die thermische Analyse zur Berechnung des Temperaturfeldes
wird das Element vom Typ solid70 benutzt, fu¨r die Strukturanalyse zur Berechnung der
elastischen Spannungen wird der Elementtyp solid185 verwendet. Das Netz besteht aus
882 Knoten und 400 Elementen, Abb. 9.3.
Abbildung 9.3: FEM-Modell der Lochscheibe
Zusa¨tzlich zu den beiden Fla¨chenlasten P1 und P2 an den Kanten der Lochscheibe wird
eine Temperaturbelastung ∆T am Rand des Lochs eingepra¨gt. Alle drei Lasten variieren
unabha¨ngig von einander. Fu¨r die Berechnung der elastischen Spannungen wurden die
beliebig gewa¨hlten Werte P0 = 100 MPa, T0 = 300 K und T1 = 500 K angesetzt. Die Last-
multiplikatoren werden mit µ−1 = µ
−
2 = µ
−
3 = 0 derart gewa¨hlt, dass die Lasten innerhalb
der folgenden Grenzen variieren:
0 ≤ P1 ≤ µ+1 P0 (9.8a)
0 ≤ P2 ≤ µ+2 P0 (9.8b)
0 ≤ ∆T ≤ µ+3 ∆T0 (9.8c)
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Der zugeho¨rige Belastungsbereich ist in Abb. 9.4 dargestellt. Außerdem sind die 111 Punkte
des dreidimensionalen Lastraums gezeigt, fu¨r die die Berechnung durchgefu¨hrt worden ist.
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Abbildung 9.4: Belastungsbereich und berechnete Lastpunkte
Die Ergebnisse dieser Berechnungen ko¨nnen als Sequenz von zweidimensionalen Abbildun-
gen dargestellt werden, Abb. 9.5. In diesen Abbildungen werden die Resultate fu¨r verschie-
dene Verha¨ltnisse µ+1 /µ
+
2 gezeigt, von denen jedes einzelne Verha¨ltnis einen festen Winkel
in der P1–P2–Ebene repra¨sentiert. Dabei ist zu beachten, dass hier nur dieses Verha¨ltnis
der maximalen Lastmultiplikatoren konstant gehalten wird, wohingegen alle drei Lasten in
allen Rechnungen unabha¨ngig von einander variieren ko¨nnen.
Eine anschaulichere Art der Darstellung zeigt Abb. 9.6, in der der gesamte Einspielbereich
im dreidimensionalen Lastraum angegeben ist. Zugunsten einer deutlicheren Illustration
ist der Punkt (0, 0, 22.823) dort nicht geplottet, da ansonsten der Abstand zwischen den
restlichen Punkten zu stark reduziert werden mu¨sste.
Fu¨r einige spezifische Lastverha¨ltnisse sind die numerischen Ergebnisse in Tab. 9.3 aufgeli-
stet. Zwecks einer materialunabha¨ngigen Darstellung werden die Koordinaten der Punkte
im skalierten Lastraum angegeben.
Die hohen Werte der Einspielfaktoren in dem von der Temperatur dominierten Bereich,
µ+1 < 0.5µ
+
3 und µ
+
2 < 0.5µ
+
3 , sind nur von theoretischem Interesse. Die zugeho¨rigen
Temperaturen sind so hoch, dass die Annahme der Temperaturunabha¨ngigkeit der Mate-
rialparameter nicht aufrecht erhalten werden kann, wenn realistisches Materialverhalten
betrachtet wird. Es wird jedoch deutlich, dass der Einfluss der Temperaturlast auf den
Einspielfaktor auch dann nicht zu vernachla¨ssigen ist, wenn der durch die Fla¨chenlasten
dominierte Bereich betrachtet wird.
Abschließend wird diese Rechnung des dreidimensionalen Problems mit dem zweidimen-
sionalen Beispiel 7.1 verglichen. Die relevanten numerischen Details werden in Tab. 9.4
einander gegenu¨ber gestellt. Fu¨r beide Fa¨lle werden die repra¨sentativen Zahlen angegeben,
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Abbildung 9.5: Einspielbereiche in Ebenen mit festen Verha¨ltnissen µ+1 /µ
+
2
Tabelle 9.3: Numerische Ergebnisse der Einspielanalyse im dreidimensionalen Lastraum
(µ+1 , µ
+
2 , µ
+
3 ) P1/σY P2/σY E αT ∆T/σY
(1, 0, 0) 0.619 0 0
(0, 1, 0) 0 0.611 0
(0, 0, 1) 0 0 22.823
(1, 1, 0) 0.454 0.454 0
(0, 1, 1) 0 0.566 2.022
(1, 0, 1) 0.568 0 2.029
(1, 1, 1) 0.426 0.426 1.523
(0.5, 0.5, 1) 0.402 0.402 2.876
(0.5, 1, 0.5) 0.254 0.508 0.908
(1, 0.5, 0.5) 0.508 0.254 0.907
(0.5, 1, 1) 0.244 0.489 1.748
(1, 0.5, 1) 0.489 0.244 1.747
(1, 1, 0, 5) 0.440 0.440 0.786
die die Dimensionen des Problems beschreiben. Dabei bezeichnen NK die Gesamtanzahl
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Abbildung 9.6: Einspielbereich im dreidimensionalen Lastraum
der Knoten des Systems, NG die Gesamtanzahl der Gauss-Punkte des Systems und NC
die Anzahl der Lastecken im Lastraum. Die Anzahl der Variablen ist mit n bezeichnet,
wa¨hrend mE und mI die Anzahl der Gleichungs- und Ungleichungsnebenbedingungen an-
geben.
Daru¨ber hinaus werden die Mittelwerte der Anzahl der notwendigen Iterationen sowie
der erforderlichen Rechenzeiten angegeben. Da die Anzahl der Iterationen sehr sensitiv
gegenu¨ber den verwendeten Konvergenzkriterien und vor allem gegenu¨ber den zugeho¨rigen
Toleranzen ist, sind diese Mittelwerte aussagekra¨ftiger als Absolutwerte. Außerdem sind
im dreidimensionalen Fall viel mehr Punkte im Lastraum zu berechnen.
A¨hnlich la¨sst sich fu¨r die Rechenzeiten argumentieren, wenn man die Sensitivita¨t der CPU-
Zeiten gegenu¨ber der Prozessorleistung und der Arbeitsspeicherkapazita¨t des jeweils ver-
wendeten Computers beru¨cksichtigt. Daher werden auch die Rechenzeiten normiert auf
den zweidimensionalen Fall angegeben. Fu¨r konkrete Zahlenwerte wird an dieser Stelle auf
Tab. 7.4 verwiesen, aus der die erforderlichen Rechenzeiten bei Verwendung eines PC mit
4096 MB RAM und einem AMD Opteron-Prozessor mit 2200 MHz entnommen werden
ko¨nnen.
Wie man in Tab. 9.4 erkennen kann, ist die Anzahl der Variablen im dreidimensionalen
Fall nahezu doppelt so groß wie die Anzahl der Variablen im zweidimensionalen Fall.
Die Anzahl der Restriktionen des Optimierungsproblems wird sogar mehr als verdoppelt.
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Tabelle 9.4: Vergleich des 2D- und des 3D-Falls
2D-Fall 3D-Fall
NK 882 882
NG 3 200 3 200
NC 4 8
n 67 201 131 201
mE 50 646 114 646
mI 12 800 25 600
∅ Iterationen 100% 113%
∅ CPU-Zeit 100% 249%
Der signifikante Anstieg der erforderlichen Rechenzeit um das 2.5-fache ist deshalb nicht
verwunderlich. Es ist allerdings beachtlich, dass sich die Anzahl der Iterationen kaum
vera¨ndert.
Zusammenfassend la¨sst sich schlussfolgern, dass die in dieser Arbeit beschriebene theo-
retische Erweiterung fu¨r mehrdimensionale Lastra¨ume erfolgreich implementiert werden
konnte. Die Rechenzeit ist zwar signifikant gro¨ßer als im zweidimensionalen Fall. Aller-
dings u¨berzeugt der Algorithmus auch im 3D-Fall mit einer durchschnittlichen CPU-Zeit
von etwa 428 s mit dem oben genannten PC durch seine Effizienz.
Da es sich um die erste Pra¨sentation von Ergebnissen fu¨r mehrdimensionale Probleme
handelt, ist das untersuchte Beispiel illustrativ und hat eher akademischen Charakter, da es
in Anlehnung an das typische Validierungsproblem im zweidimensionalen Fall ausgewa¨hlt
wurde. Nichtsdestotrotz erlaubt die beschriebene Methodik die Anwendung auf komplexere
Strukturen und komplexere Lastzusta¨nde.
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kinematischer Verfestigung
Bisher wurde ausschließlich elastisch-ideal plastisches Materialverhalten betrachtet. Um
realita¨tsnahe Ergebnisse zu erzielen, ist es jedoch erforderlich, die Verfestigung des Mate-
rials zu beru¨cksichtigen, die in Kapitel 2.3.3 beschrieben wurde. Einspieluntersuchungen
mit Beru¨cksichtigung der Verfestigung sind in der Literatur bereits ausfu¨hrlich behandelt
worden, u.a. [67, 77, 98, 142]. In den genannten Arbeiten wurde nur die unbegrenzte kine-
matische Verfestigung untersucht.
Die Annahme von unbegrenzt kinematisch verfestigendem Materialverhalten erlaubt aller-
dings die Beschreibung von inkrementellem Kollaps nicht, sondern es kann ausschließlich
die alternierende Plastizita¨t damit erfasst werden, [56, 57, 98, 142]. Deshalb sind Verfah-
ren zur Beru¨cksichtigung von begrenzter kinematischer Verfestigung von großer Bedeutung,
[28, 44, 71, 86, 94–97, 111–114, 133]. Die begrenzte kinematische Verfestigung wurde erst-
mals vonWeichert und Groß-Weege theoretisch und numerisch untersucht, [44, 133],
gefolgt von Stein et al [112–114]. In [52] konnte spa¨ter Heitzer zeigen, wie die beiden
verschiedenen Modelle ineinander u¨berfu¨hrt werden ko¨nnen.
Da das statische Einspieltheorem in Spannungsgro¨ßen formuliert ist, eignet es sich be-
sonders zur Erweiterung fu¨r begrenzte kinematische Verfestigung. Insbesondere bietet die
Verwendung von Zwei-Fla¨chen-Modellen eine einfache Mo¨glichkeit, dieses Pha¨nomen in die
Formulierung einzubetten, [44, 86, 97, 111, 133].
10.1 Zwei-Fla¨chen-Modell der begrenzten kinematischen
Verfestigung
Wie bereits in Kapitel 2.3.3 beschrieben, kann die kinematische Verfestigung als Translation
der Fließfla¨che im Spannungsraum aufgefasst werden. Dabei bewegt sich die Fließfla¨che von
der Anfangsfließfla¨che f 0Y (υ, σY ) = 0 zu der aktuellen Folgefließfla¨che fY (υ, σY ) = 0, ohne
dass sich ihre Gro¨ße oder Orientierung dabei a¨ndern. Die absoluten Spannungen σ werden
dafu¨r in zwei Anteile pi und υ zerlegt, von denen der eine Anteil pi die Bewegung des
Fließfla¨chenmittelpunktes beschreibt, wa¨hrend der andere Anteil υ verantwortlich fu¨r das
Auftreten der plastischen Verzerrungen ist.
σ(x, t) = pi(x, t) + υ(x, t) (10.1)
Die Spannungen pi werden im Englischen back stresses genannt, hier werden sie [11] folgend
als Bauschingerspannungen bezeichnet. Im Allgemeinen ist die Verfestigung des Materials
dadurch gekennzeichnet, dass die Bauschingerspannungen pi abha¨ngig von den plastischen
Verzerrungen εpl sind. Bei Anwendung von inkrementellen Methoden wird die A¨nderung
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der Bauschingerspannungen dpi mithilfe der Verfestigungsregel angegeben. Werden hinge-
gen die Direkten Methoden angewendet, ist die konkrete Angabe einer Verfestigungsregel
nicht notwendig.
Um die Begrenzung der kinematischen Verfestigung zu erfassen, wird in dieser Arbeit
dem von Weichert und Groß-Weege in [133] vorgeschlagenen Ansatz gefolgt, in dem
ein Zwei-Fla¨chen-Modell Verwendung findet, Abb. 10.1. Dabei wird die Bewegung der
Fließfla¨che durch die Begrenzungsfla¨che fH(σ, σH) = 0 begrenzt.
Folgefließfla¨che
Anfangsfließfla¨che
Begrenzungsfla¨che
σij
pi
σ
υ
fH(σ, σH) = 0
f 0Y (υ, σY ) = 0
fY (υ, σY ) = 0
Abbildung 10.1: Schematische Darstellung der begrenzten kinematischen Verfestigung
Wie schon in Abschnitt 3.2.3 wird der folgende Zusammenhang zwischen den absoluten
Spannungen σjr in der Lastecke j im Gauss-Punkt r des Systems, den elastischen Re-
ferenzspannungen σE,jr und den Eigenspannungen ρ¯r angesetzt, wobei α wie zuvor den
Laststeigerungsfaktor bezeichnet.
σjr = ασ
E,j
r + ρ¯r (10.2)
Die Eigenspannungen ρ¯r sind zeitunabha¨ngig und deshalb auch unabha¨ngig von der be-
trachteten Lastecke j. Mit (10.1) ko¨nnen die reduzierten Spannungen υjr in a¨hnlicher Weise
ausgedru¨ckt werden. Dabei ist zu beachten, dass auch die Bauschingerspannungen p¯ir un-
abha¨ngig von der betrachteten Lastecke sind, weil die Begrenzungsfla¨che feststeht.
υjr = σ
j
r − p¯ir = ασE,jr + ρ¯r − p¯ir (10.3)
Damit kann dasMelan’sche Theorem mit Beru¨cksichtigung der begrenzten kinematischen
93
10 Beru¨cksichtigung von begrenzter kinematischer Verfestigung
Verfestigung durch das folgende Optimierungsproblem beschrieben werden.
(P⋆Melan) αSD = maxα
NG∑
r=1
Cr · ρ¯r = 0 (10.4a)
∀j ∈ [1, NC], ∀r ∈ [1, NG] :
fY
(
ασE,jr + ρ¯r − p¯ir, σY,r
) ≤ 0 (10.4b)
∀j ∈ [1, NC], ∀r ∈ [1, NG] :
fH
(
ασE,jr + ρ¯r, σH,r
) ≤ 0 (10.4c)
Sowohl die sich bewegende Fließfla¨che fY (υ, σY ) als auch die Begrenzungsfla¨che fH(σ, σH)
werden mit dem Kriterium nach von Mises beschrieben. Dieses kann nach (3.34) mit den
Platzhaltern δ und σ wie folgt angegeben werden.
f (δ, σ) = (δ1 − δ2)2 + (δ2 − δ3)2 + (δ3 − δ1)2 + 6
[
(δ4)
2 + (δ5)
2 + (δ6)
2]− 2 σ2 (10.5)
Mit den in den Gleichungen (3.35)–(3.40b) beschriebenen Transformationen kann dieses
Kriterium durch die Euklidische Norm des Vektors d ausgedru¨ckt werden.
f (d, σ) = ‖d‖22 − 2 σ2 mit: d = LT · T¯−1 · δ (10.6)
Man kann entsprechend sowohl σjr als auch υ
j
r fu¨r den Platzhalter δ einsetzen.
f
(
ujr, σH
)
=
∥∥ujr∥∥22 − 2 σ2H mit: ujr = LT · T¯−1 · σjr (10.7)
f
(
νjr, σY
)
=
∥∥νjr∥∥22 − 2 σ2Y mit: νjr = LT · T¯−1 · υjr (10.8)
In Kapitel 3.2.3 wurde mit (3.52) weiterhin gezeigt, wie sich die Bedingung der Zeit-
unabha¨ngigkeit der Eigenspannungen ρ¯r = const(j) ausnutzen la¨sst, um die Spannungen
verschiedener Lastecken miteinander in Beziehung zu setzen.
uj+1r = u
j
r − αLT · T¯ −1 ·
(
σE,jr − σE,j+1r
)
(10.9)
Auch die Bauschingerspannungen sind zeitunabha¨ngig, p¯ir = const(j), weshalb sich mit
(10.3) folgende Relation schreiben la¨sst.
ρ¯r − p¯ir = υjr − ασE,jr = const(j) (10.10)
Entsprechend kann ein zu (10.9) a¨quivalenter Zusammenhang fu¨r die reduzierte Spannung
aufgestellt werden.
νj+1r = ν
j
r − αLT · T¯−1 ·
(
σE,jr − σE,j+1r
)
(10.11)
Dadurch erha¨lt man schließlich die folgende verallgemeinerte Form des Optimierungspro-
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blems mit Beru¨cksichtigung der begrenzten kinematischen Verfestigung.
(PH) maxα
A˜ · u1 + B˜ · v − α b = 0 (10.12a)
∀r ∈ [1, NG] , ∀j ∈ [1, NC − 1] :
uj+1r = u
j
r − α γjr (10.12b)
νj+1r = ν
j
r − α γjr (10.12c)
∀r ∈ [1, NG] , ∀j ∈ [1, NC] :∥∥ujr∥∥22 − 2 σ2H,r ≤ 0 (10.12d)∥∥νjr∥∥22 − 2 σ2Y,r ≤ 0 (10.12e)
wobei: γjr = L
T · T¯−1 · (σE,jr − σE,j+1r ) (10.12f)
10.2 Lo¨sung des Optimierungsproblems mit begrenzter
kinematischer Verfestigung
Es wird nun die Lo¨sungsstrategie des ideal plastischen Problems in Kapitel 5.1 fu¨r das
erweiterte Problem mit Beru¨cksichtigung der begrenzten kinematischen Verfestigung ver-
allgemeinert. Zugunsten einer u¨bersichtlichen Darstellung werden folgende Abku¨rzungen
verwendet.
n = (10NC + 1) ·NG+ 1 (10.13)
mE = m
∗
E + 10NG · (NC − 1) (10.14)
mI = NC ·NG (10.15)
m = mE + 2mI (10.16)
x =
[
u11,u
1
2, . . . ,u
j
r, . . . ,u
NC
NG,ν
1
1,ν
1
2, . . . ,ν
j
r, . . . ,ν
NC
NG,v, α
]T ∈ Rn (10.17)
cH(x) = 2 σ
2
H,r −
∥∥ujr∥∥22 ∈ RmI (10.18)
cY (x) = 2 σ
2
Y,r −
∥∥νjr∥∥22 ∈ RmI (10.19)
Das Problem wird in der abgeku¨rzten Form mit (PHIP ) bezeichnet. Es besteht aus mE Glei-
chungsrestriktionen (10.20a), 2mI Ungleichungsrestriktionen (10.20b) und (10.20c) sowie n
Variablen, die im Lo¨sungsvektor x zusammen gefasst werden.
(PHIP ) min f(x) = −α
AH · x = 0 (10.20a)
cH(x) ≥ 0 (10.20b)
cY (x) ≥ 0 (10.20c)
x ∈ Rn (10.20d)
Die Koeffizientenmatrix AH ∈ RmE×n ist in Abb. 10.2 schematisch dargestellt.
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AH =
A˜ 0 . . . 0 0 . . . 0 B˜ −b
−γ11
...
−γjr
...
−γNC−1NG
−γ11
...
−γjr
...
−γNC−1NG
-1
+1
-1
+1
@
@
@
@
@
@
@@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@
@@
5 NG︸ ︷︷ ︸
5 NG·NC
︸ ︷︷ ︸
5NG·NC
3NK - NBC
5NG·(NC - 1)
5NG·(NC - 1)
NG 1
Abbildung 10.2: Schematische Darstellung der Matrix AH mit Verfestigung
Bevor die kkt auf das aus dem Einspieltheorem resultierende Optimierungsproblem an-
gewendet wird, wird das Problem (PHIP ) noch durch Einfu¨hren der Schlupfvariablen y, z
sowie wH und wY modifiziert.
(PHIP )∗ min f(x)
AH · x = 0 (10.21a)
cH(x)−wH = 0 (10.21b)
cY (x)−wY = 0 (10.21c)
x− y + z = 0 (10.21d)
wH ≥ 0, wY ≥ 0, y ≥ 0, z ≥ 0 (10.21e)
Durch das Einfu¨hren der Schlupfvariablen wH und wY werden die Ungleichungsrestrik-
tionen (10.20b) und (10.20c) des urspru¨nglichen Systems (PHIP ) in Gleichungsrestriktionen
u¨berfu¨hrt. Die Variablen y und z sind erforderlich, um die freie Variable x ∈ Rn in
(10.20d) zu beherrschen. Die daraus resultierenden Ungleichungen fu¨r die Schlupfvaria-
blen (10.21e) werden wie in Kapitel 4.3 als Zusatzterme in die Zielfunktion injiziert. Die
Zielfunktion f(x) geht dadurch in die Barrierefunktion fµ(x,y, z,wH ,wY ) u¨ber.
fµ(x,y, z,wH ,wY ) = f(x)− µ
[
n∑
i=1
log(yi) +
n∑
i=1
log(zi) +
mI∑
j=1
log(wH,j) +
mI∑
j=1
log(wY,j)
]
(10.22)
Das Problem kann dann wie folgt formuliert werden.
(PHµ ) min fµ(x,y, z,wH ,wY )
AH · x = 0 (10.23a)
cH(x)−wH = 0 (10.23b)
cY (x)−wY = 0 (10.23c)
x− y + z = 0 (10.23d)
wH > 0, wY > 0, y > 0, z > 0 (10.23e)
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Die zugeho¨rige Lagrange-Funktion kann dann in der folgenden Form angegeben werden:
LH = fµ(x,y, z,wH ,wY )− λE · (AH · x)− λH · (cH(x)−wH)
− λY · (cY (x)−wY )− s · (x− y + z) , (10.24)
wobei λE ∈ RmE , λH ∈ RmI+ , λY ∈ RmI+ und s ∈ Rn+ die Lagrange-Multiplikatoren
sind. Die Sattelpunktbedingung (4.15) ist hinreichend:
∇xLH =∇xf(x)−ATH · λE −CTH(x) · λH −CTY (x) · λY − s = 0 (10.25a)
∇yLH =− µY −1 · e + s = 0 (10.25b)
∇zLH =− µZ−1 · e− s = 0 (10.25c)
∇wHLH =− µW−1H · e + λH = 0 (10.25d)
∇wY LH =− µW−1Y · e + λY = 0 (10.25e)
∇λELH =− (AH · x) = 0 (10.25f)
∇λHLH =− (cH(x)−wH) = 0 (10.25g)
∇λY LH =− (cY (x)−wY ) = 0 (10.25h)
∇sLH =− (x− y + z) = 0 (10.25i)
wobei: CH(x) =cH(x)∇x ∈ RmI×n
CY (x) =cY (x)∇x ∈ RmI×n
Um wa¨hrend der Iteration die Konsistenz zu gewa¨hrleisten, wird die Variable r in die Glei-
chung (10.25c) eingefu¨hrt. Da beide Variablen r und s per Definition komponentenweise
nicht-negativ sein mu¨ssen, werden dadurch beide Variablen im Iterationsverlauf gezwun-
genermaßen zu Nullfolgen.
r = −s (10.26)
Desweiteren werden die vier Gleichungen (10.25b)–(10.25e) mit den Matrizen Y , Z, WH
beziehungsweise W Y multipliziert.
−µ e+ Y · S · e = 0 (10.27a)
−µ e+Z ·R · e = 0 (10.27b)
−µ e+WH ·ΛH · e = 0 (10.27c)
−µ e+W Y ·ΛY · e = 0 (10.27d)
Das resultierende System der Optimierungsbedingungen wird in der Funktion FHµ (Π)
zusammen gefasst, wobei
Π = [x,y, z,wH ,wY ,λE ,λH ,λY , s, r]
T
der Vektor aller auftretenden Variablen ist.
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FHµ (Π) = −


−∇xf(x) +ATH · λE +CTH(x) · λH +CTY (x) · λY + s
µ e− Y · S · e
µ e−Z ·R · e
µ e−WH ·ΛH · e
µ e−W Y ·ΛY · e
AH · x
cH(x)−wH
cY (x)−wY
x− y + z
r + s


= 0 (10.28)
Wie zuvor wird das nichtlineare Gleichungssystem (10.28) mithilfe des Newton-
Verfahrens gelo¨st. Die Schrittwerte ∆Πk im Iterationsschritt k + 1 werden aus den im
vorherigen Iterationsschritt k bestimmten Werten Πk berechnet.
J(Πk) ·∆Πk = −∇ΠLH(Πk) (10.29)
wobei: J(Πk) =∇ΠLH(Π)∇Π
∣∣∣∣∣
Π=Πk
Die Jacobi-Matrix J(Π) der Funktion FHµ (Π) kann wie folgt ausgedru¨ckt werden, wobei
im Folgenden zugunsten einer u¨bersichtlichen Darstellung auf die Indizierung mit tiefge-
stelltem k verzichtet wird.
J(Π) =


∇
2
xLH 0 0 0 0 −ATH −CTH(x) −CTY (x) −In 0
0 S 0 0 0 0 0 0 Y 0
0 0 R 0 0 0 0 0 0 Z
0 0 0 ΛH 0 0 WH 0 0 0
0 0 0 0 ΛY 0 0 W Y 0 0
−AH 0 0 0 0 0 0 0 0 0
−CH(x) 0 0 ImI 0 0 0 0 0 0
−CY (x) 0 0 0 ImI 0 0 0 0 0
−In In −In 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −In −In


(10.30)
Das Gleichungssystem wird durch sukzessive Elimination solcher Gleichungen kondensiert,
die Diagonalmatrizen enthalten, welche trivialerweise invertierbar sind. Die folgenden Va-
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riablen werden durch Substitution eliminiert.
∆s = −E1 · b1 −E1 ·∆x (10.31)
∆y = µS−1 · e− y − Y · S−1 ·∆s (10.32)
∆r = −r − s−∆s (10.33)
∆z = µR−1 · e− z −Z ·R−1 ·∆r (10.34)
∆wH = µΛ
−1
H · e−wH −EH ·∆λH (10.35)
∆wY = µΛ
−1
Y · e−wY −EY ·∆λY (10.36)
wobei: b1 = x+ z + µ
(
R−1 − S−1) · e +R−1 ·Z · s (10.37)
E1 =
(
S−1 · Y +R−1 ·Z)−1 (10.38)
EH = WH ·Λ−1H (10.39)
EY = W Y ·Λ−1Y (10.40)
Das resultierende, kondensierte System ist gegeben durch:

− (∇2xLH +E1) ATH CTH(x) CTY (x)
AH 0 0 0
CH(x) 0 EH 0
CY (x) 0 0 EY

 ·


∆x
∆λE
∆λH
∆λY

 =


d1
d2
dH3
dY3

 (10.41)
Die rechte Seite dieses Systems ergibt sich wie folgt.
d1 = ∇xf(x)−ATH · λE −CTH(x) · λH −CTY (x) · λY − s+E1 · b1 (10.42a)
d2 = −AH · x (10.42b)
dH3 = −cH(x) + µΛ−1H · e (10.42c)
dY3 = −cY (x) + µΛ−1Y · e (10.42d)
Unter Beru¨cksichtigung der Definition (10.24) der Lagrange-Funktion LH und ihres
Gradienten ∇xLH nach x in (10.25a) la¨sst sich die Hesse-Matrix ∇2xLH nach x folgen-
dermaßen angeben.
∇
2
xLH = −∇2x [cH(x) · λH + cY (x) · λY ] (10.43)
= −
mI∑
k=1
[(
∇
2
x cH,k(x)
)
λH,k +
(
∇
2
x cY,k(x)
)
λY,k
]
(10.44)
=: QH(λH) +QY (λY ) = QYH(λH ,λY ) (10.45)
Setzt man die Fließbedingung nach von Mises (10.18) und (10.19) voraus, dann ist die
Matrix QYH(λH ,λY ) ∈ Rn nur im Bereich i, j ∈ [1, 10mI ] besetzt, wa¨hrend im Bereich
i, j ∈ [10mI , n] alle Eintra¨ge null sind. Bei dieser Formulierung befinden sich alle Eintra¨ge,
die nicht null sind, auf der Hauptdiagonalen. Sie ko¨nnen wie folgt berechnet werden.
for (i ∈ [1, mI ]) :
{
for (j ∈ [1, 5]) : QYH [5 i+ j] = 2λH [i]
}
(10.46)
for (i ∈ [mI , 2mI ]) :
{
for (j ∈ [1, 5]) : QYH [5 i+ j] = 2λY [i]
}
(10.47)
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Das in Kapitel 5.3.1 beschriebene Problem des Nullblocks auf der Hauptdiagonalen der
Koeffizientenmatrix tritt auch bei dem System (10.41) auf. Entsprechend wird auch hier
eine duale Regularisierung mit der Matrix REd nach (5.37) vorgenommen, sodass die der-
art modifizierte Matrix im Sinne von Vanderbei [121] stark faktorisierbar ist, wodurch
eine Cholesky-Zerlegung ermo¨glicht wird. Da die beteiligten Ungleichungsrestriktionen
(10.18) und (10.19) auch bei Beru¨cksichtigung der begrenzten kinematischen Verfestigung
alle konkav sind, ist wie bisher keine primale Regularisierung notwendig.
Das derart regularisierte System ist dann gegeben durch:

− (QYH(λH ,λY ) +E1) ATH CTH(x) CTY (x)
AH R
E
d 0 0
CH(x) 0 EH 0
CY (x) 0 0 EY

 ·


∆x
∆λE
∆λH
∆λY

 =


d1
d2
dH3
dY3

 (10.48)
Aufgrund der speziellen Formulierung des Problems la¨sst es sich derart zusammen fassen,
dass die Analogie zum ideal plastischen Fall deutlich wird.
HE2 =

 EH 0
0 EY

 HCI =

 CH
CY

 HCTI = [CTH ∣∣∣CTY ] (10.49a)
HλI =

 λH
λY

 ∆HλI =

 ∆λH
∆λY

 Hd3 =

 dH3
dY3

 (10.49b)
Das zusammengefasste System ergibt sich wie folgt:

− (QYH(HλI) +E1) ATH HCTI (x)
AH R
E
d 0
HCI(x) 0
HE2

 ·


∆x
∆λE
∆HλI

 =


d1
d2
Hd3

 (10.50)
Der Vergleich mit (5.27) zeigt die Analogie der Formulierungen. Durch das Zusammenfassen
(10.49) kann das Problem mit Beru¨cksichtigung der begrenzten kinematischen Verfestigung
in a¨hnlicher Weise behandelt werden wie das Problem fu¨r ideal plastisches Materialverhal-
ten.
10.3 Validierung des Algorithmus mit begrenzter
kinematischer Verfestigung
Die beschriebene Methode wurde in ipsa implementiert. In diesem Abschnitt wird der
Algorithmus mit Beru¨cksichtigung der begrenzten kinematischen Verfestigung anhand von
vier Beispielen validiert.
Fu¨r alle Beispiele werden zweidimensionale Lastra¨ume betrachtet, wobei die jeweiligen
Lasten unabha¨ngig voneinander in den folgenden Grenzen variieren.
0 ≤ P1 ≤ µ+1 P0 (10.51a)
0 ≤ P2 ≤ µ+2 P0 (10.51b)
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Die fem-Analyse fu¨r alle Rechnungen wurde mit dem Software-Paket ansys durchgefu¨hrt.
Die verwendeten Modelle wurden basierend auf Vorlagen von Said Mouhtamid im Rah-
men einer Studienarbeit von Sebastien Perroy erstellt. Die Diskretisierung erfolgt mit
isoparametrischen Volumenelementen (kubisch mit 8 Knoten). Insbesondere findet das Ele-
ment solid45 bei den mechanischen Lasten Anwendung. Fu¨r thermische Lastfa¨lle wird
zuna¨chst die Temperaturverteilung mit dem Element solid70 berechnet, dann wird mit
den berechneten Temperaturknotenlasten die Spannungsanalyse mit dem Element solid185
durchgefu¨hrt.
In allen Rechnungen werden die Materialparameter als temperaturunabha¨ngig angenom-
men. Außerdem werden ausschließlich stationa¨re Prozesse betrachtet, wobei angenommen
wird, dass sich Temperatura¨nderungen hinreichend langsam einstellen. Daru¨ber hinaus
wird Kriechen infolge hoher Temperaturen nicht beru¨cksichtigt.
Die Rechnungen werden auf einem Dell Precision T7500 mit Xeon E5620 -Prozessor mit
2400 MHz und 12 GB RAM durchgefu¨hrt.
10.3.1 Scheibe unter thermomechanischer Belastung
Es wird eine Scheibe unter thermomechanischer Belastung betrachtet. Die Scheibe wird
entlang der horizontal verlaufenden Kanten wie dargestellt gelagert, Abb. 10.3. An den
anderen Kanten wird die Fla¨chenlast p in x-Richtung eingepra¨gt. Wie in dem hinla¨ng-
lich bekannten Beispiel von Bree wird auf einer Seite der Scheibe die Temperaturlast
∆T = T1 − T0 aufgebracht. Die Temperaturverteilung wird als linear u¨ber die Dicke der
Scheibe angenommen.
T0
T1
p p
x
y
Abbildung 10.3: System und Belastung der Scheibe
Die Scheibe besteht aus Stahl X6CrNiNb 18-10 und wird als homogen isotrop angenom-
men. Die mechanischen und thermischen Eigenschaften des Materials ko¨nnen Tab. 10.1
entnommen werden.
Unter Beru¨cksichtigung der Symmetrie des Systems wird nur die Ha¨lfte der Scheibe be-
trachtet. Das verwendete Netz besteht aus 676 Knoten und 432 Elementen (3 Elemente
u¨ber die Dicke), Abb. 10.4.
Das elastische Spannungsfeld infolge der Fla¨chenlast p ist homogen mit σx = p und
σy = ν p, alle anderen Spannungskomponenten sind null. Bei einem willku¨rlich gewa¨hlten
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Tabelle 10.1: Thermische und mechanische Kennwerte
Elastizita¨tsmodul [MPa] 2.0× 105
Fließspannung [MPa] 205
Querkontraktionskoeffizient 0.3
Dichte [kg/m3] 7.9× 103
Wa¨rmeleitfa¨higkeit [W/(m·K)] 15
Spezifische Wa¨rmekapazita¨t [J/(kg·K)] 500
Wa¨rmeausdehnungskoeffizient [1/K] 1.6× 10−5
Abbildung 10.4: FEM-Modell der Scheibe
Wert p = 100 MPa stellt sich damit eine Vergleichsspannung von 88.882 MPa ein. Die ela-
stische Spannungsverteilung infolge der Temperaturlast ist in Abb. 10.5 dargestellt, wobei
der willku¨rlich gewa¨hlte Wert ∆T = 100 K verwendet wurde.
Abbildung 10.5: Elastische Vergleichsspannung der Scheibe infolge Temperaturbelastung
Das Ergebnis der Einspielanalyse ist in Abb. 10.6 dargestellt. Dort wird der elastische
Bereich gepunktet gezeichnet, der die Menge aller mo¨glichen Belastungspfade umschließt,
die zu elastischem Materialverhalten fu¨hren. Außerdem wird der Einspielbereich fu¨r ideal
plastisches Materialverhalten mit der Fließspannung σY = 205 MPa und mit Strich-Punkt-
Linien fu¨r Vielfache der Fließspannung σ∗Y,1 = 1.25 σY , σ
∗
Y,2 = 1.5 σY und σ
∗
Y,3 = 1.75 σY an-
gegeben. Daru¨ber hinaus werden die Einspielbereiche mit Beru¨cksichtigung der begrenzten
kinematischen Verfestigung mit σH,1 = 1.25 σY , σH,2 = 1.5 σY und σH,3 = 1.75 σY und mit
unbegrenzter kinematischer Verfestigung dargestellt. Beide Achsen sind auf den jeweiligen
Wert p0 beziehungsweise ∆T0 bei ideal plastischem Materialverhalten skaliert.
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Abbildung 10.6: Ergebnis der Einspielanalyse der Scheibe
Sowohl im ideal plastischen Fall als auch unter Beru¨cksichtigung der begrenzten Verfe-
stigung lassen sich die verschiedenen Mechanismen der alternierenden Plastizita¨t und des
inkrementellen Kollaps eindeutig identifizieren. Bei vorherrschender Temperaturbeanspru-
chung stimmen alle Einspielgrenzen mit der Kurve fu¨r unbegrenzte Verfestigung u¨berein,
die wiederum die alternierende Plastizita¨t widerspiegelt. Die Verfestigung spielt hier keine
Rolle. Entsprechend ist die Einspieltemperatur ∆T0 genau doppelt so groß wie die ela-
stische Grenztemperatur. Im durch die Fla¨chenlast dominierten Bereich ist hingegen die
Einspielgrenze durch Versagen infolge inkrementellen Kollaps definiert. Hier wird der Ein-
fluss der Verfestigung deutlich. Die Einspielgrenze vergro¨ßert sich genau mit dem Verha¨ltnis
σH/σY , die U¨bereinstimmung mit den Kurven fu¨r das jeweilige Vielfache der Fließspan-
nung ist offensichtlich. Die Fla¨chenlast der elastischen Grenze und der Einspielgrenze bei
ideal plastischem Material p0 stimmen u¨berein, da das homogene Spannungsfeld keine pla-
stischen Reserven erlaubt. Es ist beachtlich, wie gut der U¨bergang zwischen den genannten
Mechanismen erfasst wird.
Zur Validierung der Ergebnisse werden sie mit Rechnungen von Heitzer et al. [53],
Schwabe [104] und Mouhtamid [82, 134] verglichen. Die genannten Arbeiten basie-
ren ebenfalls auf dem statischen Einspieltheorem, allerdings unterscheiden sie sich in der
Lo¨sungsstrategie. Wa¨hrendHeitzer die Methode der reduzierten Basen verwendet, benut-
zen Schwabe undMouhtamid das Programm Lancelot [27], das auf einem augmentier-
ten Lagrange’schen Verfahren beruht. Die Rechnungen von Schwabe undMouhtamid
unterscheiden sich in den verwendeten Elementtypen.
Die pra¨sentierten Resultate fu¨r Verfestigung zeigen eine gute U¨bereinstimmung mit den Re-
ferenzergebnissen, Abb. 10.7–Abb. 10.9. Abweichungen werden nur bei der ideal plastischen
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Abbildung 10.7: Vergleich mit Ergebnissen von Heitzer et al. [53]
Einspielgrenze beobachtet. Hier liefert ipsa einen scha¨rferen U¨bergang vom Mechanismus
des inkrementellen Kollaps zum Mechanismus der alternierenden Plastizita¨t.
Der Einfluss der Verfestigung auf die wesentlichen numerischen Kennwerte des Problems
wird in Tab. 10.2 ersichtlich.
Tabelle 10.2: Einfluss der Verfestigung auf numerische Details
Ideal plast. Verfestigung
n 72 577 141 697
mE 53 868 105 708
mI 13 824 27 648
∅ Iterationen 3 802 3 869
∅ CPU-Zeit [s] 636 965
Die Anzahl der erforderlichen Iterationen wird kaum beeinflusst, aufgrund der gro¨ßeren
Anzahl der Variablen ist die Rechenzeit allerdings ho¨her. In den Referenzen wird keine
Rechenzeit angegeben. Beru¨cksichtigt man jedoch die CPU-Zeiten von Lancelot bei den
Beispielen im Kapitel 7, ist anzunehmen, dass diese Rechnungen wesentlich la¨nger dauern.
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Abbildung 10.8: Vergleich mit Ergebnissen von Schwabe [104]
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
 
 
Elastischer Bereich
Ideal plastisch
Verfestigung 1.5
Unbegr. Verfestigung
Mouhtamid elastisch
Mouhtamid ideal plastisch
Mouhtamid Verfestigung 1.5
Mouhtamid unbegr. Verfestigung
Fla¨chenlast p/p0
T
em
p
er
a
tu
r
∆
T
/∆
T
0
Abbildung 10.9: Vergleich mit Ergebnissen von Mouhtamid [82]
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10.3.2 Langes Rohr unter thermomechanischer Belastung
Als zweites Beispiel wird ein Rohr unter thermomechanischer Belastung betrachtet,
Abb. 10.10. Das Rohr wird als sehr lang und offen angenommen. Als Belastung werden der
Innendruck p sowie eine Temperaturlast ∆T = T1 − T0 im Innern des Rohrs eingepra¨gt.
Das Verha¨ltnis von Wanddicke h und Radius R wird als R/h = 10 gewa¨hlt.
R
h
p
p
T0
T1
Abbildung 10.10: System und Belastung des Rohrs
Das Rohr besteht aus Stahl X6CrNiNb 18-10 und wird als homogen isotrop angenommen.
Die mechanischen Eigenschaften des Materials ko¨nnen Tab. 10.1 des vorigen Beispiels ent-
nommen werden. Unter Beru¨cksichtigung der Symmetrie des Systems wird nur die Ha¨lfte
des Rohrs betrachtet. Das verwendete Netz besteht aus 984 Knoten und 600 Elementen (5
Elemente u¨ber die Wanddicke), Abb. 10.11(a).
(a) FEM-Modell (b) Elastische Vergleichsspannun-
gen infolge Innendruck
(c) Elastische Vergleichsspannun-
gen infolge Temperatur
Abbildung 10.11: Modell und elastische Spannungen des langen Rohrs
Die Verla¨ufe der elastischen Vergleichsspannungen sind in Abb. 10.11 dargestellt. Hierfu¨r
wurden die willku¨rlich gewa¨hlten Werte p = 10 MPa und ∆T = 100 K verwendet.
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Das Ergebnis der Einspielanalyse ist in Abb. 10.12 dargestellt. Dort wird der elastische
Bereich gepunktet gezeichnet, der die Menge aller mo¨glichen Belastungspfade umschließt,
die zu elastischem Materialverhalten fu¨hren. Außerdem wird der Einspielbereich fu¨r ideal
plastisches Materialverhalten mit der Fließspannung σY = 205 MPa und mit Beru¨cksich-
tigung der begrenzten kinematischen Verfestigung mit σH,1 = 1.2 σY , σH,2 = 1.35 σY und
σH,3 = 1.5 σY sowie mit unbegrenzter kinematischer Verfestigung dargestellt. Beide Achsen
sind auf den jeweiligen Wert p0 beziehungsweise ∆T0 bei ideal plastischem Materialverhal-
ten skaliert.
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Abbildung 10.12: Ergebnis der Einspielanalyse des langen Rohrs
Wie zuvor lassen sich die verschiedenen Mechanismen der alternierenden Plastizita¨t und des
inkrementellen Kollaps eindeutig identifizieren. Bei vorherrschender Temperaturbeanspru-
chung fallen alle Einspielkurven zusammen, und es handelt sich um alternierende Plasti-
zita¨t. Die Verfestigung spielt hier keine Rolle. Entsprechend ist die Einspieltemperatur ∆T0
genau doppelt so groß wie die elastische Grenztemperatur. Im durch den Innendruck do-
minierten Bereich ist hingegen die Bedingung fu¨r inkrementellen Kollaps maßgebend. Hier
wird der Einfluss der Verfestigung deutlich. Die Einspielgrenze vergro¨ßert sich genau mit
dem Verha¨ltnis σH/σY .
Zur Validierung der Ergebnisse werden sie mit Rechnungen von Mouhtamid [82], Ha-
chemi [46] und Heitzer et al. [53] verglichen. Diese basieren ebenfalls auf dem statischen
Einspieltheorem, allerdings unterscheiden sie sich in der Lo¨sungsstrategie. Die Rechnung
von Mouhtamid wurde mit ipdca durchgefu¨hrt, sodass die Methodik sehr a¨hnlich ist.
Allerdings kann dort keine Verfestigung beru¨cksichtigt werden. Die dargestellte Kurve fu¨r
unbegrenzte kinematische Verfestigung ist die fu¨r alternierende Plastizita¨t. Hachemi ver-
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wendet den bfgs-Algorithmus zur Lo¨sung des Optimierungsproblems, u.a. [81], wohinge-
gen Heitzer die Methode der reduzierten Basen benutzt.
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Abbildung 10.13: Vergleich mit Ergebnissen von Mouhtamid [82]
Der Vergleich mit der Rechnung von Mouhtamid zeigt eine gute U¨bereinstimmung,
Abb. 10.13. Nur im Bereich vorherrschenden Drucks ist eine Abweichung zu beobach-
ten, die durch unterschiedliche elastische Lo¨sungen infolge unterschiedlicher fem-Modelle
begru¨ndet werden kann. Der Unterschied des Einspieldrucks mit unbegrenzter Verfestigung
ist genau doppelt so groß wie der Unterschied des elastischen Grenzdrucks.
Die Kurven von Hachemi liegen tendenziell u¨ber den hier berechneten Lo¨sungen, die Ein-
spiellasten werden sowohl mit als auch ohne Beru¨cksichtigung der Verfestigung u¨berscha¨tzt,
Abb. 10.14. Die Verla¨ufe sind qualitativ a¨hnlich, auch die Steigungen an den Achsenschnitt-
punkten stimmen u¨berein.
Die Ergebnisse sind in U¨bereinstimmung mit denen von Heitzer, Abb. 10.15. Bei Beru¨ck-
sichtigung der Verfestigung sind seine Werte etwas niedriger, die Abweichung ist allerdings
gering.
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Abbildung 10.14: Vergleich mit Ergebnissen von Hachemi [46]
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Abbildung 10.15: Vergleich mit Ergebnissen von Heitzer et al. [53]
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10.3.3 Geschlossenes Rohr unter thermomechanischer Belastung
Das Rohr des vorherigen Beispiels 10.3.2 wird nun als geschlossen angenommen, Abb. 10.16.
R
h
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p
T0
T1
Abbildung 10.16: System und Belastung des geschlossenen Rohrs
Zu Vergleichszwecken wird ein Abschnitt betrachtet, der sich weit genug von dem Ab-
schluss befindet, sodass der Einfluss auf das Verformungsverhalten nicht beru¨cksichtigt
werden muss. Allerdings muss auch dann der Axialdruck σax beru¨cksichtigt werden. Die
Kraft auf den Deckel mit der Fla¨che AD = π (R− h)2 steht mit der Resultierenden der
Axialspannung σax auf der Rohrschnittfla¨che AR = π (2Rh− h2) im Gleichgewicht.
σax π (2Rh− h2) = p π (R− h)2 −→ σax = p (R− h)
2
(2Rh− h2)
Durch diese zusa¨tzliche Axialbelastung a¨ndert sich der elastische Spannungsverlauf infol-
ge Innendruck, Abb. 10.17. Wie vorne wurde der willku¨rlich gewa¨hlte Wert p = 10 MPa
verwendet. Der Lastfall Temperatur ist davon nicht betroffen, und es kann weiterhin der
Verlauf Abb. 10.11(c) verwendet werden.
Das Ergebnis der Einspielanalyse ist in Abb. 10.18 dargestellt. Dort wird der Einspiel-
bereich fu¨r ideal plastisches Materialverhalten mit der Fließspannung σY = 205 MPa
und mit Beru¨cksichtigung der begrenzten kinematischen Verfestigung mit σH,1 = 1.2 σY ,
σH,2 = 1.35 σY und σH,3 = 1.5 σY sowie mit unbegrenzter kinematischer Verfestigung dar-
gestellt. Beide Achsen sind auf den jeweiligen Wert p0 beziehungsweise ∆T0 bei ideal pla-
stischem Materialverhalten skaliert.
In Abb. 10.18 ko¨nnen die verschiedenen Mechanismen der alternierenden Plastizita¨t und
des inkrementellen Kollaps eindeutig identifiziert werden. Bei vorherrschender Tempera-
turbeanspruchung fallen alle Einspielkurven zusammen, ohne dass die Verfestigung einen
Einfluss hat. Es handelt sich um alternierende Plastizita¨t. Zu beachten ist, dass die Ein-
spielkurve der alternierenden Plastizita¨t na¨herungsweise linear verla¨uft. Im durch den In-
nendruck dominierten Bereich ist hingegen die Bedingung fu¨r inkrementellen Kollaps maß-
gebend, und die Verfestigung beeinflusst das Ergebnis. Die Einspielgrenze vergro¨ßert sich
genau mit dem Verha¨ltnis σH/σY .
Zur Validierung der Ergebnisse werden sie mit der Rechnung von Groß-Weege [43]
verglichen, die ebenfalls auf dem statischen Einspieltheorem basieren. Allerdings wurde
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Abbildung 10.17: Elastische Vergleichsspannung des geschlossenen Rohrs infolge Innendruck
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Abbildung 10.18: Ergebnis der Einspielanalyse des geschlossenen Rohrs
dort das Optimierungsproblem mit einem auf der Methode der reduzierten Basen beru-
henden Algorithmus gelo¨st. Die Ergebnisse stimmen gut u¨berein, auch wenn im Bereich
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des inkrementellen Kollaps bei Verfestigung die berechneten Werte etwas u¨ber denen von
Groß-Weege liegen, Abb. 10.19.
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Abbildung 10.19: Vergleich mit Ergebnissen von Groß-Weege [43]
10.3.4 Flansch unter biaxialer mechanischer Belastung
Abschließend wird ein Flansch mit drei verschiedenen Außenradien betrachtet, der durch
den Innendruck p und die Axialkraft Q belastet wird, Abb. 10.20.
Zwecks Vergleichbarkeit werden die Geometrie- und Materialdaten von [82] u¨bernommen.
Die Abmessungen ko¨nnen Tab. 10.3 entnommen werden, wa¨hrend die mechanischen Ei-
genschaften in Tab. 10.4 angegeben werden.
Tabelle 10.3: Dimensionen des Flansches
La¨nge L in [mm] 386.9
Innenradius Ri in [mm] 60.0
Außenradius Ra,1 in [mm] 68.1
Außenradius Ra,2 in [mm] 77.8
Außenradius Ra,3 in [mm] 90.5
Unter Ausnutzung der Rotationssymmetrie wird das folgende fem-Modell fu¨r die Berech-
nung der elastischen Spannungen verwendet, Abb. 10.21(a). Das Netz besteht aus 265
Elementen mit 678 Knoten (1 Element u¨ber die Dicke).
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Q
Q
p
Abbildung 10.20: System und Belastung des Flansches
Tabelle 10.4: Mechanische Eigenschaften
Elastizita¨tsmodul [MPa] 2.0× 105
Fließspannung [MPa] 200
Querkontraktionskoeffizient 0.3
Die elastischen Vergleichsspannungen sind in Abb. 10.21 dargestellt. Dafu¨r wurden die
willku¨rlich gewa¨hlten Werte p = 10 MPa und Q = 113.097 kN verwendet. Dabei ist zu
beachten, dass zwar der Spannungsverlauf infolge Druckbelastung exakt mit dem von
Mouhtamid u¨bereinstimmt, dass Abweichungen in der Modellierung jedoch zu einem
Unterschied bei der Axialkraft fu¨hren.Mouhtamid gibt den Maximalwert der Vergleichs-
spannung in diesem Fall mit 106.465 MPa an, wohingegen in der vorliegenden Rechnung
der maximale Wert 100.143 MPa betra¨gt.
Das Ergebnis der Einspielanalyse ist in Abb. 10.22 dargestellt. Dort wird der elastische
Bereich gepunktet gezeichnet, der die Menge aller mo¨glichen Belastungspfade umschließt,
die zu elastischem Materialverhalten fu¨hren. Außerdem wird der Einspielbereich fu¨r ide-
al plastisches Materialverhalten mit der Fließspannung σY = 200 MPa und mit Strich-
Punkt-Linien fu¨r Vielfache der Fließspannung σ∗Y,1 = 1.25 σY und σ
∗
Y,2 = 1.5 σY angegeben.
Daru¨ber hinaus werden die Einspielbereiche mit Beru¨cksichtigung der begrenzten kinema-
tischen Verfestigung mit σH,1 = 1.25 σY und σH,2 = 1.5 σY und mit unbegrenzter kinema-
tischer Verfestigung dargestellt. Beide Achsen sind auf den jeweiligen Wert p0 beziehungs-
weise Q0 bei ideal plastischem Materialverhalten skaliert.
Sowohl im ideal plastischen Fall als auch unter Beru¨cksichtigung der begrenzten Verfesti-
gung sind die Mechanismen der alternierenden Plastizita¨t und des inkrementellen Kollaps
gut unterscheidbar. Im Bereich der Axialkraft stimmen alle Einspielgrenzen mit der Kurve
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(a)
FEM-Modell
(b) Elastische Vergleichsspan-
nungen infolge Innendruck
(c) Elastische Vergleichsspan-
nungen infolge Axialkraft
Abbildung 10.21: Modell und elastische Spannungen des Flansches
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Abbildung 10.22: Ergebnis der Einspielanalyse des Flansches
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fu¨r unbegrenzte Verfestigung u¨berein. Es handelt sich hierbei um alternierende Plastizita¨t,
wobei die Verfestigung keine Rolle spielt. Die zur Einspielgrenze geho¨rende Axialkraft Q0
ist doppelt so groß wie die elastische Grenzkraft. Im Gegensatz dazu herrscht im durch
den Innendruck dominierten Bereich Versagen infolge inkrementellen Kollaps vor. Hier
wird der Einfluss der Verfestigung deutlich. Die Einspielgrenze vergro¨ßert sich genau mit
dem Verha¨ltnis σH/σY . Die Kurven fu¨r begrenzte Verfestigung mit σH sind in diesem Be-
reich nahezu identisch mit denen der idealen Plastizita¨t mit erho¨hter Fließspannung σ∗Y .
Die zu den verschiedenen Mechanismen geho¨renden Kurven werden beinahe u¨bergangslos
ineinander u¨berfu¨hrt.
Abschließend werden die Ergebnisse mit Rechnungen vonMouhtamid [82, 135] verglichen,
Abb. 10.23. Diese Rechnungen wurden mit dem Programm Lancelot [27] durchgefu¨hrt,
das auf einem augmentierten Lagrange’schen Verfahren beruht.
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Abbildung 10.23: Vergleich mit Ergebnissen von Mouhtamid [82]
Auch bei diesem Beispiel zeigt sich eine gute U¨bereinstimmung mit der Referenzlo¨sung.
Die angesprochene Abweichung in der elastischen Lo¨sung schla¨gt sich in einer Abwei-
chung der Kurven fu¨r unbegrenzte Verfestigung nieder. Auch bei ideal plastischem Material
sind die Werte von Mouhtamid tendenziell etwas gro¨ßer. Die Verla¨ufe mit Verfestigung
σH = 1.5 σY liegen hingegen sehr nah bei einander.
Mouhtamid gibt leider keine Rechenzeiten an. Mit ipsa liegt fu¨r dieses System mit
Beru¨cksichtigung der Verfestigung der Durchschnitt der Rechenzeit unter 5 Minuten. Mit
den Erfahrungen aus Kapitel 7 kann vermutet werden, dass die CPU-Zeit mit Lancelot
deutlich daru¨ber liegt.
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11 Fazit und Ausblick
Die Bestimmung der Einspiellasten von mechanischen Systemen ist von entscheidender
Bedeutung im konstruktiven Ingenieurwesen. Das gilt insbesondere fu¨r Komponenten, auf
die vera¨nderliche thermomechanische Lasten einwirken. Um mo¨glichst realita¨tsnahe Ergeb-
nisse erzielen zu ko¨nnen, ist die Erfassung von begrenzt kinematisch verfestigendem Ma-
terialverhalten notwendig. Diese Aufgabe erweist sich als besonders komplex, wenn große
Ingenieurstrukturen betrachtet werden, da diese auf Optimierungsprobleme mit besonders
hoher Anzahl von Unbekannten und Restriktionen fu¨hren.
In der vorliegenden Arbeit wurde der neue Algorithmus ipsa vorgestellt, der speziell
fu¨r Einspieluntersuchungen mechanischer Komponenten aus von Mises- Materialien ent-
wickelt worden ist. Die zugrundeliegende mathematische Formulierung basiert auf der An-
wendung des statischen Einspieltheorems von Melan. Das daraus resultierende Optimie-
rungsproblem wird mithilfe der Innere Punkte Methode gelo¨st, wobei die Lo¨sungsstrategie
speziell auf das von Mises Fließkriterium zugeschnitten ist.
Die Validierung erfolgte zuna¨chst fu¨r Strukturen mit elastisch- ideal plastischem Material-
verhalten unter der Einwirkung von zwei unabha¨ngig voneinander variierenden thermome-
chanischen Lasten. Hier wird die Genauigkeit von ipsa beim Vergleich mit Ergebnissen der
Literatur sowie mit Rechnungen mit den Programmen Lancelot, ipopt und ipdca ge-
zeigt. Daru¨ber hinaus wird deutlich, dass sich der Algorithmus durch besondere Effizienz
auszeichnet. Im schlechtesten Fall betra¨gt die Rechenzeit ungefa¨hr ein Achtel der von den
genannten Programmen beno¨tigten, wa¨hrend sie im besten Fall um einen Faktor von u¨ber
300 reduziert werden kann.
Desweiteren wurde in dieser Arbeit sowohl die theoretische Herleitung als auch die Im-
plementierung fu¨r den Fall beliebig vieler Lasten erweitert. Das Vorgehen wurde anhand
der Berechnung einer durch drei unabha¨ngig variierende thermomechanische Lasten bean-
spruchten Lochscheibe veranschaulicht. Die pra¨sentierten Ergebnisse des Einspielbereichs
im dreidimensionalen Lastraum sind die ersten ihrer Art.
Daraufhin wurde die Erweiterung fu¨r begrenzte kinematische Verfestigung pra¨sentiert. Die-
se beruht auf einem von Weichert und Groß-Weege vorgeschlagenen Zwei-Fla¨chen-
Modell, das die Einbettung dieser Verfestigung in das statische Einspieltheorem ermo¨glicht.
Wie im ideal plastischen Fall, wurde die Innere Punkte Methode zur Lo¨sung des erweiter-
ten Optimierungsproblems verwendet. Die Richtigkeit der Implementierung in ipsa konnte
durch vier Beispiele belegt werden, deren Ergebnissen gute U¨bereinstimmung mit den in
der Literatur vorhandenen aufweisen.
Abschließend la¨sst sich schlussfolgern, dass die Innere Punkte Methode ausgezeichnet fu¨r
die Lo¨sung des aus dem statischen Einspieltheorem resultierenden Optimierungsproblems
geeignet ist. Insbesondere bei der Anwendung auf große Ingenieurstrukturen mit ideal
plastischem oder begrenzt kinematisch verfestigendem Verhalten hat sich der Algorithmus
ipsa bewa¨hrt und durch hohe Effizienz u¨berzeugt.
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Bisher handelt es sich bei ipsa um ein unabha¨ngiges Programm, das der Berechnung der
elastischen Spannungen mittels eines fem-Softwarepakets nachgeschaltet ist. Ein na¨chster
Schritt sollte darin bestehen, den Code direkt in ein solches Softwarepaket zu integrieren.
Diese Aufgabe ist eher technischer Natur, ist aber notwendig, um ausfu¨hrliche Parameter-
studien der numerischen Parameter der Abbruchbedingungen und der Update-Regeln an
mo¨glichst vielen verschiedenen Systemen zu ermo¨glichen. Daru¨ber hinaus erscheint eine
weitere Untersuchung der Startwertwahl vielversprechend.
Die Anwendung des selektiven Algorithmus auf das Beispiel der Lochscheibe zeigt ein
hohes Potential auf, die Rechenzeit bei großen Systemen deutlich zu reduzieren. Es scheint
deshalb empfehlenswert, diese Vorgehensweise fu¨r beliebige Probleme zu verallgemeinern.
Eine Mo¨glichkeit zur Weiterentwicklung der pra¨sentierten Methode ko¨nnte in der Beru¨ck-
sichtigung der Materialscha¨digung liegen. Dem Ansatz von Hachemi undWeichert [51]
folgend, kann durch Einfu¨hrung des Scha¨digungsparameters D die Scha¨digung im stati-
schen Einspieltheorem beru¨cksichtigt werden. Dabei muss fu¨r die neue VariableD des Opti-
mierungsproblems auch eine neue Nebenbedingung formuliert werden, die die Beschra¨nkt-
heit der Scha¨digung ausdru¨ckt. Schwierigkeiten ko¨nnen allerdings dadurch hervorgerufen
werden, dass diese Bedingung nicht konvex ist.
Eine alternative Entwicklungsmo¨glichkeit besteht darin, die vorgestellte Methodik auf
Formgeda¨chtnislegierungen anzuwenden. Fu¨r den Spezialfall der spannungsinduzierten
Phasentransformation ohne Beru¨cksichtigung der Temperatur, die als konstant im Bereich
mit pseudoelastischem Materialverhalten angenommen wird, geben Feng und Sun bereits
ein statisches Einspieltheorem an, [33]. Eine entsprechende Erweiterung von ipsa erscheint
mo¨glich und sinnvoll.
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A Darstellung des Spannungstensors
A.1 Spannungsdeviator und Verzerrungsdeviator
Der Spannungstensor σ wird in einen deviatorischen Anteil σˆ und einen dilatatorischen
Anteil pI (oder auch Kugeltensor) aufgespalten.
σ = σˆ + pI (A.1)
mit dem hydrostatischen Druck p =
1
3
σkk =
1
3
(σI + σII + σIII) (A.2)
Entsprechend wird der Verzerrungstensor aufgespalten in
ε = εˆ+ εmI (A.3)
mit der mittleren Dehnung εm =
1
3
εkk =
1
3
(εI + εII + εIII) (A.4)
Damit beschreibt εˆ allein die Distorsion (Gestalta¨nderung). Das Hooke’sche Gesetz la¨sst
sich dann wie folgt schreiben.
Distorsion : σˆ = 2G εˆ (A.5)
Dilatation : p = Kεm (A.6)
Dabei bezeichnet K den Kompressionsmodul :
K = 2G
1 + ν
(1− 2ν) =
E
(1− 2ν) (A.7)
A.2 Hauptachsentransformation und Invarianten
Jeder Tensor zweiter Stufe T la¨sst sich durch seine Koordinatenmatrix und die dazugeho¨ri-
ge orthonormale Basis ei eindeutig festlegen.
T =


T11 T12 T13
T21 T22 T23
T31 T32 T33

eiej −→ T =


TI 0 0
0 TII 0
0 0 TIII

ninj
T la¨sst sich durch die sogenannte Hauptachsentransformation diagonalisieren, indem das
Eigenwertproblem
(T − TiI) · ni = 0
gelo¨st wird. Dann sind die Hauptrichtungen ni genau die Richtungen, unter denen die ex-
tremal mo¨glichen zum Zustand T geho¨renden Hauptwerte TI , TII , TIII auftreten. Entspre-
chend sind σI , σII , σIII die Hauptspannungen des Spannungstensors σ, die die extremalen
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Normalspannungen darstellen, die genau dann auftreten, wenn keine Schubspannung tan-
gential zur Schnittfla¨che wirkt. Das Lo¨sen des genannten Eigenwertproblems fu¨hrt auf die
folgende in Ti kubische Gleichung
T 3i − T IT 2i + T IITi − T III = 0 (A.8)
mit den (isotropen) Invarianten
T I := trT = Tkk
T II :=
1
2
[ tr(T 2)− (trT )2] = 1
2
[TijTji − T 2kk]
T III := detT =
1
3
TijTjkTki
Die Invarianten des Spannungstensors werden durch I1, I2, I3 gekennzeichnet.
I1 := σ
I = trσ = σkk = 3p
I2 := σ
II =
1
2
[ tr(σ2)− (trσ)2] = 1
2
[ σijσji − σ2kk] (A.9)
I3 := σ
III = detσ =
1
3
σijσjkσki
Analog lassen sich fu¨r den Spannungsdeviator σˆ die Invarianten J1, J2, J3 definieren.
J1 := σˆ
I = tr σˆ = σˆkk = 0
J2 := σˆ
II =
1
2
[ tr(σˆ2)− (tr σˆ)2] = 1
2
σˆij σˆji (A.10)
J3 := σˆ
III = det σˆ =
1
3
σˆij σˆjkσˆki
Diese Invarianten des Spannungstensors und des Spannungsdeviators sind unabha¨ngig vom
gewa¨hlten Basissystem ei. Daher eignen sie sich fu¨r die Formulierung von Stoffgesetzen.
Folgende Darstellungen von J2 werden ebenfalls ha¨ufig verwendet:
J2 =
1
2
σˆij σˆji =
1
2
[
σˆ2I + σˆ
2
II + σˆ
2
III
]
= σˆ11σˆ22 + σˆ11σˆ33 + σˆ22σˆ33 − σˆ212 − σˆ213 − σˆ223
J2 =
1
2
σˆij σˆji =
1
6
[
(σI − σII)2 + (σI − σIII)2 + (σII − σIII)2
]
A.3 Der Satz von Cayley-Hamilton
Aus der kubischen Gleichung (A.8) zur Bestimmung der Hauptwerte eines Tensors T la¨sst
sich der Nulltensor darstellen.
0 =


T11 0 0
0 T22 0
0 0 T33

ninj wobei:
T11= T
3
I − T IT 2I + T IITI − T III
T22= T
3
II − T IT 2II + T IITII − T III
T33=T
3
III − T IT 2III + T IITIII − T III
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0 =


T 3I 0 0
0 T 3II 0
0 0 T 3III

ninj−T I


T 2I 0 0
0 T 2II 0
0 0 T 2III

ninj+T II


TI 0 0
0 TII 0
0 0 TIII

ninj−T IIII
0 = T 3 − T IT 2 + T IIT − T IIII | · T p
0 = T p+3 − T IT p+2 + T IIT p+1 − T IIIT p
Mit dieser Gleichung kann man jede Potenz des Tensors T durch die drei na¨chstkleineren
Potenzen ausdru¨cken. Diese Gleichung ist bekannt als Satz von Cayley- Hamilton.
T p+3 = T IT p+2 − T IIT p+1 + T IIIT p (A.11)
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