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线性反馈系统中信息理论极限的分析 
摘要：在线性反馈系统中，对于其控制性能的理论极限研究一直是近几十年来的热点问题之一。在
本文中，利用信息理论的结果，对因果线性反馈系统进行了分析，得到了一个新的类似于 bode 极
限形式基本性能不等式。这个不等式联系了有向信息，互信息和 bode 敏感度方程。包括了已有的
关于反馈系统性能极限的结论。 
 
Analysis of Information Theoretic Limitation for 
Linear Time Invariant Feedback Systems. 
 
Abstract- Information-theoretic fundamental limitation in feedback control system is an important 
topic for decades. In this paper, a new bode-like fundamental inequality in causal feedback control 
system is developed. This inequality relates directed information, mutual information and bode sensitivity 
functions. This inequality recovers previous known results in feedback system as special cases.   
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I. 引言 
对于反馈控制系统的性能极限研究是一直以
来学术界的热点问题。因为反馈控制系统已经广
泛的应用于工业界的各个领域，所以其性能极限
的掌握显得尤为重要，并且在系统设计的时候也
起到了指导性作用。从上个世纪 20 年代开始，
控制领域的学者就开始用控制理论对反馈系统进
行研究，并且取得了丰硕的成果[1]。 
     信息理论是通信领域的基础理论。从 shannon
开创了信息理论开始，就一直致力于研究开环通
信系统的通信信道容量和可以达到信道容量的编
码方法[2][3]。知道上个世纪九十年代，有向信
息概念的提出使信息论开始应用于因果反馈系统
的研究。有向信息是传统互信息的在因果系统中
的扩展，并且可以用传统的熵来量化[4][5][6]。
近些年来，人们发现有向信息可以用来度量带有
无噪声反馈通信信道的信道容量[10]。从本质来
讲，无噪声反馈通信系统在某种程度上等价于控
制领域中的反馈控制系统。因此，有向信息作为
一个桥梁，链接了信息论和反馈控制理论。并且
通过信息论的结果，可以更好的理解和研究反馈
控制系统中的性能极限[7-9][11-12] [15-18]。同
时，控制理论中的方法和结论也可以用来解决信
息论里的理论问题。 
在本文中，基于信息论中的概念的结果，得到了
一个新的反馈控制系统中性能极限的不等式。这
个不等式对于系统设计和分析有着重要的意义。 
II. 信息论模型与概念 
在本节中，考虑带有随机通信信道的反馈控制
系统，将探讨一个关于反馈控制性能和信息率
的基本理论限制条件。由于 Bode 积分极限原理
在反馈控制系统中的重要性，之前的大量工作
把这个积分极限在反馈控制问题里一直延伸到
更普遍的框架。本节的理论结果基于渐进稳定
性假设，可以看作是另一个 bode 积分极限的扩
展结果。 
 
首先，可逆通信信道可以定义如下。 
定义. 如果一个随机通信信道的随机因子可以
通过信道当前的输入和输出值得以确定，则这
个随机信道是可逆通信信道。 
例如，考虑一个加载高斯白噪声的通信信道 
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噪声 W 是可以由信道的输入输出值（X，Y）得
到，所以这个随机信道是可逆的。 
 
接下来，定义信息速率如下。 
定义 令 X 和 Y 是两个稳定随机过程，它们之间
的信息速率定义为 
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信息速率表明了在任意的通信信道里，可以以
多快的速度可靠的传输信息。 
在本文中，有向信息速率是很重要的概念。有
向信息在信息论领域有着广泛的应用。它可以
用来量化有理想反馈的通信信道的信道容量。
对于有噪声反馈的通信信道，有向信息依然可
以用来分析信道里的信息流，并且可以用来得
到一些有噪声反馈通信信道容量的上界和下界
[13-14] [20] [22]。除此之外，有向信息与经济学
里的 Granger Causality, 数据压缩等都有很直
接的联系[21]，并且可以应用到目标跟踪[19]。 
有向信息和有向信息速率速率定义如下。 
定义：令 X 和 Y 是两个稳定随机过程，它们之
间的有向信息和有向信息速率定义为 
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通过数学表达式可以看出，有向信息度量了信
息流的因果关系。也就是说，序列 Y 是由序列 X
以时间顺序依次产生的。那么从序列 X 到序列 Y
的有向信息表明了从序列 Y 以因果顺序依次含
有序列 X 的信息的总和。 
 
接下来，本文引入功率谱密度和反馈控制理论
中的敏感度方程。 
定义：对于一个渐进稳定的随机信号 a，它的功
率谱密度表示为 )( jwa eS 。 
 
功率谱密度定义了信号或者时间序列的功率如
何随频率分布。这里功率可能是实际物理上的
功率，或者更经常便于表示抽象的信号被定义
为信号数值的平方，也就是当信号的负载为 1
欧姆(ohm)时的实际功率。 
 
定义：对于给定的两个渐进稳定的随机信号 a
和 b，b 相对于 a 的敏感度方程定义为 
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这个敏感度方程并不等于传统反馈控制系统中
的敏感度方程。它是传统敏感度方程的一个扩
展。 
 
图 1. 含反馈噪声的线性反馈系统 
 
III. 反馈线性系统的性能极限不等式 
接下来，基于信息理论的概念和反馈控制理
论，推导出一个关于反馈系统中抵抗信道噪声
能力的性能极限。 
 
定理：假设一个反馈控制系统如图 1 所示。假
设 P 是线性时不变系统，它的初始状态变量表
示为
0X 。 K 是控制器。信号 v 是系统输出端的
加载噪声。信号 w 是反馈过程中加载的稳定高
斯噪声。则下面的不等式是恒成立的， 
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证明： 首先，基于互信息的熵展开， 
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利用熵展开的链式法则， 
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作进一步的展开， 
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利用互信息的链式法则， 
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对于熵，增加给定条件会减少熵的值，所以 
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因为反馈的通信信道是可逆的，也就是说， 
iii WZY +=  
所以，上面的不等式进一步变为 
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再次利用熵的链式法则， 
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综合上面的推导，下面的不等式是成立的。 
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接下来，基于有向信息的定义, 
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再次利用互信息的熵展开， 
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综合上面的推导可以得出， 
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接下来，基于线性系统的假设，信号 y 的功率谱
密度可以作为它的熵值得一个上界。具体可以表
达为下面的不等式。 
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如果信号 y 是稳定的高斯信号，则上面的不等式
可以恒取等式。 
同样，对于反馈信道中的噪声 w，它的熵值可以
用功率谱密度来表达。 
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有了以上的两个功率谱密度表达式，有向信息可
以表达为功率谱密度的形式如下。 
∫
∫
∫
∫
−
−
−
−
∞∞∞
=
=
−
≤
−=>−
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
pi
dweS
dw
eS
eS
dweeS
dweeS
WhYhYZI
jw
WY
jw
W
jw
Y
jw
W
jw
Y
))(log(
2
1
))(
)(log(
2
1
2
1
))(2log(
2
1
2
1
))(2log(
2
1
2
1
)()()(
,
 
因为已知 
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定理中的不等式 
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是成立的。 
 
这个定理融合了信息论中的互信息和反馈控制系
统中的敏感度方程。互信息的值提供了反馈系统
中抵抗信道噪声的一个下界。从这个定理可以看
出，如果系统输出端的噪声 V 比较大，则互信息
的值会变大。这就说明系统抵抗信道噪声的能力
就要减弱。[23-24]对反馈系统中抵抗信道噪声的
能力也做了相关研究。本文的结论可以看做是之
前结论的补充和扩展。 
IV. 结束语 
对于线性反馈系统的性能理论极限的研究已
经有几十年的历史。但基于近年来信息理论的不
断发展和完善，更多的信息理论的成果可以用来
研究反馈系统的理论极限，是其极限的研究更加
成果丰硕。本文利用了信息理论中的熵，互信息
和有向信息的概念，推理出一个新的性能极限不
等式。这个不等式建立了反馈系统中互信息，有
向信息和 bode 敏感度方程的内在理论联系。本
文的结论对以后的理论极限研究做了铺垫，基于
本文的结论，更多的极限不等式可以被发现。这
些将是未来的研究方向。  
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