Abstract. The Satisfactory Partition problem consists of deciding if a given graph has a partition of its vertex set into two nonempty parts such that each vertex has at least as many neighbors in its part as in the other part. This problem was introduced by Gerber and Kobler in 1998 and further studied by other authors but its complexity remained open until now. We prove in this paper that Satisfactory Partition, as well as a variant where the parts are required to be of the same cardinality, are NP -complete. We also study approximation results for the latter problem, showing that it has no polynomial-time approximation scheme, whereas a constant approximation can be obtained in polynomial time. Similar results hold for balanced partitions where each vertex is required to have at most as many neighbors in its part as in the other part.
Introduction
Gerber and Kobler introduced in [5, 6] the problem of deciding if a given graph has a vertex partition into two nonempty parts such that each vertex has at least as many neighbors in its part as in the other part. A graph with this property is called satisfactory partitionable. As remarked by Gerber and Kobler, Satisfactory Partition may have no solution. In particular, the following graphs are not satisfactory partitionable: complete graphs, stars, and complete bipartite graphs with at least one of the two vertex sets having odd size. Some other graphs are easily satisfactory partitionable: cycles of length at least 4, trees which are not stars, and disconnected graphs. After [5, 6] this problem was further studied in [8] and [1] but its complexity remained open until now, while some generalizations were studied and proved to be NP -complete.
We define in this paper another variant of Satisfactory Partition, called Balanced Satisfactory Partition, where the parts are required to have the same cardinality. A graph admitting such a partition is said to be balanced satisfactory partitionable. Graphs like cycles of even length and complete bipartite graphs with both vertex classes of even size are trivially balanced satisfactory partitionable. A graph of even order formed by two non-partitionable connected components of unequal size, however, is an example of a graph which is satisfactory partitionable but not balanced satisfactory partitionable. We show in this paper that Satisfactory Partition and Balanced Satisfactory Partition are NP -complete.
We consider also the opposite problem of deciding if a given graph has a vertex partition into two parts such that each vertex has at least as many neighbors in the other part as in its own part. This problem called Co-Satisfactory Partition corresponds to finding in the graph a maximal cut with respect to moving a vertex from its part to the other. Therefore, a graph always admits such a partition that can be found in polynomial time. However, the balanced version of this problem, called Balanced Co-Satisfactory Partition, does not always admit a solution, e.g. for stars of even order. We prove in this paper that Balanced Co-Satisfactory Partition is NP -complete.
When a graph has no balanced (co-)satisfactory partition, it is natural to ask for a balanced partition maximizing the number of (co-)satisfied vertices. The corresponding optimization problems are Max Satisfying Balanced Partition and Max Co-Satisfying Balanced Partition. We prove in this paper that Max Satisfying Balanced Partition is 3-approximable, Max Co-Satisfying Balanced Partition is 2-approximable, and that these two problems have no polynomial-time approximation scheme unless P=NP.
The paper is structured as follows. Section 2 contains some notations and definitions of problems. In Section 3 we show the NP -completeness of Satisfactory Partition, Balanced Satisfactory Partition, and Balanced CoSatisfactory Partition. In Section 4 we prove that Max (Co-)Satisfying Balanced Partition has no approximation scheme, unless P=NP, and in Section 5 we give constant approximation algorithms for these problems.
Preliminaries
We begin with some basic definitions concerning approximation, and then we define the problems considered.
Approximability. Given an instance x of an optimization problem A and a feasible solution y of x, we denote by val(x, y) the value of solution y, and by opt A (x) the value of an optimum solution of x. For a function ρ, an algorithm is a ρ-approximation for a maximization problem A if for any instance x of the problem it returns a solution y such that val(x, y) ≥ optA(x) ρ(|x|) . We say that a maximization problem is constant approximable if, for some constant ρ > 1, there exists a polynomial-time ρ-approximation for it. A maximization problem has a polynomial-time approximation scheme (a PTAS, for short) if, for every constant ε > 0, there exists a polynomial-time (1 + ε)-approximation for it.
Reductions. ( [7] ) Let A and A be two maximization problems. Then A is said to be gap-preserving reducible to A with parameters (c, ρ), (c , ρ ) (where ρ, ρ ≥ 1), if there is a polynomial-time algorithm that transforms any instance x of A to an instance x of A such that the following properties hold:
Gap-preserving reductions have the following property. If it is NP -hard to decide if the optimum of an instance of A is at least c or less than c ρ , then it is NP -hard to decide if the optimum of an instance of A is at least c or less than c ρ . This NP -hardness implies that A is hard to ρ -approximate. Graphs. We consider finite, undirected graphs without loops and multiple edges. For a graph G = (V, E), a vertex v ∈ V , and a subset Y ⊆ V we denote by d Y (v) the number of vertices in Y that are adjacent to v; and, as usual, we write
of V is said to be nontrivial if both V 1 and V 2 are nonempty.
The problems we are interested in are defined as follows.
Satisfactory Partition
The variant of this problem where the two parts have equal size is:
. A graph admitting a nontrivial partition where all vertices are satisfied is called satisfactory partitionable, and such a partition is called a satisfactory partition. If |V 1 | = |V 2 | also holds, then it will be called a balanced satisfactory partition and the graph G is balanced satisfactory partitionable.
Co-Satisfactory Partition
We already mentioned in the introduction that Co-Satisfactory Partition always has a solution which can be found easily in polynomial time.
Balanced Co-Satisfactory Partition Input: A graph G = (V, E) on an even number of vertices.
. The previous notions are similarly defined for co-satisfiability.
When a graph is not balanced (co-)satisfactory partitionable, it is natural to ask for a balanced partition that maximizes the number of vertices that are (co-)satisfied. Therefore, we consider the following problems. Max Satisfying Balanced Partition Input: A graph G = (V, E) on an even number of vertices. 
Complexity of (Balanced) (Co-)Satisfactory Partition
In this section we establish the NP -completeness of the following three problems:
The overall scheme is that (iii) is NP -complete, (iii) is reducible to (ii), and (ii) is reducible to (i). 
Also it is easy to see that a vertex from V is satisfied in G since it is satisfied in G.
Let (V 1 , V 2 ) be a satisfactory partition of G , where
is a balanced satisfactory partition of G.
We first show that A 1 ∪ B 1 = ∅ and A 2 ∪ B 2 = ∅, which means that no satisfactory partition can contain A ∪ B in one of its parts. Indeed, by contradiction, suppose we have V 1 = V 1 ∪ A ∪ B and V 2 = V 2 . Then, the inequality specifying that v ∈ V 2 is satisfied is d V2 (v) ≥ d V1 (v) + n which is impossible. So, two cases are possible: either each part of the partition contains one clique, say V 1 = V 1 ∪ A and V 2 = V 2 ∪ B (case 1) or at least one of the cliques is cut by the partition (case 2).
In case 1, in order for a vertex of A to be satisfied, we have (2) and (3) implies that |V 2 | ≥ |V 1 |, contradicting (1). Thus |A 1 | = |B 2 | and |A 2 | = |B 1 |, that means that both cliques are cut by the partition.
For a i ∈ A 1 and b i ∈ B 2 the inequalities specifying that a i and b i are satisfied are respectively:
Moreover, since v ∈ V 1 ∪V 2 is satisfied in G where it is linked to |A 1 |+|B 1 | = n 2 vertices in V 1 among the vertices of the two cliques and |A 2 |+|B 2 | = n 2 vertices in V 2 , v is also satisfied in G.
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We state now our NP -completeness results.
Theorem 1. Balanced Co-Satisfactory Partition is NP-complete.
Proof. Clearly, this problem is in NP. We construct a polynomial reduction from a variant of Independent Set, the problem of deciding if a graph with n vertices contains an independent set of size at least n 2 , a problem stated to be NP -hard in [4] . Let G = (V, E) be a graph with n vertices v 1 , . . . , v n and m edges, an input of this variant of Independent Set problem. We assume that n is even, since otherwise we can add a vertex that we link with all the vertices of the graph without changing the problem. The edges of G are labelled e 1 , . . . , e m . We construct a graph G = (V , E ), instance of Balanced CoSatisfactory Partition as follows: the vertex set V consists of three sets F , T and V (the vertex set of G) where F = {f 1 , . . . , f 2m+1 } and T = {t 1 , . . . , t 2m+1 }. Vertices f 2 , f 2 +1 correspond to edge e ( = 1, . . . , m) and f 1 is an additional vertex. F and T are two independent sets of size 2m + 1. Vertices t i are linked with f j , i = 1, . . . , 2m + 1, j = 1, . . . , 2m + 1. In addition to these edges and E, the edge set E contains the edges (f 2 , v i ) and (f 2 +1 , v j ) for each edge e = (v i , v j ), = 1, . . . , m.
It is easy to see that this construction can be accomplished in polynomial time. All that remains to show is that G has an independent set of size at least n 2 if and only if G is balanced co-satisfactory partitionable.
Suppose firstly that G has an independent set of size at least n 2 . Let S be an independent set of size exactly n 2 of G. Let V 1 = F ∪ S and V 2 = T ∪S, whereS = V \ S. Let us check in the following that (V 1 , V 2 ) is a balanced cosatisfactory partition. It is easy to see that all vertices of F and T are co-satisfied. Let v ∈ S. Since S is an independent set, v is not linked to any vertex in S.
and so the vertices of S are co-satisfied. Given
, thus also the vertices ofS are co-satisfied in G .
Suppose now that G is balanced co-satisfactory partitionable and let (V 1 , V 2 ) be a balanced co-satisfactory partition. It is easy to see that F and T cannot be both included in the same part of the partition since otherwise the vertices of F and T are not co-satisfied. If the partition cuts only one of the two sets F or T , suppose for example that F is cut, then the vertices of F that are in the same part of the partition as T are not co-satisfied. If the partition cuts both F and T , denote by F 1 , T 1 and F 2 , T 2 the sets of vertices of F and T that are included in V 1 and V 2 respectively. For vertices of T 1 to be co-satisfied, we first have |F 1 | ≤ |F 2 | whereas for vertices of T 2 to be co-satisfied, we must have
which is impossible since |F | is odd. Therefore, F and T are included in different parts of the partition and thus (V 1 , V 2 ) cuts the set V into two balanced sets V 1 , V 2 , where
and we obtain that d V1 (v) = 0. Thus V 1 is an independent set of size Proof. Clearly, these two problems are in NP. We reduce Balanced Co-Satisfactory Partition to Balanced Satisfactory Partition which shows the NP -completeness of the latter problem by Theorem 1. Proposition 1 implies the NP -completeness of Satisfactory Partition. The reduction is as follows.
Let G be a graph, instance of Balanced Co-Satisfactory Partition on n vertices v 1 , . . . , v n . The graph G , instance of Balanced Satisfactory Partition, has 2n vertices v 1 , . . . , v n , u 1 , . . . , u n . G is the complement of graph G on vertices v 1 , . . . , v n , and we add pendant edges (u i , v i ), i = 1, . . . , n. If G is balanced co-satisfactory partitionable and (V 1 , V 2 ) is such a partition, then
In this section we prove that Max Co-Satisfying Balanced Partition and Max Satisfying Balanced Partition have no polynomial-time approximation scheme unless P=NP. We first introduce a problem used in our reductions.
Max k-Vertex Cover-B Input: A graph G = (V, E) with |V | ≥ k and maximum degree at most B. Output: The maximum number of edges in G that can be covered by a subset V ⊆ V of cardinality k.
Theorem 3 (Petrank [7] ). There exists a constant α, 0 < α < 1 with the following property: given a graph G with n vertices and m edges, instance of Max k-Vertex Cover-B for some k = Θ(n), it is NP-hard to distinguish, whether it has opt(G) = m or opt(G) < (1 − α)m.
Though it is not explicitly mentioned in [7] , the proof of Theorem 3 yields the same conclusion for the restricted class of graphs with m ≥ n 2 . We prove next that the previous result holds in particular for k = n 2 .
Theorem 4. There exists a constant β, 0 < β < 1, with the following property: given a graph G with N vertices and M edges, instance of Max 
Proof. We construct a gap-preserving reduction from Max k-Vertex Cover-B with k = cn, for some constant c < 1, to Max First assume that c > 1/2. Let G be the graph obtained from G by inserting 2k − n isolated vertices. In this case, the properties of the gap-preserving reduction hold with β = α.
Consider now the case c < 1/2. Suppose first that n − 2k is a multiple of B + 1. Let G be the graph that consists of a copy of G and n−2k B+1 copies of the graph T B+1 which is the complete tripartite graph whose vertex classes have cardinality B + 1 each. Observe that T B+1 needs 2B + 2 vertices in covering its edges (the complement of a vertex class), and if just 2B + 2 − t vertices are taken, then at least t(B + 1) edges remain uncovered. Thus, since G has maximum degree at most B, each subset of Finally, if c < 1/2 and if n−2k = mod(B +1), 0 < ≤ B, then let G be the graph G together with further B + 1 − isolated vertices. Now, we can transform G to G as before by inserting n−2k− B+1 + 1 copies of T B+1 . In this case we get a slightly different value for β, as the number m of edges is now compared with the modified number n + B + 1 − of vertices. Nevertheless, β > 0 is obtained. 2
From this theorem, the following non-approximability results can be deduced.
Theorem 5. Max Co-Satisfying Balanced Partition has no polynomialtime approximation scheme unless P=NP.
Proof. We construct a gap-preserving reduction between Max Suppose now that opt(G) < (1 − β)m. Thus for any set of n 2 vertices V , at least βm edges of G remain uncovered. The number of vertices incident to a non-covered edge is at least 2βm B . These vertices are not co-satisfied in the partition (F ∪(V \V ), T ∪V ) and thus the number of co-satisfied vertices in this partition is less than N − 2βm B . It is lengthy but not too hard to show that, when a balanced partition cuts F or/and T , at least cm vertices are not co-satisfied, for some constant c < 1, and thus in this case we have opt(G ) < N − dm, for some constant d. Since Max k-Vertex Cover-B is trivial for m ≤ k, we may assume that m ≥ n 2 . Thus, since the number of vertices of G , N = 4m + 2 + n ≤ 7m, we obtain opt(G ) < (1 − We concentrate mostly on the approximation of Max Satisfying Balanced Partition. The co-satisfying version turns out to be simpler, and will be considered at the end of the section.
Proposition 2. Any graph G with an odd number of vertices n has an almost balanced partition such that each vertex in the part of size n+1
