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ORBIFOLD EULER CHARACTERISTICS OF Mg,n
ZHIYUAN WANG AND JIAN ZHOU
Abstract. We solve the problem of the computation of the orbifold Euler
characteristics of Mg,n using the formalism of abstract quantum field theory
we develop in an earlier work.
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1. Introduction
1.1. The computations of χ(Mg,n). The problem of the computation of the orb-
ifold Euler characteristics χ(Mg,n) of the moduli spaces Mg,n is a long standing
problem in algebraic geometry. In this work we will solve this problem using some
methods we have developed in an earlier work [38] inspired by the quantum field
theory techniques developed by string theorists in the study of holomorphic anom-
aly equations. Such equations have played a crucial role in the theory of mirror
symmetry in higher genera. By extracting the salient features of the theory of holo-
morphic anomaly equations, we formulate a notion of abstract quantum field theory
in [38] and develop some recursion relations in this formalism. It turns out that
this general formalism includes various problems and related recursion relations as
special cases. We will show that this formalism is also applicable to the problem of
computing χ(Mg,n) and it provides an effective algorithm for their computations.
We will present various closed formulas which are not accessible by other methods
in the literature.
The idea of using quantum field theory techniques to solve problems in algebraic
geometry is certainly not new. There are many well-known examples in the litera-
ture, and some of them are famous work on the problem we deal with in this work.
Let us briefly review some of them.
The moduli space Mg,n of Riemann surfaces of genus g with n marked points is
an orbifold of dimension 3g − 3 + n, and the orbifold Euler characteristic of Mg,n
is given by the famous Harer-Zagier formula
χ(Mg,n) = (−1)n · (2g − 1)B2g
(2g)!
(2g + n− 3)!,
which is proved by Harer and Zagier [25], and by Penner [34]. These authors intro-
duces the methods of matrix models into the study of moduli spaces of algebraic
curves. A different proof is given by Kontsevich [28] in an appendix to his solution
of the famous Witten’s Conjecture [39]. That work can be considered as a devel-
opment of [25] and [34] in the sense that quantum field theory techniques such as
summations over Feynman graphs also play an important role.
In [10], Deligne and Mumford construct a natural compactification Mg,n of
Mg,n. The compactification Mg,n is the moduli space of stable curves of genus g
with n marked points, and it carries a natural stratification which can be described
by the dual graphs of stable curves:
Mg,n =
⊔
Γ
MΓ,
where the disjoint union is indexed by the set of all connected stable graphs of type
(g, n), andMΓ is the moduli space of stable curves whose dual graph is Γ. A natural
question is the computation of the orbifold Euler characteristic and ordinary Euler
characteristic of Mg,n. Some results about the ordinary Euler characteristics for
small g have already been given by different authors. For g = 0, see [19, 23, 26, 31].
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For g = 1, see [20]. For g = 2, see [7, 18, 21]. For g = 3, see [22]. Let us point
out that in Manin’s computation of χ(M0,n), quantum field theory techniques have
been applied to get the following result: Let χ(t) := t+
∑∞
n=2 χ(M0,n+1) t
n
n! , then
χ(t) is the unique solution of either one of the following two equations
(1 + χ) log(1 + χ) = 2χ− t,
(1 + t− χ)χt = 1 + χ.
See [23] for some results related to the solution of the first equation. The common
features of the work of Harer-Zagier, Penner and Manin are the following. They all
first formulate the problem as finding a summation over Feynman graphs, in the
case of Harer-Zagier and Penner the relevant graphs are the fat graphs in the sense
of ’t Hooft [37] and these lead them naturally to generalized Gaussian integrals
over the space of Hermitian matrices, in the case of Manin the relevant graphs are
marked trees and this leads to a Gaussian integral on a one-dimensional space. The
next step of all these work is to apply the Laplace method of finding asymptotic
expansions.
The orbifold Euler characteristic of Mg,n/Sn has been studied by this strategy
by Bini-Harer [8]. First, they notice that Mg,n/Sn can also be written in terms a
sum over stable graphs
χ(Mg,n/Sn) =
∑
Γ∈Gcg,n
1
|Aut(Γ)|
∏
v∈V (Γ)
χ(Mg(v),val(v)).
It follows that the generating series of χ(Mg,n) has an integral representation for
which one can apply the Laplace method to the asymptotic behaviors of the gen-
erating series of χ(Mg,n/Sn) (Bini-Harer [8, Theorem 3.3]).
Unfortunately no closed formula for χ(Mg,n) has been obtained by this method.
It is very difficult to directly use Feynman rule to compute χ(Mg,n/Sn), because of
the complexity of finding all the relevant Feynman graphs and their automorphism
groups. It is not surprising that rewriting the Feynman sum as an integral may not
easily lead to the solution of the problem of finding closed expressions. In quantum
field theory the general strategy is derive some recursion relations to solve the
problem of evaluating the Feynman sums. This will also be our strategy to solve
the problem of computing χ(Mg,n). Because this problem can be formulated both
as a sum over graphs and as a formal Gaussian integrals, we will attack this problem
from both points of view. A general theory for deriving recursion relations for sums
over graphs have been developed by us in an earlier work [38]. A general theory
of evaluating formal Gaussian integrals has been developed by the second author
in [44]. In this article, we will solve the problem of computing χ(Mg,n) by applying
the results in these works.
1.2. Abstract quantum field theory and its realizations. Let us first review
the formalism that yields recursion relations that provide effective algorithm for
both the concrete computation and for deriving closed formulas involving summa-
tion over graphs. Our strategy is to use the abstract quantum field theory developed
by the authors in a previous work [38]. In [38], we construct an abstract quantum
field theory using the stratification of Mg,n to understand the BCOV holomorphic
anomaly equation [5, 6]. Inspired by the physics literatures [1, 16, 17, 24, 40, 41], we
define the abstract free energy F̂g (g ≥ 2) and the abstract n-point functions F̂g,n
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(2g−2+n > 0) to be formal sums of stable graphs of types (g, 0) and (g, n) respec-
tively (see (11) and (12)). We also derive some recursion relations for these functions
in terms of the edge-cutting operator K and edge-adding operators D = ∂ + γ (see
Lemma 2.1 and Theorem 2.2). Another part of the general formalism developed
in [38] is the notion of a realization of the abstract quantum field theory. As input
we need a collection of functions Fg,n with 2g − 2 + n > 0, and a suitable function
we take as propagator, and from which we use the Feynman rules to construct a
collection of functions F̂g,n. Under suitable conditions, the recursion relations for
the abstract n-point functions F̂g,n induce the recursion relations for F̂g,n. In this
way one can unify various recursion relations in the literature as special examples.
1.3. Operator formalism for evaluations of formal Gaussian integrals. One
important feature of our formalism of realization of abstract QFT is that we can
express the resulting partition function as a formal Gaussian integral in one di-
mension. In [44] various methods have been developed to calculate the partition
functions. One of these methods is to expand the exponential in the integrand.
This converts the summation over Feynman graphs into a summation over parti-
tions, or pictorially, over Young diagrams. For the application of this idea to our
problem, see (89). Using a recursion developed in the abstract QFT formalism,
we derive an operator formalism to compute the summation over Young diagram
in Section 4.4. This involves operations on Young diagrams similar to that in
Littlewood-Richardson rule.
It turns out that this operator formalism appears in [44] in the setting of deriv-
ing W-constraints for the partition function of topological 1D gravity, i.e., formal
Gaussian integrals in one dimension. There are some easily derived constraints of
this partition function, called the flow equation and polymer equation, from which
one can derive the Virasoro constraints (see e.g. [44, Section 5 and Section 6]). They
can also be used to derive operator formulas for computing the partition functions.
For their applications to χ(Mg,0), see Section 4.6.
1.4. Descriptions of our results. Let us briefly describe some of the results we
obtain in this paper using the methods reviewed in last two subsections.
1.4.1. Recursion relations. Since the orbifold Euler characteristics of Mh,m have
been explicitly computed in the literature, we will use them to construct Fg,n
in our formalism of realization of the abstract QFT. Of course if one has a way
to compute other orbifold characteristics of Mg,n, then our method is applicable
to the corresponding orbifold characteristics of Mg,n. We consider the following
realization of the abstract quantum field theory. The abstract n-point function F̂g,n
is realized by
χg,n(t, κ) :=
∑
Γ∈Gcg,n
κ|E(Γ)|
|Aut(Γ)| ·
∏
v∈V (Γ)
(
χ(Mgv ,nv ) · tχ(Cgv,nv )
)
,
where gv and nv are the genus and valence of the vertex v respectively, and Cg,n is
a Riemann surface of genus g with n punctures. Clearly
(1) χg,n(1, 1) = χ(Mg,n/Sn),
and so we can reduce the computations of χ(Mg,n) to that of χg,n(t, κ). By our
general formalism we derive the following recursion relations: For 2g − 2 + n > 0,
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we have
Dχg,n = (n+ 1)χg,n+1,(2)
∂
∂κ
χg,n =
1
2
(DDχg−1,n +
∑
g1+g2=g,
n1+n2=n
Dχg1,n1Dχg2,n2).(3)
where D is a differential operator defined by:
(4) Dχg,n =
(
∂
∂t
+ κ2t−1 · ∂
∂κ
+ n · κt−1
)
χg,n.
Using these equations, one can either reduce the number n or reduce the genus g,
hence the problem of computations of χ(Mg,n) is solved. It is very easy to automate
the concrete computations by a computer algebra system. We will present various
examples in the text.
1.4.2. Connection to configuration spaces and Ramanujan polynomials. Using our
recursion relations (2) and (3), we derive the following functional equation in genus
0:
(5) κ(1 + χ) log(1 + χ) = (κ+ 1)χ− y
for the following generating series of refined orbifold Euler characteristics of M0,n:
(6) χ(y, κ) := y +
∞∑
n=3
nκyn−1 · χ0,n(1, κ).
When κ = 1, this recovers Manin’s result [31] mentioned above. It is very striking
that when κ is taken to be a positive integer m, the above functional equation
is related to the formula for Euler characteristics of Fulton-MacPherson compact-
ifications of configuration spaces of points on complex manifold X , also due to
Manin [31], where m is the complex dimension of X . We do not have an explana-
tion for this mysterious coincidence.
Furthermore, we derive similar functional equations by the same method for
higher genera. The results are formulated in Theorem 3.9 and Theorem 3.10.
We also make a connection of the linear recursion relation 2 to Ramanujan
polynomials [3, 4] and Shor [35] polynomials, hence to their related combinatorial
interpretations in terms of counting trees that dates back to Cayley. See Section
3.5 for details.
1.4.3. Results for χ(Mg,0). By (3) we get: For g ≥ 3, we have
χ˜g,0 =
B2g
2g(2g − 2) +
1
2
∫ κ
0
[(
(3− 2g) + κ2 ∂
∂κ
+ 2κ− 1
6
)(
(4− 2g) + κ2 ∂
∂κ
)
χ˜g−1,0
+
g−2∑
r=2
(
(2− 2r) + κ2 ∂
∂κ
)
χ˜r,0 ·
(
(2− 2g + 2r) + κ2 ∂
∂κ
)
χ˜g−r,0
]
dκ,
where χ˜g,n(κ) := χg,n(1, κ). This provides a very effective algorithm.
The refined orbifold Euler characteristics χg,n(t, κ) has the following form:
(7) χg,n(t, κ) =
3g−3+n∑
k=0
akg,nκ
k · (1
t
)n−2+2g.
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Consider the generating series Gk(z) :=
∑
g≥2 a
k
g,0 · z2−2g of the coefficients in the
case of n = 0. We express their generating series as a formal Gaussian integral (cf.
Therorem 4.3):
(8) exp
∑
k≥0
λ2kGk(z) =
1√
2piλ2
∫
exp
[
λ−2
(
−1
2
x2 +
∑
n≥0
λ2Vn(z) · x
n
n!
)]
dx,
where Vn is
(9) Vn(z) =
∞∑
g=0
χ(Mg,n)z2−2g−n
for n ≥ 3 (for the modifications when n < 3, see Definition 4.1). By Harer-Zagier
formula [25], we have
V0(z) =
∫ z(
z
d
dz
log Γ(z)
)
dz − 1
2
z2 log(z) +
1
4
z2 +
1
2
z +
1
12
log(z),
V1(z) =z
d
dz
log Γ(z)− z log(z) + 1
2
,
V2(z) =z
d2
dz2
log Γ(z) +
d
dz
log Γ(z)− log(z)− 1,
Vn(z) =z
dn
dzn
log Γ(z) + (n− 1) d
n−1
dzn−1
log Γ(z), n ≥ 3.
In particular, each Gk(z) is a polynomial in V1, . . . , V2k for k > 0, therefore, Gk(z)
is a differential polynomial in d
dz
log Γ(z) with coefficients functions in z and log(z).
See §4 for various methods to compute this polynomial based on the formal Gaussian
integral representation (8) and the theory of topological 1D gravity developed in
[44].
1.4.4. Orbifold Euler characteristics of Mg,0 and KP hierarchy. Another remark-
able consequence of (8) is that since it is the specialization of the partition function
of the topological 1D gravity, it is the evaluation of a τ -function of the KP hierarchy
evaluated at the following time variables:
(10) Tn =
1
n!
Vn(z).
See Section 4.8 for details. It is interesting to find a geometric model that describes
all the KP flows away from this special choice of values of the time variables.
1.4.5. Explicit formulas for χ(Mg,n). In Section 3.7 we derive an operator formal-
ism that computes χ(Mg,n+1) from χ(Mg,n) by reformulating a linear recursion
relation from abstract QFT. We are able to use it to derive some closed formulas
for χ(Mg,n). For example, in genus zero,
χ(M0,n) = n! ·
[n−3∑
k=0
Ak(x)
]
n
,
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where [·]n means the coefficient of xn, and Ak(x) is sequence of power series in x
independent of n, defined as follows:
A0 =
1
2
(1 + x)2 log(1 + x)− 1
2
x− 3
4
x2,
A1 =
1
2
+ (1 + x)(log(1 + x) − 1) + 1
2
(1 + x)2(log(1 + x)− 1)2,
and for k ≥ 2,
Ak =
2∑
m=2−k
(x+ 1)m
(m+ 2)!
k−m−1∑
l=0
(
log(x+ 1)− 1)l
l!
el+m(1−m, 2−m, · · · , k −m− 1),
where el are the elementary symmetric polynomials. It turns out that χ(Mg,n)
all has an expression of this form. Then χ(Mg,n) is given by the following closed
formula:
χ(Mg,n) = n! ·
3g−3+n∑
k=0
akg,n = n! ·
[3g−3+n∑
k=0
3g−3∑
p=0
apg,0A
p
g,k(x)
]
n
,
where Apg,k(x) is given by an explicit expression similar to Ak above. See §5 for
details.
1.5. Plan of the paper. The rest of this paper is arranged as follows. In Section
2 we review our formalism of abstract QFT and its realizations. We apply this
formalism to derive some recursion relations for the refined Euler characteristics of
Mg,n in Section 3. We present our results on χ(Mg,0) in Section 4, and the results
for χ(Mg,n) with n > 0 are presented in Section 5.
2. Preliminaries
In this section, we recall our formalism in [38] of the abstract quantum field
theory and its realizations based on the diagrammatics of stable graphs. The free
energies of this theory satisfy a quadratic recursion relation. We also recall some
realizations of this abstract QFT by Feynman rules.
2.1. Stable graphs and edge-cutting operators. Let Mg,n be the Deligne-
Mumford moduli space of stable curves [10, 27]. Then the moduli space Mg,n/Sn
parametrizes equivalent classes of stable curves with n marked points while we do
not distinguish these marked points. The stratification ofMg,n/Sn can be described
in terms of dual graphs of stable curves.
A stable graph Γ is defined to be a graph whose vertices are marked by non-
negative integers gv ≥ 0, called the genus of the vertex, such that all vertices are
stable. I.e., the valence of each vertex of genus 0 is at least three, and the valence
of each vertex of genus 1 is at least one. The genus of a stable graph is the number
of loops in the graph plus
∑
v∈V (Γ) gv, where V (Γ) is the set of all vertices of Γ.
Let Gcg,n be the set of all connected stable graphs of genus g with n external edges,
then the stratification of Mg,n/Sn is given by
Mg,n/Sn =
⊔
Γ∈Gcg,n
MΓ,
where MΓ is the moduli space of stable curves whose dual graph is Γ.
8 ZHIYUAN WANG AND JIAN ZHOU
Denote by Gg,n the set of all stable graphs of genus g with n external edges (not
necessarily connected). Then we can define some operators acting on the vector
spaces
V :=
⊕
Γ∈Gg,n
2g−2+n>0
QΓ.
The edge-cutting operator K is defined to be
K : V → V , Γ ∈ Gg,n 7→ K(Γ) =
∑
e∈E(Γ)
Γe,
where E(Γ) is the set of internal edges of Γ, and Γe is obtained from Γ by cutting
the edge e. If the stable graph Γ has no internal edge, then we assign K(Γ) = 0.
The operator ∂ has two parts, one is to attach an external edge to a vertex and
sum over all vertices, and the other is to break up an internal edge and insert a
trivalent vertex of genus 0.
A third operator γ acts on Γ by attaching a trivalent vertex of genus 0 to an
external edge of Γ and summing over all external edges. If the stable graph Γ has
no external edge, then we assign γ(Γ) = 0. We define D = ∂ + γ, then D preserves
the subspace
Vc :=
⊕
Γ∈Gcg,n
2g−2+n>0
QΓ ⊂ V .
Example 2.1. Here we give some examples of these operators.
K 00 = 2 00 + 00 ,
K 0 1 = 3 0 1 ;
∂ 00 = 2 0 0 +2 00 0 + 00 0 ,
∂ 0 1 = 0 1 + 0 1 +3
0 1
0
;
γ 0 = 2 0 0 .
2.2. Quadratic recursion relation for the abstract free energy. Using the
diagrammatics of stable graphs we can define an abstract quantum field theory and
study its properties (cf. [38, Section 2]). In this subsection we recall the definition
of the abstract free energy and the quadratic recursion relations.
The free energy of genus g for this abstract QFT is defined to be
(11) F̂g =
∑
Γ∈Gcg,0
1
|Aut(Γ)|Γ
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for g ≥ 2. In general, we define
(12) F̂g,n =
∑
Γ∈Gcg,n
1
|Aut(Γ)|Γ
for 2g − 2 + n > 0. For example,
F̂0,3 = 16 0 ,
F̂1,1 = 1 + 12 0 ,
F̂2 = 2 + 12 1 + 12 1 1 + 18 0 + 12 01 + 18 00 + 112 0 0 .
Using the operators D and K, we are able to derive some recursion relations for
F̂g,n.
Theorem 2.1. ( [38, Theorem 2.1]) For 2g − 2 + n > 0, we have
(13) KF̂g,n =
(
n+ 2
2
)
F̂g−1,n+2 + 1
2
∑
g1+g2=g,
n1+n2=n+2,
n1≥1,n2≥1
(n1F̂g1,n1)(n2F̂g2,n2),
where the sum on the right hand side is taken over all stable cases.
Lemma 2.1. ( [38, Lemma 2.1]) For 2g − 2 + n > 0, we have
(14) DF̂g,n = (n+ 1)F̂g,n+1.
Theorem 2.1 can be rewritten in the following way using Lemma 2.1:
Theorem 2.2. ( [38, Theorem 2.2]) For 2g − 2 + n > 0, we have
(15) KF̂g,n = 1
2
(DDF̂g−1,n +
∑
g1+g2=g,
n1+n2=n
DF̂g1,n1DF̂g2,n2).
In particular, by taking n = 0 we get a recursion relation for the abstract free energy
for g ≥ 2:
(16) KF̂g = 1
2
(D∂F̂g−1 +
g−1∑
r=1
∂F̂r∂F̂g−r).
Here we use the convention
∂F̂1 = DF̂1 := F̂1,1,
DF̂0,2 := 3F̂0,3,
DDF̂0,1 := 6F̂0,3,
(17)
by formally applying Lemma 2.1.
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Example 2.2. Using the explicit expression for F̂2 above, we have
KF̂2 = 12 1 + 12
(
1 1
)
+ 14 0 +
1
2
(
1 0
)
+ 12 1 0 +
1
4 0 0 +
1
8
(
0 0
)
+ 14 0 0
.
Then using
F̂1,2 = 12 1 + 14 0 + 12 01 + 14 00 + 14 0 0 ,
we can check
KF̂2 = F̂1,2 + 1
2
F̂1,1F̂1,1 = 1
2
(DDF̂1 +DF̂1DF̂1).
2.3. Realization of the abstract QFT by Feynman rules. In this subsection
we give a generalization of the realization of the abstract QFT introduced in [38,
Section 4]. Given a sequence of functions {Fg,n(t)}2g−2+n>0 and a propagator κ,
we construct a sequence of functions {F̂g,n(t, κ)}2g−2+n>0 by assigning Feynman
rules to stable graphs.
Let Fg,n(t) be a holomorphic function for every 2g − 2+ n > 0, and κ = κ(t) be
an arbitrary function of t. We assign a Feynman rule
(18) Γ 7→ ωΓ =
∏
v∈V (Γ)
ωv ·
∏
e∈E(Γ)
ωe,
to a stable graph Γ, where the contribution of a vertex v ∈ V (Γ) of genus gv and
valence nv is given by
(19) ωv = Fgv ,nv(t),
and the contribution of an internal edge e ∈ E(Γ) is
(20) ωe = κ.
Then the abstract free energy F̂g can be realized by
(21) F̂g(t, κ) := ωF̂g =
∑
Γ∈Gcg,0
1
|Aut(Γ)|ωΓ
for g ≥ 2. And the abstract n-point functions F̂g,n are realized by
(22) F̂g,n(t, κ) := ωF̂g,n =
∑
Γ∈Gcg,n
1
|Aut(Γ)|ωΓ
for 2g − 2 + n > 0.
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Example 2.3. We give some examples of F̂g,n(t, κ) for small g, n.
F̂0,3 =
1
6
F0,3,
F̂0,4 =
1
24
F0,4 + κ
1
8
F 20,3,
F̂1,1 = F1,1 +
1
2
κF0,3,
F̂2 = F2,0 + κ
(1
2
F1,2 +
1
2
F 21,1
)
+ κ2
(1
8
F0,4 +
1
2
F1,1F0,3
)
+
5
24
κ3F 20,3.
(23)
This construction can be represented in terms of a formal Gaussian integral.
Theorem 2.3. Define a partition function Ẑ(t, κ) := exp
(∑∞
g=2 λ
2g−2f̂g(t, κ)
)
by
(24) Ẑ(t, κ) =
1
(2piκλ2)
1
2
∫
exp
{ ∑
2g−2+n>0
λ2g−2
n!
Fg,n(t)·(η−t)n−λ
−2
2κ
(η−t)2
}
dη,
then f̂g = F̂g for g ≥ 2.
This is a direct generalization of [38, Theorem 4.1].
2.4. Realization of the operators and recursion relations. In order to realize
our quadratic recursion relations, first we need to consider the realizations of the
operators K, ∂, and D = ∂ + γ.
Clearly the edge-cutting operator K is realized by the partial derivative ∂κ, and
the operator γ is realized by multiplying |Eext(Γ)| · κF0,3(t) when acting on ωΓ for
a stable graph Γ. The realization of the operator ∂ will be generalized as follows.
Definition 2.1. An operator ∂˜ is called a formal differential operator compatible
with Feynman rules (18)-(20), if it satisfies the following conditions:
(1)For a stable graph Γ, ∂˜ acts on ωΓ via Leibniz rules:
∂˜ωΓ = κ
|E(Γ)|
∑
v∈V (Γ)
(
∂˜ωv ·
∏
v′∈V (Γ)−{v}
ωv′
)
+|E(Γ)| · κ|E(Γ)|−1∂˜κ ·
∏
v∈V (Γ)
ωv.
(2)∂˜ acts on ωv for a vertex v of genus gv and valence nv by
∂˜Fgv ,nv = Fgv ,nv+1.
(3)∂˜ acts on the propagator κ by
∂˜κ = κ2 · F0,3.
It is clear that for the given Feynman rules (18)-(20), the operator ∂ can be
realized by a compatible formal differential operator ∂˜.
Example 2.4. Let {Fg(t)} be a sequence of holomorphic functions for g ≥ 0, and
we set
Fg,0 := Fg;
Fg,n := F
(n)
g (t) = (
∂
∂t
)nFg(t), n > 0,
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and the propagator κ is chosen to be
κ =
1
C − F ′′0 (t)
,
where C is either a constant or an anti-holomorphic function in t. Then clearly the
differential operator ∂t is compatible with this Feynman rule, since
∂κ
∂t
= κ2F0,3.
Thus we obtain the original realization introduced in subsection [38, Section 4].
Example 2.5. Let {Fg(t)} be a sequence of holomorphic functions for g ≥ 0, and
Fg,0 := Fg;
Fg,n := F
(n)
g (t) = (
∂
∂t
)nFg(t), n > 0.
And the propagator κ is chosen to be independent of t. Then the operator
∂˜ :=
∂
∂t
+ κ2 · F0,3 ∂
∂κ
is compatible with this Feynman rule, thus it realizes the operator ∂.
Now we fix a realization ∂κ, ∂˜ and D˜ := ∂˜ + γ of the operators K, ∂ and
D = ∂ + γ, respectively. Then the recursion relations can be realized in terms of
these operators. Lemma 2.1 and Theorem (2.2) give us the following results.
Lemma 2.2. For 2g − 2 + n > 0, we have
(25) D˜F˜g,n = F˜g,n+1.
Or more explicitly,
F˜g,n =
(
∂˜ + (n− 1)κF0,3
) · · · (∂˜ + 2κF0,3)(∂˜ + κF0,3)∂˜F˜g(t, κ)
for g ≥ 2; and for g = 0, 1,
F˜1,n =
(
∂˜ + (n− 1)κF0,3
) · · · (∂˜t + 2κF0,3)(∂˜t + κF0,3)F˜1,1(t, κ), n ≥ 1;
F˜0,n =
(
∂˜ + (n− 1)κF0,3
) · · · (∂˜t + 4κF0,3)(∂˜t + 3κF0,3)F˜0,3(t, κ), n ≥ 3.
Theorem 2.4. For 2g − 2 + n > 0, we have
(26) ∂κF˜g,n =
1
2
(
D˜D˜F˜g−1,n +
∑
g1+g2=g,
n1+n2=n
(
n
n1
)
D˜F˜g1,n1D˜F˜g2,n2
)
.
In particular, by taking n = 0 we get a recursion relation for the free energy F̂g for
g ≥ 2:
(27) ∂κF̂g =
1
2
(D˜∂˜F̂g−1 +
g−1∑
r=1
∂˜F̂r∂˜F̂g−r).
Here we use the convention
∂˜F˜1 = D˜F˜1 := F˜1,1,
D˜F˜0,2 := F˜0,3,
D˜D˜F˜0,1 := F˜0,3,
(28)
by formally applying Lemma 2.2.
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3. Refined Orbifold Euler Characteristic of Mg,n
In this section we first define a refined orbifold Euler characteristic class χg,n(t, κ)
of Mg,n by defining a suitable Feynman rule to realize the abstract quantum field
theory discussed in §2. As an application of the general methods developed in §2,
we derive a quadratic recursion relation together with a linear recursion relation to
compute χg,n(t, κ). In the next two sections we will show how to explicitly solve
these recursion relations so that we can get effective method to explicitly compute
χg,n(t, κ) and also χ(Mg,n).
3.1. A realization of the abstract QFT. In this subsection we first recall some
results about the orbifold Euler characteristic χ(Mg,n/Sn) of the Deligne-Mumford
moduli space of stable curves (cf. [8,25,34]). Inspired by these results, we will define
a refined orbifold Euler characteristic by assigning a particular Feynman rule to
the stable graphs, such that the realization of the abstract n-point function F̂g,n
contains the information of χ(Mg,n/Sn).
The orbifold Euler characteristic of the moduli space Mg,n has been computed
by Harer and Zagier [25], and also been derived using the perturbative series of
quantum field theory by Penner [34]. The result is as follows:
Theorem 3.1. ( [25, 34]) For 2g − 2 + n > 0, the orbifold Euler characteristic of
Mg,n is given by
(29) χ(Mg,n) = (−1)n · (2g − 1)B2g
(2g)!
(2g + n− 3)!,
where B2g is the (2g)-th Bernoulli number.
Using the stratification ofMg,n, Bini and Harer [8] derived the following formula
for the orbifold Euler characteristic of Mg,n:
Theorem 3.2. ( [8]) For 2g− 2+n > 0, the orbifold Euler characteristic of Mg,n
is given by
(30) χ(Mg,n/Sn) =
∑
Γ∈Gcg,n
1
|Aut(Γ)|
∏
v∈V (Γ)
χ(Mg(v),val(v)),
where g(v) is the genus of a vertex v, and val(v) is the valence of v.
In the above Feynman rule for χ(Mg,n/Sn), the contribution of a vertex of
genus g and valence n is χ(Mg,n), and the contribution of a propagator is just 1.
However, as mentioned in the Introduction, it is very difficult to carry out concrete
calculations directly using these Feynman rules.
In order to apply our formalism of abstract quantum field theories and their
realizations, we will modify these Feynman rules by introducing two formal variables
t and κ. We take κ to be the propagator, and take
(31) Fg,n(t) := χ(Mg,n)t−2g+2−n = (−1)n (2g − 1)B2g
(2g)!
(2g + n− 3)! · t−2g+2−n.
More precisely, for a stable graph Γ, our Feynman rules define ωΓ as follows:
(32) ωΓ =
∏
v∈V (Γ)
ωv ·
∏
e∈E(Γ)
ωe,
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where the contribution of an internal edge is
(33) ωe = κ,
and the contribution of a vertex v of genus gv and valence nv is
ωv = Fgv ,nv (t) =χ(Mgv ,nv) · tχ(Cgv,nv )
=(−1)nv (2gv − 1)B2gv
(2gv)!
(2gv + nv − 3)! · t−2gv+2−nv ,
(34)
here χ(Cg,n) is the Euler characteristic of a curve Cg,n of genus g with n punctures.
It is clear that if we take
Fg(t) :=
(2g − 1)B2g
(2g)!
(2g − 3)! · t−2g+2, g ≥ 2;
F1,1(t) := −B2
2
· t−1;
F0,3(t) := t
−1,
then we have
Fg,n(t) = (
d
dt
)nFg(t), g ≥ 2;
F1,n(t) = (
d
dt
)n−1F1,1(t), n ≥ 1;
F0,n(t) = (
d
dt
)n−3F0,3(t), n ≥ 3.
Definition 3.1. Define the refined orbifold Euler characteristic χg,n(t, κ) ofMg,n/Sn
to be F̂g,n for 2g − 2 + n > 0:
(35) χg,n(t, κ) :=
∑
Γ∈Gcg,n
κ|E(Γ)|
|Aut(Γ)| ·
∏
v∈V (Γ)
Fg(v),val(v)(t).
Clearly χg,n(t, κ) is a polynomial in κ and t
−1, and the degree of κ encodes the
codimension of the strata MΓ in Mg,n.
For every 2g−2+n > 0, the orbifold Euler characteristic ofMg,n/Sn is obtained
from χg,n(t, κ) by simply taking t = 1 and κ = 1:
(36) χ(Mg,n/Sn) = χg,n(1, 1),
thus we have
(37) χ(Mg,n) = n! · χg,n(1, 1).
The above construction can be represented in terms of a formal Gaussian integral
by Theorem 2.3 as follows.
Theorem 3.3. Define a partition function Ẑ(t, κ) by the following formal Gaussian
integral:
(38) Ẑ(t, κ) =
1
(2piλ2κ)
1
2
∫
exp
{ ∑
2g−2+n>0
λ2g−2
n!
Fg,n(t)(η−t)n− λ
−2
2κ
(η−t)2
}
dη,
then its free energy is equal to
∞∑
g=2
χg,0(t, κ)λ
2g−2.
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In particular, we can take t = 1, then this integral becomes
(39) Ẑ(1, κ) =
1
(2piλ2κ)
1
2
∫
exp
{ ∑
2g−2+n>0
λ2g−2
n!
χ(Mg,n) · ηn − λ
−2
2κ
η2
}
dη,
and its free energy is equal to
∑
g≥2 χg,0(1, κ)λ
2g−2.
Remark 3.1. In [28, Appendix D], Kontsevich presented a different proof of the
Harer-Zagier formula (29). He showed that∑
2g−2+n>0
n≥1
1
n!
· Fg,n(t)
is the asymptotic expansion of
log
(√
t
2pi
∫
exp
(− t ∞∑
k=2
xk
k
)
dx
)
.
The sum
∑
2g−2+n>0
λ2g−2
n! χ(Mg,n) ·ηn in the formal Gaussian integral (39) can
be rewritten in the following form:
∑
2g−2+n>0
λ2g−2
n!
χ(Mg,n) · ηn
=
∑
2g−2+n>0
(−1)n (2g − 1)B2g
(2g)!
(2g + n− 3)! · λ2g−2 · η
n
n!
=
∞∑
n=3
λ−2
(−1)n+1ηn
n(n− 1)(n− 2) +
∞∑
n=1
B2
2!
· (−1)
nηn
n
+
∞∑
g=2
(2g − 1)B2g
(2g)!
· λ2g−2
∞∑
n=0
(2g + n− 3)! · (−1)nηn
n!
=
(
1
2
(1 + η)2 log(1 + η)− η
2
− 3η
2
4
)
λ−2 − 1
12
log(1 + η)
+
∞∑
g=2
B2g
2g(2g − 2) · λ
2g−2(1 + η)2−2g.
Similarly, we have
∑
2g−2+n>0
λ2g−2
n!
Fg,n(t) · (η − t)n = λ−2 ·
(
1
2
η2 log(
η
t
) + ηt− 1
4
t2 − 3
4
η2
)
− 1
12
log(
η
t
) +
∞∑
g=2
B2g
2g(2g − 2) · λ
2g−2η2−2g.
See [12] for a similar computation. Here we are taking summation over n first.
Later in Section 4.3 we will see that it is also important to take summation over g
first.
By evaluating the formal Gaussian integrals in (38) and (39) above directly
from their definitions, we get the following two formulas for generating series for
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{χg,0(t, κ)}g≥2 and {χg,0(1, κ)}g≥2 respectively:∑
g≥2
λ2g−2χg,0(t, κ) = log
(∑
k≥0
∑
2gi−2+li>0
∑
l
1
k!
· λ
2(g1+···+gk)−2k+2l
l1! · · · lk!
× (2l − 1)!! ·
k∏
i=1
Fgi,li(t) · κl · δl1+···+lk,2l
)
,
(40)
∑
g≥2
λ2g−2χg,0(1, κ) = log
(∑
k≥0
∑
2gi−2+li>0
∑
l
1
k!
· λ
2(g1+···+gk)−2k+2l
l1! · · · lk!
× (2l− 1)!! ·
k∏
i=1
χ(Mgi,li) · κl · δl1+···+lk,2l
)
.
(41)
The complexity of the right-hand side of these formulas make it unpractical to use
them for computations or deriving simpler expressions.
In the remaining of this section, we will apply our formalism to derive a quadratic
recursion for χg,n(t, κ) that recovers their quadratic recursion when t = 1, and
furthermore, we will present a linear recursion for χg,n(t, κ) with fixed genus g.
3.2. Quadratic recursion relation. In this subsection we derive the quadratic
recursion relation for χg,n(t, κ). The edge-cutting operator in this case is just the
partial derivative ∂κ. The operator ∂ is realized by a formal differential operator
d, which satisfies
dFg,n = Fg,n+1; dκ = κ
2 · t−1.
Here we can simply regard t and κ as two independent variables, and take
d :=
∂
∂t
+ κ2t−1 · ∂
∂κ
as a realization of the operator ∂. Then the operator D = ∂ + γ is realized by
D =
∂
∂t
+ κ2t−1 · ∂
∂κ
+ |Eext(Γ)| · κt−1,
where |Eext(Γ)| is the number of external edges of Γ.
Now the quadratic recursion in Theorem 2.2 is realized as follows.
Theorem 3.4. For 2g − 2 + n > 0, we have
(42)
∂
∂κ
χg,n =
1
2
(DDχg−1,n +
∑
g1+g2=g,
n1+n2=n
Dχg1,n1Dχg2,n2).
In particular, by taking n = 0 we get
(43)
∂
∂κ
χg,0 =
1
2
(Ddχg−1,0 +
g−1∑
r=1
dχr,0dχg−r,0)
for g ≥ 2. Here we use the convention
dχ1,0 = Dχ1,0 := χ1,1,
Dχ0,2 := 3χ0,3,
DDχ0,1 := 6χ0,3.
(44)
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Integrating the recursion formula (42) with respect to κ, we can determine χg,n
up to a term independent of κ. It is clear that this term is just 1
n!Fg,n(t) where
Fg,n(t) is given by (34), thus we get an algorithm that finds {χg,n(t, κ)} recursively:
Theorem 3.5. For 2g − 2 + n > 0, we have
(45) χg,n =
1
n!
Fg,n(t) +
1
2
∫ κ
0
[
DDχg−1,n +
∑
g1+g2=g,
n1+n2=n
Dχg1,n1Dχg2,n2
]
dκ.
For our original problem of the computations of orbifold Euler characteristic
χ(Mg,n/Sn) = χg,n(1, 1), the above recursion can be simplified. In fact, we can
apply Theorem 2.1 directly, and in this way we do not need the variable t or the
operator D in our quadratic recursion relation. In other words, we may define
χ˜g,n(κ) := χg,n(1, κ) =
∑
Γ∈Gcg,n
κ|E(Γ)|
|Aut(Γ)| ·
∏
v∈V (Γ)
χ(Mg(v),val(v)),
then χ˜g,n can be determined recursively by the following relation.
Theorem 3.6. For 2g − 2 + n > 0, we have
χ˜g,n(κ) =
1
2
∫ κ
0
[
(n+ 2)(n+ 1)χ˜g−1,n+2 +
∑
g1+g2=g,
n1+n2=n+2
n1≥1,n2≥1
n1n2χ˜g1,n1 χ˜g2,n2
]
dκ
+
1
n!
χ(Mg,n),
(46)
where the sum is taken over all stable cases.
Remark 3.2. In [13], Do and Norbury give the following quadratic recursion (cf. [13,
Prop 6.1]) for χ(Mg,n):
χ(Mg,n+1) = (2− 2g − n)χ(Mg,n) + 1
2
χ(Mg−1,n+2)
+
1
2
g∑
h=0
n∑
k=0
(
n
k
)
χ(Mh,k+1)χ(Mg−h,n−k+1).
To apply such recursion relations to compute χ(Mg,n), one needs the formulas for
χ(Mg,0) for g ≥ 2 as initial values. Such formulas do not seem to be accessible by
their method. For g = 0 and g = 1, the fact that χ(M0,3) = 1 and χ(M1,1) = 512
can be used to recursively compute χ(M0,n)(n ≥ 4) and χ(M1,n)(n ≥ 2), but the
problems of finding their explicit formulas are not addressed by these authors.
Example 3.1. First consider the case g = 0. This case has already been studied
by Keel [26], and Manin [30].
Taking g = 0 in (46), we get a recursion formula for {χ˜0,n}n≥3:
(47) χ˜0,n(κ) =
1
2
∫ κ
0
[ n−1∑
i=3
i(n+ 2− i)χ˜0,iχ˜0,n+2−i
]
dκ+
1
n!
χ(M0,n)
for g ≥ 3.
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The Harer-Zagier formula (29) gives us the initial data
χ(M0,n) = (−1)n+1 · (n− 3)!, n ≥ 3;
χ˜0,3 =
1
6
χ(M0,3) = 1
6
.
Then we can obtain the following results:
χ˜0,3 =
1
6
;
χ˜0,4 = − 1
24
+
1
8
κ;
χ˜0,5 =
1
60
− 1
12
κ+
1
8
κ2;
χ˜0,6 = − 1
120
+
1
18
κ− 7
48
κ2 +
7
48
κ3;
χ˜0,7 =
1
210
− 1
180
κ+
5
36
κ2 − 1
4
κ3 +
3
16
κ4;
χ˜0,8 = − 1
336
+
41
1440
κ− 181
1440
κ2 +
5
16
κ3 − 55
128
κ4 +
33
128
κ5;
χ˜0,9 =
1
504
− 109
5040
κ+
97
864
κ2 − 451
1296
κ3 +
385
576
κ4 − 143
192
κ5 +
143
384
κ6;
χ˜0,10 = − 1
720
+
853
50400
κ− 6061
60480
κ2 +
1903
5184
κ3 − 15301
17280
κ4 +
1001
720
κ5
−1001
768
κ6 +
143
256
κ7.
By taking κ = 1 and multiplying by n!, we get
χ(M0,3) = 1, χ(M0,4) = 2, χ(M0,5) = 7, χ(M0,6) = 34,
χ(M0,7) = 213, χ(M0,8) = 1630, χ(M0,9) = 14747, χ(M0,10) = 153946.
These numbers coincide with the results obtained in [8,13].
Example 3.2. Now let us move on to the case g = 1. Taking g = 1 in (46), we
obtain:
χ˜1,n(κ) =
1
2
∫ κ
0
[
(n+ 2)(n+ 1)χ˜0,n+2 + 2
n+1∑
i=3
i(n+ 2− i)χ˜0,iχ˜1,n+2−i
]
dκ
+
1
n!
χ(M1,n)
(48)
for n ≥ 1. Here by (29) we have
χ(M1,n) = (−1)n · (n− 1)!
12
.
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Then explicit computations give us
χ˜1,1 = − 1
12
+
1
2
κ;
χ˜1,2 =
1
24
− 7
24
κ+
1
2
κ2;
χ˜1,3 = − 1
36
+
2
9
κ− 5
8
κ2 +
2
3
κ3;
χ˜1,4 =
1
48
− 3
16
κ+
199
288
κ2 − 41
32
κ4 + κ4;
χ˜1,5 = − 1
60
+
1
6
κ− 533
720
κ2 +
89
48
κ3 − 83
32
κ4 +
8
5
κ5;
χ˜1,6 =
1
72
− 11
72
κ+
677
864
κ2 − 5203
2160
κ3 +
2669
576
κ4 − 1003
192
κ5 +
8
3
κ6;
χ˜1,7 = − 1
84
+
1
7
κ− 277
336
κ2 +
3197
1080
κ3 − 1131
160
κ4 +
799
72
κ5 − 2015
192
κ6 +
32
7
κ7;
χ˜1,8 =
1
96
− 13
96
κ+
2323
2688
κ2 − 425491
120960
κ3 +
341639
34560
κ4 − 223829
11520
κ5 +
39673
1536
κ6
−32339
1536
κ7 + κ8.
By taking κ = 1 and multiplying by n!, we get
χ(M1,1) = 5
12
, χ(M1,2) = 1
2
, χ(M1,3) = 17
12
, χ(M1,4) = 35
6
,
χ(M1,5) = 389
12
, χ(M1,6) = 1349
6
, χ(M1,7) = 22489
12
, χ(M1,8) = 36459
2
.
Example 3.3. Next consider the case g = 2. The recursion is as follows:
χ˜2,n(κ) =
1
2
∫ κ
0
[
(n+ 2)(n+ 1)χ˜1,n+2 + 2
n+2∑
i=3
i(n+ 2− i)χ˜0,iχ˜2,n+2−i
+
n+1∑
j=1
χ1,jχ1,n+2−j
]
dκ+
1
n!
χ(M2,n)
(49)
for n ≥ 0. Here by (29) we have
χ(M2,n) = (−1)n+1 · (n+ 1)!
240
.
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Then explicit computations give us
χ˜2,0 = − 1
240
+
13
288
κ− 1
6
κ2 +
5
24
κ3;
χ˜2,1 =
1
120
− 13
144
κ+
109
288
κ2 − 3
4
κ3 +
5
8
κ4;
χ˜2,2 = − 1
80
+
67
480
κ− 379
576
κ2 +
325
192
κ3 − 39
16
κ4 +
25
16
κ5;
χ˜2,3 =
1
60
− 7
36
κ+
4393
4320
κ2 − 677
216
κ3 +
3497
576
κ4 − 167
24
κ5 +
175
48
κ6;
χ˜2,4 = − 1
48
+
23
90
κ− 5065
3456
κ2 +
17933
3456
κ3 − 9439
768
κ4 +
44519
2304
κ5 − 3547
192
κ6
+
525
64
κ7;
χ˜2,5 =
1
40
− 97
300
κ+
5801
2880
κ2 − 3833
480
κ3 +
11887
540
κ4 − 5485
128
κ5 +
14579
256
κ6
−1123
24
κ7 +
1155
64
κ8;
χ˜2,6 = − 7
240
+
1433
3600
κ− 230971
86400
κ2 +
201593
17280
κ3 − 58853
1620
κ4 +
956309
11520
κ5
−211753
1536
κ6 +
732659
4608
κ7 − 44021
384
κ8 +
5005
128
κ9.
By taking κ = 1 and multiplying by n!, we get
χ(M2,0) = 119
1440
, χ(M2,1) = 247
1440
, χ(M2,2) = 413
720
, χ(M2,3) = 89
32
,
χ(M2,4) = 12431
720
, χ(M2,5) = 189443
144
, χ(M2,6) = 853541
720
.
In this subsection we have found an algorithm that effectively computes χ(Mg,n)
based on the formalism of abstract QFT and its realizations developed in [38]. We
will show that our method can also be used to derived some closed formula in
Section 4 and Section 5.
3.3. Linear recursion relation. It is clear that for 2g − 2 + n > 0, χ˜g,n(κ) is a
polynomial in κ of degree 3g − 3 + n. Let us write
χ˜g,n(κ) =
3g−3+n∑
k=0
akg,nκ
k.
For fixed g ≥ 0, we now derive a linear recursion relation that computes the coeffi-
cients {akg,n} from initial data {akg,0} (or {ak0,3}, {ak1,1} for g = 0, 1 respectively).
Theorem 3.7. For every 2g − 2 + n > 0, we have
(50) Dχg,n = (n+ 1)χg,n+1,
or equivalently,
(51) (n+ 1)akg,n+1 = (2− 2g − n) · akg,n + (n+ k − 1)ak−1g,n .
Here all possible unstable terms appearing in the right hand side is set to be zero.
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Proof. The recursion (50) follows from Lemma 2.1. Recall the Feynman rule (32)-
(34) and (35), by Euler’s formula we easily know that the refined orbifold Euler
characteristic χg,n(t, κ) is of the form
(52) χg,n(t, κ) =
3g−3+n∑
k=0
akg,nκ
k · (1
t
)n−2+2g.
Recall that
(53) Dχg,n =
(
∂
∂t
+ κ2t−1 · ∂
∂κ
+ n · κt−1
)
χg,n,
compare the coefficients of κk in (50), we obtain
(54) (2− 2g − n)akg,n + (k − 1) · ak−1g,n + n · ak−1g,n = (n+ 1)akg,n+1.

Theorem 3.7 tells us that for every k ≥ 1, the coefficient akg,n+1 in χg,n+1 is
uniquely determined by two coefficients akg,n and a
k−1
g,n in χg,n. Therefore this
suggests us to write down the coefficients in a triangle for a fixed genus g ≥ 0, such
that an element in this triangle is a linear combination of the two elements above
it.
3.4. The genus zero case. For g = 0, we put the coefficients {ak0,n} for n ≥ 3 in
a triangle as follows.
1
6
− 124 18
1
60 − 112 18
− 1120 118 − 748 748
1
210 − 1180 536 − 14 316
· · · · · ·
The first row of this triangle is given by χ˜0,3 =
1
6 , and the first element of each
row is given by 1
n!χ(M0,n) for n ≥ 3. Then all the other elements are determined
by the two elements above it via the linear recursion relation
(55) (n+ 1)ak0,n+1 = (2− n)ak0,n + (n+ k − 1)ak−10,n .
Theorem 3.8. Define a generating series χ(y, κ) of χ˜0,n(κ) by
(56) χ(y, κ) := y +
∞∑
n=3
nκyn−1 · χ˜0,n(κ),
then χ satisfies the equation
(57) κ(1 + χ) log(1 + χ) = (κ+ 1)χ− y.
22 ZHIYUAN WANG AND JIAN ZHOU
Proof. Recall that χ˜0,n(κ) =
∑n−3
k=0 a
k
0,nκ
k. The linear recursion (55) can be rewrit-
ten as:
(58) (n+ 1)χ˜0,n+1 = (2− n)χ˜0,n + nκχ˜0,n + κ2 d
dκ
χ˜0,n,
where d
dκ
χ˜0,n can be rewritten as
d
dκ
χ˜0,n =
1
2
n−1∑
i=3
i(n+ 2− i)χ˜0,iχ˜0,n+2−i
by the quadratic recursion (47). Now it is easy to check that (58) is equivalent to
the following equation for χ:
χ = 2
∫ y
0
χdy − yχ+ 1
2
κχ2 + y.
Applying d
dy
on both sides of this equation, we get:
χ′ = κχχ′ + χ− yχ′ + 1,
where χ′ = ∂χ
∂y
. Therefore we have
(59) χ′ =
1 + χ
1 + y − κχ,
and the conclusion follows from this equation by integrating with respect to y. 
By Taking κ = 1 in the above theorem, we recover the following result of Manin:
Corollary 3.1. ( [31, (0.9)]) The generating series
χ(y, 1) = y +
∞∑
n=3
yn−1
(n− 1)!χ(M0,n)
satisfies the equation
(60)
(
1 + χ(y, 1)
)
log
(
1 + χ(y, 1)
)
= 2χ(y, 1)− y.
In our formalism, the equation (57) is a generalization of Manin’s equation (60)
to the case of refined orbifold Euler characteristics. Notice that the equation (57)
also appear in [31] and [23] as a generalization of (60) in a different sense!
In Manin’s work [31, Theorem 0.4.2] (see also [30, p. 197]), he proved that for a
compact smooth algebraic manifold X of dimension m,
1 +
∑
n≥1
χ(X [n])
tn
n!
= (1 + η)χ(X),
where X [n] is the Fulton-MacPherson compactification of the configuration space
associated to X , and η is the unique solution in t+ t2Q[[t]] to the equation:
(61) m(1 + η) log(1 + η) = (m+ 1)η − t.
This is of exactly the same form as our equation (57) for the refined orbifold Euler
characteristic. In Manin’s result, the integer m is the dimension of X , while in our
formalism κ is a formal variable encoding the codimensions of the strata in Mg,n.
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In the work [23] of Goulden, Litsyn and Shevelev, they study the generalized
equation (61) and give some results about the coefficients of the solution (cf. [23,
subsection 2.1]):
an−30,n =
(2n− 5)!!
n!
;
an−40,n = −
n− 3
3
· (2n− 5)!!
n!
;
an−50,n =
(n− 2)(n− 3)(n− 4)
32
· (2n− 7)!!
n!
;
an−60,n = −
(n− 4)(n− 5)(5(n− 2)2 + 1)
34 · 5 ·
(2n− 7)!!
n!
;
an−70,n =
(n− 4)(n− 5)(n− 6)(5(n− 2)3 + 4n− 5)
2 · 35 · 5 ·
(2n− 9)!!
n!
;
· · · · · ·
(62)
Our an−k0,n is related to their µj(n) in the following way:
(63) an−k0,n =
1
n!
µk−2(n− 1).
Solving the equation (57) directly does not provide us a simple way to obtain an
explicit expression for the solution. We will see in §5.1 that we can obtain explicit
formulae for the coefficients {ak0,n} if we use the linear recursion (55) instead of the
quadratic recursion.
3.5. Connection to Ramanujan polynomials. Note our coefficients {(−1)k+n+1·
n! · ak0,n} are all integers. They are the sequence A075856 on Sloane’s on-line En-
cyclopedia of Integer Sequences [36]. The references listed at this website leads us
to note the relationship of χ(y, κ) to many interesting works in combinatorics, in
particular, to Ramanujan psi polynomials [3, 4].
This relationship also holds in the higher genus case. Indeed, if we define
bkg,n := (−1)k+n+1 · n! · akg,n,
then our recursion (51) for {akg,n} with fixed g becomes:
(64) bkg,n = (n+ 2g − 3)bkg,n−1 + (n+ k − 2)bk−1g,n−1.
This is a special case of the following recursion relation for x = 2g − 1:
(65) Qn,k(x) = (x+ n− 1)Qn−1,k(x) + (n+ k − 2)Qn−1,k−1(x)
discovered by Shor [35, §2] in his proof of Cayley’s formula for counting labelled
trees. In fact, the recursion for the special values P kg,n := Qn−1,k+1(2g − 1) is:
(66) P kg,n = (n+ 2g − 3)P kg,n−1 + (n+ k − 2)P k−1g,n−1.
Shor shows that
(67)
n−1∑
k=0
Qn,k(x) = (x+ n)
n−1.
Zeng [43, Proposition 7] establishes the following remarkable connection:
(68) Qn,k(x) = ψk+1(n− 1, x+ n),
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where ψk(r, x) are the Ramanujan polynomials (1 ≤ k ≤ r + 1) defined by:
(69)
∞∑
j=0
(x+ j)r+je−u(x+j)uj
j!
=
r+1∑
k=1
ψk(r, x)
(1− u)r+k .
Ramanujan gives the following recursion relation of ψk(r, x):
(70) ψk(r + 1, x) = (x− 1)ψk(r, x− 1) + ψk−1(r + 1, x)− ψk−1(r + 1, x− 1).
Berndt et al. [3, 4] obtain the following recursion relation:
(71) ψk(r, x) = (x − r − k + 1)ψk(r − 1, x) + (r + k − 2)ψk−1(r − 1, x).
This is used by Zeng [43] to connect Ramanujan polynomials to Shor polynomials.
He also gives the combinatorial interpretations of such a connection. For related
works, see [9, 14, 15].
However, we do not have bkg,n = P
k
g,n = Qn−1,k+1(2g − 1) for g > 0 because the
initial values for Qn,k(x) are
Q1,0(x) = 1,
Qn,−1(x) = 0, n ≥ 1,
Q1,k(x) = 0, k ≥ 1,
these correspond to
b−1g,2 = 1,
b−2g,n = 0, n ≥ 1,
bk−1g,2 = 0, k ≥ 1,
but these are not satisfied by bkg,n. Nevertheless, when g = 0, since a
k
0,n makes sense
only for n ≥ 3 and 0 ≤ k ≤ n − 3, these conditions are automatically satisfied, so
we get:
(72) (−1)k+n+1 · n! · ak0,n = Qn−1,k+1(−1) = ψk+2(n− 2, n− 2).
This relates our refined orbifold Euler characteristics of M0,n to special values
of the Shor polynomials and Ramanujan polynomials, hence to their combinatorial
interpretations related to counting trees. In particular, one can use [43, (35), (21)] to
compute ak0,n. When g > 0, such connection is partially lost, but it is still desirable
to find combinatorial interpretations of the refined orbifold Euler characteristics of
Mg,n that explains the recursion relation (51).
3.6. Functional equations: The higher genera case. First let us consider the
case of genus one. For g = 1, we put the coefficients {ak1,n} for n ≥ 1 in a triangle
(without the first row) as follows.
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− 112 12
1
24 − 724 12
− 136 29 − 58 23
1
48 − 316 199288 − 4132 1
· · · · · ·
The first row is given by χ˜1,1 = − 112 + 12κ, and the first element of each row is
given by 1
n!χ(M1,n) for n ≥ 1. Then all the other elements are determined by the
two elements above it via the linear recursion relation
(73) (n+ 1)ak1,n+1 = −n · ak1,n + (n+ k − 1)ak−11,n .
Similarly to the case of genus zero, define
ψ(y, κ) :=
∞∑
n=1
nκyn−1χ˜1,n(κ),
then ψ can be determined by the following:
Theorem 3.9. We have
(74) (1 + y − κχ)ψ = 1
2
κ2χ′ − 1
12
κ,
where χ(y, κ) is defined by (56) and χ′ = ∂χ
∂y
.
Proof. The linear recursion (73) gives us
(75) (n+ 1)χ˜1,n+1 = −nχ˜1,n + nκχ˜1,n + κ2 d
dκ
χ˜1,n,
where d
dκ
χ˜1,n can be rewritten as
d
dκ
χ˜1,n =
1
2
(n+ 2)(n+ 1)χ˜0,n+2 +
n+1∑
i=3
i(n+ 2− i)χ˜0,iχ˜1,n+2−i
by the quadratic recursion (48). Therefore the recursion (75) is equivalent to the
following equation for χ(y, κ) and ψ(y, κ):
ψ = −yψ + 1
2
κ2χ′ + κχψ − 1
12
κ.

Notice that we have (59), thus the above result can be rewritten as:
ψ =
1
2κ
2(1 + χ)
(1 + y − κχ)2 −
1
12κ
(1 + y − κχ) .
In particular, take κ = 1 in the above results, we get:
ψ(y, 1) =
(1 + χ(y, 1))
2(1 + y − χ(y, 1))2 −
1
12(1 + y − χ(y, 1)) ,
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where
χ(y, 1) = y +
∞∑
n=3
yn−1
(n− 1)!χ(M0,n), ψ(y, 1) =
∞∑
n=1
yn−1
(n− 1)!χ(M1,n).
In general, for a fixed genus g ≥ 2, we can put the coefficients {akg,n} into a
triangle (without fisrt 3g − 3 rows for g ≥ 2). The first row is the coefficients of
χ˜g,0, which can be determined either by the quadratic recursion relation (46) using
lower genus data, or by expanding (41) directly. Then every other element in this
triangle can be determined by the two elements above it via the linear recursion
(51). In Section 5 we will present explicit solutions to such linear recursion relations
in all genera g ≥ 0.
Now let us define
ϕg(y, κ) :=
∞∑
n=1
nκyn−1χ˜g,n(κ)
for g ≥ 1. Clearly ϕ1 = ψ, and we denote ϕ0(y, κ) := χ(y, κ). Then we have the
following equations:
Theorem 3.10. For every g ≥ 1, we have
(76) (y + 1)ϕ′g + (2g − 1)ϕg =
1
2
κ2ϕ′′g−1 + κ
∑
g1+g2=g
ϕ′g1ϕg2 .
where ϕ′g :=
∂
∂y
ϕg.
Proof. Similar to the case of genus zero and genus one, we combine the linear
recursion (51) and the quadratic recursion (46) to get:
(n+ 1)χ˜g,n+1 = (2− 2g − n)χ˜g,n + nκχ˜g,n + 1
2
κ2(n+ 2)(n+ 1)χ˜g−1,n+2
+
1
2
κ
∑
g1+g2=g
n1+n2=n+2
n1≥1,n2≥1
n1n2χ˜g1,n1χ˜g2,n2 .
This equation is equivalent to
ϕg = (2 − 2g)
∫ y
0
ϕgdy − yϕg + 1
2
κ2ϕ′g−1 +
1
2
κ
∑
g1+g2=g
ϕg1ϕg2 + ϕ˜g(κ),
where ϕ˜g(κ) is a term independent of y. Then the conclusion holds by applying
∂
∂y
to the above equation. 
In particular, we can take κ = 1, then then the above theorem gives us:
(y + 1)ϕ′g(y, 1) + (2g − 1)ϕ(y, 1) =
1
2
ϕ′′g−1(y, 1) +
∑
g1+g2=g
ϕ′g1(y, 1)ϕg2(y, 1),
where
ϕg(y, 1) =
∞∑
n=1
yn−1
(n− 1)!χ(Mg,n), g ≥ 1.
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3.7. Operator formalism for linear recursion (50). In this subsection we
present a reformulation of the results in last subsection using an operator formalism.
Notice that the refined orbifold Euler characteristic χg,n(t, κ) is of the form
χg,n(t, κ) = t
2−2g−n · χ˜g,n(κ),
it follows that
∂
∂t
χg,n(t, κ) = (2− 2g − n)t1−2g−nχ˜g,n(κ)
= (2− 2g)t−1 · χg,n(κ)− nt−1 · χg,n(κ).
Therefore the operator D acts on χ˜g,n(t, κ) by
Dχg,n(t, κ) =
(
∂
∂t
+ κ2t−1 · ∂
∂κ
+ n · κt−1
)
χg,n(t, κ)
=
(
(1 − κ) ∂
∂t
+
κ2
t
∂
∂κ
+
(2− 2g)κ
t
)
χg,n(t, κ).
Define D˜ to be the operator
D˜ := (1− κ) ∂
∂t
+
κ2
t
∂
∂κ
+
(2 − 2g)κ
t
,
then the recursion (50) is equivalent to
(77) χg,n+1(t, κ) =
1
n+ 1
D˜χg,n(t, κ),
or,
χ0,n =
3!
n!
· D˜n−3χ0,3, n ≥ 3;
χ1,n =
1
n!
· D˜n−1χ1,1, n ≥ 1;
χg,n =
1
n!
· D˜nχg,0, g ≥ 2.
(78)
Let us define
χ0 :=
∞∑
n=3
n! · χ0,n(t, κ) = t2 ·
∞∑
n=3
n!
tn
χ˜0,n(κ);
χ1 :=
∞∑
n=1
n! · χ1,n(t, κ) =
∞∑
n=1
n!
tn
χ˜1,n(κ);
χg :=
∞∑
n=0
n! · χg,n(t, κ) = t2−2g ·
∞∑
n=0
n!
tn
χ˜g,n(κ), g ≥ 2,
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clearly they are generating series of {χ˜g,n(κ)}. Similarly, we can define another
type of generating series
χ̂0 :=
∞∑
n=3
χ0,n(t, κ) = t
2 ·
∞∑
n=3
1
tn
χ˜0,n(κ);
χ̂1 :=
∞∑
n=1
χ1,n(t, κ) =
∞∑
n=1
1
tn
χ˜1,n(κ);
χ̂g :=
∞∑
n=0
χg,n(t, κ) = t
2−2g ·
∞∑
n=0
1
tn
χ˜g,n(κ), g ≥ 2.
Then the linear recursion (77) gives us the following:
Theorem 3.11. We have
χg(t, κ) =
1
1− D˜
χg,0(t, κ);
χ̂g(t, κ) = e
D˜χg,0(t, κ).
Here we use the convention D˜3χ0,0 := 6χ0,3, D˜χ1,0 := 2χ1,1, and D˜
jχ0,0 := 0 for
j = 0, 1, 2; χ˜1,0 := 0.
3.8. Motivic realization of the abstract quantum field theory. The Euler
characteristic is an example of motivic characteristic classes. In this subsection we
speculate on the possibility of a realization of our abstract quantum field theory by
using the orbifold motivic classes of the Deligne-Mumford moduli space Mg,n of
stable curves.
The theory of motivic measures and motivic integrals was first introduce by
Kontsevich [29], and generalized to singular spaces by Denef and Loeser [11]. Let
VAR be the category of complex algebraic varieties of finite type, and R be a
commutative ring with unity. A motivic class is a ring homomorphism
[·] : K0(VAR)→ R,
where K0(VAR) is the Grothendieck ring of complex varieties. In other words, a
motivic class is a map [·] satisfying:
(1) [X ] = [X ′], for X ∼= X ′;
(2) [X ] = [X \ Y ] + [Y ], for a closed subvariety Y ⊂ X;
(3) [X × Y ] = [X ] · [Y ];
(4) [pt] = 1.
For our purpose we need to consider the orbifold motivic class of the Deligne-
Mumford moduli space Mg,n of stable curves. We need to have a relation
(79) [X/G] = [X ]/|G|
for a finite group G acting on X . We also need to make sense of the orbifold
motivic class of Mg,n. (The work [42] might be useful for this purpose.) Then we
understand the orbifold motivic class of Mg,n/Sn to be
(80) [Mg,n/Sn] =
∑
Γ∈Gcg,n
(
1
|Aut(Γ)|
∏
v∈V (Γ)
[Mg(v),val(v)]
)
,
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where [Mg(v),val(v)] denotes the orbifold motivic class ofMg(v),val(v) (whatever that
means).
Such consideration would give us a natural realization of our abstract quantum
field theory. We assign the Feynman rule to a stable graph Γ ∈ Gcg,n as follows.
The contribution of a vertex v ∈ V (Γ) is defined to be the orbifold motivic class of
Mg(v),val(v):
ωv = [Mg(v),val(v)],
and the contribution of an internal edge e ∈ E(Γ) is set to be ωe = 1. Thus the
Feynman rule is
Γ 7→ ωΓ =
∏
v∈V (Γ)
[Mg(v),val(v)].
Therefore the abstract n-point function F̂g,n is realized by
F̂g,n =
∑
Γ∈Gcg,n
(
1
|Aut(Γ)|
∏
v∈V (Γ)
[Mg(v),val(v)]
)
,
i.e., F̂g,n = [Mg,n/Sn] is the orbifold motivic class of Mg,n. Once this has been
done, we can apply our formalism introduced in [38] to this case to derive some
quadratic recursion relations for the orbifold motivic class [Mg,n/Sn].
4. Results for χg,0(t, κ)
In Section 3.3 and Section 3.7 we have reduced the computations of χg,n(t, κ) to
the problem of computing χg,0(t, κ). In this section we will present various methods
to solve this problem. In particular, we solve the problem of computing χ(Mg,0).
4.1. Computations of χg,0(t, κ) by quadratic recursions. Recall that the re-
fined orbifold Euler characteristic χg,n(t, κ) is of the form
χg,n(t, κ) =
3g−3+n∑
k=0
akg,nκ
k · (1
t
)n−2+2g = χ˜g,n(κ) · t2−2g−n.
The n = 0 case of Theorem 3.5 gives us a recursion
χg,0 =Fg,0(t) +
1
2
∫ κ
0
[
DDχg−1,0 +
g−2∑
r=2
Dχr,0Dχg−r,0 + 2Dχg−1,0 · χ1,1
]
dκ
=Fg,0(t) +
1
2
∫ κ
0
[( ∂
∂t
+
κ2
t
∂
∂κ
+
κ
t
)( ∂
∂t
+
κ2
t
∂
∂κ
)
χg−1,0
+
g−2∑
r=2
( ∂
∂t
+
κ2
t
∂
∂κ
)
χr,0
( ∂
∂t
+
κ2
t
∂
∂κ
)
χg−r,0
+ 2
( ∂
∂t
+
κ2
t
∂
∂κ
)
χg−1,0 · (− 1
12
+
1
2
κ)t−1
]
dκ
(81)
for g ≥ 3. By taking t = 1, we get the following:
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Theorem 4.1. For g ≥ 3, we have
χ˜g,0 =
B2g
2g(2g − 2) +
1
2
∫ κ
0
[(
(3− 2g) + κ2 ∂
∂κ
+ 2κ− 1
6
)(
(4− 2g) + κ2 ∂
∂κ
)
χ˜g−1,0
+
g−2∑
r=2
(
(2− 2r) + κ2 ∂
∂κ
)
χ˜r,0 ·
(
(2− 2g + 2r) + κ2 ∂
∂κ
)
χ˜g−r,0
]
dκ.
It follows that the recursion for the coefficients {akg,0} is:
akg,0 =
1
2k
·
{
(
17
6
− 2g)(4− 2g)ak−1g−1,0 +
(
k(4 − 2g) + (k − 2)(17
6
− 2g)
)
ak−2g−1,0
+ (k2 − 3k)ak−3g−1,0 +
g−2∑
r=2
[ ∑
l+m=k−1
(2− 2r)(2 − 2g + 2r)alr,0amg−r,0
+
∑
l+m=k−2
(
m(2− 2r) + l(2− 2g + 2r)
)
alr,0a
m
g−r,0 +
∑
l+m=k−3
lmalr,0a
m
g−r,0
]}
for g ≥ 3 and k > 0, and a0g,0 = B2g2g(2g−2) . In particular, the recursion for the
sequence {a3g−3g,0 }g≥2 is:
a3g−3g,0 =
1
2
(3g − 6)a3g−6g−1,0 +
1
6g − 6
g−2∑
r=2
(3r − 3)(3g − 3r − 3)a3r−3r,0 a3g−3r−3g−r,0
for g ≥ 3.
Using the quadratic recursion relations in the above Theorem and
χ˜2,0(κ) = − 1
240
+
13
288
κ− 1
6
κ2 +
5
24
κ3,
we can now recursively compute χ˜g,0(κ). The following are the first few examples:
χ˜3,0(κ) =
1
1008
− 19
1440
κ+
1307
17280
κ2 − 2539
10368
κ3 +
35
72
κ4 − 55
96
κ5 +
5
16
κ6,
χ˜4,0(κ) = − 1
1440
+
6221
604800
κ− 17063
241920
κ2 +
187051
622080
κ3 − 2235257
2488320
κ4
+
182341
92160
κ5 − 66773
20736
κ6 +
8549
2304
κ7 − 1045
384
κ8 +
1105
1152
κ9,
χ˜5,0(κ) =
1
1056
− 181
12096
κ+
32821
290304
κ2 − 667199
1209600
κ3 +
114641981
58060800
κ4
−578872613
104509440
κ5 +
374564131
29859840
κ6 − 229328099
9953280
κ7 +
2805265
82944
κ8
−3182161
82944
κ9 +
145883
4608
κ10 − 26015
1536
κ11 +
565
128
κ12.
4.2. The generating series of akg,0 for fixed k. Each χ˜g,0(κ) is the generating
function of akg,0 for fixed g. Let us now define the following generating series of the
coefficients {akg,0} for fixed k:
Gk(z) :=
∑
g≥2
akg,0 · z2−2g.
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The recursion relations for akg,0 in last subsection can be translated into the following
recursion relations for Gk(z) (k ≥ 1):
Gk(z) = a
k
2,0z
−2 +
z−2
2k
[
(θ − 7
6
)θGk−1(z) +
(
(2k − 2)θ − 7
6
k +
7
3
)
Gk−2(z)
+ (k2 − 3k)Gk−3(z) +
k−1∑
l=0
θGl(z) · θGk−1−l(z)
+ 2
k−2∑
l=0
θGl(z) · (k − 2− l)Gk−2−l(z) +
k−3∑
l=0
l(k − 3− l)Gl(z)Gk−3−l(z)
]
,
(82)
where θ := z d
dz
, and ak2,0 = 0 except for
a02,0 = −
1
240
, a12,0 =
13
288
, a22,0 = −
1
6
, a32,0 =
5
24
.
By Harer-Zagier formula [25], we have
G0(z) =
∞∑
g=2
B2g
2g(2g − 2)z
2−2g.
Using the recursion (82), we get
G1(z) =
∑
g≥3
(
1
2
− 5
24(g − 1)
)
B2g−2z
2−2g +
∑
g≥4
∑
g1+g2=g
g1,g2≥2
B2g1B2g2
8g1g2
z2−2g +
13
288
z−2,
G2(z) =
∑
g≥4
(
g2
2
− 23
12
g +
493
288
+
13
288(2g − 4))B2g−4z
2−2g −
∑
g≥3
B2g−2
4(g − 1)z
2−2g
+
∑
g≥5
∑
g1+g2=g−1
g1≥2,g2≥2
(
g2
2g1
+
1
4
− 11
24g1
+
5
96g1g2
)
B2g1B2g2z
2−2g
+
∑
g≥6
∑
g1+g2+g3=g
g1≥2,g2≥2,g3≥2
(
1
8g1g2
− 1
16g1g2g3
)
B2g1B2g2B2g3z
2−2g +
247
3456
z−4 − 1
6
z−2.
4.3. Expressions of Gk(z) in terms of Gamma function. By the method of
last subsection it is clear that one can express each Gk(z) in terms of Bernoulli
numbers. As k increases, such expressions become more and more involved. To put
some structures on such expressions and understand them in a proper perspective,
we rewrite them in terms of polygamma functions. Let us recall a result due to
Distler-Vafa [12]. By Stirling’s formula,
d
dz
G0(z) = −
∞∑
g=2
B2g
2g
z1−2g = (−z) ·
(
− d
dz
log Γ(z) + log(z)− 1
2
z−1 − 1
12
z−2
)
,
it follows that:
G0(z) =
∫ z(
z
d
dz
log Γ(z)
)
dz − 1
2
z2 log(z) +
1
4
z2 +
1
2
z +
1
12
log(z),
where 12z
2 log(z)− 14z2− 12z should be understood as ‘the contribution ofM0,0’, and
− 112 log(z) should be understood as ‘the contribution of M1,0’. Next we present
similar expressions for Gk(z).
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Definition 4.1. Define
V0(z) :=
∞∑
g=2
χ(Mg,0)z2−2g;
Vn(z) :=
∞∑
g=1
χ(Mg,n)z2−2g−n, n = 1, 2;
Vn(z) :=
∞∑
g=0
χ(Mg,n)z2−2g−n, n ≥ 3,
(83)
to be the total contributions of all stable vertices of valence n.
By (29),
(84) χ(Mg,n+1) = (2 − 2g − n) · χ(Mg,n).
It follows that
V ′0(z) = V1(z) +
1
12
z−1,
V ′1(z) = V2(z),
V ′2(z) = V3(z)−
1
z
,
V ′n(z) = Vn+1(z), n ≥ 3.
The series Vn(z) can be related to the Gamma function as follows:
V0(z) =G0(z) =
∫ z(
z
d
dz
log Γ(z)
)
dz − 1
2
z2 log(z) +
1
4
z2 +
1
2
z +
1
12
log(z),
V1(z) =
d
dz
G0(z)− 1
12
z−1 = z
d
dz
log Γ(z)− z log(z) + 1
2
,
V2(z) =
d2
dz2
G0(z) +
1
12
z−2 = z
d2
dz2
log Γ(z) +
d
dz
log Γ(z)− log(z)− 1,
and for n ≥ 3,
Vn(z) =
dn
dzn
G0(z) + (−1)n+1(n− 3)! · z2−n + (−1)
n
12
(n− 1)! · z−n
=z
dn
dzn
log Γ(z) + (n− 1) d
n−1
dzn−1
log Γ(z).
Our main result for this subsection is the following:
Theorem 4.2. For k ≥ 1, we have
(85) Gk(z) =
∑
Γ˜∈Gk
1
|Aut(Γ˜)|
∏
v∈V (Γ˜)
ωv,
where Gk is the set of all connected graphs with unmarked vertices (not necessarily
stable), which has k internal edges and no external edge; and V (Γ˜) is the set of
vertices of Γ˜. The weight of a vertex v is
ωv = Vval(v)(z).
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Example 4.1. We can directly check the expressions for G1(z) and G2(z) can be
reformulated in the following form:
G1(z) =
1
2
V2(z) +
1
2
V1(z)
2,
G2(z) =
1
8
V4 +
1
4
V 22 +
1
2
V1V3 +
1
2
V 21 V2.
The graphs for G1(z) are:
A first sight, these two graphs have different genus: One has genus one and the
other has genus zero. It seems odd that both contribute to G1(z). To explain this
discrepancy, we need to let each vertex of graphs have genus 1, then both of the
above graphs have genus 2. Similarly, the graphs for G2(z) are:
When the vertices are assigned to have genus 1, then all these graphs have genus 3.
If we assign Vl(z) to be of degree l, then we have:
Corollary 4.1. Gk(z) is a polynomial in {Vl(z)|1 ≤ l ≤ 2k}, and deg(Gk) = 2k.
Theorem 4.2 is a straightforward consequence of the following:
Theorem 4.3. Define a partition function
(86) Z˜ =
1√
2piλ2
∫
exp
[
λ−2
(
−1
2
x2 +
∑
n≥0
λ2Vn(z) · x
n
n!
)]
dx,
then the coefficient of λ2k in log(Z˜) equals Gk for every k ≥ 0.
Proof. Recall in Theorem 3.3 we have shown that if
Ẑ(t, κ) =
1
(2piλ2κ)
1
2
∫
exp
{ ∑
2g−2+n>0
λ2g−2
n!
χ(Mg,n)t2−2g−n(η−t)n−λ
−2
2κ
(η−t)2
}
dη,
then its free energy is equal to
∞∑
g=2
χg,0(t, κ)λ
2g−2 =
∞∑
g=2
∑
k≥0
akg,0t
2−2gκkλ2g−2 =
∑
k≥0
Gk(
t
λ
) · κk,
We rewrite Ẑ(t, κ) in terms of Vn as follows:
Ẑ(t, κ) =
1
(2piλ2κ)
1
2
∫
exp
{∑
n≥0
1
n!
Vn(
t
λ
) ·
(
η − t
λ
)n
− 1
2κ
(
η − t
λ
)2}
dη
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Then we make the following change of variables: z = t
λ
, x = η−t
λ
, and after that
change κ to λ˜2. Then we see that the logarithm of
1
(2piλ˜2)
1
2
∫
exp
{∑
n≥0
1
n!
Vn(z) · xn − 1
2λ˜2
x2
}
dx
is
∑
k≥0Gk(z) · λ˜2k =
∑
k≥0Gk(z) · κk. 
Now we can present the proof of Theorem 4.2. By Theorem 4.3, Gk(z) can be
expressed by a Feynman sum over graphs with vertex contributions given by Vn(z)
for a vertex of valence n, and with 1 as propagator. As in Example 4.1, the genera
of the relevant graphs are defined by assigning every vertex to have genus 1, then
g(Γ˜) := h1(Γ˜) + |V (Γ˜)|,
where h1(Γ˜) is the number of loops in Γ˜. By Euler’s formula,
(87) h1(Γ˜) = 1 + |E(Γ˜)| − |V (Γ˜)|,
and so we have
(88) g(Γ˜) = |E(Γ˜)|+ 1.
It follows that Gk is the sum over graphs with k internal edges.
4.4. Recursive computations for Gk(z). The integral representation (86) es-
tablishes a connection to some earlier work on topological 1D gravity by the second
author [44]. It follows that all results developed in that work can be applied to this
problem. For example, by expanding the formal Gaussian integral in Theorem 4.3,
we know that
(89)
Gk =
∑
n≥1
(−1)n+1
n
∑
n∑
j=1
kj=k
n∏
j=1
(∑
mj>0
∑
mj∑
i=1
l
(j)
i
=2kj
(2kj − 1)!!
mj! · l(j)1 ! · · · l(j)mj !
V
l
(j)
1
· · ·V
l
(j)
mj
)
for every k ≥ 1. This is not convenient for practical computations.
Now let us present a recursion for the expressions of Gk = Gk(V1, V2, · · · ) based
on our formalism of realization of abstract QFT. By assigning genus g = 1 for every
vertex v ∈ V (Γ˜), we understand the problem of counting connected graphs Γ˜ ∈ Gk
for k ≥ 1 as counting connected stable graphs Γ ∈ Gck+1,0 with only vertices of
genus one.
Since the contribution of all genus zero vertices are zero in this case, the realiza-
tion of the operator D = ∂ + γ only involves adding an external edge on one of the
genus one vertices. Thus D is realized by an operator d˜ with:
(1) d˜Vl = Vl+1, for every l ≥ 1;
(2) d˜ acts on polynomials in {Vl}l≥1 via Leibniz rule.
Therefore, we can simply take
d˜ =
∞∑
l=0
Vl+1
∂
∂Vl
.
Because all graphs Γ˜ ∈ Gk has k internal edges, the operator K is realized by
multiplying by k. Therefore Theorem 2.2 gives us:
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Theorem 4.4. For every k ≥ 1, we have:
(90) k ·Gk = 1
2
(
d˜2Gk−1 +
k∑
r=1
d˜Gr−1 · d˜Gk−r
)
.
Inductively, we see that 2k ·k! ·Gk is a polynomial in V1, V2, · · · , V2k with integer
coefficients.
Example 4.2. Using this recursion, we can compute:
G3 =
1
2
V 21 V
2
2 +
1
6
V 32 +
1
6
V 31 V3 + V1V2V3 +
5
24
V 23 +
1
4
V 21 V4 +
1
4
V2V4
+
1
8
V1V5 +
1
48
V6;
G4 =
1
2
V 21 V
3
2 +
1
8
V 42 +
1
2
V 31 V2V3 +
3
2
V1V
2
2 V3 +
1
2
V 21 V
2
3 +
5
8
V2V
2
3
+
1
24
V 41 V4 +
3
4
V 21 V2V4 +
3
8
V 22 V4 +
2
3
V1V3V4 +
1
12
V 24 +
1
12
V 31 V5
+
3
8
V1V2V5 +
7
48
V3V5 +
1
16
V 21 V6 +
1
16
V2V6 +
1
48
V1V7 +
1
384
V8.
The operator d˜ also appears in an earlier work of the second author [44, §7.6].
In that work, d˜ is interpreted using some rules in terms of Young diagrams, which
is similar to the Littlewood-Richardson rule. Let us recall these rules in our case.
First by Corollary 4.1, we can rewrite the Feynman rule as:
Gk =
∑
|µ|=2k
∑
Γ∈Gµ
1
|Aut(Γ)|Vµ,
where the sum is over all partitions µ = (µ1, · · · , µl) of 2k, and Gµ ⊂ Gk is the set
of all graphs with vertices which have valences µ1, · · · , µl respectively, and
Vµ := Vµ1Vµ2 · · ·Vµl .
The partition µ can be represented in terms of a Young diagram which has l rows.
Then the action of d˜ on Vµ can be interpreted as adding a box to this Young diagram
on the right of one of the l rows. If the new diagram is not a Young diagrams, then
we switch the rows of this diagram to make it a Young diagram. Then we have
d˜Vµ =
∑
ν∈Yµ
Vν ,
where Yµ is the set of Young diagrams obtained from µ using the above rule. For
example:
7→ + +
= + 2
Therefore in the recursion (82), the term d˜2Gk−1 corresponds to adding two
boxes to all Young diagrams corresponding to partitions of 2(k − 1) via the above
rule; and the term d˜Gr−1 · d˜Gk−r is to add a box to a Young diagram corresponding
to a partition of 2(r − 1), and add another box to a Young diagram corresponding
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to partitions of 2(k− r), then put the one of the resulting diagrams underneath the
other to obtain a new diagram and switch the rows if necessary to get a new Young
diagram.
Remark 4.1. From the Theorem 4.2, we know that
Gk =
∑
|µ|=2k
aµV
m1
1 · · ·V mnn ,
where the coefficient aµ for a partition µ = (1
m12m2 · · ·nmn) is the correlators of
the topological 1D gravity(cf. [44, Prop. 4.4]):
aµ = 〈τm10 τm21 · · · τmnn−1〉1Dk+1−l(µ),
where l(µ) is the length of µ.
For some special cases, we can directly compute the coefficient aµ using Theorem
4.2. For µ = (2k), we have
aµ =
1
2k · k! .
For the case where µ = (1nm1) is a hook (with m+ n even), we have
aµ =
1
n! · (m− n)!!
for m ≥ n, and aµ = 0 for m < n.
4.5. Operator formalism for computing Z˜. The recursion relations (90) can
be solved in an operator formalism for Z˜:
Theorem 4.5. The partition function Z˜ = exp(
∑
k≥0 λ
2kGk) is given by the fol-
lowing formula:
(91) Z˜ = e
1
2λ
2d˜2eG0,
where d˜ is an operator defined by:
d˜ = V1
∂
∂G0
+
∞∑
l=1
Vl+1
∂
∂Vl
.
Proof. This follows from the following observation. Write ~ = λ2, then the recursion
relations (90) are equivalent to:
(92)
∂
∂~
Z˜ =
1
2
d˜2Z˜.

One can also derive other solution in operator formalism for Z˜ similar to the
case of the topological 1D gravity (cf. [32, 44]). We first derive the flow equations
and polymer equation:
Theorem 4.6. ( [44, Section 6.1]) For every k ≥ 1, we have the flow equations:
(93)
∂Z˜
∂Vk
=
1
k!
∂k
∂V k1
Z˜,
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and the polymer equation:
(94)
∑
k≥0
Vk+1 − λ−2δk,1
k!
· ∂
k
∂V k1
Z˜ = 0.
These equations can be obtained by directly taking partial derivatives to the
partition function (86). A direct consequence of the flow equations is the following:
Corollary 4.2. We have
(95) Z˜ = exp
( ∞∑
k=2
1
k!
Vk
dk
dV k1
)
exp
(
V0 +
1
2
λ2V 21
)
.
Proof. Take V2 = V3 = · · · = 0 in the partition function (86), we have
Z˜(V0, V1) =
1√
2piλ2
∫
exp
(
−1
2
λ−2x2 + V0 + V1x
)
dx = exp
(
V0 +
1
2
λ2V 21
)
.
Then the conclusion follows from (93). 
We now expand the exponentials on the right-hand side of (95) to get:
Z˜
expV0
= exp
( ∞∑
k=2
1
k!
Vk
dk
dV k1
)
exp
(
1
2
λ2V 21
)
=
∑
n≥0
∑
∑
k≥2 kmk=n
∏
k≥2
V mkk
mk!(k!)mk
· d
n
dV n1
∑
m1≥0
λ2m1
2m1m1!
V 2m11
=
∑
n≥0
∑
∑
k≥2 kmk=n
∏
k≥2
V mkk
mk!(k!)mk
·
∑
m1≥0
(2m1) · · · (2m1 − n+ 1)λ2m1
2m1m1!
V 2m1−n1 .
Using selection rule for correlators one can check that this matches with (89).
4.6. Operator formalism for computing Gk(z). In last subsection we have
given an operator formulation for computing the partition function Z˜. In this
subsection we present an operator formalism for Gk(z). The basic tools we need
are the Virasoro constraints. We will see that the Virasoro constraints in this case
enable us to obtain Gl from Gl−1 directly by applying an operator Ê.
Combining the flow equations and polymer equation, we can get the puncture
equation: (
V1 +
∑
k≥1
(Vk+1 − λ−2δk,1) ∂
∂Vk
)
Z˜ = 0.
Applying
(
∂
∂V1
)m+1
and using the flow equations again, we have:
(96)
(
(m+ 1)
∂m
∂V m1
+
∑
k≥0
1
k!
(Vk+1 − λ−2δk,1) ∂
m+k+1
∂V m+k+11
)
Z˜ = 0,
or equivalently,
(97)
(
(m+ 1)!
∂
∂Vm
+
∑
k≥0
(m+ k + 1)!
k!
(Vk+1 − λ−2δk,1) ∂
∂Vm+k+1
)
Z˜ = 0.
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This gives us the Virasoro constraints:
Theorem 4.7. ( [44, Theorem 6.1]) For every m ≥ −1, we have LmZ˜ = 0, where
L−1 = V1 +
∑
k≥1
(Vk+1 − λ−2δk,1) ∂
∂Vk
;
L0 = 1 +
∑
k≥0
(k + 1)(Vk+1 − λ−2δk,1) ∂
∂Vk+1
;
Lm = (m+ 1)!
∂
∂Vm
+
∑
k≥0
(m+ k + 1)!
k!
(Vk+1 − λ−2δk,1) ∂
∂Vm+k+1
, m ≥ 1.
These operators satisfy the Virasoro commutation relation:
[Lm, Ln] = (m− n)Lm+n, ∀m,n ≥ −1.
This theorem can be checked by a direct computation.
We can also write the Virasoro constraints in terms of the free energy
∑
k≥1 λ
2kGk.
By doing this, we get:
Proposition 4.1. For every l ≥ 2 and m ≥ −1, we have:
(98) (m+ 2)
∂
∂Vm+2
Gl =
∑
k≥0
(
m+ k + 1
k
)
Vk+1
∂
∂Vm+k+1
Gl−1 +
∂
∂Vm
Gl−1.
In particular, for m = −1, we have
(99)
∂
∂V1
Gl = d˜Gl−1.
Therefore, for every l ≥ 1 and m ≥ 1, we have
(100) m
∂
∂Vm
Gl =
(∑
k≥0
(
m+ k − 1
k
)
Vk+1
∂
∂Vm+k−1
+
∂
∂Vm−2
)
Gl−1.
Theorem 4.8. Define an operator
Ê :=
∑
m≥1
Vm
(∑
k≥0
(
m+ k − 1
k
)
Vk+1
∂
∂Vm+k−1
+
∂
∂Vm−2
)
,
where we use that convention that ∂
∂V−1
= 0. Then for every l ≥ 2 we have
(101) Gl =
1
2l · l!Ê
lG0, l ≥ 1,
and the free energy is
log Z˜ =
∑
k≥0
λ2kGk = e
1
2λ
2ÊG0.
Proof. By the relation (100) and the homogeneity condition in Corollary 4.1: we
have
(102) Gl =
1
2l
ÊGl−1.

Since Gl−1 is a polynomial in {Vk}1≤k≤2l−2, we only need to evaluate a finite
number of terms while computing Gl by the action of Ê on Gl−1.
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Remark 4.2. See [2] for a similar result for the Witten-Kontsevich tau function,
and [45] for the case of r-spin curves.
4.7. The orbifold Euler characteristics of Mg,0. Now we have three types of
recursions (82), (90) and (101) for the generating series Gk(z) =
∑
g≥2 a
k
g,0 · z2−2g.
From (90) and (101) we easily see that Gk are polynomials in Vl, while from (82) we
can not see this polynomiality. We can use the results in the above two subsection
to compute χ(Mg,0). Note for g ≥ 2,
(103) χ(Mg,0) =
[3g−3∑
k=0
Gk(z)
]
z2−2g
=
[ ∞∑
k=0
Gk(z)
]
z2−2g
,
where [·]z2−2g means the coefficient of z2−2g. In particular, by Theorem 4.5,
(104)
∑
k≥0
Gk(z) = log
(
e
1
2 d˜
2
eG0(z)
)
,
and by Theorem 4.8,
(105)
∑
k≥0
Gk(z) =
∑
k≥0
1
2k · k! Ê
kG0(z) = e
1
2 ÊG0(z).
4.8. Relationship to KP hierarchy. The connection of Z˜ with the 1D gravity
leads to a connection of χ(Mg,n) to KP hierarchy. It is known that the partition
function of the topological 1D considered in [44] gravity defined by
Z1D =
1√
2pi
∫
exp
( ∞∑
n=1
gn − δn,2
n
xn
)
dx
=
1√
2pi
∫
dx exp
(
−1
2
x2 +
∑
n≥1
tn−1
xn
n!
)(106)
is a tau-function of the KP hierarchy [33] with respect to T1, T2, . . ., where Tn =
gn/n. Now by (86), Z˜/ exp(G0(z)) for λ = 1 corresponds to the element of the Sato
Grassmannian given by
(107) Tn =
gn
n
=
Vn(z)
n!
.
Note if we take λ = 1 in (86), then we get
1√
2pi
∫
exp
[(
−1
2
x2 +
∑
n≥0
Vn(z) · x
n
n!
)]
dx
=exp
(∑
k≥0
Gk(z)
)
=exp
(∑
g≥2
χ(Mg,0)z2−2g
)
.
(108)
So we have obtained the following:
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Theorem 4.9. The generating series
∑
g≥2 χ(Mg,0)z2−2g of the orbifold Euler
characteristics of Mg,0 is the logarithm of tau-function of the KP hierarchy Z1D
defined by the topological 1D gravity evaluated at
(109) Tn =
1
n!
Vn(z),
where Vn are given by the generating series of the orbifold Euler characteristics of
Mg,n:
V0(z) :=
∞∑
g=2
χ(Mg,0)z2−2g;
Vn(z) :=
∞∑
g=1
χ(Mg,n)z2−2g−n, n = 1, 2;
Vn(z) :=
∞∑
g=0
χ(Mg,n)z2−2g−n, n ≥ 3.
5. Results for χ(Mg,n)
We already know that given initial values {ak0,3}, {ak1,1} and {akg,0} (g ≥ 2), the
coefficients {akg,n} can be computed by the linear recursion (51). In this section we
will solve this linear recursion to give explicit formulae for generating series of these
coefficients. We will first solve the genus zero case. It turns out that the results in
higher genera exhibit similar patterns.
5.1. Explicit expressions for generating series of {ak0,n}. For the case of g =
0, the refined orbifold Euler characteristic χ0,n(t, κ) is of the form
χ0,n(t, κ) = t
2−n ·
n−3∑
k=0
ak0,nκ
k, n ≥ 3,
and the orbifold Euler characteristic of M0,n is
χ(M0,n) = n! ·
n−3∑
k=0
ak0,n.
In this subsection we derive some explicit expressions for the generating series
of the coefficients {ak0,n} of genus zero. Define
(110) Ak(x) :=
∞∑
n=3
ak0,n · xn
for k ≥ 0, clearly
n−3∑
k=0
ak0,n =
[n−3∑
k=0
Ak(x)
]
n
,
where [·]n means the coefficient of xn. We will prove the following result in this
subsection:
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Theorem 5.1. For n ≥ 3, we have
χ(M0,n) = n! ·
[n−3∑
k=0
Ak(x)
]
n
where [·]n means the coefficient of xn. The functions Ak(x) are given by:
A0 =
1
2
(1 + x)2 log(1 + x)− 1
2
x− 3
4
x2,
A1 =
1
2
+ (1 + x)(log(1 + x) − 1) + 1
2
(1 + x)2(log(1 + x)− 1)2,
and for k ≥ 2,
Ak =
2∑
m=2−k
(x+ 1)m
(m+ 2)!
k−m−1∑
l=0
(
log(x+ 1)− 1)l
l!
el+m(1−m, 2−m, · · · , k −m− 1),
where el are the elementary symmetric polynomials
el(x1, x2, · · · , xn) =
∑
1≤j1<···<jl≤n
xj1 · · ·xjl
for l ≥ 0, and we use the convention el = 0 for l < 0.
From the Harer-Zagier formula (29) we know
A0 =
1
2
(1 + x)2 log(1 + x)− 1
2
x− 3
4
x2,
The recursion (55) gives us the following recursion relation for {Ak(x)}:
(111)
d
dx
Ak = 2Ak − x d
dx
Ak + (x
d
dx
+ k − 1)Ak−1.
This is an ordinary differential equation of first order, thus a unique solution Ak(x)
is determined by this equation together with the initial value Ak(0) = 0. Now this
recursion can be written explicitly as
(112) Ak(x) = (1 + x)
2 ·
∫ x
0
(
x
d
dx
Ak−1 + (k − 1)Ak−1
)
dx
(1 + x)3
.
In what follows, we will make a change of variable
x = es+1 − 1,
and the recursion in this new variable s is
(113)
d
ds
Ak = 2Ak +
(
(1− e−s−1) d
ds
+ (k − 1))Ak−1,
or after integration,
(114) Ak(s) = e
2(s+1) ·
∫ s
−1
((
1− e−(s+1)) d
ds
Ak−1 + (k − 1)Ak−1
)
e−2(s+1)ds.
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Here are some examples of Ak(s):
A0(s) = −1
4
+ es+1 + e2(s+1)(−1
4
+
1
2
s),
A1(s) =
1
2
+ es+1s+
1
2
e2(s+1)s2,
A2(s) =
1
2
(s+ 1) + es+1(s2 + s) + e2(s+1)(
1
2
s2 +
1
2
s3),
A3(s) =
1
6
e−(s+1) + (
1
2
+
3
2
s+
1
2
s2) + es+1(s+
5
2
s2 + s3)
+e2(s+1)(
1
2
s2 +
7
6
s3 +
1
2
s4),
A4(s) = − 1
24
e−2(s+1) + e−(s+1)(
1
2
+
1
3
s) + (
1
2
+ 3s+
11
4
s2 +
1
2
s3)
+es+1(s+
9
2
s2 +
13
3
s3 + s4) + e2(s+1)(
1
2
s2 + 2s3 +
47
24
s4 +
1
2
s5).
To prove Theorem 5.1, we only need to prove the following proposition:
Proposition 5.1. Ak is of the form
(115) Ak = e
2(s+1)ak,2 + e
s+1ak,1 + · · ·+ e−(k−2)(s+1)ak,−(k−2), k ≥ 1,
where ak,j are polynomials in s:
ak,−m =
1
(m+ 2)!
k−m−1∑
l=0
sl
l!
el+m(−m+ 1,−m+ 2, · · · , k −m− 1), k ≥ 2.
Proof. By the uniqueness of the solution, we only need to check that such an Ak(s)
satisfies the equation (113), and the initial value is Ak(s = −1) = 0.
First let us check the equation (113). It is equivalent to:
a′k,2 = a
′
k−1,2 + (k + 1)ak−1,2;
a′k,1 − ak,1 = a′k−1,1 + kak−1,1 − 2ak−1,2 − a′k−1,2;
· · · · · ·
a′k,−k+3 − (k − 1)ak,−k+3 = a′k−1,−k+3 + 2ak−1,j
+ (k − 2)ak−1,−k+2 − a′k−1,−k+2;
a′k,−k+2 − kak,−k+2 = (k − 3)ak−1,−k+3 − a′k−1,−k+3.
(116)
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These equations can be checked directly case by case. For example, the first one
holds since
a′k−1,2 + (k + 1)ak−1,2
=
k∑
l=2
sl−1
(l − 1)!el−2(3, · · · , k) + (k + 1)
k∑
l=2
sl
l!
el−2(3, · · · , k)
=
k−1∑
l=2
sl
l!
[
el−1(3, · · · , k) + (k + 1)el−2(3, · · · , k)
]
+
sk
k!
ek−2(3, · · · , k) + s
=
k−1∑
l=2
sl
l!
· el−1(3, · · · , k + 1) + s
k
k!
ek−2(3, · · · , k) + s
=
k+1∑
l=2
sl−1
(l − 1)!el−2(3, · · · , k + 1) = a
′
k,2;
and the second equation holds because
a′k−1,1 + kak−1,1 − 2ak−1,2 − a′k−1,2
=
k−1∑
l=1
sl−1
(l − 1)!el−1(2, 3, · · · , k − 1) + k
k−1∑
l=1
sl
l!
el−1(2, 3, · · · , k − 1)
− 2
k∑
l=2
sl
l!
el−2(3, 4, · · · , k)−
k∑
l=2
sl−1
(l − 1)!el−2(3, 4, · · · , k)
=
k−2∑
l=1
sl
l!
[
el(2, · · · , k − 1) + kel−1(2, · · · , k − 1)
]
+
ksk−1
(k − 1)!ek−2(2, · · · , k − 1) + 1
− 2s
k
k!
ek−2(3, · · · , k)− s−
k−1∑
l=2
sl
l!
[
2el−2(3, 4, · · · , k) + el−1(3, 4, · · · , k)
]
=
k−2∑
l=1
sl
l!
· el(2, · · · , k) + ks
k−1
(k − 1)!ek−2(2, · · · , k − 1) + 1
−
k−1∑
l=2
sl
l!
· el−1(2, 3, · · · , k)− 2s
k
k!
ek−2(3, · · · , k)− s
=
k−1∑
l=0
sl
l!
· el(2, · · · , k)−
k∑
l=1
sl
l!
· el−1(2, 3, · · · , k) = a′k,1 − ak,1.
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Therefore Ak(s) defined by (115) is a solution of the equation (113). Now we
only need to check Ak(s = −1) = 0, i.e.,
k−2∑
m=1
[
1
(m+ 2)!
k−m−2∑
l=0
(−1)l
l!
el+m(−m+ 1,−m+ 2, · · · , k −m− 1)
]
+
1
2
·
k−1∑
l=0
(−1)l
l!
el(1, 2, · · · , k − 1) +
k∑
l=1
(−1)l
l!
el−1(2, 3, · · · , k)
+
k+1∑
l=2
(−1)l
l!
el−2(3, 4, · · · , k + 1) = 0.
This is equivalent to
k−2∑
l=1
l∑
m=1
[
1
(m+ 2)!
(−1)l−m
(l −m)! el(−m+ 1,−m+ 2, · · · , k −m− 1)
]
+
1
2
·
k−1∑
l=0
(−1)l
l!
el(1, 2, · · · , k − 1)−
k−1∑
l=0
(−1)l
(l + 1)!
el(2, 3, · · · , k)
+
k−1∑
l=0
(−1)l
(l + 2)!
el(3, 4, · · · , k + 1) = 0.
Since we have
1
2
· (−1)
0
0!
− (−1)
0
1!
+
(−1)0
2!
= 0
for l = 0, and
(−1)k−1
(k + 1)!
ek−1(3, 4, · · · , k + 1)− (−1)
k−1
k!
ek−1(2, 3, · · · , k)
+
1
2
· (−1)
k−1
(k − 1)! ek−1(1, 2, · · · , k − 1)
=
(−1)k−1
(k + 1)!
(k + 1)!
2!
− (−1)
k−1
k!
· k! + 1
2
· (−1)
k−1
(k − 1)! · (k − 1)!
= 0
for l = k − 1, it now suffices to show that
(−1)l
(l + 2)!
el(3, 4, · · · , k + 1)− (−1)
l
(l + 1)!
el(2, 3, · · · , k) + 1
2
· (−1)
l
l!
el(1, 2, · · · , k − 1)
+
l∑
m=1
1
(m+ 2)!
(−1)l−m
(l −m)! el(−m+ 1,−m+ 2, · · · , k −m− 1) = 0
for l = 1, . . . , k − 2. Or equivalently,
(117)
l+2∑
j=0
(−1)j
(
l + 2
j
)
el(1 + (−j + 2), 2 + (−j + 2), · · · , k − 1 + (−j + 2)) = 0.
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Now let us prove (117). The integers el(1, 2, · · · , k− 1) are the Stirling numbers
of the first kind
[
k
k − l
]
. Now we have
el(1 + (−j + 2), 2 + (−j + 2), · · · , k − 1 + (−j + 2))
=
∑
1≤a1≤···≤al≤k−1
(
a1 + (−j + 2)
) · · · (al + (−j + 2))
=
∑
1≤a1≤···≤al≤k−1
( l∑
m=0
em(a1, · · · , al)(−j + 2)l−m
)
=
l∑
m=0
(
k − 1−m
l −m
)
em(1, 2, · · · , k − 1)(−j + 2)l−m
=
l∑
m=0
(
k − 1−m
l −m
)[
k
k −m
]
(−j + 2)l−m,
thus equation (117) can be rewritten as
0 =
l+2∑
j=0
(−1)j
(
l + 2
j
) l∑
m=0
(
k − 1−m
l −m
)[
k
k −m
]
(−j + 2)l−m
=
l∑
m=0
( l+2∑
j=0
(−1)j
(
l+ 2
j
)
(−j + 2)l−m
)
·
(
k − 1−m
l −m
)[
k
k −m
]
.
(118)
Now we apply the operator (−x d
dx
)l−m to the identity
x−2(1 − x)l+2 =
l+2∑
j=0
(−1)j
(
l + 2
j
)
xj−2
then take x = 1, we may get
l+2∑
j=0
(−1)j
(
l + 2
j
)
(−j + 2)l−m = 0.
This proves (118), thus A(s = −1) = 0 indeed holds. 
5.2. Explicit expressions for generating series of {ak1,n}. In this subsection
we present explicit expressions for the generating series of the coefficients {ak1,n}.
The refined orbifold Euler characteristic χ1,n(t, κ) is given by
χ1,n(t, κ) = t
−n ·
n∑
k=0
ak1,nκ
k,
and the orbifold Euler characteristic χ(M1,n) is
χ(M1,n) = n! ·
n∑
k=0
ak1,n.
For g = 1, define
Bk(x) =
∞∑
n=1
ak1,nx
n,
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then (73) and χ˜1,1 = − 112 + 12κ give us the following recursion for {Bk(x)}:
d
dx
(Bk − δk,1 · x
2
) + x
d
dx
Bk = x
d
dx
Bk−1 + (k − 1)Bk−1,
Bk(0) = 0.
Clearly Bk = − 112Ck + 12Dk, where Ck(x) and Dk(x) are defined by:
d
dx
Ck + x
d
dx
Ck = x
d
dx
Ck−1 + (k − 1)Ck−1,
C0(x) = log(1 + x); Ck(0) = 0;
d
dx
Dk + x
d
dx
Dk = x
d
dx
Dk−1 + (k − 1)Dk−1,
D0(x) = 0, D1(x) = log(1 + x); Dk(0) = 0.
Then we have the following:
Theorem 5.2. The orbifold Euler characteristic χ(M1,n) is given by
χ(M1,n) = n! ·
[ n∑
k=0
(
− 1
12
Ck(x) +
1
2
Dk(x)
)]
n
.
Let s := log(x+ 1)− 1, then Ck are given by:
C0 = s+ 1;
Ck = ck,−ke
−k(s+1) + ck,−k+1e
(−k+1)(s+1) + · · ·+ ck,−1e−(s+1) + ck,0, k ≥ 1,
where
ck,0 =
k∑
l=1
sl
l!
el−1(1, 2, · · · , k − 1), k ≥ 1;
ck,−m =
1
m!
k−m−1∑
l=0
sl
l!
el(−m+ 1,−m+ 2, · · · , k −m− 1), m > 0, k ≥ m+ 1.
And Dk are given by:
D0 = 0, D1 = s+ 1;
Dk = dk,−k+1e
(−k+1)(s+1) + dk,−k+2e
(−k+2)(s+1) + · · ·+ dk,−1e−(s+1) + dk,0, k ≥ 2,
where
dk,0 =
1
k
+ ks+
k∑
l=2
(
sl
l!
k−l+1∑
j=1
j2 · el−2(j + 1, j + 2, · · · , k − 1)
)
,
dk,−1 = (k − 1) +
k−2∑
l=1
(
sl
l!
k−l∑
j=0
j2 · el−1(j + 1, j + 2, · · · , k − 2)
)
,
dk,−m = (−1)m+1 1
m
· (k −m)
+
(−1)m+1
m
k−m−1∑
l=0
sl
l!
[m−1∑
h=0
(−1)heh(1, 1
2
,
1
3
, · · · , 1
m− 1)
×
k−l−m−h∑
j=1
j2el−1+h(j + 1, · · · , k −m− 1)
]
, m ≥ 2.
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These functions dk,−m can be rewritten in the following way:
dk,−m = (−1)m+1 1
m
(k −m) + (−1)
m+1
m
d˜n,−m(s), m ≥ 2,
where the functions d˜n,−m(s) are given by
d˜k,−2 =
k−3∑
l=0
sl
l!
(k−l−2∑
j=1
j2el−1(j + 1, · · · , k − 3)−
k−l−3∑
j=1
j2el(j + 1, · · · , k − 3)
)
,
d˜k,−m = d˜k−1,−m+1 − 1
m− 1
d
ds
d˜k−1,−m+1, m ≥ 3.
For example,
d˜k,−3 =
k−4∑
l=0
sl
l!
[(k−l−3∑
j=1
j2el−1(j + 1, · · · , k − 4)−
k−l−4∑
j=1
j2el(j + 1, · · · , k − 4)
)
− 1
2
(k−l−4∑
j=1
j2el(j + 1, · · · , k − 4)−
k−l−5∑
j=1
j2el+1(j + 1, · · · , k − 4)
)]
.
d˜k,−4 =
k−5∑
l=0
sl
l!
{[(k−l−4∑
j=1
j2el−1(j + 1, · · · , k − 5)−
k−l−5∑
j=1
j2el(j + 1, · · · , k − 5)
)
− 1
2
(k−l−5∑
j=1
j2el(j + 1, · · · , k − 5)−
k−l−6∑
j=1
j2el+1(j + 1, · · · , k − 5)
)]
− 1
3
[(k−l−5∑
j=1
j2el(j + 1, · · · , k − 5)−
k−l−6∑
j=1
j2el+1(j + 1, · · · , k − 5)
)
− 1
2
(k−l−6∑
j=1
j2el+1(j + 1, · · · , k − 5)−
k−l−7∑
j=1
j2el+2(j + 1, · · · , k − 5)
)]}
.
We will omit the proof of this theorem, since it is by the same method as the
case of genus zero in the previous subsection and the case of genus g ≥ 2 in the
next subsection.
5.3. General case g ≥ 2. For g ≥ 2,
χ˜g,0(κ) = a
0
g,0 + a
1
g,0κ · · ·+ a3g−3g,0 κ3g−3.
Then Ag,k(x) :=
∑∞
n=0 a
k
g,nx
n can be decomposed as
Ag,k(x) = a
0
g,0A
0
g,k(x) + a
1
g,0A
1
g,k(x) · · ·+ a3g−3g,0 A3g−3g,k (x),
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where the sequences {Apk(x)}k≥0 are determined by:
Apg,0(x) = · · · = Apg,p−1(x) = 0;
Apg,p(x) =
∞∑
n=0
(−1)n (2g − 3 + n)!
n! · (2g − 3)! x
n = (1 + x)2−2g;
Apg,k(0) = 0, k > p;
d
dx
Apg,k + x
d
dx
Apg,k + (2g − 2)Apg,k = x
d
dx
Apg,k−1 + (k − 1)Apg,k−1.
Then the refined orbifold Euler characteristic χg,n(t, κ) is given by
χg,n = t
2−2g−n ·
3g−3+n∑
k=0
akg,nκ
k.
Now we have the following:
Theorem 5.3. The orbifold Euler characteristic χ(Mg,n) is given by
χ(Mg,n) = n! ·
3g−3+n∑
k=0
akg,n = n! ·
[3g−3+n∑
k=0
3g−3∑
p=0
apg,0A
p
g,k(x)
]
n
.
Let x = es+1 − 1, then Apg,k (g ≥ 2) are given by:
Apg,0 = · · · = Apg,p−1 = 0; Apg,p = e(2−2g)(s+1);
Apg,k = a
p
g,k,−k−2g+2+pe
(−k−2g+2+p)(s+1) + · · ·+ apg,k,−2g+2e(−2g+2)(s+1), k > p,
where for p = 0, we have
a0g,k,−2g+2 = (2− 2g)
k∑
l=1
sl
l!
el−1(−2g + 3,−2g + 4, · · · ,−2g + k + 1),
a0g,k,−2g+2−m =
2− 2g
m!
k−m∑
l=0
sl
l!
el+m−1(−2g + 3−m, · · · ,−2g + k + 1−m),m ≥ 1.
For p = 1, we have
a1g,k,−2g+2−m =
1
m!
k−m−1∑
l=0
sl
l!
el+m(−2g + 3−m, · · · ,−2g + k + 1−m).
For p = 2, we have
a2g,k,−2g+2 = k − 1 +
k−2∑
l=1
sl
l!
(k−l−2g+2∑
j=−2g+4
j(j + 2g − 3)el−1(j + 1, · · · , k − 2g + 1)
)
,
a2g,k,−2g+2−m = (−1)m
(
2g − 3 +m
m
)
· (k − 1−m)
+
(−1)m
m!
k−2−m∑
l=0
sl
l!
[ m∑
h=0
(−1)hem−h(2g − 2, · · · , 2g − 3 +m)×
k−l−2g+2−m−h∑
j=−2g+4
j(j + 2g − 3)el−1+h(j + 1, · · · , k − 2g −m+ 1)
]
, m ≥ 1.
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And for p ≥ 3, we have
apg,k,−2g+2−m =
(−1)m
m!
k−p−m∑
l=0
sl
l!
[ m∑
h=0
(−1)h · em−h(2g − 2, · · · , 2g − 3 +m)
×
(k−l−2g+1−m−h∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
el+h(j + 1, · · · , k − 2g −m+ 1)
)]
,
(119)
or equivalently,
apg,k,−2g+2−m =
1
m!
k−p−m∑
l=0
sl
l!
[−2g+k+1−m−l∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
× em+l(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
]
.
(120)
Proof. We will prove the case p ≥ 3. The proofs for other cases are similar.
The equivalence of (119) and (120) is clear. By the uniqueness of solutions to
first order ODE’s, we only need to check that such Apg,k satisfy
(121)
d
dx
Apg,k + x
d
dx
Apg,k + (2g − 2)Apg,k = x
d
dx
Apg,k−1 + (k − 1)Apg,k−1
and the initial condition Apg,k(s = −1) = 0 for k > p.
First let us check the equation (121). It is equivalent to
(122)
d
ds
Apg,k + (2g − 2)Apg,k =
(
1− e−(s+1)) d
ds
Apg,k−1 + (k − 1)Apg,k−1,
or,
d
ds
apg,k,−2g+2 =
d
ds
apg,k−1,−2g+2 + (k − 2g + 1)apg,k−1,−2g+2,
d
ds
apg,k,−2g+1 − apg,k,−2g+1 = (2g − 2)apg,k−1,−2g+2 −
d
ds
apg,k−1,−2g+2
+
d
ds
apg,k−1,−2g+1 + (k − 2g)apg,k−1,−2g+1,
· · · · · ·
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These equations can be checked case by case using the expression (119), similarly
as (116) in the case of genus zero. For example, the first equation holds because
d
ds
apg,k−1,−2g+2 + (k − 2g + 1)apg,k−1,−2g+2
=
k−1−p∑
l=1
sl−1
(l − 1)!
k−l−2g∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
el(j + 1, · · · , k − 2g)
+(k − 2g + 1)
k−1−p∑
l=0
sl
l!
k−l−2g∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
el(j + 1, · · · , k − 2g)
=
k−2−p∑
l=0
[
sl
l!
k−l−2g∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)(
el+1(j + 1, · · · , k − 2g)
+(k − 2g + 1)el(j + 1, · · · , k − 2g)
)]
+
sk−1−p
(k − 1− p)! · (k − 2g + 1)ek−1−p(−2g + p+ 2, · · · , k − 2g)
=
k−1−p∑
l=0
[
sl
l!
k−l−2g∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
el+1(j + 1, · · · , k − 2g + 1)
]
=
d
ds
apg,k,−2g+2.
Now it suffices to show that Apg,k(s = −1) = 0 for k > p, i.e.,
k−p∑
m=0
1
m!
k−p−m∑
l=0
(−1)l
l!
[−2g+k+1−m−l∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
× em+l(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
]
= 0.
(123)
This is equivalent to
k−p∑
r=0
(−1)r
r!
r∑
m=0
(−1)m ·
(
r
m
)[−2g+k+1−r∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
× er(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
]
= 0.
(124)
To prove this equation, we first claim:
r∑
m=0
(−1)m ·
(
r
m
)[−2g+k+1−r∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
× er(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
]
=
(k − 1)!
(k − 1− r)!
((
p− 2
p− 2
)
+
(
p− 1
p− 2
)
+ · · ·+
(
k − 2− r
p− 2
))
(125)
for every k > p ≥ 3 and 0 ≤ r ≤ k − p. This can be proved by induction on r.
First, the case r = 0 is trivial for every p ≥ 3 and k > p. Now we assume that (125)
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holds for r, and consider the case r + 1. Using the property
(
r+1
m
)
=
(
r
m−1
)
+
(
r
m
)
,
we have:
r+1∑
m=0
(−1)m ·
(
r + 1
m
)[−2g+k+1−(r+1)∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
× er+1(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
]
=
r∑
m=0
(−1)m+1
(
r
m
){−2g+k+1−(r+1)∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
×
[
er+1(−2g + 3− (m+ 1), · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1− (m+ 1))
− er+1(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
]}
.
(126)
Notice here
er+1(−2g + 3− (m+ 1), · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1− (m+ 1))
−er+1(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1−m)
=
[(− 2g + 3− (m+ 1))− (− 2g + k + 1−m)]×
er(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k + 1− (m+ 1))
= (1− k)er(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k −m),
thus (126) equals
(1 − k) ·
r∑
m=0
(−1)m+1
(
r
m
){ −2g+k−r∑
j=−2g+p+1
(
j + 2g − 3
p− 2
)
×er(−2g + 3−m, · · · ,−2g + 2; j + 1, · · · ,−2g + k −m)
]}
.
By the induction hypothesis for (k − 1, p, r), this equals
(1− k)(−1) ·
(
(k − 1)− 1)!(
(k − 1)− 1− r)!
((
p− 2
p− 2
)
+ · · ·+
(
(k − 1)− 2− r
p− 2
))
=
(k − 1)!(
k − 1− (r + 1))!
((
p− 2
p− 2
)
+ · · ·+
(
k − 2− (r + 1)
p− 2
))
,
which proves the claim (125).
Now applying (125) to (124), we only need to show that
(127)
k−p∑
r=0
(−1)r
(
k − 1
r
)((
p− 2
p− 2
)
+
(
p− 1
p− 2
)
+ · · ·+
(
k − 2− r
p− 2
))
= 0
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for p ≥ 3 and k > p. Using the identity (k−1
r
)
=
(
k−2
r
)
+
(
k−2
r−1
)
, we get:
k−p∑
r=0
(−1)r
(
k − 1
r
)((
p− 2
p− 2
)
+
(
p− 1
p− 2
)
+ · · ·+
(
k − 2− r
p− 2
))
=
k−p∑
r=0
(−1)r
(
k − 2
r
)((
p− 2
p− 2
)
+
(
p− 1
p− 2
)
+ · · ·+
(
k − 2− r
p− 2
))
+
k−p−1∑
r=0
(−1)r+1
(
k − 2
r
)((
p− 2
p− 2
)
+
(
p− 1
p− 2
)
+ · · ·+
(
k − 3− r
p− 2
))
=
k−p∑
r=0
(−1)r
(
k − 2
r
)(
k − 2− r
p− 2
)
.
Again using
(
k−2
r
)
=
(
k−3
r
)
+
(
k−3
r−1
)
, we have
k−p∑
r=0
(−1)r
(
k − 2
r
)(
k − 2− r
p− 2
)
=
k−p∑
r=0
(−1)r
(
k − 3
r
)(
k − 2− r
p− 2
)
+
k−p−1∑
r=0
(−1)r+1
(
k − 3
r
)(
k − 3− r
p− 2
)
= (−1)k−p ·
(
k − 3
k − p
)(
p− 2
p− 2
)
+
k−p−1∑
r=0
(−1)r
(
k − 3
r
)(
k − 3− r
p− 3
)
=
k−p∑
r=0
(−1)r
(
k − 3
r
)(
k − 3− r
p− 3
)
.
Inductively, we have
k−p∑
r=0
(−1)r
(
k − 2
r
)(
k − 2− r
p− 2
)
=
k−p∑
r=0
(−1)r
(
k − 3
r
)(
k − 3− r
p− 3
)
=
k−p∑
r=0
(−1)r
(
k − 4
r
)(
k − 4− r
p− 4
)
= · · · · · ·
=
k−p∑
r=0
(−1)r
(
k − p
r
)(
k − p− r
p− p
)
=
k−p∑
r=0
(−1)r
(
k − p
r
)
= 0.
This completes the proof. 
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