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Abstract
In this paper the authors derive exponential decay bounds for the temperature and heat flux as
defined by the generalized Maxwell–Cattaneo equations for heat conduction in a bounded region R3
when the temperature and the tangential components of the heat flux vanish on the boundary. They
also derive bounds in R2 for the heat flux and temperature when the heat flux is assumed to vanish
on the boundary but no boundary condition is imposed on the temperature.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Various generalizations of the classical heat equation have been proposed for describing
conduction of heat. One which has received considerable attention in the recent literature is
that involving the generalized Maxwell–Cattaneo system of equations. This system deals
with the temperature and heat flux as separate variables which are connected by a system
of partial differential equations. For a derivation of the governing equations see [12] and
the papers cited therein. A number of continuous dependence results and spatial decay
results have been derived for these equations for both ill-posed and well-posed problems
[5,10–17].
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and the heat flux with components ui (i = 1,2,3) are as follows:
τui,t = −ui − κT,i + µ∆ui + νuj,ji (1.1)
with
cT,t = −ui,i , (1.2)
where τ is the relaxation time, κ the thermal conductivity, c the specific heat at constant
volume, µ and ν are phenomenological coefficients, and the symbol ∆ the Laplace op-
erator. In (1.1) and (1.2) as well as the subsequent analysis, we denote differentiation by
a comma and adopt the convention of summing over repeated Latin indices from 1 to 3,
except that in the final section where a problem in R2 is considered, the summation is from
1 to 2.
In this paper we are primarily concerned with the question of decay in time for solutions
of the system (1.1), (1.2) defined on a region Ω with boundary ∂Ω subject to the initial
conditions
ui(x,0) = fi(x), T (x,0) = T0(x) in Ω¯ (1.3)
and the boundary conditions
εijkujnk = 0, T (x, t) = 0 on ∂Ω × {t > 0}, (1.4)
where εijk is the permutation symbol and nk is the kth component of the unit normal vector
on ∂Ω .
In the final section we assume that Ω is a bounded region inR2 and derive decay bounds
for the temperature and heat flux which satisfy (1.1)–(1.3) and the boundary condition
ui = 0 on ∂Ω × {t > 0}. (1.5)
2. Auxiliary inequalities
In order to establish our exponential decay estimate, we shall make frequent use of the
Schwarz inequality and the arithmetic–geometric mean (AG) inequality. In addition, we
need the following two inequalities.
First, let Ω be a bounded region in R3 with sufficiently smooth boundary ∂Ω , and let v
be a sufficiently smooth function defined on Ω and vanishing on ∂Ω . Then
λ
∫
Ω
v2 dx 
∫
Ω
v,iv,i dx, (2.1)
where λ is the smallest eigenvalue of the following membrane problem
∆φ + λ˜φ = 0 in Ω, φ = 0 on ∂Ω. (2.2)
Second, let χ be a bounded function in Ω of mean value zero. Then there exists a vector
function  and a constant Γ depending only on the shape of Ω such that
i,i = χ on Ω,  = 0 on ∂Ω, (2.3)
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Ω
i,ji,j dx  Γ
∫
Ω
χ2 dx. (2.4)
The two-dimensional version of (2.4), (2.3) is attributed to Babuška–Aziz in [3, pp. 172–
174] while a proof of the three-dimensional result quoted above may be found in Ladyzhen-
skaya and Solonnikov [9, pp. 265–266] (see also Velte [18]). We make use of this result in
the final section but only in R2. In this case a lower bound for Γ for star shaped regions has
been given by Horgan and Payne [6]. Lower bounds for the λ of (2.1) are well known (see,
e.g., Bandle [4]) and have been used in various contexts. The Γ of (2.4) has been employed
for obtaining decay bounds for the Navier–Stokes equations by Horgan and Wheeler [8],
Ames and Payne [2] and Ames et al. [1], for the equations of classical elasticity by Horgan
and Payne [7], and for Darcy and Brinkman flows by Payne and Song [15].
3. Decay bounds for temperature and heat flux
In this section we derive exponential decay bounds for the temperature and heat flux
under conditions (1.3) and (1.4). We eliminate the heat flux from (1.1) and (1.2) by taking
the divergence of (1.1) and substituting (1.2). This leads to the following equation for T :
τ
µ + ν T,t t +
1
µ + ν T,t −
κ
c(µ+ ν)∆T − ∆T,t = 0 in Ω × {t > 0}. (3.1)
We now set
T = θe−at (3.2)
for a positive constant a to be determined. Then θ satisfies
τ
µ + ν θ,t t +
1 − 2aτ
µ + ν θ,t −
(
κ
c(µ + ν) − a
)
∆θ − ∆θ,t + a(aτ − 1)
µ + ν θ = 0. (3.3)
Multiplying by θ,t and integrating over Ω we have
1
2
dF(t)
dt
+
∫
Ω
θ,it θ,it dx + 1 − 2aτ
µ + ν
∫
Ω
θ2,t dx = 0, (3.4)
where
F(t) = τ
µ + ν
∫
Ω
θ2,t dx +
(
κ
c(µ+ ν) − a
)∫
Ω
θ,iθ,i dx
+ a(aτ − 1)
µ + ν
∫
Ω
θ2 dx. (3.5)
Using the inequality (2.1) we require in (3.4) that a be chosen so that(
1 − 2aτ + λ
)
 0. (3.6)µ + ν
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F(t) F(0), (3.7)
or
E(t)E(0)e−2at, (3.8)
where
E(t) = τ
µ + ν
∫
Ω
(T,t + aT )2 dx +
(
κ
c(µ+ ν) − a
)∫
Ω
T,iT,i dx
+ a(aτ − 1)
µ + ν
∫
Ω
T 2 dx. (3.9)
We next assume that a is chosen to not only satisfy (3.6) but also
κ
c(µ + ν) − a > 0. (3.10)
Making use of (2.1) we further require that a be sufficiently small so that(
κ
c(µ+ ν) − a
)∫
Ω
T,iT,i dx + a(aτ − 1)
µ + ν
∫
Ω
T 2 dx

{(
κ
c(µ + ν) − a
)
λ + a(aτ − 1)
µ + ν
}∫
Ω
T 2 dx  γ
∫
Ω
T 2 dx, γ > 0, (3.11)
where the inequality (3.11) can always be satisfied by choosing a small enough. For con-
venience we choose
γ = κλ
2c(µ + ν) (3.12)
and choose a to satisfy (3.6), (3.10) and (3.11). We first observe that if
(µ + ν)λ + 1
2τ

√
κλ
2cτ
, (3.13)
then (3.11) is automatically satisfied for γ given by (3.12). In this case
a = min
{
κ
c(µ + ν) ,
(µ + ν)λ + 1
2τ
}
. (3.14)
On the other hand if
(µ + ν)λ + 1
2τ
>
√
κλ
2cτ
, (3.15)
we must choose
a  (µ + ν)λ + 1
2τ
−
{ [(µ + ν)λ + 1]2
4τ 2
− κλ
2cτ
}1/2
= κλ
{
(µ + ν)λ + 1 +
[ [(µ + ν)λ + 1]2
2 −
κλ
]1/2}−1
(3.16)
2cτ 2τ 4τ 2cτ
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a  κλ
2c[(µ+ ν)λ + 1] . (3.17)
It is worth noting that if we had chosen γ to be smaller then the value of admissible a
would be larger. We note that for our choice of γ the three restrictions (3.6), (3.10), and
(3.11) on the allowable value of a will be satisfied if
a = min
{
κλ
2c[(µ+ ν)λ + 1] ,
(µ + ν)λ + 1
2τ
}
. (3.18)
Since E(0) is data, we conclude from (3.8) that∫
Ω
T 2 dx  γ−1E(0)e−2at, (3.19)
the desired decay bound for T . With the L2 bound for T we can go back to (3.9) and obtain
L2 bounds for both T,t and gradT .
We now desire L2 bounds for the heat flux. Starting by rewriting (1.1) as
−τui,t − ui − κT,i + µ(ui,j − uj,i ),j + (µ + ν)uj,ji = 0. (3.20)
Multiplying by ui and integrating by parts over Ω , we find
τ
2
d
dt
∫
Ω
uiui dx = −
∫
Ω
uiui dx + κ
∫
Ω
T ui,i dx
+ µ
∮
∂Ω
ui(ui,j − uj,i )nj ds − µ
∫
Ω
ui,j (ui,j − uj,i ) dx
+ (µ + ν)
∮
∂Ω
uj,j uini ds − (µ + ν)
∫
Ω
u2j,j dx, (3.21)
and assume that ∂Ω is sufficiently smooth so that from (1.2)∮
∂Ω
uj,juini ds = c
∮
∂Ω
T,tuini ds. (3.22)
Making use of the boundary condition (1.4) and noting the fact that T,t = 0 on the boundary
∂Ω , we have
τ
2
d
dt
∫
Ω
uiui dx = −
∫
Ω
uiui dx + κ
∫
Ω
T ui,i dx
− µ
∫
Ω
ui,j (ui,j − uj,i ) dx − (µ + ν)
∫
Ω
u2j,j dx. (3.23)
Since
(ui,j − uj,i )(ui,j − uj,i ) = 2ui,j (ui,j − uj,i), (3.24)
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inequality
τ
2
d
dt
∫
Ω
uiui dx −
∫
Ω
uiui dx + κ
2
σ
∫
Ω
T 2 dx + σ
4
∫
Ω
u2j,j dx
− (µ + ν)
∫
Ω
u2j,j dx (3.25)
for an arbitrary positive constant σ . Choosing σ = 4(µ + ν) and combining (3.8), (3.11),
we find
τ
2
d
dt
∫
Ω
uiui dx −
∫
Ω
uiui dx + κ
2
4(µ+ ν)
E(0)
γ
e−2at , (3.26)
or
d
dt
{(∫
Ω
uiui dx
)
e2t/τ
}
 κ
2
2τ (µ + ν)
E(0)
γ
e−2(a−τ−1)t . (3.27)
An integration yields∫
Ω
uiui dx 
(∫
Ω
fifi dx
)
e−2t/τ + κ
2E(0)[e−2t/τ − e−2at ]
4(µ + ν)γ (aτ − 1) (3.28)
with the L’Hospital limit if a = τ−1.
4. Decay bounds inR2 with homogeneous heat flux boundary condition
In this section the summation convention will be used, but now a repeated index will
be summed only over variables x1 and x2. The results of the previous section will carry
over directly to R2, but the techniques used in this section are very much dimension de-
pendent. We now consider the problem (1.1)–(1.3) in R2 with (1.4) replaced by (1.5) with
no condition imposed on the temperature.
We first differentiate (1.1) with respect to t and make use of (1.2) to eliminate the
temperature arriving at the following equation for ui
τui,t t + ui,t − κc−1uj,ji − µ∆ui,t − νuj,jit = 0 in Ω × {t > 0}, (4.1)
and assuming the necessary differentiability and compatibility it follows that
ui(x, t) = 0 on ∂Ω × {t > 0},
ui(x,0) = fi in Ω,
ui,t (x,0) = τ−1(−fi − κT0,i + µ∆fi + νfj,ji ) in Ω. (4.2)
We now set
ui = e−αtvi (4.3)
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τvi,t t + (1 − 2ατ)vi,t + α(ατ − 1)vi
− (κc−1 − να)vj,ji + µα∆vi − µ∆vi,t − νvj,jit = 0. (4.4)
Multiplying (4.4) by vi,t and integrating over Ω we have
τ
∫
Ω
vi,t vi,t t dx + (1 − 2ατ)
∫
Ω
vi,t vi,t dx + α(ατ − 1)
∫
Ω
vivi,t dx
+ (κc−1 − να)
∫
Ω
vi,j vi,j t dx − µα
∫
Ω
vi,j vi,j t dx
+ µ
∫
Ω
vi,j t vi,j t dx + ν
∫
Ω
v2j,j t dx = 0. (4.5)
Making use of (2.1) in the next to last term of (4.5) and assuming that α has been chosen
so that
1 − 2ατ + µλ 0, (4.6)
we find after dropping non-negative terms that
τ
∫
Ω
vi,t vi,t t dx + α(ατ − 1)
∫
Ω
vivi,t dx
+ (κc−1 − να)
∫
Ω
vi,j vi,j t dx − µα
∫
Ω
vi,j vi,j t dx  0. (4.7)
Integrating we are led to
τ
2
∫
Ω
vi,t vi,t dx + α(ατ − 1)2
∫
Ω
vivi dx
+ 1
2
(
κ
c
− να
)∫
Ω
v2i,i dx −
µα
2
∫
Ω
vi,j vi,j dx 
Q0
2
, (4.8)
where Q0 is an obvious data term.
We now make use of the following inequality derived in Appendix A (see (A.13))∫
Ω
ui,jui,j dx A
∫
Ω
ui,tui,t dx + B
∫
Ω
u2j,j dx, (4.9)
where A and B are computable constants. In terms of the variable vi , (4.9) may be rewritten
as ∫
Ω
vi,j vi,j dx A(1 + σ)
∫
Ω
vi,t vi,t dx + Aα
2(1 + σ)
σ
∫
Ω
vivi dx
+ B
∫
v2i,i dx (4.10)
Ω
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κc−1 − να − β > 0 (4.11)
for some positive β . Then from (4.10)(
κ
c
− να
)∫
Ω
v2i,i dx

(
κ
c
− να − β
)∫
Ω
v2i,i dx
+ β
B
{∫
Ω
vi,j vi,j dx − A(1 + σ)
∫
Ω
vi,t vi,t dx − Aα
2(1 + σ)
σ
∫
Ω
vivi dx
}
.
(4.12)
We next insert (4.12) back into (4.8), additionally restricting β to satisfy
β > Bµα (4.13)
and make use of (2.1) to arrive at{
τ − βA(1 + σ)
B
}∫
Ω
vi,t vi,t dx
+
{
α(ατ − 1)− βα
2(1 + σ)A
σB
+
(
β
B
− µα
)
λ
}∫
Ω
vivi dx
+
(
κ
c
− να − β
)∫
Ω
v2i,i dx Q0. (4.14)
We recall that we have already chosen α and β to satisfy
1 − 2ατ + µλ 0, (4.15)
κ
c
− να − β > 0, (4.16)
β > Bµα. (4.17)
The goal now is to determine whether positive α,β , and σ can be chosen so that not only
(4.15), (4.16), and (4.17) are satisfied but also
τ − βA(1 + σ)
B
 0, (4.18)
α(ατ − 1) − βα
2(1 + σ)A
σB
+
(
β
B
− µα
)
λ > 0. (4.19)
Let us set β = mα and seek values of m,α, and σ such that
1 − 2ατ + µλ 0, (4.20)
κ
c
− (ν + m)α = δ > 0, (4.21)
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τ − mαA(1 + σ)
B
 0, (4.23)
[(
m
B
− µ
)
λ − 1
]
α + α2τ − mα
3(1 + σ)A
σB
= γˆ > 0. (4.24)
It is clear that if we choose
m B(1 + µλ)λ−1, σ = 1, (4.25)
and then α sufficiently small then (4.20)–(4.24) can be satisfied. With such a choice we
have
δ
∫
Ω
u2j,j dx + γˆ
∫
Ω
uiui dx Q0e−2αt . (4.26)
A suitable choice for α is
α = min
{
1 + µλ
2τ
,
κ/c − δ
ν + Bµ,
τ
2Aµ
}
. (4.27)
We turn now to the derivation of a decay bound for the temperature. But since
∂
∂t
∫
Ω
T dx = −1
c
∫
Ω
uj,j dx = −1
c
∮
∂Ω
ujnj ds = 0, (4.28)
we know that the mean value of T is preserved for all time. Thus unless the mean value
of T0 is zero, T cannot vanish. However, T − T0 does have mean value zero so we may
introduce the vector function χi(x, t) satisfying
χi,i = T − T0 in Ω × {t > 0}, (4.29)
χi = 0 on ∂Ω × {t > 0}, (4.30)∫
Ω
χi,j χi,j dx  Γ
∫
Ω
χ2j,j dx (4.31)
(see (2.3), (2.4)). Then∫
Ω
(T − T0)2 dx =
∫
Ω
(T − T0)χi,i dx = −
∫
Ω
χiT,i dx
= 1
κ
∫
Ω
χi(τui,t + ui − µ∆ui − νuj,ji ) dx
= τ
κ
∫
Ω
χiui,t dx + 1
κ
∫
Ω
χiui dx
+ µ
κ
∫
Ω
χi,jui,j dx + ν
κ
∫
Ω
χj,j ui,i dx
 1X1/2Y 1/2, (4.32)
κ
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X = τ 2
∫
Ω
ui,t ui,t dx +
∫
Ω
uiui dx + µ
∫
Ω
ui,j ui,j dx + ν
∫
Ω
u2j,j dx, (4.33)
Y = 2
∫
Ω
χiχi dx + µ
∫
Ω
χi,j χi,j dx + ν
∫
Ω
χ2j,j dx. (4.34)
By the inequality (2.4) we have
Y 
{(
2
λ
+ µ
)
(Γ + 1) + ν
}∫
(T − T0)2 dx. (4.35)
It follows from (4.35) and (4.32) that∫
Ω
(T − T0)2 dx
M
(
τ 2
∫
Ω
ui,t ui,t dx +
∫
Ω
uiui dx + µ
∫
Ω
ui,jui,j dx + ν
∫
Ω
u2j,j dx
)
, (4.36)
where
M =
(
2
λ
+ µ
)
(Γ + 1) + ν.
From (4.8) we have
τ
2
∫
Ω
ui,tui,t dx + ατ
∫
Ω
uiui,t dx + α(2ατ − 1)2
∫
Ω
uiui dx
+ 1
2
(
κ
c
− να
)∫
Ω
u2i,i dx −
µα
2
∫
Ω
ui,j ui,j dx Q0e−2αt , (4.37)
or using (4.9)
τ
2
∫
Ω
ui,t ui,t dx  ε
∫
Ω
ui,t ui,t dx + α
2τ 2
4ε
∫
Ω
uiui dx
− α(2ατ − 1)
2
∫
Ω
uiui dx + mαA2B
∫
Ω
ui,t ui,t dx
− 1
2
(
m
B
− µ
)
α
∫
Ω
ui,jui,j dx
− 1
2
{
κ
c
− (ν + m)α
}∫
Ω
u2j,j dx + Q0e−2αt (4.38)
for some positive constant ε. If we now choose ε, and a smaller α if necessary, so that
τ − mαA − ε  p > 0, (4.39)
2 2B
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p
∫
Ω
ui,t ui,t dx + δ
∫
Ω
u2j,j dx

[
α2τ 2
4ε
− α(2ατ − 1)
2
]∫
Ω
uiui dx + Q0e−2αt

{[
α2τ 2
4ε
− α(2ατ − 1)
2
]
γˆ−1 + 1
}
Q0e
−2αt , (4.40)
where we have used (4.26). Returning now to (4.33) we have
X 
(
τ 2 + µA)
∫
Ω
ui,t ui,t dx +
∫
Ω
uiui dx + (ν + µB)
∫
Ω
u2j,j dx. (4.41)
But each term has been bounded in terms of the product of a data term and e−2αt , so that
from (4.32) we have∫
Ω
(T − T0)2 dx  M¯Q¯1e−2αt (4.42)
for some constant M¯ and a computable data term Q¯1.
We observe that our bound for
∫
Ω uiui dx would carry over to R
3 but the temperature
bound holds only in R2.
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Appendix A. Verification of (4.9)
Let Ω be a simply connected region in R2 and ui satisfy (4.1) and (4.2), then we show
that ∫
Ω
ui,jui,j dx A
∫
Ω
ui,tui,t dx + B
∫
Ω
u2j,j dx (A.1)
for computable A and B . It seems likely that the same type of inequality holds in R3 but
the methods we employ here apply only in R2. Since uj,j has mean value zero we may
define a vector ωi according to (2.3), (2.4) such that
ωj,j = uj,j in Ω × {t > 0},
ωj = 0 on ∂Ω × {t > 0},
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Ω
ωi,jωi,j  Γ
∫
Ω
ω2j,j dx in Ω × {t > 0}. (A.2)
Since ωj − uj is divergence free, we may introduce a function ψ satisfying
u1 = ω1 + ψ,2, u2 = ω2 −ψ,1, (A.3)
where ψ and its normal derivative vanish on ∂Ω . Clearly
∆ψ = (u1,2 − u2,1) − (ω1,2 − ω2,1). (A.4)
Now by construction
∆(ω1,2 −ω2,1) = 0, (A.5)
so that
∆2ψ = 1
µ
{
τ
∂
∂t
(u1,2 − u2,1) + (u1,2 − u2,1)
}
in Ω × {t > 0}. (A.6)
We now form∫
Ω
ui,jui,j dx =
∫
Ω
(u1,2 − u2,1)2 dx +
∫
Ω
u2j,j dx
=
∫
Ω
[
∆ψ + (ω1,2 − ω2,1)
]2
dx +
∫
Ω
u2j,j dx

[{∫
Ω
(∆ψ)2 dx
}1/2
+
{∫
Ω
(ω1,2 − ω2,1)2 dx
}1/2]2
+
∫
Ω
u2β,β dx
=
[{∫
Ω
(∆ψ)2 dx
}1/2
+
{
(Γ − 1)
∫
Ω
u2j,j dx
}1/2]2
+
∫
Ω
u2j,j dx, (A.7)
the last step following from the fact that∫
Ω
ωi,jωi,j dx =
∫
Ω
(ωi,j − ωj,i )ωi,j dx +
∫
Ω
ω2j,j dx  Γ
∫
Ω
ω2j,j dx. (A.8)
But ∫
Ω
(∆ψ)2 dx =
∫
Ω
ψ∆2ψ dx
= 1
µ
∫
Ω
ψ
{
τ
∂
∂t
(u1,2 − u2,1) + (u1,2 − u2,1)
}
dx
= − τ
µ
∫
(ψ,2u1,t − ψ,1u2,t ) dx − 1
µ
∫
(ψ,2u1 − ψ,1u2) dxΩ Ω
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µ
∫
Ω
[
(u1 − ω1)u1,t + (u2 − ω2)u2,t
]
dx
− 1
µ
∫
Ω
[
(u1 − ω1)u1 − (u2 −ω2)u2
]
dx. (A.9)
Using the arithmetic–geometric mean inequality and collecting terms we have∫
Ω
(∆ψ)2 dx − 1
µ
(
1 − ε3
2
− τε1
2
)∫
Ω
uiui dx
+ τ
2µ
(
1
ε1
+ 1
ε2
)∫
Ω
ui,t ui,t dx
+ 1
2µ
(
τε2 + 1
ε3
)∫
Ω
ωiωi dx. (A.10)
If we choose
ε1 = τ−1, ε2 = 1, ε3 = 1, (A.11)
and make use of (2.1) and (2.4) we have∫
Ω
(∆ψ)2 dx  τ + 1
2µ
(
τ
∫
Ω
ui,tui,t dx + Γ
λ
∫
Ω
u2j,j dx
)
. (A.12)
If (A.12) is now substituted into (A.7), it follows that
∫
Ω
ui,jui,j dx 
{[
τ + 1
2µ
(
τ
∫
Ω
ui,t ui,t dx + Γ
λ
∫
Ω
u2j,j dx
)]1/2
+
[
(Γ − 1)
∫
Ω
u2j,j dx
]1/2}2
A
∫
Ω
ui,tui,t dx + B
∫
Ω
u2j,j dx (A.13)
for easily computable A and B , the inequality that was to be proven.
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