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Abstract 
Let R be a commutative ring with 1, and let Z(R) denote the set of zero­
divisors of R. We define an undirected graph r(R) with vertices Z(R)* = 
Z(R)- {0}, where distinct vertices x andy of Rare connected if and only 
if xy = 0. This graph is called the zero-divisor graph of R. We extend 
the definition of the zero-divisor graph to a noncommutative ring in several 
ways. Next, given a commutative ring Rand ideal I of R, we introduce the 
notion of an ideal-based graph . This is an undirected graph with vertex set 
{x E R- II xy E I for some y E R- I}, where distinct vertices x and 
y are adjacent if and only if xy E I. The properties of such a graph are 
investigated. We give several results concerning the zero-divisor graph of 
a commutative ring. Finally, the appendix gives examples illustrating an 
equivalence relation on the vertices of r(R) that can be used to produce a 
related graph for rings R of specific types. 
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1 
Introduction 
Let R be a commutative ring with 1. We let Z(R) denote the set of 
zero-divisors of R. We define an undirected graph f(R) with vertices 
Z(R)* = Z(R)- {0} , where distinct vertices x and y of R are adjacent 
if and only if xy = 0. 
The concept of a zero-divisor graph of a commutative ring was 
introduced by I. Beck in [5], which was mainly concerned with colorings 
of rings. The definition given above differs from that in earlier work of 
D. D. Anderson and M. Naseer (1] and Beck in that 0 is not taken as 
a vertex of f(R) . Several other works, including [2], (3], (8], [13], [14), 
[15), and [16), investigate the properties of the zero-divisor graph of a 
ring. 
D. F.  Anderson and P. S. Livingston [2] gave several fundamental 
results concerning f(R) for a commutative ring R using the above 
definition. Chief among these is that, for a commutative ring R, f(R) 
is connected, that is, there is a path of fi nite length along the edges 
of f(R) between any two given distinct vertices. Also, as the next 
examples show, non-isomorphic rings may have i somorphic zero-divisor 
graphs. Figures 1 and 2 appear in [2). Figure 3 is one of several graphs 
published for the first time in this context. (We often leave the labeling 
of the vertices to the reader.) 
• 
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FIGURE 2 .  f(Z&), f(Zs), or f(Z2(X)j(X3)). 
2 
INTRODUCTION 3 
We give here several notational conventions to be used throughout 
this work. Given a ring R, let U(R) denote the units of R and, for 
A� R, let A* = A - {0} . For any set X, we let lX I be the number of 
elements of X if X is finite, and we write lXI  = oo if X is infinite. Then 
we use the arithmetic conventions that oo + oo = oo and n · oo = oo 
for every n > 0. We denote the cardinality of a set X by card(X). If 
Y is a subset of X, we let X - Y denote the set-theoretic difference of 
sets. Definitions of previously introduced terms that are restated here 
are given in italics. Definitions appearing for the first time in this work 
are underlined when first defined. All rings considered are nonzero and 
contain an identity element 1 ¥:- 0 unless otherwise noted. We often 
write Z/nZ as Zn. 
Several definitions from graph theory are used throughout this work. 
Given a graph G, a subgraph H of G, denoted H � G, is a graph whose 
vertex set and edge set are subsets of those of G. A subgraph H of G 
is called an induced subgraph if all edges of G joining two vertices in 
H are also edges of H. 
All paths between distinct vertices x and y of G are along a finite 
number of edges of G. For a graph G, let d(x , y) be the length of the 
shortest path from x to a distinct y in G (and let d( x ,  y) = oo if no such 
path exists) . The diameter of G is zero if G is the graph on one vertex 
and is diam(G) = sup{d(x , y) l x and y are distinct vertices of G} 
otherwise. 
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A cycle in a graph G is a path that begins and ends at the same 
vertex. The girth of G, written gr(G), is the length of the shortest 
cycle in G (and gr(G) = oo if G has no cycles). 
The degree of a vertex x of G, written deg(x) , is the number of 
vertices of G adjacent to x. ·we never consider a vertex x of G as 
adjacent to itself. 
A complete graph is a graph where all vertices are adjacent. The 
complete graph on n vertices is denoted by Kn. If G is a graph such 
that the vertices of G can be partitioned into two nonempty disjoint 
sets Vi and V2 such that vertices x and y are adjacent if and only 
if x E Vi and y E \12, then G is called a complete bipartite graph. 
A complete bipartite graph with disjoint vertex sets of size m and n, 
respectively, is denoted by Km,n. '\Ve write Kn,oo (respectively, K00•00) 
if one (respectively, both) of the disjoint vertex sets is infinite. A 
complete bipartite graph of the form K1•n is called a star graph. For a 
graph G, a complete subgraph is called a clique. The clique number, 
w(G) , is the greatest integer n?; 1 such that Kn � G (and w(G) = oo 
if G contains a subgraph isomorphic to Kn for each n > 1) .  
If  G is a connected graph, the connectivity of G, denoted K.(G) , is 
the minimum number of vertices that it is necessary to remove from G 
in order to produce a disconnected graph. For a connected graph G, 
an edge E of G is a bridge if G - E is disconnected. A vertex x of a 
connected graph G is a cut - point if G - { x} is not connected. 
In Chapter 1, we develop several definitions for the zero-divisor 
graph of a noncommutative ring. The first of these gives us a directed 
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graph. Conditions affecting whether this graph is connected or not 
connected include finiteness of the ring, whether the ring is artinian, 
and the existence of a two-sided identity. The other definitions in this 
chapter yield undirected graphs, which may or may not be connected. 
This work is the first effort to use noncommutative rings to generate 
zero-divisor graphs. 
In Chapter 2 ,  we generalize the notion of a zero-divisor graph of 
a ring R to that of an ideal-based graph. Given an ideal I of a 
commutative ring R, let f1(R) be the undirected graph with vertices 
{x E R - II xy E I for some y E R - I} ,  and let distinct vertices x and 
y be adjacent if and only if xy E I. The construction of these graphs 
using "columns" of differing types and their relationship to f(R/ I) is 
examined. Several properties of these graphs are discussed, including 
girth, clique number, connectivity, bridges, and the degree of a vertex. 
A partial list of all such graphs on n vertices is given for certain values 
of n. An ordering on the vertices of f1 (R) is introduced. This work is 
the first to define and study the ideal-based graph. 
Chapter 3 gives several new results concerning the zero-divisor 
graph of a commutative ring. The definition of a zero-divisor graph 
is generalized to modules and rings without identity. The role of nilpo­
tent elements is examined. The structure of direct products of rings 
and equivalence relations on the set of vertices of these graphs are dis­
cussed. All graphs generated by equivalence relations on the vertices of 
r(R) appear here for the first time. Several results are given concerning 
the degree of a vertex. 
CHAPTER 1 
The Zero-Divisor Graph of a Noncommutative 
Ring 
6 
There are many ways to generalize the notion of the zero-divisor 
graph of a commutative ring to a noncommutative ring. In this chapter 
we investigate several of these. 
_ Basic Notation and Definitions 
DEFINITION 1 .  For a ring R, we defi ne the followi ng subsets: 
(a.) Let Z(R) denote the set of zero-divisors of R. 
(b.} Let ZL (R) denote the set of left zero-divisors of R. That is, 
ZL (R) = {x E Rl xa = 0 for some a E R*} .  
(c.} Let ZR(R) denote the set of ri ght zero-divisors of R. That i s, 
ZR(R) = {x E Rl bx = 0 for some b E  R* } .  
(d.) Let Zr (R) denote the set of two-sided zero-divi sors of R .  That is, 
Zr (R) = {x E Rl xa = bx = 0 for some a, b E  R*} .  
�ote that Z(R) = ZL (R) U ZR(R) and Zr (R) = ZL (R) n ZR(R) . 
\Ve thus have the following containment of sets. 
Z(R) = ZL (R) U ZR(R) 2 ����� 2 ZL (R) n ZR(R) = Zr (R) . 
If R is a commutative ring, then all these sets are equal. 
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DEFINITION 2.  Let R be a ring. We defi ne a {directed} graph f(R) 
with vertices Z(R)*, where x -+ y is an edge between distinct vertices 
x and y if and only if xy = 0. 
Then f{R) is a directed graph on Z(R)*. If R is a commutative 
ring: y -+ x is an edge whenever x -+ y is an edge. Therefore, if we 
view f(R) as an undirected graph, this definition agrees with the usual 
definition of the zero-divisor graph of a commutative ring. 
Figures 4, 5, 6: and 7 give examples of f(R) for a noncommutative 
ring R. We leave the labeling of Figures 6 and 7 to the reader. 
Noncommutative Rings With Identity 
Throughout this section, all rings considered have a two-sided mul­
tiplicative identity element. 
�] 
FIGURE 4 .  f(R), where R is the ring of upper triangular 
2 x 2 matrices over Z/271.. 
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�] [� 
FIGURE 5. r(R) , where R = M2(Z/2Z) . 
FIGURE 6 .  r(R x Z/2Z) , where R is the ring of upper 
triangular 2 x 2 matrices over Z/2Z. 
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FIGURE 7. f(R) , where R is the ring of upper triangular 
2 x 2 matrices over Z/3Z. 
We say that a directed graph G is connected if there is a path 
following the directed edges of G from any vertex x of G to any other 
vertex y of G. Unlike the case for a commutative ring, f(R) need not 
be connected if R is noncommutative, as seen in the next example. 
EXAMPLE 3. Let K be a fi eld, and let V = EB: 1 K. Let R -
H omK(v� V). U nder point-wise addition and multiplication taken to 
be composition of functions, R is an infi nite noncommutative ring with 
identity. Let 1i 1 : V-+ V be defi ned by ( a1 , a2, . . . ) t-+ ( a1 , 0, 0, . . . ) and 
f: V-+ V be defi ned by (a� ,  a2, . . •  ) t-+ { 0, a� , a2, • • .  ) . Then 1i 17j E R and 
1itf = 0, while /1r 1 :/= 0. Clearly f is not a left zero-divisor in R (if 
g E R with /g(a1 , a2, . . .  ) = (0, 0, . . .  ) for all (at, a2, . . .  ) E V, then 
g(a1 , a2 , . . .  ) = (0, 0, . . .  ) for all (a� , a2, . . .  ) E V ). Hence, f(R) :f: 0 
and f(R) is not connected since there is no path leading from the vertex 
f to any other vertex of f(R) . 
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REMARK 4. Note that the structure of f(R) in Example 3 is still 
rather rich. By defi ning 1r; to be (a1, a2, . . .  ) H {0, . . .  , 0, ai, 0, . . .  ) , the 
vertices {7rj}f=1 comprise a complete subgraph off (R) . 
THEOREM 5. Let R be a ring. Then ZL (R) = ZR(R) if and only if 
f(R) is connected. Moreover, iff(R) is connected, then diam(f(R)) � 
3. 
Proof : Suppose that ZL (R) = ZR(R) . 
Let x and y be distinct vertices of f(R) . (Then x ::/; 0 and y ::/; 0.) 
Case 1 :  xy = 0. Then x � y is a path. 
Case 2: xy ::/; 0 and x2 = 0 and y2 = 0. Then x � xy � y is a path. 
Case 3: xy ::/; 0, y2 # 0, and x2 = 0. Then there exists b E  R- {x, y, 0} 
such that by = 0. If xb = 0, then x � b � y is a path. If xb # 0, then 
x � xb � y is a path. 
Case 4: xy # 0, x2 ::/; 0, and y2 = 0. Then there exists a E R- {x, y, 0} 
such that xa = 0. If ay = 0, then x � a � y is a path. If ay # 0, then 
x � ay � y is a path. 
Case 5 :  xy ::/; 0, y2 # 0, and x2 ::/; 0. There exist a E R- {x, y, 0} such 
that xa = 0 and b E  R - {x, y, 0} such that by = 0. 
Subcase 1 :  a =  b .  Then x � a� y is a path. 
Subcase 2 :  a ::/; b. If ab = 0, then x � a � b � y is a path. If ab # 0, 
then x � ab � y is a path. 
Thus f(R) is connected and diam(f{R)) � 3. 
Conversely, suppose that f{R) is connected. Let 0 ::/; x E ZR(R). 
Then x is a vertex of f(R) . If x is the only vertex of f{R), then x2 = 0 
and ZR(R) = ZL (R) = {x, 0} . So let y be another vertex of r(R) . 
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Since the graph is connected, there is a path x -+ a1 -+ · · · -+ an -+ y 
in f(R). Therefore, xa1 = 0 and thus x E ZL (R) . If 0 =f: x E ZL (R) , 
then there is a path y -+ b1 -+ · · · -+ bm -+ x in f(R). Therefore, 
bmx = 0 and sox E ZR(R) . Thus ZL (R) = ZR(R) . 0 
COROLLARY 6. Let R be a left - and right-artinian ring with a two­
s ided identity. Then ZL (R) = ZR(R) . Moreover, f(R) is connected 
with diam(f(R)) < 3. 
Proof : Let a E R - ZR(R) . Then the map r � ra is an injective 
homomorphism of R into R. Since R is artinian, this map is also surjec­
tive by Lemma 1 1 .6 of (4]. Thus, there is somes E R such that sa = 1 .  
Therefore, a ¢  ZL (R) (for if at = 0 ,  then t = 1 t  = (sa)t = s(at) = 0) . 
By a similar argument, if b E  R - ZL (R) , then b ¢ ZR(R) . Hence, 
ZL (R) = ZR(R). The last statement follows from Theorem 5. 0 
REMARK 7. A special cas e of the las t corollary aris es if R is a fi ­
nite ring with two-s ided identity. Then f(R) is fi nite and connected. N .  
Ganes an has s hown that if a ring has a fi nite number of zero-divisors, 
then the ring is fi nite [10]. Hence, for any ring R with two-sided iden­
tity, f(R) is fi nite als o implies f(R) is connected. 
EXAMPLE 8.  We may have ZR(R) = ZL { R) for an infi nite non­
commutative ring R as well. Let lHI be the ring of quatern ions over the 
fi eld of real numbers .  Then lHI is an infinite noncommutative division 
ring . Let R = lHI x lHI. The only nonzero zero-divis ors of R are of the 
form (O, t) or (t,O} for 0 =/: t E IBL Note then that all zero-divisors of R 
are two-s ided(i. e., ZL (R) = ZR(R)) . 
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DEFINITION 9. Let R be a ring. We define a graph r (R) with ver­
tices Z(R) * ,  where distinct vertices x and y are adjacent if and only if 
either xy = 0 or yx = 0. 
Then f(R) is an undirected graph on Z(R) * .  Indeed, the only dif­
ference between r (R) and f(R) is the fact that the former is a directed 
graph and the latter is undirected (that is, the graphs share the same 
vertices and the same edges if directions on the edges are ignored) . 
If R is a commutative ring, this definition agrees with the previous 
definition of the zero-divisor graph. 
THEOREM 10 .  Let R be a ring. Then f(R) is a connected graph 
and diam(r (R)) :::; 3. 
Proof : Let X and y be distinct vertices of r (R). 
Case 1: xy = 0 or yx = 0. Then x - y is a path. 
Suppose xy # 0 and yx # 0. 
Case 2: x2 = y2 = 0. Then x - xy - y is a path. 
Case 3: r = 0 and y2 # 0. Then there is some b E  R - {x, y, 0} such 
that either by = 0 or yb = 0. If either xb = 0 or bx = 0, then x - b - y 
is a path. If xb # 0 and bx # 0, then x - bx - y is a path if yb = 0 and 
x - xb - y is a path if by = 0. 
Case 4: x2 # 0 and y2 = 0. We can use an argument similar to that 
of the above case to obtain a path. 
Case 5 :  x2 # 0 and y2 # 0. Then there exist a, b E R - {0, x, y} such 
that either ax = 0 or xa = 0 and such that either by = 0 or yb = 0. If 
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a = b, then x - a - y is a path. If ab = 0 or ba = 0, then x - a - b - y 
is a path. So suppose ab ::j: 0� ba =f: 0, and a ::j: b. 
Subcase 1: x - a - y is a path if ay = 0 or ya = 0. 
Subcase 2: x - ab - y is a path if xa = 0 and by = 0. 
Subcase 3: x - ba - y is a path if ax = 0 and yb = 0. 
Subcase 4: x - ay - b - y is a path if xa = 0, yb = 0, and ay =/= 0. 
Subcase 5 :  x - ya - b - y is a path if ax = 0 ,  by = 0, and ya =/= 0. 
Thus f(R) is connected and diam(f(R)) � 3. 0 
DEFINITION 1 1 .  Let R be a ring. We define a graph f' (R) with 
vertices ZT (R)* , where distinct vertices x and y are adjacent if and 
only if both xy = 0 and yx = 0. 
Then f' (R) is an undirected graph on ZT (R)* . 
DEFINITION 12. Let R be a ring. We define a graph f" (R) with 
vert ices Z(Rt ,  where distinct vertices x and y are adjacent if and only 
if both xy = 0 and yx = 0. 
Then f" (R) is an undirected graph on Z(R)*. If R is commutative, 
both f' (R) and f" {R) agree with the usual definition of the zero-divisor 
graph. Note that both f' (R) and f" (R) are subgraphs of f(R) , but 
neither f' (R) nor f" (R) need be connected. Examples are given in 
Figure 8 and in the next section. 
PROPOSITION 13. Let R be a ring. Then f'(R) is an induced sub­
graph of f" (R) . 
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FIGURE 8 .  f"{ R), where R = M2(Z/2Z) . Since R is a 
finite ring with a two-sided identity, f"{ R) = f'{ R) . 
Proof : Clearly the vertex set of r' (R) is contained in that of 
r" (R) . Since the relationship defining adjacency in f'{ R) and f"{ R) is 
the same, the result follows. 0 
Noncommutative Rings With No Two-Sided Identity 
If R is a noncommutative ring without a two-sided multiplicative 
identity, then the conclusion of Corollary 6 may fail. If R is a finite 
ring without a two-sided identity, we may have ZL (R) =/: ZR(R) , and 
therefore r(R) would not be connected as a directed graph. However, 
even in this case, r(R) is always connected as an undirected graph. 
The proof of this fact is exactly the same as in Theorem 10. Note that 
in Figures 9 and 10, f(R) is connected even though there exist in each 
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FIGURE 9 .  r(R), where R = { [� �]I a, b E  z2 }· 
FIGURE 10.  r(R) , where R = { [� �]I a E z4 , b E  2Z4} · 
case distinct vertices x and y with no path from x to y or from y to x 
in f(R). 
Note that in Figure 9, ZL(R) = { [� �] , [� �]} and 
ZR(R) = { [� �] , [� �] , [� �] , [� �]} . 
Figure 1 1  gives an example of a finite noncommutative ring R with-
out identity such that r(R) is connected. Figures 12 and 13 feature a 
ring R such that f'(R) # f"(R). 
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[� 
�] 
[� �] 
[� �] 
FIGURE 1 1 .  f(R) , where R = { [� �]1 a E 2Z4, b E  z4}· 
[� �] [� �] 
[� 
�]
· . 
[� �] 
[� �
]
· 
[� �] 
. [� �] 
FIGURE 12. f" (R) , where R = { [� �]1 a E Z4, b E  2Z4 }· 
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FIGURE 13. I"(R), where R = { [-� 
� ]1 a E Z4, bE 2Z4} . 
18 
CHAPTER 2 
An Ideal-Based Zero-Divisor Graph 
In this chapter, we generalize the notion of a zero-divisor graph 
to a graph based on a nonzero ideal. All rings in this chapter are 
commutative with (nonzero) identity. 
Definition and Basic Structure 
DEFINITION 1 .  Let R be a commutative ring and let I be an ideal of 
R. We define an undirected graph fr(R) with vertices {x E R - II xy E 
I for some y E R - I}, where distinct vert ices x and y are adjacent if 
and only if xy E I .  
PROPOSITION 2 .  {a.) If I =  (0) , then fr(R) = f(R) . 
{b.) Let I be a proper ideal of R. Then f1(R) = 0 if and only if I is a 
prime ideal of R. 
Proof : (a) This is clear. 
(b) Suppose that I is a prime ideal of R. Then xy E I implies x E I 
or y E I. Hence the vertex set of f1(R) is empty. 
Conversely, suppose that f1 (R) = 0. Therefore, if x E R - I and 
xy E I for some y E R, we must have y E I (otherwise, x is a vertex of 
f1(R)) .  Hence I is a prime ideal of R. 0 
Note that Proposition 2 (b) is equivalent to saying r 1 (R) = 0 if and 
only if R/ I is a domain. That is, f1(R) = 0 if and only if f(R/ I) = 0. 
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We explore the relationship between f1 (R) and f(R/I) throughout this 
section. 
To avoid trivialities, we always assume I =/= R for an ideal I of R. 
REMARK 3. Note that in Figures 14 and 15 , R/I � z6 and SfJ � 
Z8. Then f(R/ I) � f(S/ J ) , both being the graph on three vertices 
with two edges. Thus we have an example where f(R/I) � f(SjJ ) ,  
but r1 (R) � r J (S) . 
THEOREM 4 .  Let I be an ideal of a ring R. Then f1 (R) is connected 
with diam(f1 (R)) 5 3. Furtherm ore, if f1 (R) contains a cycle, then 
gr(fr (R)) 5 7 .  
Pr oo I : Let X and y be distinct vertices of r I ( R) . 
Case 1 :  xy E I .  Then X - y is a path in ri (R). 
Case 2: xy ¢I, x2 E I, and y2 E I. Then x- xy- y is a path. 
(2,0) (3,0) (4,0) 
(2 , 1 )  
(2,2) (3,2) (4,2) 
FIGURE 1 4 .  rJ (R) , where R = z6 X z3 and I =  0 X z3 . 
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2 4 6 
18 20 22 
FIGURE 15 . f J (S) , where S = Z24 and J = (8) . 
Case 3: xy ¢ I; x2 E I, and y2 ¢ I. Then there is some b E R - I 
such that by E I. If bx E I, then x - b - y  is a path. If bx ¢ I, then 
x - bx - y is a path. 
Case 4: xy ¢ I, y2 E I, and x2 ¢ I. Then we obtain a path as in the 
above case. 
Case 5 :  xy ¢I, x2 ¢ I ,  and y2 ¢ I .  Then there exist a, b E  R - (I U 
{x, y}) such that ax E I and by E I. If a =  b, then x - a - y is a path. 
If a =fi b  and ab E I, then x - a - b - y  is a path. If a =fi b  and ab ¢ I, 
then x - ab - y is a path. 
Thus f1 (R) is connected and diam(fr (R)) $ 3. For any undirected 
graph G ,  gr (G) $ 2diam(G) + 1 whenever G contains a cycle (see, for 
example, [6]). Thus gr (f1(R)) $ 7. 0 
The next several results investigate the relationship between r 1(R) 
and r(Rji). 
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THEOREM 5. Let I be an ideal of a r ing R, and let x, y E R - I. 
Then: 
(a.) If X + I is adjacent to y + I in r ( R/ I)' then X is adjacent to y in 
r1(R). 
{b.} If X is adjacent to y in ri(R) and X +  I =I= y + I, then X +  I is 
adjacent to y +  I in f(R/ I). 
(c.) If x is adjacent to y in fr(R) and x + I =  y + I, then x2 , y2 E I. 
Pr oof : (a) x + I  adjacent to y + I  in f(R/ I) implies xy + I  = 
(x + I) (y + I) = O + I. Thus xyei. 
{b) Suppose that x + I  =fi y + I. Then xy E I since x is adjacent to 
y. Therefore, (x + I) (y + I) = xy + I  = O + I. Hence, x + I  is adjacent 
to y + I  in f (R/I) . 
(c) Suppose that x + I= y + I. Then (x2 + I) =  (x + I)(y + I) =  
xy + I = 0 + I. Thus x2 E I, and similarly y2 E I. 0 
COROLLARY 6. Ifx and y ar e (distinct) adjacent ver tices in fr (R) , 
then all (distinct) elements of x + I  andy + I ar e adjacent in fr (R) .  
Ifx2 E I ,  then all the distinct elements ofx + I  ar e adjacent in f1(R) . 
For a graph G,  we say {Go}6e� is a collection of disjoint subgr aphs 
of G if all the vertices and edges of each G 0 are contained in G and no 
two of these G 6 contain a common vertex. 
COROLLARY 7. Let I be an ideal of a r ing R. Then f1 (R) contains 
III disjoint subg raphs isomorphic to f(Rfl) . 
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Proof : Let { a .. d >.eA � R be a set of coset representatives of the 
vertices of f(R/I); that is, U>.eA{a>. + I} = Z(R/I)*, and if A =F /3 ,  
then a>. + I =F ap + I. For each i E I, define a graph Gi with vertices 
{a>. +  i A E A} , where a>. + i is adjacent to a13 + i  in Gi whenever a>. + I 
is adjacent to a13 + I  in f(R/ I); i.e. , whenever a>.ap E I. By the above 
theorem, Gi is a subgraph of fr(R). Also, each Gi � f(R/IL and Gi 
and G; contain no common vertices if i =F j .  0 
Clearly there is a strong relationship between f(  R/ I) and r r ( R). 
The next theorem tells us how we can explicitly construct r 1(R) from 
r(R/I). 
THEOREM 8. Let I be an ideal of a ring R. We construct a g raph 
G as follows: 
Let {a>. }  >.eA � R be a set of coset representatives of the vertices of 
f(R/I) . F or each i E I, define a g raph Gi with vertices {a>. + i A E A }, 
where edg es are defined by the relationship a>. + i is adjacent to ap + i in 
Gi if and only if a>. + I is adjacent to ap + I  in f( R/ I) (i. e. , a,>.ap E I}. 
Define the g raph G to have as its vertex set V = Uiel Gi. We define the 
edg e set of G to be: {1.} all edg es contained in Gi for each i E I, {2 .} 
for distinct A ,  {3 E A and for any i, j E I, a>. + i is adjacent to ap + j 
if and only if a>. + I is adjacent to ap + I  in f(R/I) (i. e. , a,>.afJ E I}, 
{3.} for A E A and distinct i, j E I, a>. + i is adjacent to a>. + j if and 
only if a'i E I. 
Then G = f1(R) . 
Proof : Clearly V is contained in the vertex set of r 1 ( R) . Note that 
for any vertex x of r 1 ( R), x + I is a zero-divisor of R/ I by Theorem 5. 
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Therefore, the vertices of f1(R) are contained in V. By Theorem 5, all 
edges of types 1 and 2 defined above are also edges of f1(R). If a.x + i 
is adjacent to a.x + j in G for distinct i , j E I, then ai E I. Therefore, 
(a.x + i) (a.x + j) = a� +  ia.x + ja>. + ij E J. Thus, the edges of type 3 
defined above are also edges of f1(R). 
Let x and y be distinct vertices of r 1(R) with x adjacent to y. 
There exist i , j E I and A, fi E  A such that x = a.x + i and y =  a13 + j .  
If  A #= fi, x adjacent to y implies a.x + I  i s  adjacent to ap + I  in f(R/ I) 
by Theorem 5. Hence, the edge x - y corresponds to an edge of type 1 
or 2 of G. If A = fi, then xy = (a>. + i) (a>. + j) = a� +  ia.x + ja>. + ij E I. 
Thus ai E I, and the edge x- y corresponds to an edge of type 3 of 
G. 0 
COROLLARY 9 .  Let I be an ideal of a ri ng R. Then ri(R) is a g raph 
on a finite number of vertices if and only if either R is finite or I is a 
prime ideal. 
Proof : If I is a prime ideal, then r I(R) = 0 by Proposition 2. 
Clearly, the vertex set of f1(R) is finite if R is finite. 
Conversely, suppose that f1(R) is a graph on a finite number of 
vertices and I is not a prime ideal. Then also, f(R/ J) is a graph on a 
finite number of vertices and I is finite. By Theorem 2.2 of [2], f(R/ I) 
is finite implies that R/ I is finite. Since R/ I is finite and I is finite, R 
must also be finite. 0 
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LEMMA 10.  Let I be an ideal of a ring R. lff(R/ / )  is infinite, then 
f 1 ( R) is infinite. If f ( R/ I) is a g raph on N vertices, the f 1 ( R) is a 
g raph on N · III vertices. 
Proof : This is immediate from Theorem 8. D 
DEFINITION 1 1 .  U sing the notation as in the above theorem, we 
call the subset a>. +1 a column off1(R) . /fa� E I, then we call a>. + I  
a connected column of f1 (R) . 
Note that if R/ I is reduced, then r 1 (R) has no connected columns. 
In a later section, we examine the types of columns an ideal-based 
graph of a ring may have. 
The method of Theorem 8 can be used to construct f1 (R) . Figure 
16 illustrates this using f1 (Z24) with I =  (8) (as in Figure 15) .  Note 
that z24/ I ::::::: Zs. Also, the columns have height II I  = 3. vVe start by 
stacking I I I = 3 copies of f(Zs), creating edge set 1 of the theorem. 
Then we connect adjacent columns to create edge set 2. Finally, we 
place edges in the connected column 4 + (8) to create edge set 3. 
• • • B • • • • • • 
FIGURE 16. The stages used to construct Figure 15. 
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The construction of Figure 14 is similar, except that this graph has 
no connected columns. 
PROPOSITION 12. Let R � S be rings and let I be an ideal of S. 
Then In R is an ideal of R and f(Rf(I n R)) is an induced subgraph 
of f(Sfl) . 
Proof : Clearly In R is an ideal of R and R- (R n / )  � S -/ .  Let 
x+InR be adjacent to y + lnR in f{R/(InR)). Then xy+lnR = 
(x + I n R)(y + I n R) = 0 + I n R. So xy E I n R � I. Thus 
(x + l) (y + I) = 0 + I, where x + I  is adjacent to y +  I in f(S/ I) . 
Conversely, if y + I  and x + I  are adjacent vertices of f(S/ I) with 
x, y E R, then xy E I n R. Therefore, x + In R and y + In R are 
adjacent in f(R/(1 n R). 0 
PROPOSITION 13. Let R � S be rings and let 1 be an ideal of S. 
Then fmR(R) is an induced subgraph of fr (S) . 
Proof : This follows from the fact that I n R is an ideal of R and 
R - (R n / )  � S - I. 0 
PROPOSITION 14. Let 1 be an ideal of the ring R {/ ::j:. R) and let J 
be an ideal of the rings . If card(J ) = card(/ X J ), then r/xJ(R X S) :::: 
r OxJ(R/ I X S) . 
Proof : First note that card(/ x J )  = card(O x J ) , so the columns 
of the two graphs have the same height. By the first isomorphism the­
orem RxS "" R/lxS Therefore r(RxS) ""r(Rf/xS) It only remains ' lxJ - OxJ · ' lxJ - OxJ · 
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to verify that the connected columns of r IxJ(R x S) correspond to the 
connected columns of foxJ(R/I x S) . 
Suppose x = (a, b) + (I x J )  is a connected column of f1xJ(R x S). 
Then "iP = 0 in �:J. In particular, we have a2 E I and b2 E J .  
Therefore, (a + I)2 = 0 + I  E R/ I. Hence, (a + I, b) + {0 x J )  is a 
connected column in f oxAR/ I x S) since this element squares to zero 
·n R/IxS 1 O"X":J· 
Suppose y = (c+I, d)+ (OxJ ) is a connected column of foxJ(Rfix 
S) . Then y 2 = 0 in R���s. Therefore, r? E I and � E J .  Hence, 
(c, d) + (I x J )  is a connected column in r IxJ(R x S) since this element 
t · RxS squares o zero m 1 x J . D 
COROLLARY 15.  If card(!) = card(J ) = car d{JxJ ) ,  then fixo(Rx 
SfJ ) � foxJ(R/I X S) . 
Connectivity 
DEFINITION 16. A ver tex x of a conn ected gr aph G i s  a cu t - poi nt 
of G if ther e ar e ver tices u, w of G such that x is in every path fr om u 
to w (an d x f:. u, x f:. w). Equivalen tly, for a conn ected g raph G, x is 
a cut-poin t of G if G - { x} is n ot conn ected. 
THEOREM 17. If I is a n onzer o  pr oper ideal of R, then ri(R) has 
n o  cut-poin ts. 
Pr oof : Assume the vertex X of r I(R) is a cut-point. Then there 
exist vertices u,  w E  R- I such that x lies on every path from u to w . 
By Theorem 4, the shortest path from u to w is of length 2 or 3. 
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Case 1 : Suppose u - x -w is a path of shortest length from u to 
w .  If x +I= u +I, then x adjacent w implies u is adjacent tow by 
Corollary 6. Similarly, if x +I= w + I, u is adjacent tow .  So suppose 
x + I -:/= u + I and x + I -:/= w + I. Let 0 -:/= i E I. Then u x, xw E I 
imply u (x + i) , w (x + i) E I. Hence u- (x + i) -w is a path in f1(R). 
Thus in all cases we get a contradiction. 
Case 2 :  Suppose (without loss of generality) u - x- y -w is a 
path of shortest length from u tow in rl(R). If X+ I= y + I, then u 
adjacent to x implies u is adjacent to y and therefore u- y-w is a path. 
If x +I-:/= y +I, then let 0 ¥= i E I. As above, u and y adjacent to x 
means that u and y are also adjacent to x + i. Hence u - ( x + i) - y -w 
is a path. Thus in all cases we get a contradiction. 0 
-
The connectivity K( G) of a graph G is defined to be the minimum 
number of vertices it is necessary to remove from G in order to produce 
a disconnected graph. \Ve provide bounds on K(f1(R)) for a given ring 
R and ideal I of R. Recall that if I= (0), then f(R) = r I(R). 
THEOREM 18. Let I be a nonzero proper ideal of a ring R. 
(a.) If f(R/ I) is the graph on one vertex, then K(fi(R)) = I II - 1 .  
{b.) If f(R/ I) has at least two vertices, then 
1::; K(fi(R))::; II I· K(f(R/I)). 
(c.) I II - 1 ::; K(fi(R)). 
Proof : (a) If f(R/1) has only one vertex, then f1(R) consists of 
a single connected column and, therefore, is the complete graph on I I I  
vertices. 
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(b) 1 ::::; K(f r ( R)) because the graph is connected. Let k = K(f(  R/ I} ) .  
Let a 1  +I, a2+l, . . .  1 ak+I be vertices ofr (R/I) which, once removed, 
give a disconnected graph. Define G to be the graph obtained from 
fr(R) by removing the columns corresponding to a1 + I, . . .  , ak + I  
(this means the removal of k · Il l  vertices). 
We show that G is disconnected. By our choice of a1 +I, . . .  , ak+I , 
there exist vertices b + I  and c + I  of f{R/ I )  such that b +I is not 
connected to c + I  after a1 + I, . . .  , ak + I  are removed from f(R/ I ). 
Then b and c are vertices of G .  Suppose b - x1 - ... - Xm - c is a path 
in G. Without loss of generality, x; +I ::/= x;+l +I for 1 ::::; j ::::; m in 
view of Corollary 6. Therefore, b + I - x1 +I - ... - Xm + I - c + I is 
a path in f(R/ I )  after a1 + I ,  . . .  , ak + I  have been removed. This is 
a contradiction. Hence G must be disconnected. 
(c) Let !L1 = II I - 1 if II I < oo, and let M be any positive integer 
if I I I = oo. Let a11 a2, • • •  , aM be any collection of vertices of r 1 (R) . 
Define G to be the graph obtained by removing a11 • • •  , aM from f1(R) . 
Let x and y be distinct vertices of G. We show that G is connected 
by finding a path from x to y in G. If x is adjacent to y, then we are 
done. Otherwise, recall that diam(fr(R)) < 3 by Theorem 4. This 
implies the shortest path from x to y in f1(R) has length 2 or 3. 
Casel : x- w- y is a path of shortest length from x to y in f1(R) . 
If w ::/= a; for any j = 1, . . .  , M, then this is also a path in G. So 
suppose w = a; for some j. The column a; + I contains II I  elements, 
so we can choose v E a;+ I such that v ::/= Cli for any i = 1, . . . , M. 
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Then x and y adjacent tow imply both vertices are also adjacent to v. 
Hence, x - v - y is a path in G. 
C ase2 : x -w - v - y is a path of shortest length from x to y in 
r I(R). Note that w + I i= v + I since, otherwise, this implies X is 
adjacent to v and so x - v - y is a path in r 1 (R). Therefore, we can 
choose a E w +I and b E v +I such that a and b are vertices of G, i.e. 
a, b ¢ { aj lj = 1, . . . , M}.  Then x adjacent tow and y adjacent to v 
imply x is adjacent to a and y is adjacent to b. Also, w adjacent to v 
implies a is adjacent to b. Hence, x - a - b - y is a path in G. 0 
CoROLLARY 19. If I i= (0) is a proper ideal but not a prime ideal, 
then III- 1 =::; K(fi(R)) =::; (III· K(f(R/ I})). In particular, K(fi(R)) = 
oo if I is infinite. 
Clique Number 
For a graph G, a complete subgraph of G is called a cliq ue. The 
cliq ue number, w(G), is the greatest integer n ;;::: 1 such that Kn � G, 
and w(G) = oo if Kn � G for all n ;;::: 1. Note that w(r(R/1)) =::; 
w(f1(R)) since f(R/1) is isomorphic to a subgraph off1(R). Equality 
holds if w(r(R/1)) = oo. The next few results identify other cases in 
which equality holds. 
PROPOSITION 20. Let I be an ideal of the ring R. If a+ I is a 
connected column off1(R), then a+l is a complete subg raph off1(R) , 
and thus w(f1(R)) ;;::: j/j. 
COROLLARY 21 . If r 1(R) has at least one connected column and I 
is infinite, then w(f1(R)) = oc. 
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CoROLLARY 22 . If f(R/ I) consists of a sing le vertex, then 
w(fJ(R)) = II I . Thus, if I¥: (0) , then w(f(R/ I)) < w(f1(R) ) .  
30 
Pr oof : If r( R/ I) is a single vertex, then r I ( R) consists of a single 
column. Since f1(R) must be connected, this is a connected column. 
0 
CoROLLARY 2 3. Iff1 (R) has a connected coln mn and f (R/I) has 
at least two vertices, then w(fi(R)) ?: II I+ 1 .  
Pr oof : Let a + I  be a connected column off1{R) . By the hypoth­
esis, there exists b E R - I such that a+ I ¥: b +I and a+ I is adjacent 
to b + I  in f(R/ I). Then each element of the connected column a+ I 
is adjacent to b, and so (a+ I) U { b} forms a complete subgraph. 0 
Note that Figure 17 shows that it is necessary for f(R/ I) to have 
at least two vertices in Corollary 2 3. 
THEOREM 24. Let I be an ideal of a ring R. If f1(R) has no con­
nected columns, then w(f(R/ I)) = w(f1 (R)) .  
{2 ,0) 
{2,1)  
FIGURE 1 7 . ri (R) , where R = z4 X z2 and I =  0 X z2. 
This is an example where 1 = w(f(R/ I)) < w(f I(R)) = 
2 .  
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Proof : vVe have already observed that w(r(R/1 )) � w(f1(R)) .  
Thus, it is enough to consider the case where w(f(R/ /)) = N < oo. 
Assume G is a complete subgraph of f1{R) on the set of (distinct) 
vertices a17 a2, ... , aN+l' and we provide a contradiction. Consider the 
subgraph G* of r(R/ /)on the vertices a1 + /l . . . , aN+l + I. G* is 
a complete subgraph of r(R/ I) since G is a complete subgraph of 
f1 (R) . But w(f(R/1 )) = N implies ai + I = ak + I  for some j =/= k. 
Write ai = ak + i for some i E I. Since G is complete, ak is adjacent 
to ai in f1 (R) . Thus a� + iak = ak(ak + i) = akai E I. Hence 
a� E I and therefore ak + I  is a connected column of f1(R) . This is a 
contradiction. 0 
Girth 
In this section we refine our results on the girth of r 1 (R) . Recall, 
that if f1(R) contains a cycle, gr(f1(R)) � 7 by Theorem 4. By 
Theorem 1 .6 of [8] and as in (1 .4) of [16], either gr(f(R) ) � 4 or 
gr(f(R) ) = oo for any ring R. We show that, given any ideal I of a 
ring R, the same result holds for f1(R) . 
LEMMA 2 5. Let I be an ideal of a ring R. Then 
gr(f1(R)) � gr(f(R/I)) .  
Proof : If gr(f(R/ I)) = oo we are done. So suppose gr(f(R/ I)) = 
n < 00. Let Xt + I - X2 + I - . . . - Xn + I - Xt + I  be a cycle in r(R/ I) 
through n distinct vertices. Then x1 - x2 - • • •  - Xn - x1 is a cycle in 
f1(R) of length n. Hence, gr(f1(R) )  � n. 0 
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LEMMA 2 6. Let I be an ideal of a ring R. If Il l  � 3 and ri(R) 
contains a connected column, then gr(r I(R)) = 3 .  
Proof : Let x + I  be a connected column of ri(R) . Then x2 E I.  
Let i , j  E I - {0} .  Then x - (x + i) - (x + j ) - x is a cycle of length 3 
in ri(R) . (Of course, gr(G) � 3 for any graph G.) 0 
LEMMA 2 7. Let I be an ideal of a ring R. If I =f. (0) and f(R/ I) 
ha s at least 2 vertices, then gr(fi(R)) � 4. 
Proof : Let x + I  and y + I  be distinct adjacent vertices of r ( R/ I) . 
Then every element of x + I is adjacent to every element of y + I in 
ri(R). Let 0 =f. i E f. Then X- (y + i) - (x + i) - y - X is a cycle of 
length 4 in ri(R) . 0 
LEMMA 28. Let I be an ideal of a ring R. If I =f. (0) and r(R/ I) 
13 if II I � 3, 
has only one vertex, then gr(ri(R)) = 
. 
00 if II I = 2 .  
Proof : If r ( R/ I) has only one vertex, then r I ( R) consists of a sin­
gle connected column. Thus r1 (R) is a complete graph and, therefore 
has a cycle of length 3 unless r I ( R) has only two vertices. 0 
LEMMA 2 9. Let I be an idea l of a ring R that is not prime. If 
I #  (0), f1(R) has no connected columns, and gr(f(R/1 )) > 3, then 
gr(ri(R)) = 4. 
Proof : Since ri(R) has no connected columns, f(R/1 )  must have 
at least two vertices. By Lemma 2 6, gr(ri(R)) � 4. Assume x-y-z-x 
CHAPTER 2: AN IDEAL-BASED ZERO-DIVISOR GRAPH 33 
is a cycle in f1 (R) of length 3 and we provide a contradiction. Since 
gr(f(R/ I)) > 3, x + I - y + I - z + I - x + I cannot be a cycle in 
r(R/I)) .  Therefore, we have either X +  I =  y + I, y + I = z + I, or 
z +I = x+I. If x+I  = y+I, then (x+I)2 = (x+I) (y + I) = O + I  and 
so x +  I is a connected column of f1(R) . But this is a contradiction. 
We get a similar contradiction if y + I  = z + I  or z + I  = x + I. Hence, 
gr(f1 (R)) = 4. D 
LEMMA 30. Let I be an ideal of a ring R. If I has two elements, 
f(R/I) has at least two vertices, and f1(R) has at least one connected 
co lumn, then gr(f1(R)) = 3 .  
Proof : Let x + I  be a connected column of f1(R) . Then x2 E I. 
Let y + I  be a vertex adjacent to x + I  in f(R/ I) . Write I =  {0, i} .  
Then y - X - X +  i - y is a cycle of length 3 in rJ (R) . D 
The next theorem summarizes these results. 
THEOREM 31. Let I be a nonzero ideal of a ring R that is not a 
pri me ideal. Then 
gr(f1 (R)) = 
oo if f(R/ I) has only one vertex and I II = 2, 
4 if gr(f(R/I)) > 3 and 
r 1 (R) has no connected columns, 
3 otherwise 
CoROLLARY 32. L et I be a nonzero ideal of a ring R. If either (a.) 
r1(R) is the connected graph on two vertices, or (b.) gr(f (RJI)) > 3, 
f (RJ I) has at leas t two vertices, and r 1(R) has no connected columns, 
then w(f1 (R)) = 2. In all other cases, w (f1(R) ) � 3. 
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Proof : A cycle of length 3 is a complete graph on 3 vertices. Hence, 
if gr(fi(R)) =F 3, then there can be no complete subgraphs of f1(R) 
on three or more vertices. 0 
Figure 17  gives an example where gr(f1(R)) = oo. Figure 15 gives 
an example where gr(f1(R)) = 3. Figure 14 illustrates condition (b) 
in the above corollary and has girth 4. Figure 18 is another example 
with gr(r I(R)) = 4. 
A graph G is bipartite with vertex classes V1 , V2 if the set of all 
vertices of G is Vi U V2, Vi n V2 = 0, and each edge of G joins a vertex 
from V1 to a vertex of V2• A complete bipartite graph is a bipartite 
graph containing all edges joining the vertices of Vi and V2 . 
THEOREM 33. Let I be a nonzero ideal of a ring R. Then r1 (R) is 
bipartite if and only if either (a.) gr(f1(R)) = oc or {b.} gr(f1(R)) = 
4 and f(R/ I) is bipartite. 
Proof : Suppose that r 1 (R) is bipartite. Since f (R/ I) is isomor­
phic to a subgraph or f1(R) , r(R/I) is bipartite (or a single vertex) . 
(0,1 ,0) 0,2 , 1 )  
FIGURE 18 .  rJ (R) , where R = z2 X .Zg X z2 and I =  
0 X 0 X Z2. 
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By Theorem 31 ,  gr(f1(R)) is 3, 4, or oo. By Theorem 1 of section 1.2 
of (6), a graph is bipartite if and only if it does not contain an odd 
cycle. Hence gr(f1(R)) :F 3. 
If gr(f1 (R)) = oo, then by Theorem 31 f1(R) is a graph on two 
vertices and therefore bipartite. Suppose gr(f1 (R)) = 4 and f(R/ I) 
is bipartite. Let lVt , l'l-'2 be the two vertex classes of f (R/ I). Define 
vj = {x + i l i  E I, x + I  E Wi} for j = 1 , 2. Then V1 n '\12  = 0 and 
the vertex set of f1 (R) is Vi U \12. Let x and y be adjacent vertices of 
f1(R) . Without loss of generality, say x E V1 • By Theorem 31 , fr(R) 
has no connected columns. Thus x + I  =/: y + I. Hence, x + I - y + I 
is an edge in r(R/ I) by Theorem 5. Since X +  I E wl, y + I  E w2. 
Therefore y E '\12. Hence, all edges of r 1 (R) join vertices from Vi to 
those of V2• Thus fr(R) is bipartite. 0 
CoROLLARY 34. Let I be a nonzero ideal of a ring R. Then fr(R) 
is complete bipartite if and only if either (a.) gr(f1 (R)) = oo or (b.) 
gr(fr(R}) = 4 and f(R/I) is complete bipartite. 
Proof : If r 1 (R) is complete bipartite, then the result follows as 
above. 
If gr(f1 (R)) = oo, then again the result is trivial. So suppose 
gr(f1 (R)) = 4 and f(R/I) is complete bipartite. Define Wi, Vj as 
above. Let a E Vi and b E v2. Then a +  I E WI and b + I  E w2. Since 
f (R/I) is complete bipartite, a+ I is adjacent to b+I in f(R/I) .  Thus, 
a is adjacent to b in f1(R) by Theorem 5. 0 
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Graphs on n Vertices 
We now turn to investigating which graphs on n vertices are achiev­
able as f1(R) for some ring R and ideal I of R for specific values of 
n. By Lemma 10, f1(R) can be a graph on one vertex only if I =  (0) 
and f(R) is a graph on one vertex (for exainple, R = Z4) .  There is 
only one connected graph on two vertices, and Figure 1 7  shows this is 
achievable as f1(R) with I =f: (0) . This graph is also achievable with 
I =  (0) and R = Z9• 
There are two connected graphs on 3 vertices, as shown in Figure 
19. 
Graph A is achievable if R = Z[X, Y]/(X2 , XY, y2) and I =  (0). 
Graph B is achievable if R = Z6 or Z8 and I =  (0). We show Graph A 
is achievable with I =/:  (0) , but Graph B is not. 
THEOREM 35 . Let n ;:::: 2 be an integer. Then there is a ring R and 
with a nonzero ideal I such that Kn � f1(R) . 
A. B. 
FIGURE 19 .  The connected graphs on 3 vertices. 
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Proof : Let R = .Z4 x Zn and let I = 0 x Zn. Then R/ I ::::: .Z4 , 
and so f(R/I) is a graph on one vertex. Thus f1(R) consists of one 
connected column of height n. 0 
PROPOSITION 36. Graph B in Figure 19 is not achievable as ri(R) 
for any ring R and nonz ero ideal I of R. 
Proof : If Graph B is achievable, then III = 3 and f (R/ I) = 1 by 
Lemma 10 since I # (0) . Thus f1(R) consists of a single connected 
column. But this implies r I(R) is a complete graph, and Graph B is 
not complete. 0 
There are six connected graphs on 4 vertices, as shown in Figure 
20 . 
Graphs II, III, and IV are the only graphs achievable as f1(R) with 
I =  (0) as shown in Example 2. 1 of [2] . By Theorem 35, Graph III is 
achievable with I #  (0) . We show that the only other graph achievable 
with I #  (0) is graph II, as shown in Figure 21. 
III. 
IV. v. 
FIGURE 20 .  The connected graphs on 4 vertices. 
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(0, 1 ,0) (1,0,0) 
(0,1,1 )  ( 1 ,0,1) 
FIGURE 2 1 .  r I (R) , where R = z2 X z2 X z2 and I = 
0 X 0 X z2. Note that ri(R) is isomorphic to graph II of 
Figure 20. 
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THEOREM 37. Let I be a nonzero ideal of a ring R. Then, unless 
f1(R) is the graph on two vertices, no vertex of f1(R) is adjacent to 
only one other vertex. 
Proof : If f(R/ I) is a single vertex, then f1 (R) is a single connected 
column and therefore a complete graph. Hence, each vertex is adjacent 
to III - 1  other vertices. Note that, in this case, f1 (R) is the graph on 
two vertices only if II I  = 2. 
So suppose that f(R/ I) has at least 2 vertices. Let x be any vertex 
of f1(R) . Let y + I  be any vertex adjacent to x + I  in f(R/I) , and let 
0 =I= i E I. Then X is adjacent to both y and y +  i in rr (R) . 0 
CoROLLARY 38. Graphs IV, V, and VI in Figure 20 are not achiev­
able as r r(R) for any ring R and nonzero ideal I of R. 
LEMMA 39. Let I be an ideal of a ring R. If f(R/ I) is a graph 
on two vertices, then f1 (R) has either no or exactly two connected 
columns. 
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Proof : Let x and y be the vertices of f(R/I). Then, in R/I, 
xy = 0, x # 0, y # 0, and the entire set of zero-divisors of R/ I is 
{x, y, 0}. �ote that x2y = x(xy) = xO = 0. So x2 E {x, y, 0}. 
If x2 = y, then x3 = x(r) = xy = 0. Thus y(y - x) = x2(x2 - x) = 
x4 - x3 = 0. Hence y - x is a zero-divisor. But y - x # 0 since 
x # y, y - x # x since y # 0, and y - x # y since x # 0. This is a 
contradiction. Hence, either x2 = x or x2 = 0. 
Suppose that x2 = x. Then x is not a connected column of f1(R) .  
Assume that y is a connected column of r 1(R) ; that is, assume y2 = 0. 
Then y(y - x) = y2 - xy = 0. Thus y - x is a zero-divisor of R/ I. But, 
as above, this gives a contradiction. Hence, in this case, neither x nor 
y are connected columns of f1(R). 
Suppose that x2 = 0. Then x is a connected column of f1(R). 
Assume y is not a connected column of f1 (R) ; that is, assume y2 # 
0. Then, as in the second paragraph, we must have y2 = y. But, 
by an argument paralleling that of the previous paragraph, we now 
get a contradiction. Hence, both x and y are connected columns of 
0 
PROPOSITION 40. Graph I in Figure 20 is not achievable as f1(R) 
for any ring R and nonzero ideal I of R. 
Proof : Assume there is a ring R with nonzero ideal I such that 
f1(R) is isomorphic to graph I. By Lemma 10, 4 = N· III where N is the 
number of vertices of f(R/ I) . Note that II I  # 4, since otherwise f1(R) 
is a single connected column and therefore complete. Hence, because 
I # (0) , we must have II I  = 2 and f (R/ I) is a graph on two vertices. 
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By the above lemma, f1{R) has either no or exactly two connected 
columns. However, if fr {R) has two connected columns, then f1(R) is 
isomorphic to K4 . If f1 (R) has no connected columns, then f1(R) is 
isomorphic to the graph in Figure 21 (which also has zero connected 
columns, II I = 2, and f(R/ I) as the graph on two vertices) . 0 
We now give a partial answer as to which graphs on p vertices are 
achievable as f1(R) for some ring R and nonzero I ideal of R where p 
is prime. It is an open question as to which graphs on p vertices are 
achievable as f(R) for some ring R for p ;::: 5. 
PROPOSITION 41 .  Let p be a prime integer. Then the only graphs 
on p vertices achievable as r 1 (R) for some ring R and ideal I of R are 
KP and those graphs achievable as r ( S) for some ring S. If we require 
I =F (0), then the only achievable graph is KP. 
Proof : By Lemma 10, we must have either III = p and f(R/ I) 
is the graph with one vertex, or III = 1 and f (R/ I) is a graph with 
p vertices. That is, either r 1 ( R) is a single connected column, and 
therefore complete, or I =  {0) . If I =  (0) , then f1(R) � f(R) .  0 
Next, let us consider which graphs on 6 vertices are achievable as 
r 1 (R) for some ring R and ideal I of R. If I = (0), then a graph can 
be achieved as f1(R) if and only if it can be achieved as f{R) . If I is 
nonzero, then either f(R/ /) is a graph on one, two, or three vertices. 
In the first case, the graph is isomorphic to K6• If f (R/ /) is a graph 
on two vertices, then r1 (R) has either no or exactly two connected 
columns by Lemma 39. Therefore, our graph is isomorphic to one of 
the graphs in Figure 22. 
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r1(R) f; (S) 
FIGURE 2 2 . r/(R) ,  where R = z2 X z2 X z3 and I =  
O x O x Z3; and f;(S) , where S = Z9 x Z3 and J = O x Z3• 
(Note that r J (S) � K6.) 
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For the case where f(R/ I )  is the graph on three vertices, we need 
the following lemmas. 
LEMMA 42. �et I be an ideal of a ring R. Ijf(R/I ) is the complete 
graph on three vertices, then r 1 (R) has three connected columns. 
Proof : Let x, y, and z be the vertices of f(R/ I ) . That is, x, y, z E 
R/ I ,  xy = yz = xz = 0, x # 0, y # 0, z # 0 and the only zero-divisors 
of R/ I are x, y, z, and 0. Note that (x + y)z = xz + yz = 0. Therefore, 
x + y is a zero-divisor of R/ I .  Clearly, x + y # x and x + y # y. 
Ca se 1 :  Suppose x+y = z. Then x2 = x2+xy = x(x+y) = xz = 0, 
and similarly y2 = 0. Thus, z2 = (x + y)2 = x2 + 2 xy + y2 = 0. 
Ca se 2 : Suppose x + y = 0, that is x = -y. Then x2 = x( -y) = 
-xy = 0, and similarly y2 = 0. Note that (x + z)y = xy + zy = 0, 
and therefore x + z is a zero-divisor of R/ I .  Clearly, x + z # x and 
x + z # z. If x + z = y, then z2 = 0 as in Case 1. If x + z = 0, then 
z2 = 0 as in Case 2. 
Thus, in all cases, x2 = y2 = z2 = 0. 0 
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Note that if I is an ideal of a ring R satisfying the above hypothesis 
and such that II I  = 2, each vertex of r1(R) is adjacent to every other 
vertex by Theorem 5. Hence, in this case� r 1(R) !::::: K6• 
LEMMA 43. Let I be an ideal of a ring R. If r(R/ I) is the graph 
with three vertices and two edges, then r 1 (R) has either no connected 
columns, or the column represented by the element adjacent to two 
vertices in r(R/ I) is the only connected column. 
Proof : By hypothesis, the set of zero-divisors of R/ I is { x, y, z, 0},  
where, without loss of generality, xy = yz = 0 and xz # 0.  It  suffices 
to show x2 # 0 and z2 # 0. Note that (x + z)y = xy + zy = 0. Thus 
x + z is a zero-divisor of R/ I. Clearly, x + z # x and x + z # z. 
Case 1 :  Suppose x + z = 0. That is, x = -z. Then x2 = x( -z) = 
-xz # 0, and similarly z2 # 0. 
Case 2 :  Suppose x + z = y. Then y2 = (x + z)y = 0. Now 
0 = xy = y2 + xy - y2 = (y + x)y - y2 = (x + z +x) (x + z) - (x + z)2 = 
2x2 + 3xz + z2 - x2 - 2xz - z2 = x2 + xz. Thus, x2 = -xz # 0. A 
similar argument shows z2 # 0. 0 
Figure 23 gives the two remaining graphs on six vertices that can 
be achieved as r1 (R) with I #  (0) . 
Now, we consider which graphs on nine vertices are achievable as 
r 1 (R) for some ring R and ideal I of R. If I = (0) , then a graph can be 
achieved as r 1 (R) if and only if it can be achieved as r(R) . If r(R/ I) 
is a graph on one vertex, then r I ( R) !::::: Kg. Otherwise, r( R/ I) is 
a graph on three vertices and III = 3. If r(R/ I) is complete, then 
again r1(R) !::::: Kg by Theorem 5 and and Lemma 10. If r (R/I) is 
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rJ(S) 
FIGURE 23 .  f1(R), where R = Z2[x]j(x3) x Z2 and I =  
0 X Z2; and rJ (S) , where s = z6 X z2 and J = 0 X z2. 
{Note that we have a different structure here because 
S / J is reduced and R/ I is not.) 
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not complete, then, by Lemma 43, the only possibilities are graphs 
isomorphic to Figures 14 or 15. 
Finally, we analyze which graphs on eight vertices are achievable 
as f1 (R) for some ring R and ideal I of R. As in the previous cases, 
for I = {0) , a graph can be achieved as f1 (R) if and only if it can 
be achieved as f{R) ; and, if f(R/ I) consists of a single vertex, then 
f1(R) � K8• 
By Lemma 10, there are two other cases to consider: r{R/ /) con­
sists of two or four vertices. In the first case, the graph has either 
no or exactly two connected columns by Lemma 39. If f1(R) has two 
connected columns, then f1 (R) � K8• Figure 24 illustrates the other 
case. 
If f(R/ I) is a graph on four vertices, there are three possibilities: 
Graphs II, III, and IV from Figure 20. vVe examine each of these 
possibilities for connected columns of r 1(R) after proving a lemma. 
Recall that the degree of a vertex y in a graph G, denoted deg(y) ,  is 
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FIGURE 24. ri(R), where R = .z2 X .z2 X .z4 and I = 
0 x 0 x .Z4• (Here, for convenience, we have placed the 
columns horizontally.) 
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the number of vertices of G which are adjacent to y (not including y 
itself, of course) . 
LEMMA 44. Let R be a ring such that r(R) has at least three ver­
tices. lf O #- x E R such that x2 = 0, then deg(x) � 2. 
Proof : Since x is a zero-divisor of R, it is a vertex of r(R). Because 
r(R) is connected, there is some 0 =I y E R such that y =I x and xy = 0. 
We assume deg(x) = 1 and provide a contradiction. By our as­
sumption, if a E R "';th a x  = 0, then a E {x, y, 0}.  Note that 
(x + y)x = x2 + xy = 0. Clearly, x + y =I x and x + y #- y. Thus 
X +  y = 0; that is, y = -x. Since deg(x) = 1, r (R) is connected, 
and r(R) has at least three vertices, y must be adjacent to another 
vertex. Therefore, there exists some 0 =I z E R such that z =I y, z #- x, 
and yz = 0. But then, xz = ( -y)z = -yz = 0. This contradicts 
deg(x) = 1 .  D 
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PROPOSITION 45.  Let I be an  ideq,l of a ring R such tha t f(Rj I) 
is a graph on four vertices isomorphic to Graph IV of Figure 20. Then 
f1(R) ha s no connected columns. 
Proof : Let {a , b, c, d} be the vertices of f (R/I) where deg(a ) = 
deg(b) = deg(d) = 1 and deg(c) = 3. By the preceding lemma, a 2  # 0, 
b2 # 0, and � # 0. Thus, it is enough to show c2 # 0. 
\i\le assume c2 = 0 and provide a contradiction. Note that (a +c)c  = 
a c  + c2 = 0. Thus a + c is a zero-divisor of R/ I. Clearly, a +  c # a and 
a +  c # c. Also, a +  c # 0 (otherwise, 0 = c2 = ( -a )2 = a 2  # 0) . So, 
without loss of generality, a + c = b. 
Now (b + c)c = be + c2 = 0, and so b + c is a zero-divisor of R/ I. 
Clearly b + c  # b, b + c  # c, and (as above) b + c  # 0. If a =  b + c, then 
a =  (a + c) + c and thus 2c = 0. Consider d +  c, which is a zero-divisor 
of Rj I with d + c # d, c, 0 as above. Note that d + c # b = a +  c since 
d # a and d + c # a = b + c since d # b. But this exhausts all the 
possible zero-divisors of R/ I, contradicting b + c = a .  Thus, we must 
conclude b + c = d. 
Again consider d + c, which is a zero-divisor of Rj I with d + c # 
d, c, 0. Note that d + c # b = a + c since d # a .  Therefore, we must 
have d + c  = a .  Then a =  d+ c = (b+ c) + c  = [(a + c) + c) + c  = a + 3c. 
So 3c = 0. Now, since c # 0, -c # c, and clearly -c is a zero-divisor 
of Rji. Thus -c E {a , b, d} .  But (-c)2 = c2 = 0, and, by the above 
lemma, a 2  ¥= 0, b2 # 0, and � # 0. This contradicts b + c = d. 
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Now we have exhausted all the possible zero-divisors of Rf I as 
b + c. ·we get a similar contradiction if we suppose a + c = d. Hence, 
we cannot have t? = 0. 0 
PROPOSITION 46. Let I be an ideal of a ring R such that f(Rf I) 
is the complete graph on four vertices {as in Graph III of Figure 20}. 
Then f1(R) consists of four connected columns. 
Proof : Let a, b, c, d E  R/ I be the vertices of f(R/ I). Since f(R/ I) 
is a complete graph, the product of any two distinct zero-divisors of 
R/ I is zero. It is enough to show that each of these elements represents 
a connected column of f1(R). 
We assume a2 =I= 0 and provide a contradiction. Note that (a+b)d = 
ad + bd = 0 and (a + c)d = ad + cd = 0. Therefore, a +  b and a +  c are 
distinct zero-divisors of R/ I, but (a + b)(a + c) = a2 + ab + ac + be =  
a2 =I= 0. This is a contradiction. The proof that b2 = t? = � = 0 is 
similar. 0 
CoROLLARY 47. If, in addition to the above hypothesis, f1(R) is a 
graph on eight vertices, then f1 (R) :::::::: K8• 
Figure 25 gives an example of such a ring R and ideal I of R as in 
Proposition 45 and the resulting ideal-based graph. 
PROPOSITION 48. Let I be an ideal of a ring R such that f(Rf I) 
is isomorphic to Graph II of Figure 20. Then f1(R) has no connected 
columns. 
Proof : Let a be a vertex of f(R/ I) . Then a is adjacent to two 
distinct vertices, say b and c, of f(R/ I) , and there is another vertex, 
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FIGURE 25. fr(R) , where R = z2 X lF4 X z2 and I = 
0 X 0 X Z2. 
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say d, of f(R/ I) that is not adjacent to a. Note that d is adjacent to 
both b and c. 
We assume a2 = 0 and provide a contradiction. Note that (a + 
b)a = a2 + ab = 0. Thus a +  b is an annihilator of a in R/ I. So 
a +  b E  {a, b, c, O} .  Clearly a +  b =/: a  and a +  b =/: b. If a +  b = 0, 
then 0 = bd = (-a)d = -(ad) =/: 0. If a +  b = c, then 0 = cd - bd = 
(c - b)d = ad =/:  0. Thus we have exhausted all possibilities for a +  b as 
an annihilator of a. This contradicts a2 = 0. D 
Figure 26 gives an example of a ring R and ideal I as in the above 
Proposition. 
In summary, the above work completely determines which graphs 
on n vertices can be realized as f1 (R) for some ring R and ideal I of 
R for n = 1 ,  2, 3, 4. If we require I to be nonzero, then we also have a 
complete determination for n = 6, 8, 9 and any prime n > 5. If we knew 
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FIGURE 26. fr(R) , where R = z3 X z3 X z2 and I = 
0 X 0 X Z2. 
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which graphs on n vertices could be realized as f(R) for these values 
of n, then again we have a complete determination of possibilities for 
f1 (R) for any ideal I. Currently, this is an open question. 
Connected and Nonconnected Type 
DEFINITION 49. Let R be a ring. We define ')'(R) = 
{fr(R) IJ is a nonzero proper ideal of R} . 
{a.} A ring R is of connected type if 1(R) =/= {0} and each nonempty 
element of the collection 1(R) has at least one connected column. 
{b.} A ring R is of nonconnected type if r(R) =!= {0} and no element 
of r(R) has a connected column. 
{c.) A ring R is of mixed type if it is not of connected or nonconnected 
type. 
EXAMPLE 50. 1 .  The ring R = Z8 is of connected type. Note 
that R has only two nontrivial ideals, I = 2R and J = 4R. It is 
easy to verify that r 1 ( R) is the empty graph and r; ( R) consists of one 
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connected column. 
2. Note that fsz(Z) contains a connected column represented by 4+8Z, 
and that f6z(Z) consists of three nonconnected columns: 2+6Z, 3+6Z, 
and 4 + 6Z. Thus Z is of mixed type. 
We can reformulate these types in terms of purely ring-theoretic 
properties of R. Recall that for an ideal I of a ring R, we define the 
radical of I, Rad(I) = {x E Ilxn E I for some integer n 2:: 1 } .  
Rad( I )  is an ideal of R containing I for any ring R .  An ideal I of R is 
called a radical ideal if Rad(I) = I. 
THEOREM 51 . Let R be a ring. Then R is of connected type if and 
only if (a.) for every nonzero proper ideal I of R, either Rad(I) =/: I 
or R/ I is an integral domain, and {b.) Rad( J )  =/: J for some nonzero 
proper ideal J of R. 
Proof : Suppose that R is of connected type. Let I be a nontrivial 
ideal of R such that r 1 (R) # 0 (some such I must exist since R is 
of connected type) . Then there is a connected column of f1(R) . Let 
x + I  represent this column. Then x E R - I and x2 E I. Thus 
x E Rad(I) - I. 
Conversely, suppose that conditions (a) and (b) of the hypothesis 
hold. Note that condition (b) implies "Y(R) =f: {0} . So let I be a 
nontrivial ideal of R such that r 1(R) =F 0. Then R/ I is not an integral 
domain. Therefore, by condition (a), Rad(I) =F I. So, there is some 
y E Rad(I} - I. There is a smallest integer n ;::::: 2 such that yn E I. 
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Then, yn-l E R - I and (yn-1 )2 E I .  Therefore, yn-1 + I  represents a 
connected column of R. 0 
THEOREM 52. Let R be a ring. Then R is of nonconnected type if 
and only if (a.) for every nonzero proper ideal I of R, Rad(I) = I and 
{b.} 1(R) f= {0} .  
Proof : Suppose that R is of nonconnected type and assume there 
is a nontrivial ideal I of R such that Rad(I) f= I. Let x E Rad(I) - I. 
There is a smallest integer n � 2 such that xn E I. Then xn-l E R - I, 
and so xn-1 + I  represents a column of fr(R) . But (xn-1 )2 E I implies 
this column is connected. This is a contradiction. Thus (a) and (b) 
hold. 
Conversely, suppose that conditions (a) and (b) of the hypothesis 
hold. Let I be a nontrivial ideal of R. Then for each x E R - I, x2 � I  
implies (x + I)2 f= 0 + I. Thus, f1(R) has no connected columns. D 
This condition can be restated in more familiar terms. Given a 
ring R, let nil(R) be the ideal of nilpotent elements of R. Note that 
nil(R) = Rad(O} . If R is reduced, then nil(R) = (0) . 
PROPOSITION 53. Let R be a ring such that nil(R) f= (0) and each 
nonzero ideal of R is a radical ideal. Then nil(R) is principal and is 
the unique nonzero ideal of R. Moreover, (nil(R) )2 = (0) and f (R) is 
the complete graph on card(nil (R)) - 1 vertices. 
Proof : Let 0 f= x E nil (R) . Then clearly (x) � nil (R) . If y E 
nil(R) , then yn = 0 E (x) for some positive integer n. Since (x) is 
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a radical ideal, y E (x) .  Thus, nil(R) � (x) . Therefore, nil(R) is a 
principal ideal. 
For any 0 =I y E nil(R) , we have shown (y) = nil(R). We may 
choose 0 =I x E nil(R) such that x2 = 0. Then (y) = nil(R) = 
(x) . Hence, we have (y)2 = (x)2 = (0) . Thus y2 = 0, and therefore 
(nil(R))2 = (0) . 
Assume there is some r E R* such that r is not nilpotent or a unit 
of R, and we provide a contradiction. By assumption, r2 =I 0. Since 
(r2) is radical, r E (r2) . So r = r2a for some a E R. Let e = ra. Then 
e2 = r2a2 = (r2a)a = ra = e. That is, e is idempotent. Also, (e) = (r) 
because e = ra and r = r2a = re. Note then that e =I 0. Since r is not 
a unit, e # 1 . Thus 1 - e is also a nonzero idempotent of R. 
Choose 0 =I z E nil(R) . Then z2 = 0 E (e) . Since (e) is a radical 
ideal, z E (e) . \Vrite z = ae for some a E R. Similarly, z E ( 1 - e) . So 
z = .8(1 - e) for some .8 E R. Then z = ae = (ae)e = (.8(1 - e) )e = 0. 
This contradicts our choice of z. Hence, each element of R is either 
nilpotent or a unit. Thus nil(R) is the unique maximal ideal. The 
first paragraph of the proof shows that this must be the only nonzero 
proper ideal of R. 
Note that the above paragraph shows that Z(R) � nil(R) = (x) , 
for some 0 =I x E nil(R) with x2 = 0. But clearly nil (R) � Z(R) . 
Hence, the vertices of f(R) are the nonzero elements of (x) . Since 
x2 = 0, all distinct vertices of r(R) are adjacent. 0 
ZP2 and Zp[X]/(X2) for any prime p are examples of rings that 
satisfy the hypothesis of Proposition 53. 
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COROLLARY 54. Let R be a ring . .  Then R is of nonconnected type 
if and only if R is von Neumann regular and '"'f(R) =/: {0} . 
Proof : Suppose that R is von Neumann regular and 'Y(R) =/: {0} . 
Thus, each ideal of R is a radical ideal. Then R is of nonconnected 
type by Theorem 52. 
Conversely, suppose R is of nonconnected type. Then, by definition, 
'Y(R) =f: {0}. Assume R is not von Neumann regular. By Theorem 52, 
the only possibility is that (0) is not a radical ideal. That is, R is a ring 
such that nil(R) =f: (0) and every nonzero ideal of R is a radical ideal. 
But, by Proposition 53, nil(R) = (x) is the unique nonzero ideal of R. 
Thus, in particular, it is a maximal ideal. Therefore, by Proposition 2, 
r<x> (R) = 0. Thus, 'Y(R) = {0} . This is a contradiction. Hence, R is 
von Neumann regular. 0 
THEOREM 55 . Let R be a ring. 
(a.) f1 (R) = 0 for every ideal I of R if and only if R is a field. 
{b.) If R is a reduced ring, then '"'f(R) = {0} if and only if either R is 
a field or R =  K1 x K2 for fields K1 and K2. 
(c.) If R is not a reduced ring, then �r(R) = {0} if and only if R is a 
quasilocal ring with unique maximal ideal (x) such that (x)2 = (0) . 
Proof : (a) If R is a field, the result is clear. 
Conversely, suppose that f1 (R) = 0 for every ideal I of R. In par­
ticular, this implies each ideal of R is a radical ideal. Thus R is von 
Neumann regular. Since f<o> (R) = f(R) = 0, R is a domain. Hence, 
R must be a field. 
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(b) If R is a field, the result is clear. If R = K1 x K2, the only 
nonzero ideals of R are maximal. Thus the result follows from Propo­
sition 2. 
Conversely, suppose that 7(R) = {0}. Since R is reduced, every 
ideal of R is a radical ideal. Hence, R is von Neumann regular. If 
f(R) = 0, then R is a domain and therefore a field. If f(R) =f:. 0, 
then there is a nonzero idempotent zero-divisor e of R. Then, R = 
eR e ( 1 - e)R. Note that both eR and (1 - e)R are then isomorphic 
to fields. 
(c) Suppose that R is a quasilocal ring with unique maximal ideal 
(x) such that (x)2 = (0) . Then (x) is the only nonzero ideal of R, and 
therefore 1(R) = {fcx> (R)} = {0} by Proposition 2. 
Conversely, suppose that 7(R) = {0}. This implies each nonzero 
ideal of R is a radical ideal. Since R is not reduced, nil(R) =I= (0) . The 
result now follows from Proposition 53. 0 
Orderings on the Vertices of fr(R) 
The following definitions are taken from (14] . 
DEFINITION 56. Given a graph G with vertices a and b, we define 
the following relations. 
(a.) a < b if every vertex adjacent to b is also adjacent to a. 
{b.) a � b if both a < b and b � a, i. e. , a and b are adjacent to the 
same set of vertices. 
(c.) a .l b if a and b are adjacent and no vertex of G is adjacent to 
both a and b. 
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REMARK 57. A vertex in a graph G is never considered to be self­
adjacent. Thus, if a :s; b, then a is not adjacent to b {since otherwise b 
is self-adjacent). 
PROPOSITION 58. Let I be an ideal of a ring R. Let a, b E R - I 
such that b + I  and a +  I represent nonconnected columns of f1(R) . 
Then a +  I :5 b + I  in f(R/I) if and only if a :5 b in f1 (R) . 
Proof : Suppose a +  I :5 b + I  in f(R/I). Let x E R - I be 
adjacent to b. Since b + I is nonconnected, x + I :j:. b + I (otherwise, 
(b + I)2 = (x + I) (b + I) = xb + I  = O + I) .  Thus, by Theorem 5, x + I  
is adjacent to b + I. Therefore, a + I :5 b + I implies x + I is adjacent 
to a +  I. Hence, again by Theorem 5, x is adjacent to a .  
Conversely, suppose a <  b in f1 (R) . Let x + I E R/I be adjacent 
to b + I. Then, by Theorem 5, x is adjacent to b in f1 (R). Since a :5 b, 
x is adjacent to a. Since a +  I is nonconnected, x + I  :j:. a +  I. Thus, 
by Theorem 5, x + I  is adjacent to a +  I. 0 
COROLLARY 59. Let I be an ideal of a ring R. Let a ,  b E R - I such 
that b + I and a + I represent nonconnected columns of r 1 ( R) . Then 
a +  I I"V b + I  in r(R/ I) if and only if a "'  b in r 1 {R) .  
CoROLLARY 60. Let I be an ideal of a ring R. Let x ,  y E a +  I, 
where a +  I represents a nonconnected column of fr(R) . Then x "'  y 
in fr(R) . 
REMARK 61.  The conclusions of the above results fail if the columns 
are connected. The problem is that one could produce self-adjacent ver­
tices, as mentioned in the previous remark. 
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PROPOSITION 62. Let I be an ideal of a ring R such that r 1 (R) is a 
graph on three or more vertices. Let a, b E R - I such that a +  I # b + I  
and a +  I, b + I  both represent nonconnected columns of f1(R) . Then 
a .l b in f1(R) if and only if a +  I .l b + I  in f(R/ I) . 
Proof : Suppose a .l b in f1(R) . Then a is adjacent to b, and so 
a +  I is adjacent to b + I  in r(R/ I) by Theorem 5. If X E R - I such 
that x + I is adjacent to both a + I and b + I, then� by Theorem 5 ,  
x is adjacent to both a and b .  Hence, there can be no vertex x + I of 
f(R/ I) adjacent to both a +  I and b + I. 
Conversely, suppose a + I .l b + I in f(R/ I) . Then a is adjacent 
to b in r1(R) . Assume there is some x E R - I such that x is adjacent 
to both a and b. Then xa, xb E I. Since a +  I, b + I  are nonconnected, 
a +  I #  x + I # b + I. Therefore, we have x + I  is adjacent to both 
a + I and b + I; contradicting a + I .l b + I. Hence, no vertex x of 
r1(R) can be adjacent to both a and b. 0 
PROPOSITION 63. Let I be a nonzero ideal of a ring R such that 
r 1 (R) is a graph on at least three vertices. If c + I is a connected 
column of f1(R), then c t y for any vertex y # c of ri(R) . 
Proof : Assume there exists y E R - I such that y # c and y .l c. 
By assumption, yc E I. 
Case 1 :  y + I  # c + I. Choose 0 # j  E I. Then y(c + j) E I and 
c(c + j) E I since c + I  is a connected column. Thus c + j is adjacent 
to both c and y. 
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Case 2 :  y + I =  c + I. Then y = c + j for some 0 ::/= j E I. 
56 
Subcase 1 : I I I � 3. Choose 0 ::/= k E I with k ::/= j.  Then, since c + I  is 
a connected column, c + k is adjacent to both c and y = c + j.  
Subcase 2 :  II I  = 2. Since f1 (R) is a graph on at least three vertices, 
f1(R) must consist of more than one column. Let d E  R - I such that 
d + I is adjacent to c + I in f(R/ I). Then c and y = c + j are both 
adjacent to d in f1(R) by Theorem 5. 
Hence we get a contradiction in all cases. 0 
Note that if f1(R) is the connected graph on the two vertices x and 
y, then trivially x J.. y. 
Bridges and the Degree of a Vertex 
Let G be a connected graph. Then (7] defines an edge E of G to 
be a bridge if the graph G - E is disconnected. 
PROPOSITION 64. Let I be an ideal of a ring R. Then f1 (R) has a 
bridge if and only if either {a.) f1(R) is the graph on two vertices, or 
(b.) I =  (0) and f(R) has a bridge. 
Proof : If either (a) or (b) hold, then f1(R) clearly has a bridge. 
Suppose fr (R) has a bridge. If I =  (0) , then f1(R) = f(R) .  So 
assume I ::/= (0) . 
Case 1 :  II I = 2 and f(R/I) is a graph on one vertex. Then f1 (R) is 
a graph on two vertices. 
Case 2 :  I I I  � 3 and f(R/I) is a graph on one vertex. Then f1(R) 
consists of a single connected column, and therefore r 1 (R) is a complete 
graph on II I  vertices. But since III � 3, it is clear that r 1 (R) cannot 
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have a bridge. This is a contradiction. 
Case 3 : II I  ;::: 2 and f(R/ I) is a graph on two or more vertices. Let 
a be a vertex of f1 (R) . For any vertex c adjacent to a, remove the 
edge E from a to c. To show f1 (R) - E is connected, it suffices to find 
another path from a to c. If a + I = c + I, we can find b E R such that 
b + I  :f= a +  I and b + I  is adjacent to a +  I in r(Rj I). Thus a - b and 
b - c are edges in fr (R) - E. If a +  I :/=  c + I, for 0 :/= i E I the edges 
a - c + i, c + i - a +  i, and a +  i - c are all contained in fr(R) - E. 0 
For a connected graph G we define 
15(G) = min{deg(x) l x is a vertex of G}. 
PROPOSITION 65 . Let I be an ideal of a commutative ring R. 
(a.) If f(R/I) is a graph on one vertex, then 15(fr (R)) = II I - I . 
{b.) If f(R/I) is a graph on two or more vertices, then 15(f1(R)) ;::: 
15(f{R/J)) · II I . 
Proof : (a) If r (R/I) has only one vertex, then fr (R) is a complete 
graph on II I  vertices. 
{b) If each vertex of r 1 ( R) is adjacent to an infinite number of other 
vertices, the result is trivial. Also, if II I  = oo, then the result is trivially 
true. So, suppose I I I  < oo. Let a be a vertex of f1{R) that is adjacent 
to only a finite number of other vertices. Let { b1 + I, b2 + I, . . .  , bn + I} 
be the set of all vertices of f(R/ I) that are adjacent to a+ I. Then n � 
15 (f ( R/ I)) .  Then the set of all vertices adjacent to a in r 1 ( R) contains 
the set {b; + il i E I, j = 1 ,  . . . , n} . Thus deg(a) ;::: 15(f{R/ I)) · II I . 
(In fact, this inequality is strict if a +  I represents a connected column 
of f1 {R) and equality holds if a +  I is not a connected column.) 0 
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COROLLARY 66. If a +  I is a nonconnected column of f1(R) and 
deg(a + l) = 6(f(R/I)) in f(R/1), then 6(f1(R)) = 6(f(R/I)) · Ill. 
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CHAPTER 3 
The Zero-Divisor Graph of a Commutative Ring 
In this chapter, we give several results relating the ring-theoretic 
properties of a ring R to the structure of f(R) . 
f(R) for Rings Without Identity 
In the original definition of the zero-divisor graph of a ring R, we 
only considered rings that have a multiplicative identity element, even 
though the definition did not require an identity. Given a ring R (with 
or without multiplicative identity) , let S = Z if the characteristic of R 
is zero and let S =  Zfn'll.. if the characteristic of R is n =I 0. Let Rn = 
R x S, where n is the characteristic of R. Then Rn with multiplication 
defined by the rule (a, m) · (c, n) = (ac + me +  na, mn) contains R as 
a subring via the identification r ...-.+ (r, 0). Since R is a subring of Rn, 
r(R) is an induced subgraph of f(Rn) .  
THEOREM 1.  Let R be a ring of characteristic zero without identity. 
If f(R) is not the empty graph, then f(R) = f(Ro) if and only if for 
every 0 =I a E R, c E R and 0 =I m E  Z, we have ac =I ma. 
Proof : Suppose that f(R) = f(Ro). Let 0 =I a E R, c E R, and 
0 '# m E Z. Then (c, -m) E Ro - R. Since f(R) = f(Ro) , (c, -m) 
cannot be a vertex of f(Ro). Therefore, (c, -m)(a, O) =I (0, 0) . Thus 
ac - ma =I 0. 
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Suppose that for every 0 =I= a E R, c E R and 0 =I= m E  Z, we have 
ac =I= ma. Assume that (c, m) is a vertex of f(Ro) for some m =I= 0. 
If (c, m) is a vertex, then there is some (0, 0) =I= (a, n) E Ro such that 
(a, n) (c, m) = (0, 0) . Then, in particular, mn = 0, and therefore n = 0. 
But then we have ac+ma = 0, contradicting our hypothesis. Therefore, 
all vertices of f(Ro) are contained in R, and hence f(R) = f(Ro). 0 
COROLLARY 2. Let R be a ring of characteristic zero without iden­
tity. If f(R) = f(Ro) =I= 0, then 
(a.) R has no nonzero idempotent elements. 
{b.) R has no {additive) torsion zero-divisors. 
(c.) f(R) is a graph on an infinite number of vertices. 
Proof : (a) and (b) are immediate from the above theorem. 
(c) Let a be a vertex of f(R). Then there is some c =I= 0 such that 
ac = 0. Then, for every 0 =I= m E  Z, (ma)c = m(ac) = 0. By (b) , the 
collection {mal 0 =I= m E Z} is an infinite subset of the vertex set of 
f(R). 0 
By an analogous argument to that of Theorem 1 ,  we can prove the 
following theorem. 
THEOREM 3. Let R be a ring without identity of characteristic p 
for some prime p. If f(R) is not the empty graph, then r(R) = f(.Rp) 
if and only if for every 0 =I= a E R, c E R, and 0 =I= m E Zp, we have 
ac =I= ma. 
REMARK 4 .  Let R be a ring without identity of characteristic n =I= 
0, where n is not prime. Then f(R) =I= f(Rn) .  
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Proof : Choose nonzero elements m, k in Zn such that mk = 0. 
Then (0, m) and (0, k) are vertices of f(Rn) not contained in R since 
(0, m)(O, k) = (0, 0) . D 
EXAMPLE 5 .  1. Let R = (B:,1 ZPP where Pi is the ith prime. Then 
R is a ring of characteristic zero without a multiplicative identity and 
r(R) is nonempty. Let a = ( 1, 0, 0, . . .  ) and c = (0, 1 ,  0, . . . ) . Then 
a, c E R and ac = 0. But (c, 0) , (2c, 1 )  E R0 and (c, 0) (2c, 1 )  = (22 + 
c, 0) = (0, 0) . Thus (2c, 1) is a vertex of f(.Ro) and therefore, r(R) =/: 
f(.Ro). Note that ac = 0 = 2a, and therefore Theorem 1 also implies 
r(R) =1: r(Ro) . 
2 .  Let R = XZ[X) x XZ(X). Then R is a ring of characteristic zero 
without multiplicative identity and f(R) is nonempty. By Theorem 
1 ,  r(R) = f(.Ro). Let R = XZ3 [X) x XZ3 [X) . By Theorem 3, 0 =/: 
r(R) = r(R3 ) . 
The Zero-Divisor Graph of a Module 
Let R be a ring and }.-1 be an R-module. We form the idealization of 
R and M to create a ring A=R( + )M with operations (r, m) + (s, n) = 
(r + s, m + n) and (r, m) · (s, n) = (rs, sm + rn) for all r, s E R and 
m, n E A1. \Ve can view R as a subring of A via the embedding 
r H- (r, 0) . Also, M can be identified with the ideal 0( + )1\1 of A via 
the embedding m H- (0, m). Note that each (0, m) E A is nilpotent 
since (0, m)2 = (0, 0) . If we define the zero-divisors of M to be the 
set Z(l\1) = {r E Rl rm = 0 for some m E Af*} ,  then Z(A) -
(Z(R) U Z(M)) (+)i'\tl (as seen in Theorem 25.3 of [11]). 
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DEFINITION 6. Let R be a ring and let M be an R-module. Let 
A=R(+}lv! as above. We define the zero-divisor graph of !v!, denoted 
by f(l\1R) , to be f(A) . 
Note that if M is the zero module, then A � R and so f(MR) � 
f(R) . Therefore, all modules considered in this section are nonzero. 
PROPOSITION 7. Let R be a ring and M an R-module. Then f(R) 
is an induced subgraph of f(i\1R), but f{R) =fi f(.M'R) · 
Proof : Let a and b be adjacent vertices off(R) . Then (a, 0), (b, 0) E 
A - {0} and (a, O) (b, 0) = (ab, 0) = (0, 0). Thus all vertices and edges 
of f{R) are cont_ained in f(A1R) ·  Since (0, m) is a vertex of f(MR) for 
each 0 =fi m E 1\1, f(R) =fi f(MR) · Conversely, if a and b are adja­
cent vertices of f(R) , we have (a, 0) adjacent to (b, 0) in f(MR) since 
(a, O) (b, 0) = (ab, 0) = (0, 0). 0 
PROPOSITION 8. Let R be a ring and M an R-module. Then 
w(f(MR)) � l lV.fl - 1. 
Proof : Let m and n be nonzero elements of M. Then (0, m) (O, n) = 
(0, 0) .  Thus the nonzero elements of M generate a complete subgraph 
of f(J\JR)· 0 
COROLLARY 9. Let R be an integral domain and let M be a torsion­
free R-module. Then f(i\1R) is the complete graph on card(M) - 1 
vertices. 
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Consider Z4 as a Z-module. The resulting graph, f(MR) ,  is infinite 
since, for n =j: 0, (2n, 0 + 4Z) and (0, 2 + 4Z) are adjacent vertices. 
Figure 27 gives a finite example where f(R) i:- f(.l\1R) · 
THEOREM 10. Let R be a ring of connected type and let M be an 
R-module. Then A=R{+)M is of connected type. 
Proof : Let J be a nontrivial ideal of A. 
Case 1 : 0( + )M 't J .  Then there is some 0 =/: m E M such that 
(0, m) ¢ J .  But (0, m)2 = (0, 0). Therefore, (0, m) + J represents a 
connected column of r J (A). 
Case 2 :  0(+)1\tl � J .  Let X =  {a E Rl (a, m) E J for some m E  
M}.  Note that X =f:. 0 since 0 E X. 
Claim : X is an ideal of R. 
Let a, b E X. Then there exist m, n E /11/ such that (a, m), (b, n) E J .  
Then a +  b E  X since (a + b, m + n) = (a, m) + (b, n) E J .  For any 
r E R, ra E X since (ra, rm) = (r, O) (a, m) E J .  
f(R) e 
F IGURE 27 .  f{R) and f(RR) , where R = Z4. 
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Subcase 1 : fx (R) = 0. Then X is a prime ideal of R by Propo­
sition 2 of Chapter 2. \Ve show that r J(A) = 0. Suppose this is not 
the case; i.e., there is some y E R and n E M  such that (y, n) E A -J 
and there is some (x1 m) E A - J such that (y, n)(x, m) E J .  Thus 
(xy, xn + ym) E J .  So xy E X. Now f x (R) = 0 implies either x E X 
or y E X. If x E X, then there is some m1 E M  such that (x, mt ) E J. 
But then (x1 m) = (x, md + (0, m - mi ) E J .  If y E X, we similarly 
obtain (y, n) E J .  Thus in either case we get a contradiction. Hence 
rJ(A) = 0. 
Subcase 2 :  r x(R) # 0. Since R is of connected type, there is some 
a E R-X such that (a+X)2 = O+X; i.e., a+ X represents a connected 
column of fx(R). Since a ¢ X, (a, O) ¢. J. But a2 E X implies 
(a2, m) E J for some m E M. Thus (a, 0)2 = (a2 , m) - (0, m) E J. 
Therefore (a, 0) + J is a connected column of r J (A).  
All that remains to be shown is that -y(A) # {0} . Since R is of 
connected type, there is some nontrivial ideal I of R such that r 1 ( R) # 
0 and r 1(R) has at least one connected column, say a + I. Let J = 
I(+ )M. Then J is an ideal of A and 0( + )lvf � J. Then, as in the above 
paragraph, (a, 0) + J is a connected column of r J(A).  In particular, 
rJ(.4) ¥: 0. o 
PROPOSITION 11. If R has a nontrivial ideal I such that IN/ # 0 
and IM # M, then A=R(+}M is not of nonconnected type. 
Proof : L = 0( +)I M is an ideal of A. Let m E 1\1 - I  Af. Since 
(0, m)2 = (0, 0) , (0, m)+L represents a connected column of fL (A) . 0 
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Nilpotent Elements 
As seen in Chapter 2, the location of nilpotent elements in f(R/ I) 
has a significant effect on f1(R). In this section, we give some condi­
tions that make the nilpotent elements of R somewhat easier to locate 
in f(R) . 
Recall that the degree of a vertex x of a graph G, denoted deg(x) , 
is the number of vertices of G that are adjacent to x. 
THEOREM 12 . Let R be a ring such that f(R) is a graph on three 
or more vertices. If there is some 0 ::/: x E R such that x2 = 0, then 
deg(x) ;::: 2. 
Proof : Let 0 ::/: y E R be a vertex adjacent to x, i.e. , xy = 0 and 
y ::/: x. Note that x(x + y) = 0. Clearly, x + y ::/: x and x + y ::/: y. 
If y + x ::/: 0, we have deg(x) ;::: 2. If x + y = 0, there must be some 
z E R- {0, x, y} such that x or y is adjacent to z since f(R) has at least 
three vertices. Since x = -y, in either case we have deg(x) > 2. 0 
DEFINITION 13. Let R be a ring. If x E R such that xn = 0 and 
xi ::/: 0 for 1 � j :::; n - 1 ,  we say x has nil potency degree n. We denote 
this as nildeg(x) = n .  If y E R is not nilpotent, let nildeg(y) = 0, and 
let nildeg(O) = 1 .  
\Ve can generalize the previous theorem as follows. 
THEOREM 14. Let R be a ring. If x E R and nildeg(x) = n � 2, 
then deg(xn-l ) ;::: 2n-l - 2. 
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Proof : Let A =  {btx + �x2 + 
. .
. 
+ bn_ 1xn-I I b; = 0 or 1} .  Then 
for all a E A, axn-t = 0. If we show !AI = 2n-t , then we are done since 
xn-I is not adjacent to 0, xn-I E A. 
at < . . .  < ak < n - 1 and 1 � c1 < . . .  < Cm � n - 1 .  \Vithout loss of 
generality, a1 � Ct . Let lv! = min{a2, • • •  , ak , c1 1 • • •  , em} ·  Note that 
Each term on the right-hand side has degree at least n, and therefore 
is zero. Thus, the left-hand side must also have exponent at least n. 
Hence, M < a1 • So we have a1 = M = c1 • By induction, we may now 
show that k = m and ci = ai for j = 2, 
. .
. , k. 0 
Figure 28 shows that equality may hold in Theorem 14. 
COROLLARY 15. If there is some integer k ;::: 2 such that deg(y) < 
2k - 2 for every vertex y of f(R), then nildeg(x) � k for all x E R. 
FIGURE 28.  f(R) , where R = Z2(X)/(X
4) .  Note that 
nildeg(X2) = 2 and deg(X2) = 2. Also, nildeg(X) = 4 
and deg(X3) = 6. Both these facts show that equality 
can hold in Theorem 14. 
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COROLLARY 16. If x E R with nildeg(x) = n � 2, then x is adja­
cent to a vertex in r(R) of degree at least 2n-l - 2.  
We can refine the above theorem for nilpotency degree three. 
THEOREM 17. Let R be a ring such that f(R) is a graph on jour 
or more vertices. If there is some x E R with nildeg(x) = 3, then 
deg(x2) � 3. 
Proof : (x2)2 = 0 implies, by Theorem 12, deg(x2) > 2. Clearly, 
x2 is adjacent to x. So, there is a vertex y # x or x2 such that x2 is 
adjacent to y. 
Assume deg(x2) = 2 and we find a contradiction. Since f(R) has at 
least four vertices, there is some vertex w of f{R) not equal to x, x2, or 
y such that w is adjacent to x or y. Note that wx # 0; since otherwise 
wx2 = 0 and therefore deg(x2) > 2. Thus wy = 0. Now (y +x2)x2 = 0. 
Thus y + x2 E {0, x, x2 , y }. Clearly, y + x2 # y and y +  x2 ¥:- x2 • Also, 
y + x2 # 0; since otherwise wx2 = w( -y) = -wy = 0 and therefore 
deg(x2) > 2. Thus, y + x2 = x. Then wx - wx2 = w(x - x2) = wy = 0, 
and so wx = wx2• Then wx2 = (wx)x = (wx2)x = wx3 = 0, which 
implies deg(x2) > 2. This is a contradiction. D 
Figure 29 shows that we may have strict inequality in Theorems 14 
and 17. 
If f(R) is bipartite, we can easily determine the nontrivial nilpotent 
elements of R. 
THEOREM 18. Let R be a ring. If r(R) :::: Kn,m for n � 2 and 
m 2::: 2, then R contains no nonzero nilpotent elements. 
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2X2 + 2X 
FIGURE 29. f (R) , where R = Za[X)/{X3). Note that 
nildeg(X) = 3 and deg(X2) = 7, showing strict inequal­
ity in Theorems 14 and 17. 
Proof : Since f(R) is bipartite, Z(R) = {0, ah . . . , an ,  b. , . . .  , bm} ,  
where aib; = 0 for all i and j and aiai ::/= 0,  bib; ::/= 0 whenever i ::/= j.  
Assume that R has a nonzero nilpotent element, and we find a 
contradiction. By assumption, R has some nilpotent element of nilpo­
tency degree two. Say, without loss of generality, ai = 0. Then 
a1 (a1 + b;) = 0 for 1 :::; j :::; m. Thus, a1 + b; E Z(R) for each j. 
Choose j such that a1 + b; ::/= 0. If a1 + b; = ak for some 1 :::; k :::; n, 
then aka1 = (a1 + b;)a1 = 0. If a1 + b; = bi for some 1 :::; i :::; m, 
then ana1 = an (bi - b;) = anbi - anb; = 0. In either case, we get a 
contradiction. 0 
Using the same argument, we can prove the following theorem. 
THEOREM 19. Let R be a ring. If f(R) is an infinite complete 
bipartite graph but not a star graph, then R has no nonzero nilpotent 
elements. 
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The next results are a restatement of Lemma 39 and Lemma 43 of 
Chapter 2. 
PROPOSITION 20 . Let R be a ring. If r(R) � K1•1 1 i. e. 1 r(R) is 
the graph on two vertices1 then R has either no or exactly two nonzero 
nilpotent elements. 
PROPOSITION 21 .  Let R be a ring. If r(R) � K1•21 then R has 
either no or exactly one nonzero nilpotent elements. 
THEOREM 22. Let R be a ring. If r(R) � K1·r for some integer 
r � 3, then R has no nonzero nilpotent elements. 
Proof : Since r 2: 3, r(R) is a graph on at least four vertices. Then 
R � z2 X F� where F is a finite field by Theorem 2.13 of [2]. D 
In Theorem 1 .14 of (8), it is shown that if R is a ring such that 
r(R) is complete bipartite, then either R � K EB L for finite fields K 
and L (if R is finite), or R is a subdirect sum of S EB T where S and 
T are integral domains with more than one element (if R is infinite) . 
Therefore, the above results could also have been proven as corollaries 
to this theorem. A similar result concerning which rings yield complete 
bipartite graphs can be found in (3] . 
Orderings on the Vertices of a Zero-Divisor Graph 
We recall the following definitions from Chapter 2 .  
DEFINITION 23. Given a graph G with vertices a and b, we define 
the following relations. 
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(a.) a � b if every vertex adjacent to b is also adjacent to a. 
{b.} a "' b if both a < b and b � a, i. e. , a and b are adjacent to the 
same set of vertices. 
{c.) a .l b if a and b are adjacent and no vertex of G is adjacent to 
both a and b. 
In Remark 57 of Chapter 2, we noted that if a � b, then a and b 
cannot be adjacent vertices in G. 
PROPOSITION 24. Let R be a ring and let x E R with nildeg(x) = 
n 2: 3. If 0 i= b E R with b i= x or xn-1 , then b 1- x. 
Proof : If b is adjacent to x, then xb = 0. Therefore, xn-I  is 
adjacent to both b and x. D 
PROPOSITION 25. Let R be a ring and let x E R with nildeg(x) = 
n 2: 3.  If xn-1 i= -xn-1 , then x 1- b for any vertex b in f(R) . 
Proof : If b is adjacent to X, then xb = o. Let y = xn-l if b i= xn- l 
and let y = -xn-I otherwise. Then y is adjacent to both b and x. D 
In Figure 28, we have a ring of characteristic 2 where nildeg(X) = 4 
and X .l X3• 
PROPOSITION 26. Let R be a ring and let y E R with nildeg(y) = 
2. If y i= -y: then for any vertex b i= -y of f(R) , y 1- b. 
Proof : If b is adjacent to y, then yb = 0. Then -y is adjacent to 
both y and b. D 
COROLLARY 27. Let R be a ring and let y E R with nildeg(y) = 2.  
Iff(R) is a graph on at  least three vertices and y i= -y,  then -y 1- y.  
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Proof : By Theorem 12, deg(y) 2:: 3. Thus there is some a E 
R - {0, y, -y} such that a is adjacent to y, and therefore also adjacent 
to -y . 0 
f(Zg) is a graph on the two vertices 3 + 9Z and 6 + 9Z = -3 + 9Z 
where nildeg(3 + 9Z) = 2 and 3 + 9Z .l -3 + 9Z. Thus the conclusion 
of Corollary 27 may fail if f{R) does not have at least three vertices. 
Figures 30 and 31 show that a result analogous to Proposition 26 
cannot be found for rings of characteristic 2. 
Given a graph G, it is trivial to verify that "' is an equivalence 
relation on the set of vertices of G. For a vertex a of G, we define the 
I"'V equivalence class of a, denoted a, to be the set of all vertices b of 
G such that a I"'V b. Note that a E a. 
DEFINITION 28. Let G be a graph. We define the "' - equivalence 
class graph of G, denoted ecg(G), to be the graph with vertex set 
{bl b is a vertex of G}, where a is adjacent to b in ecg(G) if and 
only if a is adjacent to b in G. (It is trivial to verify that this graph is 
well-defined.) 
X 
• • • 
FIGURE 30. f(R) , where R - Z2(X)/(X3) .  Then 
char(R) = 2, nildeg(X2) = 2, and X2 .l X, and 
X2 .l X2 + X. 
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( l , X) 
(Y + l , X) 
(Y + 1 , 0) 
(Y, X) (Y, 1 )  
(Y, X  + 1)  
(O, X + 1)  
FIGURE 31 .  f(R) , where R = Z2[Y)/(Y2) x.Z2[X)/(X2) .  
Then char(R) = 2, nildeg(Y, X) = 2, and (Y, X) 1- a for 
any a E R - { (Y, X)} .  
Note that ecg(G) is isomorphic to  a subgraph of  G. If  G is a 
complete graph, then G � ecg(G). If G is a complete bipartite graph, 
then ecg( G) is the connected graph on two vertices. 
PROPOSITION 29. Let G be a connected graph. Then ecg(G) is 
connected and diam( ecg( G)) � diam( G) . 
Proof : Let a and b be two vertices of ecg(G) . Since G is connected, 
there is a path a - Xt - • • •  - Xn - b in G. Then a - Xt - • • .  - Xn - b 
is a path in ecg(G) . Note that here we may have a path that contains 
a cycle since it could be the case that xi = xi . This only means that 
d(a, b) � d(a, b) . Hence, diam(ecg(G)) � diam(G) . 0 
COROLLARY 30. Let R be a ring. Then ecg(f(R)) is connected and 
diam(ecg(f(R)) )  � 3. 
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For a ring R, let N { R) denote the set of non-zero-divisors of R. 
That is, N(R) = {x E Rl if c E R with xc = 0, then c = 0}. Some 
authors refer to N(R) as the set of regular elements of R. Note that 
{ 1 }  � U(R) � N(R) . 
PROPOSITION 31 . Let R be a ring. If a E Z(R)* with nildeg(a) =/= 
2,  then xa r-.J a for all x E N(R) . 
Proof : First note that, for any x E N(R), a (xa) =I= 0 since a2 =I= 0. 
Thus a is not adjacent to xa. 
Let x E N(R) . If b is adjacent to a, ab = 0. Thus xab = 0. 
If c is adjacent to xa, then x(ac) = (xa)c = 0. Since x E N(R) , we 
must have ac = 0. 0 
PROPOSITION 32. Let R be a ring. !fa E Z(R)* with nildeg(a) = 2 
and a =!= -a, then lal = 1 .  
Proof : Assume b r-.J a for some b E  R - {a}. Note that ( -a)a = 
- (a2) = 0 implies a is adjacent to -a. Thus b is adjacent to -a. That 
is, - (ab) = ( -a)b = 0. But then b is adjacent to a, contradicting 
b r-.J a. 0 
Figures 32, 33, 34, and 35 give examples of f(R) and ecg(f(R)) for 
various rings R. Several more examples are given in Figures 41 through 
54 of the Appendix. 
A different notion of equivalent vertices was used by A. Lauve in 
[13} .  In his work, vertices x and y of f(R) were equivalent if and only 
if x = uy for some u E U(R) . This definition of the equivalence of x 
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(Y, X) 
FIGURE 32 .  ecg(f(R)) ,  where R = Z2(Y]j(Y2) x 
Z2[X]/(X2) .  Compare this to f(R) in Figure 31.  
4 
3 4 6 2 
• • • • 
FIGURE 33.  f(Z12) and ecg(f{Z12) ) .  
FIGURE 34 .  ecg(f(R) ) ,  where R = Z2(X)/(X
4) .  f(R) 
was given in Figure 28. 
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+ X  
2 + 2X 2 + 3X 
FIGURE 35.  Let R = Z4[X]/(X2) .  Then f(R) :::::: ecg(f(R)) .  
and y implies x ""  y if nildeg(x) ;f 2, but Figure 36 shows the converse 
fails. 
REMARK 33. Note that for a ring R and distinct x, y E R, x ""  y 
in f(R) is equivalent to {1 .} xy =/= 0, {2.) for all a E R - {x} such that 
ax = 0, we also have ay = 0, and {3.} for all b E R - {y} such that 
by = 0, we also have bx = 0. That is, for any x, y E Z(R)*, x ""  y if 
and only if ann(x) - {x} = ann(y) - {y} . 
In light of the above remark, a few results about annihilator ideals 
are useful here. 
PROPOSITION 34. Let R be a ring and let x, y E R* such that 
ann(y) = ann(x) . Then ann(xk) = ann(yk) and ann(xiyk) = ann(xk+i ) = 
ann(yk+i) ,  for any k, j � 1 .  
Proof : Let b E ann(xk) .  Then bxk-I E ann(x) = ann(y) , and 
hence bxk-Iy  = 0. Thus bxk-2y E ann(x) = ann(y) . So bxk-2y2 = 0. 
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• • • • 
(-2,0) (-1 ,0) (1 ,0) (2,0) 
FIGURE 36. r(Z X Z2) .  Note that (1 ,  0) "' (n, 0} for any 
integer n '# 0. 
By continuing in this fashion, we obtain byk = 0, and thus b E  ann(yk) .  
Hence, ann(xk) s; ann(yk) .  Similarly, one can show ann(yk) s; ann(xk) .  
Let b E ann(xiyk) . Then bxiyk-I E ann(y) = ann(x) . Hence, 
bxi+lyk-l = 0. Now, by continuing in the same manner as in the above 
paragraph, we obtain bxk+i = 0. Thus ann(xiyk) s; ann(xk+i) .  
Let a E ann(xk+i ). Then axk+i-l E ann(x) = ann(y) . So axk+i- 1y = 
0. By continuing as in the previous cases, we have axkyi = 0. Thus 
ann(xk+i )  s; ann(xiyk) .  Therefore, ann(xk+i) = ann(xiyk) = ann(yk+i) .  
0 
COROLLARY 35. Let R be a ring. If x "' y in f(R) for non­
nilpotent x, y E R, then ann(x) = ann(y) and xk "' yk for every 
integer k > 1 .  
Proof : Since x "' y ,  we have ann(x) - {x} = ann(y) - {y}. If 
x and y are non-nilpotent, then x ¢ ann(x) and y ¢ ann(y) . Thus, 
ann(x) = ann(y) . The result nmv follows from the above proposition 
since xk ¢ ann(xk) and yk ¢ ann(yk) . 0 
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COROLLARY 36. Let R be a ring. lf x -v y in f(R) for distinct 
nilpotent x, y E R, then ann(x) = ann(y) and nildeg(x) = nildeg(y) > 
2 .  
Proof : Since x "'  y, xy f. 0 and ann(x) - {x} = ann(y) - {y}. 
Assume x2 = 0. Since f(R) is connected, there must be some a E 
Z(R)* such that a is adjacent to both x and y (if not, f(R) consists of 
the two isolated vertices x and y) . Now x(x + a) = x2 +xa = 0 + 0  = 0 
and x + a  f. x. Thus, x + a  E ann(x) - {x} = ann(y) - {y}. So 
0 = y(x + a) = yx + ya = yx + 0. This contradicts xy f. 0. Hence, 
nildeg(x) > 2, and so x ¢ ann(x) . Similarly, nildeg(y) > 2, and 
y ¢ ann(y). Hence, ann(x) = ann(y) . 
Let n = nildeg(x) and m == nildeg(y) . Then ann(yn) = ann(xn ) = 
ann(O) = R. But ann(yn) = R implies yn = 0. Thus m :s; n. By a 
similar argument, n :s; m. 0 
COROLLARY 37. Let R be a ring. If 0 f. x E R is nilpotent and 
0 f. y E R is not nilpotent, then x rf y. 
Proof : Assume x -v y. Then xy f. 0 and ann(x) - {x} = ann(y) ­
{y}. Since y is not nilpotent, y ¢ ann(y) . If x2 == 0, we get the 
same contradiction arrived at in the previous proof. Therefore, x ¢ 
ann(x) . Hence, ann(x) = ann(y) . Let n = nildeg(x) . Then ann(yn) = 
ann(xn) = ann(O) = R. But this implies yn = 0, a contradiction since 
y is not nilpotent. 0 
We may now strengthen Remark 33 as follows. 
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THEOREM 38. Let R be a ring. Then x "'  y in f(R) if and only if 
either xy ::f: 0 and ann(x) = ann(y) or x = y. 
Proof : Suppose x "' y for distinct x and y. Then xy ::/: 0. By 
Corollary 37, either both x and y are non-nilpotent or both x and y 
are nilpotent. Corollaries 35 and 36 show that ann(x) = ann(y) in 
each case. 
Conversely, suppose xy i= 0 and ann(x) = ann(y) for distinct x, y E 
Z(R)* .  Let a be a vertex of f(R) adjacent to x (some such vertex must 
exist since r(R) is connected) . Thus, ax = 0 and so, by hypothesis, 
a ::/: y. Hence, a E ann(x) = ann(y) . Thus ay = 0, and therefore a 
is adjacent to y. Similarly, one may show any vertex b adjacent to y 
must also be adjacent to x. Thus x "' y. 0 
One might wish to extend our definition of a "' b to include the 
case where a could be adjacent to b. A first effort might be to define 
a relation on purely graphical terms: given a graph G with vertices x 
and y, x � y if and only if either ( 1 .) x "'  y or (2.) x is adjacent to y 
in G and x "'  y in the subgraph G* obtained from G by removing the 
edge x - y. This relation is easily verified to be an equivalence relation. 
Since we are dealing with zero-divisor graphs throughout the rest of 
this thesis, we restate our definition of � in terms of ring-theoretic 
properties. 
DEFINITION 39. Let R be a ring. We define a relation � on the 
vertices off(R) by saying x � y if and only if (1.} for all a E R-{x, y} 
such that ax = 0, we also have ay = 0, and {2.) for all b E  R - {x, y} 
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such that by = 0, we also have bx = 0. That is, x � y if and only if 
ann(x) - {x, y} = ann(y) - {x, y } .  
For a ring R and vertex a of r(R), we define the � equivalence 
class of a, denoted a, to be the set of all vertices b of r(R) such that 
a �  b. Note that a E a. 
DEFINITION 40. Let G be a graph. We define the � - equivalence 
class graph of G, denoted EGG( G) , to be the graph with vertex set 
{bl b is a vertex of G}, where a is adjacent to b in ECG(G) if and 
only if a is adjacent to b in G. (It is trivial to verify that this graph is 
well-defined.) 
Note that ECG(G) is isomorphic to a subgraph of G. If G is a 
complete bipartite graph, then EGG( G) is the connected graph on two 
vertices. This gives an example where ECG(G) � ecg(G) . Note that 
ECG(G) is always isomorphic to a subgraph of ecg(G) . Figure 37, 
Figure 38, and the next proposition each give an example in which 
ECG(G) ':/:. ecg(G). 
2 ....... --..-----41� + X  
2:X 
FIGURE 37 .  Let R = Z4(XJ/(X2) .  Then r(R) ':/:. 
ECG(r(R)) .  In Figure 35, we showed r(R) "' 
ecg(r(R)) .  
2 
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4 
• • • 
FIGURE 38. Let R = .Z16• Below are r(R) ,  ecg(r(R)) ,  
and ECG(r(R)) ,  respectively. 
PROPOSITION 41 .  Let G be a connected graph. Then G is complete 
if and only if EGG( G) consists of a single vertex. 
Proof : If G is complete, it is clear that a :::::::: b for every pair of 
vertices a and b from G. 
Suppose that ECG(G) consists of a single vertex, i.e., a :::::::: b for 
every pair of vertices a and b in G. Assume that G has vertices a and 
b which are not adjacent. Since a :::::::: b, we must have a "' b. Therefore, 
there must be some vertex c of G distinct from a and b such that a is 
adjacent to c and b is adjacent to c (if no such c exists, then G is a 
disconnected graph) . By hypothesis, a :::::::: c. Since c is adjacent to a, it 
must be the case that a "'  c in the subgraph G* obtained from G by 
removing the edge a - c. Note that c is adjacent to b in G*. Thus, a is 
adjacent to b in G* . But this contradicts the fact that a and b are not 
adjacent in G. Hence, G must be complete. 0 
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THEOREM 42 . Let R be a ring. Let x, y E Z(R)* such that x -f y 
and X �  y in f(R) . Then xy = 0 and either {a.) R � z2 X z2, or {b.) 
nildeg(x) = nildeg(y) = 2 and ann(x) = ann(y) . 
Proof : Note that x -f y implies x =I y. It is clear from the 
definition of ""' and � that xy = 0 and ann(x) - {x, y} = ann(y) -
{x, y}. 
Case 1 :  Suppose neither x nor y is nilpotent. Then x2 E ann(y) , 
but x2 � ann(x) . Thus, by Definition 39, either x2 = x or x2 = y. 
But x2 :j; y (otherwise, y2 = yx2 = 0). Therefore, x2 = x, i.e. , x is 
an idempotent. Since x is a zero-divisor, x � U(R) . Then 1 - x is 
nonzero and a non-unit since x{1 - x) = 0. Thus, 1 - x E ann(x) . But 
y{1 - x) = y - xy = y :j; 0. So 1 - x � ann(y) .  Thus either 1 - x = x 
or 1 - x = y. But 1 - x :j; x (otherwise, 1 = 2x and so x E U(R)) .  
Hence 1 - x = y. 
Now, let a E ann(x) - {x, y}. Then 0 = ax + ay = a(x + y) = 
a(x + 1 - x) = a. Hence, ann(x) = {O, y}  and ann(y) = {O, x}. Thus, 
f(R) must be the connected graph on the two vertices x and y (if not, 
there is some other vertex z :j; 0 such that z is adjacent to either x or y, 
implying z E ann(x) or z E ann(y)) .  By Example 2.1 (a) of [3] , up to 
isomorphism, the only rings whose zero-divisor graph is the connected 
graph on two vertices are Zg, Z3[x]/(x3) ,  and z2 X z2. Since the ring R 
in question cannot have any nonzero nilpotent elements, we must have 
R �  z2 x z2. 
Case 2: Suppose x is nilpotent. First, we show y is also nilpotent. 
Assume that y is not nilpotent. Note that 0 :j; y2 E ann(x) , but 
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y2 f/. ann(y) . Therefore, by Definition 39, either y2 = x or y2 = y. 
But y2 =f:. x since x is nilpotent and y is assumed not to be nilpotent. 
Therefore, y2 = y, i .e . ,  y is an idempotent. Then, as in Case 1 ,  1 - y E 
ann(y) and x(1 - y) = x-xy = x :fi 0. Thus 1 - y  f/. ann(x). Therefore, 
1 - y = y or 1 - y = x. But 1 - y =f:. y since, as in Case 1 ,  y f/. U(R). 
Also, 1 - y :j: x since x is nilpotent and 1 - y is idempotent. This is a 
contradiction. Hence, y must be nilpotent. 
Let nildeg(x) = n and nildeg(y) = m. We show that n = m = 
2. Assume n > 2 and m > 2. By definition of n,  xn-2 E ann(y) , 
but x"-2 f/. ann(x) . Therefore, by Definition 39, either x"-2 = y 
or xn-2 = x. But x"-2 ::f:. y (otherwise, y2 = yxn-2 = 0). Thus 
xn-2 = x. Then x3 = xn = 0 (i.e., n = 3). Note that x2 :fi x 
(otherwise, x2 = (x2)2 = x3x = 0) . Also note that x - x2 E ann(y) , 
but x - x2 f/. ann(x). Therefore, either x - x2 = x or x - x2 = y. But 
clearly, x - x2 =f:. x. So x - x2 = y. Now y3 = (x - x2)3 = 0, i .e. , m = 3. 
Thus y(x + y2) = 0, but x(x + y2) = x2 :fi 0. So x +  y2 E ann(y) and 
x + y2 f/. ann(x) . Therefore, either x + y2 = x or x + y2 = y. Clearly, 
x + y2 :j: x. Also, x + y2 ::f:. y (otherwise, y2 = y(x + y2) = 0). Thus we 
have a contradiction. 
So, without loss of generality, m = 2. Then y(x + y) = xy + y2 = 0 
and x(x + y) = x2 + xy = x2 • Thus, x + y E ann(y). Assume n > 2. 
Then x + y f/. ann(x) . Therefore, by Definition 39, either x + y = x or 
x + y = y. This is a contradiction. Thus n = 2. 
Note that in this case x, y E ann(x) and x, y E ann(y) . Thus 
ann(x) = ann(y) . 0 
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We can strengthen the condition in Definition 39 for R ¢. z2 X z2. 
COROLLARY 43 . Let R be a ring such that R ¢. z2 X z2 . Then, for 
vertices x and y of f(R), x � y if and only if ann(x) = ann(y) . 
Proof : Suppose x � y. If x ,...., y, then ann(x) = ann(y) by 
Theorem 38. If x � y and x 1- y, then ann(x) = ann(y) by the 
previous theorem. 
Conversely, suppose ann(x) = ann(y) . Then ann(x) - {x, y} = 
ann(y) - {x, y} .  Hence, x � y.  0 
It is now clear that, for a ring R ¢. z2 X z2, the relation � agrees 
with the equivalence relation used in 3.5 of (16] .  
COROLLARY 44. Let R '/:. Z2xZ2 be a ring such that ECG(f(R)) :f: 
. 
ecg(f(R) ) .  Then R contains at least two distinct nonzero nilpotent el-
ements. 
Proof : Since ECG(f(R)) can be naturally embedded into ecg(f(R)) ,  
we must have some vertex a contained in ecg(f(R)) , but not in ECG(f(R)) .  
Thus, there is some b E R such that a E b, but a � b. Clearly, a :f: b. 
Now apply the above theorem. 0 
COROLLARY 45. Let R ¢. z2 X z2 be a ring with at most one 
nonzero nilpotent element. Then, for any a, b E Z(R)* ,  a "' b if and 
only if a �  b. Therefore, ECG(f(R)) = ecg(f(R)) .  
Figure 39 shows that the converse of the Corollary 45 may fail . 
COROLLARY 46. Let I be a nonzero proper ideal of R. If Rad(I) = I 
and R/I ¢. z2 X z2, then ECG(f(RJI)) = ecg(f(R/I)) .  
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FIGURE 39. Let R = Za x Z2. Then ECG(f(R)) = 
ecg(f(R)) .  Since (4, 0) , (2, 0) , (6, 0) E R are nilpotent, 
this shows the converse of Corollary 45 can fail .  
COROLLARY 4 7. Let R be a ring. If there is some nilpotent 0 ::f:. x E 
R with nildeg(x) = n and 2xn- 1 =fi 0, then ECG(f(R)) ::f:. ecg(r(R) ) .  
Proof : Note that xn- 1  � -xn-1 ,  but xn-l rf -xn- 1 •  0 
REMARK 48. We give an example of a ring R where char(R) = 2, 
R has an infinite number of nilpotent elements, and ECG(f(R)) = 
ecg(f(R) ) .  Let R = IJ�1 Z2(Xi]/(Xl) . Assume ECG(f(R)) is not 
equal to ecg (f(R) ) .  Then there exist a, b E R such that a � b and 
a rf b. Therefore, ab = 0 and a2 = 0 = b2 by Theorem 42. Thus the 
ith coordinate of a and b must be either Xi or 0. Since a rf b implies 
a ::f:. b, there is some coordinate j such that ai ¥= bi ; say without loss of 
generality, a; = Xi and bi = 0. Let c = { 8iJ H�1 . Then c is a vertex 
of r(R) such that c is adjacent to b, but not a. This contradicts a �  b. 
Hence, ECG(f(R))  = ecg(f(R)) .  
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Dominating Sets 
Given a connected graph G, we say a subset X of the vertex set 
of G dominates G if each vertex of G is adjacent to some element of 
X. Trivially, the entire vertex set of G dominates G, unless G is the 
graph on one vertex ('vhich cannot be dominated) . vVe may use the 
"'-equivalence classes of G to construct a set that dominates G. 
PROPOSITION 49. Let G be a connected graph on more than one 
vertex. Construct a subset X of the vertex set of G by selecting one 
element from each "-'-equivalence class of G. Then X dominates G. 
Proof : Let a be a vertex of G. Since ecg(G) is connected, a is 
adjacent to y for some vertex y of G. Then a is adjacent to y. There is 
some element Yo E X  such that y0 = fi. Thus y0 is adjacent to a. 0 
Note that if G is a connected graph on more than one vertex, then 
ecg(G) also has more than one vertex since adjacent vertices cannot 
be in the same --equivalence class. The same is not true for the �­
relation, but we get a similar result. 
PROPOSITION 50. Let G be a connected graph on more than one 
vertex. If ECG(G) is a graph on more than one vertex, construct a 
subset X of the vertex set of G by selecting one element from each 
�-equivalence class of G. If ECG(G) consists of a single vertex: let 
X =  {x, y} for any two distinct vertices x and y of G. Then, in either 
case, X dominates G. 
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Proof : Case 1 :  EGG( G) has more than one vertex. Since x :::::::: y 
implies either x is adjacent to y or x "' y, we can use the proof of the 
above proposition to show X dominates G. 
Case 2: ECG(G) consists of a single vertex. Then G is complete 
by Proposition 41 .  Therefore, each vertex of G is adjacent to at least 
one member of X. 0 
EXAMPLE 51 .  The converse of each of the above two propositions 
fails: that is, it is possible to find a set X that dominates a graph where 
X does not intersect every "'-equivalence class or :=:::-equivalence class 
of G. Let R = Z12• Note that f(R) and ecg(f(R)) = ECG(f(R))  are 
shown in Figure 33. f(R) consists of the equivalence classes 3 = {3, 9}, 
4 = { 4, 8}, 2 = {2, 10}, and 6 = {6} . The sets X = {4, 6} and 
Y = {6, 8} dominate f(R) , but neither set intersects 2. 
For a connected graph G, we say a subset X of the vertex set of G is 
a minimal dominating set of G if X dominates G and no proper subset 
of X dominates G. The above example gives two distinct minimal 
dominating sets of f(Z12) .  We ne..xt show that any minimal dominating 
set of G contains either 0 or 1 element from each "'-equivalence class 
of G. 
THEOREM 52. Let G be a connected graph on more than one vertex. 
Let Y = {Yo}oeA be a minimal dominating set of G. Then, for a, /3 E A, 
Yo 1- YtJ whenever a =j: /3. 
Proof : Assume Yo I'V YB for some a, /3 E .4 with a =/:  /3. Consider 
X = Y - {yp} .  Let a be a vertex of G. If a is adjacent to yp, then a is 
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adjacent to Yo. E X. If a is not adjacent to yp, then a must be adjacent 
to some element of X since Y dominates G. Thus we have shown X 
dominates G, contradicting the minimality of Y. 0 
COROLLARY 53. Let G be a connected graph on more than one 
vertex. Let Y be a minimal dominating set of G. Then card(Y) is 
less than or equal to the number of "'-equivalence classes of G. 
An Open Question Concerning the Orderings of Vertices 
In the previous sections, we defined what it meant for vertices x 
and y of f(R) to be "equivalent" , denoted x "'  y, for any commutative 
ring R. This idea could be stated in purely ring-theoretic terms as 
xy # 0 and ann(x) = ann(y) . The following question was raised in 
considerations of the relation "' and A. Lauve's work [13] mentioned 
with Figure 36. 
Question : Given a commutative ring R and distinct vertices x and 
y in f{R) such that x "' y (i.e. , given distinct zero-divisors such that 
xy # 0 and ann(x) = ann(y)) ,  when is it the case that we can write 
nx = my for n, m E N(R) (i.e., n, m are non-zero-divisors of R)? 
This section is devoted to giving a partial answer to this question. 
Before proceeding, we give a definition. An R-module M is divisible 
if for any u E M and a E R such that ann(a) � annM (u) , then u 
is divisible by a, i.e., there is some v E M such that u = av . Note 
that this definition usually involves the "right annihilator of a" , but 
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this may be stated as above since we take R to be commutative in this 
chapter. 
THEOREM 54. Let R be a ring such that R is divisible (viewed as 
an R-module). Then, if x and y are vertices of r(R) such that x "'  y, 
we have xR = yR . 
Proof : Since R is divisible, xR = ann(ann(x)) by [12] Proposition 
3.17, p. 70. Then x I'V y implies xR = ann(ann(x)) = ann(ann(y)) = 
yR by Theorem 38. 0 
COROLLARY 55. Let R, x, and y be as in the above Theorem with 
x # y. Then x "'  y if and only if xly, ylx and xy =/= 0. 
Proof : If x "'  y, the result follows from the above theorem. 
Suppose xly, ylx and xy # 0. \Vrite x = ay and y =  bx for a, b E  
R. These statements imply, respectively, that ann(y) � ann(x) and 
ann(x) � ann(y) . So ann(x) = ann(y) . Since xy =/= 0 by hypothesis, 
we have x "'  y. 0 
By an analogous argument, '"e can prove the following. 
COROLLARY 56 . Let R be as in the above Theorem. For vertices x 
and y of f(R) , x � y if and only if xly and y !x. 
CoROLLARY 57. Let R be a von Neumann regular ring. For ver­
tices x and y of f(R), x "'  y if and only if xR = yR . 
Proof : Suppose that x "' y. If R is von Neumann regular, every 
right R-module is divisible [12], Proposition 3.18, p. 71 . 
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Conversely, suppose that xR = yR. We can write x = ys for some 
s E R* . Therefore, ann(y) � ann(x) . Vie can also write y = xt 
for some t E R* . Thus ann(x) � ann(y) . Hence, ann(x) - {x} -
ann(y) - {y} . Thus x � y 0 
The above result, with a different method of proof, appears in (14] . 
EXAMPLE 58. Let R = z X z2. Then R is a ring such that RN(R) is 
divisible. (Note that R is not von Neumann regular since, for instance, 
(2, 1 )  # (2: 1 ) (a, b) (2, 1 )  for all (a, b) E R.) 
Proof : Let S = RN(R) · Let a E R* and let u E S* such that 
ann(a) � ann(u) . Let us write u = �::�� for n, x E Z and y E Z2. 
Case 1 : ann(a) = 0. Then a E N(R) . So we can write a =  (m, 1 )  for 
some 0 -t. m E Z. Then u = a.!!. = (m 1) (z,y) . r a ' (mn,l) 
Case 2 :  ann( a) # 0. If a = (0, 1) ,  then ann( a) = { (b, 0) 1 b E Z } .  
Since ann(u) ;;;;? ann(a) , we must have x = 0 and y = 1 .  That is, 
u = a. 
!f a =  (m, O) for O # m E  Z, then ann(a) = { (0, 0) , (0, 1 ) } .  Since 
ann(u) 2 ann( a) , we must have y = 0. Thus u = a<fn��h . 0 
Corollary 55 gives us a partial answer to our question if R is divisible 
as an R-module (for example if R is von Neumann regular) . We can 
generalize this as follows. 
THEOREM 59. Let R be a ring and let ]\i(R) be the non-zero-divisors 
of R. Let S =  RN(R) · If S is a divisible R-module, then whenever x "'  y, 
nx E yR and my E xR for some n, m E  N(R) . 
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Proof : By [12J Proposition 3.17 again, xS = anns(ann(x)) = 
anns(Y) = yS. So x E yS implies x = � for some a E R and n E 
N(R) . Thus nx E yR. Similarly my E xR for some m E  N(R). 0 
In the above theorem, we may write nx = yr for some r E R. Since 
a E ann(r) implies a E ann(x) , we must have ann(r) � ann(x) . We 
cannot necessarily conclude that ann(r) = 0, i.e. r E N(R) . Thus, we 
have not quite satisfied the conditions of the question. 
EXAMPLE 60. Let R = z X z2 (refer to Figure 36). Here we have 
(2, 0) � (3, 0) . Let n = {2, 1 )  and m = {3, 1 ) .  Then n, m E  N(R) and 
m(2, 0) = n(3, 0) . But also we have (21 0) (3, 0) = (3, 0)(2, 0) ,  where 
clearly (2, 0) , (3, 0) E Z(R) . 
The Structure of f(R x S) 
One convenient way to produce rings with zero-divisors is to take 
the Cartesian product of two rings. We introduce the following notation 
to be used in this section: For a graph G, let 
V(G) denote the set of all vertices of G. 
E(G) denote the set of all edges of G. 
For a ring T, let n(T, 2) = {x E Tl nildeg(x) = 2 or x = 0} . 
PROPOSITION 61.  Let R and S be commutative rings. Define the 
following subsets of R x S: 
A =  { (r, O) I r E R* } B = { (O, s) l  s e S*} 
C = { {r, s') j r E R* s' E Z(S) * }  
D = { (r', s) j r' E Z(R)* s E S*) ) }  
Then ll(f(R x S)) = A U  B U C u D  and 
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card(V(f(R x S))) = (card(R) - 1) + (card(S) - 1 )  + card(V(f(R)) )  · 
(card(S) - 1)  + card(V(f(S)) · (card(R) - 1)  
- card(V(f(R)) )  
· 
card(V(f(S))) .  
Proof : For all a E A and b E B, ab = (0, 0). Thus A, B � 
V(f(R x S)) .  Let (r, s) E V(f(R x S)) - (A U B). Then r # 0 and 
s # 0. There is some vertex (r' , s') adjacent to (r, s) . Thus rr' = 0 and 
ss' = 0. If r' # 0, then r E Z(Rt and so (r, s) E D. If s' # 0, then 
s E Z(S))* and so (r, s) E C. Therefore V(f(R x S)) � A U B U C U D. 
If (r', s) E C, then r' E Z(R)* and so there is some t E R* such that 
tr' = 0. Then (r', s) (t, 0) = (0, 0) . Thus D � V(f(R x S)) .  Similarly, 
one may show C � V(f(R x S)) .  
The last equation is merely counting the distinct elements in  A U 
B u C u D. 0 
COROLLARY 62 . r( R X S) contains a subgraph isomorphic to 
KIRI-I ,ISI- t .  If R and S are integral domains, f(R x S) :::: Kl51-t ,IRI-l .  
Proof : The sets A and B as defined above determine a complete 
bipartite graph. If R and S are integral domains, V(f(R x S)) = 
A U B. 0 
CoROLLARY 63. f(R x S) contains at least card(n(R, 2)) disjoint 
subgraphs isomorphic to f(S) and card(n(S, 2)) disjoint subgraphs iso­
morphic to r(R) . 
Proof : For each x E n(R, 2) , take as the vertex set { (x, s ) l  s E 
V(f(S) ) } .  Since x2 = 0, (x, s) - (x, s') is an edge in f{R x S) if and 
only if s - s' is an edge in f(S) . 0 
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PROPOSITION 64 . Let R and S be rings. Define the following sub­
sets of (R x S) x (R x S) : 
A =  { ( (r, 0) , (0, s) ) l  r E R* , s E S*} 
B = { ( (r, s) ,  (0, s') ) l  r E R* , s - s' E E(f(S))}  
C = { ((r, s) , (r', 0)) 1 r - r' E E(f(R)) ,  s E S*} 
D = { ((r, s) ,  (r', s') ) l  r - r' E E(f(R)) ,  s - s' E E(f(S))}  
E = { ( (x, s) , (x, s')) l x E n(R, 2) , s - s '  E E(f(S))}  
F = { ( (r, y) ,  (r', y) ) l r - r' E E(f(R)) ,  y E n(S, 2)} 
G = { ( (O , y) , (r, y) ) l  r E R* , 0 # y E n(S, 2) } 
H = { ( (x, 0) , (x, s) ) l  0 i= x E n(R, 2) , s E S*} .  
Then E(f(R x S)) = A U B U C U D U E U F U G U H  and 
card(E(f(R x S))) = (card(R) - l) (card(S) - 1) + 
2card(E(f(S))) (card(R) - 1 )  + 2card(E(f(R))) (card(S) - 1 )  + 
2card(E(f(R)))card(E(f(S))) + card(n(R, 2))card(E(f(S)) )  + 
card(n(S, 2) )card(E(f(R))) + (card(n(S, 2)) - 1 ) (card(R) - 1) + 
(card(n(R, 2)) - 1) (card(S) - 1 ) .  
Proof : Clearly, each element of any above subset defines an edge 
of f(R x S), and these subsets are pairwise disjoint. Thus the equation 
above merely counts the elements in the subsets A through H. 
Let ( r, s) - ( r' ,  s') be an edge between distinct vertices of r ( R x S). 
Then rr' = 0 = ss'. 
Case 1 : r = 0 and s i= 0. If s' = 0, then r' i= 0 and therefore the edge 
is in A. For s' i= 0, then the edge is in B or E if s i= s', and the edge 
is in G if s = s'. 
Case 2 :  r i= 0 and s = 0. Then by an argument similar to that of 
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Case 1 ,  either the edge is in A, C, F, or H. 
Case 3 :  r =/: 0 and s =/: 0. If r' = 0, then the edge is in B if s =/: s' or in 
G if s = s'. If s' = 0, then the edge is in C if r =/: r' or in H if r = r'. 
For the case r' =/: 0, s' =/: 0, we have the edge is in E if r = r', or in F 
if s = s', or in D if both r =f:. r' and s =/: s' . 
As we have now exhausted all cases, we have e(f(R x S)) � A U  
B U C U D U E U F U G U H. 0 
As in Chapter 2, for a graph G we define 8(G) = min{deg(x) l x E 
V(G)} .  The next result is a direct consequence of Corollary 62. 
CoROLLARY 65. If R and S are integral domains, 8(f(R x S)) = 
min{ lS I ,  IR I } - 1 .  
PROPOSITION 66. Let S be an integral domain, and R a ring such 
that R has at least one nontrivial zero-divisor (that is, R is not an 
integral domain). Then 8(f(R)) :5 8(f(R x S)) :5 8(f{R)) + 1 .  
Proof : Let (a, b) be a vertex of f(R x S) . 
Case 1 : b = 0. Then a =f:. 0 and (a, b) - (c, d) is an edge implies 
c E Z(R) and d E S  is arbitrary. Thus deg((a, b)) � degr(R) (a) · IS* I � 
8(f(R)) .  
Case 2 : a = 0 .  Then (a, b) - (c, 0) is an edge of f(R x S) for any 
c E R* . Thus deg((a, b)) � IR* I  � degr(R) (a) � 8(f(R)) .  
Case 3 :  a =/: 0, b =/: 0. If (a, b) - (c, d) is an edge of f(R x S), then 
d = 0 and ac = 0. Thus, deg((a, b) ) = degr(R) (a) if a2 =f:. 0, and 
deg( (a, b) ) = degr(R) (a) + 1 if a2 = 0 {since here we get the additional 
CHAPTER 3 :  THE ZERO-DIVISOR G RAPH OF COMMUTATIVE Rll'iGS 94 
vertex (a, 0)). Note that in either circumstance, deg( (a, b)) � b"(f(R)) ,  
and we are always able to find some vertex of f(R x S) as in this case. 
Hence, we have shown in every possible case that deg((a, b)) > 
b"(f(R)) .  
Let A = {x E Z(R)* I degrcR) (x) = b"(f(R))} .  If x2 # 0 for some 
x E A, then b"(f(R x S)) = degr(R) (x) = <>(f(R) ) .  If x2 = 0 for all 
x E A, then b"(f(R x S)) = degr(R) (x) + 1 = b"(f(R)) + 1 .  0 
PROPOSITION 67. Let R and S be rings, each of which contains a 
nontrivial zero-divisor {that is, neither R nor S is an integral domain}. 
Then 
min{b"(f(R)) ,  b"{f(S)) }  < b"(f(R x S)) ::; min{b"(f(R)) ,  b"{f(S))} + 1 .  
Proof : Recall, we let N(R) be the set of non-zero-divisors of R. 
Let (a, b) be a vertex of r(R x S) . 
Case 1 : a =  0. Then (a, b) - (r, 0) is an edge for each 0 # r E R. Thus 
deg((a, b) ) > IR* I � degr(R) (a) � b"(r(R)) .  
Case 2 :  b = 0. By an argument analogous to the above case, 
deg((a, b) ) > b"(f(S) ) .  
Case 3 : a E Z ( R) * ,  b E N ( S). Then (a, b) - ( c, d) is an edge of r ( R x S) 
if and only if d = 0 and either c is adjacent to a in f(R) or a2 = 0 
and c = a. Thus deg( (a, b)) = degr(R) (a) � 8(f(R)) if a2 # 0 or 
deg((a, b)) = de9r(R) (a) + 1 � 8(r(R)) + 1 if a2 = 0. 
Case 4 : a E N(R), b E Z(R)*. By an argument analogous to the 
above case we get deg( (a, b)) = degqs}(b) � b"(f(S)) if b2 # 0 and 
deg((a, b) ) = degr(s} (b) + 1 � b"(r(S)) + 1 if b2 = 0. 
Case 5 : a E Z(R)* ,  b E  Z(S)* .  Then (a, b) - (c, d) is an edge in f(R x 
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S) whenever ac = 0 and bd = 0; in particular, whenever c is adjacent 
to a and d is adjacent to b. Thus deg((a, b)) ;::: degr(R) (a)degrcs> (b) � 
min{6(f(R)) ,  6(f(S)) } .  
Hence, we have shown that in every possible case deg((a, b) ) > 
min{6(r(R)) ,  6{f(S)) } .  
Let A =  {a E R* l degr(R) (a) = 6(f(R))} and B = {b E  S" l degrcs> (b) 
= 6(r(S) )} .  If 6(f(R)) < 6(f(S)) ,  then either 6(f(Rx S)) = deg((a, 1 ) )  
= 6(f(R))  if  there is  some a E A such that a2 # 0, or 6(f(R x S)) = 
deg((a, 1 ) )  = 6(f(R))  + 1 if a2 = 0 for all a E A.  Similarly, if 
6(f(S)) < 6(f(R)) ,  we get 6(f(R x S)) = 6(f(S)) or 6(r(S)) + 1 . 
If 6(f(S)) = 6(f(R)) ,  a similar argument shows either 6(f(R x S)) = 
6(r(S)) or 6(f(S)) + 1 .  0 
More on the Degree of a Vertex 
Recall that an edge E of a connected graph G is called a bridge if 
G-E is disconnected. In the case of r ( R), one can connect the concept 
of a bridge to the previous relations on the vertices of the graph. 
PROPOSITION 68. Let G be a connected graph. If the edge a - b is 
a bridge of G, then a ..l b. 
Proof : Clearly, a is adjacent to b since a - b is an edge of G. If 
G contains a vertex c adjacent to both a and b, then a - c and c - b 
are edges of the graph G - {a - b} . Thus any path containing the edge 
a - b can be replaced with path containing a - c and c - b. Thus, 
G - {a - b} is connected. However, this contradicts the fact that a - b 
is a bridge. 0 
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Figure 40 shows that the converse of this Proposition may fail. 
A result analogous to the following appears on page 444 of [2] . 
PROPOSITION 69. Let R be a ring. Then 6(r(R)) is either 
min{ lann(x) l : x E Z(R)*} - 1 ,  or min{ lann(x) l : x E Z(R) * }  - 2. 
Proof : For any vertex x of r(R) , the vertices adjacent to x are 
precisely those a E ann(x) with a # 0 and a # x. Thus, either 
deg(x) = lann(x) l - 1 if x2 # 0, or deg(x) = lann(x) l - 2 if x2 = 0. 
Let M = min{ lann(x) l : x E R} and let A =  {x E R* l deg(x) = M} .  
If there exists some a E A such that a2 = 0 ,  then 6(r(R)) = M - 2. 
Otherwise, 6(r(R)) = M - 1 .  0 
COROLLARY 70. For any vertex x of r(R), 
( lann(x) l - 1 if x2 # 0, 
deg(x) = 
lann(x) l - 2 if x2 = 0. 
If R is reduced, then 6(r(R)) = min{ lann(x) l : x E R} - 1 .  
For the next few results, we use the following lemma. 
LEMMA 71 . Let R be a ring with char(R) = m # 0 and let 0 # x E 
R. If n > 2 is the smallest integer such that nx = 0, then n divides m. 
(0,1) 0( 1 ,0) 
(2,0) (0,2) 
FIGURE 40 .  Given below is r(Z3 X Z3) ,  where ( 1 ,  0) j_ 
(0, 1 )  but { 1 ,  0) - {0, 1 )  is not a bridge. 
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Proof : The order of x in the group < R, + > is n. Then char(R) = 
m implies mx = 0. Thus n lm. 0 
THEOREM 72. Let R be a ring such that &(f(R)) = 1 .  Then either 
f(R) is a graph on two vertices, or there exists some 0 ¥= a E R such 
that 2a = 0. 
Proof : If &(f(R)) = 1, there is some x E R* with deg(x) = 1 .  
So there is a unique y E R* such that x ¥= y and xy = 0 .  Now 
x(y + y) = 0. Thus either 2y = x or 2y = 0. If 2y = 0, we are done. If 
2y = x, we show f(R) is a graph on two vertices. Now, 2y = x implies 
x(x + y) = x2 + xy = x(2y) + 0 = 0. That is, y = -x. So, if f(R) has 
a vertex a adjacent to y, a is also adjacent to x. But, since deg(x) = 1 ,  
we must have a =  x.  Hence, f{R) has only the vertices x and -x. 0 
EXAMPLE 73. f(Z12) ,  given in Figure 33, is graph on more than 
two vertices. Note that &(f(Z12)) = 1 and 6 + 12Z E Z12 with 2(6 + 
12Z) = 0. 
CoROLLARY 74. Let R be a ring such that f(R) is a graph on three 
or more vertices. lfdeg(x) = 1 for some vertex x off(R) , then char(R) 
is even (possibly zero). 
EXAMPLE 75. f(Z x Z2) ,  given in Figure 36, is the graph of a ring 
of characteristic zero with &(f(Z x Z2)) = 1 .  
CoROLLARY 76. Let R be a ring such that char(R) is odd and f(R) 
is a graph on three or more vertices. Then &(f(R)) > 1 .  
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COROLLARY 77. Let R be a ring with char(R) = m =fi 0. If neither 
2 nor 3 divides m, then r(R) is not the connected graph on two vertices. 
Proof : Assume r(R) consists only of the vertices x and y. Since 2 
does not divide m, x # -x and y # -y. Thus, we must have x = -y. 
Now, 2y # 0 and 2y E ann(x) � {O, x, y}. Since 2y =fi y, we must have 
2y = x = -y. Thus 3y = 0. But this contradicts the fact that 3 does 
not divide m. 0 
A list of all rings R (up to isomorphism) such that r(R) is the 
connected graph on two vertices is given in Example 2 .1  (a) of [3] . 
We can generalize the above theorem as follows. 
THEOREM 78. Let R be a ring. If 8(r(R)) = n for some positive 
integer n, then there is some 0 ::/: a E R such that ma = 0 for some 
integer 2 � m � n + 2 .  
Proof ; Since 8(r(R)) = n, there is a vertex X of r(R) with 
deg(x) = n. Thus ann(x) - {O, x} = {x1 1 x2, • • •  , xn} ·  For any m E  Z, 
(mxl )x = 0.  So mx1 E {x1 , . . .  , xn , O, x} for all m = 1 , 2, . . .  , n  + 1 .  
If mx1 = 0 for some m = 1 ,  2, . . .  , n + 1 ,  we are done. If this is not 
the case, then each mx1 is distinct. Since { mx1 1 m = 1, . . . , n + 2} � 
{xt , . . .  , Xn, 0, x } ,  we must have (n + 2)x1 = 0 (if (n + 2)x1 = mx1 for 
1 :5 m � n + 1 ,  then (n - m + 2)x1 = 0) . 0 
COROLLARY 79. Let R be a ring with char(R) = m =fi 0, such that 
r(R) is a graph on three or more vertices. If k is a positive integer 
such that gcd(n, m) = 1 for all 2 :5 n :5 k, then 8(r(R)) > k - 1 .  
CHAPTER 3: THE ZERO-DIVISOR GRAPH OF COMMUTATIVE RINGS 99 
Proof : The cases for k = 1 ,  2 are trivial. If 6(f(R)) < k - 2, 
then R has an element of additive order 2 ::; n < k. Thus n divides 
char(R) = m, a contradiction. 0 
CoROLLARY 80. Let R be a ring with char(R) = m � 0, such that 
f(R) is a graph on three or more vertices. Let p be the smallest prime 
dividing m. Then 6(f(R)) > p - 2 .  
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Let R and S be commutative rings with identity. Figures 41 through 
54 give the equivalence class graph of f(R x S) , ecg(f(R x S)) ,  based 
on the properties of f(R) and r(S) . 
{O� s) (r, O) 
• • 
FIGURE 4 1 .  R and S are both integral domains. For 
r E R* and s E S* : 
FIGURE 42. S is an integral domain and f(R) = {x}. 
Then :£2 = 0 in R. For r E R - { 0, x} and s E S* : 
FIGURE 43.  f(R) = {x} and f{S) = {y} .  For r E 
R - {O, x} and s E S - {O, y} : 
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FIGURE 44 .  f(R) has vertices a and b with a2 # 0 and 
b2 # 0, and S is an integral domain. For r E R - { 0, a, b} 
and s E S* : 
FIGURE 45.  f(R) has vertices a and b with a2 = b2 = 0, 
and S is an integral domain. For r E R - { 0, a, b} and 
s e s·: 
105 
APPENDIX 
FIGURE 46. f(R) has vertices a and b with a2 =/: 0 and 
b2 =;!: 0, and f(S) = {y} . Then y2 = 0. For r E R ­
{O, a, b} and s E S - {O, y} :  
(a, o) ..-�� 
(b, s) 
(b, y) 
FIGURE 4 7. f(R) has vertices a and b with a2 = IJ2 = 0, 
and f(S) = {y }. Then y2 = 0. In this case (a, s) ""' (b, s) 
for all s E S* . For r E R - {0, a, b} and s E S - {0, y } :  
1 06 
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Type 1 :  y2 =I= 0, x2 =I= 0, z2 ::j: 0 
X y z 
• • • 
Type 2: y2 = 0, x2 =F 0, z2 =F 0 
X y z 
• • • 
X z 
FIGURE 48. Recall, for a commutative ring R there are 
three possibilities if f(R) is a graph on three vertices. 
FIGURE 49 .  f(R) has vertices x, y, and z and is of Type 
1 ,  and S is an integral domain. ·we have (x, s) "" (z, s) 
for all s E S. For r E R - {0, x, y, z} and s E S* : 
lOi 
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FIGURE 50 .  r(R) has vertices x, y, and z and is of Type 
2, and S is an integral domain. We have (x, s) "" (z, s) 
for all s E S. For r E R - {O, x, y, z} and s E S*: 
FIGURE 5 1 .  r(R) has vertices x, y, and z and is of Type 
3, and S is an integral domain. vVe have (x, s) "' (z, s) ""' 
(y, s) for all s E S* . For r E R - {O, x, y, z} and s E S* : 
108 
APPENDIX 
FIGURE 52. f(R) has vertices x, y, and z and is of Type 
1, and r(S) = {a}. Then a2 = 0. We have (x, s) f'V (z, s) 
for all s E S. For r E R - {O, x, y, z} and s E S - {O, a} :  
FIGURE 53 .  r (R) has vertices x ,  y, and z and is of Type 
2, and f(S) = {a}. Then a2 = 0. We have (x, s) f'V (z, s) 
for all s E S. For r E R - {O, x, y, z} and s E S - {O, a} :  
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FIGURE 54.  f (R) has vertices x, y, and z and is of Type 
3, and f(S) = {a} . Then a2 = 0. We have (x, s) I"V 
(z, s) -v (y, s) for all s E s•. For r E R - {0, x, y, z} and 
s e S - {O, a}:  
1 1 0  
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