Abstract. For an equivalence relation E on the words in some finite alphabet, we consider the recognition problem (decide whether two words are equivalent), the invariant problem (calculate a function constant on precisely the equivalence classes), the normal form problem (calculate a particular member of an equivalence class, given an arbitrary member) and the first member problem (calculate the first member of an equivalence class, given an arbitrary member). A solution for any of these problems yields solutions for all earlier ones in the list. We show that, for polynomial time recognizable E, the first member problem is always in the class Az (solvable in polynomial time with an oracle for an NP set) and can be complete for this class even when the normal form problem is solvable in polynomial time. To distinguish between the other problems in the list, we construct an E whose invariant problem is not solvable in polynomial time with an oracle for E (although the first member problem is in NP z fqco-NPZ), and we construct an E whose normal form problem is not solvable in polynomial time with an oracle for a certain solution of its invariant problem.
Introduction. This paper was stimulated by [3] , where finite structures (e.g. graphs)
were considered as inputs for algorithms. Since one is usually interested only in the isomorphism types of structures, it is natural to ask whether these types can be represented in a form suitable for use as inputs in place of the structures themselves. To avoid trivial "solutions", we insist that the isomorphism type of a structure be (rapidly) computable when the structure itself is given. For this to be possible, it is necessary that the isomorphism problem, for the structures considered, be (rapidly) solvable; indeed, to tell whether two structures are isomorphic, one just computes their isomorphism types and checks whether they are equal. Is this necessary condition sufficient as well? That is, does a solution of the isomorphism problem yield a presentation of the isomorphism classes as well? In many cases it does, because the solution of the isomorphism problem proceeds by calculating an invariant (or a system of invariants) such that two structures of the sort considered are isomorphic exactly when their invariants agree. In such a case, the invariants themselves can be used as a presentation of the isomorphism classes. It is not at all obvious, however, that every solution of an isomorphism problem must yield such invariants. For example, the solution in [2] for trivalent graphs does not appear to yield invariants. We shall show, in the more general setting of arbitrary equivalence relations rather than isomorphism, that one cannot, in general, calculate invariants even if one can tell when two objects are equivalent.
We shall also consider two problems more difficult than the invariant problem. One is obtained by insisting that the invariant be a member of the equivalence class it represents. In the isomorphism-type situation discussed above, this amounts to insisting that one can (rapidly) compute from an isomorphism type some structure in it. An even more difficult problem arises if one insists that the invariant be the first (in some suitable ordering) member of the equivalence class. We shall prove that each of these problems is strictly more difficult than its predecessor. Consider the following auxiliary problem. An instance of the problem is m2w2k, where m is a word in {0, 1}* coding, in some standard way, a query machine M (a deterministic Turing machine with alphabet {0, 1} that is to interact with an as yet unspecified oracle), w is a word in {0, 1}*, and k is a positive integer. The question in the instance m2w2 k of the auxiliary problem is whether machine M with oracle A, henceforth written MA, with input w, halts in fewer than k steps. It is routine to check that this problem is A-complete.
To prove the theorem, we shall, after some preliminary work, define an equivalence relation E on {0, 1, 2}*, give a polynomial time computable solution for its normal form problem, and give a log-space computable reduction of the auxiliary problem to the first member problem for E. For each instance of the auxiliary problem, we define its plausible computations to be the words in {0, 1, 2}* that consist of (i) m2w2k, followed by (ii) a string aa,""", ak of length k, followed by (iii) a single digit h, followed by (iv) a string of length k2, which we think of as consisting of k blocks qa,""", qk each having length k, followed by We construct the desired equivalence relation E in stages. Initially E is the equality relation on {0, 1}*. At each stage n we may update E by putting into it two pairs (x, y) and (y, x) for some binary strings x, y of the same length dn. Here do < dl < .
Thus the resulting equivalence relation has the special properties that each equivalence class has at most two members, the two members of any nontrivial equivalence class are words of the same length, and there is at most one nontrivial equivalence class for each length.
In part (b) we construct the desired invariant function F simultaneously with E. Initially F(x) x 1 for every binary word x. At a stage n we may update F by stipulating that F(x)=0 a"+l for one or two words x of length dn. In part (c) we construct the desired normal form function F simultaneously with E. Initially F is the identity function F(x) x. At each stage n we may update F by stipulating that F(x) 1 a-for one word of length d,.
The sequence do < dl < d2 < Proof of Lemma 1. Otherwise, the set of all k(2k-1) two-element subsets of S would be the union of the 2k sets R,={{u,v}:(u,v)R} each of which has cardinality -< k-1. This is a contradiction. The lemma is proved.
By the lemma (with S {0, 1} a and R being the relation "is affected by") there are distinct x, y such that neither of x and y affects the other. Put (x, y) and (y, x) into E. This does not alter the computations of x' and y'. Go to the next stage. M fails to solve the invariant problem for E because (x, y) e E, whereas M (x) x' y' M(y). 
