Abstract. In this article we derive local error estimates for some Petrov-Galerkin methods applied to strongly elliptic equations on smooth curves of the plane. The results, e.g., cover the basic first-kind and second-kind integral equations appearing in the boundary element solution of the potential problem. The discretization model includes the Galerkin method and the collocation method using smoothest splines as trial functions. Asymptotic error estimates are given for a large scale of the Sobolev norms.
1. Introduction. We study local convergence properties of some Petrov-Galerkin methods applied to the general class of strongly elliptic pseudodifferential operators given on smooth closed Jordan curves of the plane. This framework covers various types of problems such as periodic differential equations on the real line, boundary integral equations of the second kind or Symm's first-kind integral equations with logarithmic single-layer potential. These integral equations are of fundamental importance in solving interior or exterior boundary value problems of potential theory. Other applications are singular integral equations with Cauchy type singularity in the kernel. These occur, e.g., in elasticity.
We are mainly interested in Galerkin and collocation methods. These methods seem to be those best analyzed from among the Petrov-Galerkin methods, and various global error estimates are given in [1] , [2] , [9] , [13] , and [14] . In particular, the collocation method is widely used in engineering applications.
As far as we know, the literature concerning local or interior error estimates is not very extensive. In [11] some local estimates were proved for the L2-orthogonal projection on spline spaces. In [12] and [6] interior error estimates were derived for the Galerkin approximation of the solution of differential equations.
In the case of integral equations no local error estimates seem to exist. The validity of such results is not obvious, since the local properties of the integral operators differ considerably from the local properties of the differential operators, the former being only pseudolocal, in contrast to the local nature of the differential operators.
In the present article we derive local error estimates for general Petrov-Galerkin methods when smoothest splines are used as trial and test functions. In deriving the error estimates we adapt some techniques of [11] and [12] . The error estimates are given for a full range of the Sobolev norms corresponding to the known global estimates. When the trial and test space coincide, we have the Galerkin method. We briefly describe our results.
Let A: Hs -» Hs~2a be an isomorphism between the Sobolev spaces Hs = H" (T) given by the strongly elliptic pseudodifferential operator A of real order 2a. for values 2a -d' -1 < t < x and (1.4) ¡u -Hj,(r0) < c{h'-'\\uUTx) + h",+l+'+*-2a-\\u\\r) for x < t < d + j. Let us take as a special case the Galerkin method where d = d' and x = a. Then one concludes from (1.4) that the optimal-order convergence for values a < t < d + \ is achieved already by the requirement u e Ha, i.e., that the solution belongs to the energy space. On the other hand, if t < a, we need by (1.3) for the values s>t + d+l-aan additional global regularity to get optimal-order convergence. Results of a similar kind were obtained for differential operators in [12] . Also, other conclusions can be drawn from the above results. For example, it turns out (see Subsection 4.3) that for fixed trial functions the locality of the approximation increases by raising the degree of the test functions.
The other application which is discussed in Section 5 is the collocation method. More precisely, we consider two different variants of the collocation method. First we analyze the local properties of the collocation in the case of smoothest splines of odd degree, when the nodes of the mesh are used as the collocation points. The other example uses smoothest splines of even degree collocating at the midpoints of the mesh. Our framework for Petrov-Galerkin methods is applicable to obtain results for these collocation methods, since these methods can be considered as perturbations of a Galerkin method (odd-degree splines) or of a Petrov-Galerkin method (even-degree splines). For example, with splines of odd degree d = 2j -1 the result is formally included already in estimates (1.3) and (1.4) with the choice x = j + a and d' = -1. The extension of the results to cover the cases where the initial problem is not uniquely solvable, but becomes such by introducing auxiliary parameters and side conditions as in [1] , [14] , is straightforward and is omitted. The same remark is valid when considering strongly elliptic systems instead of single equations.
2.2. Identification with Periodic Spaces. By means of the parametric representation t -* x(t) of the curve T we identify the functions on the curve with 1-periodic functions u(t) defined on the whole real line. The global scalar products and norms can therefore be given by means of the Fourier representation as For 5 = 0 we shall often omit the subindex. We have used here the Fourier coefficients u(n) = (1u(t)e-",2,T' dt and the mean value Ju = «(0). Let A = {xk), xk< xk+x, k e Z, be a set of points on the real axis such that xk+N = xk + 1 for some JVeN and all ieZ. We consider the space Sd = Sd(A) of 1-periodic splines rp e Sd(A) such that <p is a polynomial of degree at most d in every subinterval (xk,xk+x) and the function <p has continuous derivatives up to order d -1 for d > 1. The space 5°(A) means piecewise constants.
2.3. Approximation and Inverse Properties. In deriving the asymptotic local error estimates we need the approximation and inverse properties for splines. We assume the sequence of meshes to be quasiuniform, which means that the ratio hA/hA remains bounded when N approaches infinity. Here, hA = max(xA:+1 -xk) and hà = miníx^+i -xk).
For periodic spaces the following approximation and inverse properties can be found in [8] . llii-rlUcíOA-'lliíll.
if t <i < d+ 1, t < d+ §.
In addition to periodic splines, we shall need nonperiodic smoothest splines defined on a given interval /. The corresponding spaces are denoted by Sd(I). Furthermore, we shall need the Sobolev spaces HS(I) for all s g R. In particular, the spaces with negative indices are given by the duality H~S(I) = (Hq(I))', s > 0. Here, Hq(I)'is the iP(/)-closure of the space Q°(7) of the infinitely differentiable functions which are compactly supported in I. Thus the norm of H~S(I) is given by
It was proven in [3] that for the splines Sd(I) there exist inverse estimates covering also the negative Sobolev norms. However, the negative norms used in [3] are those which arise when one defines the negative spaces HS(I) by means of the duality H~~S(I) = (HS(I))'. This yields the negative norms ||«^||,<<*'-*||^||,(J).
Proof. Since we have Hw^H, < c||tp||s(/), we may, by Lemma 2.3, assume that í < 0. For fixed t < s we can choose by (2.3.3) an approximation f of cot// such that (2.3.13) Wo* -M < cMlil), (2.3.14) Wa^-SlKdt-'UW)- Proof. There exists a function ij G 5d (7) such that u = w^ + ij belongs to Hd+l(I). Moreover, in the set I\I¿, t) is a polynomial of degree < d. We introduce the integration operator Dx,
The function w = D~qv belongs to Hd+l + q(I) and, in I\I¿, is a polynomial of degree < d + q. We fix an interval I2 such that Ix c c I2 c c I. There exists an approximation £ G Sd+q(I) of w such that for 0 < h < A0, where h0 is independent of w, the function £ coincides with w in the set 72 \ h an£l sucn that (2.3.19) \\Dk(w -£) ||(/) < chd+"+l-k\\Dd+i+1w\\(l) for 0 < k < ¿/ + ¿7. The above approximation £ can be defined as in [4] , [5] . Then the asserted property is a consequence of the locality of the approximation and the fact that the approximation reproduces polynomials up to degree d + q. Define cp = Dq£ and ? G Sd such that
In the interval I2 one has w\p -Ç = Dq(w -£), which upon integration by parts
<cA¿+"+1||^|U(/0'). 
This, combined with (2.3.6), proves the assertion (2.3.16). The estimate (2.3.17) follows from (2.3.16). The proof of (b) is a minor modification of the case (a) and is omitted. D We point out that Lemma 2.5 is very essential for obtaining local error estimates. Similar approximation properties have been used, e.g., in [11] and [12] . However, it is difficult to locate a proof in the literature which covers the smoothest splines of general order, even for nonnegative values of the indices s and t. The idea to regularize w\p, as in the proof of (2.3.16) or (2.3.17), to obtain the "extra power" of A was already used in [7] .
3. Petrov-Galerkin Method. We are concerned with more general Petrov-Galerkin methods, where we use Sd = Sd(A) as the trial subspace and Td' = Sd'(A) as the test subspace. We require that both meshes A and A be quasiuniform. Furthermore, it is assumed that these meshes have the same number of points in the unit interval, i.e., Sd and Td' have the same finite dimension. The Petrov-Galerkin solution uh = Gu g Sd of (2. We have the following asymptotic error estimates. ||u-«a|UCA*-'||M-Ma||x.
Proof. If K x we take w G H ' such that \\u -uh\\2 = (u -uh\w) = WwW2:,.
With the element y = (A*)~xw g ¡j t+2a we have Continuing this process, we finally achieve ||e||,(70) < c{h*-*MÁh) + hr°\\e\\x(Jm) +\\e\\x-m(Jm) +\\e\\ß).
Taking m so large that x -m < ß, we have (4.1.10) ||e|U(/0) < c{hs-x\\u\\s(lx) + h*ie\\x(lx)+\\e\\ß).
A further application of (4.1.10) to sufficiently many subintervals eliminates the term hT°\\e\\x(Ix) and yields Kc(h'-'UWi) + hx-'Mx{l{')).
Estimates (4.1.13) and (4.1.15) yield the assertion (4.1.14). and for 2a -d -1 < t < a, (4.2.2) ||e||,(/0) < ciA'-'llulK/J + hd+x + '-2«\\u\\r).
For a < t < d + {-, t < s,we have (4.2.3) \\e\\,il0)<ch°-'{\\ul(lx)+\\u\\tt).
As a conclusion from Theorem 4.4 we observe that for the Sobolev norms II ' \\t(h) with t > a, local convergence is not affected by the lack of smoothness outside Ix, I0 c c Ix, if the minimal requirement u G H" is satisfied. On the other hand, for the lower-order norms with t < a we need additional global regularity to obtain the optimal-order local convergence, even if the solution is smooth in a neighborhood of J0.
As a concrete example we choose the Galerkin method for the second-order differential operator, taking a -1. We assume that piecewise cubic splines are used in the approximation. Then we have for the local energy norm the optimal-order convergence, ||e||i(/0)<cAi-1(||M||s(/1)+||M||i), 1 <s<4.
For the local L2-norm we have by (4.2.2), for the values 1 < r < s < 4,
Thus the global regularity u G H2 is needed to obtain the optimal order 0(h4) for locally smooth solutions. Behavior of the above kind was derived already in [12] . 4.3 . Effect of Different Trial and Test Functions. In order to illustrate the effect of using different-order splines as trial and test functions, we consider the following family of Petrov-Galerkin methods. We assume that the mesh A is the same for the trial and for the test splines, but the order of the test functions is higher than the order of the trial functions. for 0 < t < s < 4, t < 7/2.
Finally, we point out that the use of lower-order splines as test functions decreases the range of convergence and reduces locality.
We have taken as an example differential operators. Let us briefly mention some other applications which are covered by our analysis, with different choices of a. The case a = 0, with A = I, covers L2-orthogonal projections and with A = I + K, K compact, second-kind Fredholm integral equations. Also Cauchy type singular integral equations belong to this case. With a = -\ we have results for first-kind integral equations with logarithmic kernel.
5. Local Convergence of Some Collocation Methods. 5.1. Collocation Equations. Our key point in deriving the local results for the collocation method is to employ the approaches in [1] and [14] . The collocation equations for the odd-order splines as trial functions were analyzed by means of a modified Galerkin method in [1] . Correspondingly, for the even-order splines a modified Petrov-Galerkin method was used to describe the collocation equations. In the case of the odd-order splines, the collocation equations for the problem (2.1.1) are given by which is of order 2(a + j). Moreover, the assumption (5.1.5) used for the collocation method implies that the assumption a + j < d + \, which is needed for the Galerkin method, is also valid. Further, since A is an isomorphism, B is an isomorphism, too. Thus the projection Q satisfies the global results of Theorem 3.1 and the local result of Theorem 4.3 when a is replaced by a + j.
We shall obtain the local convergence results for the collocation projection P by showing that the difference P -Q, even globally, is small enough with respect to any norm to be considered.
First we prove since 2a < e + 2a <7 + a. Now (5.2.9) and (5.2.10), together with Theorem 3.1, imply the assertion. Q Finally, for the collocation method (5.1.1) we have local error estimates with a full range of the indices. For j + a < t < d + \, t < s, we obtain (5.2.12) ||u -«A||,(/0) < ch'-'i\\ul(Ix) + 11*4+«).
Proof. If 2a < t < j + a we have, combining estimate (4.2.2) with Lemma 5.1, II"-"aII,Uo) <ll« -"aII,(7o) + 11 «a -"a|+.
< C{hs-'\\U\\S(IX) + hd+X + r-2(a+»\\u\\r) + <*r-2Í«||r = c(Aí-í||W||J(/1) + Af-21M||r).
For the higher-order norms with j + a < t < d + \, an inverse estimate yields, by 
