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Re´sume´
L’objet de ce texte est de pre´senter aussi simplement que possible les principaux re´sultats d’un
programme re´cent portant sur l’e´tude des diffe´rents re´gimes observe´s lors de la destruction d’un
arbre ale´atoire uniforme en supprimant ses areˆtes les une apre`s les autres, uniforme´ment au hasard.
1 Arbres ale´atoires re´cursifs et mode`les affe´rents
Comme son nom l’indique, un arbre re´cursif, au sens de la the´orie des graphes, est un arbre, c’est-
a`-dire un graphe connexe et sans cycles, qu’on peut construire de fac¸on re´cursive en incorporant les
sommets les uns apre`s les autres. Autrement dit, on part d’un ensemble totalement ordonne´, disons
{0, 1, . . . , n}, le sommet 0 e´tant en quelque sorte distingue´ et pouvant eˆtre vu comme la racine. Pour
chaque j = 1, . . . , n, on relie le sommet j par une areˆte a` l’un des sommets pre´ce´dents 0, 1, . . . , j − 1.
Une proprie´te´ imme´diate d’une telle construction est que la suite des sommets le long d’une branche
quelconque de l’arbre qui part de la racine, est toujours croissante. Pour cette raison, les arbres re´cursifs
sont parfois nomme´s e´galement arbres croissants, voir [6].
On parle d’arbre ale´atoire re´cursif uniforme, souvent en omettant l’adjectif uniforme, pour de´signer
un arbre Tn choisi uniforme´ment au hasard parmi les n! arbres re´cursifs ayant n sommets, la racine non
comprise. Un tel arbre ale´atoire est construit par un algorithme stochastique tre`s simple : le sommet
auquel j est rattache´ est choisi uniforme´ment au hasard parmi les pre´ce´dents, et ce, inde´pendamment
des areˆtes de´ja` cre´e´es. On peut ainsi de´crire la construction en termes d’urnes : on conside`re n boules
nume´rote´es de 1 a` n, et une urne qui contient initialement une seule boule nume´rote´e 0. A` la j-e`me
e´tape, on tire une boule uniforme´ment au hasard parmi les j boules de´ja` dans l’urne, on note son
nume´ro, disons i. On la remet ensuite dans l’urne ainsi que la boule nume´rote´e j, et on repre´sente ce
tirage par une areˆte (i, j). Quand les n boules ont e´te´ mises dans l’urne, l’arbre ainsi construit est une
version de Tn.
La figure 1, re´alise´e par Igor Kortchemski, est une simulation de T15000. Soulignons la distorsion
ne´cessaire a` l’obtention une repre´sentation planaire qui induit un aspect touffu de l’arbre. Certaines
areˆtes sont beaucoup plus longues que d’autres afin de permettre le plongement du graphe dans le
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plan. Si la structure combinatoire est respecte´e, la ge´ome´trie quant a` elle ne l’est pas : par exemple, on
sait que la plupart des sommets d’un arbre ale´atoire re´cursif de taille n  1 sont a` distance environ
lnn de la racine (voir e.g. [9]), et deux sommets typiques sont a` distance d’environ 2 lnn l’un de l’autre,
ce qui n’est visiblement pas le cas sur la figure.
Repre´sentation planaire d’un arbre ale´atoire re´cursif de taille 15000 (Igor Kortchemski)
Les arbres ale´atoires re´cursifs forment l’une des familles les plus simples et les plus naturelles
d’arbres ale´atoires ; voir Drmota [10]. Ils sont intimement lie´s a` d’autres processus stochastiques
e´galement bien connus. Tout d’abord, la construction re´cursive est essentiellement une variante de
celle du restaurant chinois qui permet de simuler une permutation ale´atoire uniforme, et dont nous
rappelons brie`vement la dynamique (voir Pitman [21]). Imaginons un restaurant ayant un nombre
infini de tables, chacune de capacite´ infinie. Au temps initial, le restaurant est vide ; un premier client
entre et prend place a` une premie`re table. Lorsque le j-e`me client arrive, il s’assoit a` la droite du
i-e`me client avec probabilite´ 1/j pour chaque i = 1, . . . , j − 1 (on cre´e alors une areˆte reliant i a` j),
et s’assoit seul a` une nouvelle table avec probabilite´ 1/j (on cre´e alors une areˆte reliant la racine 0
a` j). Les tables du restaurant correspondent aux cycles de la permutation ale´atoire, et peuvent eˆtre
interpre´te´es comme les sous-arbres obtenus en supprimant la racine 0 d’un arbre ale´atoire re´cursif.
On peut e´galement voir les arbres ale´atoires re´cursifs comme ceux de´crivant la ge´ne´alogie d’un pro-
cessus de Yule. Rappelons tout d’abord qu’un processus de Yule est un mode`le e´le´mentaire d’e´volution
de populations qui s’accroissent au cours du temps, pour lequel chaque individu donne naissance a`
un enfant a` taux 1 (c’est-a`-dire apre`s un temps ale´atoire qui suit une loi exponentielle de moyenne
1), inde´pendamment des autres individus. Si on attribue le nume´ro 0 a` l’anceˆtre et e´nume`re les en-
fants dans l’ordre de leur naissance, l’arbre ge´ne´alogique des n premiers enfants est un arbre ale´atoire
re´cursif sur {0, 1, . . . , n}. Cette interpre´tation ge´ne´alogique est particulie`rement importante, de nom-
breuses proprie´te´s des arbres ale´atoires re´cursifs trouvant alors des justifications tre`s simples en termes
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de processus de branchement. Il est important de noter que la structure des processus de Yule est plus
riche que celle des arbres ale´atoires re´cursifs, car l’arbre ge´ne´alogique ne permet pas de retrouver les
temps de naissance des enfants. Cette information additionnelle contenue dans un processus de Yule
peut s’ave´rer tre`s utile pour l’e´tude des arbres re´cursifs.
Nous nous inte´resserons dans ce texte aux effets d’un algorithme de destruction sur des arbres
ale´atoires re´cursifs de grandes tailles, notamment en identifiant diffe´rents re´gimes de percolation re-
marquables. Commenc¸ons par rappeler l’origine de ces questions.
2 Aux origines de la destruction : isolation de la racine
Au de´but des anne´es 1970, Meir et Moon [18, 19] se sont inte´resse´s a` un processus de destruction
d’arbres par suppression de leurs areˆtes les unes apre`s les autres, uniforme´ment au hasard. Ils ont
e´tudie´ plus particulie`rement le nombre Xn d’areˆtes appartenant au sous-arbre contenant la racine
qu’on doit retirer jusqu’a` ce que celle-ci soit isole´e. Autrement dit, dans le processus de destruction,
on ne compte que les areˆtes qui jouent un roˆle dans l’isolation de la racine, et on ignore celles qui, au
moment ou` elles sont retire´es, appartenaient a` un sous-arbre de´ja` de´connecte´ de la racine.





Xn = 1 en probabilite´. (1)
Pour cela, ils ont d’abord note´ la proprie´te´ fractale suivante des arbres ale´atoires re´cursifs. Si on
retire une areˆte de Tn uniforme´ment au hasard, disons la j-e`me avec 1 ≤ j ≤ n, on obtient deux
sous-arbres ale´atoires, l’un contenant la racine 0, et l’autre le sommet j qu’on peut voir comme la ra-
cine de ce second sous-arbre. Alors conditionnellement a` leurs tailles respectives, ces deux sous-arbres
sont inde´pendants et ont eux-meˆmes une structure d’arbres ale´atoires re´cursifs. Cette observation
e´le´mentaire est tre`s utile car elle permet e´videmment d’ite´rer le processus. Pour obtenir des informa-
tions quantitatives, on a besoin de connaˆıtre la loi des tailles des deux sous-arbres, et Meir et Moon ont
montre´ que la loi de la taille du sous-arbre qui ne contient pas la racine est particulie`rement simple :
c’est la meˆme que celle d’une variable ξ conditionne´e a` eˆtre au plus e´gale a` n, ou`








, k ≥ 1. (2)
A` l’aide de ces deux re´sultats, Meir et Moon obtiennent des e´quations de re´currence pour les premiers
et seconds moments de Xn, desquelles l’estimation au premier ordre (1) de´coule facilement.
Le proble`me de caracte´riser les fluctuations de Xn, c’est-a`-dire de l’approximation au second ordre,
est reste´ ouvert pendant pre`s de 35 ans avant que Drmota, Iksanov, Mo¨hle et Ro¨sler [11] ne parviennent






Xn − lnn− ln lnn
)
= X en distribution, (3)
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ou` X de´signe une variable de Cauchy comple`tement asyme´trique ayant pour fonction caracte´ristique
E(exp(itX)) = exp
(




, t ∈ R. (4)
C’est un re´sultat a priori plutoˆt surprenant, car on aurait pu s’attendre a` ce que Xn−n/ lnn convena-
blement renormalise´ converge en loi vers une variable gaussienne comme c’est tre`s souvent le cas. Non
seulement il n’en est rien, mais on peut aussi souligner qu’en plus du recentrage par n/ lnn auquel on
s’attend, il est ne´cessaire de faire une seconde correction de´terministe en n(ln lnn)/ ln2 n avant de re-
normaliser. L’approche initiale de Drmota et al. s’inscrit dans la ligne´e des me´thodes de combinatoire
analytique de´veloppe´es notamment par Philippe Flajolet : on utilise la proprie´te´ fractale des arbres
ale´atoires re´cursifs pour obtenir une e´quation sur la fonction ge´ne´ratrice ϕ(n, s) =
∑∞
n=0 E(sXn) de
Xn, puis des techniques d’analyse complexe pour e´tudier le comportement asymptotique de ϕ(n, ·)
quand n→∞.
Iksanov et Mo¨hle [16] ont propose´ peu de temps apre`s une e´le´gante explication probabiliste, qui
ne´cessite tre`s peu de calculs. Elle repose sur le couplage suivant, qui est une conse´quence facile de
la proprie´te´ fractale. Introduisons une suite (ξj : j ∈ N) de variables ale´atoires inde´pendantes et
toutes distribue´es selon la loi (2). On conside`re d’abord la marche ale´atoire Sk = ξ1 + · · · + ξk, pour
k ≥ 0. Puis, pour n fixe´, on modifie S en supprimant tous les pas qui lui feraient de´passer le niveau
n. Plus pre´cise´ment, on pose S∗0 = 0 et k0 = 0, et on de´finit par ite´ration S∗1 = S∗0 + ξk1 avec
k1 = inf{j ≥ k0 : S∗0 + ξj ≤ n}, S∗2 = S∗1 + ξk2 avec k2 = inf{j ≥ k1 : S∗1 + ξj ≤ n}, ... L’algorithme
se termine lorsque S∗ atteint la valeur n. Iksanov et Mo¨hle ont observe´ que la marche modifie´e S∗ a
la meˆme loi que la suite du nombre de sommets qui sont de´connecte´s de la racine, lorsqu’on supprime
une a` une les areˆtes du sous-arbre qui contient la racine, et cela uniforme´ment au hasard. Ainsi, la loi
de Xn est la meˆme que celle du nombre de pas de la marche modifie´e S
∗, et on peut e´tablir que cette
dernie`re est proche quand n est grand, du premier temps de passage de la marche ale´atoire S au-dessus
du niveau n. La formule (1) montre que la marche ale´atoire S appartient au domaine d’attraction d’un
processus de Cauchy asyme´trique, et le the´ore`me limite (3) de´coule enfin de re´sultats classiques sur
les premiers temps de passages de marches ale´atoires positives.
Pour conclure cette section, mentionnons encore que le proble`me initial d’isolation de la racine a
e´te´ par la suite e´tendu dans plusieurs directions ; voir notamment l’article re´cent de Kuba et Panholzer
[17], ainsi que [3] et les re´fe´rences qui y sont cite´es.
3 Re´gimes de percolation
Lorsqu’on travaille avec le graphe complet Gn avec n sommets (et donc n(n − 1)/2 areˆtes) au
lieu de l’arbre re´cursif Tn, le processus de destruction doit eˆtre vu comme une version dynamique
du mode`le du graphe ale´atoire introduit par Erdo˝s et Re´nyi [12, 13] et Gilbert [14]. Rappelons que
pour 0 < p < 1, G(n, p) de´signe le graphe ale´atoire obtenu a` partir de Gn apre`s une percolation
de parame`tre p, c’est-a`-dire en conservant chaque areˆte avec probabilite´ p et en la supprimant avec
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probabilite´ 1 − p, inde´pendamment des autres areˆtes. Parmi les re´sultats asymptotiques classiques
dans ce domaine quand n → ∞, l’un des plus importants concerne les re´gimes ou` le parame`tre de
percolation p = p(n) de´pend de n avec p(n) ∼ c/n, pour une constante c ∈ (0,∞) :
• Lorsque c < 1, avec grande probabilite´ pour n  1, la plus grande composante connexe de
G(n, p) est de l’ordre de lnn ; on parle du re´gime sous-critique.
• Lorsque c > 1, avec grande probabilite´ pour n  1, il existe une unique composante connexe
ge´ante, plus pre´cise´ment de taille proche de θ(c)n, ou` θ(c) ∈ (0, 1) est l’unique solution de
l’e´quation x+ e−cx = 1, et les composantes connexes suivantes sont d’ordre lnn seulement ; on
parle du re´gime sur-critique.
• Une transition de phase a donc lieu pour c = 1, et c’est dans la feneˆtre critique
p(n) = n−1 + tn−4/3(1 + o(1)),
avec t ∈ R, que la composante connexe ge´ante est en train de se former, les composantes
connexes les plus grandes e´tant alors de l’ordre de n2/3.
Les re´sultats asymptotiques pre´sente´s dans la section pre´ce´dente pour la destruction de grands
arbres re´cursifs ale´atoires concernent seulement le sous-arbre qui contient la racine, et il est naturel
de s’inte´resser plus ge´ne´ralement a` l’e´volution des tailles de tous les sous-arbres lors du processus de
destruction. Comme dans le cadre du graphe ale´atoire, on peut distinguer trois re´gimes principaux
que nous allons de´crire plus en de´tails dans la section suivante.
Lorsqu’on interpre`te un arbre ale´atoire re´cursif comme l’arbre ge´ne´alogique d’un processus de Yule,
la percolation peut eˆtre vue comme mode´lisant des mutations 1 neutres (c’est-a`-dire sans effets sur la
reproduction), qu’on superpose a` la ge´ne´alogie. Ceci conduit a` deux points de vue conceptuellement
assez diffe´rents. On peut soit construire d’abord l’arbre ale´atoire re´cursif de taille n, Tn, puis ensuite
effectuer une percolation de parame`tre p = p(n), soit re´aliser ces deux ope´rations simultane´ment :
a` chaque e´tape ou` l’on incorpore un nouveau sommet, on de´cide avec probabilite´ p de rattacher ce
sommet a` un des pre´ce´dents choisi uniforme´ment au hasard, et avec probabilite´ 1 − p de ne cre´er
aucune areˆte. Ces deux points de vue sont comple´mentaires ; le premier est mieux adapte´ a` une
approche dynamique de la percolation, notamment graˆce au couplage d’Iksanov et Mo¨hle, le second,
plus robuste dans le sens ou` des arguments analogues restent valables pour d’autres familles d’arbres
ale´atoires, permet de mieux utiliser la proprie´te´ de branchement.
3.1 Re´gime sur-critique
Comme nous l’avons rappele´ pre´ce´demment, la hauteur d’un sommet typique de Tn, c’est-a`-dire
la distance a` la racine d’un sommet choisi uniforme´ment au hasard, est proche de lnn avec grande
probabilite´ lorsque n 1. Il s’ensuit que si le parame`tre de percolation p = p(n) est tel que
1− p(n) ∼ c/n, pour un certain c > 0, (5)
1. Il est inte´ressant de signaler qu’a` l’origine, Yule s’e´tait inte´resse´ pre´cise´ment a` un mode`le d’e´volution de populations
avec mutations ; voir [23].
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alors la probabilite´ qu’un sommet typique reste connecte´ a` la racine est proche de
p(n)lnn ∼ (1− c/ lnn)lnn ∼ e−c.
De meˆme, la probabilite´ que deux sommets choisis uniforme´ment au hasard soient toujours connecte´s
apre`s percolation est voisine de p(n)2 lnn ∼ e−2c. Des calculs simples de premier et deuxie`me moments
montrent alors qu’avec grande probabilite´ pour n  1, la taille du sous-arbre contenant la racine 2,
C0, reste alors de l’ordre de n :
C0 ∼ e−cn. (6)
La composante qui contient la racine est donc ge´ante, et il est facile de ve´rifier que c’est la seule. Plus
pre´cise´ment, si on note C1 ≥ C2 ≥ · · · la suite ordonne´e des tailles des sous-arbres ne contenant pas
la racine, alors il est e´tabli dans [7] que dans le re´gime (5), pour tout j ≥ 1, le vecteur ale´atoire(
lnn
n





converge en loi vers (x1, . . . , xj), ou` x1 > x2 > . . . de´signe la suite des atomes d’une mesure ale´atoire
de Poisson sur (0,∞) avec intensite´ ce−cx−2dx . La loi limite peut e´galement eˆtre de´crite de la fac¸on
suivante : 1/x1, 1/x2−1/x1, . . . , 1/xj−1/xj−1 forment une suite de j variables i.i.d. de loi exponentielle
de parame`tre ce−c.
On notera que la taille de ces sous-arbres est de l’ordre de n/ lnn. De fac¸on informelle, les plus
grandes composantes qui ne contiennent pas la racine sont donc presque ge´antes, ce qui contraste
nettement avec le cas du graphe ale´atoire. Le couplage d’Iksanov et Mo¨hle qui a e´te´ de´crit a` la fin de
la section pre´ce´dente, joue un roˆle fondamental pour les preuves.
Ce re´sultat a e´te´ e´tendu dans [2] a` tout le re´gime sur-critique
1/n 1− p(n) 1. (7)
La borne infe´rieure 1/n est naturelle, car pour 1 − p(n) = o(1/n), avec grande probabilite´, aucune
areˆte n’est supprime´e. Comme nous l’avons indique´ plus haut, le sous-arbre contenant la racine est de
taille C0 ∼ np(n), et pour tout j ≥ 1, la suite des j sous-arbres suivants les plus grands convenablement
normalise´s (
n−p(n)




converge en loi quand n→∞ vers
(y1, . . . , yj)
ou` y1 > y2 > . . . de´signe la suite des atomes d’une mesure ale´atoire de Poisson sur (0,∞) avec
intensite´ y−2dy . On observera que cette mesure est l’intensite´ des sauts d’un processus de Cauchy
totalement asyme´trique, ce qui est bien suˆr tre`s lie´ a` (3). On notera e´galement que dans tout le re´gime
2. Pour alle´ger la notation, la de´pendance en la taille n de l’arbre sera syste´matiquement omise dans la notation.
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sur-critique (7), avec grande probabilite´ quand n  1, le sous-arbre contenant la racine est le plus
gros et les suivants sont plus petits par un facteur 1− p(n).
Avant de nous pencher sur les autres re´gimes, revenons brie`vement sur (5). L’estimation du premier
ordre (6) peut eˆtre vue comme une loi des grands nombres ; les fluctuations, autrement dit l’estimation
au second ordre, sont donne´es comme suit. Dans le re´gime (5), lorsque n→∞, la convergence en loi
suivante a lieu : (
n−1C0 − e−c
)
lnn− ce−c ln lnn =⇒ −ce−c (ln c−X) ,
ou` la variable X suit une loi de Cauchy comple`tement asyme´trique dont la fonction caracte´ristique
est donne´e par (4). Ce re´sultat a e´te´ e´tabli initialement par Schweinsberg [22], dans une e´tude du
coalescent de Bolthausen et Sznitman (des liens profonds entre ce dernier et les arbres ale´atoires
re´cursifs avaient e´te´ observe´s en premier par Goldschmidt et Martin [15]) ; une preuve plus simple en
a ensuite e´te´ donne´e dans [8], en s’appuyant a` la fois sur le couplage d’Iksanov et Mo¨hle et les liens
avec les processus de Yule. Les fluctuations non-gaussiennes de C0 rappellent bien suˆr celles de (3)
relatives a` l’isolation de la racine, meˆme si il n’y a probablement pas de fac¸on simple de rapprocher
ces deux re´sultats. Elles contrastent nettement avec les fluctuations pour la composante ge´ante du
graphe ale´atoire dans le re´gime sur-critique, qui elles sont gaussiennes.
3.2 Re´gime sous-critique
Nous avons vu que le re´gime sur-critique e´tait donne´ par (7). Il n’est alors pas surprenant que le
re´gime sous-critique, qui a e´te´ e´tudie´ tre`s re´cemment dans [5], corresponde a`
1/n p(n) 1.
A` nouveau, la borne infe´rieure 1/n s’explique par le fait que pour p(n) = o(1/n), avec grande proba-
bilite´, toutes les areˆtes sont supprime´es. Nous allons nous inte´resser aux effets de la percolation dans
certains sous-re´gimes naturels plus spe´cifiques.
L’une des premie`res questions concerne le seuil pour lequel les plus grandes composantes connexes
ont une taille donne´e. La re´ponse est simple : pour tous a > 0 et ` ∈ N fixe´s, conside´rons le re´gime
p(n) ∼ an−1/`. (8)
Alors avec grande probabilite´ lorsque n  1, il n’existe pas de sous-arbres de taille strictement plus




, k = 0, 1, . . . .
Il est inte´ressant de rappeler que dans un arbre re´cursif de taille n, le degre´ de la racine est voisin
de lnn avec grande probabilite´ quand n  1. En conse´quence, dans le re´gime (8), toutes les areˆtes
contigue¨s a` la racine sont supprime´es et la racine est isole´e, avec grande probabilite´. Il est de`s lors
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naturel de conside´rer e´galement le re´gime pour lequel la racine cesse d’eˆtre isole´e, c’est-a`-dire
p(n) ∼ a/ lnn, (9)
ou` a > 0 est une constante. Il est facile de montrer, par exemple en utilisant les liens avec les processus
de Yule, qu’asymptotiquement, le sous-arbre contenant la racine suit une loi ge´ome´trique de parame`tre
e−a. Le plus grand sous-arbre a quant a` lui une taille de l’ordre de lnn. Plus pre´cise´ment, il est e´tabli
dans [5] que dans le re´gime (9), avec grande probabilite´ pour n 1, le plus grand sous-arbre a pour
taille
t∗ lnn− ln lnn
2(ln(at∗)− ln(1 + at∗)) +O(1)
ou` t∗ > 0 de´signe l’unique solution de l’e´quation
1 + t∗ ln(at∗)− 1 + at
∗
a
ln(1 + at∗) = 0.
3.3 Feneˆtre critique
Nous venons de voir qu’avec grande probabilite´ quand n  1, le sous-arbre qui contient la racine
est le plus grand de tous dans le re´gime de percolation sur-critique ou` p(n) converge vers 1, alors que
quand p(n) converge vers 0, ce n’est plus le cas. Nous nous inte´ressons maintenant a` la transition de
phase, correspondant au cas ou` le parame`tre p ne de´pend pas de n. Plus pre´cise´ment, nous conside´rons
une percolation dynamique en assignant a` chaque areˆte une variable ale´atoire de loi exponentielle qui
correspond au temps en lequel cette areˆte est supprime´e, et ce bien suˆr, inde´pendamment des autres
areˆtes. Ainsi, au temps t ≥ 0, nous obtenons une percolation de Bernoulli, avec parame`tre p = e−t.
Rappelons que C0 de´signe la taille du sous-arbre qui contient la racine, et C1 ≥ C2 ≥ · · · la suite
ordonne´e des tailles des autres composantes. Les re´sultats suivants ont e´te´ obtenus dans [4].







−e−tC0 = X0(t) en probabilite´, pour tout t ≥ 0,
ou` (X0(t))t≥0 est un processus dit de Mittag-Leﬄer. Ce dernier a notamment pour loi marginale







Γ(ke−t + 1)xk−1 sin(pike−t);
et a e´te´ e´tudie´ inde´pendamment par Mo¨hle [20].
Plus ge´ne´ralement, pour tout i = 0, 1, 2, . . ., on a
lim
n→∞n
−e−tCi = Xi(t) en probabilite´, (10)
ou` (X0(t), X1(t), . . .) est une famille de processus dont nous allons maintenant de´crire la loi, en notant
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tout d’abord Yi(t) = lnXi(t), puis en introduisant la famille
Yt = {Yi(t) : i ≥ 0}.
Le processus Y = (Yt : t ≥ 0) peut alors eˆtre vu comme un processus d’Ornstein-Uhlenbeck branchant.
C’est un processus de Markov tel que la loi conditionnelle de Ys+t sachant Ys = {yi : i ≥ 0} est la
meˆme que celle de
{e−tyi + ζ(i)j : i ≥ 0, j ≥ 0},
ou` les familles {ζ(i)j : j ≥ 0} sont inde´pendantes et toutes de meˆme loi que Yt. A` un retournement
du temps pre`s, il s’agit de l’analogue de la description en termes de processus de coalescence due a`
Aldous [1], de l’e´volution du graphe ale´atoire dans la feneˆtre critique.
On peut ainsi voir Xt = {Xi(t) : i ≥ 0}, t ≥ 0, comme un exemple remarquable de processus de
croissance-fragmentation. Le terme de croissance peut eˆtre surprenant au premier abord (puisqu’apre`s
tout on conside`re une dynamique purement de destruction), il s’explique par le fait que la normalisation
(10) de´pend du temps t.
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