Upon dissolution of carbon dioxide (CO 2 ) into deep saline aquifers, various chemical reactions are likely to take place between dissolved CO 2 and reactants dissolved in the brine, which may drastically impact the mixing of stored CO 2 in the reservoir. Our objective is to understand how the nature of the dissolved chemical reactants affects the convective dynamics generated by the dissolution of CO 2 into the host phase. To do so, we study experimentally in a Hele-Shaw cell the reactive and convective dissolution of gaseous CO 2 into aqueous solutions of bases MOH where M + is an alkali metal cation. We quantify the effect of the counter-ion M + on the convective dynamics. Using a schlieren optical setup, we compare the convective patterns in pure water to those in different alkaline solutions of various concentrations. For any reactant MOH studied, the fingering instability develops faster in the reactive case than in pure water, and convection is enhanced if the concentration of the reactant is increased. Furthermore, changing the counter-ion M + modifies the onset time and the non-linear development of the fingering instability. We explain these experimental results by theoretically analyzing the reaction-diffusion density profiles developing in the solution. We find that changing the counter-ion M + of the base modifies the density profile, not only through solutal effects but also through differential diffusivity effects. This highlights that the spectator ion M + , despite not participating actively in the acid-base reaction, impacts the development of the hydrodynamic instability. Our results suggest that, in the context of CO 2 sequestration, the details of the chemical composition of the storage site should be taken into account for more accurate modeling of the reactive transport of dissolved CO 2 .
Introduction
The dissolution of CO 2 into deep saline aquifers can lead to a buoyantly unstable stratification of denser CO 2 -enriched brine on top of less dense pure brine, giving rise to density-driven convective mixing in the host phase (Ennis-King and Paterson, 2005; EmamiMeybodi et al., 2015) . Transport by convection, which is orders of magnitude faster than transport by molecular diffusion, is a process favorable to the sequestration of CO 2 as it can significantly enhance the dissolution rate of CO 2 into the brine (Ennis-King and Paterson, 2005; Hassanzadeh et al., 2005; Neufeld et al., 2010; Mojtaba et al., 2014) , reducing mixing times from thousands to hundreds of years (Backhaus et al., 2011) .
Upon dissolution of CO 2 in the aquifer, a variety of geochemical reactions may occur between dissolved acidic CO 2 and reactants dissolved in the brine (Rochelle et al., 2004; Emami-Meybodi et al., 2015) . These reactions can modify the density profile in the host aqueous phase, and thereby the unstable density stratification that triggers convective motions in the brine. The impact of these reactive processes on the transport of CO 2 in the reservoir is, however, poorly understood. Most numerical studies working on dissolution-driven convection in storage sites indeed simply disregard the influence of chemical reactants and products on the fluid density (Zhang et al., 2011; Xu et al., 2012; Tian et al., 2014) .
Some studies have focused on the stabilizing effect of a chemical reaction on convective dissolution, showing that a reaction between CO 2 and the solid porous matrix reduces the unstable density gradient. This restrains the penetration of CO 2 fingers into the underlying brine and delays the onset of convection Cardoso, 2011, 2012; Ghesmat et al., 2011; Cardoso and Andres, 2014; Kim and Choi, 2014; Ward et al., 2014a,b; Kim and Kim, 2015) . However, density changes due to the consumption of CO 2 may not be the only effect of the reaction, as variations in the concentrations of other dissolved reactants and products can also affect density, and thus convection (Ennis-King and Paterson, 2007; Wylock et al., 2014) .
In parallel, Budroni et al. (2014) considered a partially miscible liquid/liquid system which can be seen as an analogue for studying the dissolution of CO 2 in water. Specifically, they analyzed the stratification of an ester above water, in which the ester dissolves and undergoes a hydrolysis reaction. Density-driven fingering occurs, driven by the solubilization process of the ester into the water layer. In this partially miscible system, they showed that an A + B → C chemical reaction can have a stabilizing effect on convection even when both B and C contribute to the density profile. Indeed, the replacement of reactant B by a less dense salt C in the host phase creates a minimum of density below the interfacial region, which refrains the development of fingers.
In fact, depending on the physico-chemical characteristics of the reservoir, chemical reactions could be beneficial for or unfavorable to the dissolution of CO 2 . We have shown recently by means of a linear stability analysis that a general A + B → C chemical reaction can either increase or decrease the intensity of convective dissolution in partially miscible systems, depending on how the reaction product influences the local density with respect to the initially dissolved reactant (Loodts et al., 2014a (Loodts et al., , 2015 . We have also demonstrated experimentally that, in a gaseous CO 2 -water system, enhanced convection can be obtained by dissolving CO 2 into aqueous solutions of NaOH (Loodts et al., 2014a) . Furthermore, increasing the concentration of the reactant in the host aqueous solution favors the development of convective fingering. However, we only focused on NaOH solutions without varying the nature of the base and did not take differential diffusivity into account in the theoretical interpretation of the results. Furthermore, due to the weak sensitivity of our visualization system we were not able to compare the fingering dynamics in aqueous NaOH to that developing in water.
It has been shown in fully miscible systems that the nature of the species involved in the reaction can influence convective mixing rates. Indeed, Almarcha et al. (2011) have demonstrated both experimentally and theoretically that the convective regimes triggered by A + B → C reactions in miscible systems depend on the type and concentration of the reactants. In particular, they observed that diverse patterns can be obtained during the neutralization of a strong acid HCl by various strong bases MOH in aqueous solutions, depending on the solutal expansion and diffusion coefficients of the chemical species in the solution. In other words, they showed that changing the counter-ion M + of the basic reactant MOH drastically impacts convection upon contact between the two miscible solutions.
In this context, our objective is to understand how convective dissolution in the partially miscible CO 2 -water system is influenced by the nature of the reactants involved. In a Hele-Shaw cell, the density-driven instability induced by the dissolution of CO 2 in water is compared with that induced in various aqueous alkaline solutions. With a high-sensitive schlieren imaging system, the convective dynamics is followed over time in water and in solutions containing increasing concentrations of LiOH, NaOH, KOH and CsOH. In order to determine whether and how the chemical nature and concentration of the base in solution influence the observed pattern, the evolution of the fingered zone is analyzed quantitatively over time. We find that the development of the instability strongly depends on the concentration of the base in solution, and, to a lesser extent, on the nature of the counter-ion M + , even if this spectator ion does not participate in the chemical reaction. If the concentration of reactant MOH is increased, the onset time of convection is shorter and the instability develops faster. Similarly, convection is intensified if the counter-ion of the hydroxide is an element of the alkaline column with a larger atomic mass (Li + < Na + < K + < Cs + ). On the basis of a reaction-diffusion model including the effect of an A + 2B → C reaction, we enlighten the experimental results by the analysis of the numerical density profiles developing in the aqueous phase. The solutal Rayleigh numbers and the diffusivity ratios have been computed with the parameters used in experiments. In particular, we show that differential diffusion is crucial to understand the experimental findings.
The paper is organized as follows: first, in Section 2, we present the experimental setup and methods. Then the development of the convective instability generated by the dissolution of CO 2 in water and in various alkaline solutions of increasing concentration is analyzed qualitatively and quantitatively in Sections 3 and 4, respectively. In Section 5, the density profiles corresponding to the various concentrations and bases used in experiments are computed. A discussion of the relative effects of solutal and diffusion coefficients is found in Section 6. The experimental results are interpreted in light of the theoretical analysis in Section 7. Finally, the conclusions from this study are summarized in Section 8.
Experimental setup
Experiments are carried out at room temperature in a HeleShaw cell composed of two 210 mm × 260 mm × 6 mm flat glass plates maintained parallel and vertical in the gravity field (Fig. 1) . The plates are separated by a rigid spacer giving a gas-tight inner space between the glass plates of 165 mm × 210 mm × 0.5 mm. The cell is partially filled with aqueous solutions through the inlet at the bottom of the cell. Two upper inlets are used to let gases (N 2 or CO 2 ) flow in and out of the cell at a constant flow rate (6.0 L/h). The gaseous phase inside the cell is kept at atmospheric pressure as the excess of gas is continually evacuated.
Solutions of LiOH, NaOH, KOH (solid form, purity ≥ 98%, Sigma-Aldrich) and CsOH (liquid form, 50% wt in H 2 O, purity ≥99.9%, Sigma-Aldrich) are prepared with deionized water.
For the reproducibility of initial conditions, all experiments were conducted following the same protocol. First, the cell is purged with gaseous N 2 to avoid the presence of atmospheric CO 2 in the cell. The cell is then partially filled from the bottom with 15 ml of either pure water or an aqueous solution of the alkali MOH. N 2 is then replaced by CO 2 in order to start the experiment. The time t = 0 s is fixed as the time of the switch of N 2 to CO 2 in the system. Note that as all gases flow at the same rate, no disturbance of the interface is observed at the beginning of the experiment.
To avoid any effect of a color indicator on the dynamics (Almarcha et al., 2010; Kuster et al., 2011; Thomas et al., 2015) , a schlieren visualization technique (Settles, 2001 ) is used to track the convective patterns in the transparent aqueous solutions. This optical technique, schematically depicted in Fig. 1 , provides a visualization of gradients of refractive index related to density gradients, and allows to follow the dynamics in real time without interfering with it. Our schlieren system consists of an alignment of: a light source; two achromatic lenses of diameter 15 cm with 1.5 m focal length, between which the Hele-Shaw cell is placed; a knife edge; and a video camera to record the dynamics every 2 s during the experiment.
To analyze the experimental data, the recorded images are cropped to select the area where the dynamics takes place. Pictures are converted to gray-level images and divided by a reference image, taken before the introduction of CO 2 in the cell.
General development of the fingering instability
Figs. 2a and b show the temporal development of the densitydriven fingering generated by the dissolution of gaseous CO 2 into deionized water, i.e., the non-reactive case. Before the injection of CO 2 in the head-space of the cell, the schlieren images of the aqueous solution are uniformly gray and the interface between the gas and the aqueous phases is flat. A few minutes after the beginning of the experiment, a thin CO 2 -enriched boundary layer develops below the interface and grows diffusively over time. This thin layer is later destabilized into fingers sinking from the interface (see Fig. 2a ). Over time, fingers grow, enlarge and sometimes merge (Fig. 2b) . They also lose their contrast due to the decrease of density gradients (and thus of refractive index gradients) resulting from the mixing of the dissolved species in water.
The convective dynamics in water is compared at 13 min to the one in a reactive solution of LiOH 0.01 M (Fig. 2b and c) . In the reactive case, fingers are larger, more extended and even feature some tip splitting. Convection appears sooner in the reactive solution and develops faster than in water. In LiOH solutions, the denser CO 2 -enriched boundary layer developing below the interface appears immediately after the injection of gaseous CO 2 in the cell and is more contrasted than in water. This denser layer becomes thicker in time and is readily destabilized into many fingers sinking from the interface. Non-linear effects like merging appear rapidly after the onset of convection followed later in time by tip splitting in reactive experiments only (Fig. 2c) . Those phenomena will be further discussed in Section 4.2. Fig. 2 . Comparison of the density-driven convection generated by the dissolution of CO2 in water at (a) t = 6 min, (b) t = 13 min; and (c) in a solution of LiOH 0.01 M at t = 13 min. Dimensions are 8.6 cm × 1.7 cm for (a) and 8.6 cm × 2.5 cm for (b) and (c).
The general development of the instability depends on the type of reactant MOH involved and on its initial concentration. In order to evaluate both effects, we first vary the concentration of each base in solution. We then compare the convective pattern generated by the dissolution of CO 2 in various solutions of strong bases at fixed concentration (see examples of the dissolution of CO 2 in solutions of LiOH, NaOH, KOH and CsOH 0.05 M, in the videos provided in the Supplementary Material).
Effect of the concentration
In order to study the influence of the concentration of the base on the dynamics, four concentrations are considered for each base: 0.01 M, 0.02 M, 0.05 M and 0.1 M. Fig. 3 shows a selection of fingering patterns observed at t = 13 min in solutions of LiOH, NaOH, KOH and CsOH for two different concentrations (0.01 M and 0.1 M). It can be seen that fingers appear sooner and sink faster when the concentration of the base is increased. Merging, splitting and other finger interactions appear also more frequently in more concentrated solutions. In good agreement with the theory developed by Loodts et al. (2014a Loodts et al. ( , 2015 , the convective instability is strongly intensified when the concentration of the reactant is increased in the aqueous phase.
We also observe a black layer developing below the interface in concentrated CsOH solutions, with a thickness of a few mm growing diffusively over time. The extent of this dark layer seems to increase with the concentration of the base and is not observed in 0.01 M and 0.02 M solutions. Several tests have been performed to understand the origin of this dark layer. The experiment with the highest concentration of CsOH was conducted with an infrared camera but no change in temperature larger than 0.1 K was noticed in the solution. Moreover, the development of a dark layer was also observed in experiments with other bases at higher concentrations. We therefore conclude that the black layer developing in experiments at high concentrations corresponds most probably to the accumulation of the product of the reaction below the interface which has a refractive index different from the reactants.
Effect of the counter-ion M +
We now focus on the influence of the chemical nature of the base on the convective dissolution of CO 2 in aqueous reactive solutions. More specifically, we change the counter-ion M + of the hydroxide anion OH − in the reactive solution, and qualitatively compare in Figs. 3 and 4 the temporal evolutions of fingers in solutions of LiOH, NaOH, KOH and CsOH at a fixed concentration. Even if the dynamics are similar in all aqueous solutions, the fingering instability appears sooner and develops faster as we go down in the column of alkali metals. In other words, convection is enhanced in the series Li + < Na + < K + < Cs + . We comment further below on how this trend is influenced by the concentration of the base.
Quantitative analysis of the fingering dynamics
An image processing of the experimental results has been performed with Mathematica to analyze quantitatively the development of the fingering dynamics over time. First, the area of interest is defined for each experiment by selecting on the last picture recorded the largest rectangle starting from the interface in which the dynamics takes place. Considering the sensitivity of schlieren systems to vibrations generating a large variable noise, further image enhancement involving Gaussian filters had to be performed to reduce the noise and smooth the gray-level pictures as much as possible. 
Mixing length
The resulting processed pictures are then converted to black and white binary pictures to compute the evolution of the mixing length L, defined as the length of the convective zone (see Fig. 5 ), and computed as the length of the longest finger growing from the interface. The convective pattern appears white on the binarized pictures but, over time, only the more contrasted parts of the fingers remain visible. Indeed, due to diffusion, fingers become less contrasted over time, and the binarization and noise reduction processes lead inevitably to the loss of some information. However, the tip of fingers remains clearly defined over time and its position is used to compute the mixing length.
To begin with, the position of the interface between the gas and the liquid is defined on the first picture of each experiment as the brightest horizontal line on the image. Then, the position of the tip of the longest finger is computed on every picture by finding the position of the vertical white element which is the farthest away from the interface (see example in Fig. 5 ). For each time, the mixing length L is computed as the difference between this position and that of the interface. This process was not possible for the non-reactive case, where the density gradients are too small to be automatically detected. Therefore, the evolution of L has been computed in this non-reactive case by measuring manually the distance between the interface and the tip of the longest finger as a function of time. Finally, temporal evolutions of the lengths obtained for five experiments are averaged.
An example of the results obtained for five experiments with LiOH 0.05 M and the corresponding averaged mixing length is shown in Fig. 6 . The averaged mixing lengths obtained for water and for different bases in increasing concentrations are compared over time in Fig. 7 .
The temporal evolution of L observed in Fig. 7 is typical of the convection developing in partially miscible systems. Upon dissolution of gaseous CO 2 in the aqueous solution, a thin denser layer develops below the interface, the length of which grows as a square root of time in the diffusive regime, as long as the system remains stable. When convection sets in, the formation of fingers sinking from the interface accelerates the penetration of dissolved CO 2 in the solution, and L increases then faster until the end of the (Fig. 7) . Sometimes, a finger develops faster than the other ones but this single finger generally slows down after some time or even stops growing, before it gets dragged into the flow generated by the other growing fingers. In that case, the evolution of L can be seen to slow down for some time before it accelerates again. This effect is damped by averaging the mixing lengths on several experiments but can be noticed in some regions of Fig. 7 , for instance on the mixing length of CsOH, Fig. 7d between t = 400 s and t = 500 s. The characteristic onset time of convection (i.e. the time at which the evolution of L departs from the diffusive trend) is shorter when the concentration of the base is increased. Moreover, at a fixed concentration, the onset time is similar for LiOH, KOH and NaOH solutions, but is always shorter for CsOH solutions in which fingers are observed to appear sooner. As expected from Figs. 3 and 4, fingers also grow faster in CsOH solutions. For every concentration, the mixing length of fingers in CsOH solutions is always larger than in other solutions at a given time. The slowest evolutions are observed in LiOH solutions, where the fingers can reach final lengths up to 15 mm smaller than in CsOH solutions at t = 500 s (see for example Fig. 7c) . However, the evolution of L is very similar for LiOH and NaOH solutions for every concentration tested.
To compare the speed of the convective fingers after the onset of convection, their averaged velocities are obtained in water and in different reactive solutions. To do so, the averaged slope of the temporal evolution of L is computed between t = 100 s and t = 500 s for water and for the different bases in increasing concentration (Fig. 8) . The averaged velocity of fingers sinking in water is the lowest. The largest velocities are observed in the most concentrated reactive solutions. For every concentration of base, fingers sink at similar speeds in LiOH and NaOH solutions, and a little faster in KOH solutions where, at 0.1 M, velocities are up to 0.5 mm/min larger than in LiOH and NaOH solutions. Finally, fingers are always between 1 and 2 mm/min faster in CsOH solutions than in LiOH solutions.
These results confirm the observations made in Figs. 3 and 4. Convection is clearly enhanced when the concentration of the base is increased. Furthermore, at a fixed concentration, the convective instability starts sooner and the vertical velocity of fingers is larger in CsOH solutions than in other bases. In general, convection is enhanced in the sequence LiOH < NaOH < KOH < CsOH.
Space-time maps
To study the dynamics and the movement of fingers just below the interface, we draw space-time maps of the location of fingers by plotting as a function of time the pixel intensities along the horizontal line 2 mm below the interface on the gray-level pictures. A selection of space-time maps obtained for KOH solutions in increasing concentration is presented in Fig. 9 . First, we see that interactions between fingers near the interface are almost absent in 0.01 M solutions, for the 800 s period of time considered here (Fig. 9a) . Fingers may interact further down in the solution, but their base line remains at the same location until the end of the experiment, independently of their neighbors.
When the concentration of the base is increased, more complicated structures start to appear in the space-time maps. In more reactive solutions, the system enters in a non-linear regime rapidly Fig. 8 . Averaged vertical velocities computed from the averaged slope of the evolution of the mixing length L between t = 100 s and t = 500 s for water and for LiOH, NaOH, KOH and CsOH in increasing concentration. The points were connected just to guide the eye.
after the onset of convection. The system is more unstable and hence the number of fingers merging and splitting is increased with regard to the CO 2 -water system. In 0.05 M and 0.1 M solutions, a repetitive production of fingers is observed over time, which sustains the convective dynamics in the bulk. Indeed, as shown in Fig. 9c and d , a series of new fingers appearing regularly can be noticed at some locations. The time interval between successive finger births becomes smaller when the concentration of KOH increases. As the time step between two horizontal lines is 2 s, this period of fingers birth can be measured and is about 60 s for KOH 0.05 M (Fig. 9c) , and 30-35 s for KOH 0.1 M (Fig. 9d) . For lower concentrations, this production of new fingers is less frequent and is barely visible on the space-time maps. Note also that the wavelength of the pattern at early times is larger for small concentrations. Indeed, from 0.01 M to 0.1 M, the wavelength decreases from 3.4 mm (Fig. 9a ) to 1.2 mm (Fig. 9d) .
From our observations, similar descriptions can be made for space-time maps of other bases. Some details can differ in the evolution of the dynamics if the base is changed, specifically for 0.1 M, as shown in Fig. 10 which represents space-time maps of the location of fingers below the interface in solutions of CsOH, KOH, NaOH and LiOH at 0.1 M. In the case of CsOH, the map appears very dark because of the dark layer developing below the interface (see Fig. 3 ), which makes the analysis impossible after some time in that location. Nevertheless, the dynamics near the interface is intrinsically different if the nature of the base is changed. The time interval at which new fingers appear slightly increases from ∼30-35 s for KOH to ∼40-45 s for NaOH and LiOH. The wavelength of the pattern at early times does not vary significantly from one base to another. At onset, the measured wavelength is of 1.3 mm for CsOH and KOH solutions and 1.6 mm for LiOH and NaOH. Fewer fingers are indeed observed at the onset of convection in NaOH and LiOH than in KOH and CsOH solutions. Over time, the wavelength increases in all cases. For example, in the case of LiOH, the wavelength at the onset of convection is 1.6 mm whereas it is 4.8 mm at the end of the experiment. This change in the wavelength can be related to the general coarsening trend that is observed in all cases once the instability develops. Following the onset of convection, fingers appear, start to grow and move laterally to merge with the closest neighbor. When the distance between two fingers is large, a new finger appears in the boundary layer between existing fingers and follows the same behavior. Some preferred pathways can be observed, as new fingers emerging from a given area are always attracted to the same finger.
Density profiles
The development of density-driven fingering depends on the density stratification in the host aqueous solution, built before the onset of convection, i.e. when the velocity field in the aqueous solution is equal to zero. Therefore, to understand the experimental results, we follow the reasoning of Almarcha et al. (2011) and compute the numerical one-dimensional (1D) reaction-diffusion (RD) density profiles in the aqueous solution corresponding to the various concentrations and bases used in the experiments. 
Theoretical model
The density profile in the aqueous solution depends on the concentration profiles of the different chemicals. In this section, we describe the theoretical model used to compute such concentration profiles numerically.
Reaction scheme
When gaseous CO 2 fills the head-space of the cell, it dissolves with a finite solubility A 0 into the underlying aqueous solution where it slowly diffuses downwards. Dissolved CO 2 reacts with water to form carbonic acid (H 2 CO 3 ), which instantaneously dissociates into bicarbonate (HCO ) ions, following the equilibrium equations:
H 2 CO 3(aq) H
Equilibrium (2) is often not mentioned in studies of the absorption of gaseous CO 2 in aqueous solutions (Hikita et al., 1976; Pohorecki and Moniuk, 1988; Vas Bhat et al., 2000; Wylock et al., 2011) . Carbonic acid is indeed unstable in water and is present only in small amounts in aqueous solutions (Loerting et al., 2000) . Following usual conventions (Zeebe and Wolf-Gladrow, 2001 ), the notation CO *
2(aq)
is used to represent both dissolved CO 2(aq) and carbonic acid in water, and we can thus combine reactions (2) and (3) into:
Furthermore, it can be shown that in pure water at room temperature and for a CO 2 pressure of 1 atm, CO *
does not decompose significantly into HCO
and CO 2− 3(aq) (Zeebe and Wolf-Gladrow, 2001 ). We can thus assume that, for the non-reactive case, the only species dissolved in water is CO *
, as typically done in interpretations of experimental studies on CO 2 convective dissolution Pruess, 2010, 2011; Faisal et al., 2013 Faisal et al., , 2015 Outeda et al., 2014) . Table 1 Initial concentrations B0 of reactant B = MOH, used in the experiments, and corresponding dimensionless ratios ˇ = B0/A0 where A0 = 0.038 M is the solubility of CO2 in water for a pressure of gaseous CO2 of 1 atm and a temperature of 20
• C. In the reactive case, a base MOH, with M + an alkali metal cation Li + , Na + , K + , or Cs + , is initially dissolved in the host aqueous solution with an initial concentration B 0 (see Table 1 ). The following acid-base reactions take thus place in the host aqueous solution:
The values of the kinetic constants (Wylock et al., 2011; Gondal et al., 2015) shown in Table 2 suggest that reactions (6) and (7) can be considered as irreversible (k 11 k 12 and k 21 k 22 ) and that reaction (6) is the limiting step of the reaction scheme (k 11 k 21 ) (Pohorecki and Moniuk, 1988) . Therefore, the total reaction scheme can be simplified to (Hikita et al., 1976) :
with a reaction rate equal to the rate of reaction (6) 
Table 2
Kinetic constants in infinitely diluted solutions, computed with the correlations of Wylock et al. (2011) and Gondal et al. (2015) for a temperature of 20
• C. 1.6 × 10 6 Table 3 Diffusion coefficients D i , solutal expansion coefficients ˛i, diffusivity ratios ı i and solutal Rayleigh number R i of the involved chemical species (Sihnel and Novotny, 1985; García, 2001; Almarcha et al., 2011; Haynes, 2012) . The coefficients marked with "' * " were measured experimentally in this study because not available in the literature. Data for reactants MOH are in green, data for products M2CO3 are in red.
Reaction-diffusion equations for the concentration profiles
Assuming that the host solution is dilute enough to neglect nonideal effects and that ions are transported in pairs due to local electroneutrality, the 1D concentration profiles are computed in the aqueous solution as solutions of the following dimensionless RD equations:
∂B ∂t
∂C ∂t
where A, B, and C are the concentrations of CO *
2(aq)
, MOH (aq) , and M 2 CO 3(aq) , respectively. ı i = D i /D CO 2 is the ratio between the diffusivity D i of species i and D CO 2 the molecular diffusion coefficient of CO 2 in water (see Table 3 ). Note that the dimensionless rate of reaction (8) is equal to AB, the dimensionless speed of the limiting step (6). These equations are similar to those previously studied in the case of convective dissolution in reactive solutions (Budroni et al., 2014; Loodts et al., 2014a Loodts et al., , 2015 . They differ however from these previous works by the facts that (i) B disappears twice as fast as A because of reaction scheme (8) and (ii) differential diffusion (ı i / = 1) is here explicitly taken into account. As will be shown below, the latter is important to understand the experimental trends.
The upper boundary located at the vertical coordinate z = 0 is the gas-liquid interface saturated with CO 2 and impenetrable to the other solutes, while the lower boundary at z → ∞ represents the bulk of the host solution where only B is present, as we only consider the early-stage development of the instability. Eqs. (9) are solved using the boundary conditions
∂B ∂z
∂C ∂z
and the initial conditions
Here, ˇ = B 0 /A 0 is the ratio between B 0 the initial concentration of the dissolved reactant MOH, and A 0 the solubility of CO 2 into water computed from Henry's law (Li and Lee, 1996 ) (see equilibrium (1)). We indeed assume that the concentrations in the host solution are not large enough to significantly modify the solubility of CO 2 in water. Table 1 gives ˇ as a function of B 0 for the conditions of the experiments of this study. Eqs. (9)- (11) do not admit general analytical solutions, so that the 1D concentration profiles solutions of Eqs. (9) are computed numerically using an Euler scheme (Faires and Burden, 2012) . The total length of the system is 500 and is taken large enough so that the lower boundary does not affect the profiles. The mesh size is 1.0 and the time step is 0.02.
Equation of state for the density of the solution
The dimensionless density profile (z, t) in the aqueous phase is computed from the RD concentration profiles solutions of Eqs. (9) as
where R i =˛i
is the solutal Rayleigh number representing the contribution of species i to the density of the aqueous solution (see Table 3 ), with g = 9.81 m s −2 the norm of the gravity field, = 1.00 × 10 −6 m 2 s −1 the dynamic viscosity of water (Haynes, 2012) , D CO 2 = 1.67 × 10 −9 m 2 s −1 the diffusion coefficient of CO 2 in water (Haynes, 2012) , and l c = D CO 2 k 11 A 0 = 2.56 × 10 −6 m the characteristic reaction-diffusion length (Rongy et al., 2008 (Rongy et al., , 2010 .
is the solutal expansion coefficient of species i (see Table 3 ), where d and 0 are the dimensional density of the solution and of the pure solvent (i.e. water), respectively. Note that here the characteristic time scale t c = 1/(k 11 A 0 ) of the reaction is equal to 3.93 × 10 −3 s. Table 3 shows the diffusion and solutal expansion coefficients used to compute the diffusivity ratios ı i and the solutal Rayleigh number R i . The diffusion coefficient increases when going down the column of alkali metals:
Parameters
and
This increase can be related to the increase of the atomic radius.
With the same positive charge of the alkali metal cation, the largest the radius of the ion, the smallest the solvation shell. For instance, the CsOH ion pair diffuses the fastest because its interactions with water molecules are weaker than for the other alkali metal elements. In parallel, the solutal expansion coefficient ˛i increases when going down the group of alkali metals, due to the increasing weight of the alkali metal ion. We have indeed
and Li 2 CO 3 < ˛N a 2 CO 3 < ˛K 2 CO 3 < ˛C s 2 CO 3 .
The product Cs 2 CO 3 is characterized by the largest solutal expansion and diffusion coefficients of all species considered here.
Density profiles in reactive solutions
A typical density profile building up in time in the host solution during an experiment with CsOH is shown in Fig. 11 . In the bulk of the solution (large z), the reactant B = CsOH has not been consumed yet and is the only species present in dimensionless concentratioň . The related density (12) is therefore equal to R Bˇ. By contrast, near the interface (z = 0), CsOH has been consumed by the reaction. There, the main contributions to the density are thus those of dissolved A = CO 2 and C = Cs 2 CO 3 , as CO 2 dissolves into the host solution from the interface and Cs 2 CO 3 is produced at a reaction front which moves away in time from the interface due to the interplay between reaction and diffusion (Galfi and Rácz, 1988) . The density at the interface is equal to R A + R C C| z=0 , with C| z=0 > ˇ/2 here because of differential diffusivity. Given that the solutal expansion coefficient of Cs 2 CO 3 is approximately 30 times larger than that of CO 2 (see Table 3 ), Cs 2 CO 3 contributes much more to the density than CO 2 . The contribution of the product to density adds to that of CO 2 and makes the upper fluid layer denser than in the non-reactive case, which has a destabilizing effect.
Let us now discuss the global shape of the density profile in the host solution (Fig. 11) . The density profile has a minimum, where locally less dense fluid lies on top of a denser one, unlike its counterpart in the case of equal diffusion coefficients and A + B → C stoichiometry, which is monotonically decreasing (Loodts et al., 2014a) . The difference in the diffusion coefficients of the salt product and the base reactant explains the minimum of density appearing here. The diffusion coefficient of MOH is indeed larger than that of M 2 CO 3 for all tested M + (see Table 3 ). In other words, MOH diffuses faster than M 2 CO 3 , which creates a depleted zone below the reaction front as the product lags behind the reaction front at the top of the solution. Despite the presence of a minimum, the density stratification is more buoyantly unstable than its nonreactive counterpart as the density jump in the upper fluid layer is larger due to the higher concentration of the product M 2 CO 3 . We conclude that the minimum of density does not act here as a stabilizing barrier like in other systems (Loodts et al., 2014a; Budroni et al., 2014) where it originates from solutal effects only. Furthermore, the density difference between the minimum and the bulk is here small compared to the density of the upper fluid layer and hence, we suppose that during the development of the instability, fingers of denser fluid will outgrow the minimum.
Comparison of density profiles for different concentrations and reactants
To understand why convection is enhanced in experiments when increasing concentrations, or taking a counter-ion M + further down the alkali metal column, let us compare the density profiles when the initial concentration ˇ of MOH or type of counterion M + are varied (see Tables 1 and 3 ). Because the density of the host solution differs largely among all non-reactive and reactive cases, we compare them by computing normalized density profiles (z) = (z) − (z = 0) with (z = 0) the density at the gas-liquid interface (Figs. 12 and 13) .
Before further analyzing the effect of changing the concentration of the base, we describe the non-reactive (NR) profile corresponding to the case ˇ = 0. Dissolved CO 2 diffuses in the aqueous solution from the gas-liquid interface. The NR density profile follows the Slim et al., 2013; Loodts et al., 2014b) , and (z) is equal to
Upon dissolution, CO 2 increases the density of the aqueous solution (see Table 3 ), and R A is thus positive. In that case, (z) is negative, as denser fluid rich in dissolved CO 2 lies on top of less dense fluid. A buoyantly unstable density stratification builds up over time, which results in the classical dissolution-driven convective instability (Huppert and Neufeld, 2014; Loodts et al., 2014b; Emami-Meybodi et al., 2015) .
To understand the influence on convection of changing the concentration of reactant for a given MOH (Figs. 7-9) , the density profiles are compared for different initial concentration ratios ǐ n Fig. 12 . At a given time the amplitude of the upper density jump increases with ˇ, i.e. when the concentration of reactant MOH is increased. The corresponding density profile is thus more buoyantly unstable, in agreement with the experimental results.
To explain the influence on convection of changing the counterion M + for a fixed concentration of reactant (Figs. 7, 8 and 10) , the density profiles corresponding to different reactants MOH for the same initial concentration are compared at a given time in Fig. 13 . The amplitude of the upper density jump increases in the sequence Li + < Na + < K + < Cs + . This is coherent with the faster development of convection observed in the same sequence experimentally.
Note that these conclusions are not dependent on the time at which the density profiles are computed. Indeed, although the magnitude of the difference | m | between the minimum of density and the density at the interface increases in time, it always increases at a given time in the same sequence Li + < Na + < K + < Cs + (see Fig. 14) , and similarly for increasing concentrations (not shown here). The time at which the density profiles are compared can thus be chosen arbitrarily. For future quantitative modeling, a linear stability analysis or non-linear simulations should be performed to determine the onset time of the instability before which the RD density profile remains the correct reference.
Solutal versus differential diffusion effects
We now look at solutal and diffusivity effects separately to analyze the relative importance of density and diffusion-related effects on the dynamics. To do so, we compute the density profiles isolating each effect with a view to understanding whether the difference in the convective trend between the cations come from a difference in their solutal expansion coefficients, from a difference in their diffusion coefficients or from a combination of both solutal and diffusive effects.
Isolating solutal effects
To isolate the effect of the solutal expansion coefficients on the density profile in solution, the diffusion coefficients of all species are imposed equal (Loodts et al., 2014a (Loodts et al., , 2015 . In that case, Eq. (9b) and 2 × Eq. (9c) can be added to show that B + 2C is a conserved quantity equal to ˇ. By inserting C = (ˇ − B)/2 into Eq. (12), the density profile for ı i = 1 is then written as
Eq. (18) shows that, for equal diffusion coefficients, R A and R C /2 − R B are the solutal parameters affecting the relative weight of A and B in the density stratification of the host solution, and thus controlling the growth rate of the instability. As seen in Table 3 , R C /2 − R B does not increase in the experimental sequence Li + < Na + < K + < Cs + , which means that the solutal effect alone is not sufficient to explain the experimental results. Fig. 15 confirms indeed that for equal diffusion coefficients, the amplitude | m | does not increase in the experimental sequence but rather increases as R C /2 − R B does.
Isolating diffusive effects
To isolate the differential diffusivity effect, we arbitrarily impose the same Rayleigh numbers for all M + (for example R B = R A and R C = 2R A ) and examine the effect of varying ı C /ı B . When going down the alkaline column of the periodic table, ı C /ı B decreases, i.e. the salt diffuses increasingly slower compared to the base from Li + to Cs + (see Table 3 ). As explained above, this slower diffusion of the salt results in the fact that the product lags behind the reaction front at the top of the solution, which makes the density stratification more buoyantly unstable. The decrease of ı C /ı B when going down the alkaline column of the periodic table can thus explain the relative stability of the systems tested here. Fig. 16 shows that the difference between the density at the interface and the minimum of density indeed increases in the sequence Li + < Na + < K + < Cs + as ı C /ı B decreases. The amplitude of the changes are nevertheless smaller than those when both differential diffusion (ı i / = 1) and solutal effects are combined (see Fig. 13 ). Note that these conclusions hold for arbitrary values of the Rayleigh numbers as long as they are the same for all the studied alkali. The much more unstable behavior of CsOH observed experimentally (Fig. 7) , in particular compared to the non-reactive case, results thus from a combination of both diffusive and solutal effects.
Discussion
In summary, the influence of chemical reactions on the convective instability can be understood by analyzing the shape of the density profile. Chemical reactions alter this density profile by changing the concentrations of the solutes and thus modify the development of the instability. By evaluating solutal and differential diffusivity contributions to the density profile, the trends observed experimentally can be interpreted, i.e. convection is enhanced (i) in the reactive systems compared to their non-reactive counterpart, (ii) when the concentration of the initially dissolved reactant is increased, and (iii) when changing the counter-ion M + in the sequence Li + < Na + < K + < Cs + . Our theoretical analysis gives thus a good support to interpret the experiments.
Note that all these conclusions should be recovered both in porous media flows (governed by Darcy's law) and other flows (described by Stokes or Navier-Stokes equations) as they are independent of the flow equation used. Further techniques such as linear stability analyses or non-linear simulations are needed to quantitatively assess the stability of these profiles with regard to convection. However, as an unstable density stratification is at the origin of the convective instability, the qualitative comparison of the unstable density gradient and the extent of the denser zone for different initial concentrations or types of reactants has already allowed to interpret the trends observed in the experiments.
Conclusions
We have experimentally compared the density-driven convection developing upon dissolution of gaseous CO 2 into water and alkaline aqueous solutions of LiOH, NaOH, KOH and CsOH in increasing concentrations. In these reactive solutions, the dissolution and mixing of CO 2 is enhanced thanks to chemical reactions occurring between the base and dissolved CO 2 , which produce a salt with a larger solutal expansion coefficient and smaller diffusion coefficient than both reactants. In these conditions, the convective instability arises sooner and develops faster (i) when the concentration of the base in the aqueous solution is increased; (ii) when the spectator ion M + is changed going down the alkali metal column, i.e. fingering is the slowest for LiOH and the intensity of convective mixing increases following the series LiOH < NaOH < KOH < CsOH. These observations were explained by computing numerically the RD density profiles setting up in the aqueous solution upon CO 2 dissolution. These profiles show that both differences in diffusion and solutal expansion coefficients of all chemical species must be taken into account to explain the active role of the counter-ion M + observed experimentally. Furthermore, the density profiles explain that, for any reactant MOH, increasing the concentration enhances the convective dissolution because it increases the amplitude of the unfavorable density jump at the source of the instability.
Our results show that the nature and the concentration of reactants are important parameters to understand the development of the density-driven instability in reactive solutions. In fact, the spectator ion M + , which does not actively participate in the acid-base reaction, plays nevertheless a major role in the development of the instability by acting explicitly on the density profile at the very source of the convective instability.
In the context of CO 2 sequestration, this suggests that chemical reactions should not be neglected if realistic quantitative predictions of CO 2 fluxes or the shutdown time of the aquifer are to be computed. Moreover, the characteristics of so-called "spectator ions" appear to be of tantamount importance as their very nature impacts the density of the solution. An analysis of the chemical composition of a candidate sequestration site should therefore be a prerequisite to assess its potential efficiency in dissolving CO 2 . Understanding how the chemistry of the site can stabilize or destabilize convective dissolution is of peculiar interest for more accurate predictions of the time needed to saturate a site with CO 2 or evaluate its storage capacity.
