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GLOBAL TOPOLOGY OF HYPERBOLIC COMPONENTS I:
CANTOR CIRCLE CASE
XIAOGUANG WANG AND YONGCHENG YIN
Abstract. The hyperbolic components in the moduli space Md of de-
gree d ≥ 2 rational maps are mysterious and fundamental topological
objects. For those in the connectedness locus, they are known to be the
finite quotients of the Euclidean space R4d−4. In this paper, we study
the hyperbolic components in the disconnectedness locus and with min-
imal complexity: those in the Cantor circle locus. We show that each
of them is a finite quotient of the space R4d−4−n × Tn, where n is de-
termined by the dynamics. The proof relates Riemann surface theory
(Abel’s Theorem), dynamical system and algebraic topology.
1. Introduction and main theorem
This is the first of a series of papers which will be devoted to a study of the
global topology of the hyperbolic components in the disconnectedness locus,
in the moduli space of rational maps. The problem has various challenging
cases and lies in the crossroad of many subjects: Riemann surface theory,
dynamical systems, algebraic topology, etc. It is beyond the authors’ ability
to treat all the cases in one single paper, so a series of papers will fit the
project. In the current paper, we will deal with the hyperbolic components
with ‘minimal’ complexity: those in the Cantor circle locus. We will illus-
trate how different subjects interact in this situation. Our treatment in this
case sheds lights on the strategy to deal with the general case.
To set the stage, let’s begin with some basic definitions and motivations.
Let Ratd be the space of rational maps f : Ĉ→ Ĉ of degree d ≥ 2. This
space is naturally parameterized as
Ratd ' P2d+1(C) \ V (Res),
where V (Res) is the hypersurface of the irreducible pairs (P,Q) defining
f = P/Q, for which the resultant vanishes. The moduli space
Md = Ratd/PSL(2,C)
is Ratd modulo the action by conjugation of the group PSL(2,C) of Mo¨bius
transformations. There is a natural projection pi : Ratd → Md sending a
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rational map f to its Mo¨bius conjugate class 〈f〉. The topology on Md is
the quotient topology induced by pi. A point 〈f〉 ∈Md is also called a map
if no confusion arises.
A rational map f is hyperbolic if all critical points are attracted, under
iterations, to the attracting cycles of f . We say that 〈f〉 is hyperbolic if f
is hyperbolic. It’s known that in the moduli space Md, the set M
hyp
d of all
hyperbolic maps is open, and conjecturally dense. A connected component
of Mhypd is called a hyperbolic component. It is shown by DeMarco [D] that
every hyperbolic component (in any holomorphic family parameterized by a
complex manifold, implying that in Md) is a domain of holomorphy. Even
though, the shapes of general hyperbolic components are still mysterious.
Therefore, a fundamental problem naturally arises:
Question 1.1. What is the global topology of the hyperbolic component?
An extremal case is that the hyperbolic components are in the connected-
ness locus, the collection of all maps whose Julia sets are connected. Work-
ing within the polynomial moduli space of degree d, Milnor [M1] shows that
every hyperbolic component in the connectedness locus is diffeomorphic to
the topological cell R2d−2. Milnor’s result has a slightly different statement
when applying to the rational moduli space Md. Due to the possible sym-
metries of rational maps, the hyperbolic components in the connectedness
locus in Md are actually the finite quotients of R4d−4, compare [M1, Sec-
tion 9]. In particular, in the quadratic case, the topology of the hyperbolic
components was described by Rees [R].
For the hyperbolic components in the disconnectedness locus, consisting
of the maps for which the Julia sets are disconnected, Makienko [Ma] showed
that each of them is unbounded in the moduli space Md. Further studies
of these components were previously focused on the polynomial shift locus,
see for example [BDK, DM, DP1, DP2, DP3]. In the rational case, however,
very little is known about their global topology.
Our main purpose is to understand the global topology of these hyperbolic
components. In this paper, we consider the hyperbolic components in the
Cantor circle locus (subset of the disconnectedness locus), consisting of maps
〈f〉 for which the Julia set J(f) is homeomorphic to the Cartesian product
of a Cantor set C and the circle S1 = R/Z:
J(f) ' C× S1,
here a Cantor set C is a totally disconnected perfect set in R. These hy-
perbolic components have the ‘minimal’ complexity among all those in the
disconnectedness locus, in the sense that in the dynamical space, each Fa-
tou component of a representative map is either simply connected or doubly
connected. This non-trivial case naturally serves as the starting point of
our exploration. In fact, our study in this case involves ideas and techniques
from Riemann surface theory (e.g. Abel’s Theorem), dynamical systems
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(e.g. deformations and combinations of rational maps) and algebraic topol-
ogy. This enlightens the way to understand the general case, as will be
illustrated in the forthcoming papers.
Our main result characterizes the global topology of these components:
Theorem 1.2. Every hyperbolic component H ⊂ Md in the Cantor circle
locus is a finite quotient of R4d−4−n × Tn, where n is the number of the
critical annular Fatou components of a representative map in H.
We remark that the Cantor circle locus is empty when d ≤ 4, therefore
Theorem 1.2 implicitly requires that d ≥ 5. It is also necessary to point
out that even in the case that the quotient map is a covering map, the
hyperbolic component H is not necessarily homeomorphic to R4d−4−n×Tn.
In fact, classifying the spaces finitely covered by Tn (or the more delicate
case R4d−4−n × Tn) is an important subject in topology, and is related to
the theory of crystallographic groups and Hilbert’s eighteenth problem [M2].
This is beyond the scope of the paper. The readers may refer to [Ch,F,FG,
FH,Hi,B1,B2] and Section 10.
The main point in the proof of Theorem 1.2 is to show that a marked
version F = F(H) of H is homeomorphic to R4d−4−n × Tn (as is shown in
Section 8). This will be built on two key steps.
Key Step 1 is to characterize the proper holomorphic maps from the
annulus to the disk, and the space of all such maps. To this end, fix a
number r ∈ (0, 1), let D = {z ∈ C; |z| < 1}, Ar = {z ∈ C; r < |z| < 1} and
Cr = {z ∈ C; |z| = r} be the inner boundary of Ar. Let p1, p2, · · · , pe be
e ≥ 2 points in Ar, not necessarily distinct, and let δ ∈ [1, e) be an integer.
Our main result in this step is the following:
Theorem 1.3. There is a proper holomorphic map f : Ar → D of degree e
with f−1(0) = {p1, · · · , pe} and deg(f |Cr) = δ if and only if
|p1p2 · · · pe| = rδ.
When exists, the proper map f is unique if we further require that f(1) = 1.
In this case, f can be written uniquely as
f(z) = z−δB0(z)
∏
j≥1
(
Bj(z)B−j(z)
)
, z ∈ Ar,
where
Bj(z) =
(
e∏
k=1
1− pkr2j
1− pkr2j
)(
e∏
k=1
z − pkr2j
1− pkr2jz
)
, j ∈ Z.
Moreover, the space of all proper holomorphic maps f : Ar → D of degree e
with deg(f |Cr) = δ, f(1) = 1, and with r ranging over all numbers in (0, 1),
is homeomorphic to R2e−1 × S1.
Theorem 1.3 generalizes the well-known Blaschke products, therefore has
an independent interest. Its statement will be cut into several pieces, whose
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proofs are given in Sections 4 and 5, respectively. Abel’s Theorem for princi-
pal divisors plays an important role in the proof of existence part of Theorem
1.3 and its generalization to multi-connected domains in Section 3.
Key Step 2 is to study the ‘abstract’ hyperbolic component H via some
concrete spaces. To explain the strategy, let n be the number of critical
annular Fatou components of a representative map in H. We associate H
with a mapping scheme σ, a partition vector d = (d1, · · · , dn+1) ∈ Nn+1 of
d, see Section 2 for precise definitions. Then σ and d naturally induce
• a family of marked rational maps Fχ0σ,d ⊂ Ratd, where χ0 is related
to the marking information;
• a space of model maps Mσ, and
• two projections ρ : Fχ0σ,d →Mσ and p : Fχ0σ,d →Md.
The model space Mσ is known to be homeomorphic to R4d−4−n×Tn (see
Corollary 5.3). In order to understand the topology of (each component of)
Fχ0σ,d, we need study the property of ρ. Our main result in this step is
Theorem 1.4. The map ρ : Fχ0σ,d →Mσ is a covering map of degree
deg(ρ) =
(
1−
n+1∑
k=1
1
dk
)
lcm(d1, · · · , dn+1).
In particular, ρ is a homeomorphism if and only if
n+1∑
k=1
1
dk
+
1
lcm(d1, · · · , dn+1) = 1.
Theorem 1.4 completely answers the question: Given a generic holomor-
phic model map, how many rational maps (up to Mo¨bius conjugation) realize
it? The answer is exactly deg(ρ).
The covering property of ρ is proven in Section 6, using quasi-conformal
surgery. The mapping degree of ρ is given in Section 7, using an idea of
twist deformation, due to Cui [C].
By Theorem 1.4 and using an algebraic topology argument, we prove in
Section 8 that each marked hyperbolic component of Fχ0σ,d is homeomorphic
to R4d−4−n×Tn. Then by the finiteness property of p, we will complete the
proof of Theorem 1.2 in Section 9.
Section 10 is an appendix of some supplementary materials.
Acknowledgement. This paper grows up based on discussions with many
people. The first author would like to thank especially Guizhen Cui, for
his idea of twist deformation [C], which leads to the proof of Theorem 7.1;
Allen Hatcher, for providing us examples, not homeomorphic to, but finitely
covered by Tn and with Abelian transformation group; John Milnor, for his
paper [M1] as a persistent source of inspiration and for recommendation of
the references [B1,B2]; Kevin Pilgrim, for helpful discussions on the correct
formulation of the space Fχ0σ,d of marked rational maps.
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2. Dynamics
In this section, we present some basic dynamical properties of the hyper-
bolic rational maps whose Julia sets are Cantor set of circles. Examples of
such rational maps were given by many people, e.g. [Mc,Sh,DLU,QYY].
Figure 1. Example: the Julia set of f(z) = z3 +cz−3, when
c is small, is a Cantor set of circles.
Let f ∈ Ratd be such a map. Note that each Fatou component of f
is either simply connected or doubly connected, and that the number of
annular Fatou components containing critical points is finite. One may also
observe that there are exactly two simply connected Fatou components of f .
By suitable normalization, we assume one contains 0 and the other contains
∞. They are denoted by D0 and D∞, respectively.
 
• 0 D0 A1 D1 A2 · · · Dn An+1
D∞
• ∞
Figure 2. Domains in the dynamical plane of a Cantor cir-
cle map. D1, · · · , Dn are (critical) annular Fatou components
but Ak’s are not.
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The annulus A = Ĉ−D0 ∪D∞ contains no critical value of f , therefore
each connected component of f−1(A) is again an annulus. These components
are denoted by A1, A2, · · · , An+1, numbered so that Ak+1 and ∞ are in the
same component of Ĉ \ Ak. See Figure 2 for the arrangement of these sets.
Let Dk be the domain lying in between Ak and Ak+1, 1 ≤ k ≤ n. Clearly,
Dk is a critical annular Fatou component. The collection F (f) of all Fatou
components containing critical or post-critical points is
F (f) = {D0, D∞, D1, · · · , Dn}.
2.1. Mapping scheme. The map f induces a self map f∗ of F (f) defined
by f∗(Dj) = f(Dj). The pair (F (f), f∗) is called a mapping scheme1. There
are three types of mapping schemes, up to Mo¨bius conjugacy:
Type I : f(D0) = D0, f(D∞) = D0. In this case, D0 contains an
attracting fixed point of f and the number n is odd. We normalize f so that
f(0) = 0, 1 ∈ ∂D0, f(1) = 1, and ∞ is the conformal barycenter 2 of f−1(0)
in D∞, counted with multiplicity. The mapping scheme is as follows
D1
D3
· · ·
Dn
D∞ D0
D2
D4
· · ·
Dn−1
Type II : f(D0) = D∞, f(D∞) = D0. In this case, the number n is
even and f has an attracting cycle of period two. We may normalize f so
that f(0) =∞, f(∞) = 0, 1 ∈ ∂D0 and f2(1) = 1. The mapping scheme is
D1
D3
· · ·
Dn−1
D0 D∞
D2
D4
· · ·
Dn
Type III : f(D0) = D0, f(D∞) = D∞. In this case, the number n is
even, and each of D0 and D∞ contains an attracting fixed point of f . We
may normalize f so that f(0) = 0, f(∞) = ∞, 1 ∈ ∂D0 and f(1) = 1. The
mapping scheme is
1The definition is originally introduced by Milnor, see [M1].
2Let Ω be a Riemann surface isomorphic to D, the conformal barycenter of the points
p1, · · · , pk ∈ Ω is φ−1(0), where φ : Ω→ D is the unique Riemann mapping satisfying that
φ(p1) + · · ·+ φ(pk) = 0. See [M1].
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D1
D3
· · ·
Dn−1
D∞ D0
D2
D4
· · ·
Dn
In either case, set dk = deg(f |Ak). It’s clear that d =
∑n+1
k=1 dk. Note that
the annuli Ak’s are contained in A and they have disjoint closures, by the
Gro¨tzsch inequality
mod(A) >
n+1∑
k=1
mod(Ak) = mod(A)
n+1∑
k=1
1
dk
=⇒
n+1∑
k=1
1
dk
< 1.
Therefore, the dynamics of f induces a partition of d with number vector
d = d(f) = (d1, d2, · · · , dn+1) satisfying
|d| :=
n+1∑
k=1
dk = d,
n+1∑
k=1
1
dk
< 1. (∗)
We say a number vector d ∈ Nn+1 satisfying (∗) is admissible.
Note also that n ≥ 1. By (∗), all dk ≥ 2 and at most one of dk is two,
therefore d ≥ 2 + 3 = 5. More generally, by the mean inequality,
d >
( n+1∑
k=1
dk
)( n+1∑
k=1
1
dk
)
≥ (n+ 1)2 =⇒ n <
√
d− 1.
We remark that the mapping scheme can be recorded by the pair (I, τ),
where I = {0,∞, 1, · · · , n} is the index set of the Fatou components in
F (f), and τ is a self map of I defined by τ(k) = j if f(Dk) = Dj .
2.2. Boundary marking and the space Fχ0σ,d. From the previous sub-
section, we see that the hyperbolic component H ⊂ Md, consisting of
Type-σ (σ ∈ {I, II, III}) maps, induces an integer n ≥ 1 (the number
of critical annular Fatou components), and an admissible partition vertor
d = (d1, d2, · · · , dn+1) ∈ Nn+1.
Let Fσ,d ⊂ Ratd be the collection of Type-σ hyperbolic rational maps f
whose Julia sets are Cantor circles, normalized as the previous subsection,
and d(f) = d. The set Fσ,d, as a subspace of Ratd, might be disconnected.
Following Milnor [M1], a boundary marking for a map f ∈ Fσ,d means a
function ν : F (f) → C which assigns to each U ∈ F (f) a boundary point
ν(U), satisfying that
f(ν(U)) = ν(f(U)), ν(D0) = 1.
Note that the choice of the boundary marking is not unique. In fact,
when we fix the point ν(f(U)), there are at most deg(f |U ) choices of the
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marking point ν(U). It follows that there are finitely many choices of the
boundary marking ν. The characteristic of ν, denoted by χ(ν), is a symbol
vector χ = (1, · · · , n) ∈ {±}n, defined in the way that
k =
{
+, if ν(Dk) ∈ ∂Dk ∩ ∂Ak+1,
−, if ν(Dk) ∈ ∂Dk ∩ ∂Ak.
We call the pair (f, ν) a marked map. Fix a symbol vector χ0, define
Fχ0σ,d = {(f, ν); f ∈ Fσ,d, χ(ν) = χ0}.
The set Fχ0σ,d has a natural topology so that every map of Fσ,d has a
neighborhood N which is evenly covered under the projection Fχ0σ,d → Fσ,d,
defined by sending (f, ν) to f . To see this, it is enough to note that each
marked point ν(Dk) of f is preperiodic and eventually repelling, and there-
fore deforms continuously as we deform the map f . As a topology space,
Fχ0σ,d might be disconnected.
2.3. Model map. For each marked map (f, ν) ∈ Fχ0σ,d and each Fatou
component Dj ∈ F (f), there is a conformal isomorphism κj mapping Dj
onto D or Arj (here rj = e−2pimod(Dj) if Dj is an annulus), satisfying that
κj(ν(Dj)) = 1. If Dj is a disk, then the index j is either 0 or∞, in this case
we further require that κj(j) = 0 ∈ D.
We then get a model map mj for f |Dj , defined so that the following
diagram is commutative:
Dj
f |Dj //
κj

Dτ(j)
κτ(j)

D or Arj mj
// D
Now let’s look at the model maps mj . First, it is a standard fact that any
proper holomorphic map β from D onto itself with β(1) = 1 can be written
uniquely as a D-fold Blaschke product
β(z) =
(
D∏
k=1
1− a¯k
1− ak
)(
D∏
k=1
z − ak
1− a¯kz
)
, a1, · · · , aD ∈ D.
We say β is fixed point centered if β(0) = 0, and zero centered if 0 is the
conformal barycenter of β−1(0) (counted with multiplicity) in D.
Denote by BfcD the space of degree-D fixed point centered Blaschke prod-
ucts fixing the boundary point 1; byBzcD , the space of degree-D zero centered
Blaschke products fixing the boundary point 1.
It’s clear that m0 ∈ Bfcd1 . If f ∈ FI,d, then the model map m∞ ∈ Bzcdn+1 ;
if f ∈ FII,d or FIII,d, then m∞ ∈ Bfcdn+1 .
For 1 ≤ k ≤ n, the model map mk is a proper holomorphic map from
the annulus Ark onto D, fixing 1 and with mapping degree dk + dk+1. Let
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δk ∈ {dk, dk+1} be the mapping degree of mk on the inner boundary Crk of
Ark . Clearly, δk = dk+1 if k = −, and δk = dk if k = +.
Definition 2.1 (Model space of annulus-disk mappings). Given integers
e > δ > 0, let A(e, δ) be the set of all annulus-disk mappings, defined by
A(e, δ) =
{
m : Ar → D is a proper and holomorphic map;
deg(m) = e, deg(m|Cr) = δ, m(1) = 1, r ∈ (0, 1)
}
.
The topology of A(e, δ) is given as follows: We say that the maps φk :
Ark → D converges to φ : Ar → D in A(e, δ), if rk → r, and for any compact
subset K ⊂ Ar, φk|K converges uniformly to φ|K for k sufficiently large.
It’s easy to see that the map mk : Ark → D obtained above is an element
of A(dk + dk+1, δk). Now, we define the model space Mσ by
Mσ =
{
Bfcd1 ×Bzcdn+1 ×
∏n
k=1A(dk + dk+1, δk), if σ = I,
Bfcd1 ×Bfcdn+1 ×
∏n
k=1A(dk + dk+1, δk), if σ = II or III.
There is a natural map from Fχ0σ,d to Mσ
ρ : Fχ0σ,d →Mσ, (f, ν) 7→m(f) = (m0,m∞,m1, · · · ,mn).
Two questions naturally arise:
Question 2.2. What is the topology of the model spaces
BfcD, B
zc
D , A(dk + dk+1, δk)?
Question 2.3. What is the property of ρ? Can we know the topology of the
marked hyperbolic component (and further H) from that of Mσ?
For the first question, the following is known
Lemma 2.4 (Lemma 4.9 [M1]). For any integer D ≥ 2, the model spaces
BfcD,B
zc
D both are homeomorphic to R2D−2.
So the essential difficulty for the first question is to characterize the topol-
ogy of the space A(e, δ). This will be done in Sections 3, 4 and 5.
For the second question, we will prove the finite covering property of ρ in
Sections 6 and 7 and further use this property to describe the topology of
the marked hyperbolic component in Section 8 and hyperbolic component
in Section 9.
3. Proper mapping from multi-connected domain to disk
In this section, we consider a slightly general question: Given a multi-
connected domain Ω and a finite set Z ⊂ Ω , under what conditions there
is a proper holomorphic mapping from Ω onto the unit disk D, with Z as
the prescribed zero set? Here, we recall that a continuous map g : X → Y
between two topological spaces is said proper, if the preimage g−1(K) of
every compact subset K of Y is compact in X.
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To make the question precise, let Ωg be a multi-connected planar domain
bounded by the Jordan curves γ0, γ1, · · · , γg, where g ≥ 1 is an integer. We
associate each boundary curve γk with a positive integer dk. Let p1, · · · , pe
be e =
∑g
k=0 dk points in Ωg, not necessarily distinct.
Question 3.1. Is there a proper holomorphic map f : Ωg → D of degree e
with f−1(0) = {p1, · · · , pe} and deg(f |γk) = dk for all 0 ≤ k ≤ g?
We remark that the notation ‘{}’ here and throughout the paper should
be understood as the ‘weighted set’, or the divisor. In other words, when
two (or more) points are same, there is a multiplicity serving as the weight.
For example, {p, p, q} = {2p, q} 6= {p, q}.
In general, the answer to Question 3.1 is negative. The aim of this section
is to give a necessary and sufficient condition to guarantee the existence of
the proper map, using Abel’s Theorem for principle divisors in the Riemann
surface theory. The main result, with an independent interest, is as follows:
Theorem 3.2. The following two statements are equivalent:
1. There is a proper holomorphic map f : Ωg → D of degree e =
∑g
k=0 dk
with f−1(0) = {p1, · · · , pe} and deg(f |γk) = dk for all 0 ≤ k ≤ g.
2. The following equations hold
e∑
j=1
uk(pj) = dk, 1 ≤ k ≤ g,
where uk : Ωg → R is a harmonic function satisfying that
uk|γk = 1, uk|∂Ωg\γk = 0.
Moreover, the proper holomorphic map f is unique if we specify the value
of f at a boundary point q ∈ ∂Ωg.
Proof. By Koebe’s generalized Riemann mapping theorem [Ko1, Ko2], Ωg
is bi-holomorphic to a multi-connected domain whose boundaries are round
circles. For this, we may assume that all γk are round circles.
We consider the Schottky double surface Sg = Ωg∪∂Ωg∪Ω∗g of Ωg, which
is a compact Riemann surface of genus g. It admits an anti-holomorphic
involution σ, fixing ∂Ωg and mapping Ωg to its symmetric part Ω
∗
g. A basis
of the homology group H1(Sg) can be chosen as γ1, · · · , γg and α1, · · · , αg,
see Figure 3. Let ω1, · · · , ωg be the dual basis of γ1, · · · , γg in H1(Sg), the
space of holomorphic differentials on Sg, satisfying that∫
γj
ωk = δkj , j, k = 1, · · · , g.
By replacing ωk with
1
2(ωk + σ
∗ωk), we may assume that σ∗ωk = ωk. Let
bkj =
∫
αj
ωk, 1 ≤ k, j ≤ g.
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βz
γ0
γ1
γ2
Ωg
Ω∗g
α1
α2
• z∗
• z
Figure 3. The Schottky double surface Sg of Ωg, when g = 2
It’s known that B = (bkj) satisfies B = −B (this means the real part of
B vanishes) and the imaginary part of B is symmetric and positive definite
(see [FK, Proposition, p.63], note that here we chose a different basis of
H1(Sg) from that in [FK]). For any z ∈ Ωg, let βz be a curve in Sg connecting
z∗ = σ(z) to z, symmetric about ∂Ωg. Define a function
Φk(z) =
∫
βz
ωk.
It’s easy to check that z 7→ Φk(z) is a harmonic function on Ωg, with van-
ishing real part, and satisfying that
Φk|γ0 = 0 and Φk|γj =
∫
αj
ωk = bkj , 1 ≤ j ≤ g.
Therefore, we have
Φk =
g∑
j=1
bkjuj .
By Abel Theorem (see [S, Theorem 7.26] or [FK, Theorem, p.93]), there is
a proper holomorphic map F : Sg → Ĉ for which F−1(0) = {p1, · · · , pe}
and F−1(∞) = {p∗1, · · · , p∗e} (which is equivalent to the statement: there
is a proper holomorphic map f : Ωg → D of degree e with f−1(0) =
{p1, · · · , pe}), if and only if
∑e
k=1 Φ1(pk)∑e
k=1 Φ2(pk)
...∑e
k=1 Φg(pk)
 ∈ Z

b11
b21
...
bg1
+ · · ·+ Z

b1g
b2g
...
bgg
 .
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So there are integers n1, · · · , ng such that
∑e
k=1 Φ1(pk)∑e
k=1 Φ2(pk)
...∑e
k=1 Φg(pk)
 = B

∑e
k=1 u1(pk)∑e
k=1 u2(pk)
...∑e
k=1 ug(pk)
 = B

n1
n2
...
ng
 .
Note that the matrix B is reversible, we have
e∑
j=1
uk(pj) = nk, 1 ≤ k ≤ g.
These equalities guarantee the existence of the proper map f : Ωg → D.
To determine the integers n1, · · · , ng, we define a vector-valued function
Ψ : D→ Rg by
Ψ(ζ) =
( ∑
z∈f−1(ζ)
u1(z), · · · ,
∑
z∈f−1(ζ)
ug(z)
)t
.
It’s clear that Ψ is continuous. By above argument, Ψ takes discrete values
in Zg. So it is a constant vector. Note that we have required that deg(f |γk) =
dk for all 0 ≤ k ≤ g, meaning that when ζ approaches ∂D, the value Ψ(ζ)
will approach the constant vector (d1, · · · , dg)t. Therefore we have
e∑
j=1
uk(pj) = dk, 1 ≤ k ≤ g.
All the arguments above are reversible, implying the equivalence.
To finish, we prove the uniqueness part. Any proper holomorphic map
f : Ωg → D can induce a holomorphic map f̂ : Sg → Ĉ by reflection, with
zeros p1, · · · , pe and poles p∗1, · · · , p∗e. Let f1, f2 be two proper holomorphic
maps satisfying the first statement of the theorem, then f̂2/f̂1 : Sg → C is
a holomorphic map. Therefore f̂2/f̂1 is necessarily constant. Since they are
identical at the point q ∈ ∂Ωg, we have f̂2 = f̂1, equivalently, f2 = f1. 
4. Proper mapping from annulus to disk
We now focus on a special case of Theorem 3.2, that is, Ωg is an annulus.
Recall that r ∈ (0, 1), Ar = {z ∈ C; r < |z| < 1} and Cr = {|z| = r} be
the inner boundary of Ar. Let p1, p2, · · · , pe be e ≥ 2 points in Ar, not
necessarily distinct. Let δ ∈ [1, e) be an integer.
Theorem 4.1. There is a proper holomorphic map f : Ar → D of degree e
with f−1(0) = {p1, · · · , pe} and deg(f |Cr) = δ if and only if
|p1p2 · · · pe| = rδ.
When exists, the proper map f is unique if we further require that f(1) = 1.
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Proof. By Theorem 3.2, the proper holomorphic map as required exists if
and only if
u(p1) + · · ·+ u(pe) = δ,
where u is a harmonic function on Ar with u|Cr = 1 and u|∂D = 0. It’s
easy to observe that u(z) = log |z|/ log r. This gives the required equivalent
condition |p1p2 · · · pe| = rδ. The uniqueness also follows from Theorem 3.2.

Remark 4.2. An alternative proof of the ‘only if ’ part of Theorem 4.1 goes
as follows: we define
g(w) =
∏
f(z)=w
z, w ∈ D
where the product is taken counted multiplicity. It’s clear that g is continu-
ous and non-vanishing on D, holomorphic except at critical values. By the
removable singularity theorem, g : D → C∗ is holomorphic. Applying the
maximum principle to g and 1/g, we get
|g(w)| ≤ max
ζ∈∂D
|g(ζ)|, |1/g(w)| ≤ max
ζ∈∂D
|1/g(ζ)|.
Since g is proper, we have |g(ζ)| = rδ for all ζ ∈ ∂D. Therefore g is
a constant map and |g(w)| = rδ for all w ∈ D. In particular, |g(0)| =
|p1p2 · · · pe| = rδ.
Theorem 4.3. A proper holomorphic map f : Ar → D of degree e with
f−1(0) = {p1, · · · , pe}, f(1) = 1 and deg(f |Cr) = δ
can be written uniquely as
f(z) = z−δB0(z)
∏
j≥1
(
Bj(z)B−j(z)
)
, z ∈ Ar,
where
Bj(z) =
(
e∏
k=1
1− pkr2j
1− pkr2j
)(
e∏
k=1
z − pkr2j
1− pkr2jz
)
, j ∈ Z.
Proof. Write
fN (z) = z
−δB0(z)
N∏
j=1
(
Bj(z)B−j(z)
)
, N ∈ N ∪ {∞}.
In order to show f = f∞, we need to verify that f∞|Ar is a proper holomor-
phic map from Ar onto D of degree e, fixing 1 and having the same zero set
and the boundary degree as f . Note that by Theorem 4.1, we know that
|p1 · · · pe| = rδ. The proof proceeds in four steps:
Step 1. fN converges locally and uniformly to f∞ on C∗, as N →∞.
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We first show that fN converges uniformly to f∞ on Ar. In fact, it is
not hard to see that there is an integer M = M(r) > 0 and a constant
c = c(r) > 0, such that when N ≥M ,
|BN (z)B−N (z)− 1| ≤ cr2N , ∀ z ∈ Ar.
Therefore
|f∞(z)− fN (z)| = |fN (z)||1−
∞∏
j=N+1
(
Bj(z)B−j(z)
)| ≤ Cr2N ,
where C is a constant, dependent only on r. The uniform convergence on
Ar follows immediately. With the same argument, one can show that fN
converges uniformly to f∞ on r2kAr for any k ∈ Z.
Note that C∗ =
⋃
k∈Z r
2k(Ar ∪ A∗r), where A∗r = {z ∈ C; 1/z¯ ∈ Ar},
and that for any N , the map fN satisfies 1/fN (z) = fN (1/z¯). Therefore
fN : C∗ → Ĉ converges locally and uniformly, in the spherical metric, to
f∞ : C∗ → Ĉ. Moreover, the map f∞ also satisfies 1/f∞(z) = f∞(1/z¯).
Step 2. f∞ : C∗ → Ĉ is modular: f∞(r2z) = f∞(z).
Fix a compact subset K ⊂ C∗, one may verify that for any z ∈ K,
fN (r
2z)
fN (z)
=
1
r2δ
e∏
k=1
(z − pkr−2(N+1))(z − pk−1r2N )
(z − pk−1r−2(N+1))(z − pkr2N )
→ |p1 · · · pe|
2
r2δ
= 1 as N →∞.
By Step 1, we have f∞(r2z) = f∞(z) for all z ∈ K. By the identity theorem
for holomorphic maps, the equality holds for all z ∈ C∗.
Step 3. f∞|Ar : Ar → D is proper.
Observe that when |z| = 1, we have |f∞(z)| = 1. By the symmetry
f∞(1/z) = 1/f∞(z) and the identity f∞(r2z) = f∞(z), we have
1/f∞(z) = f∞(r2/z).
This implies that when |z| = r, we have |f∞(z)| = 1.
Since f∞|Ar : Ar → C is a non-constant holomorphic function, by the
maximum modulus principle, we have
|f∞(z)| < max
ζ∈∂Ar
|f∞(ζ)| = 1, ∀z ∈ Ar.
These properties imply that f∞(Ar) = D and f∞|Ar : Ar → D is a proper
map. The degree of f∞|Ar , which can be seen from the fact (f∞|Ar)−1(0) =
{p1, · · · , pe}, is exactly e.
Step 4. The boundary degree deg(f∞|Cr) = δ.
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The degree can be obtained by the argument principle
deg(f∞|∂D) = 1
2pi
∫
∂D
d arg f∞(z) =
1
2pii
∫
∂D
f ′∞(z)
f∞(z)
dz
= lim
N→∞
1
2pii
∫
∂D
f ′N (z)
fN (z)
dz (by uniform convergence)
= lim
N→∞
[(eN + e)− (eN + δ)] (by argument principle)
= e− δ.
Therefore deg(f∞|Cr) = e− deg(f∞|∂D) = δ. 
Remark 4.4. A byproduct of the proof of Theorem 4.3 is the following fact:
Given e points p1, · · · , pe ∈ Ar, define φ : C∗ → Ĉ by
φ(z) = z−δB0(z)
∏
j≥1
(
Bj(z)B−j(z)
)
,
then the restriction φ|Ar is a proper holomorphic map from Ar onto D if and
only if |p1 · · · pe| = rδ.
5. Model space
Let S be a topological space, S(e) be the e-fold symmetric product space
of S, consisting of all unordered e-tuples {z1, · · · , ze} on S, not necessarily
distinct. The space S(e) is endowed the quotient topology with respect to
the projection
pS : S
e → S(e), (z1, · · · , ze) 7→ {z1, · · · , ze}.
Given a number r ∈ (0, 1), two integers e > δ > 0, and {p1, · · · , pe} ∈ A(e)r
with |p1 · · · pe| = rδ, it is known from Theorem 4.1 that there is a unique
proper holomorphic map f : Ar → D of degree e with
f−1(0) = {p1, · · · , pe}, f(1) = 1 and deg(f |Cr) = δ.
Therefore, there is a bijection between the set A(e, δ) and
Z = {(r, {p1, · · · , pe}); r ∈ (0, 1), {p1, · · · , pe} ∈ A(e)r , |p1 · · · pe| = rδ}.
Clearly, Z is a topological subspace of (0, 1)× (C∗)(e).
Lemma 5.1. The following bijection is a homeomorphism
ω :
{
A(e, δ)→ Z,
f 7→ (rf , f−1(0)).
For this, we will not distinguish the spaces A(e, δ), Z in the following
discussion. The proof of Lemma 5.1 is left to the readers.
The aim of this section is to study the topology of the space A(e, δ).
Before that, we first look at an example, in order to have a picture in mind.
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5.1. Example: dynamically meaningful Mo¨bius band and toroid.
Fix r ∈ (0, 1), let’s consider the space Ar(2, 1) of all proper holomorphic
maps f : Ar → D of degree two with f(1) = 1. In this case,
Ar(2, 1) = {{p1, p2} ∈ A(2)r ; |p1p2| = r}.
In the following, we shall give a description of Ar(2, 1). We will see that
Ar(2, 1) is actually a 3-D solid torus or a toroid, containing a Mo¨bius band
as a dynamically meaningful subspace.
Set p1 = r
ρ1e2piit1 , p2 = r
ρ2e2piit2 , where ρ1, ρ2 ∈ (0, 1), t1, t2 ∈ S1 = R/Z.
By changing coordinates, the space Ar(2, 1), viewed as a set, can be
identified as the union of the following two sets
ALr (2, 1) = {(ρ1, ρ2, t1, t2) ∈ (0, 1)2 × T2; ρ1 > ρ2, ρ1 + ρ2 = 1},
ABr (2, 1) = {(1/2, 1/2, t1, t2); (t1, t2) ∈ T2} modulo order in t1, t2.
Each element in ALr (2, 1) is determined by a triple (ρ1, t1, t2) ∈ (1/2, 1)×T2.
Therefore ALr (2, 1) is homeomorphic to (1/2, 1)×T2. Note that each map f
in ALr (2, 1) is leaned in the sense that the two pre-images of 0 have different
moduli.
The set ABr (2, 1) consists of balanced maps f , in the sense that the two
pre-images of 0 have same moduli. As a topological space, ABr (2, 1) is home-
omorphic to S1
(2)
. To visualize S1
(2)
, we identify each point of S1 with e2piit.
Define the symmetric function sym2 : S
1(2) → C2 by
sym2({e2piit1 , e2piit2}) = (e2piit1 + e2piit2 , e2piit1 · e2piit2).
Clearly sym2 is injective. Let u = t1 + t2, v = t1 − t2, then
sym2({e2piit1 , e2piit2}) = epiiu(2 cos(piv), epiiu).
Therefore the image sym2(S
1(2)) can be parameterized by the parameters
(u, v), and it is homeomorphic to the image of γ : [0, 1]× [−1, 1]→ R3
γ(u, v) =
 (2 + cos(piv) cos(piu)) cos(2piu)(2 + cos(piv) cos(piu)) sin(2piu)
cos(piv) sin(piu)
 .
The image of γ is foliated by ∪u∈[0,1]γ(u, [−1, 1]). To understand this graph,
consider a line segment ` = [−1, 1] in R3 moving along the round circle
of radius 2 centered at the origin in the xy-plane. At each point zu =
(2 cos(2piu), 2 sin(2piu), 0), the line segment ` is perpendicular to the circle
and with plane angle piu, with the midpoint of ` exactly zu. One may find
that the image of γ is exactly a Mo¨bius band.
Finally, to visualizeAr(2, 1), we glue the inner boundary Bin = {(1/2, 1/2,
t1, t2); t1, t2 ∈ S1} of ALr (2, 1) so that the two points (1/2, 1/2, t1, t2) and
(1/2, 1/2, t2, t1) collapse to one point. In this way, Bin collapses to a Mo¨bius
band, as shown above. It then turns out that Bin ∪ALr (2, 1) collapses to a
toroid, giving the topology of Ar(2, 1).
The rigorous proof of these intuitive descriptions is the task of next part.
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Figure 4. The space ABr (2, 1) of balanced proper holomor-
phic maps f : Ar → D of degree two with f(1) = 1, is
naturally homeomorphic to a Mo¨bius band.
5.2. Global topology of model space. The following result says that
global topology of A(e, δ) is very standard.
Theorem 5.2. The model space A(e, δ) is homeomorphic to S1 × R2e−1.
Proof. The idea of the proof is inspired by one way of finding a leak in a tire:
first, inflate the tube, then use the hissing noise to locate the hole. Applying
in our case, we first ‘inflate’ the annulus Ar to the punctured plane C∗, then
using the symmetric function to detect the topology of symmetric product
space, and their subspaces.
As a warm-up, let’s first consider the subspace L of (C∗)(e):
L = {{ζ1, · · · , ζe} ∈ (C∗)(e); |ζ1 · · · ζe| = 1}.
Observe that L can be identified to Ce−1 × S1 by the symmetric function:
syme : {ζ1, · · · , ζe} 7→ (c1, · · · , ce−1, ce) ∈ Ce−1 × S1,
where ck are defined in the following way
(z − ζ1) · · · (z − ζe) = ze +
e∑
k=1
(−1)kckze−k.
In the following, we shall show that fix any r ∈ (0, 1), the space
Ar(e, δ) = {{p1, · · · , pe} ∈ A(e)r ; |p1 · · · pe| = rδ}
is homeomorphic to S1×R2e−2. To this end, it suffices to prove that Ar(e, δ)
is homeomorphic to L. Let φr : Ar → C∗ be the homeomorphism defined by
φr(p) =
|p| − r
1− |p| ·
p
|p| .
Then we define a map Φr : Ar(e, δ)→ L by
Φr({p1, · · · , pe}) =
{
φr(p1)
|φr(p1) · · ·φr(pe)|1/e
, · · · , φr(pe)|φr(p1) · · ·φr(pe)|1/e
}
.
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It’s clear that Φr is continuous. To see that Φr is a homeomorphism, we need
construct an inverse of Φr. To do this, for any {ζ1, · · · , ζe} ∈ L, consider
the function g : (0,+∞)→ R defined by
g(t) =
e∏
k=1
|ζk|+ tr
|ζk|+ t .
Observe that g is monotonically decreasing and satisfies
lim
t→0+
g(t) = 1, lim
t→+∞ g(t) = r
e.
So there is a unique positive number t0 = t0(ζ1, · · · , ζe) satisfying g(t0) = rδ.
Consider the map Ψr : L → Ar(e, δ) defined by
Ψr({ζ1, · · · , ζe}) =
{
|ζ1|+ t0r
|ζ1|+ t0 ·
ζ1
|ζ1| , · · · ,
|ζe|+ t0r
|ζe|+ t0 ·
ζe
|ζe|
}
.
One may verify that Ψr◦Φr = idAr(e,δ). This means that Φr is both injective
and surjective, therefore a homeomorphism from Ar(e, δ) onto L.
Finally, define the map H : A(e, δ)→ R× Ce−1 × S1 ' R2e−1 × S1 by
H(r, {p1, · · · , pe}) =
(
tan
((
r − 1
2
)
pi
)
, syme ◦ Φr({p1, · · · , pe})
)
.
It is easy to see that H is a homeomorphism. 
Now, for the model space Mσ introduced in Section 2.3, we have:
Corollary 5.3. The model space Mσ is homeomorphic to R4d−4−n × Tn.
Proof. It’s known from Lemma 2.4 and Theorem 5.2 that the model space
Mσ is homeomorphic to (note that d = d1 + · · ·+ dn+1)
R2d1−2 × R2dn+1−2 ×
n∏
k=1
(
R2(dk+dk+1)−1 × S1
)
' R4d−4−n × Tn.

6. The covering property of ρ
In this section, we shall prove the covering property of the map ρ : Fχ0σ,d →
Mσ (introduced in Section 2) defined by
ρ((f, ν)) = m(f) = (m0,m∞,m1, · · · ,mn).
Theorem 6.1. The map ρ : Fχ0σ,d →Mσ is a covering map.
Recall that, a map p : X → Y between two topological spaces X and Y
is a covering map if for every point y ∈ Y , there is a neighborhood V of y
such that every component of p−1(V ) maps homeomorphically onto V .
Note that in Theorem 6.1, we don’t assume the connectivity of Fχ0σ,d. The
proof bases on the quasi-conformal surgery and the Thurston-type theory,
developed by Cui and Tan [CT].
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6.1. C-equivalence. The following definitions are borrowed from [CT], with
slightly different but essentially equivalent statements.
Let g : Ĉ→ Ĉ be a branched cover with degree at least two. Let Cg be its
critical set, and Pg =
⋃
k>0 g
k(Cg) its post-critical set, P
′
g the accumulation
set of Pg.
We say that g is semi-rational if P ′g is finite (or empty); and in case P ′g 6= ∅,
the map g is holomorphic in a neighborhood of P ′g and every periodic point
in P ′g is either attracting or super-attracting.
Two semi-rational maps g1 and g2 are called c-equivalent, if there exist
a pair (φ, ψ) of homeomorphisms of Ĉ and a neighborhood U0 (= ∅ when
P ′g = ∅) of P ′g1 such that:
(a). φ ◦ g1 = g2 ◦ ψ;
(b). φ is holomorphic in U0;
(c). the two maps φ and ψ satisfy φ|Pg1∪U0 = ψ|Pg1∪U0 ;
(d). the two maps φ and ψ are isotopic rel Pg1 ∪ U0.
In this case, we say that g1 and g2 are c-equivalent via (φ, ψ).
6.2. Proof of Theorem 6.1. The proof is built on two propositions.
Proposition 6.2. The map ρ : Fχ0σ,d →Mσ is surjective.
Proof. It is equivalent to show that for any model map m ∈Mσ, the fibre
ρ−1(m) is non-empty. The proof consists of three steps: first construct a
branched cover with the prescribed holomorphic model m, then apply (a
special case of) Cui-Tan’s Theorem to generate a rational map, finally show
that this rational map realizes the original model m.
Step 1. Constructing a branched cover with prescribed model map.
Write m = (m0,m∞,m1, · · · ,mn), denote the domain of definition of mk
by D(mk), k ∈ I = {0,∞, 1, · · · , n}. Choose a sequence of numbers
1 < r1 < R1 < r2 < R2 < · · · < rn < Rn < R < +∞
satisfying that mod (D(mk)) =
1
2pi log(Rk/rk) for 1 ≤ k ≤ n. Let B0 = D,
B∞ = {z ∈ Ĉ; |z| > R} and Bk = {rk < |z| < Rk} for 1 ≤ k ≤ n.
For each k ∈ I, there is a conformal embedding ek : D(mk) ↪→ Ĉ, whose
image is exactly Bk. We assume that e0 = id|D, e∞(0) = ∞, and for each
k ∈ {1, · · · , n}, the point ek(1) is on the outer boundary of Bk if k = +; on
the inner boundary of Bk if k = − (recall that χ0 = (1, · · · , n) is a symbol
vector, see Section 2). We construct a branched cover of Ĉ as follows:
g =
{
eτ(k) ◦mk ◦ e−1k , on Bk, k ∈ I,
quasi-regular interpolation, on Ĉ \ ∪k∈IBk.
Note that the boundary degrees satisfy the inequality (see Section 2)
n+1∑
k=1
1
dk
< 1.
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As is interpreted in [CT], this inequality is equivalent to the absence of
Thurston obstruction. Therefore by a special case of Cui-Tan’s Theorem
[CT, Section 6.2 and Lemma 6.2], the map g is c-equivalent to a rational
map h, via a pair of homeomorphisms, say (φ0, φ1).
Step 2. The Julia set J(h) is a Cantor set of circles.
By the definition of c-equivalence, the maps φ0, φ1 are holomorphic and
identical in a neighborhood U of P ′g. Note that P ′g = {0} in the Type I
case, and P ′g = {0,∞} in the Type II, III cases. We further assume that
φ0 and φ1 both fix 0 and ∞. By a lifting process, we can get a sequence
of homeomorphisms φk satisfying that φk ◦ g = h ◦ φk+1 and φk, φk+1 are
isotopic rel g−k(U) ∪ Pg.
Let Uk0 be the component of g
−k(U) containing 0, and Uk∞ the component
of g−k(U) containing ∞. By the suitable choice of U , we assume Uk0 b
Uk+10 , U
k∞ b Uk+1∞ for all k ≥ 0. Choose a large integer ` > 0 so that Pg ⊂
U `0
⋃
U `∞. This implies that Ph ⊂ φ`(U `0 ∪ U `∞). Set A = Ĉ \ φ`(U `0 ∪ U `∞),
then B = h−1(A) b A and each component of B is an annulus. It follows
that J(h) =
⋂
k h
−k(A) and it is a Cantor set of circles.
Step 3. There is h0 ∈ 〈h〉 and a boundary marking ν0 of h0, so that
(h0, ν0) ∈ Fχ0σ,d and ρ((h0, ν0)) = m.
By suitable choice of representative in the isotopy class, we may assume φ0
maps D0 ∪D∞ homeomorphically onto D0(h)∪D∞(h), where Dw(h) is the
Fatou component of h containing w ∈ {0,∞}. We assume further that the
maps φk constructed in Step 2 are quasi-regular. Their dilatations are not
uniformly bounded, however, the dilatations of φk|Bj are uniformly bounded
for any j ∈ I. Since ⋃k Uk0 = B0 and ⋃k Uk∞ = B∞, we have that φk|Bj
converges uniformly to a conformal isomorphism, say αj : Bj → Dj(h),
where Dj(h) is the corresponding Fatou component of h. These αj ’s satisfy
that h|Dj(h) ◦ αj = ατ(j) ◦ g|Bj . The marking for g induces a marking ν
of h. Let φ be the Mo¨bius transformation mapping the triple (0, α0(1),∞)
to (0, 1,∞). Then the marked map (h0, ν0) = (φ ◦ h ◦ φ−1, φ ◦ ν) satisfies
(h0, ν0) ∈ Fχ0σ,d and ρ((h0, ν0)) = m.
The surjectivity of ρ then follows. 
Proposition 6.3. For every model map m ∈Mσ, there is a neighborhood
N of m satisfying that for each marked map (f, ν) ∈ ρ−1(m), there is a
neighborhood U of (f, ν) so that ρ|U : U→ N is a homeomorphism.
Proof. For any m = (m0,m∞,m1, · · · ,mn) ∈ Mσ, take (f, ν) ∈ ρ−1(m).
Suppose that (f |D0 , f |D∞ , f |D1 , · · · , f |Dn) is conformally conjugate to m by
the conformal isomorphism κf = (κ0, κ∞, κ1, · · · , κn).
We then choose a number r ∈ (0, 1), sufficiently close to 1 and satisfying
the following two properties:
(P1) For each k ∈ {0,∞}, the disk Dr contains all critical values of mk.
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(P2) For each k ∈ {1, · · · , n}, the set m−1τ(k)(Dr) contains all the critical
values of the model map mk : Ark → D.
Take another number R ∈ (r, 1), there is a small polydisk-type neighbor-
hood N =
∏
j∈I Nj of m, such that for all m˜ = (m˜0, m˜∞, m˜1, · · · , m˜n) ∈ N,
the properties (P1)(P2) still hold (one should replace m∗ by m˜∗ in the state-
ment), and
m˜−1j (Dr) b m−1j (DR), j ∈ {0,∞}; Ark,m˜ b ARk,m, k ∈ {1, · · · , n},
where Aak,m˜ = (m˜τ(k) ◦ m˜k)−1(Da), a ∈ {r,R}.
We then construct a quasi-regular map as follows
gm˜ =

κ−1τ(j) ◦ m˜j ◦ κj , in κ−1j (m˜−1j (Dr)), j ∈ {0,∞},
κ−1τ(j) ◦ m˜j ◦ κj , in κ−1j (Arj,m˜), j ∈ {1, · · · , n},
f, in Ĉ \ UR,
quasi-regular interpolation, in the rest,
where
UR =
( ⋃
j=0,∞
κ−1j (m
−1
j (DR))
)⋃( ⋃
1≤j≤n
κ−1j (A
R
j,m)
)
.
By careful gluing and suitable choices of interpolations, it is reasonable
to require that gm˜ moves continuously with respect to m˜ ∈ N and gm = f .
Then we pull back the standard complex structure defined in a neighborhood
of the attracting cycles of gm˜ by successive iterates, and get a gm˜-invariant
complex structure, whose Beltrami differential is denoted by µm˜.
Let φm˜ be a quasiconformal map fixing 0, 1,∞ and solving ∂φm˜ = µm˜∂φm˜.
Then fm˜ = φm˜ ◦ gm˜ ◦φ−1m˜ is a rational map with fm˜(1) = 1. The boundary
marking ν of f induces a boundary marking νm˜ = φm˜ ◦ ν for fm˜.
To finish, we need prove ρ((fm˜, νm˜)) = m˜ . This is a consequence of the
following fact, whose proof is similar to [M1, Lemma 5.10] (compare also
the Step 3 in the proof of Proposition 6.2). For this, we omit the details.
Fact The conformal conjugacy class of the homomorphic model m˜ =
(m˜0, m˜∞, m˜1, · · · , m˜n) is uniquely determined by the conformal conjugacy
class of its restrictions (m˜0|m˜−10 (Dr), m˜∞|m˜−1∞ (Dr), m˜1|Ar1,m˜ , · · · , m˜n|Arn,m˜). 
7. The finiteness property of ρ
We will go one step further in this section. By Theorem 6.1, we know
that ρ : Fχ0σ,d → Mσ is a covering map. The mapping degree of ρ, denoted
by deg(ρ), is defined as the cardinality of the fibre ρ−1(m), where m can
be any model map in Mσ. In this section, we will show
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Theorem 7.1. The mapping degree of ρ : Fχ0σ,d →Mσ is given by
deg(ρ) =
(
1−
n+1∑
k=1
1
dk
)
lcm(d1, · · · , dn+1).
In particular, ρ is finite-to-one.3
This finiteness property of ρ will be essential when we study the global
topology of the marked hyperbolic component in the next section (see the
proof of Theorem 8.1). To explain why it is essential, let’s consider an
example of covering map ζ : X → S1 in dimension one. It’s known from
algebraic topology that if ζ is finite-to-one, then X is homeomorphic to S1;
if ζ is infinite-to-one, then X is homeomorphic to R. Therefore the topology
of X is related to the mapping degree of ζ. The same reason works for our
(higher dimensional) case.
The idea of the proof of Theorem 7.1 is due to Guizhen Cui, using twist
deformation techniques [C] and the Thurston-type theorem for hyperbolic
rational maps, developed by Cui and Tan [CT].
7.1. The twist map. Recall that Ar = {r < |z| < 1}. The standard twist
function tr : Ar → Ar is defined by
tr(z) = ze
2pii
|z|−r
1−r , z ∈ Ar.
It’s clear that tr is a homeomorphism and tr|∂Ar = id.
Let A ⊂ Ĉ be an annulus, whose boundaries are Jordan curves. We define
the twist map along A by
TA(z) =
{
z, z ∈ Ĉ \A,
φ−1 ◦ tr ◦ φ(z), z ∈ A,
where φ : A→ Ar (here r = e−2pimod(A)) is a conformal isomorphism. Note
that TA does not depend on the choice of φ.
7.2. Proof of Theorem 7.1. Let m = (m0,m∞,m1, · · · ,mn) ∈ Mσ. To
evaluate the cardinality of ρ−1(m), throughout this section, we require m
to be ‘generic’ in the following sense:
(C1). Rθ1 ◦m0 = m0 ◦Rθ2 =⇒ Rθ1 = Rθ2 = id;
(C2). Rθ1 ◦m0 6= m∞ ◦Rθ2 , ∀ θ1, θ2 ∈ [0, 2pi);
(C3). mj ◦Rθ = mj =⇒ Rθ = id, ∀j = 1, · · · , n,
where Rα(z) = e
iαz.
In fact, these technical assumptions exclude the rotation symmetries of
m, and they will be used in the proofs of Lemma 7.5 and Theorem 7.1.
Take a marked map (f, ν) ∈ ρ−1(m). For this f , let n = n(f), Dj =
Dj(f), Ak = Ak(f) be defined as in Section 2.
3The notation ‘lcm’ means the least common multiple.
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Let Tk be the twist map along Ak, and T be the twist map along A :=
Ĉ \ (D0 ∪ D∞). Note that: (1). The post-critical set Pf is contained in
D0 ∪D∞; (2). T and Tk are isotopic rel D0 ∪D∞; (3). T ◦ Tk and Tk ◦ T
are isotopic rel D0 ∪D∞; (4). Tk ◦ Tj = Tj ◦ Tk.
Lemma 7.2. For any (g, µ) ∈ ρ−1(m), the map g is c-equivalent to T k ◦
f ◦ T k11 ◦ · · · ◦ T kn+1n+1 for some (k, k1, · · · , kn+1) ∈ Zn+2.
Proof. With the similar notation and ordering as f , we denoted the crit-
ical Fatou components of g by Dj(g), j ∈ I. First observe that, there is
a homeomorphism τ : Ĉ → Ĉ mapping ⋃j∈I Dj(g) holomorphically onto⋃
j∈I Dj , fixing 0,∞ and sending the marked points of g to that of f . Then
we compare the map gτ = τ ◦ g ◦ τ−1 and f . Note that gτ |Aj , f |Aj are
both dj-fold covering maps from Aj to A = Ĉ \ (D0 ∪ D∞), therefore for
some suitable choice of integer bj > 0, the restriction T
bj |A can be lifted
to a homeomorphism ζj : Aj → Aj with ζj |∂Aj = id, as illustrated in the
following commutative diagram:
Aj
gτ |Aj //
ζj

A
T bj |A

Aj
f |Aj
// A
One may observe that ζj is isotopic to T
aj
j |Aj rel ∂Aj for some aj ∈ Z. Now
let B = lcm(b1, · · · , bn+1) and Bj = Baj/bj , then gτ is c-equivalent to
T−B ◦ f ◦ TB11 ◦ · · · ◦ TBn+1n+1
via (id, ψ), where ψ is isotopic to id rel
⋃
k∈I Dk. It follows that g is c-
equivalent to T−B ◦ f ◦ TB11 ◦ · · · ◦ TBn+1n+1 via (τ, ψ ◦ τ). 
Lemma 7.3. For any (k, k1, · · · , kn+1) ∈ Zn+2, the map T k ◦ f ◦ T k11 ◦ · · · ◦
T
kn+1
n+1 is c-equivalent to T
k+
∑n+1
j=1 kj ◦ f .
Proof. Clearly T k11 ◦ · · · ◦ T kn+1n+1 conjugate T k ◦ f ◦ T k11 ◦ · · · ◦ T kn+1n+1 to T k11 ◦
· · · ◦T kn+1n+1 ◦T k ◦ f , which is c-equivalent to T k+
∑n+1
j=1 kj ◦ f via a pair (id, ψ)
of isotopic homeomorphisms. 
In the following, set
N = lcm(d1, · · · , dn+1), N∗ =
(
1−
n+1∑
j=1
1
dj
)
lcm(d1, · · · , dn+1).
Lemma 7.4. For any integer ` ∈ Z, the map T ` ◦ f is c-equivalent to
TN
∗+` ◦ f .
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Proof. It suffices to prove the case ` = 0. Let’s consider the action of the
following map
fN = T
N ◦ f ◦ T−N/d11 ◦ · · · ◦ T−N/dn+1n+1
on the annuli A1, · · · , An+1. Note that Aj is first twisted −N/dj times by
T
−N/dj
j , then the twist time is multiplied by dj because of the f -action, and
finally the TN -action contributes +N additional twist times. Therefore the
total twist time of fN on Aj is N + dj × (−N/dj) = 0, equal to the twist
time of f on Aj .
So we can lift the restriction of the identity map on A to get a home-
omorphism ζj : Aj → Aj , isotopic to id|Aj rel the boundary ∂Aj , see the
following commutative diagram
Aj
f |Aj //
ζj

A
id|A

Aj
fN |Aj
// A
By gluing the maps ζj , id|Dk together, we get a homeomorphism ψ : Ĉ→
Ĉ. Then the map f is c-equivalent, via the pair (id, ψ) of isotopic homeo-
morphisms, to fN , which is c-equivalent to T
N∗ ◦ f (by Lemma 7.3). 
Lemma 7.5. For any 0 ≤ m1 < m2 < N∗, the maps Tm1 ◦ f and Tm2 ◦ f
are not c-equivalent.
Proof. If not, suppose that Tm1 ◦f and Tm2 ◦f are c-equivalent via (φ0, φ1).
Then by lifting, there is a sequence of homeomorphisms φj : Ĉ → Ĉ so
that φj ◦ (Tm1 ◦ f) = (Tm2 ◦ f) ◦ φj+1, and φj is isotopic to φj+1 rel Pf .
Since φ0 is holomorphic in a neighborhood of attracting cycles, it’s not
hard to see that the restrictions φj |⋃
k∈I Dk converge to a conformal map
φ :
⋃
k∈I Dk →
⋃
k∈I Dk as j → ∞. Therefore in the isotopy class of φ0,
there is a pair of homeomorphisms ψ0, ψ1 so that T
m1 ◦ f and Tm2 ◦ f are
c-equivalent via (ψ0, ψ1), and that ψ0 and ψ1 are holomorphic in
⋃
k∈I Dk.
The assumptions (C1,C2,C3) imply that
ψ0|Dk = ψ1|Dk = id|Dk , ∀ k ∈ I.
It turns out that ψ0 is isotopic to T
k1
1 ◦ · · · ◦ T kn+1n+1 rel
⋃
k∈I Dk. Thus
Tm1 ◦ f and Tm2 ◦ f are c-equivalent via (T k11 ◦ · · · ◦ T kn+1n+1 , ψ). In other
words, Tm1+
∑n+1
i=1 ki ◦ f is c-equivalent to Tm2 ◦ f ◦ T k11 ◦ · · · ◦ T kn+1n+1 via
(id, ψ˜). Compare the twist times of the annuli A1, · · · , An+1, under the
actions of Tm1+
∑n+1
i=1 ki ◦ f and Tm2 ◦ f ◦ T k11 ◦ · · · ◦ T kn+1n+1 , we have the
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following equations
m2 + djkj = m1 +
n+1∑
i=1
ki, 1 ≤ j ≤ n+ 1.
Therefore dj is a divisor ofm1−m2+
∑n+1
i=1 ki. It follows that lcm(d1, · · · , dn+1)
is a divisor of m1 −m2 +
∑n+1
i=1 ki. From these equations, we get
n+1∑
i=1
ki =
∑n+1
i=1
1
di
1−∑n+1i=1 1di (m1 −m2).
So lcm(d1, · · · , dn+1) is a divisor of (m1 −m2)/(1−
∑n+1
i=1
1
di
). Put another
way, N∗ is a divisor of m1−m2. This is a contradiction since 0 < |m1−m2| <
N∗. 
Lemma 7.6. For any 0 ≤ k < N∗, the map T k ◦f is c-equivalent a rational
map R, unique up to Mo¨bius conjugation.
Proof. This is exactly a special case of Cui-Tan’s Theorem, see [CT, Section
6.2 and Lemma 6.2]. 
Now everything is ready to prove Theorem 7.1.
Proof of Theorem 7.1. Take any two marked maps (f1, ν1), (f2, ν2) ∈ ρ−1(m),
by the above lemmas, each (fj , νj) is c-equivalent to some T
kj ◦ f with
0 ≤ kj < N∗. The assumptions (C1,C2,C3) on m imply that either
(f1, ν1) = (f2, ν2) or 〈f1〉 6= 〈f2〉. In the latter case, it follows that T k1 ◦ f
and T k2 ◦f are not c-equivalent, implying that k1 6= k2. Hence deg(ρ) ≤ N∗.
On the other hand, for any 0 ≤ k < N∗, by Lemma 7.6, the map T k ◦f is
c-equivalent to a rational map, say h. By Step 3 in the proof of Proposition
6.2, there is h0 ∈ 〈h〉 with a boundary marking ν0, so that (h0, ν0) ∈ Fχ0σ,d and
ρ((h0, ν0)) = m. Again by the assumptions (C1,C2,C3), such pair (h0, ν0)
is unique, implying that deg(ρ) = N∗.
As an immediate consequence of Theorem 7.1, we have
Corollary 7.7. The map ρ : Fχ0σ,d →Mσ is a homeomorphism if and only
if
n+1∑
j=1
1
dj
+
1
lcm(d1, · · · , dn+1) = 1.
Note that in this case, the space Fχ0σ,d is connected. There are various
combinations of dk’s realizing this case. For example, if n = 1, one may take
{d1, d2} = {2, 3}; if n = 2, one may set {d1, d2, d3} = {2, 3, 7}, {3, 3, 4}, etc.
At the end of this section, we pose the following problem:
Question 7.8. What is the action of the covering transformation group of
ρ on (each component of) Fχ0σ,d? Is Fχ0σ,d always connected?
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8. Global topology of marked hyperbolic component
In the section, we show
Theorem 8.1. Let F be any connected component of Fχ0σ,d, then F is home-
omorphic to R4d−4−n × Tn.
Proof. The proof is a pure algebraic topology argument. First, it is known
from Theorems 6.1 and 7.1 that ρ : Fχ0σ,d → Mσ is a finite-to-one covering
map. In particular, the proof of Theorem 6.1 implies that both ρ(F) and
Mσ \ ρ(F) are open in Mσ. Therefore ρ(F) = Mσ, and the restriction of ρ
on F , still denoted by ρ, is a finite-to-one covering map. Chose a base point
τ0 = (f0, ν0) ∈ F , let ρ(τ0) = m0 = (m0,m∞,m1, · · · ,mn) ∈ Mσ be its
model map. By [H, Proposition 1.31], we know that ρ induces an injective
group homomorphism
ρ∗ :
{
pi1(F , τ0)→ pi1(Mσ,m0),
[γ] 7→ [ρ(γ)],
where γ is a loop in F starting and ending at τ0, and the notation [β] means
the homotopy class of the loop β in the underlying topological space.
Recall that Mσ is the Cartesian product of the spaces B
fc
d1
, Bfcdn+1 (or
Bzcdn+1), and A(dk + dk+1, δk), 1 ≤ k ≤ n. By Theorem 5.2, for each 1 ≤ k ≤
n, we may find a loop γk in A(dk+dk+1, δk) with base point mk, representing
the generator of the fundamental group. The homotopy class [γk] induces a
homotopy class [γ∗k ] in Mσ. Here the loop γ
∗
k : S
1 →Mσ is defined by
γ∗k(t) = (m0,m∞,m1, · · · ,mk−1, γk(t),mk+1, · · · ,mn), t ∈ S1.
The fundamental group pi1(Mσ,m0) of Mσ is a free Abelian group with
n generators, and it can be expressed as the direct product
pi1(Mσ,m0) = [γ
∗
1 ]Z× · · · × [γ∗n]Z.
Since ρ : F → Mσ is finite-to-one, each loop γ∗k has finite order in F .
That is, there is a positive integer, denoted by ord(γ∗k), such that ord(γ
∗
k)γ
∗
k
lifts to a loop in F . Therefore we have
ord(γ∗1)[γ
∗
1 ]Z× · · · × ord(γ∗n)[γ∗n]Z ⊂ ρ∗(pi1(F , τ0)).
This implies that the Abelian subgroup ρ∗(pi1(F , τ0)) has rank n. By the
structure theorem of Abelian groups (see [DF, Theorem 3, page 158], there
is a basis of homotopy classes of loops
[α1], · · · , [αn] ∈ ρ∗(pi1(F , τ0)).
so that
ρ∗(pi1(F , τ0)) = [α1]Z× · · · × [αn]Z.
Suppose that for each 1 ≤ i ≤ n,
[αi] =
n∑
j=1
mij [γ
∗
j ],
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where mij are integers. The matrix B = (mij) is reversible. (More precisely,
we remark that deg(ρ|F ) = |det(B)|. )
Now, we define a finite-to-one covering map
L :
{
R4d−4−n × Tn → R4d−4−n × Tn,
(X,Y ) 7→ (X,BtY )
where X ∈ R4d−4−n and Y ∈ Tn. Suppose that P0 is a L-preimage of Φ(m0),
and let Φ : Mσ → R4d−4−n × Tn be the homeomorphism in Corollary 5.3.
By the definition of L, we know that
L∗(pi1(R4d−4−n × Tn, P0)) = (Φ ◦ ρ)∗(pi1(F , τ0)).
By the lifting criterion [H, Proposition 1.37], there is a unique homeomor-
phism Ψ : F → R4d−4−n × Tn with Ψ(τ0) = P0. See the following commu-
tative diagram
(F , τ0) Ψ //
ρ

(R4d−4−n × Tn, P0)
L

(Mσ,m0)
Φ
// (R4d−4−n × Tn,Φ(m0))
The proof is completed. 
9. Global topology of hyperbolic component
This section gives the proof of Theorem 1.2, restated as follows
Theorem 9.1. There is a finite-to-one quotient map q : R4d−4−n×Tn → H.
In other words, H is homeomorphic to the quotient space R4d−4−n × Tn/q,
here points x1,x2 ∈ R4d−4−n × Tn are equivalent if q(x1) = q(x2).
Note that there is a natural projection from Fχ0σ,d to Md
p : Fχ0σ,d →Md, (f, ν) 7→ 〈f〉.
Let Hσ,d = p(Fχ0σ,d) be p’s image. Clearly, Hσ,d contains H as a component.
Let F be a component of Fχ0σ,d so that p(F) = H. To study the topology
of H, we need decompose p|F into two parts
p1 :
{
F → E
(f, ν) 7→ f and p2 :
{
E → H
f 7→ 〈f〉
where E = p1(F), which is necessarily a component of Fσ,d. Clearly, both
p1 and p2 are continuous. Since every map f ∈ E has only finitely many
boundary markings ν with χ(ν) = χ0, one may establish
Lemma 9.2. The map p1 : F → E is a finite-to-one covering map, whose
covering transformation group is Abelian.
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Proof. The proof of the finite covering property of p1 is easy. We only prove
that the covering transformation group is Abelian. Fix a map f ∈ E , and
let Bf = {ν : (f, ν) ∈ F}. Recall that {Dk}k∈I are the critical Fatou
components of f (see Section 2). For each k ∈ {1, · · · , n,∞}, let sσk be the
number of all possible candidates of the marked point ν(Dk). It’s not hard
to see that (here 1 ≤ j ≤ n)
sI∞ = dn+1, s
II
∞ = 1, s
III
∞ = dn+1 − 1, sIIj = dj + dj+1 − δj ,
sσj = dj + dj+1 − δj(j even) or (dj + dj+1 − δj)sσ∞(j odd), σ = I, III.
The possible candidates of the marked point on the corresponding boundary
component of Dk are labeled in positive cyclic order by 0, 1, · · · , sσk − 1. In
this way, we get an injective map
η :
{
Bf → Gσ = Zsσ1 × · · · × Zsσn × Zsσ∞
ν 7→ (i1, · · · , in, in+1)
where ik is the number so that ν(Dk) is the ik-th marked point, for k ∈
{1, · · · , n,∞}, and Zs is the cyclic group of order s ≥ 1.
It is important to observe that every loop class [γ] ∈ pi1(E , f) induces an
action on Bf and an element Z[γ] ∈ Gσ so that
η([γ] · ν) = η(ν) + Z[γ], ∀ ν ∈ Bf .
In fact this [γ] · ν ∈ Bf is defined so that the lift γ˜ ⊂ F of γ starts at (f, ν)
and ends at (f, [γ] · ν). By the following fact
η([γ1][γ2] · ν) = η([γ1] · ([γ2] · ν)) = η(ν) + Z[γ1] + Z[γ2]
= η([γ2] · ([γ1] · ν)) = η([γ2][γ1] · ν),
we see that the covering transformation group is Abelian. 
Lemma 9.3. The map p2 : E → H is a finite-to-one (possibly branched)
covering map.
Proof. Let f ∈ E and af0 = 1, af1 , · · · , afsσ0−1 be all fixed points of f (if
σ = I, III) or f2 (if σ = II) on ∂D0, in positive cyclic order, where s
I
0 =
sIII0 = d1 − 1, sII0 = d1dn+1 − 1. Note that for any 〈f〉 ∈ H,
p−12 (〈f〉) =
{
{f(afk ·)/afk ; k} ∩ E , σ = I,
{f(afk ·)/afk , bfj /f(bfj /·); k, j} ∩ E , σ = II or III.
where bj ’s are the fixed points of f (if σ = III) or f
2 (if σ = II) on ∂D∞.
Therefore the cardinality |p−12 (〈f〉)| ≤ sσ0 if σ = I, and |p−12 (〈f〉)| ≤ 2sσ0
if σ = II or III, implying that p2 is finite-to-one.
Let Aut(f) be the automorphism group of f (see Section 10.2 for precise
definition). One may observe that p2 is a covering map if and only if Aut(f)
is trivial for every map f ∈ E . More generally, the branched set of p2 is
exactly B(p2) = {f ∈ E ; Aut(f) is nontrivial}, and p2 is a covering map
from E \ p2−1(p2(B(p2))) onto H \ p2(B(p2)). 
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To further understand the relation between E and H, let’s define the
following group (analogous to the covering transformation group)
G(p2) = {κ : E → E is a homeomorphism, and p2 ◦ κ = p2}.
Note that the maps
ζk :
{
E → C,
f 7→ afk
(for any σ), ζ∗k :
{
E → C,
f 7→ f(afk)
(for σ = II)
are well-defined. Therefore if σ = I, then
G(p2) = {f 7→ f(afk ·)/afk ; f(afk ·)/afk ∈ E}
is cyclic; if σ = II, then
G(p2) = {f 7→ f(afk ·)/afk or f(afk)/f(f(afk)/·); f(afk ·)/afk , f(afk)/f(f(afk)/·) ∈ E}
is either cyclic or dihedral.
In these two cases, H can be identified as the quotient space E/G(p2).
Here are some examples that one can write down G(p2) explicitly. All of
them satisfy the technical assumption (see Corollary 7.7)
n+1∑
k=1
1
dk
+
1
lcm(d1, · · · , dn+1) = 1
to guarantee that both Fχ0σ,d and Fσ,d are connected. Therefore E = Fσ,d.
G(p2) is trivial: Let n = 1, d = (d1, d2) = (2, 3). The map p2 : E → H
is a homeomorphism (because Aut(f) is trivial for all f ∈ E , by Proposition
10.2), and G(p2) is trivial.
G(p2) is cyclic: Let n = 2, d = (d1, d2, d3) = (3, 3, 4) and σ = II. The
map p2 : E → H is a 11-to-1 covering map (because every map f ∈ E has a
trivial automorphism group, by Proposition 10.2), and G(p2)
∼= Z11.
G(p2) is dihedral: Let n = 2, d = (d1, d2, d3) = (6, 2, 6) and σ = II.
The map p2 : E → H is 70-to-1 branched cover, and G(p2) ∼= D70.
Proof of Theorem 9.1. It follows from Lemmas 9.2 and 9.3 that p : F → H
is a finite-to-one quotient mapping. Identifying F and R4d−4−n × Tn via Ψ
(by Theorem 8.1), we see that H is homeomorphic to the quotient space
R4d−4−n × Tn/q,
with q = p ◦Ψ−1.
Remark 9.4. An arithmetic condition imposed on d can guarantee that the
quotient map q is a covering map, see Corollary 10.5.
10. Appendix
This section provides the supplementary materials to the paper, including:
• a proof of unboundedness of hyperbolic component;
• automorphism group of rational maps in Cantor circle locus;
• topological space finitely covered by Tn;
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• crystallographic group.
10.1. Unboundedness of hyperbolic components. This part gives an
alternative proof of a result due to Makienko [Ma].
Theorem 10.1. Let H ⊂Md be a hyperbolic component in the disconnect-
edness locus, then H is unbounded.
Proof. Suppose 〈f〉 ∈ H and f has N attracting cycles C1(f), · · · , CN (f),
with multiplier vector λ(f) = (λ1, · · · , λk, 0, · · · , 0), where λj 6= 0 is the
multiplier of f at the cycle Cj(f), j = 1, · · · , k , and the cycles Cj(f) with
k < j ≤ N are superattracting.
Applying quasiconformal surgery, we get a continuous family of rational
maps ft with λ(ft) = tλ(f), 0 < t ≤ 1. If 〈ft〉 has no accumulation point in
Md as t→ 0, then H is unbounded. Else, let 〈g〉 ∈ Md be an accumulation
point. Then g is hyperbolic with N superattracting cycles.
Let Gjg be the Green function of g at the cycle Cj(g), and Aj be the whole
attracting basin of Cj(g). Let φτ solve the Beltrami equation:
∂φτ
∂φτ
=
τ − 1
τ + 1
N∑
j=1
1Aj
∂Gjg
∂Gjg
, 1 ≤ τ < +∞.
We consider the curve 〈gτ 〉1≤τ<+∞ in H, where gτ = φτ ◦ g ◦ φ−1τ . If 〈gτ 〉
has no accumulation point in Md, the H is unbounded. Else, let 〈g∞〉 ∈Md
be the limit point of some sequence 〈gτn〉 with 1 ≤ τ1 < τ2 < · · · → ∞. By
suitably choosing representatives, we may assume gτn converges to g∞ in Ĉ.
Then g∞ is hyperbolic, thus J(g∞) is disconnected. On the other hand, since
gτn is the streching sequence of g, the map g∞ is necessarily postcritically
finite (an interesting fact). So J(g∞) is connected. Contradiction. 
The reverse of Theorem 10.1 is not true. An unbounded hyperbolic com-
ponent can sit in the connectedness locus, see [E].
10.2. Automorphism group of rational maps. Recall that the auto-
morphism group of a rational map f is defined by
Aut(f) = {φ ∈ PSL(2,C);φ ◦ f = f ◦ φ}.
One may view the trivial group as Z1, the cyclic group of order 1. It is
known from [MSW,Si] that Aut(f) is isomorphic to
• a cyclic group Zm of order m ≥ 1, or
• the dihedral group D2m of order 2m, or
• the alternating groups A4, A5, or
• the symmetric group S4.
However, for hyperbolic rational map f with Cantor circle Julia set, there
are only two possibilities for Aut(f): cyclic or dihedral. Precisely,
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Proposition 10.2. Let f ∈ Fσ,d, here d = (d1, d2, · · · , dn+1).
1. If σ = I, then Aut(f) is isomorphic to Z`, where
`|gcd{dk + (−1)k; 1 ≤ k ≤ n+ 1}.
2. If σ = II, then Aut(f) is isomorphic to Z` or D2`, where
`|gcd{dk − (−1)k; 1 ≤ k ≤ n+ 1}.
3. If σ = III, then Aut(f) is isomorphic to Z` or D2`, where
`|gcd{dk + (−1)k; 1 ≤ k ≤ n+ 1}.
To prove Lemma 10.2, we need a fact on the model maps. For m ∈
BfcD ∪BzcD ∪A(e, δ), let’s define
Rot±(m) = {θ ∈ S1;m(e2piiθz) = e±2piiθm(z), ∀z}.
Clearly, Rot+(m) characterizes the rotation symmetries of m.
Lemma 10.3. 1. For any m ∈ BfcD ∪BzcD , one has
Rot±(m) = {k/`; 0 ≤ k < `} with `|D ∓ 1.
2. For any m ∈ A(e, δ), one has
Rot±(m) = {k/`; 0 ≤ k < `} with `|gcd(δ±1, e).
Proof. 1. Take θ ∈ Rot+(m), note that rθ(z) = e2piiθz maps the fixed point
set of m on ∂D bijectively to itself, and there are exactly D− 1 fixed points
on ∂D. So each element θ ∈ Rot(m) necessarily satisfies (D − 1)θ ∈ Z.
Since Rot(m) is a finite abelian group of numbers, it must take the form
{k/`; 0 ≤ k < `} with `|D − 1.
If θ ∈ Rot−(m), then rθ commutes with 1/m on ∂D. Note that rθ maps
the fixed point set of 1/m on ∂D bijectively to itself, and 1/m has exactly
D + 1 fixed points on ∂D. The rest arguments are the same as above.
2. If θ ∈ Rot+(m), then by the same reason as 1, any rotation r commut-
ing with m takes the form r(z) = e2piik/`0z with `0|e− δ − 1, gcd(k, `0) = 1
and 0 ≤ k < `0 ≥ 1. The zero set m−1(0) is invariant under r implying that
`0|e. Therefore `0|gcd(δ + 1, e). Since Rot+(m) is a finite abelian group of
numbers, it must take the form {k/`; 0 ≤ k < `} with `|gcd(δ + 1, e).
If θ ∈ Rot−(m), assume m is defined on Ar. Take a ∈ m−1(1) ∩ Cr and
let m̂(z) = m(a/z), then m̂ ∈ A(e, e − δ) and −θ ∈ Rot+(m̂). The rest
arguments are the same as above. 
Remark 10.4. Every set {k/`; 0 ≤ k < `} with ` ≥ 1 and `|D ∓ 1 (first
case) or `|gcd(δ ± 1, e) (second case) is realizable by Rot±(m) for some m.
Proof of Proposition 10.2. Assume that Aut(f) is nontrivial. Take φ ∈
Aut(f) \ {id}. Necessarily φ({0,∞}) = {0,∞}, and two cases happen:
Case 1 (rotation): φ fixes 0 and ∞. In this case φ(z) = az, a 6= 0, 1.
The relation φ◦f = f ◦φ implies that φ(∂D0) = ∂D0 and aj is a fixed point
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of f on ∂D0, for all j ≥ 1. Therefore there is a minimal integer `0 > 1 so
that φ(z) = e2piik0/`0z with gcd(k0, `0) = 1.
If σ = I, we choose a boundary marking ν with χ(ν) = (−,+,−,+, · · · ).
Then φ ◦ f = f ◦ φ implies that m((f, ν)) = (m0,m∞,m1, · · · ,mn) satisfies
k0/`0 ∈ Rot+(m0) ∩ Rot+(m2) ∩ Rot+(m4) ∩ · · · ,
−k0/`0 ∈ Rot−(m∞) ∩ Rot+(m1) ∩ Rot+(m3) ∩ · · · .
By Lemma 10.3, we get
`0|gcd{dk + (−1)k; 1 ≤ k ≤ n+ 1}.
Similarly, for σ = II,
`0|gcd{dk − (−1)k; 1 ≤ k ≤ n+ 1},
and for σ = III,
`0|gcd{dk + (−1)k; 1 ≤ k ≤ n+ 1}.
Case 2 (involution): φ interchanges 0 and ∞. In this case φ(z) = b/z
with b 6= 0. Clearly this case happens only if σ = II or III (implying that
n is even) and dk = dn+2−k,∀ 1 ≤ k ≤ n/2.
Now let’s look at Aut(f).
If Aut(f) \ {id} consists of rotations, then we have Aut(f) ∼= Z` for some
`|gcd{dk + (−1)k; 1 ≤ k ≤ n + 1} (if σ = I, III) or `|gcd{dk − (−1)k; 1 ≤
k ≤ n+ 1} (if σ = II).
If Aut(f) \ {id} consists of involutions, then take any two maps φ1(z) =
b1/z, φ2(z) = b2/z in Aut(f), we have φ1 ◦ φ2 ∈ Aut(f), implying that
b1 = b2. So Aut(f) consists of id and φ1, hence isomorphic to Z2 = D2.
If Aut(f) \ {id} contains a rotation and an involution, then Aut(f) is
generated by an involution z 7→ b/z and a primitive rotation z 7→ e2piik/`z.
In this case, Aut(f) is isomorphic to the dihedral group D2`.
Corollary 10.5. Let d∗ = (dn+1, · · · , d1). Assume that
gcd{dk + (−1)k; 1 ≤ k ≤ n+ 1} = 1 (when σ = I);
gcd{dk − (−1)k; 1 ≤ k ≤ n+ 1} = 1 and d 6= d∗ (when σ = II);
gcd{dk + (−1)k; 1 ≤ k ≤ n+ 1} = 1 and d 6= d∗ (when σ = III).
Then H is finitely covered by R4d−4−n × Tn.
Proof. Recall the definitions of p1 : F → E and p2 : E → H in the previous
section. By Proposition 10.2, the arithmetic condition implies that Aut(f) is
trivial for each map f ∈ E . Therefore p2 : E → H is a finite-to-one covering
map. Consequently, the map q = p ◦ Ψ−1 : R4d−4−n × Tn → H defined in
the proof of Theorem 9.1 is a finite-to-one covering map. 
Under the assumption as in Corollary 10.5, we are facing the problem:
what a space finitely covered by R4d−4−n × Tn can be? If we forget the
dynamical setting and simply consider the problem from the topological
viewpoint, the classification of spaces finitely covered by Tn (a factor of
R4d−4−n × Tn) is already an important subject in topology, related to the
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classifications of crystallographic groups and dating back more than 100
years ago to David Hilbert [M2]. There are numerous references on the
subject, e.g. [Ch,F,FG,FH,B1,B2] and an accessible one is [Hi]. We would
mention an interesting example in Section 10.3.
The classification of spaces finitely covered by R4d−4−n × Tn is more del-
icate than that by Tn, even in the case n = 1. For example, a topological
space finitely covered by T1 = S1 is nothing but S1, while a topological
space finitely covered by R1 × T1 can be a Mo¨bius band or R1 × T1.
10.3. Topological space finitely covered by Tn. In dimension n = 1
or 2, if an orientable topological space X is finitely covered by Tn, then X
is necessarily homeomorphic to Tn. However, in dimension 3, things are
different. The following example is provided to us by Allen Hatcher.
Let f : T2 → T2 be the map that is a reflection of each circle factor of
T2. One can realize f as a certain 180 degree rotation of the torus. Now
let X be the quotient space of T2× [0, 1] with the points (x, 0) and (f(x), 1)
identified. Then X has a 2-sheeted covering space which is the quotient
space of T2 × [0, 2] with (x, 0) identified with (f2(x), 2) and this is T3 since
f2 is the identity map. The covering transformation group is cyclic of order
2. The space X is not homeomorphic to T3 since its fundamental group
pi1(X) is nonabelian, with presentation
〈a, b, c | ab = ba, cac−1 = a−1, cbc−1 = b−1〉.
This group is isomorphic to the semidirect product
Z2 oφ Z
where the Z-action φ on Z2 is induced by
φ(1) · (1, 0) = (−1, 0), φ(1) · (0, 1) = (0,−1).
10.4. Crystallographic group. We only give a quick introduction to crys-
tallographic groups, more interesting stuff can be found in [Hi]. Let k ∈ N
and Isom(Rk) be the group of all isometries of Rk. It is known that each
element φ ∈ Isom(Rk) can be written uniquely as φ = Tv ◦ U , where
Tv(x) = x + v is a translation and U is an element of the orthogonal
group O(k) = {A;AAt = I}. A discrete subgroup G of Isom(Rk) is called a
k-dimensional crystallographic group (or space group) if the quotient space
Rk/G is compact. A purely group-theoretic characterization of crystallo-
graphic group due to Zassenhaus [Z] states that an abstract group G is
isomorphic to a k-dimensional crystallographic group if and only if G con-
tains an finite index, normal, free-abelian subgroup of rank k, that is also
maximal abelian.
Under the assumption as in Corollary 10.5, the quotient map q : R4d−4−n×
Tn → H is a finite-to-one covering map. It follows that q∗(pi1(R4d−4−n×Tn))
is a free abelian subgroup of rank n, having finite index in pi1(H). If
q∗(pi1(R4d−4−n × Tn)) is normal and maximal abelian (yet to be character-
ized from the dynamical aspects), then pi1(H) is a crystallographic group.
34 X. Wang, Y. Yin
This is the point where the global topology of hyperbolic components in the
Cantor circle locus is related to the crystallographic group.
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