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Controlled hydrodynamic cavitation (HC) is a topic of increasing interest in reactor engineering, offering an 3 attractive potential route to process intensification for a diverse range of industrial applications. For 4 wastewater in particular, HC could potentially play a critical role in future treatment strategies (Ranade and 5
Bhandari [1] ). Numerous bench scale studies have highlighted the promise of HC to treat a range of pollutants, 6
including organics [2, 3] , pharmaceutical compounds [4, 5] and common fertilizers and pesticides [6] [7] [8] . HC has 7 also been studied as a potential mechanism to inactivate micro-organisms such as E-coli [9] . In production 8
processes, examples of the successful use of HC have been reported for applications ranging from bio-diesel 9 synthesis [10, 11] , bio-mass pre-treatment [12, 13] , nano-emulsion production [14] , through to fine particle 10 separation [15] . The reported experimental studies typically employ non-optimised operating conditions and 11 HC devices however, typically of orifice plate or venturi construction, and the role that the numerous 12 interacting design & process parameters play in overall reactor performance is not yet fully understood. These 13 factors include the liquid phase properties, operating temperatures and pressures, the structure & 14 concentration of the contaminant (or product), the device geometry, and importantly the nature of the 15 generated cavitation behaviour itself in terms of inception, bubble growth and final collapse. 16 17
Orifice is one of the most widely used devices for hydrodynamic cavitation. Despite wide spread use, the role 18 and interactions among various design and operating parameters on the resulting cavitation behaviour is not 19 yet adequately understood. In this work we focus on computational investigations of cavitation in various 20 orifice designs over range of operating conditions. Some studies have indicated the strong influence that orifice 21 geometry has on overall performance; Arrojo et al.
[9] reported a parametric study of E-coli disinfection using 22 a series of venturi and orifice type reactor designs. Three orifice deigns were studied featuring various 23 combinations of hole number and diameter, designed to give the same area ratio. The difference in inactivation 24 rates between the worst and best performing devices was found to be a factor of 15. Vichare [16] compared 25 the performance of orifice plates having a range of hole numbers and diameters by measuring the iodine 26 liberated from potassium iodide by HC, and found a factor of 3 difference between the best and worst 27 performing devices. The disparate range of geometries, target compounds and operating conditions in the 28 open literature makes it generally difficult to draw firm conclusions on reactor design. In particular, a detailed 29 understanding of the factors governing the inception and evolution of cavitation is a required starting point, 30 providing a basis to judge differences in degradation performance based on a fundamental description of 31 physical flow features, such as turbulence properties, pressure recovery rates and the inception and extent of 32 cavitation.
34
Orifice type devices are extensively used in pressurized fluid handling systems, and the influence of geometry 35 on both cavitating and non-cavitating flow behaviour has been the subject of numerous studies. In fuel injection 36 systems for example, the orifice geometry plays a crucial role in the stability and uniformity of spray generated 37 as fuel is forced through the restriction, and ultimately therefore on the emissions produced. Pearce & 38 Lichtarowicz [17] presented experimental studies of the influence of geometry on the discharge coefficient,
for a range of submerged long orifice designs under both cavitating & non-cavitating conditions. Without 40 cavitation, at Reynolds numbers of the order of 10,000 the discharge coefficient was found to remain constant 41 for any given orifice. At these Reynolds numbers, they presented the following correlation for 
45
This results in a decrease in discharge coefficient with increasing l/d ratio, however it should be noted that this 46 study considered only long or deep orifice designs (l/d > 2). Under cavitating conditions, an alternative equation 47 was presented which gives the discharge coefficient as a function of a cavitation parameter, K: 48 49
50
Where C c is the contraction coefficient (determined experimentally from [17] to be equal to 0.61 for a sharp-51 edged inlet), and the definition of the cavitation parameter, K, is given in Eq. (3): 52 analysed and discussed. The baseline orifice design used in this investigation is shown in Figure 1a In an orifice or similar flow restriction, cavitation occurs when the flow rate attained is sufficient to drive local 5 pressures within the throat of the device down to the saturated vapour pressure of the liquid. Cavitation 6 inception is marked by an initial transition from a single-phase flow to a two phase bubbly flow, and as flow rate 7 increases an increasingly complex flow field develops. Flow fields are typically highly turbulent; larger gas filled 8 vapour structures form, grow, and trigger vortex breakup. Discrete cavities can undergo oscillatory growth, 9 coalescence and break up before finally collapsing as they are transported into higher pressure regions. The 10 spatial and temporal timescales over which these events occur span a wide range, and as such modelling 11 cavitation is a particularly complex task. The most fundamental approach is to apply Direct Numerical Simulation 12 (DNS), which resolves the smallest scales of turbulence and cavity evolution. However the extreme 13 computational demands limit this approach to the study of relatively small fluid volumes and bubble quantities 14 [24] . Considering that the focus of this work is on carrying out large number of simulations for a wide range of 15 design and operating parameters, we used RANS (Reynolds averaged Navier-Stokes) approach with appropriate 16 turbulence model. A pseudo homogeneous or a mixture model, in which the working medium is treated as a 17 single fluid composed of a homogenous mixture of two phases, is used with appropriate relationships defined 18 to drive mass transfer. The following sections (2.1 and 2.2) describe the model equations representing the 19 cavitating two-phase flow field with phase change. Besides obtaining the time averaged flow field, it is useful to 20 simulate transient trajectories of cavities within the flow domain to gain insight about the time-pressure 21 histories experienced by cavities as they are transported through the device. To achieve this, the Eulerian 22 mixture computations were coupled to the Lagrangian simulations for discrete cavity trajectories. The model 23 equations for these Lagrangian simulations are discussed in Section 2.3. 
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Where  m is the mixture density, & ⃗ is the mass-averaged mixture velocity. The corresponding momentum 6 equation for the mixture flow, assuming that both phases share the same velocity field, is written as:
Where ⃗ is the mixture velocity vector,  m is the mixture viscosity, is the gravitational body force, and 10 the term ⃗ accounts for additional external body forces applied to the fluid volume (i.e. that may arise from
11
interaction with dispersed phases). In Reynolds averaged (RANS) approaches, the velocity terms in Equations 12 (8) & (9) are replaced by the sum of their mean (̅) and instantaneous ( ′ ) components, = ̅ + ′ , and an 13 ensemble average taken. This averaging process results in additional terms representing the effects of 14 turbulence. These additional terms take the general form ⁄ (− ̅̅̅̅̅), and are known as the Reynolds 15 stresses. In order to close the momentum equation, the introduced Reynolds stress terms require additional 16 mathematical models. One approach is to use a Reynolds Stress Model (RSM), which involves solving separate 17 transport equations for each of the additional Reynolds stresses (6 in total for 3D cases). More typical in RANS 18 approaches is to employ the Boussinesq hypothesis, which approximately relates the Reynolds stresses to the 19 mean velocity gradients in the flow as follows: 20 21
22
Here the subscripts i & j represent two mutually perpendicular directions, k is the turbulent kinetic energy, and 23 δ ij is the Kronecker delta, which is introduced to make the formula applicable to the normal stresses where i = j 24
Most importantly, this expression also introduces the concept of the turbulent viscosity,  t . This is not a physical
25
property, but rather a scalar which has a value proportional to the local turbulence properties. This quantity is 26 typically modelled through additional transport equations for the turbulent kinetic energy (k) and turbulent 27 dissipation rate (), or the specific dissipation rate () in previous studies to demonstrate superior predictions to other 2-equation approaches in situations involving 33 flow separation and adverse pressure gradients (see for example Bardina et al. [26] . The rationale for selecting 34 this turbulence model is further discussed later in Section 3.2 while discussing the results from different 35 turbulence models. The turbulent viscosity,  t in the SST k- model is defined as:
The transport equations for k &  are then written as follows:
and: 39 [30] . The computational work described 9 in this paper is based on the latter cavitation model developed by Singhal; this has been validated against a 10 wide range of flow cases (see examples in [30] , [31]), and offers the advantage that the bubble number per unit 11 volume, n, need not be prescribed as input. In this model, the vapour volume fraction is computed locally from 12 a transport equation for the vapour mass fraction, f, (14) , which introduces an additional pair of mass source 13 and sink terms for the evaporation (R e ) and condensation (R c ) of the vapour: 14 15
Where:
17
Here  m ,  v and  l refer to the densities of the mixture, vapor and liquid respectively. The vapor volume fraction,
18
, can then be calculated as follows: [33] . Commonly, when modelling cavitation mass 28 transfer mechanisms in CFD codes, the R-P equation for bubble growth is used to approximate void propagation.
29
To derive mass transfer terms compatible with the Eulerian-Eulerian multiphase approach, the surface tension, 30 viscous damping and higher order acceleration terms in Eq.(17) are neglected to produce a mass transfer rate 31 term of the following form: 32 33
Where n=1 during bubble expansion / evaporation, and n=2 during the condensation phase. Using this 34 approach, Singhal et al. [30] derived a simplified vapour transport equation: 35 36
37 Equation (19) is referred to as the Reduced Bubble Dynamics Formulation. All terms in this expression except n, 1 the bubble number density, are either known constants or dependent variables. To avoid having to specify a 2 bubble number density, the phase change expression is rewritten in terms of bubble radius 3 4
The typical bubble size, R B , is taken to be equal to the limiting (maximum possible) bubble size using a correlation 6 commonly used in the nuclear industry:
Where We is the Weber number, and  is the surface tension; Weber number is given by the following 10 expression: 11
In which  l and u l are the liquid density and velocity respectively. In the Singhal model, the square of the relative 13 velocity term is approximated as a linear characteristic velocity, 
27
Where  m is the mixture density, k is the turbulent kinetic energy, and the constant value of 0.39 is taken from Trajectories of individual cavities were simulated using the Lagrangian approach. Since the two-phase flow field 3 is already computed using the models described above, one-way coupling was assumed between the discrete 4 cavities and the continuous mixture while simulating cavity trajectories. The cavity trajectories are driven by the 5 primary flow gradients and turbulence quantities. The particle trajectories are computed by integrating the force 6 balance for a discrete particle of a series of discrete time steps; the force balance is given as:
This equates the particle inertia with the forces acting on the particle. The first term on the right-hand side of 10 the equation is the drag force per unit mass of the particle, and the second term is the force due to gravity. The 11 final term, , is an additional acceleration term, through which additional force terms can be incorporated into 12 the overall balance to account for phenomena such as virtual mass, pressure gradient forces and particle 13 rotation. The influence of continuous phase turbulence on the tracked particles can be accounted for by 14 separating the velocity, u, into the sum of the mean and instantaneous components: 15 16
17
In the work presented here, the discrete random walk model, or "eddy lifetime" model is used to include the 18 effects of turbulence on the discrete cavity trajectories [27] . In this approach, each discrete particle is considered 19 to interact with a succession of discrete turbulent eddies which modify their instantaneous velocities. This 20 involves introducing two modelled terms; firstly, the random fluctuating component of velocity is calculated as 21 a function of the local turbulent kinetic energy value:
24
Where is a normally distributed random number. Secondly, the concept of a particle eddy lifetime, , is 25 introduced to define the time intervals over which this random fluctuating component is updated. This "eddy 26 lifetime" is approximated as a function of the local turbulence frequency: 27 28 ≈ 0.15 (30) 29 Additional limits can be placed on the maximum time step size; in this study a minimum of 5 time steps is also 30 imposed across any given computational cell. 31 32
Using the solved Eulerian flow field, discrete cavities were initialised on an iso-surface of volume fraction equal 33 to 1; the edge of the predicted vapour filled cavity. The particles were considered to be massless, and therefore 34 act as flow followers. A large number of trajectories were computed, and from these a sample were selected 35 (10), and the time histories of pressures & turbulence quantities experienced by the cavities collected, averaged 36 and analysed. The model equations described in the preceding section were all solved using commercial CFD code, Ansys 42 Fluent (v17). Throughout this work 2D axis-symmetric calculations were performed. In each case the pressure 43 ratio was fixed by inlet and outlet pressure boundary conditions, making the flow-rate solution dependent. 44
Initially single-phase calculations were carried out, and the cavitation model was then subsequently activated 1 using the solved single-phase results as initial conditions. With the cavitation model enabled, at higher Reynolds 2 numbers it was necessary to switch to unsteady RANS in order to obtain convergence (1x10 -5 in all RMS 3 residuals), using a timestep size of 1e-5s. Although in this study no large scale unsteady structures or fluctuations 4 in the predicted flow rates were observed across the investigated range; at higher Reynolds numbers, a small 5 region of fluctuation was observed restricted to a small area around the exit edge of the orifice. The SIMPLE 6 algorithm was used for pressure velocity coupling, with 2 nd order discretization applied to the momentum, 7 pressure and turbulent quantities in each instance. For vapor transport, a first order scheme was used to ensure 8 convergence.
10
To determine the sensitivity to grid refinement, particularly local cell sizes and growth ratios in the orifice throat, 11 a series of 6 successively refined meshes were investigated. Grid sizes of 16,000 cells; 26,000; 60,000; 120,000; 12 225,000 as well as a final grid of 450,000 cells were constructed and converged results obtained from each. The 13 grid sizes of 16,000 and 26,000 cells had target y+ values in the 10-30 range suitable for a log-law approximation, 14 whereas grid sizes from 60,000 and above featured boundary layer resolution down to the viscous sub-layer.
15
The variation in predicted wall y + for a selection of the grids studied, and the variation in predicted flow rates count of 120,000 with resolved wall boundary layers was found to be necessary to obtain adequate mesh 19 convergence. For the subsequent parametric study, the same mesh settings were translated onto the different 20 geometries such that the same refinement levels were maintained in the x-and y-directions. and predicted turbulent kinetic energy is significantly higher across the cross section. In terms of overall 32 predicted flow rate, there is less than 1.5% deviation between the k- SST, RSM and k- RNG models, whereas 33 the flow rate predicted by the standard k- model is 5% lower.
35
Relative to the k- SST model the RSM model incurs a higher computational overhead, and this consistency in 36 predictions, in the absence of further validation of these predicted quantities, was considered justification to 37 adopt the k- SST for use in the remainder of the study. Additionally this model has been shown to offer 38 improved accuracy in a number of comprehensive validation studies of complex flow cases involving separation 39 and adverse pressure gradients [26] . The k- SST model overcomes deficiencies in the standard k- and k- 40 models by introducing blending functions, which switch from a k- model in the bulk of the flow domain to a k-41  model in near wall regions. The k- model is generally accepted to be more accurate and robust in near wall 42 regions, owing to the existence of an analytical expression for  in the viscous sub region of the boundary layer,
43
whereas  based models rely on the specification of damping functions to ensure that the viscous stresses
44
dominate over the turbulent stresses in the viscous sub layer. An added advantage of the k- SST model is the 45 use of automatic wall functions, which switch between a fully resolved boundary layer calculation and a log-law 46 approximation depending on the local near wall grid refinement. The orifice geometry selected for comparison is based on the dimensions used by Ebrihimi et al. [31] , for which 7 a large dataset is available for cavitating flow under high flow rates and operating pressures. As the inlet to outlet pressure ratio increases, flow through orifice increases and lowest pressure occurring 20 within the system starts decreasing. The simulated pressure profiles along both the outer orifice wall and the 21 central axis are shown in Figure 4a for a series of increasing pressure ratios. Initially at a Pr of 2.0 a low pressure 22 region is formed as the flow separates at orifice entry, which then grows radially inwards towards the centreline 23 as pressure ratio is increased. Cavitation inception occurs when this local low pressure region formed due to 24 separation approaches the vapour pressure. Figure 4b illustrates the pressure field in the orifice throat at the 25 predicted cavitation inception point (Pr = 2.5, 2000 Psi inlet), and the evolution of the pressure field is illustrated 1 in Figure 4c which shows contours at an overall Pr of 3.3. As pressure ratio increases, the low pressure region 2 along the outer wall continues to grow, until at a pressure ratio of 5 the outer walls of the orifice restriction are 3 equal to the vapour pressure along the full length of the orifice. At pressure ratios of 5 and above, the absolute 4 pressure along the centreline also reaches the saturated vapour pressure. This corresponds to a cavitation 5 number, c a equal to 0.3. The corresponding vapour volume fractions are plotted in Figure 4d , clearly showing 6 the evolution of the vapour cavity along the outer surfaces of the orifice throat. Inception, and the subsequent 7 evolution of the vapour cloud is therefore shown to be governed by the effect of the high total pressure losses 8 incurred as flow accelerates around the sharp-edged orifice. Max.
Using the converged solutions of the Eulerian multiphase flow fields, cavity trajectories were simulated to gain 1 insight into the turbulent pressure fields experienced by the cavities generated at the restriction. In each case, 2 the trajectory calculations were initialized from a surface of constant vapour volume fraction = 1.0, representing 3 the edge of the predicted gas filled cavity in the orifice. For each trajectory, the mean pressures and turbulence 4 quantities were processed, and the fluctuating component of pressure, p', calculated as a function of a normally 5 distributed random number as follows:
8 Discrete cavity trajectories for the baseline case (l/d = 2) are shown in Figure 6a for the overall device pressure 9 ratio of 5.0. The cavities start their journey from an iso-surface at vapour volume fraction of unity, and from 10 there follow the outer walls of the orifice. Upon exiting the orifice throat, the cavities experience a sharp rise in 11 pressure, coupled with an increase in turbulence kinetic energy as the jet enters into the main pipe section and 12
dissipates. The detailed pressure-time history experienced by the cavities is presented in Figure 6b at pressure 13 ratios of 2.5 & 5.0. The results show that the mean pressure recovery rate is similar for the two pressure ratios, 14 however the amplitude of the pressure fluctuations is indicated to increase significantly as pressure ratio is 15 increased from 2.5 to 5.0. At a pressure ratio of 5, the cavities experience high frequency, high amplitude 16 fluctuations in pressure as they exit the orifice restriction. Influence on l/d ratio on cavity trajectory was also 17
analysed. Lengthening the orifice is shown here to have the effect of controlling and delaying the pressure 18 recovery, subjecting the generated cavities to lower pressures for a longer period. As a sample of results, the 19 detailed pressure time-history is compared for the l/d = 5 and l/d = 2 cases in Figure 6c , which highlights the 20 differences in the initial pressure field experienced by the cavity trajectories between the two configurations.
21
For the longer orifice, the low pressure is maintained through the throat which exhibits relative high frequency 22 fluctuations up to the orifice exit plane. Thereafter, the pressure recovery profiles in the main pipe section are 23 broadly similar for the two different configurations, both in terms of the mean and fluctuating components of 24 pressure. Orifice length is therefore a potentially important design parameter in controlling the final cavity 25 collapse conditions, offering a means to control both the pressure recovery rate and oscillation frequency. The sharpness of orifice is also an important parameter influencing characteristic of cavitation. Even a small 8 rounding at the edge can dramatically change the flow field. Simulated flow fields in terms of contours of 9 velocity for the cases with and without an inlet radius are compared in Figure 7a . It can be seen that there are 10 significant differences in the predicted velocity and velocity gradients. At this operating pressure ratio of 1.5 (c a = 11 2.2) the inclusion of a small inlet radius of just 0.2mm produces a very local acceleration at the inlet edge, which 12 acts to suppress the separation bubble. Examining the corresponding pressure distribution (Figure 7b ), this low 13 acceleration is sufficient to create a local reduction in pressure to the saturated vapour limit. Elsewhere through 14 the throat however, flow acceleration is smoother than that shown for the sharp edged orifice, and pressure Using this information, the cavitation inception numbers were calculated for each inlet radius value, and the 4 collated results are presented in Figure 7c . At the larger inlet radii of 1mm, the reduction in velocity gradient is 5 sufficient to delay the predicted onset of cavitation significantly. The subsequent evolution of the vapour cavity 6 at pressure ratios of 2.5 and 5.0 is shown in Figure 7d . Although predicted inception happens at lower pressure 7 ratios for an inlet radius of 0.2mm, the higher separation losses incurred by the sharp edge orifice lead to the 8 development of a larger vapour cavity along the outer wall as pressure ratios are subsequently increased. For 9 the larger inlet radius, the smoothing out of the flow gradients is shown to inhibit the development of cavity 10 formation. 11 12 13 14 For a given thickness of orifice, whether the orifice hole is flat or converging or diverging may also influence 3 the resulting flow field and cavitation. For an orifice with l/d=0.5, the predicted velocity distributions for three 4 different orifice outer wall profiles; one with a low entry loss converging 45° conical section, a straight section, 5 and a 45° diverging section are shown in Figure 9a . The sign convention adopted denotes a converging, or 6 decreasing area formed by the wall as a positive (+) hole angle, and a diverging section denoted as negative (-). 7
The corresponding pressure fields are presented in Figure 9b . As would be expected the converging section 8 has the effect of minimising the separation bubble in comparison to both the straight and diverging section 9 geometries. However the pressure ratios required for cavitation inception are higher than that required for the 10 straight section. Figure 9c shows the minimum predicted pressure in the device versus operating pressure ratio.
11
The corresponding cavitation inception numbers, determined from the conditions at which the minimum 12 predicted pressure reaches the saturated vapour pressure, were found to be 0. Computational fluid dynamics models were developed to simulate cavitating flow through orifice. Influence of 3 key design and operating parameters were investigated. The simulated results on discharge coefficient and 4 cavitation inception were compared with the published experimental data wherever possible. The validated 5 model was used to decipher trends in the variation of cavitation onset and extent with varying design inputs. 6
The presented model and results will be useful to evolve optimum design parameters to achieve maximum levels 7 of cavitational activity for given flow rate / pressure ratio requirements. The hydrodynamic conditions 8 experienced by individual vapour cavities was also quantified and compared across different designs, and at 9 different operating conditions. The key findings of this investigation are as follows: 10 11  The cavitation model of Singhal [30] is able to describe two phase flow in a range of orifice designs.
12
Comparison with experimental data available in open literature shows good levels of agreement in 13 predicted pressure ratio versus flow rate behaviour in the cavitating regime, including the 14 transition to choked flow at high flow rates.
15
 Of the design parameters investigated in this work, the orifice thickness has the most pronounced 16 influence on cavitation inception and extent. Minimum l/d values of 2.0 are suggested, below 17 which cavitation inception requires higher pressure ratios and flow rates. A factor of 10 difference 18 in pressure ratio required to initiate cavitation was found over the l/d range 0-5.
19
 Above l/d ratios of 2, increasing orifice thickness controls the pressure recovery rate experienced 20 by the generated cavities, suggesting that this is parameter may play an important role in 21 controlling the final collapse conditions. 22  Comparing cavitation inception numbers across different designs shows a wide variation; with 23 increasing orifice thickness the cavitation inception number was found to vary from 0.2 up to 1.5.
24
 Inlet rounding also has a considerable influence on cavitation behaviour; sharp edged orifice 25 designs are more effective in initiating cavitation, with larger values of the order of 1mm showing 26 delayed inception and thereafter attenuated growth. This has consequences when considering 27 erosion at the orifice inlet, as this may lead to rounding and thus a potentially significant change in 28 cavitation behaviour.
29
 Orifice designs featuring angled walls are similarly predicted to require higher pressure ratios and 30 flow rates to generate cavitation in comparison to a constant area (straight) throat section.
31
 Trajectory simulations indicate that mean pressure recovery rates appear to be relatively 32 insensitive to overall pressure ratio. Increasing the pressure ratio however significantly increases 33 the amplitude of the turbulent fluctuations experienced by discrete cavities as they exit the orifice.
35
The models and results presented in this work offer a means to link single cavity simulations to the output from 36 CFD models, and thus compare the collapse pressures and temperatures obtained with different geometries and 37 process inputs. These results will be discussed separately. 
