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Introduction 
 
The West-Flemish Demographic database (WFDD) is constructed as part of the project ‘New 
approaches to the social dynamics of long-term fertility change’ 
(http://soc.kuleuven.be/ceso/fapos/nasdltfc/index) led by Prof. dr. Koen Matthijs. This work 
builds on the specific work package implemented by Prof. dr. Erik Buyst, who is co-
promotor in the aforementioned interdisciplinary research project. 
This database is specially tailored to the needs of life course analysts and covers 239 West-
Flemish communities (Belgium) during the period 1600-1910.  
In this technical report we describe the construction of the WFDD in detail. Section 1 
describes the historical sources, field work activities and coverage. Section 2 defines the 
variables used during the linkage process. Section 3 outlines the linkage procedure. Section 
4 evaluates the linkage procedure and section 5 concludes. 
  
5 
 
1. Source description on entire West-Flemish Demographic database (WFDD) 
1.1 Historical sources 
1.1.1 Parish registers on baptisms, marriages and funerals 
From 1563 onward the Roman Catholic church ordered the parishes to keep baptism, 
marriage and funeral certificates. The quality of these sources improves during the last 
quarter of the 18th century due to (Austrian) government controls. Nevertheless, 
underregistration of child deaths plus large time gaps between each demographic event and 
the subsequent registration are important pitfalls (Art and Vanhaute, 2007).  
1.1.2 Civil registers on births, marriages and deaths 
After the annexation of the Austrian Netherlands, the French government ordered the local 
governments to take over the registration of births, marriages and deaths from the parishes. 
In theory this happened on 17 June 1796, but in many rural communities this was only the 
starting point of a gradual process that came to an end in 1815, when king Willem I came to 
power (Art and Vanhaute, 2007). 
At the beginning of the 19th century the information was almost complete. Next to the sex, 
name, birthdate and -hour, the birth certificates contained, to name a few, information 
concerning the name, profession and place of residence of the parents and witnesses. The 
marriage certificates contained the same type of information for the spouses, parents and 
witnesses. The death certificates contained information concerning the name, profession, 
age and birthplace of the deceased, next to data concerning the parents and the (possibly 
deceased) spouse(s) when remarried. In the beginning of the 19th century parental 
information was only present when the deceased wasn’t married (Art and Vanhaute, 2007). 
Whenever this is the case, we couldn’t link the death certificate of the deceased to the 
corresponding marriage certificate. 
1.1.3 The population census of 1814  
In the period 1814-1815 the Southern Low Countries were governed by the allies. The 
Western and central parts of the country were controlled by England and the Netherlands, 
the Eastern part by Prussia. When the commissioner general of justice ordered to draft an 
exhaustive list of ‘suspects’, the intendant of the department of the Lys grabbed this chance 
to conduct an exhaustive population census (Art and Vanhaute, 2007). During this census 
the municipal staff (mostly police force) was deployed. They had uniform count sheets at 
their disposal that contained the following headers: reference number, name of street or 
section, house number, last and first name of individuals of any age, age, house ownership 
status (house owner/tenant/subtenant), profession, patent tax, birth place, papers (in case of 
foreigners), number of children below age 12, observations (extra information gathered by 
the collector noted in the source) (Gadeyne, 1981).   
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1.2 Data collection and digitization 
1.2.1 Parish and civil registers 
Since 1995 the voluntary organization ‘Vrijwilligers Rijksarchief Brugge’ is digitizing all 
certificates that can be found in West-Flemish parish and civil registers. The volunteers 
choose a community by their own preferences and manually insert all records in an access 
database. We use the December 2013 version of this database. 
The data strongly reflect a preoccupation with genealogical information. We find that the 
first and last name of the child, spouse or deceased are almost always present in the civil 
register, while also the name of the parents frequently shows up (see Table 2). For the 17th 
and 18th century parish registers we find similar results, except that the name of the parents 
are hardly ever mentioned in the marriage and funeral certificates (see Table 1). 
 
Table 1: Percentage missing on identifying variables in parish register 1600-1910 
 
Variables Baptism certificates 
(N = 1.327.306) 
Marriage certificates 
(N = 383.699) 
Funeral certificates 
(N = 811.362) 
First name < 0,01% (39) Bride < 0,01% (9) 0,01% (42) 
  Groom < 0,01% (2)  
    
Last name < 0,01% (1) Bride < 0,01% (6) < 0,01% (2) 
  Groom < 0,01% (3)  
    
First name 
father 
34,53% (458.314) Bride 97,99% (376.005) 
Groom 98,08% (376.326) 
 
75,02% (608.714) 
Last name 
father 
36,48% (484.166) Bride 98,25% (376.986) 
Groom 98,33% (377.308) 
 
75,88% (615.699) 
First name 
mother 
35,77% (474.736) Bride 99,16% (380.491) 
Groom 99,20% (380.621) 
 
85,70% (695.300) 
Last name 
mother  
34,44% (457.090) Bride 99,16% (380.500) 
Groom 99,20% (380.633) 
85,81% (696.236) 
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Table 2: Percentage missing on identifying variables in civil register 1600-1910 
 
Variables Birth certificates 
(N = 963.943) 
Marriage certificates 
(N = 425.811) 
Death certificates 
(N = 736.401) 
First name < 0,01% (2) Bride < 0,01% (9) 0,01% (44) 
  Groom 0,00% (0)  
    
Last name 0,00% (0) Bride < 0,01% (5) < 0,01% (28) 
  Groom < 0,01% (2)  
    
First name  
father 
20,62% (198.751) Bride 19,52% (83.108) 
Groom 19,37% (82.467) 
27,52 % (202.663) 
    
Last name  
father 
21,25% (204.865) Bride 19,94% (84.894) 
Groom 19,86% (84.558) 
 
33,35% (245.577) 
First name 
mother 
16,52% (159.260) Bride 17,91% (76.261) 
Groom 17,86% (76.054)  
24,74% (182.169) 
    
Last name 
mother 
16,52% (159.280) Bride 18,10% (77.062) 
Groom 18,07% (76.952) 
24,71% (181.975) 
 
1.2.2 The population census of 1814 
The population census of 1814 has been published by the voluntary organization 
‘Familiekunde Vlaanderen regio Brugge’ in the 1970s. Many digital copies of this published 
source were lost, but for 53 core communities we find a print or a word file. These books are 
scanned and processed to an excel document with the help of optical character recognition 
(OCR) software. This digitization process was conducted by 5 volunteers that are instructed 
to use ABBY Finereader 11 Professional edition.  
Many columns of the population census of 1814 contain heterogeneous types of information. 
This is caused by the collectors who gave each their own interpretation to certain column 
headings. To solve this issue we created new columns to store the community name, 
community section, widowhood status, name of the deceased partner, number of families 
living in one house, second or third occupational title, age expressed in years, months and 
days, birth date expressed in year, month and day, and the end date of the counting.  
For an overview of the OCR-instructions, see appendix 1, for an overview of the source 
format by community, see appendix 2, for the task division, see appendix 3 respectively. 
Note that both the raw data (see map ‘WFDD – version 27-04-2016\raw data\population census 
1814’) and preprocessed data file (see table pc_1814_pp1 in database WFDD) are part of the 
database.  
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1.3 Data coverage 
1.3.1 Selection of communities 
239 out of a total of 249 West-Flemish communities are present in the WFDD covering period 
from 16th to early 20th century. Unfortunately the type and quality of the available 
information strongly varies across community and time period.  
Figure 2 shows the coverage of the WFDD with regard to each vital certificates. The coverage 
is highest among the marriage certificates found in the civil register, followed by the 
marriage certificates found in the parish register. The historical sources that indicate an 
event of birth or death have a lower geographic coverage.  
Note that the vital records shown in Figure 2 are not always available for each time period. 
Neither is their quality constant in time and space. The former is documented by the 
volunteers of vrijwilligers rab who choose a community and time period by their own 
preference, and the latter by the varying government controls and the community specific 
administrative customs.  
To overcome these difficulties we define a set of 61 so-called “core-communities” (see Figure 
1). All types of vital certificates are present for these communities during the complete 19th 
century. Moreover, this information is of good quality: data concerning key variables is 
available for at least 70% of all vital records. Note that people living in the other 
communities have much lower selection probabilities due to bad registration. Therefore the 
set of all life cycles that are part of the WFDD cannot be viewed as a random sample. 
For 53 of the 61 core-communities we digitize the population census of 1814. All core-
communities (with or without census information) are listed in Appendix 4. 
  
9 
 
Figure 1: Core communities of WFFD 
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Figure 2: Geographical Coverage of WFDD by source 
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1.3.2 Population density and economic structure in the 19th century 
Figure 3 shows the population density of West Flanders in 1846. It is immediately clear that 
the population density varies strongly across communities that are present in our sample. 
This is caused by large variations in economic structure.  
An extensive textile industry existed at the densely populated regions in the South-East of 
West Flanders that perished during the first half of the nineteenth century. Agriculture took 
the form of subsistence farming, which was often combined with other proto-industrial 
activities (Gyssels and Van der Straeten, 1986).  
In the coastal area (Northern West-Flanders) we find large market oriented farms. The 
heavy clay grounds required expensive equipment such as horses to cultivate requiring 
more than subsistence farming (Gyssels and Van der Straeten, 1986).  
Next to the country side we also find two large cities among the core communities. Brugge 
was a very large city with a diversified economy and 31.120 inhabitants in 1814. Torhout on 
the other hand was an important player in the linen industry and counted 5670 inhabitants 
(Gyssels and Van der Straeten, 1986).  
The analytical strength of the WFDD strongly benefits from the presence of such a large 
variety of communities and cities. Large variations in economic structure induce large 
variations in individual and aggregated variables allow to test more powerful hypothesis.  
 
Figure 3: Population density in 1846 
 
 
(source: population census 1846) 
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2. Identifying variables for linkage 
It is not possible to construct a database with life courses and intergenerational links without 
performing an extensive record linkage operation. Thereby we assume that two records 
belong to the same person when they have similar values on a set of identifying variables. 
Records that have no value for at least one of these variables are omitted from the linkage 
procedure. 
To identify lifecycles and intergenerational links we make use of two different sets of 
variables. To reconstruct individual life course and lifecycle information, we need the first 
and last name of the individual and his or her parents. To identify intergenerational links 
we only require the name of groom and bride, as mentioned in the parental marriage 
certificate, and the parental names mentioned in the baptism or birth certificates of the 
children. 
Because the first set of information is much less often available than the second set (see Table 
1 and 2), we had to remove many more records from the horizontal linkage procedure than 
from the intergenerational linkage procedure (see Table 3). As a result we have a much 
higher probability to find someone’s parents than to ‘horizontally’ link his or hers vital 
records across their own individual life course information. That is why the fraction of 
children whose parents are identified (43,1%, n = 987.617) is much larger than the fraction 
of own children whose funeral or death certificate (17,75%, n = 239.176) is found. This is 
especially true for the parish register where the parental names are hardly ever mentioned 
in the marriage and funeral certificates (see Table 1), while the names of the groom and bride 
are always present.  
To construct individual lifecycles we make one table for each vital event (birth/baptism, 
marriage, death/funeral). This allows us to link 18th century baptism certificates to 19th 
century marriage and death certificates. Next we delete all records which have insufficient 
information and compare the birth and baptism certificates with (i) the death and funeral 
certificates and (ii) the marriage certificates (found in the parish and civil register). Note that 
the parish and marriage civil marriage certificates are not compared separately with the 
death and funeral certificates due to time constraints.  
To construct the intergenerational linkages record we compare the birth and baptism 
certificates with marriage certificates found in the parish and civil registers. All birth and 
baptism certificates that didn’t mention the parental names and all marriage certificates that 
didn’t mention the name of the groom or bride are removed from the linkage procedure. 
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Table 3: Number of records removed from the linkage procedures 
 
Source Number of deleted records  
(horizontal linkage) 
Number of deleted records 
(intergenerational linkage) 
   
Baptism certificates  
(parish register) 
 509.561 out of 1.327.322 
(38,40%) 
513.029 out of 1.327.322 
(38,65%) 
   
Marriage certificates 
(parish register) 
 381.152 out of 383.701 
(99,34%) 
4.613 out of 383.701 
(1,02%) 
   
Funeral certificates 
(parish register)  
699.549 out of 811.419 
(86,22%) 
N.A. 
   
Birth certificates 
(civil register) 
205.171 out of 964.088 
(21,28%) 
212.741 out of 964.088 
(22,07%)  
   
Marriage certificates 
(civil register) 
85.888 out of 425.811 
(20,17%) 
199 out of 425.811 
(0,05%) 
   
Death certificates 
(civil register) 
250.823 out of 767.441 
(34,06%) 
N.A. 
 
Total 
 
2.132.144 out of 4.679.782 
(45,56%) 
 
730.582 out of 3.100.922 
(23,56%) 
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3. Methods for record linkage 
In the previous section, we described which information is used to find horizontal and 
intergenerational links. In this section we explain how our linkage procedure uses this 
information to construct a set of matching and non-matching record pairs.   
This linkage procedure exists out of five steps (Christen, 2013): data cleaning, data indexing, 
data comparison, link detection and matching restrictions. Section 3.1 explains how the 
identifying variables are cleaned, section 3.2 how records are indexed, section 3.3 how 
similarity vectors are constructed during the comparison process, and section 3.4 how an 
artificial intelligent algorithm learns to categorize these similarity vectors into a set of 
matches and non-matches. Finally, section 3.5 clarifies how matching restrictions are 
imposed on the set of matching record pairs.  
3.1 Data cleaning and input preparation 
3.1.1 Replace or remove characters 
In a first step we simplify text notation by making the following character substitutions in 
all data tables: 
 Substitute Â, Ä by A and à, ä, â, á by a; 
 Substitute Ç by c and ç by c; 
 Substitute Ê, Ë, É, É, È, È, È by E and é, è, ê, ë by e; 
 Substitute Î, Ï by I and î, ï, ì, í by i; 
 Substitute Ó, Ò, Ô, Ö by O and ö, ô, ò, ó by o; 
 Substitute Š by S; 
 Substitute Û, Ü, Ù, Ù, Ú, Ú by U and û, ü, ù, ú by u; 
 Substitute Ÿ by Y; 
 Substitute Æ by AE and æ by ae; 
 Substitute Œ by OE and œ by oe. 
We also substitute all zero’s by o’s for all textual variables of the population census. This is 
done for reasons of optical similarities and the difficulties this poses to the OCR-program.  
Furthermore, we delete all leading, trailing and multiple white spaces; all text between 
brackets (including the brackets themselves) and the following list of characters:   
+ - _ = ’ ’  " “ ; , : 
*  § ^ # %  ‰ ‹ \ | /  µ 
² & ° < ~ > ? ! .  ® @  
£    
Finally, we remove all digits (0, 1, 2, 3, 4, 5, 6, 7, 8, 9) from textual variables.  
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3.1.2 Splitting names 
In the second step we write the first, second, third and fourth part of each first and last name 
in separate columns. This enables us to compare all name parts of two records separately.  
Splitting names into name parts 
Before splitting names into parts we eliminate the common prefixes “De”, “Den”, “Der”, 
“D”, “Van”, “Van De”, “Van Den” and “Van Der” from all last names. These prefixes easily 
change over time. Because we only compare records that mention similar last names these 
changes could cause serious problems. Afterwards, we split all first and last names, using 
white space as separator. Finally we eliminate any reoccurring name (See Appendix 5). This 
procedure may fail to produce the desired result due to data input problems, incorrect 
additions or omissions of white spaces in particular. For example ‘Isa belle’ will be split into 
‘Isa’ and ‘belle’, while at the same time ‘JeanBaptist’ won’t be split into ‘Jean’ and ‘Baptist’.   
To correct this, we construct an auxiliary table that contains both correctly separated names 
and their non-separated counterparts. We use this auxiliary table to change every name into 
the correctly separated alternative in all data tables. Next we split all name fields again using 
a white space as separator. The creation of this auxiliary table is described in Appendix 6.  
Splitting names into first and last name  
The population census of 1814 has only one variable containing both the first and last name.  
Before we can split the names we need to separate between the given and the last name.  
Fortunately, the name field of the population census always has the ‘last name’ [space] ‘first 
name’ – structure. This allows us to immediately split all names that exist out of two parts. 
Next we add all these first names to the first name table provided by Bloothooft and  
Schraagen (2014). All remaining names are split by searching for the first part that appears 
in this first name table. All parts strictly prior to this one are assigned to the last name field, 
all other name parts are assigned to the first name field.  
3.1.3 Split dates 
In the third step we split all date variables into year, month and day. Note that all tables 
contain a separate field to store complete and incomplete dates. The former is especially 
designed to store date values, while the latter can contain any textual value which makes it 
prone to typographical errors. As a result we always give preference to the value stored in 
the first field and only turn to the second if we have no alternative at our disposal. Table 4 
lists all preferred and auxiliary date variables by source.  
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Table 4: Data variables by source 
 
Source Preferred date variable Additional date variable 
Baptism certificates  
(parish register) 
Date of birth 
(Geboortedatum) 
Incompleted date 
Onvolledige datum 
   
Marriage certificates 
(parish register) 
Date of religious marriage  
(Datum kerkelijk huwelijk) 
Incompleted date  
Onvolledige datum 
   
Funeral certificates 
(parish register)  
Date of funeral 
(Begraafdatum) 
Incompleted date  
Onvolledige datum 
   
Birth certificates 
(civil register) 
Date of birth 
(Geboortedatum) 
Incompleted date  
Onvolledige datum 
   
Marriage certificates 
(civil register) 
Date of civil marriage  
(Aktedatum) 
Incompleted date  
Onvolledige datum 
   
Death certificates 
(civil register) 
Date of death 
(Overlijdensdatum) 
Incompleted date  
Onvolledige datum 
 
3.1.4 Create sex, kinship and household ID 
Although sex is explicitly mentioned in the civil register and parish register (Art and  
Vanhaute, 2007), this information is almost never entered by the volunteers. Information 
concerning someone’s sex enables us to avoid unnecessary comparisons, reducing 
computing time and storage requirements. To solve this problem we impute a sex value to 
each certificate on the basis of the first part of the given name.  
To achieve this we collect all names of brides, grooms, fathers and mothers that are found 
in the parish and civil register and split them into a group of female and male names. 
Thereby we classified a name as male (female) when it is attributed 4 times more to a man 
(woman) than to a woman (man).  
The population census of 1814 doesn’t mention an individual’s sex. Here we used 
occupational and relational information to construct the sex variable. Professional titles like 
‘spinner’, ‘spinster’, ‘boer’, ‘boerin’, … and relational titles like ‘zoon’, ‘dochter’, ‘man’, 
‘vrouw’, … clearly pinpoint someone’s sex. Where this kind of information is absent, we 
ascribe a sex value on the basis of the first part of the given name.    
The occupational field of the population census mentions both professional and relational 
information. To make the raw data more accessible, we create a separate kinship variable 
and assign all relational titles to it. Finally, we construct a variable household ID which 
captures the household structure. Two individuals belong to the same household if and only 
if they have the same household identification number. 
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3.1.5 Name standardization 
During the 19th and 20th century many names were translated from Latin to French, and 
French to Dutch. To alleviate this problem we translate all first and last names to a common 
Dutch standard by applying the first and last name tables of Bloothooft and Schraagen 
(2014). The fact that we split the raw data in such a way that most names are included in 
this reference table (see section 4.1.2.a) and this makes steps of standardization more 
successful. Note that Vick and Huynh (2011) find evidence that name standardization helps 
to decrease the number of false links.    
The preprocessed population census is included in the WFDD database (Data sheet  
“pc_1814_pp2”) to facilitate this process. 
3.2 Record pair selection 
Comparing all record pairs in large databases is not always feasible. For instance, to 
compare all birth certificates with all death certificates we should make (954.327 x 736.401)/2 
=  351.383.678.564 record comparisons. There exist gigantic amount of data to process and 
store.   
The only solution to this problem is by identifying and selecting candidate record pairs. 
Candidate record pair: a pair of records that may belong to the same individual. Their exist 
numerous reasons why record pairs can be disqualified. The certificates may: 
 mention a different sex; 
 imply an impossible timing, like a death certificate predating a birth certificate;  
 mention names that are phonetically too different.   
By creating the columns sex and year in all data tables we can implement the first two 
insights, while phonetic encoding algorithms allow us to implement the third. Phonetic 
encoding algorithms assign an identical (respectively different) code to phonetically similar 
(respectively different) names. Although these algorithms are very powerful tools to 
overcome typographical variations, they are not robust against name translations. This 
problem should be alleviated by name standardizations performed in the previous step 
(3.1.5). We refer to Appendix 7 for a detailed description of the phonetic algorithm.  
To implement this insight we construct an index variable in each table. Two records 
belonging to two different tables are compared if and only if they have the same index value.  
For the identification of lifecycles we calculate the phonetical code of the first part of the last 
name of the individual (PHC1) and mother (PHC2) and assign the string concatenation 
PHC1 + PHC2 + Sex to the index variable. For instance if PHC1 is ‘D3’, PHC2 is ‘F3’ and sex 
is ‘male’ than the index value equals ‘D3F3M’. 
Next we start to compare all records that have the same index value and abide the following 
time constraints:  
 Funeral and death certificates may not be more than 120 years older than the 
birth and baptism certificates;   
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 Funeral and death certificates may not be more than 1 year younger than the 
birth and baptism certificates;  
 Marriage certificates (parish and civil register) must be at least 10 years older 
than the birth and baptism certificates;  
 Marriage certificates (parish and civil register) may not be more than 100 years 
older than the birth and baptism certificates. 
We allow death and funeral certificates to predate birth and baptism certificates with one 
year for typographical and administrative reasons. A reverse order of month and day can 
lead to a birth or baptism certificate that wrongly predates a death or funeral certificate. This 
can also be caused by late administration of births and baptisms. 
To construct intergenerational relationships we calculate the phonetical code of the first part 
of the last name of the mother and father (PHC_M and PHC_F) or bride and groom (PHC_B 
and PHC_G). Next we assign the string concatenation PHC_M + PHC_F to the index 
variable of the birth and baptism certificates and PHC_B + PHC_G to the index variable of 
the marriage certificates. 
Afterwards we start to compare all records that have the same index value and abide the 
following timing constraints: 
 Birth and baptism certificates may not be more than 40 years older than the 
marriage certificates (parish and civil register);  
 Birth and baptism certificates may not be more than 5 years younger than the 
marriage certificates (parish and civil register). 
Next to the elimination of unnecessary comparisons it is of the utmost importance that we 
still compare those records that truly belong to the same person. This means that they are 
assigned identical sex and phonetical values and abide the timing constraints. Replacing 
and removing specific characters (3.1.1), eliminating last name prefixes (3.1.2), splitting and  
standardizing names (3.1.2 and 3.1.5) and curtailing the phonetical codes to the first two 
characters, are all implemented (see Appendix 7). Since birth place, birth date, and sex is 
frequently missing in the marriage, death and funeral certificates, this resulted into a 
decreased number of comparing pair records. 
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3.3 Record pair comparison methods 
After cleaning (3.1) and indexing (3.2) the data tables, each candidate record pair is 
compared. 
3.3.1 String similarity measures 
Because all our identifying variables are strings, we must find a good procedure to measure 
the similarity of two strings.   
A very simple way to compute the similarity of two words is the bigram method. In this 
method we split a name in sequences of two characters (so called bigrams). Next we 
measure the number of bigrams that both words have in common and divide this by the 
total number of different bigrams. For instance the name ‘Willem’ and ‘Wilem’ contain the 
bigrams {‘Wi’, ‘il’, ‘ll’, ‘le’, ‘em’} and {‘Wi’, ‘il’,’le’,’em’}. Both names have 4 bigrams in 
common (‘Wi’,’il’,’le’, ‘em’) out of a total of 5 bigrams. The bigram-similarity of these words 
is 0.8.  
Still there exist more complicated methods that perform better when comparing names 
(Christen, 2013, p.126). The very suitable Jaro similarity measure works as follows.  
Consider two strings v and w that exists out of the characters 𝑣1, 𝑣2, … , 𝑣𝒍 and 𝑤1, 𝑤2, … , 𝑤𝑘. 
The characters 𝑣𝑖 and 𝑤𝑗 , 1 ≤ 𝑖 ≤ 𝑙  & 1 ≤ 𝑗 ≤ 𝑘, are considered a match when they are 
identical (disregarding upper and lower case) and have a similar position in the string. Or 
stated more formally: 𝑣𝑖 identical to 𝑤𝑗 and |𝑖 − 𝑗|  ≤ 𝑓𝑙𝑜𝑜𝑟 (
max(𝑙,𝑘)
2
) − 1 . We refer to the 
number of matching characters as m. For instance ‘Arne’ and ‘Anre’ both contain 4 
characters. A couple of characters is a match when they are identical and the absolute 
difference in index value is less than or equal to 𝑓𝑙𝑜𝑜𝑟 (
4
2
) − 1 = 2 − 1 = 1. The first and last 
characters of both strings are matches because they are identical and have the same index 
value. The second character of the first string (‘Arne’) matches the third character of the 
second string (‘Anre’) because they are identical and the absolute difference of the index 
values is |2 − 3| = 1 ≤ 1 = 𝑓𝑙𝑜𝑜𝑟 (
4
2
 ) − 1. The same is true for the third character of the first 
string and the second character of the second string. We conclude that ‘Arne’ and ‘Anre’ 
have 4 matching characters: m = 4. 
Next we define t as the number of transpositions we find in the set of bigrams that can be 
constructed out of the multiset of matching characters {𝑣𝑛1 , 𝑣𝑛2 , … , 𝑣𝑛𝑚 , 𝑤𝑛1 , 𝑤𝑛2 , … , 𝑤𝑛𝑚| 𝑖 <
𝑗 ↔  𝑛𝑖 < 𝑛𝑗} . For instance the strings ‘Arne’ and ‘Anre’ induce the multiset of matching 
characters {‘A’,’ r’, ‘n’, ‘e’, ‘A’, ‘n’, ‘r’, ‘e’} which give rise to the set of bigrams 
{‘Ar’,’rn’,’ne',’eA’,’An’,’nr’, ‘re’}. We see that the second bigram (‘rn’) is a transposition of 
the last bigram (‘nr’), so t = 1.  
The Jaro similarity measure is defined as:  
𝑠𝑖𝑚𝑗𝑎𝑟𝑜 ≔  
1
3
(
𝑚
𝑙
+
𝑚
𝑘
+
𝑚 − 𝑡
𝑚
) 
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with m the number of matching characters, t the number of transpositions found in the set 
of bigrams, l the number of characters in the first string and k the number of characters in 
the second string.  
Now we can calculate the Jaro-similarity of ‘Arne’ and ‘Anre’ as: 
1
3
(
4
4
+
4
4
+
(4−1)
4
) =
1
3
∗ (1 + 1 + 0,75) = 0,917. 
Because fewer errors appear at the beginning of names it is important to increase the 
similarity of two strings when differences only occur at the middle or end (Christen, 2013, 
p. 109). The Jaro-Winkler similarity does this and is defined as: 
𝑠𝑖𝑚𝑗𝑤 ≔ 𝑠𝑖𝑚𝑗𝑎𝑟𝑜 + 𝑢 𝑝(1.0 − 𝑠𝑖𝑚𝑗𝑎𝑟𝑜) 
with u being the length of the common prefix, and p a constant scaling factor between 0 and 
0.25. We set p = 0.10, which is the default value. The common prefix of two strings are the 
identical characters that can be found at the beginning of both strings. For instance ‘Arne’ 
and ‘Anre’ have a common prefix (‘A’) of length 1. The Jaro-Winkler similarity is equal to:  
0.917 + 1 × 0.1 × (1 − 0.917) = 0.917 + 0.1 × 0.083 = 0.9253. 
During the comparison process we use the Jaro-Winkler similarity (with p = 0.10) because 
this produces the best linkage results with regard to names (Christen, 2013, p. 126).   
3.3.2 The construction of comparison vectors 
Now we are able to compare the similarity of two strings, it is time to measure the similarity 
of two records.  
For the horizontal (lifecycle) linkage we compare the first and last names of the individual, 
their mother and father respectively.  
For the intergenerational linkage we compare the first and last name of the mother and 
father, as mentioned in the birth and baptism certificates, with the first and last name of the 
bride and groom, as mentioned in the marriage certificates.  
Wecompare a pair of 18 string comparisons. We compare the first four name parts (16 
comparison), the initials (1 comparison) and the concatenation of the first two name parts (1 
comparison). The following illustration illuminates this procedure. 
If record 1 mentions ‘Arne Alex Wilfried Ward’ as first name and record 2 mentions ‘Alex 
Wilfried Arne Ward’ then the following comparisons are made: 
 Compare “Arne” with “Alex”, “Wilfried”, “Arne”, “Ward” (4 comparisons); 
 Compare “Alex” with “Alex”, “Wilfried”, “Arne”, “Ward” (4 comparisons); 
 Compare “Wilfried” with “Alex”, “Wilfried”, “Arne”, “Ward” (4 comparisons); 
 Compare “Ward” with “Alex”, “Wilfried”, “Arne”, “Ward” (4 comparisons); 
 Compare “AAWW” with “AWAW” (initials) (1 comparison);  
 Compare “ArneAlex” with “AlexWilfried” (concatenations) (1 comparison). 
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Because we apply the Jaro-Winkler similarity function for each comparison this results in 
18 numbers with a value between 0 and 1. In the case of horizontal linkage we compare the 
first and last names of three individuals which gives rise to a 2 × 3 × 18 = 108 dimensional 
comparison vector. In the case of intergenerational linkage we compare the first and last name 
of two individuals which results in a 2 × 2 × 18 = 72 dimensional comparison vector. 
The comparison of all candidate record pairs will result in very large tables containing  
comparison vectors. N-dimensional vector: a ordered tuple of N objects, notation: 
(𝑜1, 𝑜2, … , 𝑜𝑛). In our case the objects are numbers between 0 and 1 that all result from a Jaro-
Winkler string comparison. Because each vector describes the similarity of two records we 
apply a machine learning algorithm to classify these vectors in a class of matching and non-
matching comparison vectors.  
3.4 Link detection 
Machine learning is in the field of computer sciences specialized at solving classification 
problems by applying artificial intelligent algorithms (learners).  
These algorithms are artificial intelligence because they learn from experience. If you label 
comparison vectors with their respective match status and supply this to the algorithm, then 
it will learn to predict the match status of unlabeled comparison vectors as well. To evaluate 
the accuracy of the algorithm we need to supply it with unseen examples and compare the 
predicted match status with the true match status. The fraction of all matches that are 
predicted as matches is called the True Positive Rate (TPR), the fraction of all non-matches 
that are predicted as non-matches the True Negative Rate (TNR). Our goal is to find the 
algorithm that has the highest TPR and TNR. Please note that these unseen examples 
together form the validation set (test set), while all the examples used for training constitute 
the train set.  
In what follows we first describe how a train and test data set is constructed and which 
algorithm has both the highest TPR and TNR. Next, we analyze this algorithm and explain 
how we improve it by using ‘active learning’.  
3.4.1 Construction of the train and test data set 
Our first task is to find the algorithm that is best to predict the match of an unlabeled 
comparison vector. Therefore we construct a train and test data set that respectively contain 
20.994 and 8.997 labeled comparison vectors.  
To produce these datasets we draw two (disjoint) random samples out of the comparison 
vectors and join them with identified names (variable) outlined in section 2.  
Next, we manually determine the match status of each record pair. A pair of records is 
classified as a match if and only if all identifying variables are a ‘match’, and is classified as 
a ‘non-match’ otherwise. When we judge the match status of a name pair we allow for: 
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 Translation of a name (part); 
 Omission of a name part; 
 Addition of a name part; 
 Abbreviation of a name (part); 
 Switching orders of name parts;  
 Typographical variations. 
The combination of a name omission plus name addition is not allowed. For instance a 
name chance from Anne Marie at birth to Marie Claire at death is judged as a non-match. 
All decision rules (allowed name translations, abbreviations, etc.) can be found in file 
GT_construction_decision_rules (dutch).xlsx (directory: WFDD - Version 27-04-2016\Docu-
mentation). 
Once the test and train data are produced, we evaluate the performance of different learners. 
We train support vector machines, decision trees, random forests and clustering (farthest 
first) algorithms, all with diverse parameter settings. In the end we find that the random 
forest learner outperform all others, both in terms of true positive and true negative rates. 
All (95 out of 95) matching record pairs and 99,92% (8835 out of 8842) of all non-matching 
record pairs are correctly categorized.  
3.4.2 Random forest learner 
In this section we briefly describe how a random forest learner works. Please note that this 
section can get too technical for all those who are not acquainted with machine learning.  
A random forest is an assemble of learners. It trains multiple decision trees that each have 
one vote. Thereby the linkage status is defined as the majority vote. If a majority (> 50%) of 
decision trees classifies a comparison vector as a link, then we predict it to be a link and vice 
versa.  
Ideally the errors of these decision trees should be statistically independent. This means that 
the probability that a decision tree makes a mistake isn’t affected by wrong decisions made 
by any other decision tree. To achieve this goal, a random forest randomly selects k variables 
(plus the class label) out of the training set, and gives these data to a decision tree learner. 
Next, this decision tree learner will split the training data into exhaustive and disjoint 
subsets. At each node it selects a test that gives the best split following some criterion. When 
no significant improvements can be made, the learning process stops and a decision tree is 
returned. Then the decision tree learner selects again k variables, and gives these data to a 
decision tree learner that will return a new decision tree. After N iterations you get a random 
forest consisting out of N decision trees that each have one vote. The majority vote 
determines the link status. With regard to the lifecycle linkage we use a random forest that 
consists out of 100 decision trees, with regard to the intergenerational linkage we use a 
random forest with 90 decision trees. Thereby, we use maximal data entropy reduction 
method to  test selection criterion. 
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3.4.3 Active Learning 
As noted in section 3.4.1 our random forest yields very good results due to the application 
of an ‘active learning’ strategy.  
Thereby a random forest identifies borderline cases, comparison vectors that are classified 
as a link or non-link by only a very narrow majority of decision trees. Next we classify a 
random sample of borderline cases, add these to the training data and train a new random 
forest.  
This procedure is repeated four times for the lifecycle linkage and four times for the 
intergenerational linkage. Thereby we make use of two volunteers, who manually classified 
18.806 borderline cases for the life cycle linkage and 23.425 borderline cases for the 
intergenerational linkage.  
3.5 Matching restrictions 
Although the performance of our random forest learner is excellent, it makes mistakes. 
Erroneous classifications can give rise to consistency problems, like a birth certificate that is 
linked to two death certificates. To address this issue, we impose matching restrictions in 
this last step. 
We distinguish between 1:1 (‘one to one’) and 1:m (‘one to many’) matching restrictions. In 
the first case each record of Table 1 can only be assigned to one record of Table 2 and vice 
versa. While in the second case one record of Table 1 can be assigned to multiple records of 
Table 2 (‘one to many’) and each record of Table 2 can still be assigned to one record of Table 
1. Links between birth and death certificates need to abide a 1:1 matching restriction but 
links between birth and marriage certificates only need to satisfy a 1:m matching restriction. 
There are many strategies one can follow to impose these matching restrictions but not all 
are equally good. To illustrate this we will describe the similarity 𝑠 ∈ [0,1] of birth certificate 
𝑏𝑖 and death certificate 𝑑𝑗 with vector (𝑏𝑖, 𝑑𝑗, 𝑠𝑖𝑗). Assume that due to a classification error 
birth certificates 𝑏1 𝑎𝑛𝑑 𝑏2 are both linked to the same two death certificates 𝑑1 𝑎𝑛𝑑 𝑑2, with 
similarities (𝑏1, 𝑑1, 0.9), (𝑏1, 𝑑2, 0.8), (𝑏2, 𝑑1, 0.7)  and (𝑏2, 𝑑2, 0.4). Then how can we impose a 
1:1 matching restriction?  One strategy is to take the best possible match for 𝑏1 (𝑏1, 𝑑1) and 
ascribe 𝑏2 to the best possibility that remains (𝑏2, 𝑑2). In this case we end up with one very 
similar and one very dissimilar record pair (which is likely to be a false link). The total 
similarity of this assignment is 0.9 + 0.4 = 1.3. A much better strategy is to make the 
assignments in such a way that the sum of the similarities (‘the total similarity’) is 
maximized. In that case we ascribe 𝑏1 to 𝑑2 and 𝑏2  to 𝑑1, which gives us two similar record 
pairs with a total similarity of 0.8 + 0.7 = 1.5 > 1.3. Because we end up with two similar 
record pairs, the latter strategy is more likely to produce good results (a low fraction of false 
links) than the former. Therefore, we always want to find the assignment that maximizes 
the total similarity given the matching restrictions.  
We can formulate this 1:1 assignment strategy formally as follows. 
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𝑀𝑎𝑥𝑥𝑖𝑗  ∑ ∑ 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖𝑗 𝑥𝑖𝑗
𝑖 ∈𝐼𝑗
𝐾
𝑗=1
 
Under constraints: 
1. Each record i (from the first table) is assigned to one or zero records of the second 
table: 
∑ 𝑥𝑖𝑗 ≤ 1  ,
𝑗∈ 𝐼𝑖 
       ∀𝑖 
2. Each record j (from the second table) is assigned to one or zero records of the first 
table: 
∑ 𝑥𝑖𝑗 ≤ 1  , ∀𝑗 
𝑖∈𝐼𝑗 
 
 
with:    
   K the total number of records that is present in table 2 
similarityij  ∈ [0, 1], the similarity of record i and record j 
      xij =  {
0, when we don′t assign record i to record j
 1, when we do assign record i to record j       
  
Ij ∶= {i ∈ table 1 | i gets compared with record j ∈ table 2} 
Ii ∶= {j ∈ table 2 | j gets compared with record i ∈ table 2} 
We get the 1:m assignment problem by replacing the first restriction with 
  
∑ 𝑥𝑖𝑗 ≤ 𝐴  , ∀𝑖 
𝑗=𝐼𝑖 
 
with: 
A the maximum number of records of table 2 where one record of table 1 can 
get assigned to. 
Because the control variables 𝑥𝑖𝑗 are binary, we end up with a discrete optimization problem 
that can only be solved with numerical methods. We make use of the gurobi software 
package (http://www.gurobi.com/) and express the similarity of two records as the fraction 
of all decision trees (of the random forest) that categorizes the record pair as a link.  
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4. Results 
In this section we evaluate the linkage quality of the WFDD by looking at both coverage and 
error rates. But first we evaluate the success rate of the various steps of processing the data.  
4.1 Quality assessment of name splitting 
In section 3.1.2, we make use of auxiliary tables to correctly separate composite names into 
name parts. These tables contain both correctly separated names and their non-separated 
counterparts (see Appendix 6). We draw a random sample of 100 rows out of each auxiliary 
table to check whether it is constructed correctly or not. No errors are found.  
In section 3.1.2, we describe how the name field of the population census is split into first 
and last name. To evaluate this step we draw a random sample of 500 records out of the 
population census. Only 7 names are wrongly split, in 1 case this lead to a wrong index 
value and the unnecessary omission of a candidate record pair. In all other cases there are 
no consequences for the record pair selection process.  
4.2 Quality assessment of the creation of sex, kinship and household ID 
In section 3.1.4, we describe how we construct the column sex by using a list of male and 
female names. To get an indication of the amount of wrong classifications we determine the 
sex of all spouses mentioned in the parish and civil marriage certificates. Out of a total of 
851.622 grooms and brides named in the civil marriage certificates 436 (0,05%) are 
misclassified and 121 (0,01%) are not assigned a value. The error rate increases when we 
study the parish marriage certificates. Out of a total of 758.542 grooms and brides, 1608 
(0,21%) are misclassified and 29.417 (3,88%) are not assigned a value. Note that many more 
brides than grooms are misclassified (1272 brides vs. 336 grooms) or not assigned a value 
(18756 brides vs. 10661 grooms). These weaker results are most likely caused by the poor 
administrative practices – name abbreviations in particular – we find in early modern 
parishes.  
We are able to assign a sex value to the vast majority of baptism, funeral, birth and death 
certificates and found birth sex ratio’s that are only a bit higher than contemporary values 
for Belgium (the ratios are between 1.07 and 1.15 instead of 1.05) (CIA World Fact Book, 
2015). We assign a sex value to 1.270.047 out of 1.319.494 baptism records, 724.862 out of 
754.017 funeral records, 920.459 out of 954.327 birth records and 717.170 out of 736.401 death 
records. The sex of the groom and bride mentioned in the marriage certificates is of course 
always known. 
In section 3.1.4, we extract kinship related information out of the occupational variables by 
using a list with relational titles. To evaluate this step, we draw a random sample of 500 
records out of the preprocessed population census, and check whether the kinship variable 
contain all relational information. No errors are found.  
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4.3 Name standardization 
In section 3.1.5 we standardize all last and first names. This standardization is more 
successful for first than for last names. Out of a total of 736.368 names mentioned in the 
death certificates, we standardize 515.303 first names and 251.736 last names. We find 
similar results for all other tables. Most likely this is due to the many typical ‘West-Flemish’ 
last names that don’t occur in the more Netherlands-oriented name tables of Blootfhooft and  
Schraagen (2014). 
4.4 Linkage scope and quality 
4.4.1 Limitations 
The WFDD has a number of limitations.  
Firstly, we cannot assert that all children are found. Most still born babies are not mentioned 
in the parish or civil registers. Moreover, our linkage method doesn’t allow us to match 
outside marriage children to their parents. Finally, the coverage of the database is not 
perfect: some intergenerational links are not found. Because the birth certificates of all 
sibling are from the same type and period, the parental names don’t vary much. As a 
consequence we are likely to find all children (when the parental names don’t deviate from 
those mentioned in the marriage certificate) or none at all. Therefore it is important to keep 
in mind that married couples can be seemingly childless due to classification errors! 
Secondly, the lifecycle linkage makes use of a another set of identifying variables than the 
intergenerational linkage. This gives rise to a special situation with regard to the premodern 
period. On the one hand the necessary information to ‘horizontally’ link a marriage 
certificate (found in the parish register) to the baptism or funeral certificate of the groom or 
bride, is hardly ever present. On the other hand, the information to link marriage certificates 
to the baptism certificates of the children is very often there. As a result, we can identify the 
children that belong to a married couple, while the baptism and funeral certificates of the 
parents and the marriage certificates of the children remain unknown. 
4.4.2 Sample selectivity 
In this section we describe the sources of sample selectivity and assess the relative 
importance of these sources by estimating a probit model. 
Sources of sample selectivity 
The WFDD does not consist of a perfect a-selective sample: some individuals have a higher 
selection probability than others. There are numerous reasons why this is the case:  
 Historical sources don’t cover the complete population and are not perfectly 
preserved. Still born babies are for instance hardly ever mentioned in the baptism 
and birth certificates. All individuals that are mentioned in the still existing sources 
have a higher selection probability than those that aren’t mentioned at all;   
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 Data entry problems can induce selectivity issues. All persons whose certificates are 
not digitized (yet) are not part of the sample. If these certificates are randomly chosen 
this wouldn’t cause any problem, but this is not the case. In the digitization process 
of the parish and civil registers, the volunteers choose which certificates they want 
to digitize. As a consequence the probability of selection depends on the 
communities where the volunteers like to document most;    
 For privacy reasons we don’t have access to marriage or death certificates that are 
100 years or younger. As a consequence many late 19th and early 20th century birth 
certificates couldn’t be linked to a marriage or death certificate;   
 The record linkage procedure itself can be a source of sample selectivity. All persons 
whose certificates don’t mention one of their parents are not part of our sample.  
Because some communities mention the parental names much more frequently than 
others, the chance of selection depends on the community of residence;  
 Typographical variations, name omissions and translations may impede the correct 
classification of a matching record pair. Although we train the Random Forrest 
learner in such a way that it is easily categorized for difficult borderline cases (see 
section 3.4.3 on active learning), we still expect that persons who didn’t change their 
names have a higher selection probability.   
Selectivity assessment: benchmarking and estimation of a probit model 
To gain more insight in the selection procedure we use the population census of 1814 as a 
benchmark. 
Thereby we construct an age pyramid for the WFDD by taking the age of all individuals in 
the WFDD that are born before 1814 and deceased after 1814. When we compare this with 
the age pyramid of the 1814 population census we find an overrepresentation of the 
youngest age group (0-4), correct representation of the 5-9- and 10-14- age groups, and an 
underrepresentation of all the older age groups (see Figures 4 and 5). This indicates that the 
selection probability is negatively related to age.  
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Figure 4: Age pyramid in 1814 following the WFDD 
 
 
 
Figure 5: Age pyramid in 1814 following the population census of 1814 
 
 
  
0 0,02 0,04 0,06 0,08 0,1 0,12 0,14 0,16
0-4
5-9
10-14
15-19
20-29
30-39
40-49
50-59
60-69
70-79
80-89
90-99
0 0,02 0,04 0,06 0,08 0,1 0,12 0,14 0,16
0-4
5-9
10-14
15-19
20-29
30-39
40-49
50-59
60-69
70-79
80-89
90-99
29 
 
Although this benchmarking procedure is useful, it doesn’t give insight in the relative 
importance of the various selection determinants.  
To achieve this, we estimate a probit model. Thereby we use the probability that a death 
certificate is linked to a birth or baptism certificate as a proxy for the selection probability 
and estimate the influence of four determinants: year of death, age at death, sex and place 
of death. The last determinant is encoded as a dummy variable (called death place core) that 
is ”one” when a community belongs to the core (see Appendix 4), and “zero” otherwise. 
The total amount of death certificates that are used is 154.027. 
A probit model makes the following assumptions: 
𝑌 ∈ {0, 1}   
Pr{𝑌 = 1 | 𝑋1𝑋2 … 𝑋𝑘} =  𝛷(𝛽0 + 𝛽1𝑋1 + ⋯ + 𝐵𝑘𝑋𝑘)  
Thereby the error terms are assumed to be independent and normally distributed. Note that 
𝛷 is the cumulative density function of the standard normal distribution (𝑁0,1). We set Y = 
1 when a death certificate is linked to a birth or baptism certificate and Y = 0 otherwise and 
use year of death, age at death, sex and place of death as independent variables.  
Because 
𝑃𝑟{𝑌 = 1 |𝑋1, … , 𝑋𝑘}      = 𝛷(𝛽0 + 𝛽1𝑋1 + ⋯ + 𝐵𝑘𝑋𝑘) ,              
we can calculate the effect of 𝑋𝑖  (𝑖 = 1, … , 𝑘) on Pr{𝑌 = 1 | 𝑋1, … , 𝑋𝑘} evaluated in (𝑋1
∗, … , 𝑋𝑘
∗) 
as 
 
𝜕𝑃𝑟{𝑌 = 1|𝑋1 =  𝑋1
∗, … , 𝑋𝑘 =  𝑋𝑘
∗}
𝜕𝑋𝑖
 =  
𝜕𝛷(𝛽0 +  𝛽1𝑋1 + ⋯ + 𝛽𝑘𝑋𝑘)
𝜕𝑋𝑖
                                                      
                                                             =  
𝜕𝛷(𝛽0+ 𝛽1𝑋1+⋯+𝛽𝑘𝑋𝑘)
𝜕(𝛽0+ 𝛽1𝑋1+⋯+β𝑘𝑋𝑘 )
   
𝜕(𝛽0+ 𝛽1𝑋1+⋯+ β𝑘𝑋𝑘)
𝜕𝑋𝑖
                     
                   = 𝑁0,1(𝛽0 + 𝛽1𝑋1
∗ + ⋯ + 𝛽𝑘𝑋𝑘
∗) β𝑖 
When we observe a random sample all these marginal effects should be zero. Table 5 
contains the value of the coefficients. In all cases they are significantly different from zero, 
but because these coefficients don’t quantify the effect of a variable on the selection 
probability we still cannot conclude that the marginal effects are significantly different from 
zero. 
 
Table 5: Coefficient estimates  (probit model) 
 
Variable Coefficient Standard Error z-value p-value 
Intercept -12,76  0,212 -60,23 <0,001 
Death place core    0,48        0,007  70,02 <0,001 
Age at death   -0,009    0,0001 -65,82 <0,001 
Year    0,007    0,0001  58,71 <0,001 
Sex (f: 0, m:1)    0,03        0,007    3,69 <0,001 
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As mentioned above the marginal effect of a continuous variable 𝑋𝑖 is estimated as 
𝑁0,1(𝛽0 + 𝛽1𝑋1 + ⋯ + 𝛽𝑘𝑋𝑘) 𝛽𝑖, while the marginal effect of a dummy variable 𝑋𝑗 equals 
𝛷(𝛽0 +  𝛽1𝑋1 + ⋯ + 𝛽𝑗 + ⋯ + 𝛽𝑘𝑋𝑘) − 𝛷(𝛽0 +  𝛽1 + ⋯ +  𝛽𝑗−1 𝑋𝑖−1 + 𝛽𝑗+1𝑋𝑖+1 + ⋯ + 𝛽𝑘𝑋𝑘). 
These marginal effects depend on the values of the variables and they may vary by 
observation. In other words we don’t estimate one, but do for multiple marginal effects for 
the same variable.  
One way to derive a summary statistic is to calculate the value of the marginal effect at mean 
(MEA). This is obtained by evaluating the marginal effect of 𝑋𝑖 in (?̅?1, … , ?̅?𝑘). Thereby we 
define ?̅?𝑗 as the average value (or mode in case of a nominal variable) of 𝑋𝑗. The MEA must 
be interpreted as the effect of an increase in a variable (with one unit) on the selection 
probability of an average individual (an individual whose characteristics equal the mean or 
mode of the sample) when all other characteristics remain constant. Table 6 indicates that 
all variables have a highly significant effect on the selection probability at mean. For the 
average individual an increase of the age at death with one year lowers the selection 
probability with 0,3 percentage point, while an increase of the calendar year with one year 
improves the selection probability with 0,26 percentage point. On average, a man has 0.93 
percentage point more chance of being selected than a women while a death place that is 
part of the core communities improves the selection chance with 18,02 percentage point.  
 
Table 6: Estimated Marginal effects at mean (probit model) 
 
MEA: Marginal Effect at Mean 
At first sight only the death place has an important impact, but because the dataset covers 
more than 3 centuries, we must conclude that the calendar year has a large impact as well. 
If the average individual died in 1750 rather than in 1850 (which is the average value of 
calendar year) then the individual chance of selection decreases by 26 percentage points.  
The reason why the calendar year has such an important impact on the selection probability 
is related to the administrative customs that ameliorated during the end of the 18th and 
beginning of the 19th century.  
The important impact of the death place is also related to these administrative customs.  
Throughout the whole 18th and 19th century the quality of the parish and civil register 
strongly varies from community to community. Because communities outside the core are 
less often mentioned the parental names in the certificates they are more likely to be 
removed from the life cycle linkage procedure than certificates that were produced by core 
communities.  
Variable MEA Standard Error z-value p-value 
Death place core  0,1802 0,003   70,06 <0,001 
Age at death -0,003 0,00005 -65,86 <0,001 
Year  0,0026 0,00004   58,75 <0,001 
Sex (f:0, m:1)  0,0093 0,00242     3,69 <0,001 
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We expect to find similar relative effects if this exercise is repeated for the probability that  
marriage certificates are linked to a birth or baptism certificate.  
4.4.3 Data coverage 
With regard to the lifecycle linkage only a minority of all certificates is linked. More 
specifically we link: 
 5,47% of all baptism certificates (72.563 out of 1.327.306) and 17,28% of all birth 
certificates (166.613 out of 963.943) to a funeral or death certificate;  
 0,29% of all marriage certificates found in the parish register (1.118 out of 383.699)  
and 41,41% of all marriage certificates found in the civil register (176.326 out of 
425.811) to a birth or baptism certificate. 
The coverage of the intergenerational linkage is much higher: 43,1% of all birth and baptism 
certificates (987.617 out of 2.291.249) are linked to the marriage certificate of the parents. 
This rather low coverage rates are mainly caused by the very incomplete raw data like 
follows:  
 As outlined in section 2 the identifying variables are very often unknown. As a result 
45,56% of all certificates are withheld from the lifecycle linkage procedure and 
23,56% from the intergenerational linkage procedure;  
 As outlined in section 1.3, the baptism, birth, marriage, funeral and death certificates 
don’t cover identical geographical areas;  
 As outlined in section 3.2 the birth place and birth date are hardly ever mentioned 
in the marriage, death and funeral certificates. This makes it much more difficult to 
construct an index variable that has the property of having the same value for each 
and every matching record pair;  
 Name translations, abbreviations, etc. make the data more difficult to link.  
4.4.4 Linkage quality 
We define the linkage quality as the fraction of all true links found among the record pairs 
that are classified as links.  
To get an indication of the linkage quality we take a random sample (n = 1000) out of each 
linkage table and manually classified the record pairs as true links, false links and borderline 
cases. In the latter case we are unsure whether a record pair is truly a link or not. We always 
found ca. 98% true links, ca. 1,5% borderline cases and ca. 0,5% false links.  
When we treat all borderline cases as wrong links we get a binomial distribution, which 
allows us to easily estimate a 95% confidence interval. The narrow confidence intervals 
found in Table 7 indicate that the estimations are very precise: the fraction of true links must 
be very close to the estimations found in the second column.   
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Table 7: Estimated true positive rate of linkage tables 
 
Linkage table Fraction true 
links in sample 
(n = 1000) 
95% confidence 
interval 
Lifecycle Linkage 
 
  
Linkage birth and baptism to death and funeral 
certificates 
98% [97,6%, 98,4%] 
   
Linkage birth and baptism to marriage certificates 
(groom) 
98,1% [97,7%, 98,5%] 
   
Linkage birth and baptism to parish and civil 
marriage (bride) 
 
98,2% [97,8%, 98,6%] 
Intergenerational Linkage   
 
Intergenerational linkage of birth and baptism 
children to marriage parents  
 
98,7% 
 
[98,0%, 99,4%] 
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5. Conclusion 
The West-Flemish Demographic Data (WFDD) is specially tailored to the needs of life course 
analysts. It consists of an excellent linked selective sample of 413,158 life courses found 
among 239 West-Flemish communities during the period of 1600-1910 conditioned by the 
presence of variables and information required for the linkage procedure.  
The selectivity is mainly driven by community level variables, administrative customs in 
particular. This allows researchers to strongly reduce selectivity problems by restricting the 
observation territory to the 61 core communities (mentioned in Appendix 4) or by using 
appropriate statistical techniques like the Heckman selection model. 
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Appendix 
Appendix 1: OCR instructions 
All volunteers underwent a 2 hour OCR-software training.  
They are instructed to use ABBY Finereader 11 Professional with the following 
parametersetting: 
 Document type: ‘Typewriter’; 
 Color mode: ‘Black and white’; 
 General: ‘Do not read and analyse acquired pages automatically’; 
 Reading mode: ‘Thorough reading’; 
 Training: ‘Use built-in and user patterns’; 
 XLSX: ‘Convert numeric values to numbers’; 
 Extend the Dutch dictionary used by ABBY Finereader with the file 
‘woordenboek_census_1814.txt’. This file is generated from the names 
contained in the parish and civil registers digitized by ‘vrijwilligers Rijksarchief 
Brugge’. By doing so the software program could more easily discriminate 
between right and wrong spelled names. 
The volunteers worked with ABBY Finereader by following the next steps:  
 Import a scan; 
 Edit image: Deskew Image and correct Trapezium Distortion if necessary;  
 Erase inkblots if necessary; 
 Draw table area; 
 Click ‘Analyze table structure’ and add or remove columns and rows wherever 
necessary; 
 Click ‘Read’. 
Next a spreadsheet appeared at the right hand side. Words that are not present in the 
expanded Dutch dictionary are underlined and characters that are difficult to interpret 
(because they are optical similar to other characters) are highlighted blue. The volunteers 
are asked to pay special attention to these underlined and highlighted characters and make 
manual corrections whenever necessary. Finally the spreadsheet document is saved as an 
excel xlsx file. 
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Appendix 2: Source format by community 
In the next table we give an overview of the source format of the population census by 
community.  
Source format Community 
Digital copy Anzegem, Bavikhove, Dadizele, Ingelmunster, Ingooigem, Kaster, 
Tiegem and Vichte. 
Print 
(application of 
OCR software 
required) 
Adinkerke, Anzegem, Assebroek, Bavikhove, Beernem, Bekegem, 
Brugge, Dadizele, Damme, Dudzele, Esen, Ettelgem, Heist, Hoeke, 
Houtave, Ingelmunster, Ingooigem, Jabbeke, Kaster, Keiem, 
Klemskerke, Knokke, Koolkerke, Lapscheure, Lissewege, Loppem, 
Mannekensvere, Mariakerke, Meetkerke, Moere, Moerkerke, 
Nieuwmunster, Oedelem, Oostkerke-Damme, Oostekerke-Veurne, 
Oudekapelle, Sijsele, Sint-Andries, Sint-Joris-ten-Distel, Sint-Kruis, 
Sint-Michiels, Sint-Pieters-op-den-Dijk, Sint-Pieterskapelle, 
Snaaskerke, Snellegem, Stalhille, Stene, Tiegem, Torhout, Vichte, 
Vladslo, Vlissegem,  Waardamme, Westkapelle, Wilskerke, Wingene, 
Woumen, Zandvoorde-Oostende, Zekergem, Zevekote, Zuienkerke 
and Zwevezele.  
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Appendix 3: Task division 
The material copies of the population census of 1814 are digitized by 5 volunteers. Thereby 
the volunteer could choose to use OCR-software or enter the records manually. In the next 
table, communities that are assigned to each volunteer and their work method are shown.    
Volunteer Work method Community 
Researcher OCR software Assebroek, Beernem, Bekegem, 
Dudzele, Ettelgem, Heist, 
Hoeke, Keiem, Klemskerke, 
Knokke, Koolkerke, Lissewege, 
Loppem, Mannekensvere, 
Mariakerke, Meetkerke, Moere, 
Moerkerke, Nieuwmunster, 
Oedelem, Oostkerke-Veurne, 
Oudekapelle, Sijsele, Sint-Joris-
ten-Distel, Sint-Kruis, Sint-
Pieterskapelle, Snaaskerke, 
Snellegem, Stalhille, Stene, 
Torhout, Vladslo, Vlissegem, 
Waardamme, Westkapelle, 
Wilskerke, Wingene, 
Zwevezele, Sint-Andries and 
Sint-Michiel. 
Researcher Manual typing  Brugge 
Researcher OCR software Lapscheure, Oostkerke-
Damme, Sint-Pieters-op-den-
Dijk, Woumen, Zandvoorde-
Oostende, Zerkegem, Zevekote 
and Zuienkerke 
Researcher OCR software Esen and Adinkerke 
Researcher OCR software Houtave and Jabbeke 
 
These prints are part of volumes 1-12, 14-16, 18-20 and 22-33. Volumes 6, 10, 11, 12, 15, 19, 
22, 24, 26, 28, 29, 30, 31, 32 and 33 are scanned by volunteers working at the Rijksarchief 
Brugge. Volumes 1, 2, 3, 4, 5, 7, 8, 9, 11, 14, 16, 18, 20, 23, 25, 27 are scanned at the university 
library of Leuven.   
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Appendix 4: Core communities 
The WFDD contains a random sample of the historical population that lived in the following 
core communities: 
Adinkerke, Anzegem, Assebroek, Bavikhove, Beernem, Bekegem, Brugge, Dadizele, 
Dudzele, Esen, Ettelgem, Heist, Hoeke, Houtave, Ingelmunster, Ingooigem, Jabbeke, Kaster, 
Keiem, Klemskerke, Knokke, Koolkerke, Lapscheure, Lissewege, Loppem, Mannekensvere, 
Mariakerke, Meetkerke, Moere, Moerkerke, Nieuwmunster, Oedelem, Oostkerke-bij-
Damme, Oostkerke-bij-Diksmuide/Veurne, Oudekapelle, Sijsele, Sint-Andries, Sint-Joris-
Ten-Distel (Sint-Joris-bij-Beernem), Sint-Kruis, Sint-Michiels, Sint-Pieterskapelle, Sint-
Pieters-op-den-Dijk, Snaaskerke, Snellegem, Stalhille, Stene, Tiegem, Torhout, Vichte, 
Vladslo, Vlissegem, Waardamme, Westkapelle, Wilskerke, Wingene, Woumen, 
Zandvoorde-bij-Oostende, Zerkegem, Zevekote, Zuienkerke, Zwevezele. 
We could digitize the population census of 1814 for all communities except Lapscheure, 
Oostkerke-bij-Damme, Sint-Pieters-op-den-Dijk, Woumen, Zandvoorde-bij-Oostende, 
Zerkegem, Zevekote and Zuienkerke. 
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Appendix 5: Splitting names into parts 
Before we take the first four parts of a last name we standardize and delete their prefixes.   
This is done by applying the following procedure:   
1. Solve typographical errors: 
 Change ‘VA[space]N[space]’ into ‘VAN[space]’; 
 Change ‘DE[space]N[space]’ into ‘DEN[space]’; 
 Change ‘DE[space]R[space]’ into ‘DER[space]’; 
 Change  ‘VAN[space]DEN’ into ‘VAN[space]DEN[space]’; 
 Change  ’VAN[space]DER’ into ‘VAN[space]DER[space]’; 
 Change  ‘VANDEN’ into ‘VAN[space]DEN[space]’; 
 Change  ‘VANDER’ into ‘VAN[space]DER[space]’; 
 Change  ‘VAN[space]DE’ into ‘VAN[space]DE[space]’; 
 Change ‘VANDE’ into ‘VAN[space]DE[space]’; 
 Change ‘VAN’ into ‘VAN[space]’; 
 Change ‘DEN’ into ‘DEN[space]’; 
 Change ‘DENx’ into ‘DEN[space]x‘ , for x = ‘A’, ‘E’, ‘I’, ‘O’, ‘U’, ‘Y’; 
 Change ‘DER’ into ‘DER[space]’; 
 Change  ‘DERx’ into ‘DER[space]x’, for x  = ‘A’, ‘E’, ‘I’, ‘O’, ‘U’, ‘Y’; 
 Change ‘DE‘ into ‘DE[space]‘. 
 
2. Delete isolated characters :   
 Change ‘[space]x[space]’ becomes ‘[space]’ for all x = ‘A’,’B’,’C’, …, ‘X’,’Y’,’Z’. 
 
3. Delete all prefixes DE[space], DEN[space], DER[space], D’, VAN[space], 
VAN[space]DE, VAN[space]DEN, VAN[space]DER. 
Finally we split all names into parts by using a white space as separator and delete any 
reoccurring name.  
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Appendix 6: Construction of an auxiliary table 
The idea behind the auxiliary table is the following: if we first make an auxiliary table with 
rightly parsed names in one column, and the same name without spaces in a second column, 
then we are able to detect and correct the two types of errors mentioned above. More 
specifically, we can construct a variable that contains the complete first or last name but 
omits all white spaces in all data tables. Next, we can join these raw data table to the 
auxiliary table by using this newly constructed variable. Finally, we can update the first or 
last name variable, with the rightly parsed name value found in the auxiliary table. For 
example, if we have on the one hand a raw data table with a variable that mentions ‘Isa 
belle’ and a newly constructed variable that omits all white spaces and mentions ‘Isabelle’, 
and we have on the other hand an auxiliary table that contains a column with the right 
parsed name ‘Isabelle’, and again a constructed variable that omits all white spaces (and 
contains again ‘Isabelle’) then we can perform a join between both tables on the constructed 
variables (that omits all white spaces) and update the first name field of the raw data table 
with the value mentioned in the right parsed names field of the auxiliary table. As a result 
‘Isa belle’ becomes ‘Isabelle’. This procedure will also solve the other type of problem: 
parsing names that are wrongly not split like ‘JeanBaptist’.  
The construction of the auxiliary tables ‘right_parsed_first_names’ and 
‘right_parsed_last_names’ with rightly parsed names is very complicated. Our goal is to 
write as many correctly (white-space) separated composite names into these auxiliary tables 
as possible.  
To obtain these correctly separated names we turn to all groups of variables that are created 
during the former splitting procedure (see Appendix 5). For the 
parish_register_baptism_certificates,parish_register_funeral_certificates, civil_register_ 
birth _certificates and civil_register_death_certificates tables these groups are: 
 first_name_i_blocking , i = 1,2,3,4 (group 1); 
 first_name_i_blocking_father , i = 1,2,3,4 (group 2);  
 first_name_i_blocking_mother, i = 1,2,3,4 (group 3);  
 last_name_i_blocking, i = 1,2,3,4 (group 4);   
 last_name_i_blocking_father, i = 1,2,3,4 (group 5);  
 last_name_i_blocking_mother, i = 1,2,3,4 (group 6). 
For the tables parish_register_marriage_certificates and civil_register_marriage_certificates 
we find the same groups the groom and the bride respectively. 
For each of these groups we construct a Boolean vector consisting out of 4 fields that are 
either 0 or 1. When the first variable of a group contains a name that is certainly not a 
composite name, then we set the first field equal to 0, otherwise we set it equal to 1. We also 
do this for the second, third and fourth field of the Boolean vector.  
Now, how can we be certain that a value contained in one of the variables of a group is or 
is not a composite name? The solution lies in the first column of the first and last name tables 
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constructed by Bloothooft and Schraagen (2013). This column doesn’t contain any composite 
names. For instance ‘Marie’ and ‘Louise’ can be found in the first column, but ‘MarieLouise’ 
or ‘Marie Louise’ cannot. So if we know for certain that the value of the x-th variable of a 
first name (respectively last name) group is present in the first column the first name 
(respectively last name) table, then we set the x-th vector value equal to zero and otherwise 
equal to one.  
This Boolean vector can have 16 different configurations. Depending on the configuration 
we can add another composite name to the ‘right_parsed_first_names’ or 
‘right_parsed_last_names’ tables. In what follows we call Bloothooft and Schraagen’s tables 
the reference tables and refer to the i-th variable of a group as ‘name_part_i’. The ‘relevant 
auxiliary table’ refers to the ‘first name auxiliary table’ when the group contains first name 
variables and to the ‘last name auxiliary table’ when the group contains last name variables. 
We also note a join between ’name_part_i’ and ‘name_part_j’ as ‘name_part_i’ + 
‘name_part_j’. So if ‘name_part_i’ contains ‘Anne’ and ‘name_part_j’ contains ‘Lies’ than 
‘name_part_i’ + ‘name_part_j’ contains ‘AnneLies’. Similarly name_part_i + [space] + 
name_part_j separates both name parts with a white space. For instance, if name_part_i 
contains ‘Jean’ and name_part_j contains ‘Baptist’ then name_part_i + [space] + name_part_j 
contains ‘Jean Baptist’.  
For each configuration of the Boolean vector we follow another decision tree to decide which 
join of name parts must be added to the rightly parsed name field of the auxiliary tables and 
which don’t. The main goal is to construct a composite name out of those four name parts 
such that each element of the composite name occurs in the first name or last name reference 
table.  
We make the following 16 decision trees: 
1. If the vector corresponding to a group of variables has the configuration (0,0,0,0) 
then all name parts are member of Bloothooft and Schraagen’s table. We add the 
name variable1[space]variable2[space]variable3[space]variable4 to the rightly 
parsed name field of the relevant auxiliary table;  
2. If the vector corresponding to a group of variables has the configuration (1, 0, 0, 0) 
then the first name part is not a member of Bloothooft and Schraagen’s table but 
the other name parts are. We decide as follows: 
a. If name_part_1 + name_part_2 is part of the reference table then we add 
name_part_1 + name_part_2 + [space] + name_part_3 + [space] + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;    
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 is 
part of the reference table or not. Is this the case then we add name_part_1 + 
name_part_2 + name_part_3 + [space] + name_part_4 to the rightly parsed 
name field of the relevant auxiliary table;   
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c. Is this not the case than we check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table. Is this the 
case than we add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case than don’t add anything to the auxiliary table and go to 
the next record.  
3. If the vector corresponding to a group of variables has the configuration (0, 1,0,0) 
then the second name part is not a member of Bloothooft and Schraagen’s table but 
the other name parts are. We make decisions as follows: 
a. If name_part_1 + name_part_2 is member of the reference table than we add 
name_part_1 + name_part_2 + [space] + name_part_3 + [space]  + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
b. Otherwise check whether name_part_2 + name_part_3 is member of the 
reference table or not. Is this the case then add name_part_1 + [space]  + 
name_part_2 + name_part_3 + [space] + name_part_4 to the rightly parsed 
name field of the relevant auxiliary table;  
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + [space] + name_part_4 to 
the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then check whether name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + [space] + name_part_2 + name_part_3 + name_part_4 to 
the rightly parsed name field of the relevant auxiliary table;   
e. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
f. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
4. If the vector corresponding to a group of variables has the configuration (0,0,1,0) 
then the third name part is not a member of Bloothooft and Schraagen’s table but 
the other name parts are. We make decisions as follows: 
a. If name_part_2 + name_part_3 is member of the reference table then add 
name_part_1 + [space] + name_part_2 + name_part_3 + [space] + 
name_part_4 to the relevant auxiliary table;  
b. Otherwise check whether name_part_3 + name_part_4 is member of the 
reference table or not. Is this the case then add name_part_1 + [space] + 
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name_part_2 + [space] + name_part_3 + name_part_4 to the relevant 
auxiliary table;  
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + [space] + name_part_4 to 
the relevant auxiliary table;  
d. Is this not the case then check whether name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + [space] + name_part_2 + name_part_3 + name_part_4 to 
the relevant auxiliary table;  
e. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
f. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
5. If the vector corresponding to a group of variables has the configuration (0,0,0,1) 
then the last name part is not a member of Bloothooft and Schraagen’s table but the 
other name parts are. We make decisions as follows: 
a. If name_part_3 + name_part_4 is member of the reference table then add 
name_part_1 + [space] + name_part_2 + [space] + name_part_3 + 
name_part_4 to the relevant auxiliary table; 
b. Otherwise check whether name_part_2 + name_part_3 + name_part_4 is 
member of the reference table or not. Is this the case then add name_part_1 
+ [space] + name_part_2 + name_part_3 + name_part_4 to the relevant 
auxiliary table; 
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record; 
 
6. If the vector corresponding to a group of variables has the configuration (1,1,0,0) 
then the first and second name parts are not member of Bloothooft and  
Schraagen’s table but the other name parts are. We make decisions as follows: 
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a. If name_part_1 + name_part_2 is member of the reference table then add 
name_part_1 + name_part_2 + [space] + name_part_3 + [space] + 
name_part_4 to the relevant auxiliary table; 
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 is 
member of the reference table or not. Is this the case then add name_part_1 
+ name_part_2 + name_part_3 + [space] + name_part_4 to the relevant 
auxiliary table;  
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
 
7. If the vector corresponding to a group of variables has the configuration (1,0,1,0) 
then the first and third name part are not member of Bloothooft and Schraagen’s 
table but the other name parts are. We make decisions as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the relevant auxiliary table;  
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 is 
member of the reference table or not. Is this the case then add name_part_1 
+ name_part_2 + name_part_3 + [space] + name_part_4 to the relevant 
auxiliary table; 
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
 
8. If the vector corresponding to a group of variables has the configuration (1,0,0,1) 
then the first and last name parts are not member of Bloothooft and Schraagen’s 
table but the other name parts are. We make decisions as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the relevant auxiliary table;  
45 
 
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + name_part_4 to the 
rightly parsed name field of the relevant auxiliary table;  
c. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
9. If the vector corresponding to a group of variables has the configuration (0,1,1,0) 
then the first and last name parts are not member of Bloothooft and Schraagen’s 
table but the other name parts are. We make decision as follows: 
a. If name_part_2 + name_part_3 is member of the reference table then add 
name_part_1 + [space] + name_part_2 + name_part_3 + [space] + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table; 
b. Otherwise check whether both name_part_1 + name_part_2 and 
name_part_3 + name_part_4 are member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + [space] + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table; 
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + [space] + name_part_4 to 
the rightly parsed name field of the relevant auxiliary table; 
d. Is this not the case then check whether name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + [space] + name_part_2 + name_part_3 + name_part_4 to 
the rightly parsed name field of the relevant auxiliary table; 
e. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
f. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
10. If the vector corresponding to a group of variables has the configuration (0,1,0,1) 
then the second and last name parts are not member of Bloothooft and Schraagen’s 
table but the other name parts are. We make decision as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the rightly parsed name field of 
the relevant auxiliary table;  
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b. Otherwise check whether name_part_2 + name_part_3 + name_part_4 are 
member of the reference table or not. Is this the case then add name_part_1 
+ [space] + name_part_2 + name_part_3 + name_part_4 to the rightly parsed 
name field of the relevant auxiliary table; 
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
11. If the vector corresponding to a group of variables has the configuration (0,0,1,1) 
then the two last name parts are not member of Bloothooft and Schraagen’s table 
but the other name parts are. We make decision as follows: 
a. If name_part_3 + name_part_4 are member of the reference table then add 
name_part_1 + [space] + name_part_2 + [space] + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
b. Otherwise check whether name_part_2 + name_part_3 + name_part_4 is 
member of the reference table or not. Is this the case then add name_part_1 
+ [space] + name_part_2 + name_part_3 + name_part_4 to the rightly parsed 
name field of the relevant auxiliary table;  
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
12. If the vector corresponding to a group of variables has the configuration (1,1,1,0) 
then only the last name part is member of Bloothooft and Schraagen’s table. We 
make decision as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the rightly parsed name field of 
the relevant auxiliary table;  
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 is 
member of the reference table or not. Is this the case then add name_part_1 
+ name_part_2 + name_part_3 + [space] + name_part_4 to the rightly parsed 
name field of the relevant auxiliary table;  
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c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
13. If the vector corresponding to a group of variables has the configuration (1,1,0,1) 
then only the third name part is member of Bloothooft and Schraagen’s table. We 
make decision as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the rightly parsed name field of 
the relevant auxiliary table;  
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + name_part_4 to the 
rightly parsed name field of the relevant auxiliary table;   
c. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record;  
14. If the vector corresponding to a group of variables has the configuration (0,1,1,1) 
then only the first name part is member of Bloothooft and Schraagen’s table. We 
make decision as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the rightly parsed name field of 
the relevant auxiliary table;  
b. Otherwise check whether name_part_2 + name_part_3 + name_part_4 is 
member of the reference table or not. Is this the case then add name_part_1 
+ [space] + name_part_2 + name_part_3 + name_part_4 to the rightly parsed 
name field of the relevant auxiliary table;   
c. Is this not the case then check whether name_part_1 + name_part_2 + 
name_part_3 + name_part_4 is member of the reference table or not. Is this 
the case then add name_part_1 + name_part_2 + name_part_3 + 
name_part_4 to the rightly parsed name field of the relevant auxiliary table;  
d. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
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15. If the vector corresponding to a group of variables has the configuration (1,0,1,1) 
then only the second name part is member of Bloothooft and Schraagen’s table. We 
make decision as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the rightly parsed name field of 
the relevant auxiliary table;   
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + name_part_4 to the 
rightly parsed name field of the relevant auxiliary table;  
c. Is this not the case then don’t add anything to the relevant auxiliary table 
and go to the next record. 
16. Finally, if the vector corresponding to a group of variables has the configuration 
(1,0,1,1) then no single name part is member of Bloothooft and Schraagen’s table. 
We make decision as follows: 
a. If both name_part_1 + name_part_2 and name_part_3 + name_part_4 are 
member of the reference table then add name_part_1 + name_part_2 + 
[space] + name_part_3 + name_part_4 to the rightly parsed name field of 
the relevant auxiliary table;  
b. Otherwise check whether name_part_1 + name_part_2 + name_part_3 + 
name_part_4 is member of the reference table or not. Is this the case then 
add name_part_1 + name_part_2 + name_part_3 + name_part_4 to the 
rightly parsed name field of the relevant auxiliary table.  
By applying these rules to the tables parish_register_baptism_certificates, 
parish_register_marriage_certificates, parish_register_funeral_certificates, civil_register_ 
birth_certificates, civil_register_marriage_certificates, civil_register_death_certificates and 
pc1814 we construct auxiliary tables ‘right_parsed_first_names’ and 
‘right_parsed_last_names’ with respectively 140.053 and 31.472 rightly parsed names.  
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Appendix 7: Phonetic encoding function 
The adaptation of the Dutch soundex function we implemented changes a word into a 
phonetical code existing out of one letter and one digit. 
This function makes the following manipulations: 
1. Remove ‘H’ when it is the first character and ‘S’ when it is the last character. 
2. Substitute the following characters when they are at the beginning of a word: 
 Replace ‘CHR’ by ‘KR’; 
 Replace  ‘GUA’ by ‘WA’; 
 Replace  ‘ICH’ by ‘IG’; 
 Replace  ‘QUI’ by ‘KWI’; 
 Replace  ‘JO’ by ‘O’; 
 Replace  ‘PH’ BY ‘F’; 
 Replace  ‘DT’ by ‘T’; 
 Replace  ‘TD’ by ‘T’; 
 Replace  ‘KC’ by ‘K’; 
 Replace  ‘CK’ by ‘K’; 
 Replace  ‘CH’ by ‘G’; 
 Replace  ‘CE’ by ‘SE’; 
 Replace  ‘CI’ by ‘SI’; 
 Replace  ‘SJ’ by ‘J’; 
 Replace  ‘C’ by ‘K’; 
 Replace ‘Q’ by ‘K’; 
 Replace  ‘P’ by ‘B’. 
3.  Substitute the following characters independently of their place in the word: 
 Replace EI’ by ‘Y’; 
 Replace ‘IJ’ by ‘Y’; 
 Replace ‘SZ’ by ‘S’; 
 Replace ‘SCH’ by ‘S’; 
 Replace ‘KS’ by ‘X’;  
 Replace ‘KX’ by ‘X’; 
 Replace ‘OUW’ by ‘OU’;  
 Replace ‘PH’ by ‘F’. 
4. Replace all characters except the first by numbers: 
 Replace  ‘A’, ‘E’,’H’, ‘I’, ‘O’, ‘U’, ‘J’, ‘Y’ by 0; 
 Replace ‘B’, ‘P’ by 1; 
 Replace ‘C’, ‘G’, ‘S’, ‘K’, ‘Z’, ‘Q’ by 2; 
 Replace ‘D’, ‘T’ by 3; 
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 Replace ‘F’, ‘V’, ‘W’ by 4; 
 Replace ‘L’ by 5; 
 Replace ‘M’, ‘N’ by 6; 
 Replace ‘R’ by 7; 
 Replace ‘X’ by 8. 
Remove all zero’s from this code and retain the first two characters. 
To better understand how this algorithm works we will encode the phonetical identical 
name pairs (‘Christophe’, ‘Kristof’) and (‘Phillipe’, ‘Filip’).   
In the first step no changes have to be made. In the second step the name pairs are 
transformed to (‘Kristof’, ‘Kristof’) and (‘Fillipe’, ‘Filip’) by substituting the leading 
characters ‘CHR’ by ‘KR’ and ‘PH’ by ‘F’. In the third step no changes are made. In the fourth 
step we encode these names to (K702304 , K702304) and (F05501 , F0501). After eliminating 
the zeros and only retaining the first two characters we get (K7, K7) and (F5, F5). These 
typographical different names receive the same phonetical code. 
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Appendix 8: Content of tables 
In this appendix we give a brief description of all linkage tables that are part of the WFDD. 
The first table gives a description of all variables that can be found in the linkage tables. The 
second table gives an overview of all linkage tables. 
Table 8 : Linkage_tables: variable descriptions 
Variable Description 
ID_I Identification number of individual across all certificates 
ID_I_groom Identification number of groom across all certificates 
ID_I_bride Identification number of bride across all certificates 
ID_I_child Identification number of child across all certificates. If this 
is empty than the birth or baptism certificate of the child 
could not be ‘horizontally’ linked to a marriage, death or 
funeral certificate. 
ID_baptism_certificate Id (Identification number) of baptism certificate 
ID_birth_certificate Id (Identification number) of birth certificate 
ID_parish_marriage_certificate Id (Identification number) of parish marriage certificate 
ID_civil_marriage_certificate Id (Identification number) of civil marriage certificate 
ID_funeral_certificate Id (Identification number) of funeral certificate 
ID_death_certificate Id (Identification number) of death certificate 
ID_parish_marriage_parents Id (Identification number) of parental parish marriage 
certificate 
ID_civil_marriage_parents Id (Identification number) of parental civil marriage 
certificate 
Majority_vote Fraction of all decision trees that categorize a record pair as 
a match. Some linkage errors may occur when this fraction 
is close to 0.5. We expect very few linkage errors once this 
fraction gets  larger than 0,6. 
Sex Sex of the individual 
Baptism_core 1 if individual is baptized in a core community, 0 otherwise  
Birth_core 1 if individual is born in a core community, 0 otherwise 
Parish_marriage_core 1 if individual is married in a core community, 0 otherwise 
Civil_marriage_core 1 if individual is married in a core community, 0 otherwise 
Funeral_core 1 if individual is buried in a core community, 0 otherwise 
Death_core 1 if individual has died in a core community, 0 otherwise 
Parish_marriage_parents_core 1 if parents are married in a core community, 0 otherwise 
Civil_marriage_parents_core 1 if parents are married in a core community, 0 otherwise 
Baptism_year Year of baptism 
Birth_year Year of birth 
Parish_marriage_year Year of church marriage 
Civil_marriage_year Year of civil marriage 
Funeral_year Year of funeral 
Death_year Year of death 
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Parish_marriage_parents_year Year parental marriage 
Civil_marriage_parents_year Year parental marriage 
Baptism_estimation Exact: exact baptism date known, Year: baptism year 
known, Date_of_deed: issuance date of baptism certificate 
known. 
Birth_estimation Exact: exact birth date known, Year: birth year known, 
Date_of_deed: issuance date of birth certificate known. 
Parish_marriage_estimation Exact: exact marriage date known, Year: marriage year 
known, Date_of_deed: issuance date of marriage certificate 
known. 
Civil_marriage_estimation Exact: exact marriage date known, Year: marriage year 
known, Date_of_deed: issuance date of marriage certificate 
known. 
Funeral_estimation Exact: exact funeral date known, Year: funeral year known, 
Date_of_deed: issuance date of funeral certificate known. 
Death_estimation Exact: exact death date known, Year: death year known, 
Date_of_deed: issuance date of death certificate known. 
Parish_marriage_parents_year Exact: exact marriage date parents known, Year: marriage 
year parents known, Date_of_deed: issuance date of 
parental marriage certificate known. 
Civil_marriage_parents_year Exact: exact marriage date parents known, Year: marriage 
year parents known, Date_of_deed: issuance date of 
parental marriage certificate known. 
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Table 9: Linkage_Tables: table descriptions 
 
Lt_baptism_p_marr
iage (N = 2.049) 
Lt_baptism_c_mar-
riage (N = 51.153) 
Lt_birth_c_mar-
riage (N = 192.920) 
Lt_baptism_funeral  
(N = 33.583) 
Variables  Variables Variables Variables 
ID_I ID_I ID_I ID_I 
ID_baptism_certifica-
te 
ID_baptism_certifica-
te 
ID_birth_certificate ID_baptism_certifica-
te 
ID_parish_marriage_ 
certificate 
ID_civil_marriage_ 
certificate 
ID_civil_marriage_ 
certificate 
ID_funeral_certificate 
Majority_vote Majority_vote Majority_vote Majority_vote 
Sex Sex Sex Sex 
Baptism_core Baptism_core Birth_core Baptism_core 
Baptism_year Baptism_year Birth_year Baptism_year 
Baptism_estimation Baptism_estimation Birth_estimation Baptism_estimation 
Parish_marriage_core Civil_marriage_core Civil_marriage_core Funeral_core 
Parish_marriage_year Civil_marriage_year Civil_marriage_year Funeral_year 
Parish_marriage_esti-
mation 
Civil_marriage_esti-
mation 
Civil_marriage_esti-
mation 
Funeral_estimation 
    
  
54 
 
Lt_baptism_death 
(N = 38.980) 
Lt_birth_funeral 
 (N = 35) 
Lt_birth_death 
(N = 166.578) 
Variables Variables Variables 
ID_I ID_I ID_I 
ID_baptism_certificate ID_birth_certificate ID_birth_certificate 
ID_death_certificate ID_funeral_certificate ID_death_certificate 
Majority_vote Majority_vote Majority_vote 
Sex Sex Sex 
Baptism_core Birth_core Birth_core 
Baptism_year Birth_year Birth_year 
Baptism_estimation Birth_estimation Birth_estimation 
Death_core Funeral_core Death_core 
Death_year Funeral_year Death_year 
Death_estimation Funeral_estimation Death_estimation 
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Lt_intergen_bapti-
sm_p_marriage 
(N = 395.775) 
Lt_intergen_bapti-
sm_c_marriage 
 (N = 596) 
Lt_intergen_birth_
p_marriage 
 (N = 24.467) 
Lt_intergen_birth_
c_marriage 
(N = 566.779) 
Variables Variables Variables Variables 
ID_I_child ID_I_child ID_I_child ID_I_child 
ID_baptism_child ID_baptism_child ID_birth_child ID_birth_child 
ID_parish_marriage_ 
parents 
ID_civil_marriage_par
ents 
ID_parish_marriage_
parents 
ID_civil_marriage_ 
parents 
Majority_vote Majority_vote Majority_vote Majority_vote 
Baptism_child_core Baptism_child_core Birth_child_core Birth_child_core 
Baptism_child_year Baptism_child_year Birth_child_year Birth_child_year 
Baptism_child_estima-
tion 
Baptism_child_estima-
tion 
Birth_child_estima-
tion 
Birth_child_estima-
tion 
Parish_marriage_par-
ents_core 
Civil_marriage_par-
ents_core 
Parish_marriage_par-
ents_core 
Civil_marriage_par-
ents_core 
Parish_marriage_par-
ents_year 
Civil_marriage_par-
ents_year 
Parish_marriage_par-
ents_year 
Civil_marriage_par-
ents_year 
Parish_marriage_ 
parents_estimation 
Civil_marriage_ 
parents_estimation 
Parish_marriage_ 
parents_estimation 
Civil_marriage_parents_ 
_estimation 
    
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
