Abstract. We present an infeasible-interior-point algorithm for monotonelinear complementarity problems in which the search directions are a ne scaling directions and the step lengths are obtained from simple formulae that ensure both global and superlinear convergence. By choosing the value of a parameter in appropriate ways, polynomial complexity and convergence with Q-order up to (but not including) two can be achieved. The only assumption made to obtain the superlinear convergence is the existence of a solution satisfying strict complementarity.
where M is a positive semide nite matrix. We use S to denote the solution set of (1.1) and S c to denote the set of solutions that satisfy strict complementarity, that is, S c = f(x ; y ) 2 S j x + y > 0g: We say that (1.1) is nondegenerate if S c 6 = 0.
It is well known that problems in linear programming and convex quadratic programming can be posed in the form (1.1). This fact partly accounts for the extensive e ort that has gone into designing interior-point algorithms for this class of problems.
In this paper, we develop a superlinearly convergent infeasible-interior-point algorithm that uses only a ne scaling directions. Several infeasible-interior-point algorithms have been developed to solve problem (1.1), or the linear programming (LP) subclass. For LP problems, these include works by Kojima, Megiddo, and Mizuno 1], Kojima, Megiddo, and Todd 3], Mizuno 2] , Potra 6] , and Zhang and Zhang 12] . For LCP, we mention Wright 7, 8] , while Zhang 11] The resulting simple algorithm is globally and superlinearly convergent. It even exhibits polynomial complexity for certain choices of the parameter and starting point (x 0 ; y 0 ). In this paper, we generalize this algorithm by allowing the iterates to be infeasible. Given an initial point (x 0 ; y 0 ) > 0, the modi ed algorithm generates iterates (x k ; y k ) in such a way that does not carry through to this infeasible case and the results are slightly weaker here, so we feel that a separate report is needed.
Our analysis makes use of the fact that all iterates generated by our algorithm lie in a set of the form N( ; ; ) = f(x; y) > 0 j x T y krk 1+ ; x i y i (x T y) 1+ ; i = 1; 2; : : :; ng; where > 0, > 0, and 0, and r = y ? Mx ? q. Note that N( ; ; 0) corresponds to the neighborhood N( ; ) that was used in 4].
We formally specify our algorithm as follows. 2. Global Convergence. In this section, we prove the global convergence of Algorithm IAS. We show that for certain values of , Algorithm IAS has a polynomial bound on the number of iterations. We also obtain certain bounds on the directions generated by the algorithm, which will be used in the next section to prove superlinear convergence. For much of the analysis, it is convenient to drop the iteration index k that appears on quantities such as (x k ; y k ), k , and k . Accordingly, we de ne some index-free notation. We start by stating and proving some basic results for quantities in (2.1). Therefore, the rst condition for membership of (x( ); y( )) in N( ; ; ) is also satis ed, and we have the result. Our main goal now is to derive estimates for the quantities and . These estimates will then be used to establish global convergence of Algorithm IAS, as well as polynomial complexity for certain values of . The following inequality is exploited in a number of proofs that follow. A similar bound can be derived for kD yk, and hence relation (2.16) follows.
We now derive (2.15) from (2.16) and (2.14). From (2.14) we obtain We are now ready to show global convergence of Algorithm IAS without imposing any condition on the initial point (x 0 ; y 0 ). where the rst inequality follows by using a similar argument as in the proof of Lemma 2.1.
Hence, from (1.6) we have inf k k > 0, which implies x k T y k ! 0 from Corollary 2.4(a). We have thus obtained a contradiction, and statement (a) follows.
We note that Theorem 2.8 does not imply that the sequence f(x k ; y k )g is convergent or bounded. In Section 3, we will show that f(x k ; y k )g is convergent under the assumptions that there is a solution of (1.1) satisfying strict complementarity and that < 1=7.
Our next aim is to derive an upper bound on the number of iterations required by Algorithm IAS to reduce the duality gap below a given tolerance > 0. We will see that for certain values of , Algorithm IAS has a polynomial bound on this number of iterations. We restrict our analysis to certain choices of the initial point (x 0 ; y 0 ).
Given some conditions on the initial point (x 0 ; y 0 ), the next result gives bounds on the left-hand side of (2.15) in terms of the initial gap x 0 T y 0 , the current gap x T y, and the measure of initial centrality 0 .
Lemma 2.9. Suppose that the initial point (x 0 ; y 0 ) > 0 is chosen so that (x 0 ; y 0 ) (x ; y ) for some (x ; y ) 2 S and that 0 , , and are de ned by (2. , the same result was obtained by combining Lemma 3.4 with a more elementary result in which boundedness of (x k ; y k ) was an essential ingredient. In fact, we can use the techniques of this section to drop the strict feasibility assumption from the analysis of 7] without a ecting the conclusions of the paper (see Wright 9] ). After nding the bounds on the steps ( x k ; y k ) in terms of the complementarity gap we have We now use this lemma to nd bounds on the nonbasic components of ( x; y). where C 2 is de ned in an obvious way. We have thus shown that (3.9) holds. for C 2 de ned in an obvious way. Hence, we have proved (3.8a). The proof of (3.8b) is identical.
To nd bounds on the remaining components of ( x; y), we cite the following two results, which have been proved in earlier reports. The result follows if we set C 5 = max(nC 2 4 ; C 2 4 = ). We are now ready to prove the main local convergence result. 
