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a b s t r a c t
Computation of flow in discrete fracture networks often involves solving for hydraulic head
values at all intersection points of a large number of stochastically generated fractures
inside a bounded domain. For large systems, this approach leads to the generation of
problems involving highly sparse matrices which must be solved iteratively. Distributions
of fracture lengths spanning over several orders of magnitude, and the randomness of
fracture orientations and locations, lead to coefficient matrices that are devoid of any
regular structure in the sparsity pattern. In addition to the rapid increase in computational
effort with increase in the size of the fracture network, the spread in the distribution
of fracture parameters, such as length and transmissivity, dramatically influences the
convergence behavior of the system of linear equations. An overview of the discrete
fracture network (DFN) methodology for computation of flow is presented along with a
comparative study of various Krylov subspace iterative methods for the resulting class of
sparse matrices. The rate of convergence of the iterative techniques is found to exhibit a
systematic pattern with respect to changes in statistical parameters of the stochastically
generated fracture networks. Salient features of the observed trends in the convergence
pattern are discussed and guidelines for design of DFN algorithms are provided.
Published by Elsevier B.V.
1. Introduction
Fluid flow and transport in fractured rock are controlled by networks of interconnected conductive fractures. A fracture
in geologicmedia is defined as a planar discontinuity formed as a result of shear or tensile failure of the rock. Trace lengths of
fracture planes on surfaces are depicted as fracture line segments in two-dimensional problems. The orientation and degree
of fracturing depends on the mechanical properties of the rock and the prevalent stress conditions. A group of fractures that
are related in their origin can be referred to as a fracture set. Temporal changes in subsurface stress fields over geologic time
periods often lead to the formation of multiple fracture sets in a given rock mass. The orientation of individual fractures in
a specific fracture set typically varies within a small range with respect to the mean orientation of the set. The formation
of multiple fracture sets is necessary for generation of well-connected fracture networks that can conduct fluid over long
distances.
The spatial extent of fractures can vary over several orders of magnitude ranging from the pore scale to the kilometer
scale [1]. Even though ‘‘small’’ fractures contribute negligibly to the total volumetric flow, all scales of fractures can possibly
influence chemical transport by providing important migration pathways [2,3]. The distribution of fracture aperture (the
void space between fracture walls) is also a key determinant in models as it relates to hydraulic conductivity and promotes
flow channeling in networks [4]. Distributions of geometrical properties of fractures, their spatial clustering pattern, and
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hydraulic properties of the fractured medium give rise to sets of fractures linked together to form the hydraulic backbone
connecting opposite sides of a domain of study. Thehydraulic backbone inmost cases serves to provide preferential transport
pathways to contaminants and other solutes of concern, thus emphasizing the importance of proper characterization and
numerical representation of fractures in geologic media.
Usually insufficient direct information is available about fractures in the subsurface as only those fractures that are
visible in outcrops or intersect well-bores can be observed at field sites. Indirect information about fractures can be obtained
from seismic data and hydraulic testing. For modeling purposes it is very important to characterize fracture properties at
different length scales, and to understand the impacts of discontinuous networks in the computation of flow. Both direct
and indirect information is used to generate probabilistic models of fracture parameters, such as distributions of length,
location, orientation, aperture, and fracture density. The stochastically parameterized fracture networks are then solved for
flow and transport for some prescribed (usually obtained from field observations) initial and boundary conditions. Given
the enormous number of fractures that can be present at a field site, and the degree of variability in both geometrical and
hydraulic properties of the network, the modeling process is typically very demanding from a computational point of view.
A common numerical technique used to study flow and transport behavior in fracture networks is the discrete fracture
network (DFN) modeling approach. The DFN model provides a means for explicitly representing the flow path geometry
by accounting for extensive fracture characterization, such that the pattern of interconnection among fractures determines
the movement of water and solute [5,6]. Stochastically generated background fractures are commonly introduced into the
model domain to enhance the connectivity between deterministic fractures obtained from detailed site characterization
efforts. Flow in aDFNmodel is computed for each fracture (represented as lines in twodimensions and planar discontinuities
in three dimensions) individually, and hence DFN methodologies represent potentially the most accurate way of studying
flow and transport through fractured rocks. The flow solution obtained fromDFN simulations is commonly used in transport
problemswhere themigration of contaminants is tracked from the location of the source to domain boundaries. This requires
transport parameters to be assigned for computation of the velocity vectors. In DFN models, transport parameters are
represented by the use of an equivalent value of fracture aperture computed from either tracer tests (e.g., [7]) or empirical
relationships between fracture aperture and conductivity (e.g., [8]). As this method entails direct numerical simulation
through fractures and generation of multiple networks (in a Monte Carlo framework) to encompass the spread in the
distribution of fracture properties, it is computationally expensive and application to large-scale investigations is often
unrealistic.
In this article, we focus on the computational complexities associated with DFN models with the objective of providing
guidelines for developing efficient algorithms that can assistmodelers in simulating flow in large discrete fracture networks.
Implementation of the DFN solution method on large-scale fracture networks leads to the generation of highly sparse
coefficient matrices marked by eigenvalues distributed over several orders of magnitude. It is important to note that the
sparsity pattern of coefficient matrices that arises when solving for flow in three-dimensional networks (using finite-
element methods) can be very different from the pattern generated for two-dimensional networks. This study is restricted
to the analysis of matrix properties and computational issues associated with two-dimensional fracture networks.
The size of the coefficient matrices increases rapidly with increasing domain size and values of the fracture density. Even
a moderately dense fracture network on a small scale typically results in several thousand points of intersection between
fractures. These intersection points serve as the internal nodes where the value of the hydraulic head (gradient in hydraulic
head drives the flow) needs to be computed. The system of linear equations in hydraulic head is solved iteratively, where
boundary conditions are specified in the form of hydraulic head values at intersection points of the fracture network with
the domain boundary. The suitability of various Krylov subspace methods, which are iterative techniques for solving large
and sparse linear systems, is discussed for these classes of problems. Numerical experiments are performed to examine
the sensitivity in performance of eight Krylov subspace iterative techniques with respect to changes in geometric and
hydraulic properties of the fracture network. Convergence behaviors of the iterative techniques are analyzed with respect
to the spectral properties of the linear system. The results presented are obtained without the use of any preconditioners
as the development of preconditioners is usually problem specific and is a topic in itself. Comparative analysis of iterative
techniques helps with the selection of efficient linear solvers for computation of flow in fractured rocks.
2. The discrete fracture network (DFN) methodology
In DFNmodels, series of individual fractures are generated on the basis of the stochastic descriptions of fracture location,
length, orientation, and transmissivity (or hydraulic conductivity and aperture) until a specified density criterion is met.
For two-dimensional problems, density is defined as the total length of all fractures divided by the area of the domain. In
most DFN modeling efforts, stochastic descriptions of different fracture attributes are usually assumed to be uncorrelated,
although some exceptions exist (e.g., that of [9]). The overall properties of the fracture network are determined by only
those fractures within a fracture system which are interconnected to form a continuous conductive network. Connectivity
and clustering are dependent on fracture lengths, densities, dispersion in orientation, and spacing [10,11]. In general,
connectivity increases with increase in fracture length, density, and dispersion in orientation of fractures in a set. Note
that when the DFN is constructed using stochastic representations of fracture properties, an infinite number of realizations
of networks can be created using the same statistical parameters. Hydraulic properties of the network can then be found by
computing the average behavior of a large number of realizations using a Monte Carlo framework.
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Fig. 1. Representative networks dominated by long fractures (top left), by a mixture of long and short fractures (top right), and predominantly by short
fractures (bottom). The power law exponent values are 1, 2, and 3 respectively. For the same fracture density value of 1.5 m−1 and lmin = 3.0 m, the three
cases result in the generation of 1239, 2645, and 3404 fractures respectively on a square domain of 100 m side.
2.1. Generation of discrete fracture networks
Two fracture sets, differing only in their mean orientation, are generated in this study to form a well-connected fracture
network. The mean orientations of the two sets are kept orthogonal to each other to ensure a high degree of connectivity.
Individual fractures are incrementally added to the network until the two-dimensional fracture density criterion is satisfied.
Locations of fracture centers in this study are assigned either as uniformly distributed or evenly spaced within the domain
of study.
Several analyses of field data have found the fracture trace length to often follow a power law distribution [1,11–14]. The
use of a power law distribution for fracture trace length results in higher probability of occurrence of shorter fractures in
a network with decreasing probability of occurrence of longer fractures. The portion of fractures exceeding a given length
is modeled as 1 − F(l) ∝ l−α , where F(l) is the cumulative distribution function (CDF) for length l, and α is the power law
exponent. Field studies [1,12,14] indicate that the values of the power law exponent typically range between 1 and 3. Mean
fracture length and the exponent (α) are inversely related; networks with α = 1 are dominated by long fractures while
networks with α = 3 are dominated by short fractures (see Fig. 1). If l ∈ [lmin,∞), then the CDF for length l takes the form
F(l) = 1− lαminl−α. (1)
Length values described by Eq. (1) are generated by computing lminU−(1/α)whereU is a uniform randomvariable between
0 and 1 [9].
The fracture orientations are commonlymodeled in DFNmethods according to a vonMises–Fisher distribution [9,15,16].
The von Mises–Fisher distribution may be thought of as a circular analogue of the normal distribution with the probability
distribution function for angle θ given as
f (θ |µ, κ) = e
κcos(θ−µ)
2π I0(κ)
, (2)
where I0 (κ) is the modified Bessel function of order zero, parameter µ is the measure of location around which the
distribution is clustered, and the parameter κ is an inverse measure of the dispersion around the mean orientation, µ.
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If κ is small, fracture orientations are almost uniformly distributed, whereas if κ is large, fractures have close to parallel
orientations. To generate random variables for the von Mises–Fisher distribution, the algorithm given in [17] is used.
Fracture aperture values are assumed to follow a log-normal distribution. Use of probabilistic distribution to model
fracture aperture values in DFN modeling are frequently reported in the literature owing to large deviations in aperture
within fracture networks [15,18–20]. When fluid properties do not change, as would be the case in incompressible,
isothermal, and single-phase flow, hydraulic conductivity and transmissivity are functions of the fracture aperture alone. In
this study, it is assumed that transmissivity is log-normally distributed.
2.2. Solving for flow in discrete fracture networks
Solving for flow in a DFN model is essentially an exercise of solving for hydraulic head at all internal nodes (intersection
points of two fractures) inside the domain. The volumetric flow in fractures is found by computing the product of the
transmissivity (T ) and the gradient of the hydraulic head (h):
Q = −T dh
dl
. (3)
It is worth noting that Eq. (3) with a constant value of transmissivity is applicable to saturated systems only. Therefore it
is implicitly assumed here that fracture properties and boundary conditions are such that the void space inside all fractures
is completely filled with liquid. Furthermore, fractures are assumed to be ideal, that is, fractures are prismatic without any
variation in aperture along the length of the fracture. The form of Eq. (3) is also similar to the solution obtained for Poiseuille
flow (flow between two parallel plates), where the flow is given as the product of the gradient of the hydraulic head and a
constant based on the plate separation and fluid properties.
Each internal node can potentially be connected to a maximum of four other nodes in the system. Some of these
connections link an internal node to a boundary node (the point of intersection of a fracture with the domain boundary)
through which a boundary condition in the form of a fixed value of the hydraulic head is specified. Unlike the case for
computations on a regular grid with four neighboring cells, connections between internal nodes of a fracture network are
devoid of any regular pattern, as the underlying stochastic process of fracture generation gives rise to fracture segments
(portions of a fracture between two intersection points) with different length scales. As mass is conserved at all points in
the network, the total amount of flow entering an internal node is equated to the total amount of flow leaving that node.
Applying this conservation law in conjunction with Eq. (3) to all nodes of the network results in a set of n linear algebraic
equations in hydraulic head, where n is the total number of internal nodes in the network.
The corresponding matrix form Ah = b has a diagonally dominant coefficient matrix A which is very sparse (usually
more than 99.9% of the elements are zero for n exceeding 5000) for any realistic size of network. The matrix A describes
the geometry (depicted by locations of non-zero elements) and strength (given by the magnitude of the non-zero elements
which are functions of T and l as per Eq. (3)) of the connection between the internal nodes. Vector h contains the unknowns
(the hydraulic head at theN internal nodes)while the vector b represents the boundary condition by defining the connection
of the internal nodes with the nodes on the boundary. Once the system of linear equations is solved for h, Eq. (3) is used
again to compute flow through all fracture segments in the network. Flow values on local scales computed in this way honor
the high degree of anisotropy and heterogeneity of fracture networks, and thus are well suited for computation of velocity
fields for transport simulation purposes. The total amount of global flow through the domain is computed by adding flow
values in all of those fracture segments which intersect the domain boundary.
As has been mentioned in Section 1, DFN models are computationally intensive, and hence before one sets up the
system of linear algebraic equations, it is beneficial to reduce the number of internal nodes by identifying and deleting non-
conductive fractures. This is achieved by sequentially numbering end-points of all fracture segments and then scanning
the domain to filter out segments that have an end-point unconnected to any other internal node in the domain. Fracture
segments with either one or both end-points unconnected to the larger network cannot conduct any fluid flow. Note that a
fracture segment is defined here as the span of an individual fracture between two successive intersection points. Therefore
a long fracture intersected by many other fractures is modeled as a collection of many smaller segments. The above process
of identifying non-conductive fractures, which can either be isolated fractures or dead-end segments, is iterative. This is
because the deletion of a dead-end segment can turn other segments in the network into an isolated fracture or a new dead-
end segment. Careful application of this identification and deletion process results in a simpler network with a significantly
lower number of intersection points (Fig. 2).
3. Computational issues with DFN methods
It has been widely observed in the literature that DFN methods are not amenable to large-scale fracture network use
[21–24]. Computational timewith traditional system solvingmethods like the conjugate gradient approach is excessive and
the convergence behavior may become unstable for a large number of internal nodes. Therefore, despite the advantages of
DFN methodology in the modeling of flow and transport, applications are limited to problems usually much smaller than
the field scale. In recent years, new numerical methods such as multifrontal or algebraic multigrid methods [25,26] have
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Fig. 2. A network with all fractures present (left) and the same network shown after deleting isolated fractures and dead-end segments (right) to reduce
the number of internal nodes.
been developed for linear systems which are computationally fast but have additional memory requirements [27]. In this
section, the numerics of DFN algorithms are explored with the goal of identifying pathways for faster and stable simulations
without incurring additional memory requirements. By addressing the sensitivity of solution techniques with respect to
changes in statistical parameters of the network, and by examining the performance of alternative solvers for classes of
matrices generated by the DFN method, an improved basis for design of DFN algorithms can be established.
3.1. Properties of the coefficient matrix
Computational complexities with DFN models stem from the structure and characteristics of the coefficient matrix A.
These matrices are large and highly sparse as mentioned in the previous section. They are symmetric, diagonally dominant,
and, based on the sign convention used to describe the conservation of mass (treating inflow at a node as either positive
or negative flow), the diagonal elements are either all positive or all negative. The system is therefore symmetric definite.
The limitations of methods based on the DFN approach cannot be solely attributed to the size of these sparse matrices,
as the pattern and values of matrix elements derived from a network with wide ranging length (power law distribution),
orientation (von Mises–Fisher distribution) and transmissivity (log-normal distribution) values also play a critical role.
Variation in fracture properties, such as length, orientation and transmissivity, as well as the domain size and network
density adds complexity to the problem in the two primary ways defined below.
3.1.1. The sparsity pattern of the coefficient matrix
The pattern of sparsity in the coefficientmatrices in a DFNmodel is highly dependent on the geometrical properties of the
fracture network. End-points of fractures are numbered sequentially as individual fractures are added to the network during
the fracture generation process. However, as the length and orientation values are assigned stochastically, the ordering of
nodes does not follow any specific trend with respect to the fracture network properties. Furthermore, internal nodes are
relabeled to account for each fracture segment after an appropriate number of fractures have been generated to satisfy the
density criterion. The total number of fracture segments can be many times more than the total number of fractures in
the network depending on the values of the density and other parameters that influence fracture intersection. The sparsity
pattern changes rapidly from a structured pattern of non-zero elements concentrated along the diagonal of a regular network
(defined here as a network consisting of two orthogonal sets of parallel, evenly spaced, domain-spanning fractures) to
unstructured patterns of non-zero elements spread in a random manner for a network of random length and orientation
(see Fig. 3).
Performances of iterative solution methods can differ significantly depending on whether matrices are regularly
structured or unstructured [28]. Preconditioning techniques for large linear systems rely on the effects of ordering and
development of reordering strategies to expedite the rate of convergence. For general sparsematrices, adaptive strategies for
preconditioning have been developed which start with a simple initial guess of the pattern. The pattern is then successively
augmented until a residual criterion is satisfied [29,30]. For a detailed discussion of these techniques for large matrices,
see [31]. For DFNmethods, the development of preconditioning techniques poses further challenges because of the dynamic
nature of the sparsity pattern, i.e., patterns varying from structured to completely unstructured based on the stochastic
representation of the fracture network properties. We limit this study to the investigation of iterative methods; the role and
design of preconditioners in DFN algorithms are left as an open topic for future research.
3.1.2. The variability in magnitude of the matrix elements
As is well known, spectral properties of the coefficient matrix profoundly impact the convergence properties of the
iterative techniques. For symmetric positive definite problems, rates of convergence of iterative methods depend on the
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Fig. 3. Sparsity pattern shown by solid dots for every non-zero element of a ‘‘regular’’ fracture network (left); a fracture network with variable lengths but
having orthogonal orientation and even spacing (middle); and a network consisting of fractures with random length, location, and orientation (right).
Fig. 4. Comparison between eigenvalues and the diagonal elements for the coefficient matrix of a DFN model. The values for a matrix of size 5733 have
been sorted in descending order.
distribution of the eigenvalues of the coefficient matrix [28,32,33]. A smaller spectral condition number or eigenvalues
clustered around 1 favors a faster convergence. When properties pertaining to the clustering are unknown, the ratio
of the largest eigenvalue to the smallest (one measure of the condition number) can be used to describe the rate of
convergence [33]: the larger this ratio, the slower the rate of convergence.
Typical coefficient matrices associated with a DFN problem are characterized by strong anisotropies. Many ordering
techniques fail to capture important features of a problem when high degrees of contrast between non-zero elements of a
sparse matrix are present [31]. As the matrices in DFN problems are highly sparse and diagonally dominant, the eigenvalue
distribution closely resembles the distribution of the diagonal elements as shown in Fig. 4. As is evident from Fig. 4, values
of the diagonal elements span several orders of magnitude. With increases in the variance for a log-normal distribution of
transmissivity, diagonal elements easily span seven orders of magnitude for amoderately sized network. The ratio of largest
to smallest eigenvalues approaches infinity as the network size grows and more variability is introduced in the stochastic
generation of fracture properties. Clustering of eigenvalues is usually absent, as they are distributed continuously across a
wide range.
4. Solution techniques and the influence of the fracture network properties
Most direct methods based on triangularization for solving linear systems become prohibitive in terms of computer
time and storage if the coefficient matrix is quite large and sparse. The sparsity gets lost to a considerable degree during
triangularization, so at the end one has to deal with a very large matrix with too many non-zero elements. The iterative
methods, unlike the direct methods, never alter the coefficient matrix and require storage of only a few vectors of length
n at a time. Krylov subspace methods, which are iterative techniques based on projection processes, are considered to be
among the most important methods available for solving large linear systems.
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4.1. Krylov subspace iterative techniques
Given an n× nmatrix A and an n-vector x, the sequence {x, Ax, . . . , An−1x} is called a Krylov sequence and the subspace
Km(A, x) = span{x, Ax, . . . , Am−1x} is called the Krylov subspace of dimension m [28,32,34]. A large problem is typically
projected onto a Krylov subspace of dimensionm (m ≪ n) and then the projected problem is solved using variousmethods.
To solve Ax = b, the Krylov subspace Km(A, r0) = span{r0, Ar0, . . . , Am−1r0}, where r0 = b − Ax0, is used to carry out the
iterations which require only matrix–vector products (and not products of individual elements of A). The dimension of the
subspace of approximants increases by 1 at each step of the approximation process. Two basic Krylov subspace methods
are the Arnoldi and the Lanczos methods. The two methods become identical if the starting vectors are the same and A is
symmetric. There are variations of Lanczos methods for symmetric indefinite matrices and nonsymmetric linear systems.
All methods start with an initial vector x0, with initial residual r0 = b − Ax0, and at the mth step obtain xm of the form
x0 + Km(A, r0) satisfying some kind of projection or minimization condition.
Arnoldi’s method is a method of orthogonal projection onto Km for general non-Hermitian matrices. Given A ∈ Rn×n, a
non-zero vector v, and an integerm ≤ n, a set ofm+1 orthonormal vectors {v1, . . . , vm+1} and an (m+1)×mHessenberg
matrix (almost triangular), H˜m is created such that if Vm = (v1, . . . , vm) and Vm+1 = (v1, . . . , vm, vm+1), then
AVm = Vm+1H˜m. (4)
One of the widely used Arnoldi methods is the generalized minimal residual method (GMRES). To solve Ax = b, the
vector x in x0 + Km is written as x = x0 + Vmy, where y is an m-vector. The GMRES approximation is the unique vector of
x0 + Km that minimizes [28]
J(y) = ∥b− Ax∥2 = ∥b− A(x0 + Vmy)∥2 . (5)
In caseswherematrix A is symmetric, the Arnoldi algorithm becomeswhat is known as the symmetric Lanczos algorithm
and the Hessenbergmatrix H˜m reduces to a symmetric tridiagonal matrix. The conjugate gradient method (CG) is a common
example of a symmetric Lanczos algorithm.When theminimization property of CG is not ensured (for example due to a lack
of positive definiteness of A), two well known alternatives, developed in [35], are the minimum residual method (MINRES)
and the symmetric LQ method (SYMMLQ). The implementation of the MINRES method relies on the QR factorization of the
tridiagonal matrix while the SYMMLQ method uses LQ factorization of the tridiagonal matrix.
The nonsymmetric Lanczos algorithms aim at transforming A into a nonsymmetric tridiagonal matrix rather than a
Hessenberg matrix. In obtaining a tridiagonal matrix, the orthogonality of the vectors {vi} is lost. Instead, two sets of bi-
orthogonal vectors Vm = (v1, . . . , vm) andWm = (w1, . . . , wm) are computed such that
V TmWm = W TmVm = 1, (6)
and
W TmAVm = Tm, (7)
where Tm is a nonsymmetric tridiagonal matrix. The bi-conjugate gradient method (BCG) and quasi-minimal residual
method (QMR) are examples of nonsymmetric Lanczos algorithms. Each step of the BCG algorithm and QMR requires a
matrix–vector productwith both A and AT . Variants of BCG that bypass the use of the transpose of A are useful in applications
where A is not explicitly known and is available only through some approximations. The bi-conjugate stabilizedmethod (Bi-
CGSTAB) and the conjugate gradient squared method (CGS) are examples of such variants. Detailed discussion of the eight
Krylov subspace methods (i.e., GMRES, CG, MINRES, SYMMLQ, BCG, QMR, Bi-CGSTAB, and CGS) mentioned in this section
can be found in references on iterative methods for linear algebra and review articles including [28,32,34,36].
4.1.1. Numerical experiments on performance comparison
There is no universal ranking possible for iterative methods for linear problems [28,32,37]. Mathematically equivalent
algorithms may have very different convergence behaviors when implemented in practice. The choice of a method is often
problem dependent. A comparative study in [37] shows that while onemethod is best for a specific class of problems, it may
not work well for other classes of problems.
As discussed in Section 3, the coefficient matrices in a DFNmethod are mainly characterized by the dynamic nature of its
sparsity pattern, i.e., sparsity patterns ranging from structured to unstructured on the basis of the stochastic representation
of the fracture network, and the degree of variability in the matrix elements leading to wide distributions of eigenvalues
that can span several orders of magnitude. An important tool that makes Krylov subspace methods work is the use of
preconditioners. ThematrixM is called a left preconditioner if it is used to solve the preconditioned system,M−1Ax = M−1b,
and is called a right preconditioner if M is such that it solves AM−1y = b with Mx = y. The design of preconditioners is
typically based on specific applications. Development of effective preconditioners for DFN problems can be a topic in itself
and is not covered in this paper. Results presented in this section compare the performances of various Krylov subspace
methods in their unmodified form (i.e., without the use of preconditioners).
The eight Krylov subspace iterative methods: GMRES, CG, MINRES, SYMMLQ, BCG, QMR, Bi-CGSTAB, and CGS, were used
to solve DFN problems of moderate density (density of 1.5 m−1 on a square domain of 100 m side) fracture networks
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for varying values of the power law exponent of the length distribution, α, and the standard deviation of the log-normal
distribution of transmissivity, σT . These are the two parameters which impart maximum heterogeneity to natural fracture
systems at a field site.We use in-built functions in the softwareMATLAB v 7.6.0 to perform the computations. For eigenvalue
computation of sparsematrices,MATLAB provides the function eigswhich returns only the six largest eigenvalues. However,
the function eig is noted to work well with sparse but symmetric matrices when only eigenvalues (and not eigenvectors)
are needed. MATLAB internally uses LAPACK (a software library for numerical linear algebra written in FORTRAN) routines
to compute eigenvalues and eigenvectors. The functions eig and eigs use different algorithms depending on the forms of
the input matrices. For symmetric/Hermitian matrices, various routines are available in LAPACK for reduction to a real
symmetric tridiagonal form through an orthogonal/unitary similarity transformation. Eigenvalues of tridiagonal matrices
are further computed by using iterative algorithms, such as the implicit QL or QR algorithm or their root-free variants. The
rate of convergence depends on the separation between eigenvalues. A practical algorithm therefore uses shifts to increase
separation and accelerate convergence.
In order to keep the analysis simple, parameters for the stochastic representation of orientations were not changed and
the locations of fracture centerswere distributed uniformly. Fracture networks consist of two orthogonal fracture sets (mean
orientation:±45°), with fixed values formean transmissivity, lmin, and κ of the vonMises–Fisher distribution. The iterations
were performed with a tolerance criterion of 10−6 and a maximum of 30,000 iterations were permitted. In cases where the
iterative techniques converged, the total number of iterations as well as the CPU time (on a PC with Intel Core 2 Quad
processor) was recorded. Some of the algorithms involve fewer computations per iteration, and hence CPU time is a better
measure for evaluating the performance rather than just comparing the total numbers of iterations needed for convergence.
The Arnoldi based GMRES method fails to converge for the DFN problems. This finding concurs with observations in
the literature (e.g., [32]) that in order to make the GMRES-type methods practically viable, it is almost mandatory to use a
preconditioner to improve the spectral property of the linear system.
The CG method, a commonly used Lanczos method for symmetric positive definite systems, converges for the tested
fracture networks but the CPU time rapidly increases as the network becomes larger. MINRES and SYMMLQ methods,
variants of the Lanczos method for symmetric indefinite matrices, have very favorable convergence properties for DFN
problems. Not only do these methods converge in the least number of iterations but also the computation time per iteration
is low. For our test cases of moderately sized networks, CPU times for MINRES and SYMMLQ typically ranged from 25%
to 40% of the CPU time for the CG algorithm. MINRES however generally outperforms SYMMLQ and also has a smoother
convergence pattern. The convergence patterns for CG and SYMMLQ were both seen to be irregular. This raises a pertinent
research equation: In spite of the fact that coefficientmatrices forDFNproblems are symmetric definite, some characteristics
make them more amenable to solution by MINRES than by CG; what are these characteristics?
The BCG and QMRmethods, which are the Lanczos bi-orthogonalizationmethods developed for nonsymmetric matrices,
converge for all combinations of fracture network properties. The CPU time needed for convergence ranges between 3
and 5 times the CPU time for MINRES or SYMMLQ methods. The transpose-free variants of Lanczos bi-orthogonalization
methods, i.e., Bi-CGSTAB, and CGS, have very poor convergence properties for DFN problems. The number of iterations and
CPU time needed for Bi-CGSTAB are at least a couple of times higher than for any other method, and CGS usually fails
to converge. We show in Tables 1 and 2 comparative performances of MINRES, SYMMLQ, BCG, and QMR methods. The
MINRESmethod performs best for all cases tested, closely followed by SYMMLQ. The QMRmethod, with a relatively smooth
convergence pattern, performs better than the BCG method which has an irregular convergence pattern. Fig. 5 shows the
typical convergence patterns of CG, MINRES, and QMR; three methods belonging to different classes.
4.2. The influence of the network properties on the convergence of the flow solution
Statistical parameters for both geometrical and hydraulic distributions were systematically changed to study the
influence of network properties on the convergence behavior of various iterative solution techniques. Numerical modelers
can potentially benefit from an understanding of the computational effort in relation to changes in length distribution of
the fracture network and/or degree of variability (heterogeneity) in the transmissivity (or fracture aperture) field. Trends in
performance of various iterative techniques with respect to changes in fracture network properties are shown in Tables 1
and 2. The two tables have identical network properties and only differ in the seed number used to generate randomvariates.
A square domain of 100 m side and a constant fracture density value of 1.5 m−1 (generating a moderately dense network)
are used for all scenarios in both tables. To facilitate a direct comparison between different scenarios, the seed number used
to generate random fracture networks is chosen such that the number of internal nodes varies within a very narrow range.
Hence observed differences in convergence behavior are solely attributed to changes in the distribution of fracture network
properties as the size of the coefficient matrices are approximately constant. Some spectral properties of the coefficient
matrix, namely the spectral radius, ρ(A), and the sum of all eigenvalues,

λi, are also listed in the tables.
4.2.1. The effect of changes in the geometrical properties on the convergence pattern
The distribution of fracture lengths plays a very significant role in the geometric properties of a fracture network. To
investigate the influence of fracture length on convergence, the power law exponent α is changed systematically from
1.0 to 3.0 in increments of 0.5. Recall from Section 2 that the mean fracture length of networks decreases with increasing
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Table 1
Performance of various Krylov subspace iterative techniques with respect to changes in properties of the fracture network and spectral properties of
the matrix associated with the DFN model. The parameter α is the exponent for the power law fracture length distribution, σT is the standard deviation
parameter in the log-normal distribution for the transmissivity, N is the total number of internal nodes (unknowns), nnzA is the number of non-zero
elements in the coefficient matrix, and ρ(A) is the spectral radius, i.e., the maximum eigenvalue (λi, i = 1, 2 . . . ,N) of the coefficient matrix.
Fracture network and matrix properties BCG MINRES QMR SYMMLQ
α σT No.
frac.
N nnzA ρ(A)

λi No.
iter.
CPU
time (s)
No.
iter.
CPU
time (s)
No.
iter.
CPU
time (s)
No.
iter.
CPU
time (s)
1 0 870 5705 26827 138.9 10279 2272 357.2 1826 95.0 2035 318.9 2097 109.2
1 0.2 870 5705 26827 345.8 11385 3024 473.2 2445 126.7 2879 452.3 2731 141.6
1 0.4 870 5705 26827 1112.8 15953 3691 582.4 2847 149.8 3499 551.6 3154 164.5
1 0.6 870 5705 26827 3581.3 27488 4743 744.0 3478 181.9 4252 667.8 3915 204.5
1 0.8 870 5705 26827 11526 55894 5962 943.5 3930 208.0 4793 752.7 4872 256.9
1 1 870 5705 26827 37095 128940 10103 1584.3 5051 263.6 6641 1043.4 6191 321.8
1.5 0 1321 5712 25994 1185.4 26457 5084 795.9 3360 176.4 4193 659.8 4278 223.7
1.5 0.2 1321 5712 25994 1764.7 28345 7634 1201.4 4805 250.8 6595 1035.7 6130 319.6
1.5 0.4 1321 5712 25994 2628.1 36108 8462 1326.9 5231 273.0 6712 1056.1 6571 343.0
1.5 0.6 1321 5712 25994 4051.7 52744 8936 1392.7 5833 303.2 8019 1257.9 7444 389.8
1.5 0.8 1321 5712 25994 8126.1 86066 11457 1796.1 7081 369.9 9631 1513.4 8642 452.0
1.5 1 1321 5712 25994 16297 154620 12793 2017.4 8305 435.3 10840 1699.4 9604 504.4
2 0 1657 5775 25701 504.4 16420 5152 826.5 3909 208.5 4561 734.1 4525 241.1
2 0.2 1657 5775 25701 915.4 17433 6928 1112.0 5082 271.9 6599 1062.4 5857 312.7
2 0.4 1657 5775 25701 1669.2 22629 8103 1301.9 5448 291.4 7124 1146.3 6480 345.4
2 0.6 1657 5775 25701 3043.5 34253 8840 1418.4 5576 298.2 7478 1200.8 6982 372.4
2 0.8 1657 5775 25701 5549.4 58436 10573 1695.3 6708 357.1 8689 1396.9 8568 456.9
2 1 1657 5775 25701 10119 110340 13291 2131.8 8143 433.9 11603 1863.2 10495 560.5
2.5 0 1908 5727 24999 499.9 12832 5182 811.4 3838 200.9 4573 717.9 4549 237.6
2.5 0.2 1908 5727 24999 691.9 13080 5750 901.6 4123 216.0 4807 754.1 4918 256.5
2.5 0.4 1908 5727 24999 1183 16516 6183 966.1 4140 216.3 5204 815.7 5194 270.2
2.5 0.6 1908 5727 24999 2022.5 25205 6891 1076.7 4604 240.7 5833 914.0 5778 301.6
2.5 0.8 1908 5727 24999 3458 45110 8531 1337.5 5632 294.1 6874 1078.2 7207 375.9
2.5 1 1908 5727 24999 5912.3 91907 11728 1832.7 7677 400.3 9965 1561.9 9709 505.5
3 0 2087 5660 24340 499.9 11590 5035 790.8 3563 187.1 4327 680.4 4235 222.0
3 0.2 2087 5660 24340 1006.5 12699 6011 951.5 3836 203.5 5646 896.3 4750 250.8
3 0.4 2087 5660 24340 3066.1 18180 6327 1005.3 4168 221.2 5562 938.6 5290 279.7
3 0.6 2087 5660 24340 9341.2 32953 8423 1322.1 5216 275.7 8116 1289.1 6668 352.1
3 0.8 2087 5660 24340 28459 71579 11549 1818.3 6951 368.1 10961 1734.4 8978 472.4
3 1 2087 5660 24340 86706 176020 17292 2731.1 9906 522.8 13957 2214.4 13350 704.5
Fig. 5. Comparison between convergence pattern of CG, MINRES, and QMR methods for a moderately sized DFN problem.
values of α. For any given value of σT we observe that the number of iterations/CPU time for a particular iterative technique
generally increaseswith increasing value ofα (Tables 1 and2). This is likely because networks consisting of domain-spanning
fractures are able to reach an equilibrium condition (in the distribution of the hydraulic head) more rapidly as the longer
fractures homogenize the network to some extent. However, in the absence of domain-spanning fractures (the likelihood of
having fractures connecting opposite sides of a domain boundary is a function of the density, domain size, lmin, and α), some
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Table 2
Performance of various Krylov subspace iterative techniques examined for networks generated by using a seed number different than the seed number
used for the generation of networks in Table 1.
Fracture network and matrix properties BCG MINRES QMR SYMMLQ
α σT No.
frac.
N nnzA ρ(A)

λi No.
iter.
CPU
time (s)
No.
iter.
CPU
time (s)
No.
iter.
CPU
time (s)
No.
iter.
CPU
time (s)
1 0 891 5587 26195 612.9 12824 2616 396.4 2012 101.8 2230 339.6 2467 124.4
1 0.2 891 5587 26195 852.6 12241 3306 500.5 2399 121.4 2982 453.3 2777 139.8
1 0.4 891 5587 26195 1187.1 14657 2982 452.1 2254 113.9 2675 408.1 2691 135.3
1 0.6 891 5587 26195 1652.8 21076 3354 509.2 2365 119.4 2794 426.8 2922 147.6
1 0.8 891 5587 26195 2301.4 34929 4259 645.2 2819 142.5 3207 488.0 3514 177.6
1 1 891 5587 26195 3204.9 64852 5331 803.8 3491 174.7 4868 735.8 4452 222.3
1.5 0 1329 5564 25274 612.3 15730 3000 447.4 1966 97.6 2325 348.1 2635 130.7
1.5 0.2 1329 5564 25274 711.6 15200 3910 582.1 2486 123.4 3337 497.2 3258 161.3
1.5 0.4 1329 5564 25274 828.1 17931 3641 542.5 2579 127.5 3165 472.2 3200 158.0
1.5 0.6 1329 5564 25274 963.8 25979 3927 584.3 2774 137.8 3464 516.7 3373 167.0
1.5 0.8 1329 5564 25274 1656.5 45997 4760 708.4 3300 164.2 3853 575.2 3954 196.4
1.5 1 1329 5564 25274 5749.5 97330 6326 946.0 4267 212.8 5204 781.1 5469 271.7
2 0 1666 5561 24591 110.2 9952.2 2094 313.8 1570 79.0 1825 274.2 1910 95.4
2 0.2 1666 5561 24591 220.7 10816 2748 412.0 1844 92.4 2307 346.8 2396 119.8
2 0.4 1666 5561 24591 570.7 14455 3408 509.4 2247 112.6 2887 431.5 2910 144.0
2 0.6 1666 5561 24591 1477 23449 4608 682.5 2952 146.9 3889 578.9 3869 191.3
2 0.8 1666 5561 24591 3823.1 45032 6503 966.1 4080 202.3 5466 814.2 5377 266.0
2 1 1666 5561 24591 9897.1 99110 9775 1460.6 5428 268.9 8447 1257.7 7886 389.9
2.5 0 1929 5631 24439 168.3 10190 2529 396.0 1859 98.1 2242 352.1 2200 116.3
2.5 0.2 1929 5631 24439 315.1 11511 3271 511.4 2306 121.9 2713 426.3 2855 150.6
2.5 0.4 1929 5631 24439 589.8 16070 4559 723.7 2885 154.0 3495 553.2 3606 191.7
2.5 0.6 1929 5631 24439 1475.7 27421 5981 940.1 3862 205.1 4855 765.9 4851 257.9
2.5 0.8 1929 5631 24439 5336.2 55877 9008 1420.4 5358 285.0 7410 1172.0 6932 367.3
2.5 1 1929 5631 24439 20646 132230 15638 2450.5 7778 411.5 12006 1887.0 10422 550.2
3 0 2093 5608 24006 243.4 10878 2899 445.3 2090 108.3 2571 396.2 2635 135.9
3 0.2 2093 5608 24006 245.2 12268 3668 560.9 2406 123.9 2814 431.3 3157 162.8
3 0.4 2093 5608 24006 577.3 17140 4730 726.6 3094 160.0 3890 598.0 3964 204.6
3 0.6 2093 5608 24006 1494.1 29541 6813 1047.6 4225 218.2 5483 845.5 5551 286.0
3 0.8 2093 5608 24006 4851.9 60985 11321 1731.9 6161 317.8 9261 1417.2 8031 413.1
3 1 2093 5608 24006 16111 144500 16817 2560.8 9291 476.9 13680 2114.3 12556 650.0
exceptions are observed in the general trend of increasing CPU timewith increasing α. These exceptions tend to occur when
marginal reductions in geometrical homogeneity (an effect of increasing α) are offset by a realization of the transmissivity
field favoring faster convergence by assigning high values to dominant (long fractures with large numbers of intersection
points) fractures of the network.
For a typical coefficient matrix of a DFN problem, Fig. 6 shows changes in the distribution of eigenvalues (plotted in
descending order) with increasing value of the power law exponent α. The value of σT in Fig. 6 is zero, meaning that all
fractures are assigned a constant value of transmissivity. The eigenvalue distributions closely resemble each other for cases
with different values of α. The total number of internal nodes changes slightly with change in the value of α, and hence
the x-axis extents of the distributions in Fig. 6 are different. A brief examination of Tables 1 and 2 indicates that the spectral
properties of the coefficientmatrices, namely, the spectral radius and the sum of eigenvalues, varywithin a small rangewith
increasing α (with σT held constant). Inspection of the tables also illustrates that the general trend of increase in CPU time
with increasing α is stronger when computations are done with higher values of σT . While MINRES is the best technique for
all values of α, there is no appreciable difference in the relative change in performance of various techniques as the value of
α increases. In other words, if the CPU time increases by a factor of 2 for the BCG method as α increases from 1.0 to 3.0, the
CPU times for MINRES, QMR, and SYMMLQ increase by approximately a factor of 2 as well.
Another geometrical property of high relevance is the density of the fracture network. The fracture density is usually the
most important parameter from a computational perspective, as even small increases in density values lead to many more
fracture intersections in a network, and hence, a much larger system of linear equations. Fig. 7 shows the typical increase in
computational effort, in terms of both the number of iterations required for convergence and the CPU time, with increase in
the fracture density value (also denoted by the number of internal nodes of the coefficientmatrix) for theMINRES algorithm.
As is evident from the figure, the CPU time exhibits a power law like behavior with respect to the size of the coefficient
matrix. For highly dense networks, the problem becomes computationally prohibitive andmaywarrant the development of
parallel solvers. However, the eigenvalue distribution as plotted in Fig. 8 exemplifies the progression towards homogeneity
as the network becomes denser. For the lowest value of the fracture density we see that the eigenvalues, when plotted in
descending order, span several orders ofmagnitude over only a fewhundred internal nodes;whereas the span of eigenvalues
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Fig. 6. Change in distribution of the eigenvalues with increasing value of the power law exponent α. Other statistical properties of the fracture network
are held constant for all five cases (σT = 0, fracture density = 1.5 m−1, lmin = 5.0 m, and κ = ∞).
Fig. 7. Effect of increases in fracture density (denoted by the number of internal nodes of the coefficient matrix) on the convergence pattern (top) and CPU
time (bottom) for the MINRES algorithm. Other statistical properties of the fracture network are held constant for all five cases (α = 1.5, σT = 0, lmin =
5.0 m, and κ = ∞).
is spread over many times more internal nodes for higher values of the fracture density. How this trend interplays with the
size of the problem in the context of computational effort is left as a topic for future research.
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Fig. 8. Change in the distribution of eigenvalues with increasing value of the fracture density. Other statistical properties of the fracture network are held
constant for all five cases (α = 1.5, σT = 0, lmin = 5.0 m, and κ = ∞).
Fig. 9. Change in the distribution of eigenvalues with increasing value of σT . Other statistical properties of the fracture network are held constant for all
six cases (α = 1.5, fracture density = 1.5 m−1, lmin = 5.0 m, and κ = ∞).
4.2.2. The effect of changes in the hydraulic properties on the convergence pattern
As discussed in the previous section, the geometric configuration of the fracture network (as controlled by the fracture
length distribution) influences the structure of resultant coefficient matrices in DFN problems. The variance in the
distribution of transmissivity further influences the convergence behavior where the computational effort understandably
increases as the distribution of transmissivity is made broader. These influences are studied for various iterative techniques
by changing the standard deviation, σT , of the log-normal distribution of the transmissivity from 0 to 1.0 (in increments of
0.2) while keeping the mean of the distribution constant.
Results are given in Tables 1 and 2 for various values of α. The effect on the spectral properties of the coefficient matrices
occurring because of the change in the hydraulic properties is more profound than that due to changes in the geometrical
properties of the network. The spectral properties, as listed in Tables 1 and 2, have a close to logarithmic dependence on
σT . This is also apparent from Fig. 9, where increases in σT result in significant changes in distributions of eigenvalues
near the high end of the spectrum. One additional noticeable trend in the convergence pattern with respect to changes
in hydraulic properties is that, in general, the rate of increase in CPU time with increasing values of σT for a particular
method is steeper for networks dominated by shorter fractures (high values of α) than for networks dominated by longer
fractures. This can be attributed to the competing influence of geometrical and hydraulic properties in the homogenization
of a fracture network. The broad range in transmissivity values has less of an effect on the CPU time if long domain-
spanning fractures favor a quicker convergence. Inspecting the effect of hydraulic properties on the four iterative techniques
reveals that for a fixed value of α, the relative change in CPU time for Lanczos methods for symmetric indefinite systems
(MINRES and SYMMLQ) is usually less than the relative change in CPU time for Lanczos bi-orthogonalization methods
(BCG and QMR).
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5. Summary and conclusions
An overview of the DFN methodology for the computation of flow, followed by a discussion of the computational
complexities, and a comparative study of Krylov subspace iterative methods in light of the class of matrices associated
with DFNmodels is presented. The sparsity pattern of the coefficient matrices and the variability inmagnitude of thematrix
elements can cause very different convergence behaviors in networks with equal numbers of internal nodes (unknowns).
Hydraulic properties of the network, as described by the distribution of transmissivity, were found to exert the greatest
control on the structure of the coefficient matrices and the solution times. Distributions of length assigned to fractures
within these networks add a secondary effect, where solution times are longer for networks dominated by shorter fractures.
Of the eight Krylovsubspace iterative techniques tested, the MINRES method, which is a Lanczos method for symmetric
indefinite matrices, performed best. For test cases of fracture networks of moderate size (∼5600 internal nodes), the CPU
time for MINRES was less by a factor of about 3 than the CPU time for the CG method, a common choice for symmetric
definite systems
The findings presented in this article form the basis of a proper selection of the iterative techniques for DFN
methodologies. Tables 1 and 2 provide trends in computational effort as a function of changes in geometrical and hydraulic
properties of a fracture network. It is our hope that by illustrating the properties of a discrete fracture network and by
examining the efficiency of iterative linear solvers, this paperwill stimulate research into developingmore robust algorithms
for flow through fractured rocks.
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