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MOMENT INEQUALITIES AND HIGH-ENERGY TAILS FOR
BOLTZMANN EQUATIONS WITH INELASTIC INTERACTIONS
A. V. BOBYLEV(∗), I. M. GAMBA(∗∗) AND V. A. PANFEROV(†)
Abstract. We study the high-energy asymptotics of the steady velocity distri-
butions for model systems of granular media in various regimes. The main results
obtained are integral estimates of solutions of the hard-sphere Boltzmann equa-
tions, which imply that the velocity distribution functions f(v) behave in a certain
sense as C exp(−r|v|s) for |v| large. The values of s, which we call the orders of
tails, range from s = 1 to s = 2, depending on the model of external forcing.
The method we use is based on the moment inequalities and careful estimating of
constants in the integral form of the Povzner-type inequalities.
Keywords: Boltzmann equation, inelastic interactions, granular media, mo-
ments, high-energy tails, Povzner-type inequalities.
Introduction
In this paper we address the problem of high-energy asymptotics for solutions of
kinetic equations used for modeling dilute, rapid flows of granular media. Granular
systems in such regimes are interesting from a physical point of view, since they
show a variety of interesting and unexpected properties. They also appear in a
growing number of industrial applications. Much of the interest to kinetic models
in this context comes from the fact that such models provide a systematic way of
derivation of hydrodynamic equations based on the principles of particle dynamics.
They are also useful for numerical modeling of granular flows. We refer the reader
to the review papers [10, 21, 22] for a general exposition of the subject.
In dilute flows, the binary collisions are often assumed to be the main mechanism
of particle interactions. The effect of such collisions is modeled by collision terms
of the Boltzmann or Enskog type. An important feature of collisions of granular
particles is their inelastic character: in each collision a certain fraction of the kinetic
energy is dissipated. This introduces some interesting features in the equations:
in particular, the only functions on which the collision operator vanishes are delta
functions corresponding to all particles at rest (or moving with the same velocity).
To obtain other nontrivial steady states in granular systems, as a general rule,
a certain mechanism of the energy inflow is required. Experimentally this can be
achieved, for example, by shaking a vessel with granular particles. In terms of equa-
tions, several simplified models have been proposed, in the space-homogeneous case,
which include forcing terms of various types [34, 31, 15]. Examples of such terms
are diffusion (in the velocity space) and Fokker-Planck operators which correspond
to a physical model of a system of particles in a thermal bath.
Other important types of problems which lead to similar equations are related to
self-similar solutions in the homogeneous cooling problem and the problem of shear
flow [17, 11, 9]. In both cases the equations can be transformed, after an appropriate
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change of variables, to space-homogeneous steady problems for the Boltzmann-type
equations with force terms that correspond to the negative or anisotropic friction.
One of the interesting features of granular flows, which has been studied actively
in the framework of kinetic theory, is the the non-Maxwellian behavior of the steady
velocity distributions. In fact, experimental data, theoretical predictions and nu-
merical evidence suggest that typical velocity distributions in rapid granular flows
have high-energy asymptotics (or “tails”) given by the “stretched exponentials”
exp(−r|v|s) with s generally not equal to 2 (the classical, Maxwellian, case), or
display power-like decay for |v| large (see [19, 15] and references therein).
The precise form of the asymptotics is determined by several factors, among which
are the details of the interactions and the forcing models. In the present paper we
study the model space-homogeneous system with hard-sphere collisions and four
types of forcing terms. We distinguish between the cases of (i) diffusion (Gaussian
heat bath), (ii) diffusion with friction (Fokker-Planck type terms), (iii) negative fric-
tion (obtained in a self-similar transformation in the homogeneous cooling problem,
and (iv) anisotropic friction which appears in the shear flow transformation.
We obtain integral estimates for steady solutions using functionals of the form
(1.13), which indicate that solutions have high-energy “tails” given by the “stretched
exponentials” exp(−r|v|s), with s depending on the forcing terms. We obtain the
values s = 3
2
for the pure diffusion case, s = 2 for the diffusion-friction heat bath, s =
1 for the negative friction case and s ≥ 1 in the case of the shear flow. Our method is
based on representing functionals (1.13) in terms of symmetric moments, studying
the infinite system of inequalities satisfied by these moments and using a sharp
integral form of the so-called Povzner inequalities, similar to the one studied by one
of the authors [4] in the case of the classical (elastic) space-homogeneous Boltzmann
equation. We expect that the estimates obtained for the moment inequalities can be
used for studying the time-dependent moments and the time-evolution of the tails,
which should be an object of a separate study.
The problem of high-energy tails for solutions of the inelastic hard-sphere Boltz-
mann with diffusion model has been studied previously by several authors [17,
31, 16, 15] by the methods of formal asymptotic analysis (a formal argument be-
comes particularly simple if one discards the “gain” term in the kinetic equations).
The general idea that appears in those papers is that for functions of the type
h(v) = C exp(−r|v|s), with s ≤ 2, the “gain” term Q+(h, h) in the collision oper-
ator is a small perturbation of the loss term for |v| large. Our approach based on
studying the moments of the collision terms allows us to quantify this idea for the
solutions of the original problem, without making apriori assumptions about their
asymptotic behavior. A rigorous analysis of the problem with diffusive forcing has
been performed in [19], where it was proved, in particular, that steady solutions
are infinitely differentiable and decay faster than any polynomial for |v| large. A
lower bound of the type C exp(−r|v|3/2) was also established by using a comparison
principle. The problem has also been studied numerically by a number of authors
[28, 3, 29, 20].
Another series of related results was obtained for the so-called inelastic Maxwell
models [5, 24, 26], which are approximate equations obtained by replacing the colli-
sion rate in the Boltzmann operator by a relative velocity independent mean value.
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The equations for the Maxwell models simplify significantly by using the Fourier
transform, and the equations for symmetric moments build a closed infinite recur-
sive system [5, 26]. Using the Fourier transform methods, Bobylev and Cercignani
[6] found solutions to the inelastic Maxwell model with a Gaussian heat bath which
have high-energy tails exp(−r|v|). In the case of self-similar scaling for the inelas-
tic Maxwell models, solutions with power-like tails were found [2, 14, 25], and it
was conjectured by Ernst and Brito [16] that such solutions determine the universal
long-time asymptotics of the time-dependent solutions in the space-homogeneous
cooling problem. This conjecture has recently been proved by Bobylev, Cercignani
and Toscani [7, 8].
It is clear, however, that while Maxwell models may give reasonable approxima-
tions of the macroscopic quantities, the details of the velocity distributions can differ
significantly from the hard-sphere case. In particular, this is true with respect of
the high-energy asymptotics which depends crucially on the behavior of collision
rate for large relative velocities, as can be easily seen from the formal asymptotic
arguments of the type presented in [15, 17, 31].
On the other hand, there is an noticeable gap in the development of rigorous
mathematical theory, between the Maxwell and hard sphere models. Therefore,
the aim of this paper is to develop rigorous methods that would allow us to study
solutions of the hard-sphere Boltzmann equation, with a particular attention to the
high-energy asymptotics.
The paper is organized as follows. In Section 1 we present the problem and
formulate the main results. One of the the most important technical aspects of our
study is obtaining a precise integral form of the Povzner-type inequalities, which
we study in Section 2. Section 3 is devoted to the moment inequalities specific
to the hard-sphere case. We formulate the inequalities in terms of the normalized
symmetric moments which appear as the coefficients of power series expansions
of functionals (1.13). We further study the dependence of the inequalities on the
parameters to find the conditions under which the sequences of the normalized
moments have geometric growth. Finally, Section 4 presents the proofs of the main
theorems.
Most of our inequalities can be used in the time-dependent case, and therefore,
we begin the next Section by considering the non-stationary Boltzmann equation.
1. Preliminaries and main results
We study kinetic models for space-homogeneous granular media, in which the
one-particle distribution function f(v, t), v ∈ R3, t > 0 is assumed to satisfy the
following equation:
∂f
∂t
= Q(f, f) + G(f). (1.1)
Here Q(f, f) is the inelastic Boltzmann collision operator, expressing the effect of
binary collisions of particles, and G(f) is a forcing term. We will consider three
different examples of forcing. The first one is the pure diffusion thermal bath [34,
31, 19], in which case
G1(f) = µ∆f, (1.2)
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where µ > 0 is a constant. The second example is the thermal bath with linear
friction
G2(f) = µ∆f + λ div(v f), (1.3)
where λ and µ are positive constants.
The third example relates to self-similar solutions of equation (1.1) for G(f) = 0
[28, 15]. We denote
f(v, t) =
1
v30(t)
f˜
(
v˜(v, t), t˜(t)
)
, v˜ =
v
v0(t)
,
where
v0(t) = (a+ κt)
−1, t˜(t) =
1
κ
ln(1 +
κ
a
t), a, κ > 0.
Then, the equation for f˜(v˜, t˜) coincides (after omitting the tildes) with equation
(1.1), where
G3(f) = −κ div(vf), κ > 0. (1.4)
Finally, the last type of forcing is given by the term appearing in the shear flow
transformation (see, for example, [11, 9])
G4(f) = −κv1 ∂f
∂v2
, (1.5)
where κ is a positive constant.
We assume the granular particles to be perfectly smooth hard spheres performing
inelastic collisions characterized by a single parameter: the coefficient of normal
restitution 0 < e < 1. To define the collision operator we write
Q(f, f) = Q+(f, f)−Q−(f, f), (1.6)
where the “loss” term Q−(f, f) is
Q−(f, f) = f(f ∗ |v|), (1.7)
and the “gain” term Q+(f, f) is most easily defined through its weak form:∫
R3
Q+(f, f)(v)ψ(v) dv = 1
4pi
∫
R3
∫
R3
f(v) f(w) |u|
∫
S2
ψ(v′) dσ dw dv, (1.8)
where u = v − w is the relative velocity of two particles about to collide, and v′
is the velocity after the collision. The collision transformation that puts v and w
into correspondence with the post-collisional velocities v′ and w′ can be expressed
as follows:
v′ = v +
β
2
(|u|σ − u),
w′ = w − β
2
(|u|σ − u),
(1.9)
where we set β = 1+e
2
, and 0 < e < 1 is the restitution coefficient. Notice that we
always have 1
2
< β < 1.
Combining (1.7) and (1.8) and using the symmetry that allows us to exchange v
with w in the integrals we obtain the following symmetrized weak form∫
R3
Q(f, f)(v)ψ(v) dv = 1
2
∫
R3
∫
R3
f(v) f(w) |u|Aβ[ψ](v, w) dw dv, (1.10)
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where
Aβ[ψ](v, w) = 1
4pi
∫
S2
(ψ(v′) + ψ(w′)− ψ(v)− ψ(w)) dσ. (1.11)
The weak form (1.8) will be sufficient for the purposes of our study. The usual
strong form [10, 21, 22] can be obtained from (1.8) by taking ψ(v) = δ(v − v0) (see
also [19]).
We will assume that the solutions are normalized as follows∫
R3
f(v, t) dv = 1,
∫
R3
f(v, t) vi dv = 0, i = 1, 2, 3. (1.12)
Since the expected behavior of solutions for |v| large is C exp(−r|v|s), we introduce
the following functionals:
Fr,s(f) =
∫
R3
f(v) exp(r|v|s) dv, (1.13)
and study the values of s and r for which these functionals are finite. This motivates
the following definition.
Definition. We say that the function f has an exponential tail of order s > 0, if
the following supremum
r∗s = sup
{
r > 0 | Fr,s(f) < +∞
}
(1.14)
is positive and finite.
In the case s = 2 the value of (r∗s)
−1 is known as the tail temperature of f [4].
It is easy to see that the number s in the above definition is determined uniquely.
Indeed, if for certain s > 0,
0 < r∗s < +∞,
then we have r∗s′ = +∞, for every s′ < s, and also r∗s′ = 0, for every s′ > s.
Another useful representation of the functionals (1.13) is obtained by using the
symmetric moments of the distribution function. Setting
mp =
∫
R3
f(v)|v|2p dv, p ≥ 0, (1.15)
and expanding the exponential function in (1.13) into the Taylor series we obtain
(formally)
Fr,s(f) =
∫
R3
f(v)
( ∞∑
k=0
rk
k!
|v|sk
)
dv =
∞∑
k=0
m sk
2
k!
rk. (1.16)
Then the value r∗s from (1.14) can be interpreted as the radius of convergence of the
series (1.16), and the order of the tail s is therefore the unique value for which the
series has a positive and finite radius of convergence.
We can now formulate the main results of this study. Our first result concerns
the steady states of equation (1.1) corresponding to the first three types of forcing.
Theorem 1. Let fi(v), i = 1, 2, 3, be nonnegative steady solutions of the equations
(1.1), with the forcing terms (1.2), (1.3) and (1.4), respectively, and assume that
fi(v) have finite moments of all orders. Then fi(v) have exponential tails of orders
3
2
, 2 and 1, respectively.
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For the shear flow model (1.5), we obtain the following weaker result.
Theorem 2. Let f4(v) be a nonnegative steady solution of the shear flow model
(1.1), (1.5) that has finite moments of all orders. Then the supremum r∗1, defined in
(1.14), is finite, and therefore, s ≥ 1.
Remark. The assumption of finiteness of moments of all orders is obviously required
for the functionals (1.13) to be finite and for the expansions (1.16) to make sense.
However, the moment inequalities we establish below also imply the following apriori
estimates for all cases of the solutions: Suppose that a moment mp0 of any order p0 >
1 is finite. Then, in fact, all moments are finite and the solutions have exponential
tails of the corresponding order. This observation is important, since it excludes the
possibility of power-like decay for solutions of the considered equations, as soon as
solutions have finite mass and finite moment of any order higher than kinetic energy.
The approach that we take in order to establish the above results is based on the
moment method, in the form developed by one of the authors [4], for the classical
space-homogeneous Boltzmann equation. We study the moment equations obtained
by integrating (1.1) against |v|2p:
∂mp
∂t
= Qp +Gp (1.17)
(in the steady case the time-derivative term drops out), where
Qp =
∫
R3
Q(f, f) |v|2p dv and Gp =
∫
R3
G(f) |v|2p dv. (1.18)
To investigate the summability of the series (1.16) we look for estimates of the
sequence of moments (mp), with p =
sk
2
, k = 0, 1, 2 . . ., and study the dependence
of the estimates on s. We will be interested in the situation when the series has
a finite and positive radius of convergence, which means that the sequence of the
coefficients satisfies
c qk ≤
m sk
2
k!
≤ C Qk, k = 0, 1, 2...,
for certain constants q and Q > 0.
2. Povzner-type inequalities for inelastic collisions
In this section we establish an important technical result that will allow us to
control the contribution of the “gain” operator in the moment equations (1.17). We
consider radially symmetric test functions ψ(v) = Ψ(|v|2). The weak form (1.8) of
the “gain” operator can then be written as∫
R3
Q+(f, f)(v) Ψ(|v|2) dv = 1
2
∫
R3
∫
R3
f(v) f(w) |u| A+β [Ψ](v, w) dw dv,
where
A+β [Ψ](v, w) =
1
4pi
∫
S2
(
Ψ(|v′|2) + Ψ(|w′|2)) dσ. (2.1)
A series of results [30, 13, 23, 12, 33, 4, 27] obtained in the case of the classical
Boltzmann equation develops the general idea that for convex functions Ψ the ex-
pression (2.1) is in a certain sense “smaller” than the corresponding contribution of
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the “loss” term, which is given by
A−[Ψ](v, w) = Ψ(|v|2) + Ψ(|w|2).
This type of results is generally known as Povzner-type inequalities. An approach
for obtaining such inequalities in the case of inelastic collisions has recently been
developed in [19]. However, for the purposes of the present study we need a better
control of the constants in the inequalities than those provided by the results of
[19]. We will therefore establish a sharper version of the Povzner-type inequality
for inelastic collisions, using the ideas of [4]. The key point, as in [4], is to look for
estimates of the integral quantity (2.1), rather than for pointwise estimates of the
integrand.
Lemma 1. For every β ∈ [1
2
, 1] there exists a function g¯β(µ), on µ ∈ (−1, 1),
which we define explicitly in the course of the proof, such that g¯β(µ) is nonnegative,
continuous, even, nondecreasing for µ ∈ [0, 1], satisfies
2
∫ 1
0
g¯β(2z − 1) z dz = 1,
and
g¯β(µ) ≤ 1 +
( 1
β
− 1
)2
,
and for every smooth function Ψ(x), defined for x > 0, nondecreasing and convex,
A+β [Ψ] ≤ 2
∫ 1
0
g¯β(2z − 1)Ψ
(
z (|v|2 + |v∗|2)
)
dz .
Remarks. 1) The above inequality is a generalization of inequalities (12), (16)
from [4] to the inelastic case, under the extra assumption of Ψ being nondecreasing.
Indeed, from the conditions on g¯β(µ) it is easy to see that in the elastic case β = 1
we must have g¯1(µ) = 1. Then the inequality of the lemma reduces to
A+β [Ψ] ≤ 2
∫ 1
0
Ψ
(
z (|v|2 + |v∗|2)
)
dz ,
which is equivalent to the form used in [4]. 2) The smoothness assumption on Ψ
can be dispensed with relatively easily, by elaborating some of the arguments we
use in the proof. On the other hand, in the most important examples Ψ(x) = xp
with p > 1, which will be used in the moment estimates, the needed smoothness is
readily available.
Proof. In the proof we use repeatedly the following argument: suppose that ψ(v),
v ∈ R3 is a convex function. Then, for almost every a ∈ R3, and for every b ∈ R3,
ψ(a+ tb) + ψ(a− tb) (2.2)
is a nondecreasing function of t > 0. (To see this differentiate (2.2) in t and notice
that a convex function has almost everywhere a nondecreasing directional derivative
in every direction.)
To apply this argument we notice that since Ψ(x) is convex and nondecreasing,
then also ψ(v) = Ψ(|v|2) is convex as a function of v ∈ R3. In order to introduce
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the symmetric structure (2.2) into the integrand of (2.1) we then rewrite v′ and w′
as
v′ = U +
u′
2
, w′ = U − u
′
2
,
where U = u+w
2
is the velocity of the center of mass, and u′ is the relative velocity
after the collision. We then have, according to (1.9),
u′ = (1− β)u+ β|u|σ, (2.3)
where u is the relative velocity before the collision. Further, we pass to the spherical
coordinates (ρ, ω) in u′ by setting
u′ = ρ|u|ω, ρ ∈ R, ω ∈ S2.
Denoting by ν the unit vector in the direction of u and using (2.3), we can write
ρω = (1− β)ν + βσ. (2.4)
We then perform the change of variables from σ to ω in the integral (2.1). To
do so, notice that for every test function ϕ(k), k ∈ R3, we can formally extend the
integration from S2 to R3 by writing∫
S2
ϕ(σ) dσ =
∫
R3
δ
( |k|2 − 1
2
)
ϕ(k) dk , (2.5)
where δ is the one-dimensional δ-function.
Changing variables from k to
k′ = (1− β)ν + βk, k′ = ρω
and then passing to the spherical coordinates (ρ, ω) we can rewrite the integral (2.5)
as
1
β3
∫
S2
∫ ∞
0
ρ2 δ
( |ρω − (1− β)ν|2 − β2
2β2
)
ϕ
(ρω − (1− β)ν
β
)
dρ dω
=
1
β
∫
S2
∫ ∞
0
ρ2 δ
((ρ− a)2 − (a2 + b2)
2
)
ϕ
(ρω − (1− β)ν
β
)
dρ dω,
(2.6)
where
a = (1− β)(ν · ω) and b2 = 2β − 1.
The radial integration in (2.6) can be performed explicitly, since∫ ∞
0
ρ2 δ
((ρ− a)2 − (a2 + b2)
2
)
dρ =
∫ ∞
−a
(ρ+ a)2
ρ
δ
(ρ2 − (a2 + b2)
2
)
ρ dρ
=
(
a +
√
a2 + b2
)2
√
a2 + b2
.
After the radial integration, ρ in (2.6) will be expressed through µ = (ν ·ω) according
to
ρ = λ(µ) = (1− β)µ+
√
(1− β)2µ2 + 2β − 1. (2.7)
(The last equation is nothing but the condition |k|2 = 1 expressed in the new
variables.) Thus, we obtain the formula∫
S2
ϕ(σ) dσ =
∫
S2
ϕ
(λω − (1− β)ν
β
)
gβ((ν · ω)) dω, (2.8)
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where
gβ(µ) =
1
β
(
a +
√
a2 + b2
)2
√
a2 + b2
=
λ2(µ)
β(λ(µ)− (1− β)µ) . (2.9)
Applying identity (2.8) to (2.1) we get
A+β [Ψ] =
1
4pi
∫
S2
gβ(ν · ω)
{
Ψ
(∣∣∣U + λ |u|
2
ω
∣∣∣2)+Ψ(
∣∣∣U − λ |u|
2
ω
∣∣∣2)} dω . (2.10)
Our next goal is to simplify (2.10) to get a convenient upper bound. First, due to
the convexity of Ψ(| · |2), the expression in braces, considered as a function of λ > 0,
is monotonically increasing. Using (2.7) it is easy to see that
0 < 2β − 1 ≤ λ(µ) ≤ 1,
for all µ ∈ [−1, 1]. Thus, estimating λ by one and setting
E = 2U2 +
|u|2
2
= |v|2 + |w|2, (2.11)
we find:
A+β [Ψ] ≤
1
4pi
∫
S2
gβ(ν · ω)
{
Ψ
(
E
(1 + ξ
2
))
+Ψ
(
E
(1− ξ
2
))}
dω, (2.12)
where
ξ =
2|U ||u|
E
(m · ω), (2.13)
and m is the unit vector in the direction of U .
We further symmetrize (2.12) by using the change of variables ω 7→ −ω. Since
the expression in braces is invariant under this transformation, we can replace the
function gβ(µ) in (2.12) by its symmetrized version
g¯β(µ) =
1
2
(gβ(µ) + gβ(−µ)). (2.14)
It is now a somewhat tedious but straightforward computation to check that g¯β(µ)
has the properties listed in the formulation of the lemma. Noticing that
2|U ||u|
E
≤ 1
and using the convexity argument again, this time for the function Ψ(E(1+·
2
)), we
can replace ξ in (2.12) by (m · ω).
Next, we see that, for |U | and |u| fixed, the integral (2.12) has the structure∫
S2
ϕ1(ν · ω)ϕ2(m · ω) dω ,
where ϕ1 and ϕ2 are nonnegative, even and monotonically increasing on [0, 1]. It is
easy to show that the maximum value of the integral is attained when the vectors
ν and m are parallel. The integral in (2.12) is then bounded by
1
4pi
∫
S2
g¯β(ν · ω)
{
Ψ
(
E
(1 + (ν · ω)
2
))
+Ψ
(
E
(1− (ν · ω)
2
))}
dω
=
1
2
∫ 1
−1
g¯β(µ)
{
Ψ
(
E
(1 + µ
2
))
+Ψ
(
E
(1− µ
2
))}
dµ .
(2.15)
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Using that g¯β is an even function of µ and performing the change of variables z =
(1 + µ)/2, we arrive at the conclusion of the lemma. 
In the case when the function Ψ(x) is a power function of x, the bounds of the
lemma take a more explicit form, and we obtain the following important corollary.
Corollary 3. Let ψ(v) = |v|2p, where p > 1. Then Aβ[ψ], given by (1.11), satisfies
the inequality
Aβ(|v|2p) ≤ γp(|v|2 + |w|2)p − |v|2p − |w|2p,
where the constant γp, defined by (2.16), is strictly decreasing for p ≥ 1 and satisfies
γp < min{1, 4p+1}.
Proof. Taking Ψ(x) = xp, we can write
Aβ(|v|2p) ≤ A+β [Ψ]− |v|2p − |w|2p.
Using Lemma 1 with Ψ(x) = xp we get the bound
A+β [Ψ] ≤ γp(|v|2 + |w|2)p,
where
γp = 2
∫ 1
0
g¯β(2z − 1) zp dz. (2.16)
By Lemma 1, γ1 = 1, and so, since z
p < z for all z ∈ (0, 1), we have
γp < 1,
for all p > 1. On the other hand, estimating g¯β(µ) by its maximum
g¯β(1) = 1 +
( 1
β
− 1
)2
≤ 2,
we get
γp ≤ 4
∫ 1
0
zp dz =
4
p+ 1
. (2.17)
This completes the proof. 
Remark. The expression (2.16) for the constant γp simplifies in the cases β = 1
(elastic interactions), when
γp =
2
p+ 1
,
and in the case β = 1/2 (“sticky” particles), when
γp =
p2p + 1
2p−2(p+ 1)(p+ 2)
.
In the general case the integrand of (2.16) is too complicated to yield an answer
in closed form. However, the bound (2.17) is quite useful for p > 3 and shows the
correct “inverse first power” decay for p large.
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3. Moment inequalities
The estimate of Corollary 3 is a crucial step to obtaining the moment inequalities
in the form characteristic for the Boltzmann equation with “hard interactions”:
[12, 4]. The basic estimate takes a particularly simple form when p is an integer,
since then the binomial formula can be used to obtain the inequality
Aβ[|v|2p] + (1− γp)(|v|2p + |w|2p) ≤ γp
p−1∑
k=1
(
p
k
)
|v|2k|w|2(p−k)
(cf. [4, p. 1189]). In the case of non-integer p a similar result can be obtained, after
we establish the following estimates of the binomial expansion.
Lemma 2. Assume that p > 1, and let kp denote the integer part of
p+1
2
. Then for
all x, y > 0 the following inequalities hold
kp−1∑
k=1
(
p
k
)
(xkyp−k + xp−kyk) ≤ (x+ y)p − xp − yp
≤
kp∑
k=1
(
p
k
)
(xkyp−k + xp−kyk).
(3.1)
Remarks. 1) The binomial coefficients for non-integer p are defined as
(
p
k
)
=
p(p− 1) . . . (p− k + 1)
k!
, k ≥ 1;
(
p
0
)
= 1.
2) In the case when p is an odd integer the first of the inequalities becomes an
equality which then coincides with the binomial formula for (x+ y)p.
Proof. The proof will be achieved by induction on n = kp = 1, 2, 3 . . . In the case
kp = 0 the following inequality is satisfied for −1 < p ≤ 1:
(x+ y)p − xp − yp ≤ 0.
Next, for n = 1 and 1 < p ≤ 3, using the above inequality and the identity
0 ≤ (x+ y)p − xp − yp =
∫ x
0
∫ y
0
p(p− 1)(t+ τ)p−2 dτ dt,
we obtain
(x+ y)p − xp − yp ≤
∫ x
0
∫ y
0
p(p− 1)(tp−2 + τ p−2) dτ dt = p (xyp−1 + xp−1y),
which provides the base for the induction.
Assuming now that the inequalities (3.1) are true for 2n−1 < p ≤ 2n+1, we write
(x+ y)p+2 − xp+2 − yp+2 =
∫ x
0
∫ y
0
(p+ 2)(p+ 1)(t+ τ)p dτ dt. (3.2)
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By induction hypothesis, the right-hand side of (3.2) is bounded from below by∫ x
0
∫ y
0
(p+2)(p+ 1)(tp + τ p) dτ dt
+
∫ x
0
∫ y
0
(p+ 2)(p+ 1)
kp−1∑
k=1
(
p
k
)
(tkτ p−k + tp−kτk) dτ dt,
and from above by a similar expression with kp − 1 replaced by kp. Performing the
integration, using the identity
(p+ 2)(p+ 1)
(k + 1)(p− k + 1)
(
p
k
)
=
(
p + 2
k + 1
)
,
and noticing that kp + 1 = kp+2, we obtain the lower bound for (3.2) in the form
(p+ 2)(xyp+2 + xp+2y) +
kp−1∑
k=1
(
p + 2
k + 1
)
(xk+1yp+1−k + xp+1−kyk+1)
=
kp+2−1∑
k=1
(
p+ 2
k
)
(xkyp+2−k + xp+2−kyk),
and the upper bound with kp+2− 1 replaced by kp+2. This completes the induction
argument. 
We now establish the following bounds for the moments of the collision term Qp
defined in (1.18) in terms of moments mp of the distribution function.
Lemma 3. For every p > 1,
−mp+ 1
2
≤ Qp ≤− (1− γp)mp+ 1
2
+ γp Sp ,
where
Sp =
kp∑
k=1
(
p
k
)(
mk+ 1
2
mp−k +mkmp−k+ 1
2
)
(3.3)
and γp is the constant from Corollary 3.
Proof. Multiplying the inequality of Corollary 3 by f(v)f(w) |v−w| and integrating
with respect to v and w, we obtain
Qp ≤ γp
2
∫
R3
∫
R3
f(v)f(w) |v − w| ((|v|2 + |w|2)p − |v|2p − |w|2p) dv dw
−(1 − γp)
∫
R3
f(v) |v|2p
∫
R3
f(w) |v − w| dv dw.
(3.4)
The inner integral in the last term can be estimated as∫
R3
f(w) |v − w| dw ≥ |v|.
The last inequality follows by Jensen’s inequality, since f is normalized to have unit
mass and zero mean, and the function |v−w| is convex in w for every v fixed. Thus,
the last integral term in (3.4) is estimated below by∫
R3
f(v) |v|2p+1 dv = mp+1/2.
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In the first integral term in (3.4) we use the inequality |v − w| ≤ |v|+ |w| and the
upper estimate of Lemma 2 to get
|v − w| ((|v|2 + |w|2)p − |v|2p − |w|2p)
≤
kp∑
k=1
(
p
k
)(|v|2(k+1/2)|w|2(p−k) + |v|2(p−k+1/2)|w|2k). (3.5)
Substituting the estimate (3.5) into (3.4) and performing the integration we obtain
the upper bound of the Lemma.
For the lower bound we use the splitting (1.6), neglecting the nonnegative Q+
term and estimating the moments of Q− in the same way as we did for the second
integral term in (3.4). This completes the proof. 
We next apply the bounds for the moments of the collision terms obtained in
Lemma 3 to the steady moment equations
Qp +Gp = 0 , (3.6)
obtained from (1.17). Under suitable conditions on smoothness and decay for |v|
large of the solutions f(v), the moments of the forcing terms are calculated as follows.
In the case of pure diffusion (1.2) we have
Gp =
∫
R3
f(v)µ∆|v|2p dv = 2µ p (2p+ 1) mp−1 . (3.7)
In the case of diffusion with friction (1.3), we obtain
Gp =
∫
R3
f(v) (µ∆|v|2p−λ v · ∇|v|2p) dv
=− 2λ pmp + 2µ p (2p+ 1) mp−1 .
(3.8)
Setting µ = 0 and λ = −κ in the above identity, we obtain the case of the self-similar
solutions: (1.4)
Gp = 2κ pmp. (3.9)
Finally, for the shear flow term (1.5), we obtain the inequality
Gp = 2κ p
∫
R3
f(v) v1 v2 |v|2p−2 dv ≤ 2κ pmp . (3.10)
Hence, combining the bounds of Lemma 3 with the above identities, we find for
every p > 1, in the first three cases of forcing the double inequalities
Gp ≤ mp+ 1
2
≤ 1
1− γp
(
Gp + γp Sp
)
, (3.11)
and in the case of the shear flow the one-sided inequality
mp+ 1
2
≤ 1
1− γp
(
2κpmp + γp Sp
)
, (3.12)
where Gp are given by (3.7), (3.8) and (3.9), and Sp is given by (3.3).
Notice that since the terms Gp and Sp depend on the moments mk of order at
most p (p − 1
2
in the case of Sp ), inequalities (3.11) and (3.12) can be “solved”
recursively. More precisely, assuming some properties of the moments of lower order
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we can use the recursive inequalities to obtain information about the behavior of
the moments mp, for p large.
In order to study the summability of the series (1.16), it is convenient to formulate
the moment inequalities in terms of the normalized moments
zp =
mp
Γ(ap+ b)
, p ≥ 0, (3.13)
where a and b are constants to be determined. Indeed, the coefficients of the power
series (1.16) represent a particular case of (3.13), with p = sk
2
, a = 2
s
and b = 1.
We will therefore study the conditions on a and b under which the sequences of
normalized moments zp = z sk
2
have geometric (exponential) bounds.
We will first look for estimates of the term Sp in the moment inequalities (3.11)
and (3.12), expressed in terms of the normalized moments zp. We recall the definition
of the Beta function
B(x, y) =
∫ 1
0
sx−1(1− s)y−1 ds = Γ(x)Γ(y)
Γ(x+ y)
(3.14)
which will be used in the proof of next lemma.
Lemma 4. Let mp = zp Γ(ap+ b) with a ≥ 1 and b > 0. Then for every p > 1,
Sp ≤ AΓ
(
ap+
a
2
+ 2b
)
Zp,
where
Zp = max
1≤k≤kp
{
zk+1/2zp−k, zkzp−k+1/2
}
(3.15)
and A = A(a, b) is a constant independent of p.
Proof. Substituting (3.13) in the expression (3.3) for Sp we get
Sp =
kp∑
k=1
(
p
k
)(
Γ
(
ak +
a
2
+ b
)
Γ(a(p− k) + b) zk+1/2 zp−k
+Γ(ak + b) Γ
(
a(p− k) + a
2
+ b
)
zk zp−k+1/2
)
.
(3.16)
Using (3.14), we can rewrite (3.16) as
Γ(ap+
a
2
+ 2b)
kp∑
k=1
(
p
k
)(
B
(
ak +
a
2
+ b, a(p− k) + b) zk+1/2 zp−k
+B
(
ak + b, a(p− k) + a
2
+ b
)
zk zp−k+1/2
)
.
(3.17)
Next, we estimate the products zk+1/2 zp−k and zk zp−k+1/2 by their maximum Zp,
obtaining the following bound for the sum in (3.17)
Zp
kp∑
k=1
(
p
k
)(
B
(
ak +
a
2
+ b, a(p− k) + b) +B(ak + b, a(p− k) + a
2
+ b
))
= Zp
∫ 1
0
s
a
2
+b−1(1− s)b−1
kp∑
k=1
(
p
k
){
sak(1− s)a(p−k) + sa(p−k)(1− s)ak} ds.
(3.18)
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Since the expression in braces depends monotonically on a, we estimate it from
above by setting a = 1. Further, using the lower bound of Lemma 2, the right-hand
side of (3.18) is bounded above by
Zp
∫ 1
0
{
s
a
2
+b−1(1− s)b−1 (1− sp − (1− s)p)
+ χp
(
p
kp
)
s
a
2
+b−1(1− s)b−1(skp(1− s)p−kp + sp−kp(1− s)kp)} ds ,
(3.19)
where χp = 0 if p is an odd integer, and 1, otherwise. Neglecting the negative terms
in 1 − sp − (1 − s)p and using the definition of the Beta function again, we obtain
the bound
B
(a
2
+ b, b
)
+ χp
(
p
kp
)(
B
(
kp +
a
2
+ b, p− kp + b
)
+B
(
kp + b, p− kp + a
2
+ b
))
.
(3.20)
The first term of (3.20) is a constant independent on p; to estimate the second term
we recall the following asymptotic formula for the Gamma functions [1] :
lim
p→∞
Γ(p+ r)
Γ(p+ s)
ps−r = 1 , (3.21)
for all r, s > 0. Therefore, taking the first Beta function in the second term of
(3.20) for definiteness, we obtain(
p
kp
)
B
(
kp +
a
2
+ b, p− kp + b
)
=
Γ(p+ 1) Γ(kp +
a
2
+ b) Γ(p− kp + b)
Γ(p+ a
2
+ 2b) Γ(kp + 1) Γ(p− kp + 1)
≤ C p1− a2−2bk
a
2
+b−1
p (p− kp)b−1 .
A similar inequality can be obtained for the other Beta function term. It is clear
now that the second term in (3.20) is O(p−1) for p→∞, and since it also is locally
bounded for p ≥ 0, it is bounded uniformly in p. Denoting now by A = A(a, b) the
uniform bound of (3.20) we obtain the conclusion of the lemma. 
Remark. A more careful analysis of the expression (3.18) would allow us to obtain
a sharper upper bound
C p−aZp (3.22)
for that expression, at least for 1 ≤ a ≤ 2. Thus, the factor Γ(ap + a
2
+ b
)
in the
estimate of the lemma could be improved to Γ
(
ap − a
2
+ b
)
. However, the result
in the present formulation will be sufficient to obtain the necessary bounds for the
moments, so we will not pursue the improved estimates based on the bound (3.22).
We next obtain the simplified inequalities for the normalized moments (3.13).
Substituting (3.13) in the inequalities (3.11) and using the estimate of Lemma 4 we
obtain in the case of pure diffusion (3.7)
2µ
Γ(ap− a + b)
Γ(ap+ a
2
+ b)
p(2p+ 1) zp−1 ≤ zp+ 1
2
≤ 2µ
1− γp
Γ(ap− a+ b)
Γ(ap + a
2
+ b)
p(2p+ 1) zp−1
+
γpA
1− γp
Γ(ap + a
2
+ 2b)
Γ(ap+ a
2
+ b)
Zp , (3.23)
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for all p ≥ 1. In the case of diffusion with friction (3.8), the terms
−2λ Γ(ap+ b)
Γ(ap+ a
2
+ b)
p zp and − 2λ
1− γp
Γ(ap+ b)
Γ(ap+ a
2
+ b)
p zp (3.24)
will be added to the left and the right-hand sides of (3.23), respectively. For the
shear flow case (3.10) we obtain
zp+ 1
2
≤ 2κ
1− γp
Γ(ap+ b)
Γ(ap+ a
2
+ b)
p zp +
γpA
1− γp
Γ(ap+ a
2
+ 2b)
Γ(ap+ a
2
+ b)
Zp . (3.25)
Using Corollary 3, for every ε > 0 and for all p > 1 + ε, the constants involving
γp can be estimated as follows:
1 ≤ 1
1− γp ≤
1
1− γ1+ε = Kε (3.26)
and
γp
1− γp ≤
4Kε
p+ 1
. (3.27)
Further, using the identities
z Γ(z) = Γ(z + 1) and z (z + 1) Γ(z) = Γ(z + 2)
and estimating
0 < c3 ≤ 2p (2p+ 1)
(ap− a+ b)(ap + 1− a+ b) ≤ C3,
and
ap+
a
2
+ 2b− 1 ≤ C4 p+ 1
4
,
we can reduce the inequalities (3.23) to
c3 µ
Γ(ap− a+ b+ 2)
Γ(ap+ a
2
+ b)
zp−1 ≤ zp+ 1
2
≤ C3Kε µ Γ(ap− a + b+ 2)
Γ(ap+ a
2
+ b)
zp−1
+C4Kε
Γ(ap + a
2
+ 2b− 1)
Γ(ap+ a
2
+ b)
Zp .
(3.28)
For the additional terms (3.24) appearing in the equation with friction, we use the
inequalities
c5 ≤ 2p
ap+ b
≤ C5
to estimate them as
−C5Kελ Γ(ap+ b+ 1)
Γ(ap+ a
2
+ b)
zp and − c5λ Γ(ap+ b+ 1)
Γ(ap+ a
2
+ b)
zp. (3.29)
Finally, for the self-similar solution case we obtain the inequalities
c5 κ
Γ(ap + b+ 1)
Γ(ap+ a
2
+ b)
zp ≤ zp+ 1
2
≤ C5Kε κ Γ(ap+ b+ 1)
Γ(ap+ a
2
+ b)
zp
+C4Kε
Γ(ap+ a
2
+ 2b− 1)
Γ(ap+ a
2
+ b)
Zp ,
(3.30)
the last of which is also true in the shear flow case.
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We now study the inequalities (3.28)–(3.30) for the values of a = 2
s
corresponding
to the proposed orders of tails of the solutions. In the case of pure diffusion we take
a = 4
3
and the inequalities (3.28) take the form
c3 µ zp−1 ≤ zp+ 1
2
≤ C3Kε µ zp−1 + C4Kε
Γ(4
3
p+ 2
3
+ 2b− 1)
Γ(4
3
p+ 2
3
+ b)
Zp , (3.31)
for p > 1 + ε. We notice that if b < 1, the asymptotic formula (3.21) allows us to
control the factor in front of the Zp term in (3.31) in the following way:
C4Kε
Γ(4
3
p+ 2
3
+ 2b− 1)
Γ(4
3
p+ 2
3
+ b)
≤ 1
2
, for p ≥ p1, (3.32)
if we take p1 sufficiently large. Inequality (3.31) then becomes
c3 µ zp−1 ≤ zp+ 1
2
≤ C3Kε µ zp−1 + 1
2
Zp, for p ≥ p1. (3.33)
In the case of diffusion with friction the choice a = 1 gives us the inequalities
−C5Kε λ zp + c3 µ zp−1 ≤
Γ(p+ 1
2
+ b)
Γ(p+ 1 + b)
zp+ 1
2
≤ −c5λ zp
+C3Kε µ zp−1 + C4Kε
Γ(p− 1
2
+ 2b)
Γ(p+ b+ 1)
Zp .
(3.34)
Taking now b < 3
2
and choosing p1 large enough, we obtain using (3.21),
C4
Γ(p− 1
2
+ 2b)
Γ(p+ b+ 1)
≤ c5λ
2
and
Γ(p+ 1
2
+ b)
Γ(p+ 1 + b)
≤ 1, for p ≥ p1. (3.35)
We can then use (3.31) to obtain the following simple inequalities
C5Kε λ zp ≥ c3 µ zp−1 − zp+ 1
2
(3.36)
and
c5 λ zp ≤ C3 µ zp−1 + 1
2
c5 λZp , (3.37)
for all p ≥ p1.
Finally, in the case of self-similar solutions we take a = 2, and (3.30) becomes
c5 κ zp ≤ zp+ 1
2
≤ C5Kε κ zp + C4Kε Γ(2p+ 2b)
Γ(2p+ b+ 1)
Zp . (3.38)
We then take b < 1 and choose p1 large enough to obtain
C4Kε
Γ(2p+ 2b)
Γ(2p+ b+ 1)
≤ 1
2
, for p ≥ p1. (3.39)
Inequality (3.38) then simplifies to
c5 κ zp ≤ zp+ 1
2
≤ C5Kε κ zp + 1
2
Zp , for p ≥ p1. (3.40)
The second of these inequalities is also satisfied in the shear flow case.
We have now obtained inequalities for the normalized moments (3.13) in the form
which is simple enough to be analyzed and which, as we will see below, will allow
us to prove the results about the tail behavior stated in Section 1. Abstracting
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now from the precise meaning of the terms in inequalities (3.33), (3.36), (3.37) and
(3.40) we can say that they express the balance between the “loss terms” (moments
of order p+ 1
2
), “gain terms” (terms involving Zp), diffusion (moments of order p−1)
and friction or the force terms in the shear flow (moments of order p). We notice also
that inequalities in the form (3.28), (3.29) and (3.30) together with the asymptotic
formula (3.21) can be used to actually derive the values of a for which the series
(1.16) has finite and positive radius of convergence. For the sake of simplicity, since
these values are already known from the formal arguments, we will not perform
these computations here.
4. Proofs of Theorems 1 and 2
Proof of Theorem 1. We will establish the following statement that will imply the
conclusion of the Theorem (see also the Remark that follows Theorem 2). We show
that for every p0 > 1 there are positive constants c, q, depending on m0 and m1
only, and C, Q, depending on m0, p0 and mp0 only, such that
c qk ≤
m sk
2
k!
≤ C Qk, (4.1)
for all k ≥ 2
s
, where s = 3
2
in the case of the pure diffusion, s = 2 in the case of
diffusion with friction, and s = 1 for the self-similar solutions (1.4). Equivalently,
we can set a = 4
3
, a = 1 and a = 2 in the respective cases and look for the estimates
c qp ≤ zp ≤ C Qp, (4.2)
for all p ≥ 1, with zp defined as in (3.13). (The constants in (4.2) have to be modified
to match those in (4.1).)
Notice that it would be sufficient to prove (4.2) for a certain value of b > 0 in the
definition of zp (3.13). Indeed, since
C1 p
b1−b2 ≤ Γ(ap+ b1)
Γ(ap+ b2)
≤ C2 pb1−b2,
changing the value of b in (3.13) essentially results in the multiplication of zp by the
factor Cpb1−b2 , which can be compensated for by adjusting the constants in (4.2).
We fix the value of b < 1 so that inequalities (3.31), (3.33) and (3.34) are available
for p sufficiently large.
The proof of the inequalities (4.2) will be accomplished in two steps. The first
one will be to show that (4.2) holds on the initial interval, 1 ≤ p ≤ p1, where p1
(dependent on p0 and b) is chosen so that inequalities (3.32) and (3.35) hold with
ε = 1−p0
2
.
Step 1: Initial interval. We notice that for 1 ≤ p ≤ p1, the Gamma function is
bounded both from above and from below:
0 < c0 ≤ 1
Γ(ap+ b)
≤ C0, (4.3)
where for a > 0 and b > 0 the constants c0 and C0 depend only on a, b and p0.
Thus, on the initial interval it suffices to estimate mp instead of zp in (4.2).
Estimates of high-energy tails for the Boltzmann equations 19
To obtain the desired estimate, we first use Jensen’s inequality to derive for every
0 < p′ < p < p′′ the inequalities(
m
1/p′
p′
)p ≤ mp ≤ (m1/p′′p′′ )p. (4.4)
Taking p′ = 1 and p′′ = p0 we obtain the bounds
c qp ≤ mp ≤ C Qp (4.5)
for 1 ≤ p ≤ p0, with c = C = 1, q = m1 and Q = Q0 = max{1, m1/p0p0 }.
Step 1: Pure diffusion. We take ε = p0−1
2
, use the bounds (3.26) and (3.27) in the
moment inequalities (3.11), (3.7) and estimate
Sp ≤ 2p+1Mp , where Mp = max
1≤k≤kp
{
mkmp−k+ 1
2
, mk+ 1
2
mp−k
}
. (4.6)
We then obtain, for all p > 1 + ε, the inequalities
2µ (2p+ 1)mp−1 ≤ mp+ 1
2
≤ 2Kε µ p (2p+ 1)mp−1 +Kε2p+1Mp . (4.7)
Now we see that using (4.7) we can extend the bounds (4.5) (by augmenting the
constants q and Q if necessary) to the interval 3
2
+ ε ≤ p ≤ p0 + 12 . Using the
interpolation inequality (4.4) we can then extend the bounds (4.5) to all intermediate
values p0 < p < p0 +
1
2
.
Further, by iterating inequalities (4.7) we can cover the interval p0 ≤ p ≤ p1 by
a fixed number of subintervals of length at most 1
2
, so that finally inequalities (4.5),
with the constants depending on m0, m1, p0 and mp0 only, will be extended to the
whole interval 1 ≤ p ≤ p1 .
Step 1: Diffusion with friction. We argue as in the previous case and obtain using
(3.11), (3.8) the following upper bounds for mp+ 1
2
:
mp+ 1
2
≤ −2Kε λ pmp + 2Kε µ p (2p+ 1)mp−1 +Kε2p+1Mp , (4.8)
for all p > 1 + ε. Neglecting the non-positive friction term on the right-hand side
yields the same upper bounds as in the pure diffusion case. On the other hand, the
lower bound can be written in the form
2 λ pmp +mp+ 1
2
≥ 2µ p (2p+ 1)mp−1 , (4.9)
which implies that for every p > 1 one of the following inequalities is true:
2 λ pmp ≥ µ p (2p+ 1)mp−1 or mp+ 1
2
≥ µ p (2p+ 1)mp−1
Combining the two inequalities and using the interpolation inequality (4.4) in the
second of the cases we obtain
mp ≥ min
{
µ
λ
(p+ 1
2
)mp−1 ,
(
µ p (2p+ 1)mp−1
) 2p
2p+1
}
.
This allows us to extend the lower bound (4.5) iteratively to the interval 1 ≤ p ≤ p1.
Step 1: Self-similar solutions. Using the moment inequalities (3.11), (3.9) and
arguing as above we obtain
2κ pmp ≤ mp+ 1
2
≤ 2Kε κ pmp +Kε 2p+1Mp , (4.10)
for all p ≥ 1 + ε. Using these bounds we extend (4.5) to the interval 1 ≤ p ≤ p1 by
the same iterative argument as in the pure diffusion case.
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We now pass to Step 2 and use inequalities (3.33), (3.36) and (3.37) to extend
bounds (4.2) to all p ≥ 1 by an induction argument. The base of the induction is
established by virtue of the bounds (4.5) and (4.3) on the interval 1 ≤ p ≤ p1. We
further verify the induction step separately in each of the three cases.
Step 2: Pure diffusion. Our aim is to find the constants q and Q in such a way that
for every n = 1, 2, 3 . . . , the inequalities (4.2) for 1 ≤ p ≤ p1 + n−12 imply the same
inequalities for p1 +
n−1
2
≤ p ≤ p1 + n2 . Thus, assuming (4.2) for 1 ≤ p ≤ p1 + n−12
we use (3.33) to find
c3 µ c q
p−1 ≤ zp+ 1
2
≤ C
(
C3Kp0 µQ
− 3
2 +
1
2
)
Qp+
1
2 .
Taking q ≤ (c3 µ) 23 and Q ≥ (2C3Kp0 µ)
2
3 we obtain the inequality
c qp+
1
2 ≤ zp+ 1
2
≤ C Qp+ 12 ,
from which it follows that (4.2) is true for p1 +
n−1
2
≤ p ≤ p1 + n2 .
Step 2: Diffusion with friction. The upper bound case can be treated similarly to
the previous one, with the difference that inequalities (3.37) will allow us to increase
p by one in each step, instead of one half , as in the pure diffusion case. Thus, for
every n = 1, 2, 3 . . . , we assume (4.2) for 1 ≤ p ≤ p1+n− 1 and obtain using (3.37),
zp+1 ≤
( C3 µ
C5 λ
Q−1 +
1
2
)
C Qp+1 .
We now take Q ≥ 2C3µ
C5λ
to obtain the inequalities
zp+1 ≤ C Qp+1,
which imply the upper bound (4.2) for p1 + n− 1 ≤ p ≤ p1 + n.
For the lower bound we see that assuming (4.2) to be true for 1 ≤ p ≤ p1 + n−12 ,
the inequalities (3.36) imply that at least one of the inequalities
Kε C5 λ zp ≥ 1
2
c3 µ c q
p−1 or zp+ 1
2
≥ 1
2
c3 µ c q
p−1
is true. By choosing q < min
{(1
2
c3 µ
) 2
3 ,
c3 µ
2KεC5 λ
}
we obtain (4.2) for p1 +
n−1
2
≤
p ≤ p1 + n2 .
Step 2: Self-similar solutions. We use inequalities (3.40) and argue as in the pure
diffusion case, assuming for every n = 1, 2, 3 . . . that (4.2) holds for 1 ≤ p ≤ p1+ n−12 .
We then find
c5 κ c q
p ≤ zp+ 1
2
≤
(
C5KεκQ
− 1
2 +
1
2
)
C Qp+
1
2 .
Therefore, taking q < (c5 κ)
2 and Q > (2C5Kεκ)
2 we obtain (4.2) for p1 +
n−1
2
≤
p ≤ p1 + n2 .
We can now complete the proof of Theorem 1 by an induction argument. 
The above proof contains the proof of Theorem 2 as a special case: indeed the
inequalities for the normalized moments in the shear flow case coincide with the
upper inequalities for the case of self-similar solutions. The result of Theorem 2
is weaker than in the latter case, since we were not able to obtain suitable lower
bounds for the moments in the shear flow problem.
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Concluding Remarks
The estimates for the normalized moments that we established certainly deserve
more attention that we were able to give them in the framework of the steady
solutions to the kinetic equations. In fact, we hope to return to the problem of the
time-evolution of the tails by the moment method in a separate paper. Another
promising direction of study stems from the use of the integral bounds together
with maximum principles for kinetic equations, in the form suggested by C. Villani
[32]. There are indications that such methods may yield more precise asymptotics
(in particular, pointwise upper bounds) for some cases of kinetic equations [18].
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