Extraction of Alternative Candidates for Unnatural Adjective-Noun Co-occurrence Constructions of English  by Shibata, Masahiro et al.
 Procedia - Social and Behavioral Sciences  27 ( 2011 )  32 – 41 
 
Pacific Association for Computational Linguistics (PACLING 2011) 
 
Extraction of Alternative Candidates for Unnatural 
Adjective-Noun Co-occurrence Constructions of English 
 
Masahiro Shibataa*, Toshiaki Funatsub, Yoichi Tomiurac 
 
aResearch Institute for Information Technology, Kyushu University, 744 Motooka Nishi-ku Fukuoka,Japan bGraduate 
School of Information Science and Electrical Engineering, Kyushu University, 744 Motooka Nishi-ku Fukuoka, Japan 
cFaculty of Information Science and Electrical Engineering, Kyushu University, 744 Motooka Nishi-ku Fukuoka,Japan 
 
 
 
 
Abstract 
 
While it is already possible to construct a large-scale English corpus easily and inexpensively using web documents, 
such documents have problems of reliability with respect to their English quality. Thus, we have developed a system 
that automatically gathers English technical papers from the web, sorts them into those written by native speakers and 
those written by non-native speakers, and then uses them to construct a native speaker and non-native speaker corpus. 
We discuss a method of using the corpus for providing alternative candidates for appropriate adjectives against 
unnatural English adjective-noun co-occurrence constructions <a,n>. The appropriateness of adjective a' is evaluated 
based on the similarity of the occurring environments between a and a'. 
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1. Introduction 
 
In this paper, we discuss corpus construction using web documents and a method for extracting 
alternative candidates from the corpus for an appropriate expression against an unnatural English 
expression as part of our research on English writing support systems.  
Currently, much research is being conducted on the use of web documents for the teaching and support 
of writing English. While it is already possible to construct a large-scale English corpus easily and 
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inexpensively using web documents, such documents have problems of reliability with respect to their 
English quality. On the World Wide Web (hereafter simply the “web”), there are both documents written 
by English native speakers, or those who can write English at a level similar to a native speaker (hereafter 
“NS documents”) and documents written by English non-native speakers that may include grammatical 
errors and unnatural expressions that native speakers never use (hereafter “NNS documents”). To 
construct a high-quality corpus, therefore, we should remove NNS documents and only use NS 
documents. Moreover, in the field of English education, NNS documents can also be valuable resources 
for extracting unnatural expressions that are characteristic of non-native speakers. We thus developed a 
system that automatically gathers English language technical papers from the web, sorts them into NS and 
NNS documents, and constructs a native speaker and non-native speaker corpus (NS/NNS corpus). We 
gathered 13,938 NS documents and 3,122 NNS documents over a span of about two months.  
Nakano and Tomiura proposed a method for extracting alternative candidates for the appropriate verb 
v0 against unnatural verb v in the Japanese noun-verb co-occurrence construction <n,c,v> (Nakano and 
Tomiura, 2010a; 2010b; 2011).a To actually use the NS/NNS corpus, we developed a trial system for 
providing alternative candidates for appropriate adjective a0 against unnatural adjective a in English 
adjective-noun co-occurrence construction <a,n> used by non-native speakers in which adjective a 
modifies noun n using a method based on Nakano’s method.b,c When English non-native speakers write 
in English, they are sometimes unsure whether a co-occurrence construction they use is a natural 
expression. However, they may not think of other alternative candidates because of their lack of English 
vocabulary knowledge. If the system, however, can automatically provide some alternative candidates for 
their original co-occurrence construction, then they will be able to select the appropriate one from the 
given alternative co-occurrence constructions using the system results and dictionaries.  
We describe herein a method of constructing an NS/NNS corpus and a method of providing alternative 
candidates against an unnatural co-occurring construction. Next, we examine the usability of the 
constructed NS/NNS corpus. 
 
2. Related Works 
 
Yi et al. developed a writing support system using hit count data from web search engines (Yi, Gao, 
Dolan, 2008). They divided an input sentence into chunks and made AND queries from combinations of 
the chunks. They then identified usage errors based on the hit count and length of the query. Furthermore, 
they mined the correct usage of the error using snippets from the search results. By extracting candidates 
from snippets, they were able to obtain more diverse candidates than would be possible by extracting 
 
 
 
a In Japanese, postpositional particle c is attached with noun n to assign case with <n,c> modifying verb v in 
the sentence.  
 
b We expect that even non-native speakers can select an appropriate noun with relative ease. In contrast, selecting an 
appropriate adjective is more difficult because the selection of adjectives is more ambiguous than that of nouns. Thus,   
we discuss appropriate alternative adjective a0 against the unnatural adjective a of <a,n> under the condition that n 
has been correctly selected. 
c 
According to an interview with an expert proofreader of English technical papers, non-native speakers make errors more 
frequently when selecting adjectives in adjective-noun co-occurrence constructions compared with when selecting verbs in 
verb-noun co-occurrence constructions. 
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candidates from synonyms in dictionaries. However, they also reported that the precision of correcting 
unnatural co-occurrence constructions was only 37.3% in the case of adjective-noun co-occurrence 
constructions.  
Totsugi et al. focused on adjective noun co-occurrence constructions and developed a system that 
provides alternative candidates for appropriate adjectives according to the input noun (Totsugi and 
Nishina, 2002). They sorted candidate adjectives based on the combination of three measures: co-
occurrence frequency in the NS corpus, point-wise mutual information with the input noun, and similarity 
with the input adjective. The similarity between two adjectives is defined as the cosine of their feature 
vectors created from their occurring environments. The occurring environment is the circumstances 
surrounding the target word. In many cases, the occurring environment is measured based on the 
tendencies of co-occurring words with the target word. They used the frequencies of nouns co-occurring 
with the target adjective. While Totsugi et al. used occurring environments to obtain the likelihood that 
candidate adjectives might be synonyms of input adjectives, we, on the other hand, consider the similarity 
in occurring environments to be the most important measure where extracting alternative candidates. In 
addition, they have yet to actually evaluate their proposed method.  
As mentioned in Section 1, Nakano and Tomiura proposed a method for providing alternative 
candidates for the appropriate verb v0 against unnatural verb v in the Japanese co-occurrence construction 
<n,c,v> (Nakano and Tomiura, 2010a; 2010b; 2011). They assumed that an appropriate verb v0 that 
replaces v in inappropriate co-occurrence construction <n,c,v> tends to have an occurring environment 
similar to v. They estimated candidates for an appropriate v0 based on the similarity of the occurring 
environments between the input verb v and each candidate v’. The similarity between v1 and v2 was 
evaluated according to Hindle's method (Hindle, 1990), which is based on point-wise mutual information. 
For calculating similarities, they used 17 years' worth of Mainichi Newspaper Data (1991-2007). They 
evaluated the system performance of their method using 260 test items and reported that they could obtain 
appropriate verbs from the top 30 candidates at a rate of 70%. Furthermore, they reported that when they 
asked Chinese international students learning Japanese to use their system, the Chinese participants could 
easily correct 30% of unnatural co-occurrence constructions by themselves. 
 
3. Gathering Native Speaker and Non-native Speaker English Documents from the Web  
 
3.1. Construction of NS/NNS Corpus  
 
To develop our system to assist in the writing of English compositions, we gathered English technical 
papers from the web. We chose to gather texts freely available on the web because if we had gathered 
English technical papers from restricted sites of organizations such as libraries, academic societies, and 
commercial companies, we would have run the risk of violating their terms of service for using such 
documents. Furthermore, frequent access to the same site over a short period of time carries the risk of 
being regarded as a network attack. Therefore, we targeted English language technical papers that are 
freely available to the public written by individuals belonging to academic or educational institutions and 
posted on their private web pages.  
Using web crawlers to find and obtain the above-mentioned target papers is highly inefficient because 
crawlers infrequently reach sites that satisfy the above conditions, and thus it is difficult to gather large 
amounts of usable English language technical papers in a short period of time. As an alternative to web 
crawlers, we used the web search API developed by Yahoo! (http://developer.yahoo.co.jp/) to gather 
English technical papers.  
Before using the search engine, search queries must be prepared. To make a query set Q, we used the 
“List of Categories, Areas, Disciplines and Research Fields” in the application guidelines of the Grant-in- 
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Aid for Scientific Research of the Japan Society for the Promotion of Science. This list is a table of 
academic study topics in various fields. We extracted all terms of categories, academic areas, disciplines, 
research fields, and keywords from the table to make the initial query set.  
We then gathered English documents from the web using Q as follows: 
 
1. Pick up q from Q and set Q ĸ Q - {q}.   
2. Search the web by query q using the search engine. At this time, we set the request parameters as 
follows:  
format : “pdf” 
language : “en” 
country : “us” or “jp” 
The country parameter was set to “us” in the case of gathering NS documents and to “jp” in the 
case of gathering NNS documents. This parameter was used to roughly sort the documents into 
NS and NNS documents. Subsequent stricter classification is executed in Step 5.  
3. Fetch the PDF documents according to the URLs contained in the search results of Step 2. At 
this time, we must take care of the following points. First, we must confirm whether each URL is 
that of an academic or educational institute (i.e., whether its domain ends in “.edu” or “.ac.jp”) 
and whether each URL is that of a private web page (i.e., whether it includes “~”). Second, we 
must observe the policy of the target sites according to “robots.txt” to avoid gaining 
unauthorized access. Third, we confirm whether each URL has already been fetched and avoid 
obtaining the same PDF documents redundantly.   
4. Confirm whether each fetched document is an academic paper. If a document has keywords 
particular to academic papers such as “abstract,” “introduction,” “conclusion,” “reference,” and 
“summary,” we regard it as a technical paper. Only documents evaluated as academic papers are 
kept; the rest are discarded.   
5. Classify each fetched paper as either an NS document, an NNS document, or an unidentified 
document (that is, its nativeness is not clear) and add it to the respective NS or NNS corpus. 
Unidentified documents are removed. This classification is executed using a method described in 
the paper of Shibata, Tomiura, and Mizuta (2009).   
6. Extract technical terms from the set of fetched papers obtained through Steps 2-5 using c-value 
(Frantzi, Ananiadou, Mima, 2000).d Let T be a set of technical terms extracted above. Add each t 
in T to Q. Furthermore, add a new query “q t” to Q if the hit count with query q is over 1000.  
 
While the set Q is not empty, our system repeats the above steps and continues to gather English 
technical papers. 
 
 
 
d 
The c-value method is an approach for multi-word automatic term recognition. C-value is defined as the measure of 
termhood of word sequence w as follows: 
 
 1   , (1)  CV (w)   log2  w   f (w) ෥ ෤ f (w')      
 P(Tw ) w'  Tw    
 
where f (w) is the occurrence frequency of w in the corpus, Tw is the set of word sequences that contain w, and P(Tw) 
is the number of elements of Tw. C-value is evaluated according to comparison of frequencies between w and word 
sequences containing w. 
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To develop the classification system in Step 5, we must set up an appropriate meta-parameter.e We 
prepared training and test data for adjustment of the meta-parameter as follows. First, we gathered 497 
“us” documents and 496 “jp” documents in the same way as in Steps 2-4. Second, we asked an English 
language proofreading company to manually classify these 993 documents into NS and NNS documents.f 
We estimated the appropriate meta-parameter according to a cross validation test. We set up the meta-
parameter such that the precision of the judgment of NS documents was 94%, the recall of the judgment 
of NS documents was 25%, the precision of the judgment of NNS documents was 92%, and the recall of 
the judgment of NNS documents was 22%.g  
In Step 6, we extracted technical terms and added queries to Q because the terms extracted from the 
“List of Categories, Areas, Disciplines and Research Fields” are only rough categories related to 
academic studies, such as “computer science,” and thus they do not denote the concrete contents of the 
studies in which they appear. However, technical papers related to computer science do not always 
include the phrase “computer science” and thus it is difficult to obtain a large number of technical papers. 
Therefore, we extracted technical terms from the fetched technical papers and added them to Q to obtain 
more keywords to use for searching technical papers. An additional problem is the fact that we can only 
obtain a maximum of 1,000 URLs per query using the search API even when its hit count has surpassed 
1,000. Therefore, we made a new query “q t” for every t and added it to Q. Using this extended query, we 
can gather more papers that are not included in the provided search results because of the limitations of 
the search API.  
In total, we gathered 13,938 NS documents and 3,122 NNS documents. 
 
3.2. Using the NS/NNS Corpus 
 
Considering the use of the NS/NNS corpus for education and writing support systems, it is desirable 
that the NS corpus consists of only NS documents and that the NNS corpus consists of only NNS 
documents. For instance, in the system for extracting alternative candidates for an appropriate adjective 
a0 against the unnatural adjective-noun co-occurrence construction <a,n> (explained in Section 4), each 
provided candidate a’ naturally co-occurs with n. To guarantee this naturalness, we make a set of 
candidates A(n) from adjectives which co-occur with n in the NS corpus. If a group of NNS document is 
included in the NS corpus and the system provides an incorrect candidate as an appropriate alternative 
adjective because of the incorporation of NNS documents, then users may use the unnatural expression 
for their writing due to their faith in the accuracy of the system. In contrast, even if an adjective that is 
 
 
e  
The meta-parameter of our classification system is a significant level  ˞    of statistic testing.  
f 
The proofreaders classified each document into an NS document, an NNS document, and an unidentified document  based 
on criteria such as the presence of grammatical errors not typically made by native speakers, the existence of strange 
expressions, and the number of minor errors.  
g 
Compared with the paper of Shibata, Tomiura, and Mizuta (2009), the recall was quite low. The examination documents 
used in the previous study were classified manually based on criteria such as the conference venue and the nationalities of the 
authors, and thus it was easier to classify these items into NS and NNS documents. In contrast, the data used in this study 
were automatically gathered from the web, and include a large number of intermediate-type documents, for which the degree of 
naturalness of English is difficult to judge in terms of whether it is an NS or NNS document.  
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actually appropriate as an alternative adjective of a in the unnatural co-occurrence construction <a,n> 
does not exist among the provided candidates, then there may still be another appropriate candidate 
among the remaining candidates. 
With regard to the training and test data that we prepared for the meta-parameter adjustment in Step 5 
in Section 3.1, only 388 of the above 497 “us” documents (78%) were actually judged to be NS 
documents by the English language proofreaders. In contrast, our classification system is designed so that 
the precision of the judgment of NS documents is 94%. If the performance of document classification in 
the practical corpus construction is maintained nearly as well as in the cross validation test, then fewer 
NNS documents will be included in the NS corpus compared with when using all “us” documents. 
 
4. Providing Alternative Candidates against Unnatural Co-occurrence Constructions 
 
In our system, the alternative candidates for an appropriate adjective against an unnatural co-
occurrence construction <a,n> are extracted and provided as follows. 
The system first makes a set of candidate adjectives according to the input co-occurrence construction 
<a,n>. The appropriate alternative a0 to incorrect adjective a should co-occur with n. If a scale of the NS 
corpus is adequately large, co-occurrence construction <a0,n> is expected to be found in the corpus. Thus, 
we make a set of adjectives which co-occur with n at least once in the NS corpus and call it A(n).  
Similar to the reasoning of Nakano and Tomiura, we assumed that appropriate adjective a0 tends to 
have an occurring environment similar to a. Therefore, our system provides candidate adjectives in 
descending order of similarity of the occurring environments between a and a’ in A(n). The user manually 
determines whether an appropriate alternative exists in the provided candidates using dictionaries as 
needed.  
Next, we explain the similarity of occurring environments. We define the occurring environment of 
adjective a as the conditional probability distribution of nouns co-occurring with a. Let Pa1 be the 
conditional probability distributions of a1, and Pa2 that of a2. The similarity Sim(a1,a 2) between Pa1 and 
Pa2 is evaluated based on Jansen-Shannon Divergence (JS-Divergence). JS-Divergence is the extension 
of Kullback-Leibler Divergence (KL-Divergence). KL-Divergence represents the dissimilarity between 
two probability distributions P and Q, as follows: 
 
DKL (P  Q)     ෤ P(x) log P(x) , (2)  
Q(x)
 
x  Dx     
where Dx  is the domain of random variable X. However, KL-Divergence is asymmetric with regard to P  
and Q, that is DKL (P   Q) ำ  DKL (Q P) . KL-Divergence is also problematic in that  DKL (P   Q)  becomes
෱   if x exists in Dx  where  P(x)   0 and  Q(x)   0 . In JS-Divergence, the average of two distributions P
and Q is introduced to avoid the above problem. Letting R be the average of P and Q, JS-Divergence is 
defined as the average of  DKL (P R)  and DKL (Q R) , as follows: 
 
DJS (P   Q)   
1
2  DKL (P   R)   DKL (Q   R) , (3) 
R(x)   
1
2  P(x)  Q(x) . (4) 
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The  range  of  DJS (P   Q)   is  [0,1],  and  DJS (P   Q)   becomes  smaller  if  P  is  more  similar  to  Q. 
 
Therefore, we define the similarity Sim(a1,a2) between Pa1  and Pa2  as follows:  
 
Sim(a1 , a2 )  1 ෥  DJS (Pa1 
 
(5) 
 
Pa 2 ). 
 
 
We extract all <a,n> occurring in the NS corpus constructed in Section 3 and estimate the conditional 
probability distribution Pa for each a of 11,347 adjectives.  
Because of their lack of English vocabulary and collocation knowledge, the difficulty of selecting 
natural expressions for non-native speakers lies in the fact that they cannot think of appropriate candidate 
adjectives to express their intentions and they cannot judge by themselves whether an expression they use 
is actually naturally used in English. In the method outlined above, the naturalness of each provided 
candidate is guaranteed with high reliability. Furthermore, we can limit the appropriate candidates to 
high-ranking ones following the report of Nakano and Tomiura. Therefore, a user of our system only 
needs to check some relatively high-ranking candidates to see whether one of them is appropriate to 
express their intention. This task is not difficult even for English non-native speakers. Table 1 is an 
example list of candidate adjectives provided by our system in the case of inputting co-occurrence 
construction <practical, time>. In this table, we can notice that each mean of candidate adjective is not 
difficult. Moreover, except for a few candidates, we can judge easily whether each candidate is unrelated 
to the user’s intention without the aid of dictionaries. 
 
Table 1. List of candidates adjectives in the case of <practical, time>. 
 
rank:1-25 rank:26-50 rank:51-75 rank:76-100 
specific educational immediate ordinary 
particular unique alternative final 
different relevant TRUE first 
general critical objective comparable 
pedagogical key instructional desired 
interesting actual initial inherent 
important current historical given 
additional formal universal former 
similar latter easy creative 
possible cognitive perceived fourth 
only traditional central intellectual 
real crucial very wrong 
own differing optimal correct 
various good reasonable single 
computational overall natural reported 
many certain original valuable 
logical social non-trivial varying 
common effective precise necessary 
new dual proposed learning 
third following developmental aggregate 
appropriate special future familiar 
second serious prior limited 
same ideal distinct integrate 
such typical other popular 
proper subjective exact corresponding 
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5. Examination  
 
5.1. Test Data Set  
 
Before conducting the examination, we prepared unnatural English adjective-noun co-occurrence 
constructions as follows. To extract unnatural co-occurrence constructions, we used the NS/NNS corpus 
constructed in Section 3. Even in the NNS corpus, we believe that many of the co-occurrence 
constructions are used correctly and that only a small percentage are unnatural. On the other hand, we 
expected all of the co-occurrence constructions used in the NS corpus to be natural and correct. Therefore, 
we regarded co-occurrence construction <a,n> as a candidate for an unnatural co-occurrence constructions 
when it occurred in the NNS corpus but not in the NS corpus; then we extracted such co-occurrence 
constructions. Nonetheless, these automatically extracted co-occurrence constructions may have included 
natural ones. We thus asked the previously mentioned English proofreading company to check these 
candidates for unnatural co-occurrence constructions and to manually confirm whether each co-
occurrence construction was natural or unnatural. When a co-occurrence construction was regarded as 
unnatural, a native English proofreader would append an alternative appropriate adjective a0 to it. We then 
made the test data set, consisting of 121 co-occurrences with their appended correct answers <a,n,a0> . 
 
5.2. Methodology 
 
For each <a,n,a0> in the test data set made in Section 5.1, we extracted the candidates for alternative 
adjectives against a in <a,n> and then sorted them in descending order of similarity. We evaluated the 
rank of each correct adjective; when a correct adjective a0 was ranked r-th on the adjectives list, we 
regarded the rank of this <a,n,a0> as r. We evaluated the system performance according to the ratio of 
whether correct adjective a0 was included among the top R-th adjectives on the list for the entire test data 
set. We called this ratio the top R accuracy. 
 
5.3. Examination Results 
 
We show the top R accuracies using the proposed method of changing R in Figure 1. To observe the 
relationship between the system performance and the scale of the NS corpus, which was used in the 
estimation of the adjectives’ occurring environments, we used 5,000, 7,000, 10,000, 12,000, and all 
collected documents, which were randomly selected out of the available 13,938 NS documents, to extract 
the adjective-noun co-occurrence constructions mentioned in Section 4, and then evaluated the top R 
accuracies for each scale of the NS corpus.  
First, we focused on the performance of the system of changing the scale of the NS documents. When 
R was under 40, the top R accuracies were higher in the case of using over 10,000 documents compared 
with using 10,000 or fewer documents. On the other hand, performance was almost the same when the 
scale of the documents was greater than 10,000. However, when R was over 40, the top R accuracies 
became higher as the scale of the corpus increased. We therefore expect that system performance will 
increase as the scale of the corpus is enlarged. 
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Figure 1. Top R accuracies using proposed method of changing R. 
 
In the case of using all NS documents, we found that the top 30 accuracy was 45%; that is, the 
appropriate adjective could be found at a rate of 45% when using the top 30 candidates provided by the 
system. According to the paper of Nakano and Tomiura (2010a), the top 30 accuracy in the case of the 
Japanese co-occurrence construction <n,c,v> was 70%. These results show that Nakano’s method 
performs more highly in the case of Japanese noun-verb co-occurrence constructions than in the case of 
English adjective-noun co-occurrence constructions. We suppose that one possible reason for these 
different results is that the scale of our corpus is still smaller than that used by Nakano and Tomiura; 
another possible reason is that the distribution of the occurring environments of verbs is more 
concentrated than that of adjectives in general.  
We show an example of the candidate adjectives provided by our system in Table 1. This is the list of 
candidate adjectives provided in the case of the unnatural co-occurrence construction <practical, time>. 
As can be understood from the table, generally speaking, even against 100 candidates, the user can be 
expected to easily and quickly determine whether each candidate is appropriate. If we check the top 60 
candidates instead of the top 30 candidates, the top 60 accuracy becomes 54%. If we check the top 100, 
on the other hand, the top 100 accuracy becomes 62%. Finally, Figure 1 shows that we can expect to 
improve the top 60 accuracy and the top 100 accuracy as the scale of the corpus increases. 
 
6. Conclusion 
 
We developed a system of automatically gathering English technical papers from the web and 
constructed an NS/NNS corpus consisting of 13,938 NS documents and 3,122 NNS documents. As for 
using the corpus, we created a trial system to extract alternative candidates for appropriate adjectives 
against unnatural English adjective-noun co-occurrence constructions. Our experimental results showed 
that the system can identify appropriate adjectives at a rate of 62% using the proposed method when the 
top 100 candidates provided by the system are checked by the user. Checking the top 100 candidates is 
very easy in the case of adjective-noun co-occurrence constructions. Furthermore, we can expect the 
accuracy of the system to improve as the scale of the corpus increases. 
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