In the paper, we give an affirmative answer to the conjecture in [2] . We prove that a Shamsuddin derivation D is simple if and only if Aut(K[x, y 1 , . . . , y n ]) D = {id}. In addition, we calculate the isotropy groups of some Shamsuddin derivations of K[x, y 1 , . . . , y r ].
Introduction
Throughout this paper, we will write K for any field with characteristic zero and R := K[x, y 1 , . . . , y n ] for the polynomial algebra over K in n + 1 indeterminates x, y 1 , . . . , y n . ∂ x , ∂ i will denote the derivations ∂ ∂x , ∂ ∂y i of R for all 1 ≤ i ≤ n, respectively. More generally, if s, r 1 , . . . , r s ≥ 1 are integers and x {y i,j : i = 1, . . . , s, j = 1, . . . , r i } are indeterminates over K, ∂ i,j will denote the derivation for any a, b ∈ R and D(c) = 0 for any c ∈ K. The set of all K-derivations of R is denoted by Der K (R). An ideal I of R is called D-stable if D(I) ⊂ I. R is called D-simple if it has no proper nonzero D-stable ideal. The K-derivation D is called simple if R has no D-stable ideals other than 0 and R. For some examples of simple derivations, see [1] , [3] , [5] , [6] , [8] , [9] , [10] , [11] .
Let Aut(R) act on Der K (R) by:
The isotropy subgroup is defined to be:
Observe that if D is such a Shamsuddin derivation of R, then grouping the terms that have the same a i and renaming the indeterminates y i and the polynomials a i , b i if necessary, we can write D in the following form:
for every i and every (i, j), a i = a l for i = l.
In [2] , L.N.Bertoncello and D.Levcovitz have proved that the isotropy group of simple Shamsuddin derivations is trivial. They also conjectured that if the isotropy group of a Shamsuddin derivation is trivial, then the Shamsuddin derivation is simple. In our paper, we give an affirmative answer to the conjecture. In addition, we calculate the isotropy groups of some Shamsuddin derivations of K[x, y 1 , . . . , y r ].
2 Affirmative answer to the conjecture in [2] 
is any polynomial automorphism of K[x, y 1 , . . . , y r ]. for all 1 ≤ t ≤ r. That is,
This completes the proof.
If there exists j 0 ∈ {1, 2, . . . , r} such that b j 0 (x) = 0, then it is easy to verify that (x, y 1 , . . . ,cy j 0 , . . . , y r ) ∈ Aut(K[x, y 1 , . . . , y r ]) d for anyc ∈ K * . Thus,
Then the following two statements are equivalent:
(1) d is a simple derivation; 
= 0, g tβt (x) = 0 for some |α| = d, |β t | = n t and for all 1 ≤ t ≤ r. Then we have the following equations:
We view that the polynomials are in K[x][y 1 , . . . , y r ] with coefficients in K[x] when we compare the coefficients of y α 1 1 · · · y αr r . If |α| ≥ 1, then we have
by comparing the coefficients of y α 1 1 · · · y αr r with |α| = d of equation (2.7). Thus, we have f α (x) = 0 for all |α| = d by comparing the degree of x of equation (2.8) . This is a contradiction. Therefore, we have |α| = 0. That is, f (x, y 1 , . . . , y r ) = f 0 (x). It follows from equation (2.7) that f ′ 0 (x) = 1. Thus, we have f 0 (x) = x + c for some c ∈ K. That is, f (x, y 1 , . . . , y r ) = x + c. It follows from equation (2.6) that
If |β t | ≥ 1, then we have
by comparing the coefficients of y β t1 1 · · · y βtr r with |β t | = n t of equation (2.9) for all 1 ≤ t ≤ r. Thus, we have g tβt (x) ∈ K for all |β t | = n t and g tβt (x) ∈ K * for some β t = n t and for all 1 ≤ t ≤ r, and a(x + c) = (β t1 + · · · + β tr )a(x) (2.11) by comparing the degree of x of equation (2.10) for some g tβt (x) ∈ K * . Thus, we have |β t | = 1 by comparing the highest degree of x of equation (2.11) for all 1 ≤ t ≤ r. Therefore, there exists j 0 ∈ {1, 2, . . . , r} such that β tj 0 = 1 and β tj = 0 for all j = j 0 and for all 1 ≤ t ≤ r. Therefore, we have
for some c tj ∈ K, det(c tj ) r×r = 0 and for all 1 ≤ t, j ≤ r.
(1) If c = 0, then Aut(K[x, y 1 , . . . , y r ]) d = {id} because (x + c, g 1 , . . . , g r ) ∈ Aut(K[x, y 1 , . . . , y r ]) d for some g 1 , . . . , g t ∈ K[x, y 1 , . . . , y r ].
(2) If c = 0, then it follows from equation (2.9) that
. . , 0)}. Without loss of generality, we can assume that k 1 = 1. Since equation (2.13) is satisfied by g t0 (x) for all 1 ≤ t ≤ r, we can choose a t such that t = 1. Let 1 − c 11 = e, c 1j = e · k j for all 2 ≤ j ≤ r. Then g 10 (x) = e · Q(x) satisfies equation (2.13) for any e ∈ K * . Thus, g 1 (x, y 1 , . . . , y r ) = (1 − e)y 1 + e · r j=2 k j y j + e · Q(x) for any e ∈ K * . Therefore, we have (x, (1 − e)y 1 + e · r j=2 k j y j + e · Q(x), y 2 , . . . , y r ) ∈ Aut(K[x, y 1 , . . . , y r ]) d for any e ∈ K * , e = 1. That is, Aut(K[x, y 1 , . . . , y r ]) d = {id}. This completes the proof.
Corollary 2.4. Let d = ∂ x + r j=1 (a(x)y j + b j (x))∂ j be a Shamsuddin derivation of K[x, y 1 , . . . , y r ] with a(x) = 0. Then Aut(K[x, y 1 , . . . , y r ]) d = {(x + c, r j=1 c 1j y j + g 10 (x), . . . , r j=1 c rj y j + g r0 (x))| det(c tj ) r×r = 0 and g ′ t0 (x) = a(x) · g t0 (x) + b t (x) − r j=1 c tj b j (x) f or all 1 ≤ t ≤ r}. Proof. The conclusion follows from the proof of Theorem 2.3.
(a i 0 (x)y i 0 ,j + b i 0 ,j (x))∂ i 0 ,j , then A 2 = (f, y 1,1 , . . . , y 1,r 1 , . . . , y i 0 −1,1 , . . . , y i 0 −1,r i 0 −1 , g i 0 ,1 , . . . , g i 0 ,r i 0 , y i 0 +1,1 , . . . , y i 0 +1,r i 0 +1 , . . . , y s,1 , . . . , y s,rs ) ∈ Aut(K[x, y 1 , . . . , y n ]) D .
Proof. Without loss of generality, we can assume that i 0 = 1. Clearly, A 2 is a polynomial automorphism of K[x, y 1 , . . . , y n ]. Let ρ = A 2 . That is, ρ(x) = f , ρ(y 1,j ) = g 1,j and ρ(y i,j ) = y i,j for all 1 ≤ j ≤ r i , 2 ≤ i ≤ s. It suffices to prove that D(ρ(x)) = ρ(D(x)) and D(ρ(y i,j )) = ρ(D(y i,j )) for all 1 ≤ j ≤ r i , 1 ≤ i ≤ s. Since A 1 ∈ Aut(K[x, y 1,1 , . . . , y 1,r 1 ]) D 1 , we have D 1 (ρ(x)) = ρ(D 1 (x)) and D 1 (ρ(y 1,j )) = ρ(D 1 (y 1,j )) for all 1 ≤ j ≤ r 1 . That is,
j=1 (a 1 (x)y 1,j +b 1,j (x))f y 1,j , ρ(D(x)) = 1, D(ρ(y 1,j )) = (g 1,j ) x + r 1 j=1 (a 1 (x)y 1,j +b 1,j (x))(g 1,j ) y 1,j and ρ(D(y 1,j )) = a 1 (f )g 1,j + b 1,j (f ), D(ρ(y i,j )) = a i y i,j + b i,j = ρ(D(y i,j )) for all 1 ≤ j ≤ r i , 2 ≤ i ≤ s. It follows from equations (2.14) and (2.15) that D(ρ(x)) = ρ(D(x)) and D(ρ(y i,j )) = ρ(D(y i,j )) for all 1 ≤ j ≤ r i , 1 ≤ i ≤ s. That is, A 2 ∈ Aut(K[x, y 1 , . . . , y n ]) D . This completes the proof.
. . , y n ]. Then the following two statements are equivalent:
(1) D is a simple derivation;
(2) Aut(K[x, y 1 , . . . , y n ]) D = {id}.
Proof. (1) ⇒ (2) It follows from Theorem 3.2 in [2] .
(2) ⇒ (1) It suffices to show that if D is not simple, then Aut(K[x, y 1 , . . . , y n ]) D = {id}. Since D is not simple, it follows from Theorem 3.1 in [7] that D i 0 is not simple for some i 0 ∈ {1, 2, . . . , s}, where D i 0 = ∂ x + r i 0 j=1 (a i 0 (x)y i 0 ,j +b i 0 ,j (x))∂ i 0 ,j . Without loss of generality, we can assume that i 0 = 1. It follows from Theorem 2.3 that there exists A 1 ∈ Aut(K[x, y 1,1 , . . . , y 1,r 1 ]) and A 1 = id such that A 1 ∈ Aut(K[x, y 1,1 , . . . , y 1,r 1 ]) D 1 . It follows from Theorem 2.5 that A 2 = (A 1 , y 2,1 , . . . , y 2,r 2 , . . . , y s,1 , . . . , y s,rs ) ∈ Aut(K[x, y 1 , . . . , y n ]) D . Since A 1 = id, we have A 2 = id. Then the conclusion follows.
Remark 2.7. In [4] , the authors have proved Theorem 2.6 if n = 1 and a(x) = 0. We have proved Theorem 2.6 if n = 1 in [12] .
