ABSTRACT We study the problem of estimating the relative depth order of point pairs in a monocular image. Recent advances mainly focus on using deep convolutional neural networks to learn and infer the ordinal information from multiple contextual information of the point pairs, such as global scene context, local contextual information, and the locations. However, it remains unclear how much each context contributes to the task. To address this, we first examine the contribution of each context cue to the performance in the context of depth order estimation. We find out that the local context surrounding the point pairs contributes the most, and the global scene context helps little. Based on the findings, we propose a simple method, using a multi-scale densely-connected network to tackle the task. Instead of learning the global structure, we dedicate to explore the local structure by learning to regress from the regions of multiple sizes around the point pairs. Moreover, we use the recent densely connected network to encourage the substantial feature reuse as well as deepen our network to boost the performance. We show in experiments that the results of our approach are on par with or better than the state-of-the-art methods with the benefit of using only a small number of training data.
I. INTRODUCTION
The depth ordinal information of two objects (points) in an image is an important visual cue for many computer vision tasks such as objects classification [4] , [5] and semantic segmentation [6] - [8] . The objective is to know which one is closer or further (or at the same depth) to the camera, given a pair of pixels. To estimate relative depth order, traditional methods mainly depends on objects' boundary and junction characteristics such as T-junction, convexity/concavity and inclusion [9] - [11] . The accuracy of these methods is limited. Recently, Convolutional Neural Networks (CNNs) have achieved remarkable success on many vision tasks such as object detection and recognition [12] - [14] and semantic segmentation [15] , [16] . Motivated by the powerful visual representation and generalization capability, recent works [1] , [2] have used CNNs to estimate the ordinal information (albedo, shading and relative depth) between the point pairs, and demonstrated superior performance. However, these works have mainly focused on combining various
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contextual information to train a network, yet without demonstrating if each feature is useful.
In this work, we attempt to achieve two objectives: 1) empirically examine the contribution of each context cue; 2) present a practical model to make better use of contextual information as well as accurately estimate the ordinal depth information. The overall pipeline of our work is shown in Figure 1 . In the next subsections, we briefly introduce several interesting findings in an exploration of selecting the useful context and designing an advanced and pratical network structure.
A. THE GLOBAL FEATURE VS. THE MULTI-SCALE LOCAL FEATURES
In [1] and [2] , both methods attempt to explore multiple features, which include the appearance of the points, the local contextual information, the global scene context and so on. It makes sense to take advantage of multiple contextual information for improving the accuracy of the model. However, neither of them has demonstrated the contribution of each cue. It is crucial to find if each cue plays an important role FIGURE 1. The overall pipeline of estimating the depth order of a pair of points. Given a pair of points, we extract its local contextual information and feed it to the proposed model to perform the prediction. The output of the model is the probability of a three-way classification, which are three ordinal relationships ''at the same depth,'' ''further'' and ''closer. '' in the model. For an ineffective cue, we can remove it to simplify the model. To this end, we conduct an experiment in Section III-A to examine the effectiveness of each cue. Our result shows that the global scene context makes the least contribution in terms of the performance of the model.
Ideally, global context should be very helpful for arbitrary point pairs to determine their relative depth order. However, we find it is less important in practice because of two reasons: firstly, for effective computation in [1] and [2] , the global context is heavily compressed from the resolution of 640 × 480 to 64 × 64 before fed into the network. In this situation, the compressed context can only provide coarse global layout yet a majority of local information, i.e., the important visual cues such as occlusion, shadows, texture gradient [17] - [19] , are lost; secondly, for a particular point pair, the local information is critical and more important than global layout to determine the depth order. Other than the surrounded local context, any changes in the global layout would not influence the depth order of the point pair. For example, consider two points (red and green) located in the purple bounding box in Fig. 2 . If we remove the bookcase or the carpet from the scene, it would not affect the depth order of the points.
Motivated by the above findings, in this work we focus on exploring the local background context surrounding the points. In particular, the context is in the form of multiple scales. Multi-scale features have an extended history application in computer vision and recently it has also been found very useful in tasks like semantic segmentation [15] , [16] and stereo vision [20] , integrating with CNNs. Compared with the complex global structure, the local surrounding context is much simpler and easy to learn. Our experimental results show this simple change-i.e., from learning the global context to learning the multi-scale local context-leads to a significant improvement. 
B. DEEPENING THE MODEL WITH DenseNet
Recently convolutional neural network has been witnessed to become deeper and deeper, from a few layers [12] to more than a thousand layers [14] . Very deep network structures such as VGG [13] , highway network [21] , deep residual learning [14] have demonstrated the superiority in many applications [13] , [22] - [24] , [26] .
In this paper, we employ a novel deepening technique, namely densely connected network (DenseNet) [3] , to obtain powerful visual representation and improve the performance. The method has been reported to achieve state-of-the-art performance on image classification tasks. Its principal characteristic is the dense connectivity. That is, each layer of the structure is directly connected to every other layer in a feed-forward way. It takes advantage of the feature reuse and strengthens feature propagation. By using the densely connected network, we have 1.7% percent accuracy improvement compared with our baseline model proposed in Section III-B on the NYU Depth Dataset. We compare the DenseNet with the popular deepening technique, deep residual learning (ResNet) [14] to demonstrate its advantages.
Last, we integrate the learned prior (the outputs of the proposed model which are the probabilities of three ordinal relationships) into the energy minimization proposed by Zoran et al. [1] , such that we obtain the metric depth from the ordinal estimates. The key difference is that we solve the minimization in the log space and introduce a useful smoothness term, which improves the details of the recovered depth map.
In summary, our contributions are as follows. 1) We investigate the contextual information used in the prior work [1] to confirm which information is useful for a point pair to determine the depth order.
2) We show how to improve depth order estimation through the use of local surrounded contextual information VOLUME 7, 2019 and advanced network structure. Specifically, we introduce a multi-scale method which is beneficial to explore the local context.
3) We solve a constrained quadratic optimization problem similar to [1] to reconstruct the depth map from the ordinal estimations. A smoothness term is introduced to improve the result.
The rest of this paper is organized as follows. In Section II we summarize recent advances on ordinal relationship estimation and the CNN deepening techniques related to our work. In Section III, we present our method in detail, including the examination of the role of each context, describing the proposed model and how we reconstruct the depth map from the ordinal relationship of thousands of point pairs. In section IV, we provide quantities of experiments and analyses to validate the effectiveness of the proposed model.
II. RELATED WORKS
In this section, we briefly review the works of monocular depth estimation and monocular relative depth estimation, in particular, those using CNN. Furthermore, we briefly review the characteristics of the current popular CNN deepening techniques.
A. MONOCULAR DEPTH ESTIMATION
Monocular depth estimation is to recover the 3D structure of a scene from a single image, which is a fundamental problem in computer vision. Early works are mainly based on geometric models [25] - [27] , Markov Random Fields [28] - [30] , and non-parametric learning [31] - [34] .
Recently, due to the wide adoption of affordable depth sensors, datasets such as the NYU Depth dataset [35] and KITTI dataset [36] , [37] become available, thus leading to the trend of solving the problem as a supervised learning task using CNN. Eigen et al. [38] propose a multi-scale network to regress pixel-level depth value. Liu et al. [39] apply hierarchical CRF to refine the outputs of CNN. Laina et al. [40] applied ResNet [14] as encoder and an up-sampling scheme for depth estimation. More recent works [41] - [45] concentrate on employing very deep network, transfer learning synthetic data, and developing novel loss to solve the task.
B. DEPTH ORDINAL RELATIONSHIP ESTIMATION IN MONOCULAR IMAGES
Computer vision approaches handling monocular relative depth estimation were profoundly influenced by psycho-visual theory [17] , [18] , which suggests T-junctions as one of the fundamentals of monocular depth perception. Many works relied on developing the computational model to interpret and extract the T-junctions in an image [8] - [11] .
Recent works mainly focus on using CNNs to tackle the task. There are mainly two ways to achieve the goal: 1. the first way is to train a classifier to directly predict depth order of point pairs in an image. Pioneering work of Zoran et al. [1] proposed an end-to-end system to estimate the depth order of points pairs. Compared with another ordinal estimation work which also utilized CNN [2] , Zoran et al. add one more bounding box which contains the important visual cues for the task and a different location expression in their network structure. Such the design is very practical, which makes the visual cues be automatically learned and inferred by CNN. 2. the other way is to design an end-to-end system to predict a depth map first, then extract the ordinal information from the map, For instance, Chen et al. [46] propose a dataset named Depth in the Wild (DIW) which annotated the ordinal depth information between point pairs. They also present a ranking loss focusing on estimating the depth order to directly generate a depth map. Xian et al. [47] employ large web stereo images and propose an improved ranking loss to study the problem.
Our method falls into the first category. The output of the proposed network is the same as in [1] and [2] , which are three relationships, namely, ''further,'' ''closer'' and ''the same.'' However, we employ different input context cues and a much deeper architecture. We describe the details in the next section.
C. CNN DEEPENING TECHNIQUES
The number of the layers of CNN has dramatically increased in recent years, from AlexNet [12] , VGG [13] , Inception [48] to ResNet [14] . The deepening of CNN is not merely repeating the 'Convolution-Relu-Pooling' process. With increasing the depth of a plain network, the performance of a deep model was often observed worse than a shallower model, due to the gradient vanishing and the optimization becoming underfit [14] . To address the issues, a well-designed structure is needed. In VGG [13] , 3 × 3 filters are used throughout, and the entire network is divided into several blocks. Convolutional layers are stacked in the block. Between the blocks, the max pooling operation is used to reduce the feature map size. This design highly influences network structures proposed in recent years, as nowadays most of the structures use 3 × 3 convolutional filters and the block by block structure.
The characteristic of Inception network [48] is that their structure is not only deep but also very wide. In their block, several streams with different filter sizes (1 × 1, 3 × 3) are applied. ResNet [14] is the most successful network structure since it well alleviates the gradient vanishing problem. It is worth mentioning the highway network [21] because its underlying principle is similar to ResNet. ResNet applies skip connections and sum up the feature map every two or three layers to enhance the information flow, which is termed residual learning. Relying on residual learning, ResNet can extend its depth to more than a thousand layers and still achieves impressive performance.
The densely connected network is a new deep structure proposed by Huang et al. [3] . It takes advantage of the above useful designs such as small filters (3 × 3, 1 × 1), block by block structure (yet apply average pooling) and skip connection as well. In particular, its primary characteristic is the dense connectivity, which leads to the heavy feature The image is segmented into many superpixels. According to the superpixels, we find their centroids as the selected points and visualized in (c). We pair these points with their second-order neighbors in (d).
reuse, information flow propagation, and good regularization. Considering these advantages, we apply the DenseNet in our proposed model. To verify our choice, we compare its effectiveness against ResNet and the baseline model, respectively. We observe the improvement over the proposed baseline model. The details are shown in Section IV.
III. ESTIMATION OF THE DEPTH ORDER OF A PAIR OF POINTS
Estimating the depth order of point pairs is to explore the points' 3D relationship. It is very challenging, as the only information that we use is the 2D appearances. We propose to tackle this complex problem in multiple stages.
Firstly, since the quality of input features plays an important role in the training process, we analyze the effectiveness of the input feature (context) used in the state-of-the-art works [1] , [2] by conducting a series of ablation experiments. We observe several interesting findings in the experiments. Secondly, based on the findings, we present the multi-scale model to make better use of the local contextual information surrounding the points. The method is simple, which extracts three gradually increased bounding boxes around the points (shown in Fig. 2 ) and feeds the contents of the bounding boxes into a deep CNN, instead of the global scene context used in [1] and [2] . Thirdly, motivated by the recent success of very deep CNN, we manage to obtain the better performance by using the DenseNet [3] to deepen the proposed model. To provide a reference, we compare the performance of the DenseNet with the ResNet [14] when they are both used to deepen the proposed model. Last, we reconstruct the depth map from the outputs of the proposed model to deliver an intuitive impression of the quality of the estimates.
Most depth datasets such as the NYU dataset V2 [35] and KITTI [36] do not provide the annotations for ordinal estimation. Thus before estimating the ordinal relationship, we need to determine which pairs of points should be sampled in an image, then extract the required contextual information according to the selected points. We employ the strategy proposed by Zoran et al. [1] to achieve the goal. We over segment an image into many superpixels [49] and pick the centroid of the superpixels as the selected points. We then paired the points with their second-order neighbors to compare the depth order. The method is simple yet effective since a superpixel varies very smoothly and the centroid of the superpixel can represent the other points within it. Fig. 3 depicts an example of the selected points in an image and how the points are paired. After extracting the context, we start to examine the effectiveness of the context.
A. EXAMINING THE CONTEXTUAL INFORMATION USED FOR DEPTH ORDER ESTIMATION
There are three types of contextual information in the works of [1] and [2] : the local contextual information, the global scene context, and the location information. As illustrated in Fig. 2 , the local contexts are two patches on the comparison points and a bounding box surrounding the patches. The global context is a downscaled version of the input image. The location information that we use here is the mask.
We carry out ablation experiments to examine the effectiveness of these contexts for the task. Our experiments are based on the network of Zoran et al. since their method is developed on relative depth estimation. The network of Zoran et al. is multi-branch and each branch allows one kind of context to be input. Among these branches, four inputs need to go through convolutions, i.e., downscaled image, bounding box and two patches surrounding the points, respectively. The other three inputs are the location information which will concatenate with the conv features and fed into different fully connected layers. For instance, the ROI location information will concatenate with the conv feature from the downscaled image branch, then fed into a 300 outputs fully connected layer. The conv feature from the bounding box branch will first be fed into a 100 outputs fully connected layer The all the features, both the conv features and the location information, are concatenated together to fed into two fully connected layers which have 300 outputs and 150 outputs, respectively. To clearly see the contribution of each context, we slightly modify its architecture. We remove three fully connected layers where the first one is next to the concatenation of ROI and Downscaled Image, the second one is next to BB, the last one is next to the fully connected layer which has 300 outputs. By doing so, we can exclude the additional effect from these fully connected layers. In the meantime, we keep the number of conv layers, stride and the size of the filter the same with its original setting. The revised structure shown in Fig. 4(d) is a simple multi-branch network which is very similar to the structure of Zhou et al. with less conv layers. We note that the idea of combining fully connected layers with the above three contexts should be a careful design by Zoran et al. Thus we also test their original structure to show the improvement brought by these extra factors.
We start the experiments from only one branch of the revised architecture, train and test its performance, then gradually add other branches one by one into the model and repeat the test. Note that each branch represents a type of contextual information. In this procedure, if the performance is improved, we can conclude the feature is likely to be effective for the task. If not, then the feature tends to be less important. Our test is conducted on the NYU depth dataset. Since the task is to learn the relationship between the points' appearances and the depth order, we start the experiment from the appearance of point pair (the patches, shown in Fig. 4(a) ). In the next, we train and test the remaining components following the order of adding the bounding box-adding the masks-adding the downscaled image-the original network of Zoran et al. We utilize the accuracy of the predictions to measure the performance and report the results in Table 1 . The simplest model Fig. 4 (a) achieves 47.5%, which is a reasonable result since a random guess is only 33.3% accuracy. Adding the bounding box branch (Fig. 4(b) ) leads to a significant improvement-the accuracy increases to 52.0%. Applying the masks (Fig. 4(c) ) gains a further 6.7% improvement to 58.7%. However, the accuracy decreases to 58.1% after adding the downscaled image (Fig. 4(d) ). Finally, Zoran's original model achieves 59.6% accuracy.
We have three findings from the experiments: 1) the local surrounded context and the location information are highly useful for the task; From the experiments, they contribute the most to the performance;
2) the global layout may not be required for a particular point pair to determine their depth order, especially when the points are located closely (see Fig. 3(d) to check the range within a point pair). Since adding the global scene context which is the downscaled image, the performance shows a slight degradation.
3) the careful design proposed in Zoran el al.'s model, which is the use of three fully connected layers and the hierarchy concatenation of the different streams, is also helpful to improve the performance. Specially, these fully connected layers are useful to explore the potential of global context since final performance has a roughly 1% improvement than the model Fig. 4(c) . However, such an improvement would not be worth because the fully connected layers bring heavy load on the model size, which consumes a lot of CPU or GPU memory in practice.
Why would adding the global structure not improve the results? One possible reason we have mentioned in Section I is that the global contextual information has been highly compressed before fed into the network. It cannot provide enough visual cues as expected. Another reason should be the insufficient depth of the branch. As we know, the structure of the indoor scene is very complex thus only two conv layers may be not enough to learn the variance of different scenes. To demonstrate it, we deepen the branch of the global context on the model Fig. 4(d) from two layers to four layers to enhance the capacity. As a result, the accuracy increases to 59.1%. However, we do not take the way of only deepening the branch of global context as a solution to the task because in experiments we found the improvement is far less than exploring the surrounded context of a point pair. We introduce the details of exploring the local context in the next subsection.
B. THE PROPOSED METHOD
We choose a different route to tackle the task. We first look at the promising results from the deep visual correspondence embedding model [20] for inspiration to make better use of the local context. The model from [20] improves the accuracy of stereo matching by proposing an ensemble model of two patch scales. The large patches with richer information are less ambiguous, and the small patches have merits in details. The model combines the best of two worlds. We hypothesize that this may work better to learn the local structure from observing the local backgrounds at multiple scales with different sizes of contexts. Therefore, we propose to incorporate multi-scale local background contexts. We add two larger bounding box scales with the fields of view of 2.25×, 4× of the original bounding box (shown in Figure 5 ) all surrounding the points pair. The bounding box of largest view (4 times larger than the original bounding box) provides much broader local structural information than the original only-one bounding box which closely surrounds a point pair. Moreover, it is more relevant to local structure and keeps detailed structural information than the highly compressed global context. The bounding box of smallest view is the original bounding box. Sometimes, two points are located far away from each other, e.g., a small portion of second-order neighbors or even higher order. Therefore the bounding box of the largest view may exceed the image border. In this case, the bounding box of medium view (2.25 times larger than the original bounding box) is proposed as a compensation to ensure the detailed local surrounding information can be provided. The three scales will all be warped to a fixed-size, e.g., 32 × 32 and finally fed into the network. They allow us to explore significant visual content to the task and in experiments we observe each of them helps in boosting the performance. Note that the sizes of enlarged two scales are flexible and one can adjust them to be suitable for the different dataset.
We utilize strided convolution of four layers for feature map downsampling. The output features from the patches and multi-scale local surroundings are concatenated with the location information and fed into a fully-connected layer with 400 outputs. We train the network end-to-end with the log-softmax loss. We do not show the structure of this basic model in a figure, since in the next section we will deepen this basic model to push the limit of the performance and the structure of the network will be changed by the selected deepening technique. We show the final network structure in Figure 6 . In the works [1] , [2] of applying CNNs to predict the ordinal information, the advanced structures such as VGG [13] or ResNet [14] are not used. In theory, the advanced structures should improve the performance as well. In this paper we demonstrate the hypothesiss and show the improvement of utilizing the advanced structure to the task. In the next section, we introduce the selected deepening method, densely connected networks [3] .
C. DEEPENING WITH DENSELY CONNECTED NETWORKS
We employ the densely connected networks (DenseNet) proposed by Huang et al. [3] to deepen the proposed model. The particular design of the DenseNet is the dense connectivity. In a densely connected network, the dense connectivity denotes that for each layer, it connects with all the other layers in the network. See Fig. 7(b) . The characteristic differs from the pattern of traditional CNN, of which each layer is only connected with its adjacent layers. In a densely connected network, the feature maps of the early layers are concatenated as the input of the later layer. For the k th layer, it receives the feature maps of all preceding layers, i.e.,
Here H k (.) denotes a non-linear transformation that includes Convolution, Batch Normalization [50] and rectified linear unit [51] . As the number of the connections grows quadratically with the depth, Huang et al. provide two solutions to control the growth. The first one is that they present a hyper-parameter k as the growth rate of the network. This growth rate k is representing the number of the outputs in a layer. For instance, k = 12 denotes that all the layers in the densely connected network have 12 output feature maps. The other one is dividing the entire network into several blocks. Thus the dense connectivity is only applied within the blocks. Between the blocks, average pooling is used to downsample the feature map. Now we show how to integrate the densely connected network in the proposed multi-scale model. As shown in Fig. 6 , the idea is simple: the model contains four densely connected blocks with equal numbers of layers and average pooling layers in the streams of the multi-scale local context inputs. In these deepened streams, all the convolutional layers use filters with kernel size 3 × 3, stride 1 with zero-padding to keep the feature map size fixed. The depth of the layers in each densely connected block is 4 and the growth rate k is 12. Note that, we have not deepened the streams of two points' appearance. Since the selected points for comparison often locate in the smooth area, the appearances of the points rarely have complex textures and edges. In contrast, the multi-scale local contexts have abundant visual cues and textures, which should apply the deep structure.
We demonstrate its benefit of enhanced feature reuse and alleviating the vanishing gradient issue through the experiments on the NYU depth dataset in Section IV. The result FIGURE 6. The proposed deepened network structure. The square graphic denotes a DenseNet block inside. In the streams of multi-scale contexts, the convolutional operations are all padded. DenseNet uses average pooling between the adjacent blocks to downsample the feature maps in the streams. For the streams of the patch 1 and patch 2, we use strided convolutions with no pooling. If we remove the square graphics and average pooling layers in the multi-scale streams, the structure becomes the proposed baseline model before deepening in Section III-B.
shows that with deepening, our model achieves a significant improvement.
We note that the result only shows the benefit of applying the advanced structure, yet is not enough to show the superiority of applying the DenseNet to our task. To provide a reference, we take one step further by comparing it with the state-of-the-art deepening technique ResNet proposed by He et al. [14] . We take one ResNet block for illustration, which is shown in Fig. 7 . The characteristic of ResNet is utilizing skip connections to add up the feature maps every two or three layers to encourage the information flow. A residual block has several different structures. The one that we use here is ''bottleneck,'' which is one 3 × 3 convolution surrounded by dimensionality reducing and expanding 1 × 1 convolution layers [23] . We simply replace the DenseNet blocks in the proposed model (shown in Fig. 6 ) with the ResNet ''bottleneck'' blocks as our referenced model. The comparison of proposed model and the referenced model is shown in Section IV as well. Through the results, we can see that the DenseNet method uses only half parameters of ResNet referenced model yet shows a better performance..
D. RECOVERING THE DEPTH MAP
Reconstructing the depth map from the estimates is to infer the global relationship of the selected points (we use each selected point to represent its superpixel) from the local relationship of point pairs. It is challenging since a considerable part of the estimated relationship between the points can be contradictory or ambiguous. We adopt the method proposed by Zoran et al. [1] to find the global solution, which poses this as a constrained quadratic optimization problem. In contrast to their approach, we solve the problem in log-space and introduce a smoothness term which is a reasonable prior to the task. Log-transformation is a significant data processing method to decrease the variability of data and make data conform more closely to the normal distribution [52] . It is often used in monocular depth estimation [29] , [38] and we find it is also very useful to solve our issue in log-space.
Our objective is as follows:
where E(x, ) is the energy function as follows,
where o ∈ {=, >, <}, x are the depth values of the selected pixels. ω o,i,j is the depth ordinal estimation (the outputs of the proposed model which are the probabilities for three cases) of the ij-th pair. are slack variables for the ij-th pair, which obey the Normal distribution.
which penalizes the depth estimate when it disagrees with the estimates of the proposed model, which consists of
L s (x) is the proposed smoothness term for the adjacent superpixels:
It is weighted by the sum of local image gradient and the estimate of 'equal' case of the adjacent superpixels, which is
where ρ controls the sensitivity of the image gradient-based weight, k 1 and k 2 control the proportion of the two terms in the above equation. In the experiment, we set k 1 = k 2 = 0.5. And ω = in the last term is the same ω i,j,= in Eq. 2. Note that, we only consider adjacent superpixels. For non adjacent neigh ours, ω i,j = 0. The last term R( ) is a regularization term to bound the , which is
where the mean values µ = , µ > , µ < and the variances σ 2 = , σ 2 > , σ 2 < are computed from the statistics of the training set, corresponding to 'equal', 'further' and 'closer' cases, respectively.
For the objective Eq. (1), L, U are the lower and upper bonds for the depth values. We set L = 0 and U = 50 in the experiments. Once the objective is solved, we generate the depth map by floodfilling each superpixel with the corresponding values.
IV. EXPERIMENT
We demonstrate the effectiveness of the proposed model on three datasets including the NYU depth V2 dataset [35] , KITTI dataset [36] and DIW dataset [46] . The experiments are organized in two categories: 1) We compare the proposed model with several baseline methods to show the benefits of integrating the multi-scale features and DenseNet structure;
2) We compare the proposed model with the state-of-theart methods on each dataset to show that our method performs better.
A. TRAINING SETTINGS
The implementation is in Caffe [54] . The contexts are extracted and resized to the specific resolutions as the inputs to the network. We show the size of each input in Table 2 . The kernel size, the outputs number of each layer and the stride are reported in Table 3 . For comparison of deepening technique, as introduced we take ResNet as a reference. The detailed setting of ResNet block is shown in Table 4 . The network is learned end-to-end using a log-softmax loss. We train the model from scratch and use stochastic gradient descent (SGD) for optimization. For NYU V2 and KITTI depth datasets, we trained 300k iterations with mini-batches of 256, for DIW, 400k iterations with mini-batches of 128. The weight decay is 0.0005. We use VOLUME 7, 2019 an NVIDIA GeForce Titan X GPU, in which training process takes roughly 5 hours. For the ablation experiments, we reduce the training iterations to 200k. The other settings keep the same.
For evaluation we utilize Weighted Kinect Disagreement Rate (WKDR) [1] which is an ordinal error measure to evaluate all the methods' performance
where x is the estimated depth map, 1(·) is the unit indicator, l ij is the groundtruth judgment of ij-th pair and l ij,δ is the judgment predicted by an algorithm. δ is the tolerance level.
We follow the setting of [1] to set the tolerance level δ = 0.02. This error rate measures the percent of the groundtruth judgments that an algorithm disagrees with. Note that, we also use the terms WKDR = and WKDR = to represent the disagreement rate of the equal case and inequal case, respectively.
B. THE OPTIMAL NUMBER OF SCALES
We conduct an ablation study to find the optimal number of scales under current training setting. We gradually add five different scales into the network, which are 1×, 2.25×, 4×, 5× and 6× of the original bounding box, respectively. These branches are all deepened using the DenseNet method. The hyper-parameter for each branch is exactly the same with the column ''BB scale 1/scale 2/scale 3'' in Table 3 . The input sizes of the scale 4 and the scale 5 are the same with the scale 3. The experiments are conducted on NYUD dataset. The performances are shown in Table 6 . The number of model parameters and the computational cost of multiply-adds (MAC) are also listed. From the table, we can see that the best performance is achieved when we apply only three scales. After that, the performance is decreased with the increased scales. In our method, the objective of the largest scale (scale 3) is to cover the relative local visual cues as much as possible. The scale 2 is an insurance for the same purpose when the scale 3 is too large and even exceeds the image border. If a bounding box greatly exceeds the image border, when it is resized to a fixed small size, e.g., 32 × 32, a large number of edge pixels would be zero. Thus noisy information is introduced into the network. In the meantime, the central area of the bounding box is too small to learn useful information. It may be the reason why adding the scale 4 and 5 leads to performance degradation.
Note that the optimal number of scales is not fixed. We apply three scales in order to deal with the dataset which has both short-range and long-range point pairs. If the ranges of point pairs share a single type, then one can apply fewer scales to capture local visual cues. For instance, in the work of [20] , their point pairs are in short and fixed range. Therefore, they only apply two different scales.
C. BASELINE SETTINGS
To demonstrate the effectiveness of the multi-scale features and the deepening technique, we present three baseline methods:
• Baseline A: The first baseline is a single scale model without deepening. It is a simplified version of the proposed basic model in the Section III-B, which removes the scale 2, scale 3 streams. The method is expected to show the fundamental performance without multi-scale architecture and any deepening method.
• Baseline B: The second baseline is the single scale model with deepening (DenseNet block added in the scale 1 stream). By comparing with Baseline A, we will see the difference of the single scale model before and after deepened.
• Baseline C: The last baseline is the proposed basic model in Section III-B, i.e. multi-scale without deepening. By comparing with Baseline B, we can explore as to whether deepening or using a multi-scale architecture provides the bigger improvement in performance.
We carry out the baseline comparisons compared against the proposed model on all the datasets.
D. NYU DEPTH DATASET
The NYU depth dataset [35] is a large depth benchmark for indoor scenes, which is collected by a Microsoft Kinect sensor. It consists of 464 indoor scenes and more than 400k images with the resolution of 480 × 640. It has a densely labeled dataset (every pixel has a depth annotation) which has 1449 pairs of aligned RGB and depth images. The dataset has an official train/test split, that is 795 images for training, 654 images for testing. Zoran et al. [1] provide the depth order annotation of NYU dataset. To be fair, we train our methods (including baselines and deepened models) on their training dataset and test all the algorithms being evaluated on their testing dataset. 
1) BASELINE COMPARISONS
The results are reported in Table 7 . As we can see, applying the multi-scale features without deepening provides larger performance improvement than deepening on a single stream.
Meanwhile deepening the streams of the model is very useful to boost the performance. Among the methods, our model performs the best.
2) COMPARISONS OF DEEPENING METHODS
The second experiment is the comparison of two deepening technique according to Section III-C. The basic model is the proposed multi-scale model without deepening, which is the model Baseline C. As shown in Table 8 , both deepening methods help in improving the performance. Yet the DenseNet model outperforms the ResNet one. From the setting of two deepening methods (shown in Table 3 ,4) and the number of parameters (shown in Table 5 ), an obvious advantage of applying the DenseNet method is that it uses only half of the parameters of the resnet model to build a deeper model. Since the depth of representations is of central importance for visual recognition [14] , this advantage makes the DenseNet model achieve better performance. Another advantage is the great regularization ability. Since the three scale features are duplicated due to the overlapping area of the contexts (they overlap at the scale 1 area), the model needs the regularization to avoid the risk of overfitting the duplicated feature space. The DenseNet method fulfills the need by using fewer parameters. Limited by the computation resources, we do not stack the DenseNet blocks or ResNet blocks to a very deep depth. We consider the result of Table 8 already demonstrates the superiority of DenseNet method to our task. 
3) STATE-OF-THE-ART COMPARISONS
The state-of-the-art methods for comparison on the dataset are Eigen et al. [38] , Zoran et al. [1] and Chen et al. [46] . Differing from Zoran et al. and our method, Chen et al. and Eigen et al. train their methods on the raw dataset which contains more than 290k sparsely labeled depth images, i.e. not all the pixels have the depth value. We should emphasize that these methods are tested on the same testing dataset. Since the numbers of training images in the densely labeled data and the raw NYU dataset are vastly different (795 vs. 290k), the performances of the models trained on each dataset are reported separately in Table 9 . We first focus on the upper part of the table which shows the results of the models trained on the densely labeled data. An interesting observation from the table is that our one scale model (baseline B) already significantly outperforms than Zoran et al.'s result and is slightly better than Chen et al. [46] . Note that we achieve the result with only hundreds of training images while the training images used by the other two methods (290k) are well over ours. Our multi-scale model achieves the state-of-the-art performance on the densely labeled dataset.
The lower part of the table shows the results of the models trained on the raw NYU dataset. Although the number of training data is very different, the performance of the proposed model is still comparable to Eigen et al. [38] . The improvement of Chen et al.'s model from two datasets demonstrates the large training data can greatly boost the performance of the CNNs. We also present the metric-depth errors such as RMSE (the root mean squared error) in Table 10 . We can see that under these measures our method outperforms the method of Zoran et al. and achieves comparable results with the method of Chen et al. Since the depth-order estimation methods do not use groundtruth depth value for training, their results are far behind the state-of-the-art monocular metric depth estimation methods, which is in accordance with expectation.
In Fig. 8 more accurate reconstruction. For instance, in the first example, the furthest region reconstructed by Zoran et al. is the cabinet on the upper right corner. We manage to find the correct area which is the wall on the left side of the cabinet. The other advantage of our results is the smoothness, such as the three ceiling lamps in the third example, compared with Zoran et al. Compared to Eigen et al., our method has advantages at long-range relative depth reconstruction. For example, our method successfully captures the depth ordinal relationship of the middle chair and its surrounding furniture in the first example. However, in the last example, we fail to predict the relationship between the left cabinet and the ground floor. But the method of Eigen et al. manages to make the right prediction. Considering both of the objects are very close to each other, it indicates that our model may lack the ability to predict short-range relationship. We will add more first-order neighbor examples in our training dataset (currently, the majority of training examples are second-order neighbors).
E. KITTI DATASET
The KITTI dataset [36] is a large and comprehensive dataset for benchmarking the autonomous driving techniques. It contains a number of outdoor scenes for depth estimation, which has five broad categories: ''City,'' ''Residential,'' ''Road,'' ''Campus'' and ''Person.'' We choose ''City'' raw dataset for evaluation which includes 27 scenes since it is very representative of outdoor scenes. We use the train-test split index of the scene provided by Eigen [38] in the ''City'' category, i.e., 18 scenes for training and 9 scenes for testing. As the dataset has no depth order annotation, we utilize the method introduced at the beginning of section III to generate the annotation. We randomly sample 200 point pairs per image and gather in total 815k pairs for training and 450k pairs for testing. Note that, the ground-truth depths of the KITTI dataset are scattered at irregularly spaced points, which only consists of ∼ 5% pixels of each image, we extract the ground-truth depth closest to each superpixel centroid as the superpixel depth and flood fill the superpixels with the relative depth values.
1) BASELINE COMPARISONS
The baseline comparisons on the KITTI dataset are reported in Table 11 . We observe two interesting phenomena.
Firstly, the performances of predicting the equal case and the unequal case are very different. We argue that it is caused by learning the data of unbalanced distribution. The structure of the road scene is that a road is always in the center and the buildings on the two sides are along the road, which makes the KITTI dataset has a distinct pattern that the ground truth depth increases with the road's direction. Owing to the pattern, the unequal case accounts for the most of the points pairs, roughly 80% ∼ 90% of the total number of each image. Thus the unequal case is learned very well, yet the equal case is not.
Secondly, with the multi-scale feature and the DenseNet block added, the performance of predicting the equal case show a much more significant improvement than the unequal case. 
2) STATE-OF-THE-ART COMPARISONS
We compare the performance with the state-of-the-art method Eigen et al. [38] . The proposed method achieves the stateof-the-art performance as shown in Table 12 . Note that the method of Eigen et al. is trained on 28 scenes from ''city,'' ''residential'' and ''road'' categories while we only use ''city'' category to train our model. The recovered examples in Fig. 9 show that the overall structures and the crisp edges at depth discontinuities are captured. Compared to Eigen et al., our method is able to generate sharp object boundaries and predict clear depth change along the road. However, it seems that the proposed method not only captures the depth discontinuities, but also the color discontinuities. In the second example, the depth map has a sudden change at the boundary of light/shadow on the road. This motivates us to develop a new smoothness term which focuses on sudden color change on the same object in the future work.
F. DEPTH IN THE WILD DATASET
The Depth in the Wild (DIW) dataset [46] is a recently released dataset for relative depth estimation. The points pairs are human-annotated. Thus we do not need to manually pick the points and generate the labels. The resolutions of the images are not fixed, roughly at 500 × 400. The dataset uses more than 421k images for training and 74k images for testing. For each image. It only annotates one pair of the points. Thus we have 421k pairs of the points for training and 74k pairs for testing.
Different from the previous datasets, the DIW dataset has two distinct characteristics:
1) The selected points in each image has a relative longer distance between each other, compared with the point pairs generated in the NYU and KITTI datasets, and a lot of points pairs locates at the same row or column;
2) More importantly, the dataset only considers two cases, 'closer' and 'further', where the 'equal' case is removed. Thus for the dataset, WKDR metric is equal to WKDR = . For the first characteristic, we change the three-scale bounding boxes generating strategy: for the points pairs locating in the same row or column, we extract the three scale bounding boxes, whose height or width are 20 pixels, 40 pixels, and 60 pixels, centered on the line between the points; then these three bounding boxes will be warped into the same size of 32 × 32 as the setting of Table 2 ; for the regular point pairs, we perform the same strategy as reported in Section III-B.
1) BASELINE COMPARISONS
The baseline comparisons on the DIW dataset are reported in Table 13 . The proposed model outperforms the other baseline methods. 
2) STATE-OF-THE-ART COMPARISONS
We compare the proposed model with Chen et al. [46] . We follow their method to show the performance in two ways: 1) training the model from scratch; 2) pretrain on the NYU depth dataset then finetune on the DIW dataset. The results are reported in Table 14 . The results show that each model has its own merits. Our model outperforms Chen et al., when both are trained from scratch. While their model has made a considerable improvement when pretrain and finetune from the NYU depth raw dataset and achieved a much better result than ours. Their pretrain-model is based on the NYU raw dataset which has a much lower error rate than our pretrain-model (see Table 9 ) and gains powerful visual representation, which is beneficial to their result.
V. CONCLUSION
Predicting the depth order of the points pairs is a challenging task. By effectively exploring the contexts surrounding the points and deepening the network, it can be performed very well. The proposed framework accomplishes this through the use of the multi-scale local contexts and the DenseNet technique, which helps us achieve state-of-the-art performance on several datasets with the advantage of using less training data. Yet the method is multi-stage, i.e., sampling the training data, training the model and recovering the depth map from the prediction. In this procedure, sampling the training data would be both time and space consuming because massive small image patches need be generated. Future work will focus on revising the framework to an end-to-end model which is easy to use in practice.
