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Abstract
Structured Latent Attribute Models (SLAMs) are a family of discrete latent variable
models widely used in education, psychology, and epidemiology. A SLAM postulates
that multiple discrete latent attributes explain the dependence of observed variables
in a highly structured fashion. Usually, the maximum marginal likelihood estima-
tion approach is adopted for SLAMs, treating the latent attributes as random effects.
The increasing scope of modern measurement data involves large numbers of observed
variables and high-dimensional latent attributes. This poses challenges to classical es-
timation methods and requires new methodology and understanding of latent variable
modeling. Motivated by this, we consider the joint maximum likelihood estimation
(MLE) approach to SLAMs, treating latent attributes as fixed unknown parameters.
We investigate estimability, consistency, and computation in the regime where sample
size, number of variables, and number of latent attributes all can diverge. We establish
consistency of the joint MLE and propose an efficient algorithm that scales well to
large-scale data. Additionally, we provide theoretically valid and effective methods for
misspecification scenarios when a more general SLAM is misspecified to a submodel.
Simulations demonstrate the superior empirical performance of the proposed meth-
ods. An application to real data from an international educational assessment gives
interpretable findings of cognitive diagnosis.
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likelihood estimation
∗Email: yuqi.gu@duke.edu
†Email: gongjun@umich.edu. This research is partially supported by NSF CAREER SES-1846747, DMS-
1712717, SES-1659328.
1
ar
X
iv
:2
00
9.
04
09
6v
1 
 [s
tat
.M
E]
  9
 Se
p 2
02
0
1 Introduction
Structured Latent Attribute Models (SLAMs) are a family of discrete latent variable models
that have gained great popularity in a wide range of scientific applications, including cogni-
tive diagnosis in educational and psychological assessments (Junker and Sijtsma, 2001; von
Davier, 2008; Henson et al., 2009; de la Torre, 2011; Zhang and Chang, 2016), psychiatric and
clinical diagnosis of mental disorders (Templin and Henson, 2006; de la Torre et al., 2018),
and epidemiological and medical studies of disease etiology (Wu et al., 2016, 2017; O’Brien
et al., 2019). A SLAM postulates that multiple discrete latent attributes explain the depen-
dence of a set of observed variables in a highly structured fashion. In many applications,
latent attributes are assumed binary and carry substantive interpretations, for example, mas-
tery/deficiency statuses of skills measured in an educational test, or existence/nonexistence
statuses of pathogens in epidemiological diagnosis. The key structured feature of a SLAM
results from a structural matrix, the so-called Q-matrix (Tatsuoka, 1983). The Q-matrix en-
codes practitioners’ design information or prior knowledge about how the observed outcomes
depend on the underlying latent attributes. For example, in an educational assessment, the
structural Q-matrix can encode the information of what specific subset of skills each test
item measures. By modeling the latent variables as multivariate discrete and incorporating
structural constraints in the Q-matrix, SLAMs provide a powerful framework to simultane-
ously perform dimension reduction of data, to infer subjects’ fine-grained latent traits with
scientific interpretations, and to obtain a clustering of the subjects based on the inferred
attribute profiles.
In a SLAM, each possible configuration of the discrete attributes represents a latent
pattern, which naturally defines a latent subpopulation for the subjects. Therefore, a SLAM
describes a way to perform model-based clustering (Fraley and Raftery, 2002) of multivariate
categorical data. A SLAM can also be viewed as a structured mixture model (McLachlan
and Peel, 2004), where the latent attribute profile of a subject is a random variable following
a categorical distribution. Over the past two decades when latent attribute models have
attracted a great surge of interest, this perspective of treating subjects’ latent attributes as
random variables is usually taken in the literature of modeling (von Davier, 2008; Henson
et al., 2009; de la Torre, 2011), estimation (Chen et al., 2015; Xu and Shang, 2018; Chen
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et al., 2018; Culpepper, 2019; Gu and Xu, 2019a), and study of model identifiability (Xu
and Zhang, 2016; Xu, 2017; Fang et al., 2019; Gu and Xu, 2020; Chen et al., 2020). Taking
this perspective, estimation is usually performed by maximizing the marginal likelihood. The
corresponding estimators can be obtained via a usual EM algorithm for mixture models. But
an obstacle to applying such an estimation method in large-scale data or in high dimensions
is that the number of attribute configurations grows exponentially with the number K of
latent attributes. This quickly becomes computationally cumbersome or even infeasible as
K becomes large, which is commonly seen in modern large-scale diagnostic assessments.
On the other hand, the joint maximum likelihood estimation (joint MLE) approach treats
the latent attributes as fixed effects and directly incorporates them into the likelihood as
unknown parameters. This approach would naturally avoid the need to model the joint
distribution of the exponentially many latent attribute configurations. Traditionally, there
were concerns that the joint-MLE-type estimation can not ensure statistical consistency of all
the parameters when the sample size (N) goes to infinity but the number of manifest variables
(J) remains fixed (Neyman and Scott, 1948). This is intuitively understandable because one
can not hope for exactly recovering each individual’s latent statuses unless this individual
responds to an increasing number of items. However, in modern large-scale educational
assessments, data are collected in an ever-increasing scope involving many student test-
takers and many test items. For example, the Trends in International Mathematics and
Science Study (TIMSS) is a series of international assessments of the mathematics and
science knowledge of students around the world. The TIMSS assessments in 2015 involve
fourth and eighth graders in 57 countries and contain nearly 800 assessment items, about
200 per grade for each curriculum area (Mullis et al., 2016). This scope of assessment data
provides new opportunities and requires new methods and understanding of discrete latent
variable modeling.
In the cognitive diagnostic modeling literature, Chiu et al. (2016) recently considered the
joint MLE approach and studied consistency of the so-called item parameters, that is, the
parameters of test items in a diagnostic assessment. But Chiu et al. (2016)’s argument adopts
a rather strong assumption, which is the a priori existence of some consistent estimator
for the individual latent attribute profiles. A theoretically justified approach of directly
obtaining consistent estimators for both the parameters for the items and those for individual
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latent profiles is lacking in the literature. Recently, for large-scale structured latent factor
analysis with continuous latent variables, Chen et al. (2019b) and Chen et al. (2019a) studied
the joint MLE approach and obtained results that ensure identifiability and estimability of
continuous latent factors in the double asymptotic regime when N and J both go to infinity.
However, SLAMs form a different landscape with all the latent variables being discrete.
Establishing theory for statistical estimability and consistency for discrete latent variables
in full generality requires different arguments from those in Chiu et al. (2016), Chen et al.
(2019b), and Chen et al. (2019a). In addition, new computational methods need to be
developed to address the unique challenge of estimation with a large number of discrete
latent attributes.
In this paper, we consider the joint maximum likelihood estimation for large-scale struc-
tured latent attribute analysis and investigate several problems regarding estimability, con-
sistency, and computation. In the regime where all of the three quantities N , J , and K
can grow large, we are interested in these questions: Is the joint MLE a theoretically valid
approach to recovering the latent structure consistently? How to perform estimation with
an exponentially large latent variable space in a computationally scalable way? Is there
any theory to protect against potential model misspecification and is there any accompany-
ing estimation method in this scenario? Regarding these aspects, our main theoretical and
methodological contributions are outlined as follows.
1. We consider the triple-asymptotic regime where all of the N , J , and K can grow to
infinity, for the first time in the literature of SLAMs. In this scenario, we establish the
estimability and consistency of both the discrete factor loadings in the Q-matrix and
the individual latent attribute profiles.
2. We theoretically investigate model misspecification of SLAMs. We provide conditions
that guarantee a misspecified joint MLE can consistently recover part of or even all of
the latent structure, in the case of misspecifying a more general SLAM to a simpler
two-parameter submodel (e.g., the DINA model (Junker and Sijtsma, 2001)).
3. We propose a computationally scalable approximate algorithm to find the joint MLE for
two-parameter SLAMs. We also propose an effective and efficient two-step estimation
procedure for general multi-parameter SLAMs.
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The rest of the paper is organized as follows. Section 2 introduces the setup of the
considered SLAMs and the joint MLE method. Section 3 provides the theory of estimability
and consistency of the joint MLE, both under correctly specified and misspecified SLAMs.
Section 4 presents scalable computational methods for finding approximate solutions of the
joint MLE, both under correctly specified and misspecified SLAMs. Section 5 includes
simulation results and Section 6 applies the proposed method to a dataset from the TIMSS
2011 Austrian assessment. In the end, we give a brief discussion in Section 7. All the technical
proofs and some additional discussion on computation are included in the Supplementary
Material.
2 Model Setup and the Joint MLE Approach
Consider a SLAM with J observed or manifest variables which depend on K latent attributes.
Here both the observed and the latent variables are assumed multivariate binary, which is
commonly adopted in the applications to cognitive diagnostic modeling (e.g., Henson et al.
(2009); de la Torre (2011)). Denote the sample size by N , which is the number of individuals
for whom these J variables are observed. We model each individual’s latent attribute profile
and each manifest variable’s attribute loadings as fixed effects. This is suitable for the
scenario where the number of individuals N , the number of observed variables J , and the
number of latent attributes K all can go to infinity, that is, a triple-asymptotic regime.
In one of the motivating applications of educational cognitive diagnosis, the J observed
variables are usually correct or incorrect responses to J test items, and the K latent at-
tributes denote the mastery or deficiency of the K skills measured by the test items. We
next will introduce notation in this context for ease of understanding, though the discrete
latent variable framework has broader applicability beyond this application. Collect all the
responses from the N subjects to the J items in a N × J matrix R = (ri,j), where ri,j = 1
or 0 represents whether the ith subject gives a positive response to the jth item. Collect
the attribute loading structures by a J ×K matrix Q = (qj,k) and the individual attribute
profiles by a N × K matrix A = (ai,k). The Q-matrix and A-matrix both contain binary
entries, where qj,k = 1 or 0 represents whether the jth test item depends on the kth latent
attribute, and ai,k = 1 or 0 represents whether the ith individual possesses the kth attribute.
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Denote the jth row vector of Q by qj and the ith row vector of A by ai. Generally, a
SLAM is a probabilistic model with discrete structures Q, A, and additional parameters
to specify the generative process of the response data R. Specifically, treating the latent
attributes as fixed-effect parameters, the remaining model parameters can be succinctly
written in a matrix Θ = (θj,α), whose rows are indexed by items in j ∈ {1, . . . , J} and
columns by attribute pattern configurations in α ∈ {0, 1}K . The (j,α)th entry of Θ is
θj,α = P(ri,j = 1 | ai = α), the conditional probability of providing a positive response to
item j given the latent attribute profile α. It is assumed that each individual’s responses
to the J items are conditionally independent given this individual’s latent attribute profile.
We next review two main types of SLAMs proposed in the cognitive diagnostic modeling
literature: the two-parameter SLAMs and the multi-parameter SLAMs.
Example 1 (Two-Parameter SLAMs). For each item j, a two-parameter SLAM uses two
Bernoulli parameters θ+j and θ
−
j to model the distribution of ri,j given qj and ai. There are
two different two-parameter SLAMs, the Deterministic Input Noisy output “And” (DINA)
model proposed in Junker and Sijtsma (2001), and the Deterministic Input Noisy output
“Or” (DINO) model proposed in Templin and Henson (2006). Either DINA or DINO defines
a binary “ideal response” of ξ(qj,ai) based on the ith individual’s attribute profile ai and
the jth item’s attribute loading qj; then define the conditional probability of ri,j = 1 as
θtwo-parj,ai =
θ
+
j , if ξ(qj,ai) = 1,
θ−j , if ξ(qj,ai) = 0.
(1)
A natural constraint θ+j > θ
−
j is often imposed for identifiability (Junker and Sijtsma, 2001;
Gu and Xu, 2019b). DINA and DINO models differ in the formulation of the ideal response
function ξ(·, ·), with the following definitions ξ = ξA under DINA and ξ = ξO under DINO,
respectively.
(DINA) ξA(qj,ai) =
K∏
k=1
a
qj,k
i,k ;
(DINO) ξO(qj,ai) = 1−
K∏
k=1
(1− ai,k)qj,k .
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The above display shows that DINA assumes a conjunctive relationship among the K at-
tributes while DINO assumes a disjunctive one. This is because under DINA, only if ai pos-
sesses all the “required” attributes indicated by the loading vector qj (equivalently, ai,k ≥ qj,k
for all k = 1, . . . , K) will ξA(qj,ai) = 1; while under DINO, the ξ
O(qj,ai) = 1 if ai possesses
at least one attribute indicated by qj.
Chen et al. (2015) established a dual relationship between the DINA and DINO models
with ξO(qj,ai) = 1 − ξA(qj,1K − ai), where 1K = (1, . . . , 1) is a K-dimensional vector
with all the entries being one. Thanks to this duality, identifiability and estimability results
developed under DINA directly carries over to the DINO case. So without loss of generality,
in this paper we focus on the DINA model when studying two-parameter SLAMs.
Example 2 (Multi-Parameter SLAMs). A multi-parameter SLAM models the response to
each item using potentially more than two item parameters. Given an item loading vector qj,
define Kj = {k ∈ [K] : qj,k = 1}, the set of latent attributes that the jth observed variable
depends on. The item parameter of a multi-parameter all-effect model can be written as
θmultj,ai = f
(∑
S⊆Kj
βj,S
∏
k∈S
αk
)
, (2)
where f(·) is a link function. For each subset S of Kj, coefficient βj,S models the effect of
mastering all the attributes in this set S. Different link functions f(·) define different specific
models. When f(·) is the identity link, Eq. (2) specifies the Generalized DINA (GDINA)
model (de la Torre, 2011); and when f(·) is the sigmoid function, Eq. (2) gives the Log-linear
Cognitive Diagnosis Models (LCDMs) (Henson et al., 2009); see also the General Diagnostic
Models (GDMs) proposed in von Davier (2008).
Examples 1 and 2 show that the two-parameter model can be viewed as a submodel of
the multi-parameter model. To see this, take βj,S = 0 in (2) except for βj,∅ and βj,Kj , then
θ−j = f(βj,∅) and θ
+
j = f(βj,∅+βj,Kj) correspond to the two parameters for item j defined in
(1). Examples 1 and 2 also imply that the number of unique elements in the item parameter
matrix Θ is generally smaller than J · 2K , due to the structural constraints imposed by
the Q-matrix. In particular, the number of unique item parameters under a two-parameter
SLAM is 2J regardless of the specific form of Q, while that under a multi-parameter SLAM
is generally
∑J
j=1 2
∑K
k=1 qj,k , which increases as Q becomes denser.
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We further introduce some useful notation before presenting the joint MLE approach.
Under a two-parameter SLAM in Example 1, the ξ(qj,ai) defines the binary ideal response
of individual i to item j. Under a multi-parameter SLAM in Example 2, we define an
ideal response function φ(qj,ai) as an analogy to the two-parameter ideal response function
ξ(qj,ai). Unlike its two-parameter counterpart, φ(qj, ·) potentially takes more than two
values when ai varies in {0, 1}K . Fixing qj, the formulation in (2) reveals that the positive
response probabilities of two attribute profiles α1,α2 ∈ {0, 1}K equals if qj ◦α1 = qj ◦α2,
where “◦” denotes the Hadamard product (element-wise product) of two vectors. So under
a multi-parameter SLAM, we can simply define φmult(qj,ai) = Int ((qj,1ai,1, . . . , qj,Kai,K)) =
Int(qj ◦ ai), where Int(·) denotes the standard operation of converting a binary vector to
an integer. Therefore, given a qj, φ
mult(qj,α) takes 2
|Kj | distinct values when α varies in
{0, 1}K . Here |Kj| =
∑K
k=1 qj,k denotes the number of attributes that item j measures.
We now formally introduce the joint MLE for a SLAM. Under a two-parameter SLAM,
the log of the joint likelihood takes the form of
`two(Q, A, Θ | R) =
N∑
i=1
J∑
j=1
[
ri,j
(∏
k
a
qj,k
i,k log θ
+
j + (1−
∏
k
a
qj,k
i,k ) log θ
−
j
)
(3)
+ (1− ri,j)
(∏
k
a
qj,k
i,k log(1− θ+j ) + (1−
∏
k
a
qj,k
i,k ) log(1− θ−j )
)]
;
while under a multi-parameter SLAM, the log of the joint likelihood can be written as
`mult(Q, A, Θ | R) =
N∑
i=1
J∑
j=1
[
ri,j
2|Kj |∑
m=1
I(φmult(qj,ai) = m) log θj,αm (4)
+ (1− ri,j)
2|Kj |∑
m=1
I(φmult(qj,ai) = m) log(1− θj,αm)
]
.
We define the joint MLE for a two-parameter SLAM as follows,
(Q̂, Â, Θ̂)two = arg max
(Q,A,Θ)
`two(R; Q, A, Θ), (5)
subject to fitting a K-attribute two-parameter SLAM.
Under the two-parameter SLAM, a natural constraint θ̂+j > θ̂
−
j is imposed for identifiability.
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Denote the true item loading matrix by Q0 = (q0j,k). Under an all-effect SLAM, we define
the joint MLE as the solution to the following constrained optimization problem,
(Q̂, Â, Θ̂)mult = arg max
(Q,A,Θ)
`mult(R; Q, A, Θ), (6)
subject to fitting a K-attribute multi-parameter SLAM with
K∑
k=1
q̂j,k ≤
K∑
k=1
q0j,k.
The constraint
∑K
k=1q̂j,k ≤
∑K
k=1q
0
j,k can be thought of as an analogue of the L0 constraint on
regression coefficients in regression problems in order to do variable selection. Theoretically,
such a constraint is necessary to ensure qj’s are identifiable under a multi-parameter SLAM.
This is because taking q˜j = 1K and appropriately specifying the corresponding {θ˜j,α :
α ∈ {0, 1}K} can lead to the same distribution of responses as generated by any qj. In
practice, this constrained maximum likelihood estimation problem can be replaced by an
unconstrained one by adding penalty. Indeed, our estimation method for the multi-parameter
SLAM does not assume knowledge of
∑K
k=1q
0
j,k, but adopts the marginal screening and
variable selection methods to directly estimate qj,k’s; see Section 4.2 for details. Existing
estimation methods for SLAMs Chen et al. (2015) and Xu and Shang (2018) used the Lasso
(Tibshirani, 1996), SCAD (Fan and Li, 2001), and the truncated L1 (Shen et al., 2012)
penalties to estimate the Q-matrix. But both of Chen et al. (2015) and Xu and Shang
(2018) adopted the maximum marginal likelihood approach to identifying and estimating the
latent structures. As a result, these methods may encounter computational barriers in high
dimensions due to the need to estimate the 2K-dimensional population proportion parameters
for the attribute patterns. The current work provides the first statistically rigorous treatment
of the joint MLE accompanied with computationally efficient estimation algorithms in high
dimensions.
3 Statistical Consistency of the Joint MLE
3.1 Joint MLE under Correct Model Specification
Throughout the following discussion, we consider the model sequence indexed by (N, J,K),
where each of the three quantities N, J, and K can grow to infinity. We make the following
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assumptions on the true parameters (Θ0,Q0,A0) that generate the data.
Assumption 1. There exists a finite number d ≥ 2 such that
1
Jd
≤ min
1≤j≤J,
α∈{0,1}K
θ0j,α ≤ max
1≤j≤J,
α∈{0,1}K
θ0j,α ≤ 1−
1
Jd
. (7)
Assumption 2. For two-parameter SLAMs, there exists {βJ} ⊆ (0,∞) such that
min
1≤j≤J
(
θ+,0j − θ−,0j
) ≥ βJ . (8)
For multi-parameter SLAMs, there exists {βJ} ⊆ (0,∞) such that
min
1≤j≤J
{
min
α1◦qj 6=α2◦qj
|θ0j,α1 − θ0j,α2|
}
≥ βJ . (9)
Assumption 3. There exist {δJ}, {pN} ⊆ (0,∞) and a constant  > 0 such that
min
1≤k≤K
1
J
J∑
j=1
I(q0j = ek) ≥ δJ ; (10)
min
α∈{0,1}K
1
N
N∑
i=1
I(a0i = α) ≥ pN ≥

2K
. (11)
Also assume
∑K
k=1 q
0
j,k ≤ K0 for a constant K0.
We remark here that by writing all the lower bounds in the above assumptions as de-
pending on a subscript J or N , we are indeed allowing them to go to zero as J and N go to
infinity. This type of assumptions distinguish the current theoretical investigation from all
the previous works on structured latent attribute models or cognitive diagnostic models. As
to be shown in the following theorems, as long as the rate at which these βJ , δJ , and pN go
to zero satisfy some requirements, consistency of joint MLE can be obtained.
Some more specific discussions on the assumptions are in order. Assumption 1 is a tech-
nical assumption needed in the proof. It imposes a very mild requirement on the Bernoulli
parameters θj,α’s, where Eq. (7) only requires θj,α to be bounded away from zero and one
at a rate not faster than 1/Jd. Since we consider the scenario J →∞, the lower and upper
bound quickly approaches zero and one, respectively. Assumption 2 is on the gap of item
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parameters, under the two-parameter SLAM and the multi-parameter SLAM, respectively.
Such a requirement also has its counterpart in the finite-J regime in the study of identifia-
bility. For instance, Xu and Shang (2018), Gu and Xu (2019b), and Gu and Xu (2020) all
impose a similar requirement to establish model identifiability, where the lower bound was
assumed to be strictly positive regardless of J . Instead, here we allow βJ → 0 and establish
estimability and consistency. Assumption 3 is about the discrete latent structures Q and A
of a SLAM. Eq. (10) resembles a requirement that “Q should contain an identity submatrix
IK” in the finite-J regime; see Chen et al. (2015) and Xu and Shang (2018) for examples. In
the currently considered scenario where J →∞, a finite number of submatrices IK in Q may
not suffice for estimability and consistency, and Eq. (10) requires Q to contain an increasing
number of IK ’s as J grows. In the literature, Wang and Douglas (2015) made a similar
assumption on Q when studying the consistency of a nonparametric estimator for cognitive
diagnostic models, and Chen et al. (2019b) also imposed such a requirement on the structral
matrix when studying continuous latent factor models. As for another assumption Eq. (11)
in Assumption 3, it requires the 2K latent patterns to be not too unevenly distributed. A
resemblance for this assumption in the random-effect SLAM in the finite-J regime is pα > 0
for all α ∈ {0, 1}K ; this was imposed in Chen et al. (2015) and Xu and Shang (2018), where
pα denotes the population proportion parameter for latent pattern α.
Now denote M = (NJ)−1
∑N
i=1
∑J
j=1 P(ri,j = 1), the average positive response rate
across all the individuals and all the items in the sample. We have the following theorem on
consistency of joint MLE for two-parameter SLAMs.
Theorem 1 (Joint Consistency under a Two-Parameter Model). Consider a two-parameter
SLAM and (Q̂, Â) obtained from Problem (5). When N, J → ∞, suppose √J = O (N1−c)
for some small constant c ∈ (0, 1) and K = o(MJ log J). Under Assumptions 1, 2, and 3,
the following two conclusions hold.
(a) There is
1
NJ
N∑
i=1
J∑
j=1
∣∣∣P(ri,j = 1 | Q0,A0,Θ0)− P(ri,j = 1 | Q̂, Â,Θ0)∣∣∣ = oP (γJ
βJ
)
, (12)
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where for a small positive constant  > 0,
γJ =
(log J)1+√
J
·
√
M log(2K). (13)
(b) Up to a permutation of the K latent attributes, there is
1
J
J∑
j=1
I(q0j 6= q̂j) = oP
(
γJ
βJ · pN
)
,
1
N
N∑
i=1
I(âi 6= a0i ) = oP
(
γJ
βJ · δJ
)
.
The γJ in part (a) of Theorem 1 bounds the rate of convergence of the average positive
response probability under the estimated latent structure (Q̂, Â). Part (b) further bounds
the rates of convergence of the estimators for rows of Q̂ and Â, respectively. As shown in
the derived rates in Theorem 1(b), the sequence of numbers βJ , pN , and δJ are allowed to
go to zero, as long as γJ/(βJ · pN)→ 0 and γJ/(βJ · δJ)→ 0. Theorem 1(b) not only ensures
the asymptotic consistency of the joint MLE, but also offers insights into the accuracies of
estimating qj’s and ai’s with finite samples.
Under a multi-parameter all-effect SLAM under Assumption 3, each q0j induces up to
2K0 latent classes corresponding to each item j, instead of two latent classes under a two-
parameter model. The following theorem is a generalization of Theorem 1 and it establishes
a similar conclusion of estimability and consistency in the multi-parameter case.
Theorem 2 (Joint Consistency under a Multi-Parameter Model). Consider a multi-parameter
SLAM and Ẑ = (Q̂, Â) obtained from Problem (6). When N, J → ∞, with √J · 2K0 =
O(N1−c) for some small constant c ∈ (0, 1) and K = o(MJ log J). Under Assumptions 1,
2, and 3, the same two conclusions as Theorem 1(a) and (b) hold.
We point out that the proof of part (a) of Theorems 1 and 2 uses a similar technique
as that in the community detection literature for stochastic block models, e.g., Choi et al.
(2012). A recent study Zhao et al. (2020) on network inference also adopted a similar
argument to establish consistency of the maximum profile likelihood estimator of the so-
called hub model. Generally, a proof technique of a similar spirit is useful here because the
considered fixed-effect framework allows reformulating the optimization problem (5) or (6) as
a “clustering” problem. Indeed, each vector qj categorizes the attribute patterns into distinct
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clusters locally for each item j, under the appropriate model assumptions in Examples 1 or
2. Nevertheless, also apparent from Examples 1 and 2 is that the model setup of a SLAM is
fundamentally different from a stochastic block model for network data. The overall proof
procedures used to establish Theorems 1 and 2 take into account the unique structure of
the Q-matrix-constrained latent attribute model. The obtained results here give important
practical implications for designing the Q-matrix for cognitive diagnostic applications and
for estimating individual latent profiles from data.
3.2 Joint MLE under Model Misspecification
In real-world applications of structured latent attribute analysis, it is an important yet
challenging question to decide which model assumption to adopt: the simpler two-parameter
model or the more complex multi-parameter model. Fitting a two-parameter model can be
computationally easier, but it also bears the risk of oversimplification and causing lack of
fit. This issue can be further complicated in exploratory analysis when the Q-matrix is not
provided and needs to be estimated from data. In this subsection, we consider the situation
when a multi-parameter SLAM is misspecified to a two-parameter SLAM. We first provide
conditions that guarantee a misspecified joint MLE is consistent in estimating part of model
structure. This provides a basis for subsequent second-stage estimation. We then provide
conditions that ensure a misspecified joint MLE obtained by fitting a two-parameter model
can directly give consistent estimation of rows of Q and A. Together, the developments
in this subsection will facilitate valid and efficient computational methods for estimating
multi-parameter SLAMs in the later Section 4.2.
We first introduce some notation. Define two quantities Pmulti,j and P
2,Z
i,j as follows,
Pmulti,j = P
(
ri,j = 1 | Q0,A0,Θ0
)
,
P 2,Zi,j =

θ¯Zj,+ =
∑N
m=1 I(am  qj)PGm,j∑N
m=1 I(am  qj)
, if ai  qj;
θ¯Zj,− =
∑N
m=1 I(am  qj)PGm,j∑N
m=1 I(am  qj)
, if ai  qj.
(14)
Here Pmulti,j denotes the probability of ri,j = 1 under the data-generating multi-parameter
SLAM given true parameters (Q0,A0,Θ0). The notation “ai  qj” means vector ai is
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elementwisely greater than or equal to vector qj, and ai  qj means otherwise. The θ¯
Z,+
j
and θ¯Z,+j define two average levels of positive response probability for item j, for the two
latent groups {ai, i ∈ [N ] : ai  qj} and {ai, i ∈ [N ] : ai  qj}, respectively. As long as
Z = (Q,A) are given, one can always define the P 2,Zi,j as in (14) to induce a two-parameter
approximation of the item parameters. We will call P 2,Z
0
i,j the “oracle” two-parameter ap-
proximation since they are obtained assuming the true discrete structures Z0 are known.
When Z = Z0 and the data-generating model is indeed a two-parameter DINA model, (14)
reduces to P 2,Z
0
i,j = P(ri,j | Q0,A0,Θ0); while generally this equality does not always hold.
Define D(p‖q) = p log(p/q) + (1 − p) log{(1 − p)/(1 − q)}, the Kullback-Leibler divergence
of a Bernoulli distribution with parameter p from that with parameter q.
We first provide conditions sufficient for consistency of part of the discrete latent struc-
tures given by a misspecified MLE. These conditions would imply a two-stage estimation
procedure to be described in Section 4.2. Define the following function of Z = (Q,A),
fj(Z) =
N∑
i=1
D
(
Pmulti,j
∥∥∥P 2,Zi,j ). (15)
To interpret, the fj(Z) characterizes the KL divergences from the true Bernoulli parameters
Pmulti,j to the two-parameter approximation induced by Z for item j. We first consider the
following assumption to replace the previous Assumption 2 on the true parameters under
the multi-parameter model.
Assumption 4. Define E0 = {j ∈ [J ] : qj = ek for some k ∈ [K]}. The true data-
generating multi-parameter SLAM satisfies
min
j∈E0
(θ0j,1K − θ0j,0K ) ≥ ζJ ;∑
j /∈E0
fj(Z
0) = min
Z=(Q,A)
∑
j /∈E0
fj(Z) + o(NJ · ηJ), (16)
for some {ζJ} ⊆ (0, 1) and some bounded sequence {ηJ} ⊆ [0,∞).
Eq. (16) means that for items not in E0, the sum of KL-divergences from the true param-
eters Pmulti,j to P
2,Z0
i,j is close to the minimum of that between P
mult
i,j and P
2,Z
i,j . The definition
of P 2,Zi,j is given in the previous (14) and the Z
0 = (Q0,A0) refers to the true data-generating
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structure. In the special case where ηJ = 0, Eq. (16) essentially asserts that the oracle
two-parameter approximation is the best two-parameter approximation in the sense of min-
imizing the KL-divergence to the true parameters. In general cases when {ηJ} ⊆ [0,∞) is a
bounded sequence, Eq. (16) weakens to merely requiring the oracle two-parameter approxi-
mation to be close to the best two-parameter approximation. This Eq. (16) in Assumption
4 indeed imposes a quite mild requirement on the data-generating true parameters. We use
the following toy example to illustrate when (16) can hold.
Example 3. Consider a single item j with q0j = (1, 1, 0) and rows of A
0 being a01 =
(0, 0, 0), a02 = (0, 0, 1),a
0
3 = (0, 1, 0), a
0
4 = (0, 1, 1), a
0
5 = (1, 0, 0), a
0
6 = (1, 0, 1), a
0
7 =
(1, 1, 0), a08 = (1, 1, 1). We claim that fj(Z
0) = minZ=(qj ,A) fj(Z) holds for this item j ∈ E0.
We next provide an outline of the derivation behind this claim, where more details are pre-
sented in the Supplementary Material. Under the multi-parameter SLAM, for q0j there are
four item parameters for this item j: θj, (000) = θj, (001), θj, (010) = θj, (011), θj, (100) = θj, (101),
and θj, (110) = θj, (111); we denote these four parameters by θj, (00∗), θj, (01∗), θj, (10∗), and θj, (11∗),
respectively. First, the fj(Z
0) in the right hand side of (16) can be upper-bounded as follows,
fj(Z
0) =
N∑
i=1
D
(
Pmulti,j
∥∥∥P 2,Z0i,j ) ≤ 4 max
ab,cd∈{00, 01, 10}
ab6=cd
D(θj, (ab∗)‖θj, (cd∗)) =: 4Uj. (17)
Next we consider fj(Z) regarding an arbitrary Z in the left hand side of (16). There is
fj(Z) =
N∑
i=1
D
(
Pmulti,j
∥∥∥P 2,Zi,j ) ≥ ∑
i:aiq0j
D
(
θj, (11∗)
∥∥∥P 2,Zi,j ) = ∑
i=7,8
D
(
Pmulti,j
∥∥∥P 2,Zi,j ).
Note that Z under
∑K
k=1 qj,k ≤
∑K
k=1 q
0
j,k = 2 in (6) induces a partition of the N = 8 subjects
into at most 22 = 4 latent classes. If Z 6= Z0, then the partition induced by Z is different
from those under Z0. Consider two possible cases, (1) subjects i = 7, 8 belong to the same
latent class under Z, (2) subjects i = 7, 8 belong to two different latent classes under Z. In
case (1), denote the number of other subjects falling in the same cluster of i = 7, 8 by m.
Since we assume Z 6= Z0, we must have m ≥ 1 and
fj(Z, case (1)) ≥ 2D
(
θj, (11∗)
∥∥∥2θj, (11∗) +∑m`=1 θj, (a`b`∗)
2 +m
)
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≥ 2m
2 +m
min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗)) =: 2m
2 +m
Lj ≥ 2
3
Lj.
In case (2), the two subjects i = 7, 8 belong to two different latent classes under Z, and
we denote by m1,m2 the number of other subjects assigned to these two different clusters,
respectively. Since a two-parameter approximation under Z only contain two latent classes,
there must be m1 ≥ 1 or m2 ≥ 1, then similar to case (1) there is
fj(Z, case (2)) ≥
( m1
1 +m1
+
m2
1 +m2
)
min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗)) ≥ 1
2
Lj.
Combining cases (1) and (2), we obtain that
min
Z: Z 6=Z0
fj(Z) ≥ 1
2
Lj, Lj := min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗));
fj(Z0) ≤ 4Uj, Uj := max
ab,cd∈{00, 01, 10}
ab6=cd
D(θj, (ab∗)‖θj, (cd∗)).
Therefore in order to have minZ fj(Z) ≥ fj(Z0), it suffices to have Lj ≥ 8Uj for this item j.
In summary, by working out this toy example, we shed light on the intuition behind (16) in
Assumption 4. That is, Lj/Uj ≥ C for some constant C for all j would intuitively lead to
(16). It is worth noting that the two-parameter DINA model has Lj > 0 and Uj = 0 and
hence Lj/Uj = ∞. Our derivation here shows that a multi-parameter model with Uj 6= 0
can have a behavior that the “oracle” two-parameter approximation is the best among all
the possible two-parameter approximations.
For two numbers a and b, denote the maximum of them by a∨b. Recall that the E0 defined
in Assumption 4 is the set of the “single-attribute” items, which are items that depend on
some single latent attribute. Under Assumption 4, we have the following theorem.
Theorem 3. Suppose the data matrix RG is generated from a multi-parameter SLAM but the
estimators ẐD = (Q̂D, ÂD) are obtained through maximizing the misspecified two-parameter
likelihood (5). Under Assumptions 1, 3, and 4 with
√
J = O (N1−c) for a small c > 0 and
γJ defined in (13), there is
1
J
∑
j∈E0
I(q̂Dj 6= q0j) = oP
(
ηJ ∨ γJ
ζJ · pN
)
,
1
N
N∑
i=1
I(âDi 6= a0i ) = oP
(
ηJ ∨ γJ
ζJ · δJ
)
,
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up to a permutation of the K attributes. The joint MLE under a misspecified two-parameter
submodel is consistent in recovering rows of A0 and the single-attribute rows in Q0.
The practical implication of Theorem 3 is the following. After a first step of maximizing
the misspecified two-parameter likelihood to estimate A0 and the single-attribute rows in
Q0, a “regression” type second step can be used to further estimate the remaining multi-
attribute rows in Q0 based on the first stage estimator Â. In Section 4.2, we provide a
practical estimation procedure following this rationale.
In practice, when the data-generating parameters are more similar to the two-parameter
DINA model than described by Assumption 4, we can even directly obtain the consistency of
all the q-vectors and a-vectors from the misspecified joint MLE. We consider the following
assumption to formalize this intuition.
Assumption 5 (True Parameters More Similar to a Two-Parameter Model). As N, J →∞,
the true data-generating multi-parameter SLAM satisfies
min
j∈[J ]
min
b∈[Lj−1]
(θ0j,αLj
− θ0j,αb) ≥ ∆J ; (18)∑
j /∈E0
fj(Z
0) = o(NJ · η′J), (19)
for some {∆J}, {η′J} ⊆ (0,∞), where fj(Z) is as defined in (15).
We provide some intuitive explanations of Assumption 5 in the context of cognitive
diagnosis for ease of understanding. Recall that in (4), the 2|Kj | represents the number of
latent categories induced by an item loading vector qj under a multi-parameter SLAM. We
next write 2|Kj | = Lj for simplicity. Define Aj = {α ∈ {0, 1}K : α  q0j}. Define
Sj,αb =
{
i ∈ [N ] : q0j ◦ a0i = q0j ◦αb
}
, for αb ∈ Aj. (20)
Then Sj,α1 , . . . , Sj,αLj describe a partition of the N individuals into Lj induced latent cate-
gories. We abuse notation slightly and write α1 = 0K and αLj = q
0
j for an arbitrary item j.
In cognitive diagnosis, individuals belonging to SαLj can be viewed as in the “most capable
latent class” for item j, because they master all the required skill attributes indicated by
q0j . Similarly, the other individuals belonging to Sαb for b < Lj can be viewed as in the
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“partially-incapable” latent classes, because they lack at least one of the required skills of
item j. Eq. (18) specifies a positive lower bound for θ0j,αLj
− θ0j,αb , the gap between the item
parameter for the “most capable latent class” αLj and that for the “partially-incapable”
latent class αb. As for (19), it holds if the following more transparent condition holds,
∑
j /∈E0
1
N − |Sj,αLj |
∑
b6=c∈[Lj−1]
|Sj,αb| · |Sj,αc| ·D(θGj,αb‖θGj,αc) = o (NJ · ηJ) . (21)
Intuitively, (21) means for items whose qj’s measure more than one attribute (i.e., j 6∈ E0),
those partially-incapable latent classes have similar item parameters. Combined together,
the conditions in Assumption 5 imply that the items on average approximately exhibit
“two-class” behaviors (equivalently, two-parameter behaviors), where (1) θ0j,αLj
is easily dis-
tinguished from all the other θ0j,αb ’s, and (2) all the other θ
0
j,αb
’s for b ∈ {1, . . . , Lj − 1} are
similar enough. We have the following theorem under Assumption 5.
Theorem 4 (True Parameters More Similar to a Two-Parameter Model). Suppose the data
matrix RG is generated from a multi-parameter SLAM but the estimators ẐD = (Q̂D, ÂD)
are obtained through maximizing the misspecified two-parameter likelihood (5). Under As-
sumptions 1, 3, and 5, as N, J →∞, with √J = O (N1−c) for a small c > 0 and γJ defined
in (13), there is
1
J
J∑
j=1
I(q̂Dj 6= q0j) = oP
(
γJ ∨ η′J
∆J · pN
)
,
1
N
N∑
i=1
I(âDi 6= a0i ) = oP
(
γJ ∨ η′J
∆J · δJ
)
,
up to a permutation of the K latent attributes. In this case, the joint MLE under a misspec-
ified two-parameter submodel is consistent in recovering rows of Q0 and A0.
The implication of Theorem 4 is that when the data-generating parameters are simi-
lar enough to a two-parameter model, directly maximizing the misspecified two-parameter
likelihood suffices in recovering all the discrete latent structures.
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4 A Scalable Estimation Algorithm
4.1 Estimation under the Two-Parameter Model
EM-type algorithms are popular for estimating latent variable models; however for the con-
sidered SLAMs, a traditional EM algorithm needs to evaluate subjects’ and items’ probabil-
ities of all configurations of K-dimensional patterns in each E step. This is computationally
intractable for moderate to large K with complexity O((N+J)2K). In the considered asymp-
totic regime where all of N, J, K can grow large, the traditional EM algorithm suffers from
lack of scalability. To tackle this issue, we develop a computationally efficient approximate
algorithm to obtain joint MLE from a two-parameter structured latent attribute model.
Our new algorithm uses a type of stochastic approximation in the E step of an EM-flavor
algorithm for estimating the discrete structure Q and A to achieve scalability.
We next describe the proposed algorithm in detail. We treat the entries of Q, A as
missing data and θ+, θ− as model parameters and alternate between an approximate E step
for imputing Q and A and an M step for updating θ+ and θ−. If treating each ai as a
random vector following a categorical distribution in {0, 1}K , then the E step would involve
updating the expectation of ai in the combinatorial space {0, 1}K . The cardinality of this
space 2K grows exponentially with K. Therefore, as an approximation to the E step in the
tth iteration, we first draw several Gibbs samples of ai,k’s (along the direction of updating
attribute patterns), and then draw several Gibbs samples of qj,k’s (along the direction of
updating item loadings). For A, after a small number of Gibbs steps, we take a stochastic
approximation of the current average of A in the following manner,
Aave, (t) ← 1
t
A(t) +
(
1− 1
t
)
Aave, (t−1), (22)
where Aave,(t−1) means the the A-matrix averaged from all the previous iterations up to
iteration t− 1. The update (22) uses a similar idea to that in the stochastic approximation
EM (SAEM) algorithm studied by Delyon et al. (1999). Before proceeding to the M step,
for Q, we round each entry in Q averaged from the several Gibbs samples to the nearest
integer (0 or 1) to obtain Q(t). Then in the M step, given the rounded integer matrix Q(t)
and the averaged matrix Aave, (t), we can update the item parameters θ+ and θ− in closed
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forms under the two-parameter assumption introduced in Example 1. We call the algorithm
EM with Alternating Direction Gibbs EM (ADG-EM) as each E step iteratively draws Gibbs
samples of A (along the direction of updating attribute patterns) and Q (along the direction
of updating item loadings). The details of ADG-EM are presented in Algorithm 1. In
practice, for a small integer C, Algorithm 1 draws C Gibbs samples of Q and A. We find
usually C < 10 suffices for good empirical performance.
Algorithm 1 applies the stochastic approximation merely to the update of A but not to
that of Q in each iterative step (i.e., the update “Q = I(Qs/C > 1/2) element-wisely” in
Algorithm 1 does not depend on t). We find through simulations that this algorithm has good
estimation accuracy in various cases including when N and J are both very large. But one
could similarly apply the stochastic approximation to both Q and A in each EM iteration;
we also present this modified version as Algorithm S.2 in the Supplementary Material.
Algorithm 1: ADG-EM: Alternating Direction Gibbs EM for estimating Q and A
Data: Response matrix R = (ri,j)N×J ∈ {0, 1}N×J and number of attributes K.
Initialize A = (ai,k)N×K ∈ {0, 1}N×K and Q = (qj,k)J×K ∈ {0, 1}J×K .
Initialize parameters θ+ and θ−. Set t = 1, Aave = 0.
while not converged do
for (i, j) ∈ [N ]× [J ] do ψi,j ← ri,j log[θ+j /θ−j ] + (1− ri,j) log[(1− θ+j )/(1− θ−j )] ;
As ← 0, Qs ← 0.
for r ∈ [C] do
for (i, k) ∈ [N ]× [K] do
Draw ai,k ∼ Bernoulli
(
σ
(
−∑j qj,k∏m6=k aqj,mi,m ψi,j))
As ← As + A;
Aave ← t−1(As/C) + (1− t−1)Aave; t← t+ 1.
for r ∈ [C] do
for (j, k) ∈ [J ]× [K] do
Draw qj,k ∼ Bernoulli
(
σ
(∑
i(1− ai,k)
∏
m6=k a
qj,m
i,m ψi,j
))
Qs ← Qs + Q;
Q = I(Qs/C > 1/2) element-wisely; Iave =
(∏
k{aavei,k }qj,k
)
N×J
;
for j ∈ [J ] do
θ+j ← (
∑
i ri,jI
ave
i,j )/(
∑
i I
ave
i,j ), θ
−
j ← (
∑
i ri,j(1− Iavei,j ))/(
∑
i(1− Iavei,j ));
Â = I(Aave > 1/2) element-wisely.
Output: Q̂ and Â.
In terms of computational complexity, Algorithm 1 has O((N +J)K) complexity in each
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iterative step, in contrast to the O((N + J)2K) complexity of the regularized EM algorithm
that evaluates the probabilities of all the 2K configurations of the binary attribute patterns
(Chen et al., 2015; Xu and Shang, 2018). This reduction to linear complexity in K greatly
reduces the computational cost of estimating a SLAM. The next simulated example provides
a glimpse into the convergence behavior and accuracy of the new algorithm.
Example 4. We present two specific examples to visualize the intermediate results of Al-
gorithm 1. These two examples are both in the setting (N, J,K) = (1000, 1000, 7) with
parameters 30% = θ−j = 1 − θ+j for all j ∈ [J ], and all the latent attribute patterns are
evenly distributed. The data-generating Q-matrix vertically stacks J/(2K) copies of sub-
matrix IK and an appropriate number of another K ×K submatrix Q2block = (q(2)j,k ), where
q
(2)
k,k = 1 for k ∈ [K], q(2)k,k+1 = 1 for k ∈ {1, . . . , K − 1} and q(2)K,1 = 1.
In the first example, we use “randomly perturbed initialization” for (Q,A). Figure 1
shows the results of Algorithm 1 together with its intermediate results along the first 4
iterations of the stochastic EM steps. The 6 plots in the first row of Figure 1 show the
reconstruction of the data matrix R, and the 6 plots in the second row of Figure 1 show
the estimation of Q. Specifically, after the t-th iteration, based on the Q̂iter. t, the R̂iter. t is
reconstructed with the (i, j)th entry defined as
I
(
θ̂+j · ξq̂j ,âi + θ̂−j · (1− ξq̂j ,âi) >
1
2
)
, (i, j) ∈ [N ]× [J ]. (23)
which is the integer (0 or 1) nearest to the posterior mean of (i, j)th entry of R. The ground
truth for R is just the N × J ideal response matrix in the noiseless case Rideal = (rideali,j ),
where rideali,j = ξ(qj,ai) =
∏K
k=1 a
qj,k
i,k . Along the first 3 stochastic EM iterations, the matrix
Q change 2246, 275, 11 entries, respectively. Then from the 4th iteration until the stopping
criterion is reached, we observe that all the entries of Q remain the same during the sampling
in the E step. In the last several iterations the item parameters (θ+,θ−) continued to change
slightly and converge. Let (robservei,j ) and (r
recons
i,j ) denote the observed noisy data matrix and
the reconstructed data matrix in the end of the algorithm, respectively. Corresponding to
the trial in Figure 1, there is
1
NJ
∑
(i,j)∈[N ]×[J ]
I(rideali,j 6= robservei,j ) = 0.2995,
1
NJ
∑
(i,j)∈[N ]×[J ]
I(rideali,j 6= rreconsi,j ) = 5.21× 10−5.
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In the above display, the 0.2995 reflects the noise rate in the observed data matrix corre-
sponding to 1 − θ+j = θ−j = 0.3 for each j ∈ [J ]; and the 5.21 × 10−5 represents the error
rate of reconstructing the N × J ideal response matrix, which is far smaller than the initial
noise rate by several magnitudes. Indeed, there is no discernible difference between Riter. 4
and Rideal based on the two rightmost plots in the first row of Figure 1.
2246 entries ch
an
ge 275 entries cha
ng
e 11 entries cha
ng
e 0 entry chan
ge
exactly recove
red
!
Figure 1: Estimation with randomly perturbed initialization. Color white represents value
“1” and color black represents value “0”. Only 3 stochastic EM iterations suffice for perfect
estimation of the structural matrix Q.
2312 entries ch
an
ge
1746 entries ch
an
ge 400 entries cha
ng
e 141 entries cha
ng
e exactly recove
red
!
Figure 2: Estimation with entirely random initialization. Color white represents value “1”
and color black represents value “0”. Only 4 stochastic EM iterations of the proposed ADG-
EM Algorithm 1 suffice for almost perfect decomposition and reconstruction. The stochastic
Q after 4 iterations is identical to the true Q after a column permutation.
In the second visualization example, we use “entirely random initialization” to obtain the
(Qini,Aini) as input to Algorithm 1. Figure 2 shows the results of Algorithm 1 together with
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its intermediate results along the first 4 iterations of the stochastic EM steps. Along the first
4 stochastic EM iterations, the matrix Q changed 2312, 1746, 400, 141 entries, respectively.
Then from the 5th iteration until the stopping criterion is reached, all the entries of Q remain
the same. With this entirely random initialization mechanism, the finally obtained Q̂ only
differs from Qtrue by a column permutation. This permutation of the latent attributes is
the inevitable and trivial ambiguity associated with estimating a Q-matrix (Chen et al.,
2015). The proposed ADG-EM algorithm also succeeds in this scenario. For Figure 2, the
reconstruction result for the data matrix R with noise rate 30% is 7.20 × 10−5. This high
reconstruction accuracy shows that estimating Q up to a column permutation does not
compromise reconstructing R at all.
4.2 Estimation under the Multi-Parameter Model
Thanks to Theorem 3 and Theorem 4, the scalable estimation algorithm for the two-parameter
model proposed in Section 4.1 can serve as a useful approximation for optimizing (6) under
a multi-parameter model. In particular, the different scenarios characterized by Assump-
tion 4 (referred to as multi-parameter model with weaker two-parameter signal from now
on) and Assumption 5 (referred to as multi-parameter model with stronger two-parameter
signal) inspire two ways of performing estimation. We next discuss these two situations,
respectively.
Two-stage estimation corresponding to Theorem 3. When the multi-parameter
model satisfies the weaker Assumption 4, Theorem 3 indicates that directly maximizing
the misspecificed two-parameter likelihood can lead to consistent estimators of A and those
single-attribute row vectors in Q. The theoretical guarantee of correctly recovering A via a
misspecified MLE inspires the following two-stage estimation procedure. After using Algo-
rithm 1 to obtain Q̂ and Â, we fix Â as some surrogate “covariates” in order to re-estimate
the matrix Q through a second regression step. Specifically, a multi-parameter SLAM in
Example 2 has the following reparametrization for each i ∈ [N ],
θj,âi = f
∑
S⊆Kj
βj,S
∏
k∈S
âi,k
 = f
 ∑
S⊆{0,1}K
βj,S
∏
k∈S
âi,k
 , βj,S 6= 0 only if S ⊆ Kj, (24)
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where βj,S is the coefficient for the interaction effects of the attributes in the set S. Recall
that the set Kj = {k ∈ [K] : qj,k = 1} characterizes the set of latent attributes measured
by item j. In other words, the sparsity structure of the βj = (βj,S; S ⊆ {0, 1}K) in the
reparametrization (24) encode the information of qj. Therefore, if ai’s are treated as fixed
instead of latent, we can use a penalized logistic regression to find the sparse nonzero “re-
gression” coefficients βj,S’s for an item j, out of the |{0, 1}| = 2K possible ones. Then those
nonzero βj,S’s define the set Kj and hence determine the vector qj. This is the basic rationale
for our second stage estimation.
More specifically, in this second regression stage, for each item j, the parameter vector
βj = (βj,S; S ⊆ [K]) involves all the possible interaction effects among the K binary at-
tributes. So βj has dimension 2
K , which can be huge given a moderate number of latent
attributes. This is in analogy to the high-dimensional regression problem for a generalized
linear model with link function f−1. When this is the case, we recommend using the in-
dependence screening approach (Fan and Lv, 2008) to select candidate interactions of the
attributes and then performing the variable selection only on the set of candidate inter-
actions. The all-effect screening method is described as follows. For an arbitrary subset
S ⊆ [K] of the latent attributes, we define its corresponding maximum marginal likelihood
estimator β̂
M
j,S = (β̂
M
j,S0
, β̂Mj,S) based on the logistic regression as
β̂
M
j,S = arg min
βMj,S
1
N
N∑
i=1
[
ri,jâ
>
i,Sβj,S − log
{
exp
(
â>i,Sβj,S
)
+ 1
}]
, (25)
where we denote âi,S =
(
1,
∏
k∈S âi,k
)
. Then we select the following set M̂j, screen of the
attribute interaction terms as the candidate terms.
M̂j,Scre =
{
S ⊆ {0, 1}K : |β̂Mj,S| > τ
}
, (26)
where τ > 0 is prespecified. An even faster screening method is the main-effect screening,
which only screens the marginal main effects of the K attributes for each item. That is, for
τ ′ > 0, define
K̂mainj =
{
k ∈ {1, . . . , K} : |β̂Mj,k| > τ ′
}
, M̂j,mScre = ∪
{
S : S ⊆ K̂mainj
}
. (27)
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In practice, one can bypass the issue of the selection of the parameter τ ′ in (27) in the
following way. That is, we can arrange the absolute values of the K marginal main effects
|β̂Mj,k| from the largest to the smallest, denoted by |β̂Mj,(1)| > |β̂Mj,(2)| > · · · > |β̂Mj,(K)|. From
this ranking, we then select the first k′ attributes as the candidate ones for which the gap
|β̂Mj,(k′)| − |β̂Mj,(k′+1)| is the largest; that is, we define K̂mainj = {|β̂Mj,(1)|, . . . , |β̂Mj,(k′)|} where
k′ = arg maxk∈[K](|β̂Mj,(k)| − |β̂Mj,(k+1)|). In the simulation studies, we find that main-effect
screening coupled with this selection strategy usually suffices to have good performance.
Finally, for each item j, given the set of candidate terms M̂j,Scre or M̂j,mScre, we use a
L1-penalized logistic regression on these candidate terms to arrive at a final set of selected
terms M̂j,pen. The tuning parameter of the L1 penalty is chosen by five-fold cross validation.
Based on this, the vector q̂j can be determined. We use the following example to illustrate
the two-stage estimation procedure.
Example 5 (Estimating a Multi-Parameter Model with Weaker Two-Parameter Signal (As-
sumption 4)). We generate data with (N, J,K) = (2400, 1200, 3) under the multi-parameter
GDINA model. The true Q has half of the row vectors loading on some single attribute,
one fourth loading on two attributes, and the remaining one fourth loading on all three
attributes; these are visualized in Figure 4. The β-parameters in (2) are specified as follows
θj,0K = βj,∅ = 0.2, θj,1K =
∑
S⊆Kj
βj,S = 0.8;
βj,S =
θj,1K − θj,0K
2|Kj | − 1 for any S ⊆ Kj, S 6= ∅,
where |Kj| = 1, 2, 3. This setting of the item parameters are the same as the simulation
settings in Xu and Shang (2018) and Culpepper (2019), that is, for each item all the main-
effect and interaction-effect parameters are equal. The results for (N, J,K) = (2400, 1200, 3)
are presented in the upper panel of Figure 3. In this scenario, the first-stage Q̂1st differs
from Q0 by 39 entries, out of the J × K = 3600 entries. The first stage Â exactly equals
A0. Treating Â as known and fixed in the second stage estimation leads to a second-stage
estimator Q̂2st which exactly equals Q0. In the bottom panel of Figure 3, we show the
estimation results for a simulated dataset with (N, J,K) = (3000, 2000, 10) and the findings
are similar.
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Figure 3: Weaker two-parameter signal (Assumption 4) with βj,Kj = (θj,1K − θj,0K )/(2|Kj |−
1). Upper for (N, J,K) = (2400, 1200, 3): the first-stage Q̂1st differs from Q0 by 39 entries,
out of the J ×K = 3600 entries. Bottom for (N, J,K) = (3000, 2000, 10): the first-stage
Q̂1st differs from Q0 by 61 entries, out of the J ×K = 20000 entries.
One-stage estimation corresponding to Theorem 4. When the data-generating multi-
parameter model satisfies the stronger Assumption 5, Theorem 4 indicates that directly
maximizing the misspecificed two-parameter likelihood suffices for estimating (Q,A) consis-
tently. We present the following example to illustrate the behavior of the proposed method
in this scenario.
Example 6 (Estimating a Multi-Parameter Model with Stronger Two-Parameter Signal (As-
sumption 5)). Similar to Example 5, we still generate data with (N, J,K) = (2400, 1200, 3)
under the multi-parameter GDINA model proposed in de la Torre (2011). The true Q still
takes the same form as that in Example 6. The difference is on the specification of item
parameters. Here we set θj,0K = 0.2 and θj,1K = 0.8, and set the βj,Kj corresponding to the
highest order of interaction among the required attributes to be 1
2
(θj,1K − θj,0K ). And we
set all the remaining interaction-effect and main-effect parameters to be equal. That is, the
26
β-parameters in (2) are
θj,0K = βj,∅ = 0.2, θj,1K =
∑
S⊆Kj
βj,S = 0.8;
βj,Kj =
θj,1K − θj,0K
2
, βj,S =
θj,1K − θj,0K
2
· 1
2|Kj | − 2 for any S $ Kj, S 6= ∅.
Figure 4 presents the estimation results. It shows that in this example, the misspecified
MLE has perfect performance on recovering both Q0 and A0 exactly.
Figure 4: Stronger two-parameter signal (Assumption 5) with βj,Kj = (θj,1K − θj,0K ) /2.
Upper row: Q0,Q1stini , Q̂ and A
0,Aini, Â, where white denotes “1” and black denotes “0”.
Bottom left: true item parameters Θ for 14 items out of the J = 1200 items used to
generate data under the GDINA model. Bottom right: estimated item parameters Θ̂
corresponding to the same 14 items from the misspecified two-parameter MLE.
5 Simulation Studies
Simulations under the Two-Parameter Model. In this simulation study, we generate
data under the two-parameter DINA model and examine Algorithm 1’s performance under
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(N, J) = (100, 1000), (1000, 1000), or (2000, 2000), and K = 7, 10, 15 (with 27 = 128,
210 = 1024, and 215 = 32768). In each simulation setting, the true Q-matrix vertically
stacks J/(2K) copies of submatrix IK , J/(4K) copies of K ×K submatrix Q(2)block = (q(2)j,k ),
and another J/(4K) copies of K ×K submatrix Q(3)block = (q(3)j,k ).
Q
(2)
block =

1 1 0 · · · 0 0
0 1 1 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · 1 1
1 0 0 · · · 0 1

, Q
(3)
block =

1 1 1 · · · 0 0
0 1 1 · · · 0 0
...
...
...
...
...
...
1 0 0 · · · 1 1
1 1 0 · · · 0 1

. (28)
That is, for Q
(2)
block there is q
(2)
k,k = q
(2)
k,k+1 = 1 and q
(2)
K,1 = 1; for Q
(3)
block there is q
(3)
k,k =
q
(3)
k,k+1 = q
(3)
k,k+2 = 1, and q
(3)
K,1 = q
(3)
K,2 = q
(3)
K−1,1 = 1. The item parameters are set to 0.2
with 1− θ+j = θ−j = 0.2. In each scenario, 200 independent simulation runs are carried out.
The estimation accuracy results are presented in Table 1. The column labeled as Â = A0
records the number of times out of 200 simulations where the algorithm exactly recovers the
entire N ×K matrix A; column âi = a0i records the average accuracy of recovering the N
row vectors of A across the simulation replications; column âi,k = a
0
i,k records the average
accuracy of recovering the NK individual entries of A. The columns Q̂ = Q0, q̂j = q
0
j ,
q̂j,k = q
0
j,k record similar measures for matrix Q. When N = J = 2000, for all the considered
K, both matrix Q and matrix A are exactly recovered in each of the 200 simulations, which
also implies perfect recoveries of the rows and entries of both matrices.
Simulations under the Multi-Parameter Model. We generate data under parameter
settings similar to Examples 5 and 6 for various N , J , and K. For K = 7 or K = 10,
we vary (N, J) in (100, 1000), (1000, 1000) and (2000, 2000); for K = 15, we vary (N, J) in
(200, 2000), (1000, 1000) and (2000, 2000). In each of the considered scenarios, 200 simula-
tion replications are carried out. The estimation results are shown in Table 2 and Table 3,
respectively. The true parameter settings behind Table 2 correspond to the weaker multi-
parameter Assumption 4, and they are the same as the simulation settings in Xu and Shang
(2018) and Culpepper (2019). Table 2 shows that the first stage estimation yields very high
accuracy of estimating rows in A (perfect recovery in the considered scenarios), which pro-
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2K J N
Â Q̂
Â = A0 âi = a
0
i âi,k = a
0
i,k Q̂ = Q
0 q̂j = q
0
j q̂j,k = q
0
j,k
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100 1000 0/200 0.910 0.986 200/200 1.000 1.000
1000 1000 188/200 0.940 0.970 188/200 0.941 0.975
2000 2000 200/200 1.000 1.000 200/200 1.000 1.000
210
100 1000 0/200 0.678 0.949 185/200 0.965 0.987
1000 1000 189/200 0.955 0.980 191/200 0.956 0.983
2000 2000 200/200 1.000 1.000 200/200 1.000 1.000
215
200 2000 0/200 0.709 0.956 166/200 0.935 0.980
1000 1000 138/200 0.985 0.993 194/200 0.985 0.995
2000 2000 200/200 1.000 1.000 200/200 1.000 1.000
Table 1: Two-parameter model (DINA) estimation results.
vides a good basis for proceeding with the second stage of re-estimating rows in Q. Indeed,
the second-stage estimator Q̂(2) based on the penalized regression approach introduced in
Section 4.1 shows desirable improvement over the first-stage estimator Q̂(1). The true pa-
rameter settings behind Table 3 correspond to the stronger multi-parameter Assumption 5.
As (N, J) increase from (1000, 1000) to (2000, 2000), the misspecified two-parameter MLE
improves to almost perfect recovery of the discrete latent structures. This corroborates The-
orem 4 that when the true parameters underlying a multi-parameter model are more similar
to a two-parameter model, the misspecified MLE from one-stage estimation can itself leads
to consistency.
In practical scenarios when fitting a structured latent attribute model to real data, if it
is not clear whether the data follows a two-parameter model or a multi-parameter one, we
recommend always performing two-stage estimation as described in Section 4.2 to improve
the estimation accuracy of the Q-matrix, as illustrated in Table 2. Moreover, after the
two-stage estimation procedure, one can apply some information criterion such as BIC to
compare the first-stage estimator for the two-parameter model and second-stage estimator
for the multi-parameter model in order to reach a final decision.
In summary, our simulation studies show that across all the considered scenarios including
the challenging case with 215 = 32768, the proposed estimators have good accuracy of
recovering the qj’s and ai’s.
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2K J N
Â first-stage Q̂(1) second-stage Q̂(2)
âi = a
0
i âi,k = a
0
i,k q̂
(1)
j = q
0
j q̂
(1)
j,k = q
0
j,k q̂
(2)
j = q
0
j q̂
(2)
j,k = q
0
j,k
27
100 1000 0.858 0.978 0.971 0.996 0.991 0.998
1000 1000 1.000 1.000 0.916 0.988 0.989 0.998
2000 2000 1.000 1.000 0.955 0.994 1.000 1.000
210
100 1000 0.560 0.941 0.943 0.993 0.971 0.995
1000 1000 1.000 1.000 0.910 0.991 0.986 0.998
2000 2000 1.000 1.000 0.950 0.995 1.000 1.000
215
200 2000 0.546 0.942 0.960 0.996 1.000 1.000
1000 1000 1.000 1.000 0.904 0.994 0.983 0.999
2000 2000 1.000 1.000 0.941 0.996 1.000 1.000
Table 2: Two-stage estimation for multi-parameter model (GDINA) under the weaker two-
parameter signal with βj,Kj = (θj,1K − θj,0K ) /(2|Kj | − 1) where |Kj| = 1, 2, 3.
2K J N
Â Q̂
Â = A0 âi = a
0
i âi,k = a
0
i,k Q̂ = Q
0 q̂j = q
0
j q̂j,k = q
0
j,k
27
100 1000 0/200 0.888 0.983 192/200 1.000 1.000
1000 1000 200/200 1.000 1.000 115/200 0.999 1.000
2000 2000 200/200 1.000 1.000 173/200 1.000 1.000
210
100 1000 0/200 0.638 0.952 160/200 0.982 0.997
1000 1000 199/200 1.000 1.000 114/200 1.000 1.000
2000 2000 200/200 1.000 1.000 173/200 1.000 1.000
215
200 2000 0/200 0.689 0.968 171/200 0.973 0.994
1000 1000 148/200 1.000 1.000 40/200 0.998 1.000
2000 2000 200/200 1.000 1.000 170/200 1.000 1.000
Table 3: One-stage estimation for multi-parameter model (GDINA) under the stronger two-
parameter signal with βj,Kj = (θj,1K − θj,0K ) /2.
6 Real Data Analysis
We apply the proposed estimation method to real data from an educational assessment, the
Trends in International Mathematics and Science Study (TIMSS). This dataset is a subset
of the TIMSS 2011 Austrian data, which was also used in George and Robitzsch (2015)
to analyze students’ abilities in mathematical sub-competences and can be found in the R
package CDM. It includes responses of N = 1010 Austrian fourth grade students and J = 47
items. A number of K = 9 attributes is pre-specified in George and Robitzsch (2015): (DA)
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Data and Applying, (DK) Data and Knowing, (DR) Data and Reasoning, (GA) Geometry
and Applying, (GK) Geometry and Knowing, (GR) Geometry and Reasoning, (NA) Numbers
and Applying, (NK) Numbers and Knowing, (NR) Numbers and Reasoning ; a provisional Q-
matrix of size 47× 9 is also provided.
One structure specific to such large scale assessments is that only a subset of all items in
the entire study is presented to each of students (George and Robitzsch, 2015). This results
in many missing values in the N × J data matrix, and the considered dataset has a missing
rate 51.73%. The joint MLE approach can be easily extended to handle the missing data
under the ignorable missingness assumption. In this case, it indeed suffices to replace the log
likelihood function (3) over the {ri,j : (i, j) ∈ [N ]× [J ]} by functions over {ri,j : (i, j) ∈ Ω},
where Ω ⊆ [N ] × [J ] is the set of indices in R corresponding to those observed entries. In
particular, the original log likelihood function under the two-parameter model presented in
(3) should be replaced by the following objective function,
`Ω, two(Q, A, Θ | R) =
∑
(i,j)∈Ω
[
ri,j
(∏
k
a
qj,k
i,k log θ
+
j + (1−
∏
k
a
qj,k
i,k ) log θ
−
j
)]
+ (1− ri,j)
(∏
k
a
qj,k
i,k log(1− θ+j ) + (1−
∏
k
a
qj,k
i,k ) log(1− θ−j )
)]
.
With missing values in R, the previous ADG-EM Algorithm 1 can be replaced by Algorithm
S.3 in the Supplementary Material.
The original Q-matrix provided in the TIMSS dataset Qorig has each item measuring only
one attribute. This Q-matrix gives the interpretation of the nine attributes and encodes the
domain knowledge about the test items. Therefore, we use this Qorig as the initialization
of the proposed algorithm. Moreover, we fix Janchor = K = 9 “anchor” items’ row vectors
in Qorig along the iterations of the algorithm. The anchor items are chosen such that their
corresponding row vectors form an identity submatrix IK of the Q-matrix. By this we hope
to fix the interpretation of the K columns as the K provided attributes. The two-parameter
DINA model is often used to model and analyze data from educational assessments. In
the data analysis, we first perform estimation under the two-parameter DINA model and
then also proceed with the second-stage estimation as described in Section 4.2 to estimate
Q-matrix under a multi-parameter GDINA model. But the two-parameter model gives a
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smaller BIC value and indicates a better fit. So next we only discuss the results given by
the two-parameter model fitting.
In the resulting estimator Qest, there are ten rows that have more than one nonzero en-
tries, which are presented in Table 4 together with their item number and item label. First,
for each of these ten items, the estimated q-vector always measures the attribute originally
specified in Qorig (the dark orange entry of “1” in each of the ten rows in Table 4). This im-
plies that the meaning of the original attributes are preserved in our estimation. In addition,
Table 4 reveals extra information that some items depend on certain additional attributes
besides the originally specified one (the dark blue entries of “1” in Table 4). For exam-
ple, items M031379, M031380, M051001 originally are designed to measure attribute (NR)
Number and Reasoning, but the estimated Qest implies they also depend on the attribute
(NA) Number and Applying. In particular, the third item M051001 “Soccer tournament”
asks: in a soccer tournament, teams get: 3 points for a win, 1 point for a tie, 0 points for
a loss. Zedland has 11 points. What is the smallest number of games Zedland could have
played? This is a difficult question for fourth graders and targets complicated skills in the
content domain “Number”; its difficulty is reflected in our estimation result that this item’s
estimated q-vector depends on all of the three attributes about “Number”: (NA), (NK),
and (NR). Table 4 shows that items generally seem to have some clustered dependence on
attributes falling in the same cognitive domain or the same content domain: attributes (NA),
(NK), (NR) in the content domain “Number” are often measured together, and attributes
(GA) and (NA) in the cognitive domain “Applying” are often measured together.
We also examine the N × K estimated attribute profile matrix Aest for the N = 1010
students. Based on Aest, marginally, students master skills regarding Data (average mas-
tery 50.63%) better than Geometry (average mastery 48.12%) and Number (average mastery
46.50%); and they master skills regarding Applying (average mastery 50.83%) and Knowing
(average mastery 49.17%) better than Reasoning (average mastery 45.25%). The “average
mastery” above is calculated as follows: for Data, the average mastery is taken to be the
average of the three columns of Aest corresponding to DA, DK, DR. Figure 5 further shows
the pairwise correlations between the nine attributes based on Aest. It can be seen that the
attributes falling in the same content domain Number do show relatively high correlations,
where the three pairwise correlations between NA, NK, NR are 0.23, 0.24, 0.20. The corre-
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Item No. Item Label
Attributes
DA DK DR GA GK GR NA NK NR
M031379 Trading sports cards 0 0 0 0 0 0 1 0 1
M031380 Trading cartoon cards 0 0 0 0 0 0 1 0 1
M051001 Soccer tournament 0 1 0 0 0 0 1 1 1
M051015 Complete Jay’s shape 0 0 0 1 0 0 1 0 0
M051123 Lines of symmetry complex figure 0 0 0 1 1 0 0 1 0
M041098 How many cans must Sean buy 0 0 0 1 0 0 1 0 0
M041104 Number between 5 and 6 0 0 0 1 1 0 0 1 0
M041299 Fraction of the cake eaten 0 0 0 1 0 0 1 1 0
M041143 Identify shapes in the picture 0 0 0 1 1 0 0 0 0
M051006 Cost of ice cream 1 0 0 1 0 0 1 0 0
Table 4: The ten multi-attribute rows in the estimated Qest for the TIMSS 2011 Austrian
data. The entries “1”s in dark blue are those that are estimated to be 1 but originally are
0 in Qorig; the entries “1”s in dark orange are those that are originally 1 in Qorig.
Figure 5: Correlation plots between the K = 9 latent attributes based on the estimated
attribute profile matrix Aest.
lation between GA and NA is 0.28, also high. This aligns with our earlier observation that
the estimated row vectors in Qest also tend to measure these attributes together.
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7 Discussion
In this paper, we investigate the joint MLE approach to large-scale structured latent attribute
analysis from both the theoretical and computational perspectives. We provide theoretical
guarantees for the estimability and consistency of the latent structures in the regime where
all of the number of individuals, the number of observed variables, and the number of latent
attributes grow large. The obtained rates of convergence not only guarantee asymptotic
consistency of estimating both item loading vectors and individual latent profiles, but also
offer insights into their estimation accuracies with finite samples. These consistency results
also give practical implications for designing the Q-matrix in cognitive diagnostic applica-
tions. Besides the study under correct model specification, we also characterize conditions
that guarantee consistency of a misspecified MLE when misspecifying a multi-parameter
SLAM to a two-parameter submodel. For computation, we develop a scalable approximate
algorithm to find the joint MLE of a two-parameter SLAM and also propose an effective
two-stage estimation procedure for a multi-parameter SLAM. Simulation studies demon-
strate the superior empirical performance of the proposed estimators. Further, we apply
the developed method to real data from an international educational assessment and obtain
practically interpretable results about cognitive diagnosis.
This paper also opens up new possibilities for future research. On the methodological
side, based on the established results on consistency and rates of convergence for estimating
latent structures, an interesting future task is performing statistical inference on SLAMs with
a large number of test items and high-dimensional latent attributes. On the computational
front, it would be interesting to relate or generalize the idea of the proposed estimation
algorithm to other discrete optimization problems; it is also desirable to investigate the
algorithm’s theoretical properties. These directions are left for future study.
Supplementary Material
The Supplementary Material contains all the technical proofs for the theoretical results and
also includes additional discussion on computation.
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Supplement to “A Joint MLE Approach to Large-Scale
Structured Latent Attribute Analysis”
This Supplementary Material is organized as follows. Section S.1 gives the proofs of
Theorems 1–4 presented in the main text together with the proofs of several technical lemmas.
Section S.2 includes an additional simulation study examining the convergence behavior of
Algorithm 1. Section S.3 presents additional algorithms, including one for estimation in the
missing data scenario.
S.1 Technical Proofs
We introduce some useful notation to facilitate the proofs. Given a specific modeling as-
sumption such as the two-parameter model or the multi-parameter model, the two binary
matrices Q and A define the ideal response structure φ(qj,ai) under the two-parameter
SLAM or ξ(qj,ai) under the multi-parameter SLAM, as introduced in the main text. If
viewing qj as fixed and varying ai ∈ {0, 1}K , item j induces a “local” latent class model
which categorizes the 2K latent attribute patterns into several classes based on the ideal re-
sponses. In particular, under a two-parameter SLAM such as the DINA model, the number
of local latent classes induced by each item is always 2, while that under a multi-parameter
SLAM such as the GDINA model is Lj := 2
Kj , where Kj =
∑K
k=1 qj,k denotes the number
of attributes measured by item j. Therefore, we use a general notation Z = (zi,j) to refer
to the collection of the latent class structures across all the items j ∈ {1, . . . , J}, where zi,j
denotes the latent class membership of individual i for item j. Then under a SLAM with
K latent attributes, the index i for zi,j can vary across all the 2
K latent classes; we also
write L = 2K for brevity. Using this notation, we can denote by θj,zi,j the item parameter
of item j corresponding to the local latent class that individual i belongs to. For notational
simplicity, we sometimes slightly abuse the notation and write θj,zi,j simply as θj,zi . Denote
the true parameters that generate the data by (Θ0, Q0, A0). Define
Pi,j = P(ri,j = 1) = θ0j,z0i . (S.29)
38
Denote the expectation of the above `(Z, Θ | R) by
¯`(Z,Θ) = E[`(Z, Θ | R)] =
N∑
i=1
J∑
j=1
{
Pi,j log(θj,zi) + (1− Pi,j) log(1− θj,zi)
}
. (S.30)
Then there is ¯`(Z,Θ) = E[`(R; Z, Θ)], where the expectation is taken with respect to the
distribution of R.
Given arbitrary (Q, A), denote
`(R; Q, A) = sup
Θ
`(R; Z, Θ) = `(R; Q, A, Θ̂
(Q,A)
), (S.31)
¯`(Q, A) = sup
Θ
¯`(Z, Θ) = ¯`(Q, A, Θ¯
(Q,A)
),
where Θ̂
(Q,A)
= arg maxΘ `(R; Z, Θ) and Θ¯
(Q,A)
= arg maxΘ ¯`(Z,Θ). Then under any
realization of Z, the following holds for any latent class a ∈ {1, . . . , 2K},
θ̂
(z)
j,a =
∑
i Zi,ari,j∑
i Zi,a
, θ¯
(z)
j,a =
∑
i Zi,aPi,j∑
i Zi,a
. (S.32)
Note that (Q̂, Â) = arg maxQ,A `(R; Q, A, Θ̂
(Q,A)
) = arg maxQ,A `(R; Q, A), where Θ̂
(Q,A)
maximizes the profile likelihood `(R; Z, Θ) given a particular realization (Q, A). Denote
by I(·) the binary indicator function which equals one if the argument inside is true and
equals zero otherwise. In the following, Section S.1.1 and Section S.1.2 contain the proofs of
Theorem 1 and Theorem 2, respectively. Section S.1.3 includes the derivation of Example 3
in the main text. Section S.1.4 includes the proofs of Theorems 3-4. Section S.1.5 gives the
proofs of some technical lemmas used in the main proofs.
S.1.1 Proof of Theorem 1
We first outline the main steps of the proof as follows and then proceed one by one.
Outline of the proof of part (a).
Step 1: Express `(R; Z)− ¯`(Z) in terms of ∑j∑a nj,aD(θ̂j,a‖θ¯j,a)+X−E(X), where X is a
random variable depending on R and Θ¯
(Z)
under Z, and nj,a =
∑N
i=1 I(subject i is in class a).
Step 2: Bound the first term
∑
j
∑
a nj,aD(θ̂j,a‖θ¯j,a) in the above display uniformly over all
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possible Z.
Step 3: Bound the second term X −E(X). Combine this and Step 2 to obtain a bound for
supZ |`(R; Z)− ¯`(Z)|.
Step 4: (Denote the true latent class memberships by Z0 and the those maximizing the
likelihood by Ẑ.) Establish ¯`(Z0) ≥ ¯`(Z) for all Z. Use triangle inequality to upper-bound
the non-negative quantity ¯`(Z0)− ¯`(Ẑ).
0 ≤ ¯`(Z0)− ¯`(Ẑ) ≤ [¯`(Z0)− `(R; Z0)] + [`(R; Z0)− `(R; Ẑ)] + [`(R; Ẑ)− ¯`(Ẑ)]
Since in the above display the middle group of terms [`(R; Z0) − `(R; Ẑ)] ≤ 0, we have
0 ≤ ¯`(Z0)− ¯`(Ẑ) ≤ 2 supZ |`(R; Z)− ¯`(Z)|.
Outline of the proof of part (b).
Step 5: Based on the result obtained in Step 4, obtain the consistency of estimating part
of the single-attribute row vectors in Q and part of row vectors in A under Assumption 3
using an identifiability argument.
Step 6: Obtain the consistency of estimating all the row vectors of A.
Step 7: Obtain the consistency of estimating all the row vectors of Q.
Proof of Part (a) of Theorem 1: The proof techniques of this part are similar in spirit to
the maximum profile likelihood technique in Choi et al. (2012) for stochastic block models.
We next proceed step by step as outlined before.
Step 1. Recall D(p‖q) = p log(p/q)+(1−p) log((1−p)/(1−q)) denotes the Kullback-Leibler
divergence of a Bernoulli distribution with parameter p from that with parameter q. In this
step we prove a lemma as follows. The proofs of all the technical lemmas are deferred to
Section S.1.5.
Lemma 1. Let (ri,j; 1 ≤ i ≤ N, 1 ≤ j ≤ J) denote independent Bernoulli trials with
parameters (Pi,j; 1 ≤ i ≤ N, 1 ≤ j ≤ J). Under a general latent class model, given an
arbitrary Z, there is
sup
Θ
`(R; Z, Θ)− sup
Θ
E[`(R; Z, Θ)] (S.33)
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=
J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) +
N∑
i=1
J∑
j=1
(ri,j − Pi,j) log
( θ¯j,zi
1− θ¯j,zi
)
=
J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) +X − EX,
where X =
∑N
i=1
∑J
j=1 ri,j log
(
θ¯j,zi
1−θ¯j,zi
)
is a random variable depending on Z, and Lj denotes
the number of “local” distinct latent classes induced by qj for item j.
Proof. Please see Page 62.
Step 2. In this step we prove the following lemma.
Lemma 2. Under a two-parameter SLAM (DINA or DINO model), the following event
happens with probability at least 1− δ,
max
Z
{
J∑
j=1
∑
a=0,1
nj,aD(θ̂
Z
j,a‖θ¯Zj,a)
}
< N log(2K) + 2J log
(N
2
+ 1
)
− log δ.
Proof. Please see Page 65.
Step 3. In this step we bound |X − E[X]|, with X defined in (S.75). Denote Xi,j =
ri,j log(θ¯j,zi/(1 − θ¯j,zi)), then X =
∑
i
∑
j Xi,j. Under Assumption 1, there is |Xi,j| ≤
logN + log J . Then we have
∑
i
∑
j E[X2i,j] =
∑
i
∑
j P(ri,j = 1)X2i,j =
∑
i
∑
j Pi,jX
2
i,j ≤
MNJ(2 log J)2. Applying the Bernstein’s inequality to the sum of independent bounded
random variables, we have the following holds for any fixed Z,
P(|X − E[X]| ≥ ) ≤ 2 exp
{
− (1/2)
2∑
i
∑
j E[X2i,j] + (2/3) log J
}
≤ 2 exp
{
− (1/2)
2
2MNJ(log J)2 + (2/3) log J
}
.
We next prove the following proposition.
Proposition 1. Under the following scaling for some small positive constant c > 0,
√
J · 2K = o(N1−c), (S.34)
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we have
1
NJ
max
Z
|`(R; Z)− E`(R; Z)| = oP
(√
M log 2K√
J
(log J)1+
)
.
Proof of Proposition 1. Combining the results of Step 2 and Step 3, since that there are
(2K)N possible assignments of Z and denote L = 2K , we apply the union bound to obtain
P(max
Z
|`(R; Z)− E`(R; Z)| ≥ 2δNJ) (S.35)
≤ LNP
[{
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) ≥ δNJ
}
∪ {|X − E[X]| ≥ δNJ}
]
≤ exp
{
N log(2K) + JL log
(N
L
+ 1
)
− δNJ
}
+ 2 exp
{
N logL− 
2δNJ
4(MNJ/δNJ)(log J)2 + (4/3) log J)
}
.
In order for the second term on the right hand side of the above display to go to zero, the
following of δNJ would suffice,
δNJ % N
√
MJ logL log J. (S.36)
We take δNJ = N
√
MJ logL(log J)1+ for a small positive constant . Further, under this
δNJ , in order for the first term on the right hand side of (S.82) to go to zero, Then the right
hand side of (S.82) goes to zero as N, J go large. Then the scaling
√
J = O(N1−c) and K =
o(MJ log J) described in the theorem yields P(maxZ |`(R; Z)− E`(R; Z)| ≥ 2δNJ) = o(1),
which implies
1
NJ
max
Z
|`(R; Z)− E`(R; Z)| = oP
(√
M logL√
J
(log J)1+
)
. (S.37)
This proves Proposition 1.
Step 4. Denote the true class assignments by Z0. We first establish
¯`(Z0) ≥ ¯`(Z), for all Z. (S.38)
42
First note that θ0
j,z0i
= Pi,j, and
θ¯j,z0i =
∑N
m=1 Z
0
m,z0i
Pm,j∑N
m=1 Z
0
m,z0i
=
∑N
m=1 Z
0
m,z0i
Pi,j∑N
m=1 Z
0
m,z0i
= Pi,j.
The difference ¯`(Z0)− ¯`(Z) can be written as
¯`(Z0)− ¯`(Z) =
∑
j
∑
i
[Pi,j log
( θ¯0
j,z0i
θ¯Zj,zi
)
+ (1− Pi,j) log
(1− θ¯0
j,z0i
1− θ¯Zj,zi
)
]
=
∑
j
∑
i
[Pi,j log
(Pi,j
θ¯Zj,zi
)
+ (1− Pi,j) log
( 1− Pi,j
1− θ¯Zj,zi
)
] =
∑
i
∑
j
D(Pi,j‖θ¯Zj,zi) ≥ 0,
therefore establishing (S.38). Since the above holds for every Z, it also holds for the maximum
likelihood estimator Ẑ. We further upper bound ¯`(Z0)− ¯`(Z) from above as follows,
0 ≤ ¯`(Z0)− ¯`(Ẑ) ≤ [¯`(Z0)− `(R; Z0)] + [`(R; Z0)− `(R; Ẑ)]︸ ︷︷ ︸
≤0
+[`(R; Ẑ)− ¯`(Ẑ)],
where [`(R; Z0) − `(R; Ẑ)] ≤ 0 results from the definition of Ẑ as the MLE, that is Z
maximizes the `(R; Z, Θ̂
Z
). Therefore
0 ≤ ¯`(Z0)− ¯`(Ẑ) ≤ [¯`(Z0)− `(R; Z0)] + [`(R; Ẑ)− ¯`(Ẑ)]
≤ 2 sup
Z
|¯`(Z)− `(R; Z)| = 2 sup |`(R; Z)− E`(R; Z)|
= N
√
JM logL(log J)1+.
So we obtained ¯`(Z0)− ¯`(Ẑ) = oP (NJ · γJ).
In the following, we sometimes denote ξ(qj,ai) by ξi,j for notational convenience. Under
a two-parameter SLAM,
oP (NJ · γJ) = ¯`(Z0)− ¯`(Ẑ) (S.39)
=
N∑
i=1
J∑
j=1
[
Pi,j log
(
θZ
0
j,z0i
θ¯Ẑj,ẑi
)
+ (1− Pi,j) log
(
1− θZ0
j,z0i
1− θ¯Ẑj,ẑi
)]
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=
N∑
i=1
J∑
j=1
D(Pi,j‖θ¯Ẑj,ẑi) ≥
N∑
i=1
J∑
j=1
|Pi,j − θ¯Ẑj,ẑi |
=
N∑
i=1
J∑
j=1
∣∣∣P(ri,j = 1 | Q0, A0, Θ0)− P(ri,j = 1 | Q̂, Â, Θ0)∣∣∣ . (S.40)
Thus far, part (a) of Theorem 1 is proved.
Proof of Part (b) of Theorem 1:
Step 5. Under a two-parameter model, given Ẑ-induced {ξ̂i,j}, define
N jab =
N∑
i=1
I(ξ0i,j = a)I(ξ̂i,j = b), (a, b) ∈ {0, 1}2,
then there is
θ¯Ẑj,+ =
∑N
i=1 I(ξ̂i,j = 1)Pi,j∑N
i=1 I(ξ̂i,j = 1)
=
∑N
i=1 I(ξ̂i,j = 1) · [I(ξ0i,j = 1)θ0j,+ + I(ξ0i,j = 0)θ0j,−]∑N
i=1 I(ξ̂i,j = 1)
=
N j11θ
0
j,+ +N
j
01θ
0
j,−
N j11 +N
j
01
(S.41)
θ¯Ẑj,− =
∑N
i=1 I(ξ̂i,j = 0) · [I(ξ0i,j = 1)θ0j,+ + I(ξ0i,j = 0)θ0j,−]∑N
i=1 I(ξ̂i,j = 0)
=
N j10θ
0
j,+ +N
j
00θ
0
j,−
N j10 +N
j
00
.
Under Ẑ, we impose a natural constraint θ¯Ẑj,+ > θ¯
Ẑ
j,− for identifiability purpose, then the
above representation together with θ0j,+ > θ
0
j,− yields
N j11θ
0
j,+ +N
j
01θ
0
j,−
N j11 +N
j
01
>
N j10θ
0
j,+ +N
j
00θ
0
j,−
N j10 +N
j
00
, =⇒ N j11N j00 > N j10N j01. (S.42)
Under Assumption 3, the Pinsker’s inequality (Csiszar and Ko¨rner, 2011) between Kullback-
Leibler divergence and total variation distance gives
D(θj,+‖θj,−) = θj,+ log(θj,+/θj,−) + (1− θj,+) log((1− θj,+)/(1− θj,−))
≥ 1
2
(|θj,+ − θj,+|+ |(1− θj,+)− (1− θj,−)|) = |θj,+ − θj,−| ≥ βJ .
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Therefore,
D(θ0j,−‖θ¯Ẑj,−) ≥
N j10 · |θ0j,+ − θ0j,−|
N j10 +N
j
00
, D(θ0j,+‖θ¯Ẑj,−) ≥
N j00 · |θ0j,+ − θ0j,−|
N j10 +N
j
00
,
D(θ0j,+‖θ¯Ẑj,+) ≥
N j01 · |θ0j,+ − θ0j,−|
N j11 +N
j
01
, D(θ0j,−‖θ¯Ẑj,+) ≥
N j11 · |θ0j,+ − θ0j,−|
N j11 +N
j
01
.
We also have the following representation
θ0j,z0i
= ξ0i,jθ
0
j,+ + (1− ξ0i,j)θ0j,−,
θ¯Ẑj,ẑi = ξ̂i,j θ¯
Ẑ
j,+ + (1− ξ̂i,j)θ¯Ẑj,− = ξ̂i,j
N j11θ
0
j,+ +N
j
01θ
0
j,−
N j11 +N
j
01
+ (1− ξ̂i,j)
N j10θ
0
j,+ +N
j
00θ
0
j,−
N j10 +N
j
00
. (S.43)
Therefore,
¯`(Z0)− ¯`(Ẑ) =
N∑
i=1
J∑
j=1
D(Pi,j‖θ¯Ẑj,ẑi)
≥
J∑
j=1
[
N j00 ·D(θ0j,−‖θ¯Ẑj,−) +N j10 ·D(θ0j,+‖θ¯Ẑj,−) +N j01 ·D(θ0j,−‖θ¯Ẑj,+) +N j11 ·D(θ0j,+‖θ¯Ẑj,+)
]
≥
J∑
j=1
[( 2N j10N j00
N j10 +N
j
00
+
2N j11N
j
01
N j11 +N
j
01
)
· |θ0j,+ − θ0j,−|
]
≥ βJ ·
J∑
j=1
( 2N j10N j00
N j10 +N
j
00
+
2N j11N
j
01
N j11 +N
j
01
)
≥ βJ ·
J∑
j=1
(min{N j10, N j00}+ min{N j11, N j01})
= βJ ·
[ ∑
j:N
j
10<N
j
00,
N
j
01<N
j
11
(N j10 +N
j
01) +
∑
j:N
j
10<N
j
00,
N
j
01>N
j
11
(N j10 +N
j
11) +
∑
j:N
j
10>N
j
00,
N
j
01<N
j
11
(N j00 +N
j
01)
]
, (S.44)
where the last equality holds because for each j ∈ [J ], the two events N j10 > N j00 and N j01 >
N j11 can not happen simultaneously due to the previously established N
j
11N
j
00 > N
j
10N
j
01. We
need the following lemma.
Lemma 3. Recall minα∈{0,1}K
1
N
∑N
i=1 I(a
0
i = α) ≥ pN ≥ /2K in Assumption 3. Define the
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following random sets depending on the maximum likelihood estimator Ẑ,
J0 = {j ∈ [J ] : N j10 < N j00, N j01 < N j11};
J1 = {j ∈ [J ] : N j10 < N j00, N j01 > N j11};
J2 = {j ∈ [J ] : N j10 > N j00, N j01 < N j11},
then |J1| = oP (J · γJ/βJ), |J2| = oP (J · γJ/βJ), and hence 1− |J0|/J = oP (γJ/βJ).
Proof. Please see Page 65.
Thanks to Lemma 3, under Assumption 2 we now have
oP (γJ) ≥ βJ · 1
J
= ¯`(Z0)− ¯`(Ẑ) ≥
∑
j∈J0
N j10 +N
j
01
N
= βJ · 1
NJ
∑
j∈J0
N∑
i=1
I(ξ̂i,j 6= ξ0i,j).
The following lemma would be useful.
Lemma 4. Let Q be a K×K matrix of binary entries, and a1,a2, . . . ,a2K be K-dimensional
vectors of binary entries. Let ξ(qj,ai) = ξ
A(qj,ai) or ξ(qj,ai) = ξ
O(qj,ai).
(a) If ξ(IK , {0, 1}K) = ξ(Q, {a1,a2, . . . ,a2K}), then
Q ∼ IK , {a1,a2, . . . ,a2K} = {0, 1}K . (S.45)
(b) If ξ(qj, {0, 1}K) = ξ(q˜j, {0, 1}K), then
qj ∼ q˜j. (S.46)
Proof. Please see Page 65.
We continue the proof of Step 5. Based on the conclusion of Step 4, we have
oP
(
γJ
βJ
)
≥ 1
NJ
∑
j∈J0
N∑
i=1
I(ξ̂i,j 6= ξ0i,j) =
1
NJ
∑
j∈J0
N∑
i=1
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
.
46
Next we focus on obtaining a lower bound of the above right hand side under (10) in As-
sumption 3. We need to introduce some notation. Consider the set of items j ∈ J0. For
each latent attribute k, denote by j1k the smallest integer j such that item j has a q-vector
ek, and denote by j
2
k the second smallest integer j such that qj = ek, etc. For each positive
integer m, denote
Bm = {jm1 , jm2 , . . . , jmK}. (S.47)
For each k ∈ {1, . . . , K}, denote
Jmin = min
1≤k≤K
|{J0 : q0j = ek}| (S.48)
Then we have that
Bm ∩ Bl = ∅ for any m 6= l, BJ,e =
Jmin⋃
m=1
Bm ⊆ J0.
Then the item set BJ,e is a set of some single-attribute items in J0. We also denote the
remaining items before item J by BJ,mult = [J ] \ BJ,e.
Now consider the set of subjects i ∈ {1, 2, . . . N}. For each possible latent attribute
pattern α ∈ {0, 1}K , denote by i1α the smallest integer i such that the ith subject’s latent
attribute profile equals α, and denote by isα the sth smallest integer i such that the ith
subject’s latent attribute profile equals α. For each positive integer s, denote
N s = {isα : α ∈ {0, 1}K}. (S.49)
For each α ∈ {0, 1}K , denote
Nmin = min
α∈{0,1}K
|{1 ≤ i ≤ N : a0i = α}|. (S.50)
Then
N s ∩N t = ∅ for any s 6= t,
Nmin⋃
s=1
N s ⊆ {1, 2, . . . , N}.
Since there is Bm = {jm1 , . . . , jmK} and N s = {isα : α ∈ {0, 1}K}, for notational convenience,
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we denote
{q̂jm1 , . . . , q̂jmK } := q̂Bm , {âisα : α ∈ {0, 1}
K} := âN s . (S.51)
So q̂Bm represents the set of estimated q-vectors corresponding to items in the set Bm, and
âN s represents the set of estimated attribute patterns corresponding to subjects in the set
N s. Similarly, we define q0Bm and a0N s . By definition, there is q0Bm = IK and a0N s = {0, 1}K .
Now we have
N∑
i=1
∑
j∈J0
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
) ≥ N∑
i=1
Jmin∑
m=1
∑
j∈Bm
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
≥
N∑
i=1
Jmin∑
m=1
K∑
k=1
I
(
ξ(ek,a
0
i ) 6= ξ(q̂jmk , âi)
)
(since q0jmk = ek by definition)
≥
Nmin∑
s=1
∑
i∈Nα
Jmin∑
m=1
K∑
k=1
I
(
ξ(ek,a
0
i ) 6= ξ(q̂jmk , âi)
)
≥
Nmin∑
s=1
∑
α∈{0,1}K
Jmin∑
m=1
K∑
k=1
I
(
ξ(ek,α) 6= ξ(q̂jmk , âisα)
)
(since a0isα = α by definition)
≥
Nmin∑
s=1
Jmin∑
m=1
I
(
ξ({ek : k ∈ [K]}, {α : α ∈ {0, 1}K}) 6=
ξ({q̂jmk : k ∈ [K]}, {âisα : α ∈ {0, 1}
K})
)
≥
Nmin∑
s=1
Jmin∑
m=1
1
2
(
I({q̂jmk : k ∈ [K]}  IK) + I({âisα : α ∈ {0, 1}
K} 6= {0, 1}K)
)
(by Lemma 4)
=
Nmin
2
Jmin∑
m=1
I(q̂Bm  q0Bm) +
Jmin
2
Nmin∑
s=1
I(αN s 6= α0N s),
so with the γJ defined in Theorem 1 we have
oP
(
γJ
βJ
)
≥ Nmin
N
·
∑Jmin
m=1 I (q̂Bm  q0Bm)
J
,
oP
(
γJ
βJ
)
≥ Jmin
J
·
∑Nmin
s=1 I(α̂N s 6= α0N s)
N
.
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Under Assumption 3 and according to Lemma 3, there is
Jmin
J
≥ 1
J
min
k∈[K]
J∑
j=1
I(q0j = ek) ≥ δJ
for large enough J , and Nmin/N ≥ pN for large enough N . So we have∑Jmin
m=1
∑
j∈Bm I(q̂j  q0j)
J
=
∑Jmin
m=1 I (q̂Bm  q0Bm)
J
= oP
(
γJ
βJ
· 1
pN
)
, (S.52)∑Nmin
s=1 I(α̂N s 6= α0N s)
N
= oP
(
γJ
βJ
· 1
δJ
)
. (S.53)
Step 6. Since the previous (S.53) regards those subjects indices i ∈ N 1, . . . ,NNmin , which
is a subset of [N ], we next further obtain a bound involving all the subject indices i ∈ [N ]
using (S.65). Denote the set of these remaining subject indices by N rest = [N ] \ (∪Nmins=1 N s).
We have
N∑
i=1
J∑
j=1
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
) ≥ ∑
i∈N rest
Jmin∑
m=1
∑
j∈Bm
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
≥
∑
i∈N rest
Jmin∑
m=1
∑
j∈Bm
I(q0Bm = q̂Bm)I(ξ(IK ,a
0
i ) 6= ξ(IK , âi))
=
∑
i∈N rest
Jmin∑
m=1
∑
j∈Bm
I(q0Bm = q̂Bm)I(a
0
i  âi)
=
∑
i∈N rest
I(a0i  âi)
Jmin∑
m=1
∑
j∈Bm
I(q0Bm = q̂Bm),
which implies
∑
i∈N rest
I(a0i  âi) ≤
∑N
i=1
∑J
j=1 I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)∑Jmin
m=1
∑
j∈Bm I(q
0
Bm = q̂Bm)
,
1
N
∑
i∈N rest
I(a0i  âi) ≤
1
NJ
∑N
i=1
∑J
j=1 I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
1− 1
J
∑Jmin
m=1
∑
j∈Bm I(q
0
Bm 6= q̂Bm)
=
oP (γJ/βJ)
1− oP (γJ/(βJ · pN)) = oP
(
γJ
βJ
)
. (S.54)
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Now summing up (S.54) and (S.53) gives
1
N
N∑
i=1
I(a0i  âi) = oP
(
γJ
βJ · δJ
)
. (S.55)
Step 7. In this step we further establish
1
J
∑
1≤j≤J,
j∈BJ,mult
I(q̂j  q0j) = oP
(
γJ
βJ
)
.
The following inequalities hold,
N∑
i=1
J∑
j=1
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
) ≥ N∑
i=1
∑
j∈BJ,mult
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
=
∑
j∈BJ,mult
Nmin∑
s=1
∑
i∈N s
I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
≥
∑
j∈BJ,mult
Nmin∑
s=1
I(âN s = a0N s)I
(
ξ(q0j , {0, 1}K) 6= ξ(q̂j, âN s)
)
≥
∑
j∈BJ,mult
Nmin∑
s=1
I(âN s = a0N s)I(q
0
j  q̂j) (by (S.46) in Lemma 4)
=
Nmin∑
s=1
I(âN s = a0N s)
∑
j∈BJ,mult
I(q0j  q̂j).
So we further have
∑
j∈BJ,mult
I(q0j  q̂j) ≤
∑N
i=1
∑J
j=1 I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)∑Nmin
s=1 I(âN s = a
0
N s)
,
1
J
∑
j∈BJ,mult
I(q0j  q̂j) ≤
1
NJ
∑N
i=1
∑J
j=1 I
(
ξ(q0j ,a
0
i ) 6= ξ(q̂j, âi)
)
1− 1
N
∑Nmin
s=1 I(âN s 6= a0N s)
.
The numerator of the above display is oP (γJ), and in the denominator, the previous Step 5
guarantees that 1
N
∑Nmin
s=1 I(âN s 6= a0N s) = oP (γJ), so we further obtain
1
J
∑
j∈BJ,mult
I(q0j  q̂j) ≤
oP (γJ/βJ)
1− oP (γJ/δJ) = oP
(
γJ
βJ
)
. (S.56)
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Summing up (S.52) and (S.64) gives
1
J
∑
j∈J0
I(q̂0j  q̂j) = oP
(
γJ
βJ · pN
)
. (S.57)
The proof of the theorem is now complete.
S.1.2 Proof of Theorem 2
The proof of this theorem is similar in spirit to that of Theorem 1 and it can also be divided
into Steps 1-7. We next will focus on discussing the differences.
Step 1. It is the same as Step 1 in the proof of Theorem 1.
Step 2. When bounding the sum of KL-divergences under a multi-parameter SLAM, we
need to introduce the following lemma.
Lemma 5. Under a multi-parameter SLAM, the following event happens with probability at
least 1− δ,
J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) <  = N log(2K) + J2K0 log
( N
2K0
+ 1
)
− log δ.
Proof. Please see Page 66.
Similar to the Step 2 in the proof of Theorem 1, we obtain
P(|X − E[X]| ≥ ) ≤ 2 exp
{
− (1/2)
2∑
i
∑
j E[X2i,j] + (2/3) log J
}
≤ 2 exp
{
− (1/2)
2
2MNJ(log J)2 + (2/3) log J
}
.
Step 3-4. In this step, we prove the following lemma.
Lemma 6. Under the following scaling for some small positive constant c > 0,
√
J · 2K = o(N1−c), (S.58)
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we have
1
NJ
max
Z
|`(R; Z)− E`(R; Z)| = oP
(√
M log(2K)√
J
(log J)1+
)
.
Proof. Please see Page 67.
Under the considered multi-parameter SLAM, with the scaling of N, J,K in part (b) of
Theorem 2, there is
oP (NJ · γJ) = ¯`(Z0)− ¯`(Ẑ) (S.59)
=
N∑
i=1
J∑
j=1
[
Pi,j log
(
θZ
0
j,z0i
θ¯Ẑj,ẑi
)
+ (1− Pi,j) log
(
1− θZ0
j,z0i
1− θ¯Ẑj,ẑi
)]
=
N∑
i=1
J∑
j=1
D(Pi,j‖θ¯Ẑj,ẑi) ≥
N∑
i=1
J∑
j=1
|Pi,j − θ¯Ẑj,ẑi |.
A similar argument establishes the conclusion of part (a) of the Theorem 2.
Steps 5-6. Note that when Kj =
∑
k=1 q
0
j,k = 1, we have
∑
k=1 q̂j,k = 1 by Problem 6, so
the above constraints reduce to N j11N
j
00 > N
j
10N
j
01 in this case. Indeed, under Assumption
3, there exist many blocks of identity submatrix IK ’s in the matrix Q
0, and for each single-
attribute q-vector, the all-effect model behaves exactly like a two-parameter model and there
is ¯`(Z0) − ¯`(Ẑ) ≥ ∑Ni=1∑j∈BJ,e |Pi,j − θ¯Ẑj,ẑi |. Therefore, for these items, we can just impose
the natural constraint (S.42) and proceed as the Step 5 and Step 6 of Theorem 1 to obtain
(S.52) and (S.55), that is,
1
J
∑
1≤j≤J
j∈BJ,e
I(q̂j  q0j) = oP
(
γJ
βJ · pN
)
,
1
N
N∑
i=1
I(a0i  âi) = oP
(
γJ
βJ · δJ
)
.
Under an all-effect SLAM, for an item j ∈ [J ] with ∑Kk=1 q0j,k = Kj, there are Lj = 2Kj
potentially distinct item parameters associated with it. Under Ẑ, similar to those under a
two-parameter SLAM, we impose the following natural constraints to prevent label swapping,
θ¯j,a < θ¯j,b if θj,a < θj,b. (S.60)
Without loss of generality, assume the index Lj = 2
Kj corresponds to the latent class to
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which the all-one latent attribute pattern α = 1K belongs to, both under the true (Q
0,A0)
and the estimated (Q̂, Â). Note that when Kj =
∑
k=1 q
0
j,k = 1, we have
∑
k=1 q̂j,k = 1
by Problem 6, so the above constraints reduce to N j11N
j
00 > N
j
10N
j
01 in this case. Given
Ẑ-induced {φ̂i,j}, define
N ja,b =
N∑
i=1
I(φ0i,j = a)I(φ̂i,j = b), a, b ∈ {1, . . . , Lj},
then there is
θ¯Ẑj,b =
∑N
i=1 I(φ̂i,j = b)Pi,j∑N
i=1 I(φ̂i,j = b)
=
∑N
i=1 I(φ̂i,j = b) · [
∑Lj
a=1 I(φi,j = a) · θ0j,a]∑N
i=1 I(φ̂i,j = b)
=
∑Lj
a=1N
j
a,bθ
0
j,a∑Lj
a=1 N
j
a,b
. (S.61)
Since
D(θ0j,b‖θ¯Ẑj,b) ≥
∑
a: a6=b |θ0j,a − θ0j,b|N ja,b∑Lj
a=1 N
j
a,b
, D(θ0j,c‖θ¯Ẑj,b) ≥
∑
a: a6=c |θ0j,a − θ0j,c|N ja,b∑Lj
a=1N
j
a,b
, for c 6= b,
we have
¯`(Z0)− ¯`(Ẑ) =
N∑
i=1
J∑
j=1
D(Pi,j‖θ¯ Ẑj,ẑi)
≥
J∑
j=1
 Lj∑
b=1
Lj∑
c=1
N jc,bD
(
θ0j,c
∥∥∥θ¯ Ẑj,b)

≥
J∑
j=1
 Lj∑
b=1
N jb,b
∑
a: a6=bN
j
a,b|θ0j,a − θ0j,b|∑Lj
a=1N
j
a,b
+
Lj∑
b=1
∑
c: c6=b
N jc,b
∑
a: a6=cN
j
a,b|θ0j,a − θ0j,c|∑Lj
a=1N
j
a,b

≥ βJ ·
J∑
j=1
[∑
b
(
N jb,b
∑
a: a6=bN
j
a,b∑
aN
j
a,b
+
∑
c: c 6=b
N jc,b
∑
a: a6=cN
j
a,b∑
aN
j
a,b
)]
(Assumption 2)
= βJ ·
J∑
j=1
∑
b
1∑
dN
j
d,b
[
2N jb,b
∑
a: a6=b
N ja,b +
∑
c: c 6=b
( ∑
a: a6=b, a 6=c
N jc,bN
j
a,b
)]
= βJ ·
J∑
j=1
∑
b
1∑
dN
j
d,b
2N jb,b ∑
a: a6=b
N ja,b +
∑
(a,c): a<c,
a6=b, c 6=b
2N jc,bN
j
a,b

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≥ βJ ·
J∑
j=1
Lj∑
b=1
2N jb,b∑Lj
d=1N
j
d,b
(∑
a: a6=b
N ja,b
)
≥ βJ ·
J∑
j=1
Lj∑
b=1
2N jb,b
N
(∑
a: a6=b
N ja,b
)
. (S.62)
Given the conclusion of the previous step, without loss of generality, we can fix the permu-
tation of the latent attributes in Â such that 1
N
∑N
i=1 I(a
0
i  âi) = oP
(
γJ
βJ ·δJ
)
.
Consider an item j ∈ [J ] with q0j loading on more than one latent attributes. In (S.62),
recall that for each item j the b = Lj is the index for the latent class to which the all-one
latent pattern α = 1K belongs. Denote
∑K
k=1 q̂j,k = Kz and
∑K
k=1 max(q
0
j,k, q̂j,k) = Km,
then Kz ≤ K0 and Km ≤ 2K0 thanks to the formulation of Problem 6. If q̂j 6= q0j , then
N jb,b =
N∑
i=1
I
(
a0i  q0j , âi  q̂j
)
≥
N∑
i=1
I(a0i = âi) · I
(
a0i  q0j , a0i  q̂j
)
≥ min
{
N∑
i=1
I(a0i = âi),
N∑
i=1
I
(
a0i  q0j , a0i  q̂j
)}
≥ min
{
N
[
1− oP
( γJ
βJ · δJ
)]
, 2K−KmNpN
}
≥ N min
{
1− oP
( γJ
βJ · δJ
)
, 2−2K0
}
.
Now (S.62) indicates
oP (NJ · γJ) ≥ βJ ·
J∑
j=1
Lj∑
b=1
N
N
min
{
1− oP
( γJ
βJ · δJ
)
, 2−2K0
}( ∑
a: a6=b
N ja,b
)
,
so when N is large enough, we have the following with probability tending to one
NJ · γJ
2−2K0
≥
J∑
j=1
Lj∑
b=1
∑
a: a6=b
N ja,b =
J∑
j=1
N∑
i=1
I(φ0i,j 6= φ̂i,j). (S.63)
Now we need the following lemma.
Lemma 7. Let Q be a K×K matrix of binary entries, and a1,a2, . . . ,a2K be K-dimensional
vectors of binary entries. Define φ(qj,ai) = qj ◦ ai. If φ(qj, {0, 1}K) = φ(q˜j, {0, 1}K), and∑K
k=1 q˜j,k ≤
∑K
k=1 qj,k, then qj = q˜j.
Proof of Lemma 7. If there exists k ∈ [K] such that qj,k = 1 and q˜j,k = 0, then for α = ek
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there is φ(qj,α) = ek 6= 0 = φ(q˜j,α).
Step 7. We continue with the proof of the theorem to further establish
1
J
∑
1≤j≤J,
j∈BJ,mult
I(q̂j  q0j) = oP
(
γJ
βJ
)
.
The following inequalities hold,
N∑
i=1
J∑
j=1
I
(
φ(q0j ,a
0
i ) 6= φ(q̂j, âi)
) ≥ N∑
i=1
∑
j∈BJ,mult
I
(
φ(q0j ,a
0
i ) 6= φ(q̂j, âi)
)
=
∑
j∈BJ,mult
Nmin∑
s=1
∑
i∈N s
I
(
φ(q0j ,a
0
i ) 6= φ(q̂j, âi)
)
≥
∑
j∈BJ,mult
Nmin∑
s=1
I(âN s = a0N s)I
(
φ(q0j , {0, 1}K) 6= φ(q̂j, âN s)
)
≥
∑
j∈BJ,mult
Nmin∑
s=1
I(âN s = a0N s)I(q
0
j  q̂j) (by Lemma 7)
=
Nmin∑
s=1
I(âN s = a0N s)
∑
j∈BJ,mult
I(q0j  q̂j).
So we further have
∑
j∈BJ,mult
I(q0j  q̂j) ≤
∑N
i=1
∑J
j=1 I
(
φ(q0j ,a
0
i ) 6= φ(q̂j, âi)
)∑Nmin
s=1 I(âN s = a
0
N s)
.
The numerator of the above display is oP (γJ), and in the denominator, the previous Step 5
guarantees that 1
N
∑Nmin
s=1 I(âN s 6= a0N s) = oP (γJ), so we further obtain
1
J
∑
j∈BJ,mult
I(q0j  q̂j) ≤
oP (γJ/βJ)
1− oP (γJ/δJ) = oP
(
γJ
βJ
)
. (S.64)
Combining Step 5? and the above gives
1
J
∑
j∈J0
I(q̂0j  q̂j) = oP
(
γJ
βJ · pN
)
. (S.65)
55
This completes the proof of the theorem.
S.1.3 Derivation details of Example 3
Define
Lj = min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗));
Uj = max
ab,cd∈{00, 01, 10}
ab6=cd
D(θj, (ab∗)‖θj, (cd∗)).
First, the fj(Z
0) in the right hand side of (16) can be upper-bounded as follows,
fj(Z
0) =
N∑
i=1
D
(
Pmulti,j
∥∥∥P 2,Z0i,j ) (S.66)
=
∑
ab∈{00, 01, 10}
2D
(
θj, (ab∗)
∥∥∥θj, (00∗) + θj, (01∗) + θj, (01∗)
3
)
≤
∑
ab∈{00, 01, 10}
2
∑
cd∈{00, 01, 10}D(θj, (ab∗)‖θj, (cd∗))
3
≤ 2
3
∑
ab,cd∈{00, 01, 10}
ab6=cd
D(θj, (ab∗)‖θj, (cd∗))
≤ 4 max
ab,cd∈{00, 01, 10}
ab6=cd
D(θj, (ab∗)‖θj, (cd∗)) = 4Uj,
where the last but third inequality is due to the convexity of the KL divergence with respect
to its second argument. Next we consider fj(Z) regarding an arbitrary Z in the left hand
side of (16). There is
fj(Z) =
N∑
i=1
D
(
Pmulti,j
∥∥∥P 2,Zi,j ) ≥ ∑
i:aiq0j
D
(
θj, (11∗)
∥∥∥P 2,Zi,j ).
Note that Z under
∑K
k=1 qj,k ≤
∑K
k=1 q
0
j,k = 2 induces a partition of the N = 8 subjects into
at most 22 = 4 latent classes. If Z 6= Z0, then the partition induced by Z is different from
those under Z0. Consider two possible cases, (1) subjects i = 7, 8 belong to the same latent
class under Z, (2) subjects i = 7, 8 belong to two different latent classes under Z. In case
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(1), denote the number of other subjects falling in the same cluster of i = 7, 8 by m. Since
we assume Z 6= Z0, we must have m ≥ 1 and
fj(Z, case (1)) ≥ 2D
(
θj, (11∗)
∥∥∥2θj, (11∗) +∑m`=1 θj, (a`b`∗)
2 +m
)
≥ 2m
2 +m
min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗)) =: 2m
2 +m
Lj ≥ 2
3
Lj.
In case (2), the two subjects i = 7, 8 belong to two different latent classes under Z, and
we denote by m1,m2 the number of other subjects assigned to these two different clusters,
respectively. Since a two-parameter approximation under Z only contain two latent classes,
there must be m1 ≥ 1 or m2 ≥ 1, then similar to case (1) there is
fj(Z, case (2)) ≥
( m1
1 +m1
+
m2
1 +m2
)
min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗)) ≥ 1
2
Lj.
Combining cases (1) and (2), we obtain that
min
Z: Z 6=Z0
fj(Z) ≥ 1
2
Lj, Lj := min
ab∈{00, 01, 10}
(θj, (11∗) − θj, (ab∗));
fj(Z0) ≤ 4Uj, Uj := max
ab,cd∈{00, 01, 10}
ab6=cd
D(θj, (ab∗)‖θj, (cd∗)).
Therefore in order to have minZ fj(Z) ≥ fj(Z0), it suffices to have Lj ≥ 8Uj for this item j.
This completes the derivation for Example 3.
S.1.4 Proof of Theorem 3 and Theorem 4
We combine the proofs of Theorem 3 and Theorem 4 here because they share a same first step
in analyzing the misspecificed log likelihood. After such a step 1, we will go on to separately
discuss the different scenarios in the two theorems in Case (1) and Case (2), respectively.
Step 1. Recall the true probability of observing ri,j = 1 under the true data-generating
multi-parameter model (e.g., GDINA) by PGi,j. Denote the log-likelihood under a two-
parameter model (e.g., DINA) by `D(R | Q,A), and denote its expectation with respect
to the distribution of the true data generating mechanism by EG[`D(R | Q,A)]. Given Z,
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define
θ̂j,a =
∑N
i=1 I(ξi,j = a)ri,j∑N
i=1 I(ξi,j = a)
, θ¯j,a =
∑N
i=1 I(ξi,j = a)P
G
i,j∑N
i=1 I(ξi,j = a)
, a = 0, 1. (S.67)
Also define nj,a =
∑N
i=1 I(ξi,j = a).
Lemma 8. The following display holds
`D(R | Q,A)− EG[`D(R | Q,A)]
=
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) +
N∑
i=1
J∑
j=1
(ri,j − PGi,j) log
(
θ¯j,ξi,j
1− θ¯j,ξi,j
)
.
Furthermore,
1
NJ
max
Z
|`D(R; Z)− EG[`D(R; Z)]| = oP (γJ) .
Proof. Please see Page 68.
We continue with the proof of the theorem. Denote the true latent structure that gener-
ates the data R by Z0 and the estimator obtained from maximizing the misspecified likelihood
(5) by ẐD. Consider the following difference of expected log-likelihoods,
EG[`D(R; Z0)]− EG[`D(R; ẐD)] (S.68)
= EG[`D(R; Z0)]− `D(R; Z0) + `D(R; Z0)− `D(R; ẐD)︸ ︷︷ ︸
≤0
+`D(R; ẐD)− EG[`D(R; ẐD)]
≤ 2 max
Z
|`D(R; Z)− EG[`D(R; Z)]| = oP (NJ · γJ),
where the last but second inequality `D(R; Z0)− `D(R; ẐD) ≤ 0 follows from the definition
that ẐD maximizes `D(R; Z). Define
E0 = {j ∈ [J ] : q0j = ek for some k ∈ [K]}. (S.69)
From now on, we slightly abuse the notation and denote by {ξi,j} the ideal response struc-
ture under the misspecified MLE ẐD = (Q̂D, ÂD). We next decompose EG[`D(R; Z0)] −
58
EG[`D(R; ẐD)] in (S.68) into two parts for j ∈ E0 and j ∈ [J ] \ E0,
Eq. (S.68)
=
∑
j∈E0
N∑
i=1
{
PGi,j log(P
G
i,j) + (1− PGi,j) log(1− PGi,j)−
[
PGi,j log(θ¯
D
j, ξ̂i,j
) + (1− PGi,j) log(1− θ¯Dj, ξ̂i,j)
]}
+
∑
j /∈E0
N∑
i=1
{
PGi,j log(θ¯
D
j, ξ0i,j
) + (1− PGi,j) log(1− θ¯Dj, ξ0i,j)−
[
PGi,j log(θ¯
D
j, ξ̂i,j
) + (1− PGi,j) log(1− θ¯Dj, ξ̂i,j)
]}
=
∑
j∈E0
N∑
i=1
D(PGi,j‖θ¯Dj, ξ̂i,j) +
∑
j /∈E0
N∑
i=1
[
−D(PGi,j‖θ¯Dj, ξ0i,j) +D(P
G
i,j‖θ¯Dj, ξ̂i,j)
]
=
N∑
i=1
J∑
j=1
D(PGi,j‖θ¯Dj, ξ̂i,j)−
∑
j /∈E0
N∑
i=1
D(PGi,j‖θ¯Dj, ξ0i,j)︸ ︷︷ ︸
(NE)
,
where there is
(NE) =
∑
j /∈E0
N∑
i=1
D(PGi,j‖θ¯Dj, ξ0i,j) =
∑
j /∈E0
N∑
i=1
I(a0i  q0j)D(θGj,q0j‖θ
G
j,q0j
) (S.70)
+
∑
j /∈E0
N∑
i=1
I(a0i  q0j)D
(
θGj,a0i
∥∥∥∑Nm=1 I(a0m  q0j)θGj,ai∑N
m=1 I(a
0
m  q0j)
)
=
∑
j /∈E0
Lj−1∑
b=1
|Sj,αb|D
(
θGj,αb
∥∥∥∑Lj−1c=1 |Sj,αc |θGj,αc∑Lj−1
c=1 |Sj,αc |
)
Note Eq. (S.68)= oP (NJ · γJ) =
∑N
i=1
∑J
j=1D(P
G
i,j‖θ¯Dj, ξ̂i,j) − (NE). We next consider two
different cases corresponding to Theorem 3 and Theorem 4, respectively.
Step 2. In this step we separately consider the different scenarios of Theorem 3 and Theorem
4, respectively.
Case (1). In this part we prove Theorem 3. Under Assumption 4, there is
∑
j /∈E0
N∑
i=1
[
D(PGi,j‖θ¯Dj, ξ0i,j)−D(P
G
i,j‖θ¯Dj, ξ̂i,j)
]
= o(NJ · ηJ). (S.71)
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Then we have that
Eq. (S.68) =
N∑
i=1
J∑
j=1
D(PGi,j‖θ¯Dj, ξ̂i,j)−
∑
j /∈E0
N∑
i=1
D(PGi,j‖θ¯Dj, ξ0i,j)
=
N∑
i=1
J∑
j∈E0
D(PGi,j‖θ¯Dj, ξ̂i,j)−
∑
j /∈E0
N∑
i=1
[
D(PGi,j‖θ¯Dj, ξ0i,j)−D(P
G
i,j‖θ¯Dj, ξ̂i,j)
]
N∑
i=1
J∑
j∈E0
D(PGi,j‖θ¯Dj, ξ̂i,j) = Eq. (S.68) +
∑
j /∈E0
N∑
i=1
[
D(PGi,j‖θ¯Dj, ξ0i,j)−D(P
G
i,j‖θ¯Dj, ξ̂i,j)
]
= oP (NJ · γJ) + oP (NJ · ηJ) = oP (NJ · (γJ ∨ ηJ)).
Note that for any j ∈ E0, the qj = ek for some k ∈ [K] and the multi-parameter model
reduces to a two-parameter model for this j. Therefore the above display can be equivalently
rewritten as a bound for
∑N
i=1
∑J
j∈E0 D(P
D
i,j‖θ¯Dj, ξ̂i,j), that is, a bound under the two-parameter
model. Then under Assumption 4 with minj∈E0(θ
0
j,1K
− θ0j,0K ) ≥ ζJ , following a similar
argument as Steps 5-6 in the proof of Theorem 1, we obtain
1
J
∑
j∈E0
I(q̂Dj 6= q0j) = oP
(
γJ ∨ ηJ
ζJ · pN
)
,
1
N
N∑
i=1
I(a0i 6= âDi ) = oP
(
γJ ∨ ηJ
ζJ · δJ
)
,
holds up to a permutation of the K attributes. Here pN and δJ are those specified in
Assumption 3. This proves the conclusion of Theorem 3.
Case (2). In this part we prove Theorem 4. Under Assumption 5, there is
(NE) =
∑
j /∈E0
N∑
i=1
D
(
PGi,j
∥∥∥P 2,Z0i,j ) = oP (NJ · η′J).
In this case, Eq. (S.68)= oP (NJ · γJ) =
∑N
i=1
∑J
j=1 D(P
G
i,j‖θ¯Dj, ξ̂i,j) − (NE) obtained prior to
Case (1) indicates that
∑N
i=1
∑J
j=1 D(P
G
i,j‖θ¯Dj, ξ̂i,j) = OP (NJ · (γJ ∨ ηJ)). The expression of
(NE) in (S.70) implies that
(NE) ≤
∑
j /∈E0
1
N − |Sj,αLj |
∑
b6=c∈[Lj−1]
|Sj,αb||Sj,αc|D(θGj,αb‖θGj,αc),
where the inequality results from the convexity of the KL-divergence with respect to its
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second argument. First,
∑J
j=1
∑N
i=1 D(P
G
i,j‖θ¯Dj, ξ̂i,j) = o(NJ · (γJ ∨ ηJ)) indicates
o(NJ · (γJ ∨ ηJ)) =
∑
j∈E0
N∑
i=1
D(PGi,j‖θ¯Dj, ξ̂i,j) =
∑
j∈E0
∑
a=0,1
N∑
i=1
I(ξ0i,j = a)D(θ
G
j,a‖θ¯Dj, ξ̂i,j),
then a similar argument as Steps 5-6 in the proof of Theorem 1 gives
1
J
Jmin∑
m=1
∑
j∈Bm
I(q̂Dj 6= q0j) = oP
(
γJ ∨ η′J
∆J · pN
)
,
1
N
N∑
i=1
I(âDi 6= a0i ) = oP
(
γJ ∨ η′J
∆J · δJ
)
. (S.72)
Recall that for j ∈ Bm in the above display, the q0j is some single-attribute vector and it
remains to show the convergence of other multi-attribute q-vectors. Second, we claim that
for j ∈ [J ] such that q̂Dj 6= q0j , there is
N∑
i=1
D(PGi,j‖θ¯Dj, ξ̂i,j) = Ω(N) ·∆J . (S.73)
If the above Claim (S.73) is true, then
oP (NJ · (γJ ∨ η′J)) =
J∑
j=1
N∑
i=1
D(PGi,j‖θ¯Dj, ξ̂i,j) ≥
J∑
j=1
I(q̂Dj 6= q0j) · Ω(N) ·∆J ,
and further (1/J)
∑J
j=1 I(q̂
D
j 6= q0j) = oP ((γJ ∨ η′J)/∆J). We next prove Claim (S.73). For
notational simplicity, we simply write q̂Dj as q̂j. If q̂j 6= q0j , then
N∑
i=1
D(PGi,j‖θ¯Dj, ξ̂i,j) ≥
N∑
i=1
I(a0i  q0j)I(âi  q̂j)D(θGj,αLj ‖θ¯
D
j, ξ̂i,j
)
=
N∑
i=1
I(a0i  q0j)I(âi  q̂j)D
(
θGj,αLj
∥∥∥∑Nm=1 I(ξ̂m,j = ξ̂i,j)PGm,j∑N
m=1 I(ξ̂m,j = ξ̂i,j)
)
=
N∑
i=1
I(a0i  q0j)I(âi  q̂j)D
(
θGj,αLj
∥∥∥∑Nm=1 I(âm  q̂j)PGm,j∑N
m=1 I(âm  q̂j)
)
≥
N∑
i=1
I(a0i  q0j)I(âi  q̂j)
|∑Nm=1 I(âm  q̂j, a0m  q0j)(θGj,αLj − PGm,j)|∑N
m=1 I(âm  q̂j)
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=
N∑
i=1
I(a0i  q0j)I(âi  q̂j)
∑N
m=1 I(âm  q̂j, a0m  q0j)(θGj,αLj − P
G
m,j)∑N
m=1 I(âm  q̂j)
(since θGj,αLj
≥ PGm,j)
≥ 1
N
N∑
i=1
I(a0i  q0j)I(âi  q̂j)
N∑
m=1
I(âm  q̂j, a0m  q0j)(θGj,αLj − P
G
m,j)
=
1
N
N∑
i=1
I(a0i = âi)I(a
0
i  q0j)I(âi  q̂j)
N∑
m=1
I(âm  q̂j)I(a0m  q0j) ·∆J
≥ 1
N
N∑
i=1
I(a0i = âi)I(a
0
i  q0j)I(a0i  q̂j)
N∑
m=1
I(a0m = âm)I(a
0
m  q̂j)I(a0m  q0j) ·∆J
≥ 1
N
·N min{1− oP (1), 2K−2K0pN} ·N min{1− oP (1), 2K−K0pN} ·∆J
≥ Ω(N
2)
N
·∆J = Ω(N) ·∆J with probability tending one,
where the last bust second inequality holds as long as q̂j 6= q0j . To establish this, a similar
argument to that before (S.63) along with Assumption 3 was used. Now that we have
proved Claim (S.73), the argument right after (S.73) gives (1/J)
∑J
j=1 I(q̂j 6= q0j) = oP ((γJ ∨
η′J)/∆J). Combined with (S.72), we have shown
1
J
J∑
j=1
I(q̂Dj  q0j) = oP
(
γJ ∨ η′J
∆J · pN
)
,
1
N
N∑
i=1
I(âDi  a0i ) = oP
(
γJ ∨ η′J
∆J · δJ
)
.
This completes the proof of Theorem 4.
S.1.5 Proofs of Technical Lemmas
Proof of Lemma 1. Given a fixed Z, denote n
(Z)
j,a =
∑N
i=1 Zi,a. The maximizing properties of
θ̂j,a and θ¯j,a in (S.32) imply that
nj,aθ̂j,a =
N∑
i=1
Zi,ari,j, nj,aθ¯j,a =
N∑
i=1
Zi,aPi,j. (S.74)
Recall L = 2K denotes the number of latent class. Using (S.74), we have the following,
`(R; Z)− E[`(R; Z)]
62
=
J∑
j=1
Lj∑
a=1
Zi,a[ri,j log θ̂j,a + (1− ri,j) log(1− θ̂j,a)]
−
J∑
j=1
Lj∑
a=1
Zi,a[Pi,j log θ¯j,a + (1− Pi,j) log(1− θ¯j,a)]
=
J∑
j=1
Lj∑
a=1
nj,a[θ̂j,a log θ̂j,a + (1− θ̂j,a) log(1− θ̂j,a)]
−
J∑
j=1
Lj∑
a=1
nj,a[θ¯j,a log θ¯j,a + (1− θ¯j,a) log(1− θ¯j,a)]
=
J∑
j=1
Lj∑
a=1
nj,a
{
[θ̂j,a log θ̂j,a + (1− θ̂j,a) log(1− θ̂j,a)]− [θ̂j,a log θ¯j,a + (1− θ̂j,a) log(1− θ¯j,a)]
}
+
J∑
j=1
Lj∑
a=1
nj,a
{
[θ̂j,a log θ¯j,a + (1− θ̂j,a) log(1− θ¯j,a)]− [θ¯j,a log θ¯j,a + (1− θ¯j,a) log(1− θ¯j,a)]
}
=
J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) +
∑
i
∑
j
{
[ri,j log θ¯j,zi + (1− ri,j) log(1− θ¯j,zi)]
− [Pi,j log θ¯j,zi + (1− Pi,j) log(1− θ¯j,zi)]
}
=
Lj∑
a=1
nj,a
∑
j
D(θ̂j,a‖θ¯j,a) +
∑
i
∑
j
ri,j log
( θ¯j,zi
1− θ¯j,zi
)
−
∑
i
∑
j
Pi,j log
( θ¯j,zi
1− θ¯j,zi
)
.
Define the random variable
X =
∑
i
∑
j
ri,j log(θ¯j,zi/(1− θ¯j,zi)), (S.75)
thenX depends on Z and the above display equals the summation of
∑Lj
a=1 nj,a
∑
j D(θ̂j,a‖θ¯j,a)
and X − E[X]. This establishes (S.33) in Lemma 1.
Proof of Lemma 2. Given any fixed latent class memberships Z, every θ̂j,a is an average of
nj,a independent Bernoulli random variables R1,j, . . . , RN,j with mean θ¯j,a. We apply the
Chernoff-Hoeffding theorem to obtain
P(θ̂j,a ≥ θ¯j,a + t) ≤ e−nj,aD(θ¯j,a+t‖θ¯j,a), P(θ̂j,a ≤ θ¯j,a + t) ≤ e−nj,aD(θ¯j,a−t‖θ¯j,a). (S.76)
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Note that given a fixed Z, each θ̂j,a can take values only in the finite set {0, 1/nj,a, 2/nj,a, . . . , 1}
of cardinality nj,a + 1. We denote this range of θ̂j,a by Θ̂
j,a. Then
P(θ̂j,a = ϑ) ≤ exp{−nj,aD(ϑ‖θ¯j,a)}
for any ϑ ∈ Θ̂j,a. Then P(θ̂j,a ∈ Θ̂j,a) ≤ e−nj,aD(θ̂j,a‖θ¯j,a). Further denote the range of the
matrix Θ̂ = (θ̂j,a) by Θ̂. Since entries of R are independent given Z, the following holds for
any Θ˜ ∈ Θ̂,
P(Θ̂ = Θ˜ | Z) ≤ exp
{
−
J∑
j=1
∑
a=0,1
nj,aD(θ˜j,a‖θ¯j,a)
}
. (S.77)
Now consider the cardinality of the set Θ̂ given Z. Since for each of the J × L entries in
Θ̂, θ̂j,a can independently take on nj,a + 1 different values, there is |Θ̂| = [
∏
a=0,1(nj,a + 1)]
J .
Considering the natural constraint
∑
a=0,1 nj,a = N , we have
|Θ̂| =
J∏
j=1
∏
a=0,1
(nj,a + 1) ≤
(N
2
+ 1
)2J
. (S.78)
Define the event Θ̂ = {Θ̂ ∈ Θ̂ :
∑J
j=1
∑
a=0,1 nj,aD(θ̂j,a‖θ¯j,a) ≥ }, and combine (S.80) and
(S.81) to obtain
P
(
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) ≥  | Z
)
=
∑
Θ˜∈Θ̂
P
(
Θ̂ = Θ˜,
J∑
j=1
∑
a=0,1
nj,aD(θ˜j,a‖θ¯j,a) ≥  | Z
)
≤ |Θ̂| exp
(
−
J∑
j=1
∑
a=0,1
nj,aD(θ˜j,a‖θ¯j,a)
)
≤
(N
2
+ 1
)2J
e−.
The above result holds for fixed Z, we apply a union bound over all the LN possible assign-
ment Z and obtain
P
(
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) ≥ 
)
≤ LN
(N
2
+ 1
)2J
e−.
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Now take δ = (2K)N
(
N
2K
+ 1
)J2K
e−, then  = N log(2K) +JL log( N
2K
+ 1)− log δ. Therefore
the following event happens with probability at least 1− δ,
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) <  = N log(2K) + 2J log
(N
2
+ 1
)
− log δ.
This concludes the proof of Lemma 2.
Proof of Lemma 3. For j ∈ J1, there is min{N j10, N j00} + min{N j11, N j01} = N j10 + N j11 =∑N
i=1 I(ξ
0
i,j = 1) ≥ 2K−Kj · NpN (under a two-parameter SLAM). Now for an arbitrary
positive constant b ∈ (0, 1), we look at
P
(
|J1| ≥ bJ · γJ
βJ
)
≤ P
(∑
j∈J1
(N j10 +N
j
11) ≥ b
J · γJ
βJ
· 2K−Kj ·NpN
)
≤ P
(
¯`(Z0)− ¯`(Ẑ) ≥ bNJγJ · 2K−Kj · pN
)
≤ P
(
¯`(Z0)− ¯`(Ẑ) ≥ bNJγJ · 2K−K0 · pN
)
≤ P
(
¯`(Z0)− ¯`(Ẑ) ≥ b
2K0
NJγJ
)
.
The conclusion of Step 4 gives ¯`(Z0) − ¯`(Ẑ) = oP (NJγJ) with γJ → 0 as N, J,K → ∞.
Now that b, ,K0 are constants, we obtain that P(|J1| ≥ b · JγJ/βJ) = o(1) and |J1| =
oP (JγJ/βJ). Similar arguments gives |J2| = oP (JγJ/βJ). Since J0 = [J ] \ (J1 ∪ J2), we
have 1− |J0|/J = oP (γJ/βJ). This completes the proof of Lemma 3.
Proof of Lemma 4. Part (a) of the lemma: Let α1 = 0K ,α
2 = e1, . . . ,α
2K = 1K denote
the distinct 2K number of K-dimensional binary vectors in {0, 1}K . Suppose the two K×2K
matrices ξ(IK , {α1,α2, . . . ,α2K}) = ξ(Q, {a1,a2, . . . ,a2K}). First, since ξ(IK ,αK) = αK ,
the matrix ξ(IK , {α1,α2, . . . ,α2K}) has 2K distinct column vectors arranged in
ξ(IK , {α1,α2, . . . ,α2K}) =
(
α1 α2 · · · α2K
)
.
First, if the set {a1, . . . ,a2K} contain some identical vectors am = a`, then their correspond-
ing columns in the ideal response matrix must be identical as well, ξ(Q,am) = ξ(Q,a`) for
any Q. So without loss of generality, we next consider the case where a1, . . . ,a2
K
are dis-
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tinct, so {a1, . . . ,a2K} = {0, 1}K . We next show that if Q  IK , the ξ(IK , {α1, . . . ,α2K})
must contain identical column vectors. If Q  IK , then there must exist some k ∈ [K] such
that vector ek does not belong to the set of row vectors of Q. Consider the m, ` ∈ [2K ] such
that am = 0K ,a
` = ek, then
ξ(Q,am) = ξ(Q,0) = ξ(Q, ek) = ξ(Q,a
`), (S.79)
This is because the two attribute patterns am and a` will have identical ideal response for
any item with a q-vector not equal to ek, and that Q does not have any row vector ek. This
shows Q must equal IK up to a column permutation and {a1, . . . ,a2K}, proving part (a) of
the lemma.
Part (b) of the lemma: Suppose ξ(qj, {0, 1}K) = ξ(q˜j, {0, 1}K) and qj  q˜j. Consider
two scenarios: (1) qj  q˜j and (2) If ξ(qj, {0, 1}K) = ξ(q˜j, {0, 1}K). First, if qj  q˜j, we
can just take an attribute pattern am = qj. Since a
m  qj and am  q˜j, the following holds
by the definition of ξ,
ξ(qj,a
m) = 1 6= 0 = ξ(q˜j,am).
This implies ξ(qj, {0, 1}K) 6= ξ(q˜j, {0, 1}K) and contradicts the assumption of part (b). So
we must have q˜j  qj. This proves part (b) of the lemma.
Proof of Lemma 5. Following a similar argument as the proof of Lemma 2, we have
P(Θ̂ = Θ˜ | Z) ≤ exp
{
−
J∑
j=1
Lj∑
a=1
nj,aD(θ˜j,a‖θ¯j,a)
}
. (S.80)
Now consider the cardinality of the set Θ̂ given Z. Since for each of the J × L entries in
Θ̂, θ̂j,a can independently take on nj,a + 1 different values, there is |Θ̂| = [
∏Lj
a=1(nj,a + 1)]
J .
Considering the natural constraint
∑Lj
a=1 nj,a = N and also Lj = 2
Kj ≤ 2K0 by Assumption
3, we have
|Θ̂| =
J∏
j=1
Lj∏
a=1
(nj,a + 1) ≤
( N
2K0
+ 1
)J2K0
. (S.81)
Define the event Θ̂ = {Θ̂ ∈ Θ̂ :
∑J
j=1
∑K0
a=1 nj,aD(θ̂j,a‖θ¯j,a) ≥ }, and combine (S.80) and
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(S.81) to obtain
P
 J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) ≥  | Z
 ≤ ( N
2K0
+ 1
)J2K0
e−.
The above result holds for fixed Z, we apply a union bound over all the LN possible assign-
ment Z and obtain
P
 J∑
j=1
2K0∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) ≥ 
 ≤ (2K)N( N
2K0
+ 1
)J2K0
e−.
Therefore the following event happens with probability at least 1− δ,
J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) <  = N log(2K) + J2K0 log
( N
2K0
+ 1
)
− log δ.
This concludes the proof of Lemma 5.
Proof of Lemma 6. Combining the results of Step 2 and Step 3, since that there are (2K)N
possible assignments of Z, we apply the union bound to obtain
P(max
Z
|`(R; Z)− E`(R; Z)| ≥ 2δNJ) (S.82)
≤ LNP

J∑
j=1
Lj∑
a=1
nj,aD(θ̂j,a‖θ¯j,a) ≥ δNJ
 ∪ {|X − E[X]| ≥ δNJ}

≤ exp
{
N log(2K) + J2K0 log
( N
2K0
+ 1
)
− δNJ
}
+ 2 exp
{
N log(2K)− 
2δNJ
4(MNJ/δNJ)(log J)2 + (4/3) log J)
}
.
In order for the second term on the right hand side of the above display to go to zero, the
following of δNJ would suffice,
δNJ % N
√
MJ log(2K) log J. (S.83)
We take δNJ = N
√
MJ log(2K)(log J)1+ for a small positive constant . Further, under this
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δNJ , in order for the first term on the right hand side of (S.82) to go to zero, Then the right
hand side of (S.82) goes to zero as N, J go large. Then the scaling
√
J · 2K0 = O(N1−c) and
K = o(MJ log J) described in the theorem yields P(maxZ |`(R; Z)− E`(R; Z)| ≥ 2δNJ) =
o(1), which implies
1
NJ
max
Z
|`(R; Z)− E`(R; Z)| = oP
(√
M log(2K0)√
J
(log J)1+
)
.
This completes the proof of the lemma.
Proof of Lemma 8.
`D(R; Z)− EG[`D(R; Z)]
=
N∑
i=1
J∑
j=1
∑
a=0,1
I(ξi,j = a)
[
ri,j log(θ̂j,ξi,j) + (1− ri,j) log(1− θ̂j,ξi,j)
]
−
N∑
i=1
J∑
j=1
∑
a=0,1
I(ξi,j = a)
[
PGi,j log(θ¯j,ξi,j) + (1− PGi,j) log(1− θ¯j,ξi,j)
]
=
J∑
j=1
∑
a=0,1
nj,a
[
θ̂j,a log
(
θ̂j,a
θ¯j,a
)
+ (1− θ̂j,a) log
(
1− θ̂j,a
1− θ¯j,a
)]
+
J∑
j=1
∑
a=0,1
nj,a
[
(θ̂j,a − θ¯j,a) log(θ¯j,a)− (θ̂j,a − θ¯j,a) log(1− θ¯j,a)
]
=
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) +
N∑
i=1
J∑
j=1
(ri,j − PGi,j) log
(
θ¯j,ξi,j
1− θ¯j,ξi,j
)
.
Given any fixed Z, every θ̂j,a is an average of nj,a independent Bernoulli random variables
R1,j, . . . , RN,j with mean θ¯j,a because EG[ri,j] = PGi,j. Following a similar argument as the
proof of Lemma 2 gives that the following event happens with probability at least 1− δ,
J∑
j=1
∑
a=0,1
nj,aD(θ̂j,a‖θ¯j,a) <  = N log(2K) + 2J log
(N
2
+ 1
)
− log δ.
Further, a similar argument as Step 3 of the proof of Theorem 1 gives
P
(
max
Z
|`D(R; Z)− EG[`D(R; Z)]| > 2δNJ
)
≤ exp
{
N log(2K) + 2J log
(N
2
+ 1
)
− δNJ
}
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+ 2 exp
{
N logL− 
2δNJ
4(MNJ/δNJ)(log J)2 + (4/3) log J)
}
.
Therefore under the scaling
√
J = O(N1−c) and K = o(MJ log J), we reach the conclusion
of the lemma.
S.2 A Simulation Study Examining the Convergence
of Algorithm 1
In this simulation study, we further examine the convergence behavior of Algorithm 1, fol-
lowing up Example 4 in the main text. We still simulate data in the scenario (N, J,K) =
(1000, 1000, 7) considered in Example 4, with 1 − θ+j = θ−j = 30% for all j ∈ [J ] and the
27 = 128 latent profiles are approximately evenly distributed. The ground truth 1000 × 7
matrix Q is visualized in the bottom-right plot in Figure 1, with color white representing
value “1” and color black representing value “0”. For each of 200 simulated datasets, we
apply our ADG-EM Algorithm 1 alone to estimate Q and reconstruct the ideal case R using
expression (23). The initializations {Qini}’s are obtained from randomly perturbing about
one third entries in the true Q in each run. Instead of specifying a stopping criterion based
on the convergence of the objective function, in the current experiment we just run exactly 10
stochastic EM iterations in Algorithm 1; we record the number of entry-differences between
the estimated Q and the true Qtrue along each EM iteration, and present the corresponding
boxplot in Figure 6(b). In addition, we record the number of entry-differences between Qtrue
and the initial value Qini, which is given as input to the algorithm, and present the boxplot
based on 200 runs in Figure 6(a).
The two boxplots in Figure 6 show the convergence performance and estimation accuracy
of the proposed ADG-EM algorithm. Out of the 1000 × 7 = 7000 entries in Q, although
the initialization of Q differs from the true one by more than 2000 entries on average, after
just one stochastic EM iteration, the number of entry-differences between Qiter. 1 and Qtrue
decreases to less than 300 entries in most cases. After just 3 stochastic EM iterations, for a
vast majority of the 200 datasets, the Qtrue is perfectly recovered and remains unchanged in
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further iterations of the algorithm. Indeed, after 10 iterations, for each of the 200 simulated
datasets, the Qtrue is exactly recovered.
(a) # entry-differences
between Qini and Qtrue (b) # entry-differences between Qiter and Qtrue
Figure 6: Algorithm 1’s convergence behavior. (a): boxplot of entry-differences between the
initialization Qini and the true Qtrue, with size 1000× 7; (b) entry-differences between Qiter
and Qtrue along the first ten iterations. Results are based on 200 simulations.
S.3 Additional Algorithms
In this section, we provide two additional algorithms, Algorithm S.2 and Algorithm S.3. Al-
gorithm S.2 is an alternating direction Gibbs stochastic-approximation-EM algorithm men-
tioned in Section 4.1 in the main text. This algorithm applies the stochastic approximation
to both Q and A in each iteration, instead of only to Q as in Algorithm 1 presented in the
main text. In practice, we found through simulations that in cases where N and J are very
large relative to K, this Algorithm S.2 yields better estimation accuracy than Algorithm
1. The theoretical investigations of the properties of the algorithms are left to the future
study. Algorithm S.3 is for estimating Q and A with missing entries in the data matrix R,
as mentioned in Section 6 in the main text.
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Algorithm S.2: ADG-SAEM: Alternating Direction Gibbs SAEM for estimating Q
and A
Data: Response matrix R = (ri,j)N×J ∈ {0, 1}N×J and number of attributes K.
Initialize A = (ai,k)N×K ∈ {0, 1}N×K and Q = (qj,k)J×K ∈ {0, 1}J×K .
Initialize parameters θ+ and θ−. Set t = 1, Aave = 0.
while not converged do
for (i, j) ∈ [N ]× [J ] do ψi,j ← ri,j log[θ+j /θ−j ] + (1− ri,j) log[(1− θ+j )/(1− θ−j )] ;
Anew ← 0, Qnew ← 0.
for r ∈ [C] do
for (i, k) ∈ [N ]× [K] do
Draw ai,k ∼ Bernoulli
(
σ
(
−∑j qj,k∏m6=k aqj,mi,m ψi,j))
Anew ← Anew + A;
for r ∈ [C] do
for (j, k) ∈ [J ]× [K] do
Draw qj,k ∼ Bernoulli
(
σ
(∑
i(1− ai,k)
∏
m6=k a
qj,m
i,m ψi,j
))
Qnew ← Qnew + Q;
Aave ← 1
t
Anew/C +
(
1− 1
t
)
Aave; A = I
(
Aave >
1
2
)
element-wisely;
Qave ← 1
t
Qnew/C +
(
1− 1
t
)
Qave; Q = I
(
Qave >
1
2
)
element-wisely;
M = (Mi,j)N×J =
(∏
k a
qj,k
i,k
)
N×J
;
for j ∈ [J ] do
θ+j,new ←
∑
i ri,jMi,j∑
iMi,j
, θ+j,ave ←
1
t
θ+j,new +
(
1− 1
t
)
θ+j,ave;
θ−j,new ←
∑
i ri,j(1−Mi,j)∑
i(1−Mi,j)
, θ−j,ave ←
1
t
θ−j,new +
(
1− 1
t
)
θ−j,ave;
t← t+ 1;
Output: Q̂ and Â.
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Algorithm S.3: ADG-EM with missing data: Q estimation and dimension reduction
Data: Responses R with the set of indices of observed entries Ω ⊆ [N ]× [J ].
Initialize attribute patterns (ai,k)N×K ∈ {0, 1}N×K ; and structural matrix
(qj,k)J×K ∈ {0, 1}J×K .
Initialize parameters θ+ and θ−. Set t = 1, Aave = 0.
while not converged do
for (i, j) ∈ Ω do ψi,j ← ri,j log[θ+j /θ−j ] + (1− ri,j) log[(1− θ+j )/(1− θ−j )] ;
As ← 0, Qs ← 0.
for r ∈ [C] do
for (i, k) ∈ [N ]× [K] do
Draw ai,k ∼ Bernoulli
(
σ
(
−∑j: (i,j)∈Ω qj,k∏m 6=k aqj,mi,m ψi,j));
As ← As + A
Aave ← t−1As/C +
(
1− t−1
)
Aave; t← t+ 1.
for r ∈ [C] do
for (j, k) ∈ [J ]× [K] do
Draw qj,k ∼ Bernoulli
(
σ
(∑
i: (i,j)∈Ω(1− ai,k)
∏
m6=k a
qj,m
i,m ψi,j
))
;
Qs ← Qs + Q
Q = I(Qs/C > 1/2) element-wisely; Iave =
(∏
k{aavei,k }qj,k
)
N×J
;
for j ∈ [J ] do
θ+j ←
∑
i: (i,j)∈Ω ri,jI
ave
i,j∑
i: (i,j)∈Ω I
ave
i,j
, θ−j ←
∑
i: (i,j)∈Ω ri,j(1− Iavei,j )∑
i: (i,j)∈Ω(1− Iavei,j )
;
Â = I(Aave > 1/2) element-wisely.
Output: Q̂ and Â.
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