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Vorwort
Ziel dieser Arbeit ist einerseits eine Aufbereitung und Überarbeitung des Papers über
die pseudokomplexe Allgemeine Relativitätstheorie [HG09] (siehe Kapitel 3), welche in
gemeinsamer Arbeit mit Gunther Caspar und in ständiger Korrespondenz mit Prof. Dr.
Dr. h.c. mult. Walter Greiner und Prof. Dr. Peter O. Hess stattfand, und andererseits
die Anwendung des pseudokomplexen Formalismus um eine Lösung der Einsteinglei-
chung zu finden, die der Kerr-Lösung entspricht (siehe Kapitel 4). In den ersten beiden
Kapiteln wird eine Einführung in die Gebiete der Allgemeinen Relativitätstheorie und
der pseudokomplexen Zahlen gegeben. Sie beschränken sich dabei auf bereits bekanntes
Wissen.
Im Rahmen der Arbeit wird mit den so genannten „Natürlichen Einheiten“ (~ = 1 und
c = 1) gerechnet. Da wir uns auf dem Gebiet der ART befinden, benutzen wir auch die
von Einstein eingeführte Summenkonvention, wobei über doppelt auftretende Indizes in
einem Ausdruck impliziert summiert wird, z.B.:
ds2 =
4∑
µ,ν=0
gµνdx
µdxν = gµνdx
µdxν .
Weiter benutzen wir die Minkowski-Metrik mit Signatur (+,−,−,−), also
ηµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
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1 Allgemeine Relativitätstheorie
Dieses Kapitels gibt eine kurze Einführung in die Allgemeine Relativitätstheorie (ART).
Es wird sich dabei an dem Buch von Adler, Bazin und Schiffer [ABS75] orientieren.
Einstein selbst sah drei Grundprinzipien als Pfeiler der ART [Ein18]:
• Relativitäts- oder Kovarianzprinzip: Physikalische Naturgesetze lassen sich
durch kovariante Gleichungen beschreiben. Diese Gleichungen gelten forminvariant
in beliebig bewegten Bezugssystemen.
• Äquivalenzprinzip: Träge und Schwere Masse sind äquivalent. Ein Beobachter
in einem geschlossenen Kasten kann nicht zwischen gleichmäßiger Beschleunigung
und gravitativer Anziehung unterscheiden.
• Machsches Prinzip: Das Gravitationsfeld (die Krümmung des Raumes) wird
vollständig durch die Massenansammlungen im Raum festgelegt. Durch die Äqui-
valenz von Masse und Energie legt also der Energie-Impuls-Tensor Tµν die Krüm-
mung des Raumes - beschrieben durch den metrischen Tensor gµν - fest.
Neben diesen Prinzipien brauchen wir eine mathematische Basis für die ART. Die-
se Basis bilden zum einen Tensoren und die zugehörigen Rechenvorschriften und zum
anderen eine semi-riemannsche Mannigfaltigkeit, die Raumzeit, in der diese Tensoren
operieren. Eine semi-riemannsche Mannigfaltigkeit besitzt eine Metrik, die nicht positiv
definit ist1. Wir benötigen hier eine nicht definite Metrik, um zwischen raumartigen,
zeitartigen und Null-Vektoren unterscheiden zu können. Die Raumzeit lässt sich lokal
durch den R4 mit der Minkowski-Metrik beschreiben.
1Wäre die Metrik positiv definit, würde für alle Vektoren uµ gelten, dass uµuµ = gµµuµuµ > 0 ist.
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1.1 Mathematische Grundlagen der ART
Tensoren
In der Physik werden Tensoren durch ihr Transformationsverhalten zwischen verschie-
denen Koordinatensystemen charakterisiert. Wir betrachten zwei Koordinatensysteme,
einmal mit gestrichenen x¯µ und einmal mit ungestrichenen Koordinaten xν , zwischen
denen es stetige Koordinatentransformationen gibt
x¯µ = fµ(x0, x1, x2, x3)
xν = hν(x¯0, x¯1, x¯2, x¯3) .
Eine physikalische Größe, die in beiden Systemen unverändert bleibt, nennen wir einen
Tensor nullter Stufe, beziehungsweise Skalar. Ein Beispiel für einen Skalar ist das Qua-
drat des Linienelements ds
ds2 = gµνdx
µdxν . (1.1)
Es bleibt in allen Koordinatensystemen gleich2.
Das nächst kompliziertere Objekt - ein Tensor erster Stufe - wird auch als Vektor be-
zeichnet. Hier unterscheiden wir zwischen ko- und kontravarianten Vektoren, die sich
einerseits durch die unterschiedliche Schreibweise und andererseits durch ihr unterschied-
liches Transformationsverhalten auszeichnen. Ein kontravarianter Vektor ξµ ist ein vier-
komponentiges Objekt, welches sich wie folgt transformiert
ξ¯µ =
∂x¯µ
∂xν
ξν .
Entsprechend dazu transformiert sich ein kovarianter Vektor ζµ
ζ¯µ =
∂xν
∂x¯µ
ζν .
2Hier wurde bereits die Einsteinsche Summenkonvention benutzt, bei der über doppelt auftretende
Indizes in einem Ausdruck summiert wird.
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Tensoren höherer Stufe können wie Vektoren ko- und kontravariante Indizes tragen. Ihr
Transformationsverhalten hängt dann davon ab, welche Indizes ko- und welche kontra-
variant sind. Ein Tensor n-ter Stufe Tα1···αaβ1···βb hat n = a+ b Indizes, von denen a kontra-
und b kovariant sind. Er transformiert sich wie folgt
T¯ k1···kal1···lb =
∂x¯k1
∂xα1
· · · ∂x¯
ka
∂xαa
∂xβ1
∂x¯l1
· · · ∂x
βb
∂x¯lb
Tα1···αaβ1···βb .
Eine Möglichkeit aus einem Tensor einen Tensor geringerer Stufe zu bilden ist die Kon-
traktion. Dabei setzt man zwei Indizes, je einen ko- und einen kontravarianten, gleich und
summiert gemäß Einsteinscher Summenkonvention über diesen Index. Daraus resultiert
ein Tensor dessen Stufe um 2 im Vergleich zum Ausgangstensor reduziert wurde. Ein
Beispiel hierfür ist die Spur einer Matrix Aµν
sp(Aµν) = Aµµ =
∑
µ
Aµµ .
Bisher haben wir Tensoren zwar in verschiedenen Koordinaten dargestellt, aber immer
an ein und dem selben Punkt im Raum betrachtet. In der Physik ist es von Interesse zu
wissen, wie sich ein Tensor an verschiedenen Punkten im Raum verhält. Ein wichtiges
Beispiel dafür ist die Konstanz eines Vektors. Aus der klassischen Mechanik sind wir
es gewohnt einen Vektor als konstant zu bezeichnen, wenn er an jedem Raumpunkt
die selben Komponenten enthält. Dies gilt allerdings nur in euklidischen Räumen, im
Allgemeinen ist die Länge eines Vektors l2 = ξµξµ = gµνξµξν . Sobald der metrische
Tensor gµν nicht mehr an jedem Punkt im Raum gleich ist, lässt sich der klassische Begriff
der Konstanz nicht mehr anwenden. Ein „konstanter“ Vektor hätte dann an verschiedenen
Punkten verschiedene Längen.
Eine andere Möglichkeit einzusehen, dass der gewöhnliche Begriff für die Konstanz eines
Vektors unzureichend ist, besteht darin einen konstanten Vektor ξµ in einem anderen
Koordinatensystem zu betrachten
ξ¯µ =
∂x¯µ
∂xν
ξν .
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Nur für lineare Koordinatentransformationen bleibt der Vektor konstant. Es gilt nun also
eine Möglichkeit zu finden, den Begriff der Konstanz zu erweitern. Dazu betrachten wir
die Änderung von ξ¯µ entlang einer parametrisierten Kurve, die wir mit einem Parameter
p beschreiben können
dξ¯µ
dp
=
∂2x¯µ
∂xν∂xτ
dxτ
dp
ξν =
∂2x¯µ
∂xν∂xτ
dxτ
dx¯σ
dx¯σ
dp
∂xν
∂x¯γ
ξ¯γ .
An dieser Stelle ist es praktisch die Abkürzung
Γ¯µσγ =
∂2x¯µ
∂xν∂xτ
dxτ
dx¯σ
∂xν
∂x¯γ
einzuführen3. Damit haben wir dann
dξ¯µ
dp
= Γ¯µσγ
dx¯σ
dp
ξ¯γ . (1.2)
Dieser Ausdruck wird in differentieller Form als Verschiebungsgesetz („transplantation
law“) für Vektoren bezeichnet.
Das gerade aufgestellte Verschiebungsgesetz gilt auch in Räumen, die keinen metrischen
Tensor gµν haben. Für uns sind aber gerade die metrischen Räume interessant und hier
lässt sich ein wichtiger Zusammenhang zwischen gµν und Γµνσ aufstellen. Dazu betrachten
wir die Forderung, dass das Skalarprodukt zweier Vektoren gµνξµην konstant bleibt, wenn
wir sie entlang einer mit s parametrisierten Kurve verschieben
d
ds
(gµνξ
µην)
!
=0
⇔ ∂gµν
∂xσ
dxσ
ds
ξµην + gµν
dξµ
ds
ην + gµνξ
µdη
ν
ds
= 0
⇔ ∂gµν
∂xσ
+ gγνΓ
γ
σµ + gµγΓ
γ
σν = 0 . (1.3)
In der letzten Zeile wurde noch ausgenutzt, dass man doppelt auftretende Indizes beliebig
benennen kann und dass ξ und η beliebige Vektoren sind. Nun können wir uns die
Symmetrie der Γγνµ und des metrischen Tensors zu Nutze machen und die Indizes in
3Hierbei handelt es sich noch nicht um die Christoffelsymbole zweiter Art, welche in der Literatur
häufig mit Γµσγ bezeichnet werden, sondern um affine Verbindungen.
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Gleichung (1.3) zyklisch permutieren. Aus den drei daraus resultierenden Gleichungen
ergibt sich dann der Zusammenhang [ABS75]
Γγνµ = −1
2
gσγ
(
∂gνσ
∂xµ
+
∂gσµ
∂xν
− ∂gµν
∂xσ
)
= −1
2
gσγ [νµ, σ]
Die Größe −1
2
gσγ wird Christoffelsymbol erster Art genannt. Von großer Bedeutung für
unsere weiteren Rechnungen sind die Christoffelsymbole zweiter Art{
σ
µν
}
= −Γσµν . (1.4)
Das oben eingeführte Verschiebungsgesetz für Vektoren beschreibt in metrischen Räumen
eine verallgemeinerte Parallelverschiebung, also die Änderung des Vektors ξ, wenn wir
ihn parallel zu sich selbst verschieben
dξµ = −
{
µ
νσ
}
dxνξσ . (1.5)
Kovariante Ableitung
Wir können jetzt genauer untersuchen, wie sich Tensoren an verschiedenen Punkten im
Raum verhalten. Dazu schauen wir uns zunächst die Differenz zwischen einem kontrava-
rianten Vektor ξµ(xν + dxν) an der Stelle xν + dxν und dem dazu parallel verschobenen
Vektor ξ′µ(xν + dxν) an. Der erste Term lässt sich mit Hilfe einer Taylorentwicklung
umschreiben
ξµ(xν + dxν) = ξµ(xν) +
∂ξµ
∂xν
dxν +O ((dxν)2) .
Für den zweiten Teil verwenden wir das Parallelverschiebungsgesetz (1.5)
ξ
′µ(xν + dxν) = ξµ(xν)−
{
µ
γσ
}
ξγdxσ .
Damit ist die Differenz also
ξµ(xν + dxν)− ξ′µ(xν + dxν) =
[
∂ξµ
∂xσ
+
{
µ
σγ
}
ξγ
]
dxσ +O ((dxν)2) .
Nun vernachlässigen wir die Terme höherer Ordnung und stellen fest, dass auf der lin-
ken Seite die Differenz zweier Vektoren steht. Also muss die rechte Seite der Gleichung
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auch ein Vektor sein. Nach dem Quotiententheorem4 handelt es sich bei
[
∂ξµ
∂xσ
+
{
µ
σγ
}
ξγ
]
somit um einen Tensor. Diesen nennen wir die Kovariante Ableitung eines kontravarian-
ten Vektors. Die Kovariante Ableitung erhält in der Regel eine eigene Abkürzung. Wir
werden
ξµ||σ = ξ
µ
|σ +
{
µ
σγ
}
ξγ (1.6)
verwenden, wobei die normale Ableitung als ∂ξ
∂xσ
= ξ|σ notiert ist (In der Literatur
wird die Kovariante Ableitung auch häufig mit einem Semikolon geschrieben ξµ;k). Die
Kovariante Ableitung eines kovarianten Vektors ist (hier ohne Ableitung)
ξµ||σ = ξµ|σ −
{
γ
µσ
}
ξγ . (1.7)
Eine wichtige Eigenschaft der Kovarianten Ableitung ist, dass sie im Allgemeinen nicht
wie die normale Ableitung vertauscht
ξµ||σ||ν 6= ξµ||ν||σ .
Geodäten
In der Newtonschen Mechanik haben wir gelernt, dass sich ein kräftefreies Teilchen
entlang einer Geraden bewegt [Gre03]. In Euklidischen Räumen können wir eine solche
Gerade dadurch charakterisieren, dass wir an ihr einen Tangentialvektor verschieben
können und dieser dabei immer parallel zu sich selbst bleibt. In gekrümmten Räumen
können wir dazu die verallgemeinerte Parallelverschiebung (1.5) benutzen. Ein möglicher
Tangentialvektor an eine beliebige mit s parametrisierte Kurve ist dxµ
ds
. Damit haben wir
d
ds
dxµ
ds
= −
{
µ
σγ
}
dxσ
ds
dxγ
ds
⇔ d
2xµ
ds2
+
{
µ
σγ
}
dxσ
ds
dxγ
ds
= 0 . (1.8)
4Angenommen das Produkt eines Tensors mit einer beliebig indizierten Matrix T k1···kal1···lb ist wieder ein
Tensor, so ist T k1···kal1···lb auch ein Tensor [ABS75].
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Eine andere Art diese Geodätengleichung abzuleiten, ist die Verwendung des Variati-
onsprinzips. So wie eine Gerade die kürzeste Strecke zwischen zwei Punkten im Euklidi-
schen Raum beschreibt, ist eine Geodäte die kürzeste (mathematisch gesehen extremale)
Verbindung zwischen zwei Punkten im gekrümmten Raum. Die Bogenlänge dieser Ver-
bindung können wir mit
s =
∫
ds =
∫
ds
ds
ds =
∫ √
gµσ
dxµ
ds
dxσ
ds
ds
berechnen. Sie wird extremal, wenn ihre Variation δs verschwindet
δ
∫ √
gµσ
dxµ
ds
dxσ
ds
ds = 0 . (1.9)
Die daraus resultierenden Euler-Lagrange-Gleichungen sind
d
ds
(
∂
∂x˙γ
√
gµσx˙µx˙σ
)
=
∂
∂xγ
√
gµσx˙µx˙σ .
Hier wurde noch die Abkürzung x˙µ = dxµ
ds
eingeführt. Unter Berücksichtigung, dass√
gµσx˙µx˙σ entlang der Kurve konstant ist, wird diese Gleichung zu
d
ds
(
gγσ
dxσ
ds
)
=
1
2
∂gµσ
∂xγ
dxµ
ds
dxσ
ds
.
Ausgeschrieben und unter Ausnutzung der Symmetrie von gµσ wird daraus
gγσ
d2xσ
ds2
+
1
2
(
∂gγσ
∂xµ
+
∂gµγ
∂xσ
− ∂gµσ
∂xγ
)
dxµ
ds
dxσ
ds
= 0 .
Multipliziert man nun noch mit dem inversen metrischen Tensor gγσ und benutzt die
Definition für die Christoffelsymbole, so erhält man wieder die Geodätengleichung (1.8)
[ABS75].
1.2 Die Einsteingleichungen
Die Einsteingleichungen bilden den Kern der Allgemeinen Relativitätstheorie. Es gibt ei-
nige sinnvolle Forderungen, die man an die Gleichungen stellen kann und die dabei helfen
sie aufzustellen. Adler, Bazin und Schiffer [ABS75] stützen sich auf die vier Forderungen
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1. Die Gleichungen müssen in Tensorform vorliegen. Dies entspricht dem Relativi-
tätsprinzip, was wir am Anfang dieses Kapitels bereits erwähnt haben.
2. Die Komponenten des metrischen Tensors sollen in zweiter Ordnung in die Feld-
gleichungen eingehen, in Analogie zur klassischen Laplace-Gleichung für das Gra-
vitationspotential.
3. Im Grenzfall eines komplett materiefreien Raumes müssen die Gleichungen die
Lorentzmetrik als globale Lösung zulassen.
4. Um die Eindeutigkeit der Lösung zu garantieren, müssen die Gleichungen linear in
den zweiten Ableitungen der Metrik sein.
Hinzu kommt noch die in der Physik gängige Maxime, Gleichungen so einfach wie mög-
lich zu halten.
Zunächst betrachten wir den Fall, dass keinerlei Materie im Raum vorliegt. Der dritte
Punkt sagt uns dann, dass wir diesen Raum durch die Lorentzmetrik beschreiben kön-
nen. In dieser Metrik geht die kovariante Ableitung in die gewöhnliche Ableitung über,
denn die Metrik bleibt überall konstant und ihre Ableitungen und damit die Christof-
felsymbole verschwinden. Für einen beliebigen Vektor ξ gilt dann
ξµ||ν = ξ
µ
|ν .
Damit ist aber auch klar, dass kovariante Ableitungen in diesem Fall vertauschen
ξµ||ν||η = ξ
µ
|ν|η = ξ
µ
|η|ν = ξ
µ
||η||ν .
Bei dieser Gleichung handelt es sich nun um eine Tensorgleichung und sie gilt somit
in allen Koordinatensystemen, solange man sich im masselosen Raum befindet. Durch
ein wenig Umformarbeit und Umbenennung von Summationsindizes lässt sich dieser
8
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Ausdruck in Abhängigkeit der Christoffelsymbole und ihrer Ableitungen darstellen
ξµ||ν||η − ξµ||η||ν =
[{
µ
νσ
}
|η
−
{
µ
ση
}
|ν
+
{
µ
τη
}{
τ
νσ
}
−
{
µ
τν
}{
τ
ησ
}]
ξσ
= Rµσνηξσ . (1.10)
Bei dem hier eingeführten Tensor Rµσνη handelt es sich um den Riemannschen Krüm-
mungstensor. Er gibt ein Maß für die Krümmung des Raumes an und verschwindet im
masselosen Raum. Die Gleichungen
Rµσνη = 0
erfüllt schon alle vier Forderungen, die wir an die Einsteingleichungen gestellt haben.
Sie gelten allerdings nur für den freien Raum und lassen sich noch durch Kontraktion
zweier Indizes vereinfachen
Rµσµη = Rση . (1.11)
Der daraus resultierende TensorRση wird Ricci-Tensor genannt. Die beiden Indizes, über
die summiert wird, ergeben sich aus Symmetrieeigenschaften des Krümmungstensors,
auf die wir hier nicht weiter eingehen. Für den freien Raum sind die Einsteingleichungen
dann also
Rση = 0 . (1.12)
Sie lassen sich für schwache Felder auf die klassische Laplacegleichung für das Gravita-
tionspotential [ABS75]
3∑
i=1
φ|i|i = 0
reduzieren.
Jetzt wollen wir die Einsteingleichungen aber auch für den nichtleeren Raum aufstellen
können. Im Klassischen wird aus der Laplacegleichung die Poissongleichung
3∑
i=1
φ|i|i = 4piκρ ,
9
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wobei hier κ die Newtonsche Gravitationskonstante und ρ die Materiedichte ist. Erwei-
tert auf den Tensorformalismus suchen wir nun eine Tensor-Gleichung, die die Krüm-
mung des Raumes einerseits mit der Massen- und durch E = mc2 auch Energievertei-
lung andererseits in Verbindung bringt. Für den masselosen Raum muss sie sich auf
(1.12) reduzieren und für schwache Gravitation die klassische Poissongleichung ergeben.
Als Kandidat für die Beschreibung der Energie bietet sich der Energie-Impuls-Tensor
Tµν an, der (bis auf gravitative Anteile) die gesamte Energieverteilung beschreibt. Eine
einfache Proportionalität zwischen dem Ricci- und dem Energie-Impuls-Tensor kommt
allerdings nicht für die Einsteingleichungen in Frage, da der Energie-Impuls-Tensor
im Gegensatz zum Ricci-Tensor divergenzfrei ist. Hier lässt sich der Einstein-Tensor
Gµν = Rµν − 12gµνRαα benutzen, sodass wir die Einsteingleichungen als
Rµν − 1
2
gµνRαα = CTµν (1.13)
ansetzen können. Die Konstante hier ist durch den klassischen Grenzfall der Gleichungen
bestimmt und beträgt C = −8piκ [ABS75].
Die Gleichungen (1.13) stellen den formalen mathematischen Ausdruck des Machschen
Prinzips dar. Sie beschreiben den Zusammenhang zwischen den Massen, repräsentiert
durch den Energie-Impuls-Tensor, und der Krümmung des Raumes. Für die konkrete
Berechnung von Teilchentrajektorien verwendet man die Geodätengleichung. Sie lässt
sich aus den Einsteingleichungen aber ableiten.
1.2.1 Ableitung der Einsteingleichungen aus dem Variationsprinzip
In der Physik spielt das Variationsprinzip von der klassischen Mechanik bis hin zu Quan-
tenfeldtheorien eine entscheidende Rolle. Aus diesem Grund gehen wir hier auf die Her-
leitung der Einsteingleichungen unter Ausnutzung des Variationsprinzips ein. Eine kleine
Änderung des Variationsprinzips wird uns in Kapitel 3 als Grundlage für die pseudo-
komplexe ART dienen. Ausgehend von der Variation der Wirkung
δS = δ
∫
R
√−g d4x = 0 (1.14)
10
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lassen sich die Einsteingleichungen für den freien Raum (1.12) ableiten. Die Rechnungen
dazu lassen sich z.B. in [ABS75] finden.
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1.3 Lösungen der Einsteingleichungen
Obwohl die gerade angesprochenen Einsteingleichungen aufgrund ihrer Nichtlinearität
sehr komplex sind, wurde bereits 1916 von Schwarzschild die erste exakte Lösung für
den freien Raum gefunden [Sch16].
1.3.1 Die Schwarzschildlösung
Durch Ausnutzen der Radialsymmetrie und Zeitunabhängigkeit lässt sich der Ansatz für
die Schwarzschild-Metrik wie folgt formulieren
gSchwµν =

eν(r) 0 0 0
0 −eλ(r) 0 0
0 0 −r2 0
0 0 0 −r2 sin2 ϑ
 . (1.15)
Man verwendet hier die Koordinaten (t, r, ϑ, ϕ), welche den Kugelkoordinaten zusammen
mit der Zeit entsprechen. Es bleiben nur noch die Funktionen ν(r) und λ(r) unbestimmt,
alle anderen Teile der Metrik sind durch die Symmetrie schon festgelegt [ABS75].
Nun ist es aufwendig alle Christoffelsymbole aus dem Ansatz der Metrik zu berechnen.
Wesentlich einfacher geht es, wenn man das Variationsprinzip (1.9) verwendet, um die
Geodätengleichung (1.8) abzuleiten. Aus ihr können wir dann die einzelnen Christoffel-
symbole ablesen. Mit diesen wiederum lässt sich der Ricci-Tensor aufstellen und damit
die freien Einsteingleichungen (1.12). Diese Rechnungen sind trotz allem noch recht auf-
wendig und deshalb werden wir uns hier mit ihrem Ergebnis begnügen [ABS75]:
R00 = −e
ν−λ
2
(
ν ′′ +
ν ′2
2
− λ
′ν ′
2
+
2ν ′
r
)
= 0
R11 = 1
2
(
ν ′′ +
ν ′2
2
− λ
′ν ′
2
− 2λ
′
r
)
= 0
R22 = e−λ − rλ′e−λ − 1 + re−λ
(
λ′ + ν ′
2
)
= 0
R33 = sin2(ϑ)
[
e−λ − rλ′e−λ − 1 + re−λ
(
ν ′ + λ′
2
)]
= 0 . (1.16)
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Der Strich bedeutet eine Ableitung nach der Variablen r. Zunächst bemerken wir, dass
die letzten beiden Gleichungen in (1.16) bis auf den Faktor sin2(ϑ) identisch sind. Die
ersten beiden Gleichungen können wir verwenden, um ν und λ zu bestimmen, dazu
ziehen wir die zweite von der ersten ab und erhalten
ν ′ + λ′ = 0 . (1.17)
Also ist ν = −λ + const . Diese Konstante kann aber durch eine Umdefinierung der
Zeitkoordinate absorbiert werden. Dadurch wird auch gewährleistet, dass die Lösung für
große Abstände asymptotisch in den flachen Raum übergeht. Dieses Resultat können
wir in die dritte Gleichung einsetzen und erhalten
e−λ − rλ′e−λ − 1 = 0 ⇔ (re−λ)′ = 1 . (1.18)
Diese Gleichung kann man direkt lösen und erhält
e−λ = 1− rS
r
. (1.19)
Die Konstante rS ist hier erst einmal eine Integrationskonstante. Sie lässt sich durch
Grenzbetrachtungen dann mit dem Schwarzschildradius 2κM identifizieren [ABS75].
Setzt man (1.17) in die zweite Gleichung ein, bleibt
λ′′ − λ′2 + 2λ
′
r
= 0 ⇔ (re−λ)′′ = 0 , (1.20)
was konsistent mit der gerade gefundenen Lösung ist. Damit haben wir die Schwarz-
schildmetrik
gSchwµν =

1− rS
r
0 0 0
0 − 1
1− rS
r
0 0
0 0 −r2 0
0 0 0 −r2 sin2 ϑ

. (1.21)
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1.3.2 Die Kerr-Lösung
Deutlich länger als bei der Schwarzschildlösung hat es gedauert um eine komplette ana-
lytische Lösung zu finden, die eine rotierende Zentralmasse beschreibt. Erst 1963 gelang
es Kerr [Ker63] eine solche Lösung aufzustellen. Die hier vorgestellte Ableitung der
Kerr-Lösung aus [ABS75] basiert auf der Schwarzschildlösung - genauer gesagt auf einer
bestimmten Darstellung der Schwarzschildlösung. Zunächst wird mit einer Koordina-
tentransformation x¯0 = x0 + rS ln
∣∣∣∣ rrS − 1
∣∣∣∣ die Schwarzschildlösung auf die so genannte
Eddington-Form [Edd24]
ds2 = (dx¯0)2 − (dr)2 − r2(dϑ2 + sin2 ϑdϕ2)− rS
r
(dx¯0 + dr)2 (1.22)
gebracht. Dieser Ansatz funktioniert leider nicht für den Fall, wenn ν 6= −λ ist (siehe
Kapitel 4.1). Die Eddington-Form stellt also das Linienelement des flachen Raums mit
einem Zustatzterm, der gemischt in der zeitlichen und radialen Koordinate ist, dar.
Umgeschrieben in kartesische Koordinaten nimmt sie die folgende Form an
ds2 = (dx¯0)2 − (dx)2 − (dy)2 − (dz)2 − rS
r
(
dx¯0 +
xdx+ ydy + zdz
r
)2
. (1.23)
In diesen Koordinaten lässt sich der metrische Tensor also als
gµν = ηµν − rSlµlν (1.24)
mit lµ =
1√
r
(
1,
x
r
,
y
r
,
z
r
)
schreiben. Eine bemerkenswerte Eigenschaft der so definierten
Vektoren lµ ist lµlνηµν = 0. Eine Metrik der Form (1.24) wird auch als entartet (engl.
„degenerate“) bezeichnet. Die Tatsache, dass die Schwarzschildmetrik ein Spezialfall ei-
ner solchen entarteten Metrik ist, dient in [ABS75] als Motivation ausgehend von (1.24)
nach Verallgemeinerungen der Schwarzschildlösung zu suchen.
Betrachtet man nun die Einsteingleichungen (1.12) in Abhängigkeit von rS, so lassen sie
sich als Polynome in rS auffassen. Da rS aber zu diesem Zeitpunkt nur eine in (1.24) ein-
geführte (beliebige) Konstante darstellt, müssen die Einsteingleichungen für jede Potenz
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von rS erfüllt sein. Es ergibt sich daraus ein Satz von vier mal zehn Gleichungen
ηαρ[µν, ρ]|α = 0 O(rS)
RS(l
αlρ[µν, ρ])|α − ηαρηβλ[βµ, σ][αν, λ] = 0 O(r2S)
lβlληασ[βµ, σ][αν, λ] + lαlληβσ[βµ, λ][αν, σ] = 0 O(r3S)
lαlσlβlλ[βµ, σ][αν, λ] = 0 O(r4S) . (1.25)
Einige dieser Gleichungen sind direkt erfüllt. Adler et al. [ABS75] zeigen, dass diese sich
auf eine einzige Gleichung reduzieren lassen
−2(lµlν) = [(L+ A)lµ]|ν + [(L+ A)lν ]|µ , (1.26)
wobei L = −lα|α und A über lαlν |α =: −Alν definiert sind. Durch die Annahme einer
stationären Lösung, gelingt es Adler et al. [ABS75] die Gleichung so weit umzuformen,
dass am Ende eine Differentialgleichung für eine komplexe Funktion γ bleibt. Die dazu
notwendigen Rechnungen sind recht aufwendig und würden an dieser Stelle zu weit
führen. Es bleibt
∇2γ = 0 , (~∇ω)2 = 1 , ω := 1
γ
. (1.27)
Die erste Gleichung ist gerade die Laplacegleichung, bei der zweiten handelt es sich um
die Eikonal-Gleichung, welche u.a. in der Optik eine Rolle spielt [ABS75]. Die Lösungen
dieser Gleichungen zusammen mit Randbedingungen bestimmen die Metrik komplett.
Die lµ aus (1.24) lassen sich über lµ = l0(1, ~λ) und
~λ =
~∇ω + ~∇ω∗ − i(~∇ω × ~∇ω∗)
1 + ~∇ω · ~∇ω∗ l
2
0 = Re(γ) (1.28)
bestimmen.
Adler et al. [ABS75] nehmen nun die Gleichungen (1.27), um zunächst die Schwarzschild-
metrik in der Eddington-Form herzuleiten. Setzt man mit
γ =
1
r
=
1√
x2 + y2 + z2
(1.29)
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an, so erhält man
l20 =
1
r
λ1 =
x
r
λ2 =
y
r
λ3 =
z
r
, (1.30)
was die Metrik in der Form (1.23) liefert .
Nun kann man nach den einfachsten Verallgemeinerungen der Schwarzschildmetrik su-
chen. Eine Möglichkeit der Verallgemeinerung stellt eine Verschiebung des Ursprungs
dar. Allerdings bringt eine Verschiebung der Form
γ =
1√
(x− a1)2 + (y − a2)2 + (z − a3)2
(1.31)
keine neue physikalische Lösung, sondern nur eine um den Ursprung verschobene Lösung
[ABS75]. Anders verhält es sich, wenn man eine imaginäre Koordinatenverschiebung
zulässt
γ =
1√
x2 + y2 + (z − ia)2 . (1.32)
Es ist nun einfacher ω = 1/γ zu betrachten, um die Lösungen (1.28) zu erhalten. Wir
schreiben ω = ρ+ iσ und bekommen damit
ρ+ iσ =
√
r2 − a2 − 2iaz . (1.33)
Quadriert man diese Gleichung und trennt nach Real- und Imaginärteil auf, so bleiben
die zwei Gleichungen
ρ2 − σ2 = r2 − a2 σ = −az
ρ
(1.34)
übrig. Kombiniert ergeben sie eine quadratische Gleichung für ρ2
ρ4 − ρ2(r2 − a2)− a2z2 = 0 , (1.35)
deren Lösung durch
ρ2 =
r2 − a2
2
+
√
(r2 − a2)4
4
+ a2z2 (1.36)
gegeben ist. Dabei nehmen wir nur die positive Wurzel, sodass im Grenzfall r >> a die
Variablen ρ und r einander entsprechen. Jetzt können wir l20 = Re(γ) direkt bestimmen
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und erhalten
l20 =
ρ3
ρ4 + a2z2
. (1.37)
Ebenso bekommen wir über (1.28) die Komponenten von ~λ nach [ABS75]
λ1 =
ρx+ ay
a2 + ρ2
λ2 =
ρy − ax
a2 + ρ2
λ3 =
z
ρ
.
Damit können wir das Linienelement nun vollständig aufschreiben
ds2 = (dx0)2 − (dx)2 − (dy)2 − (dz)2 − rSρ
ρ4 + a2z2
×
[
dx0 +
ρ
a2 + ρ2
(xdx+ ydy) +
a
a2 + ρ2
(ydx− xdy) + z
ρ
dz
]2
. (1.38)
In dieser Form wurde es erstmals auch von Kerr [Ker63] aufgestellt. Durch geeignete Ko-
ordinatentransformationen [ABS75] lässt sich das Längenelement auf eine Form bringen,
die die Interpretation als Längenelement außerhalb einer rotierenden Masse deutlicher
macht
ds2 =
(
1− rSρ
ρ2 + a2 cos2 ϑ
)
dtˆ2 − ρ
2 + a2 cos2 ϑ
ρ2 + a2 − rSρdρ
2 − (ρ2 + a2 cos2 ϑ) dϑ2
−
[
(ρ2 + a2) sin2 ϑ+
rSρa
2 sin4 ϑ
ρ2 + a2 cos2 ϑ
]
dϕˆ2 − 2 rSρa sin
2 ϑ
ρ2 + a2 cos2 ϑ
dtˆdϕˆ . (1.39)
Dieses Längenelement wurde zuerst von Boyer und Lindquist [BL67] aufgestellt. Hier
tritt die Ähnlichkeit zu einem rotierenden flachen Raum
ds2 =
(
1− ω2r2) dt2 − (dr2 + r2dϕ2 + 2ωr2dtdϕ+ dz2)
[ABS75] deutlicher hervor als in (1.38).
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2 Die pseudokomplexen Zahlen
Eine wichtige Grundlage der vorliegen Arbeit bilden die so genannten pseudokomplexen
Zahlen5. Sie stellen eine Erweiterung der reellen Zahlen, ähnlich der komplexen Zahlen
dar. Sie wurden zuerst von James Cockle in der Literatur erwähnt [Coc48]. In [Ant93]
findet sich eine gute Einführung in dieses Gebiet, an der sich dieses Kapitel orientieren
wird. Wir werden allerdings die Nomenklatur wie im Paper über die pseudokomplexe
ART [HG09] verwenden, welche sich davon leicht unterscheidet.
2.1 Grundlegende Eigenschaften pseudokomplexer Zahlen
Eine beliebige pseudokomplexe Zahl lässt sich als
X = x1 + Ix2 (2.1)
schreiben. Im Gegensatz zur imaginären Einheit i, mit der komplexen Variablen z =
x + iy definiert sind, gilt I2 = 1. Man kann für die pseudokomplexen Zahlen auch
einfache Regeln der Addition und Multiplikation aufstellen
(x1 + Ix2) + (y1 + Iy2) = (x1 + y1) + I(x2 + y2) (2.2)
(x1 + Ix2) · (y1 + Iy2) = (x1y1 + x2y2) + I(x1y2 + x2y1) . (2.3)
Neben diesen beiden Eigenschaften ist es zweckmäßig die pseudokomplexe Konjugation
zu definieren. Die Zahl
X∗ = x1 − Ix2 (2.4)
ist die pseudokomplex Konjugierte zu X = x1 + Ix2. Offensichtlich gilt für die Konjuga-
tion
(XY )∗ = X∗Y ∗ (X + Y )∗ = X∗ + Y ∗ . (2.5)
5In der Literatur werden sie auch als hyperbolisch, hyperkomplex, semi- oder split-komplex bezeichnet.
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Analog zu den komplexen Zahlen lässt sich durch die Konjugation das Betragsquadrat
einer pseudokomplexen Zahl definieren
|X|2 = X∗X = x21 − x22 . (2.6)
Im Gegensatz zu den gewohnten Eigenschaften des Betragsquadrats ist es hier nicht
immer positiv, sehr wohl aber reell. Solange das Betragsquadrat nicht verschwindet,
kann man es benutzen um ein Inverses zu X zu definieren
X−1 :=
X∗
|X|2 . (2.7)
Da das Betragsquadrat auch negativ sein kann, eignet es sich nicht als Norm. Es gibt
aber eine andere Möglichkeit eine Norm für die pseudokomplexen Zahlen einzuführen.
Dafür benötigt man die Größen
X± = x1 ± x2 σ± = 1
2
(1± I) . (2.8)
Mit ihnen lässt sich jede pseudokomplexe Zahl als
X = X+σ+ +X−σ− (2.9)
schreiben. Eine Norm für die pseudokomplexen Zahlen ist dann [Ant93]
||X|| :=
√
|X+|2 + |X−|2 =
√
2 (x21 + x
2
2) . (2.10)
Für unsere weiteren Betrachtungen hat die Norm keine wesentliche Bedeutung und ist
hier nur der Vollständigkeit wegen erwähnt. Im Gegensatz dazu spielen die dabei einge-
führten Größen σ± eine wesentliche Rolle in der pseudokomplexen ART. Sie bilden eine
Basis des so genannten Null-Teilers P0 und erfüllen die wichtigen Relationen
σ2± = 1 σ+σ− = 0 . (2.11)
Der Null-Teiler beinhaltet alle pseudokomplexen Zahlen mit Betrag 0 (also gerade die
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Abbildung 1: Pseudokomplexe Ebene mit Null-Teiler. Quelle: [HG07]
Zahlen ohne Inverses). Im Kapitel 3 werden wir sehen, warum die σ± für uns bedeutend
sind. Ein kleines Beispiel, warum man dem Null-Teiler eine besondere physikalische Rol-
le zuschreiben kann soll hier aber schon erwähnt sein. Wählt man X = x+ It, wobei x
eine räumliche und t eine zeitliche Koordinate sein sollen, so entspricht der Null-Teiler
gerade dem Lichtkegel. Man kann also Größen innerhalb des Null-Teilers eine besondere
physikalische Bedeutung zuweisen.
2.2 Pseudokomplexe Funktionen
Nun da wir einige grundlegende Eigenschaften der pseudokomplexen Zahlen kennenge-
lernt haben, können wir Funktionen mit pseudokomplexen Variablen definieren und ihre
Eigenschaften untersuchen. Eine der wohl bedeutensten Funktionen in der Physik ist die
Exponentialfunktion. Man kann sie - analog zum reellen und komplexen Fall - über die
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Reihe
eX :=
∞∑
k=0
Xk
k!
(2.12)
definieren. Auch die Eulerformel gilt in etwas abgewandelter Form
eIϕ = coshϕ+ I sinhϕ . (2.13)
Dadurch, dass pseudokomplexe Zahlen untereinander kommutieren, lässt sich das Pro-
dukt zweier e-Funktionen vereinfachen
eX · eY = eX+Y . (2.14)
Also lässt sich jede pseudokomplexe Exponentialfunktion auftrennen
eX = ex1 (coshx2 + I sinhx2) . (2.15)
Wie bei komplexen Zahlen können wir eIϕ als Phasenfaktor identifizieren, denn es gilt∣∣eIϕ∣∣2 = cosh2 ϕ− sinh2 ϕ = 1 . (2.16)
Man kann jede pseudokomplexe Funktion in ihren Real- und Pseudoimaginärteil zerlegen
F (x1 + Ix2) = u(x1, x2) + Iv(x1, x2) . (2.17)
Mit Hilfe von (2.11) können wir außerdem jede in eine Potenzreihe entwickelbare Funk-
tion zerlegen. Dazu stellen wir fest, dass
Xn = (X+σ+ +X−σ−)
n = (X+σ+)
n + (X−σ−)
n = Xn+σ+ +X
n
−σ− (2.18)
gilt (siehe [HG07] ). Es ist jetzt offensichtlich, wie man eine Funktion F (X) in zwei
Funktionen, die jeweils nur von X+ beziehungsweise X− abhängen, aufteilen kann
F (X) = F (X+σ+ +X−σ−) =
∑
n
an (X+σ+ +X−σ−)
n
=
∑
n
anX
n
+σ+ + anX
n
−σ− =
∑
n
anX
n
+σ+ +
∑
n
anX
n
−σ−
= F (X+)σ+ + F (X−)σ− . (2.19)
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Diese Art der Aufteilung in einen σ+- und σ−-Anteil wird in Kapitel 3 wichtig werden.
Als eine erste Anwendung sehen wir direkt die Aufteilung der Exponentialfunktion
eX = eX+σ+ + e
X−σ− . (2.20)
Für das Produkt zweier beliebiger (entwickelbarer) Funktionen F und G haben wir dann
F (X)G(X) = F (X+)G(X+)σ+ + F (X−)G(X−)σ− . (2.21)
Die Ableitung pseudokomplexer Funktionen
Neben den unterschiedlichen Schreibweisen für Funktionen pseudokomplexer Variablen,
die wir gerade kennengelernt haben, ist es von großem Interesse zu wissen, wie sich Funk-
tionen verhalten und verändern. Dafür ist es notwendig die pseudokomplexe Ableitung
zu definieren. Eine Möglichkeit ist es den Differenzenquotienten
F (X + ∆X)− F (X)
∆X
(2.22)
zu betrachten, der für ∆X → 0 der tatsächlichen Ableitung entspricht. Problematisch
dabei ist allerdings, dass wir durch die pseudokomplexe Größe ∆X teilen. In [Ant93] ist
die Ableitung aus diesem Grund als
DF
DX
= F ′(X) definiert, unter der Voraussetzung,
dass
F (X + ∆X)− F (X)− F ′(X)
‖∆X‖
∆X→0→ 0 (2.23)
gilt. Wir werden uns im Folgenden nicht weiter mit den mathematischen Feinheiten der
Definition aufhalten und werden uns an die Definition der Ableitung über den Differen-
zenquotienten (2.22) halten. Analog zu komplexen Funktionen nennen wir eine überall
differenzierbare Funktion holomorph.
Man stellt nun fest, dass für eine differenzierbare Funktion F auch folgende Relationen
gelten
F ′(X) = lim
h→0
F (X + h)− F (X)
h
= lim
h→0
F (X + Ih)− F (X)
Ih
. (2.24)
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Nun können wir durch die Aufteilung der Funktion in Real- und Pseudoimaginärteil
einen interessanten Zusammenhang herausfinden
F ′(X) = lim
h→0
F (X + h)− F (X)
h
= lim
h→0
u(x1 + h, x2) + Iv(x1 + h, x2)− u(x1, x2)− Iv(x1, x2)
h
= lim
h→0
(
u(x1 + h, x2)− u(x1, x2)
h
+
Iv(x1 + h, x2)− Iv(x1, x2)
h
)
=
∂u
∂x1
+ I
∂v
∂x1
(2.25)
und analog dazu auch
F ′(X) = I
∂u
∂x2
+
∂v
∂x2
. (2.26)
Durch Gleichsetzen der Real- und Imaginärteile erhalten wir die pseudokomplexen Cauchy-
Riemann-Gleichungen
∂u
∂x1
=
∂v
∂x2
∂v
∂x1
=
∂u
∂x2
. (2.27)
Eine Funktion, die diese Gleichungen erfüllt ist holomorph. Der Beweis dazu kann bei-
spielsweise in [Ant93] nachgelesen werden. Durch die Einführung des Operators
D
DX∗
=
∂
∂x1
− I ∂
∂x2
(2.28)
können wir eine Funktion auf Holomorphizität überprüfen. Dazu betrachten wir die
Forderung, dass DF
DX∗ verschwindet
DF
DX∗
=
∂F
∂x1
− I ∂F
∂x2
=
∂u
∂x1
+ I
∂v
∂x1
− I ∂u
∂x2
− ∂v
∂x2
!
=0 . (2.29)
Es ergeben sich hier also die pseudokomplexen Cauchy-Riemann-Gleichungen aus der
Forderung, dass die Funktion nicht von der pseudokomplex Konjugierten X∗ abhängt.
Dieser Zusammenhang ist uns von den komplexen Zahlen bereits bekannt.
Ähnlich wie wir in (2.19) eine beliebige pseudokomplexe Funktion aufgeteilt haben,
23
2 Die pseudokomplexen Zahlen
können wir auch deren Ableitung in einen σ+- und σ−-Anteil zerlegen
DF
DX
= lim
h→0
F (X + h)− F (X)
h
= lim
h→0
(
F (X+ + h)− F (X+)
h
σ+ +
F (X− + h)− F (X−)
h
σ−
)
=
∂F (X+)
∂X+
σ+ +
∂F (X−)
∂X−
σ− . (2.30)
Die Integration pseudokomplexer Funktionen
Nun da wir die Ableitung von pseudokomplexen Funktionen kennen gelernt haben, wen-
den wir uns deren Integration zu. Wie im Komplexen ist das Integral der Funktion F
ein Linienintegral∫
γ
F (X)dX =
∫
γ
[(u+ Iv)(dx1 + Idx2)] =
∫
γ
[udx1 + vdx2 + I(udx2 + vdx1)] .
(2.31)
Mit Hilfe dieser Definition können wir einen Zusammenhang finden, der dem Cauchy-
Theorem im Komplexen entspricht. Dazu betrachten wir das Integral einer pseudokom-
plexen Funktion entlang einer geschlossenen Kurve∮
∂C
F (X)dX =
∮
∂C
F (X)[dx1 + Idx2] =
∮
∂C
[Fdx1 + IFdx2]
=
∫∫
C
(
I
∂F
∂x1
− ∂F
∂x2
)
dx1dx2 =
∫∫
C
DF
DX∗
Idx1dx2 . (2.32)
Hierbei haben wir das Greensche Theorem6 ausgenutzt [Ant93, Arn00]. Eine ausführli-
chere Ableitung befindet sich im Anhang ab Gleichung (A.15). Die letzte Zeile in (2.32)
liefert uns das Analogon zum Cauchy-Theorem. Ist F eine holomorphe Funktion, so
verschwindet die Ableitung DF
DX∗ , wie wir in (2.29) bereits gesehen haben. Im Gegen-
satz zu komplexen Funktionen sind pseudokomplexe holomorphe Funktionen aber nicht
automatisch analytisch (Gegenbeispiel F (X) = e−
1
X2 siehe [Ant93]).
6Es stellt einen Spezialfall des Satzes von Stokes in der Ebene dar.
24
3 Pseudokomplexe ART
3 Pseudokomplexe ART
Wie im Vorwort bereits kurz angesprochen wird in diesem Kapitel eine Aufarbeitung der
pseudokomplexen ART nach [HG09] stattfinden. Es gab bisher bereits viele Versuche die
ART weiter zu verallgemeinern [Ein45]. Unter anderem auch mit Hilfe komplexer Zahlen
[Ein46, MP08]. Es wurde aber in [KM86] gezeigt, dass solche Erweiterungen auch auto-
matisch unphysikalische Lösungen liefern und daher nicht in Frage kommen. In Kapitel
2 haben wir schon ein kleines Beispiel für einen pseudokomplexen Raum mit physikali-
scher Bedeutung kennengelernt. Hier entsprach der Null-Teiler gerade dem Lichtkegel.
Wir werden sehen, dass dem Null-Teiler auch noch eine andere besondere physikalische
Bedeutung zugewiesen werden kann.
Zunächst definieren wir die pseudokomplexe Metrik gµν als Funktion der pseudokom-
plexen Koordinaten Xλ = xλ1 + Ixλ2 . Nach Gleichung (2.19) können wir sie in die Null-
Teiler-Basis entwickeln
gµν = g
+
µνσ+ + g
−
µνσ− . (3.1)
Sie hängt in dieser Form von den Xλ± ab. Diese lassen sich auch als Xλ± = xλ ± luλ
schreiben, wobei l die minimale Länge und uλ = dxλ
dτ
mit τ als Eigenzeit ist. Die minimale
Länge l wird an dieser Stelle aus Dimensionsgründen eingeführt [HG07]. Mit Hilfe der
Metrik können wir nun das pseudokomplexe Längenelement definieren
dω2 = gµν(X)DX
µDXν
= g+µν(X+)DX
µ
+DX
ν
+σ+ + g
−
µν(X−)DX
µ
−DX
ν
−σ− . (3.2)
Da die Differentiale der pseudokomplexen Koordinaten kommutieren und die Indizes in
(3.2) nur Summationsindizes sind, die man beliebig umbenennen kann, muss die Metrik
symmetrisch sein.
Durch die Darstellung der Metrik in (3.1) erhält man zunächst zwei Formulierungen der
ART, einmal in σ+ und einmal in σ− . Durch die lineare Unabhängigkeit der σ± sind die
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beiden Formulierungen der ART auch unabhängig. Der Vorteil dieser Unabhängigkeit
liegt darin, dass wir die bekannten Prinzipien und Ergebnisse aus Kapitel 1 verwenden
können. So sind zum Beispiel die Christoffelsymbole der zweiten Art (1.4) durch{
γ
µν
}
= −Γγνµ =
1
2
gσγ
(
Dgνσ
DXµ
+
Dgσµ
DXν
− Dgµν
DXσ
)
(3.3)
gegeben, wobei D
DXµ
die pseudokomplexe Ableitung (2.24) nach der Variablen Xµ ist.
Wie alle Funktionen, mit denen wir arbeiten werden, lassen auch sie sich in eine σ+- und
σ−-Komponente entwickeln{
γ
µν
}
=
{
γ
µν
}
+
σ+ +
{
γ
µν
}
−
σ− . (3.4)
Das gleiche gilt u.a. auch für die kovariante Ableitung (1.6).
An dieser Stelle stellt sich nun die Frage, welche Vorteile die pseudokomplexe Formulie-
rung mit sich bringt. Bisher haben wir nur zweimal die selbe alte ART reproduziert. Die
entscheidende Neuerung kommt durch die Verbindung der beiden Theorien über eine Än-
derung des Variationsprinzips. Wie zunächst vorgeschlagen von Schuller [SWG03, Sch03]
und dann aufgegriffen von Greiner und Hess in [HG09, HG07] verändern wir das Va-
riationsprinzip (1.9) indem wir fordern, dass die Variation der Wirkung im Null-Teiler
liegt. Dadurch wird die Gleichung (1.14) zu
δS = δ
∫
R
√−g d4x ∈ P0 (3.5)
und wir erhalten damit die modifizierten Einsteingleichungen für den freien Raum als
Rµν − 1
2
gµνR ∈ P0 . (3.6)
Da keines der beiden σ± besonders hervorgehoben ist, spielt es keine Rolle ob die Varia-
tion proportional zu σ+ oder σ− ist. Wir wählen sie proportional zu σ−.
Für die Beschreibung von Teilchenbahnen fordern wir aber weiterhin das alte Variati-
onsprinzip (siehe Kapitel 1), damit Geodäten weiterhin extremale Kurven beschreiben
δS = δ
∫
Ldτ = 0 . (3.7)
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Durch Ausführen der Variation erhält man die wohlbekannten Euler-Lagrange-Gleichungen
D
Dτ
(
DL
DX˙µ
)
− DL
DXµ
= 0 . (3.8)
Wie vorher führt uns diese Variation dann auf die Geodätengleichung für ein freies
Teilchen im Gravitationsfeld
D2Xµ
Ds2
+
{
µ
σγ
}
DXσ
Ds
DXγ
Ds
= 0 . (3.9)
3.1 Projektion auf die reellen Zahlen
Bisher sind alle Größen und Funktionen von den pseudokomplexen Variablen abhängig.
Um tatsächliche physikalische Observablen zu erhalten, müssen wir noch eine Vorge-
hensweise definieren, wie man auf reelle Größen abbildet. Das im Artikel über die pseu-
dokomplexe ART [HG09] vorgeschlagene Verfahren bringt leider einige Probleme mit
sich. Im Laufe des letzten Jahres wurde deshalb ein neues Verfahren entwickelt, welches
bisher noch nicht in einer Publikation veröffentlicht wurde. Zuerst betrachten wir aber
das Projektionsverfahren aus [HG09].
Zerlegt man die Metrik wie in (3.1), so kann man den Real- und Pseudoimaginärteil
der Metrik als
gRµν =
1
2
(
g+µν + g
−
µν
)
=: g0µν
gIµν =
1
2
(
g+µν − g−µν
)
=: hµν (3.10)
schreiben. Per Konstruktion kann man nun mit der Metrik g±µν die Indizes der X
µ
± ab-
senken und mit ihrer Inversen gµν± die Indizes von X±µ anheben
X±µ = xµ ± luµ = g±µν (xν ± luν) = g±µνXν±
Xµ± = x
µ ± luµ = gµν± (xν ± luν) = gµν± X±ν . (3.11)
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Aus (3.11) erhalten wir die Transformationsvorschriften für xµ und uµ
xµ =
1
2
(
g+µν + g
−
µν
)
xν +
1
2
(
g+µν − g−µν
)
luν
luµ =
1
2
(
g+µν − g−µν
)
xν +
1
2
(
g+µν + g
−
µν
)
luν . (3.12)
Zusammen mit (3.10) erhält man
xµ = g
0
µνx
ν + hµνlu
ν
luµ = hµνx
ν + g0µνlu
ν . (3.13)
Diese Gleichungen sind insofern problematisch, da nun xµ und uµ keine kovarianten
Vektoren mehr darstellen (entsprechend dazu sind natürlich auch xµ und uµ keine kon-
travarianten Vektoren mehr), bzw. die Metriken g0µν und hµν sind nicht geeignet um die
Transformation von Real- und Pseudoimaginärteil getrennt zu beschreiben. Ausgehend
von g±µνg
µλ
± = δ
λ
ν ergibt sich ein weiteres Problem. Es gilt dann
g0µνg
µλ
0 + hµνh
µλ = δλν
g0µνh
µλ + gµλ0 hµν = 0 . (3.14)
Dadurch ist das Produkt g0µνg
µλ
0 kein Kronecker-Delta mehr.
Nun können wir mit dieser Art der Projektion das pseudokomplexe Linienelement
(3.2) betrachten. Da es sich hier um eine Observable handelt, wird in [HG09] gefordert,
dass
dω2 = dω2
∗ (3.15)
gelten muss. Diese Bedingung liefert uns einen Zusammenhang zwischen den Nullteiler-
Komponenten des Längenelements
g+µνDX
µ
+DX
ν
+ = g
−
µνDX
µ
−DX
ν
− . (3.16)
Durch Einsetzen der Differentiale DXµ± = dxµ± lduµ und der Definition für g0µν und hµν
(3.10) können wir das Linienelement zu
dω2 = g0µν
(
dxµdxν + l2duµduν
)
+ 2lhµνdx
µdxν (3.17)
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umschreiben. Gleichzeitig liefert uns (3.16) noch die Dispersionsrelation
1
2
hµν
(
dxµdxν + l2duµduν
)
+
1
2
g0µν (2ldx
µduν) = 0 . (3.18)
Der letzte Term in (3.17) ist problematisch, da es sich hierbei um einen Mischterm han-
delt. Die Dispersionsrelation (3.18) ist in dieser Form unnötig kompliziert. Sie enthält
einen zusätzlichen Term proportional zu hµν und stellt eine Art erweiterte Orthogona-
litätsrelation dar. Durch die neue Art der Projektion werden diese beiden Formeln in
einer sehr angenehmen Art vereinfacht und auch das Problem, dass g0µν nicht die Indizes
der Koordinaten heben und senken kann, wird behoben werden.
Die Idee für die neue Art der Projektion lehnt sich an die Behandlung der Elektro-
dynamik mit komplexen Variablen an. Hier projiziert man die zunächst als komplexe
Größen angesetzten elektrischen und magnetischen Felder erst auf reale Größen, bevor
man diese in Funktionen einsetzen kann [Gre91]. Die Wahl der Felder als zunächst kom-
plexe Größen ist nur ein mathematischer Trick, um die Rechnungen zu vereinfachen.
Alle physikalischen Größen bleiben nach wie vor reell. Analog dazu werden wir auch
vorgehen und schrittweise Größen auf das Reelle abbilden (siehe dazu auch das Kapitel
„Extracting the physical component of a field„ in [HG07]). Zuerst schauen wir uns das
Linienelement (3.2) an und schreiben es als Funktion der xµ und uµ
dω2 = gµν
(
dxµdxν + l2duµduν + 2Ildxµduν
)
. (3.19)
Als nächsten Schritt projizieren wir den Metrischen Tensor gµν auf seinen Realteil gReµν .
Der Tensor selbst ist eine Funktion von pseudokomplexen Größen, die wir auch zunächst
auf ihren Realteil projizieren, um diesen dann in den Tensor einzusetzen. Welche das im
Einzelnen sind, werden wir später noch sehen. Nun können wir das Linienelement auf
das Reelle abbilden
dω2 → gReµν
(
dxµdxν + l2duµduν
)
+ 2IlgReµνdx
µduν
⇒ dω2Re = gReµν
(
dxµdxν + l2duµduν
)
. (3.20)
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Damit das Längenelement nun reell ist haben wir noch
gReµνdx
µduν = 0 (3.21)
gefordert. Das hat gegenüber der alten Projektion den Vorteil, dass im Längenelement
kein Mischterm zwischen xµ und uµ auftaucht und wir gleichzeitig eine einfachere Disper-
sionsrelation erhalten. Die Form von gReµν hängt natürlich von der entsprechenden Metrik
ab. Im nächsten Kapitel werden wir sie für die pseudokomplexe Schwarzschildlösung
bestimmen.
3.2 Die pseudokomplexe Schwarzschildlösung
Auch hier werden wir zunächst die Lösung aus dem Artikel [HG09] vorstellen und dann
einige damit verbundene Probleme erläutern. Die Vorgehensweise zur Aufstellung der
Schwarzschildmetrik erfolgt ganz analog zu Kapitel 1.3. Zunächst kann man den Ansatz
für das Längenelement aus den selben Symmetriebetrachtungen wie im klassischen Fall
auf die Form
dω2 = eν(R)(DX0)2 − eλ(R)(DR)2 −R2 ((Dθ)2 + sin2 θ(Dφ)2) (3.22)
bringen. Nun verwenden wir aber statt des klassischen Variationsprinzips 1.14 das neue
δS = δ
∫
R
√−g d4x ∈ P0 . (3.23)
Alle weiteren Rechnungen laufen nun analog zum klassischen Fall und wir erhalten den
Ricci-Tensor
R00 = −e
ν−λ
2
(
ν ′′ +
ν ′2
2
− λ
′ν ′
2
+
2ν ′
R
)
R11 = 1
2
(
ν ′′ +
ν ′2
2
− λ
′ν ′
2
− 2λ
′
R
)
R22 = e−λ −Rλ′e−λ − 1 +Re−λ
(
λ′ + ν ′
2
)
R33 = sin2(ϑ)
[
e−λ −Rλ′e−λ − 1 +Re−λ
(
ν ′ + λ′
2
)]
, (3.24)
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wobei der Strich nun eine Ableitung nach R bedeutet, z.B. ν ′ = Dν
DR
. Der Unterschied
zur klassischen Schwarzschildlösung besteht nun darin, dass die Komponenten des Ricci-
Tensors aufgrund der freien Einsteingleichungen (1.12) nicht mehr Null sein müssen,
sondern im Nullteiler liegen. Wie bereits beschrieben, wählen wir diese Funktion propor-
tional zu σ−. Wir gehen desweiteren davon aus, dass die lokale Krümmung, beschrieben
durch den Krümmungsskalar R, wie im Klassischen verschwindet. Die Einsteingleichun-
gen lauten also
R00 = −e
ν−λ
2
(
ν ′′ +
ν ′2
2
− λ
′ν ′
2
+
2ν ′
R
)
= −e
ν−λ
2
ξ0σ−
R11 = 1
2
(
ν ′′ +
ν ′2
2
− λ
′ν ′
2
− 2λ
′
R
)
=
1
2
ξ1σ−
R22 = e−λ −Rλ′e−λ − 1 +Re−λ
(
λ′ + ν ′
2
)
= ξ2
R33 = sin2(ϑ)
[
e−λ −Rλ′e−λ − 1 +Re−λ
(
ν ′ + λ′
2
)]
= ξ3 . (3.25)
Zunächst stellt man fest, dass die linke Seite der ersten drei Gleichungen nur eine Funk-
tion von R ist. Damit dürfen die ersten drei ξ auch ausschließlich von R (nach (2.19)
und (2.11) sogar nur von R−) abhängen. Subtraktion der beiden ersten Gleichungen gibt
uns wieder einen Zusammenhang zwischen den Funktion ν und λ
ν ′ + λ′ =
1
2
R(ξ0 − ξ1)σ− = 1
2
R−(ξ0 − ξ1)σ− . (3.26)
Da wir für die Metrik eν und eλ benötigen, integrieren wir diese Gleichung noch und
erhalten
e−λ = eν−
∫
R−(ξ0−ξ1)/2dR−σ−
= eν+σ+ + e
ν−−
∫
R−(ξ0−ξ1)/2dR−σ− . (3.27)
Für große Abstände müssen wir auch hier wieder den flachen Raum mit Minkowski-
Metrik - eν → 1 und eλ → 1 für r → ∞ - erhalten. Diese Bedingung liefert uns
Einschränkungen an die ξ-Funktionen, denn auch der Unterschied zwischen ν und λ
muss für große Abstände beliebig klein werden. In [HG09] wurde deshalb vorgeschlagen,
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dass ξ0 = ξ1 gelten soll, dadurch also der Integrand in (3.27) verschwindet und man
an dieser Stelle die Lösung ν = −λ wie im Klassischen (1.17) erhält. Diese Annahme
führt schlussendlich auf quadratische Korrekturen in der Metrik, welche wiederum durch
experimentelle Daten sehr unwahrscheinlich sind (siehe dazu die Anmerkungen ab Glei-
chung (3.47)). Nun führen wir aber erst die Lösung unter der Annahme, dass ξ0 = ξ1
und damit ν = −λ ist, fort. Die Gleichung für R22 liefert(
Re−λ
)′ − 1 = ξ2σ− . (3.28)
Durch Integration bleibt dann
e−λ = 1− RS
R
+
1
R
∫
ξ2σ−dR− . (3.29)
Die Komponente dieser Gleichung proportional zu σ+ ist identisch mit (1.19), wenn wir
RS = R
+
S σ+ + R
−
S σ− mit der pseudokomplexen Erweiterung des Schwarzschildradius
identifizieren. Für die σ−-Komponente bleibt dann
e−λ− = 1− R
−
S
R−
+
1
R−
∫
ξ2dR− . (3.30)
An dieser Stelle wenden wir uns wieder der Gleichung für R11 zu. Sie lässt sich wie
im klassischen Fall (1.20) umschreiben, nur dass hier die rechte Seite der Gleichung
nicht verschwindet (genauer gesagt auch nur für die σ−-Komponente, der σ+-Teil der
Gleichung bleibt gleich)
eλ
R
(
Re−λ
)′′
= ξ1σ− . (3.31)
Zusammen mit Gleichung (3.28) ergibt das
ξ2 = R−ξ1e−λ− (3.32)
und unter Ausnutzung von (3.30) bleibt
ξ′2 = ξ1
(
R− −R−S +
∫
ξ2dR−
)
. (3.33)
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Wie bereits in der Standard-Schwarzschildlösung sind die Gleichungen für R22 und R33
bis auf einen Faktor sin2 θ identisch. Daraus können wir direkt
ξ3 = sin
2 θξ2 (3.34)
folgern. Nun muss noch eine Verbindung zwischen ξ1 und ξ2 hergestellt werden, um
(3.33) lösen zu können. Wir greifen hier auf die Forderung, dass der Krümmungsskalar
R verschwinden soll, zurück. Unter Berücksichtigung von (3.25) erhält man
R = −e−λ−ξ1 − 2
R2−
ξ2 = 0 ⇔ ξ1 = −eλ− 2
R2−
ξ2 . (3.35)
Setzt man das zusammen mit (3.30) in (3.33) ein, erhält man eine Differentialgleichung
für ξ2
ξ′2 = −
2
R−
ξ2 (3.36)
welche sich direkt durch
ξ2 =
−B
R2−
(3.37)
lösen lässt. Die genaue Bestimmung der Integrationskonstanten B verschieben wir zu-
nächst. Um Konsistenz mit [HG09] zu wahren, führen wir noch eine neue Variable
Ω :=
∫
ξ2dR− (3.38)
ein. Sie ist nur von σ− abhängig und wir können daher Ω = Ω− und Ω+ = 0 schreiben. Mit
der Lösung für ξ2 (3.37) sind wir jetzt in der Lage die modifizierte Schwarzschildlösung
aufzustellen. Über (3.30) und mit der Annahme, dass ν = −λ gilt, haben wir die σ−-
Komponente des metrischen Tensors
g−µν =

1− R−S
R−
+ Ω−
R−
0 0 0
0 − 1
1− R−S
R−
+ Ω−
R−
0 0
0 0 −R2− 0
0 0 0 −R2− sin2 θ

. (3.39)
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Die σ+-Komponente bleibt aufgrund des unveränderten Variationsprinzips von der Form
her identisch mit der klassischen Lösung (1.21), mit der Ausnahme, dass wir noch einen
Term ∼ Ω+ hinzugefügt haben, der aber verschwindet
g+µν =

1− R+S
R+
+ Ω+
R+
0 0 0
0 − 1
1− R+S
R+
+ Ω+
R+
0 0
0 0 −R2+ 0
0 0 0 −R2+ sin2 θ

. (3.40)
Die gesamte pseudokomplexe Metrik lässt sich damit und mit (2.19) als
gµν =

1− RS
R
+ Ω
R
0 0 0
0 − 1
1− RS
R
+ Ω
R
0 0
0 0 −R2 0
0 0 0 −R2 sin2 θ

. (3.41)
schreiben. Jetzt ist es an der Zeit die im vorherigen Kapitel angesprochene Projekti-
on auf die reelle Zahlenwelt vorzunehmen. Dazu müssen wir zunächst alle Größen im
metrischen Tensor auf ihren Realteil projizieren. Für die radiale Koordinate R und die
Winkelvariable θ ist das direkt klar
R→ Re(r + Ilr˙) = r
θ → Re(ϑ+ Ilϑ˙) = ϑ .
Die Größe Ω besteht per Konstruktion nur aus einem σ−-Teil und damit ist
Re(Ω) =
1
2
(Ω− + Ω+) =
Ω−
2
. (3.42)
Schließlich bleibt noch das pseudokomplexe Äquivalent des Schwarzschildradius’ RS. Um
als Grenzfall die klassische Schwarzschildlösung zu erhalten, müssen wir hier
Re(RS) = rS (3.43)
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fordern. Letztendlich haben wir damit dann eine neue Schwarzschildmetrik
gReµν =

1− rS
r
+ Ω−
2r
0 0 0
0 − 1
1− rS
r
+ Ω−
2r
0 0
0 0 −r2 0
0 0 0 −r2 sin2 ϑ

. (3.44)
Die Schreibweise mit Ω− statt B verdeckt an dieser Stelle zwar, das der Korrekturterm
zur Schwarzschildlösung hier quadratisch ist (mit (3.37) und (3.38) ist Ω = B
R−
und
damit Ω
R−
= B
R2−
), ermöglicht uns aber diese Form später weiter zu verwenden, wenn die
Korrekturterme nicht mehr quadratisch sind.
Bis jetzt sind wir noch nicht näher auf die Bestimmung der Konstanten B eingegangen.
Zunächst müssen wir aus (3.44) im Grenzfall für große Abstände wieder die klassische
Schwarzschildlösung erhalten. Das ist allerdings kein Problem, da der Term proportional
zu B schnell genug mit dem Radius abfällt.
Die zweite Einschränkung, die wir beachten müssen, ist der Wertebereich des Linienele-
ments ds2. Es darf nicht negativ werden. Für die Metrik (3.44) ergibt das
ds2 = g00dt
2 − 1
g00
dr2 − r2dϑ2 − r2 sin2 ϑdϕ2 ≥ 0 . (3.45)
Solange g00 ≥ 0 ist, ist diese Forderung immer erfüllt. Wird g00 aber negativ, so wäre
das Längenelement für ein ruhendes Testteilchen ebenfalls negativ, was nicht sein kann.
In [HG09] wird deshalb g00 > 0 gefordert. Der Grenzfall g00 = 0
1− rS
r
+
B
2r2
= 0
⇔r2 − rSr + B
2
= 0
⇒r1/2 = rS
2
±
√
r2S
4
− B
2
. (3.46)
liefert dann eine einschränkende Bedingung an B. Wenn die Gleichung (3.46) zwei Lö-
sungen aufweist, also B < r
2
S
2
ist, dann ist g00 im Bereich zwischen r1 und r2 negativ.
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Für den Fall B = r
2
S
2
stellt die Kugel mit Radius r = rS
2
eine Fläche unendlicher Rotver-
schiebung dar. In [HG09] wird deshalb gefordert, dass
B >
r2S
2
(3.47)
sein muss. Durch einen Kommentar von Joachim Reinhardt wurden die Autoren aller-
dings darauf aufmerksam gemacht, dass eine solche Einschränkung an B experimentellen
Ergebnissen widerspricht. Mit Hilfe des Parametrised-Post-Newton-Formalismus’ (PPN)
lassen sich Abweichungen der Gravitation von der Newtonschen Theorie durch Entwick-
lung der Metrik beschreiben [Wil06]. Dabei ist eine Obergrenze an die Konstante B
durch B
r2S
= β−1 < 2, 3 ·10−4 festgelegt [Wil06]. Der Parameter β ist einer der Standard-
Parameter des PPN-Formalismus’. In der Allgemeinen Relativitätstheorie nach Einstein
entspricht er gerade 1. In unserem Fall lässt er sich relativ leicht durch die „Robertson-
Entwicklung“ bestimmen [Fli06]. Sie stellt eine Entwicklung der Metrik-Koeffizienten eν
und eλ in Potenzen von rS
r
dar
eν = 1− rS
r
+
1
2
(β − γ)
(rS
r
)2
+ · · ·
eλ = 1 + γ
rS
r
+ · · · . (3.48)
Für die Metrik (3.44) ergibt das
eν = 1− rS
r
+
B
2r2
eλ = 1 +
rS
r
+ · · · , (3.49)
wodurch der Zusammenhang γ = 1 und damit β − 1 = B
r2S
hervortritt. Mit Hilfe der
Robertson-Entwicklung berechnet [Fli06] auch die Periheldrehung
∆φ =
3pirS
p
2− β + 2γ
3
. (3.50)
Der Parameter p ist durch 2
p
= 1
r+
+ 1
r−
gegeben. r± bezeichnen den sonnennächsten
Punkt (Perihel) und den sonnenfernsten Punkt (Aphel). Wenn die Parameter β und γ
gleich 1 sind, wie in der Standard-ART, dann ergibt (3.50) eine Periheldrehung von 43”
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pro Jahrhundert für Merkur. Für den Fall, dass wir (3.47) annehmen, erhalten wir mit
(3.50) einen Faktor von 5/6 in der Periheldrehung im Vergleich zum Standardwert. Das
entspricht einer Abweichung von über 7” pro Jahrhundert bei Merkur.
Ansatz für die Schwarzschild-Metrik mit ξ0 6= ξ1
Betrachtet man das Gleichungssystem (3.25), so stellt man fest, dass es darin 6 unbe-
kannte Größen gibt - die vier ξ-Funktionen und die beiden Funktionen ν und λ. Die
letzten beiden Gleichungen des Systems liefern den Zusammenhang ξ3 = sin2 θξ2 zwi-
schen zwei der ξ-Funktionen. Zur Lösung des gesamten Gleichungssystems wurden im
letzten Abschnitt noch die beiden zusätzlichen Annahmen ξ0 = ξ1 (3.28) und R = 0
(3.35) verwendet, was uns letztendlich auf quadratische Korrekturen im Vergleich zur
klassischen Schwarzschid-Lösung führte (3.44). Lassen wir nun diese beiden Annahmen
fallen, können wir die Gleichung (3.26) zunächst nicht mehr weiter vereinfachen. Löst
man (3.26) nach ν ′ auf und setzt in die dritte Gleichung aus (3.25) ein, bleibt
ξ2 = e
−λ−
[
1 +
R−
2
(
−2λ′− +
R−
2
(ξ0 − ξ1)
)]
− 1
⇔ (R−e−λ−)′ = 1 + ξ2 − R2−
4
e−λ−(ξ0 − ξ1) (3.51)
übrig. Integriert ergibt die Gleichung das Pendant zu (3.30)
e−λ− = 1− R
−
S
R−
+
1
R−
∫
ξ2dR− − 1
4R−
∫
R2−e
−λ−(ξ0 − ξ1) . (3.52)
An dieser Stelle muss man nun eine Möglichkeit finden, die ξ-Funktionen genauer zu
bestimmen. Ein möglicher Ansatz dafür ist die Annahme, dass sich die ξ-Funktionen
durch den Energie-Impuls-Tensor einer idealen Flüssigkeit repräsentieren lassen. Dafür
berechnen wir den Krümmungsskalar R aus den Gleichungen (3.25)
R = −e−ν e
ν−λ
2
ξ0 − e
−λ
2
ξ1 − 1
R2
ξ2 − 1
R2 sin2 θ
ξ3
= −e
−λ
2
(ξ0 + ξ1)− 2
R2
ξ2 . (3.53)
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Damit können wir wieder in die Einsteingleichungen (1.13) in gemischter Darstellung
Rµν − 12gµν = −8piκT µν gehen
e−λ
4
(−ξ0 + ξ1) + ξ2
R2
= Ξ00 = CT
0
0
e−λ
4
(ξ0 − ξ1) + ξ2
R2
= Ξ11 = CT
1
1
e−λ
4
(ξ0 + ξ1) = Ξ
2
2 = CT
2
2
e−λ
4
(ξ0 + ξ1) = Ξ
3
3 = CT
3
3 , (3.54)
wobei wir wieder die Konstante C = −8piκ verwenden7. Aufgrund der sphärischen Sym-
metrie bringt die letzte Gleichung keine neue Information, denn hier gilt T 22 = T 33.
Addition der ersten beiden Gleichungen liefert
ξ2
R2
=
1
2
C
(
T 00 + T
1
1
)
. (3.55)
Für die Summe aus der ersten und dritten Gleichung ergibt sich damit zusammen
e−λξ1 = C(2T 22 − T 11 + T 00) (3.56)
und analog für die zweite und dritte Gleichung
e−λξ0 = C(2T 22 + T 11 − T 00) . (3.57)
Jetzt können wir den Energie-Impuls-Tensor für eine ideale Flüssigkeit (siehe [ABS75])
T µν =

ρ 0 0 0
0 −p 0 0
0 0 −p 0
0 0 0 −p
 (3.58)
einsetzen, womit
ξ2
R2
= 4piκ (p− ρ)
e−λξ1 = 8piκ (p− ρ)
e−λξ0 = 8piκ (3p+ ρ) (3.59)
7Die Symbole Ξµν werden erst im nächsten Kapitel wieder benutzt werden
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bleibt. Das in (3.52) eingesetzt liefert
e−λ− = 1− R
−
S
R−
− 8piκ
R−
∫
R2−ρdR− . (3.60)
Nun muss noch geklärt werden, über welche Grenzen man hier integriert. Eine Mög-
lichkeit ist es von einem Beobachter im Unendlichen bis zum Radius R− zu integrieren.
Vom Ursprung bis zum Radius R zu integrieren ist an dieser Stelle problematisch, weil
die Schwarzschildlösung nur im Außenraum, also materiefreien Raum, einer zentralen
Masse gilt. Führt man die Integration nun aus, so bleibt
e−λ− = 1− R
−
S
R−
+
2κ
R−
Mde(R−) . (3.61)
Der Vorzeichenwechsel kommt hier durch die Vertauschung der Integrationsgrenzen zu-
stande. Bei der Größe Mde(R−) handelt es sich um eine Masse. In [HG09] hat sich durch
den Korrekturterm in der Schwarzschildmetrik (3.44) ein abstoßender Effekt für einfal-
lende Materie ergeben. In Analogie dazu wurde der MassentermMde(R−) mit dem Index
„de“ (für “dark energy“) versehen. Der Term gibt also die Masse der Dunklen Energie
bis zum Radius R− an. Für Radien, die kleiner als der Schwarzschildradius sind, ist der
zusätzliche Term für die Dunkle Energie bereits in der Masse des Objekts (hier reprä-
sentiert durch den Term R−S ) mit inbegriffen. Das heißt, dass jede Masse bereits einen
Teil Dunkle Energie enthält, den wir automatisch mitmessen.
Falls die Annahme, dass hier eine ideale Flüssigkeit (3.58) vorliegt, gerechtfertigt ist und
falls es sich hier um Dunkle Energie handelt, muss noch ihre Dichteverteilung gefun-
den werden. (3.27) liefert dann auch eν− , wenn man zusätzlich einen Zusammenhang
zwischen Dichte ρ und Druck p kennt.
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4 Verallgemeinerung der Kerr-Metrik
4.1 Kerr-Metrik als komplexe Koordinatenverschiebung der
Schwarzschildmetrik
In diesem Abschnitt werden wir die Möglichkeiten der Verallgemeinerung des Ansat-
zes aus Kapitel 1.3.2 für die Kerr-Metrik diskutieren. Wie in Kapitel 1.3.2 beschrieben,
gründet diese Art der Herleitung der Kerr-Metrik auf der Eddington-Form der Schwarz-
schildmetrik (1.22). Im letzten Kapitel haben wir die pseudokomplexe Verallgemeinerung
der Schwarzschildmetrik vorgestellt (3.44). Allerdings haben wir auch festgestellt, dass
eine Metrik dieser Form für quadratische Korrekturterme im Vergleich zur klassischen
Schwarzschildmetrik unwahrscheinlich scheint. Die quadratischen Korrekturterme haben
ihren Ursprung in den zwei Annahmen ν = −λ und R = 0. Daher gehen wir nun von
der Form (1.15) aus, um eine Verallgemeinerung für die Eddington-Form der Metrik zu
bekommen. Als Ansatz für die entartete Metrik (1.24) können wir
gµν = ηµν − Clµlν
lµ =
(
T (R), F (R) ~X
)
(4.1)
wählen. Hierbei ist C eine beliebige reelle Konstante und T (R), F (R) zwei noch nicht
weiter eingeschränkte Funktionen des Abstands R. Dieser Ansatz berücksichtigt alle
in (1.15) vorhanden Symmetrien und die Zeitunahängigkeit der Metrik. Das zu (1.23)
analoge Linienelement hat dann die Form
ds2 = (dX¯0)2 − (d ~X)2 − C [T 2(dX¯0)2 + 2TFdX¯0(XdX + Y dY + ZdZ)
+F 2(XdX + Y dY + ZdY )2
]
, (4.2)
wobei (d ~X)2 = dX2 + dY 2 + dZ2 ist. In Kugelkoordinaten ist das Lienienelement dann
ds2 = (dX¯0)2 − dR2 −R2 (dθ2 + sin2 θdφ2)− C [TdX¯0 + rFdR]2 . (4.3)
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Um nun die Transformation zwischen X¯0 und X0 zu finden, betrachten wir das Lini-
enelement, welches man durch die Metrik (1.15) erhält
ds2 = eν(dX0)2 − eλdR2 −R2 (dθ2 + sin2 θdφ2) . (4.4)
In Analogie zu [ABS75] setzen wir die Transformation als Funktion X0 = f(X¯0, R) an.
Damit folgt
dX0 =
∂f
∂X¯0
dX¯0 +
∂f
∂R
dR
(dX0)2 = f˙ 2(dX¯0)2 + f ′2dR2 + 2f˙f ′dX¯0dR (4.5)
mit den offensichtlichen Abkürzungen f˙ := ∂f
∂X¯0
und f ′ := ∂f
∂R
. Setzt man das in (4.4)
ein und vergleicht mit (4.3), so bleiben drei Gleichungen
1− CT 2 = eν f˙ 2
1 + CR2F 2 = eλ − eνf ′2
−2CRTF = 2f˙f ′eν . (4.6)
Aus der dritten erhalten wir direkt
T = − f˙f
′eν
CRF
, (4.7)
was wir in die erste einsetzen können
1− C f˙
2f ′2e2ν
C2R2F 2
= eν f˙ 2 . (4.8)
Multipliziert man das mit CR2F 2 und sortiert die Terme um, so ergibt sich
CR2F 2
(
1− eν f˙ 2
)
= f˙ 2f ′2e2ν . (4.9)
Hier kann man nun die zweite Gleichung aus (4.6) umformen und einsetzen(
eλ − eνf ′2 − 1) (1− eν f˙ 2) = f˙ 2f ′2e2ν
⇔ (eλ − 1) (e−ν − f˙ 2) = f ′2 . (4.10)
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Jetzt setzen wir nun in Analogie zur Transformation in [ABS75] f˙ = 1. Solange wir nicht
von ν = −λ ausgehen, ist allerdings nicht garantiert, dass die Gleichung
f ′ = ±
√
(eλ − 1) (e−ν − 1) (4.11)
eine reelle Lösung besitzt. An dieser Stelle wollen wir aber eine reelle Koordinatentrans-
formation zwischen X0 und X¯0 haben. Unter der Annahme, dass ξ0 = ξ1 gilt (siehe
Kapitel 3), gilt aber auch ν = −λ und damit haben wir
f ′ = ± (e−ν − 1) . (4.12)
Das Vorzeichen können wir dadurch festlegen, dass wir als Spezialfall die Transformation
wie im Abschnitt 1.3.2 erhalten. Dazu muss das negative Vorzeichen gewählt werden.
Für die Metrik (3.44) erhält man dann
f ′ = 1− 1
1− RS
R
+
B
R2
. (4.13)
Diese Funktion lässt sich integrieren (siehe z.B. [BSMM08]), sodass man einen Ausdruck
für die Transformation erhält
X¯0 =
(2B −R2S)√
4B −R2S
arctan
(
2R−RS√
4B −R2S
)
− RS
2
ln
(
B −RSR +R2
)
+X0 . (4.14)
Dieser Ausdruck gilt unter der Einschränkung B > R2S/4, was erfüllt ist, solange man
(3.46) annimmt. Ansonsten gilt [BSMM08]
X¯0 = − (2B −R
2
S)√
R2S − 4B
Artanh
(
2R−RS√
R2S − 4B
)
− RS
2
ln
(
B −RSR +R2
)
+X0 . (4.15)
Es bleibt nun noch die Bestimmung der Funktionen T und F und der Konstanten C.
Hierfür ist es noch nicht einmal notwendig, die genaue Transformationsvorschrift zu
kennen, es genügt zu wissen, dass sie existiert.
Die Gleichung (4.9) lässt sich nach F 2 umstellen, sodass wir
F 2 =
1
CR2
1
1− eν f
′2e2ν (4.16)
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haben. Setzt man nun f ′ aus (4.13) ein und formt den enstehenden Term noch ein wenig
um, so bleibt
F = ± 1√
CR2
√
RSR−B . (4.17)
Zusammen mit (4.7) können wir auch T bestimmen
T = − f
′eν
CRF
= ∓ R√
C
1√
RSR−B
(eν − 1) = ± 1√
CR
√
RSR−B . (4.18)
Nun da T und F festgelegt sind, lässt sich ein Ausdruck für die Metrik (4.1) finden
gµν = ηµν − Clµlν = ηµν − LµLν , (4.19)
wobei die
Lµ =
√
RS
R
− B
R2
(
1,
X
R
,
Y
R
,
Z
R
)
(4.20)
eingeführt wurden, um Konsistenz mit der Form für die entartete Metrik (1.24) nach
[ABS75] zu wahren. Die Form der Lµ stellt allerdings ein Problem dar. Zunächst stellen
wir fest, dass in der Metrik ein Term quadratisch in Lµ vorkommt. Dieser Term hat in
der Standard-Kerrlösung nach [ABS75] den Vorfaktor rS
r
. Hier ist der Vorfaktor durch
RS
R
− B
R2
gegeben. Der weitere Lösungsweg von Adler et al. [ABS75] - ab Gleichung
(1.24) - beruht darauf, dass sich die Einsteingleichungen als Polynom in rS auffassen
lassen (1.25). Problematisch ist nun, dass bereits in den Termen der Ordnung L4µ der
Vorfaktor die Form R
2
S
R2
+ B
R4
− 2RSB
R3
annimmt. Hier treten Mischterme zwischen RS und
B auf. Die Einsteingleichungen lassen sich so nicht mehr in der Form (1.25) auffassen.
Durch den Zusatzterm − B
R2
werden die Gleichungen deutlich komplizierter, so sind die
Christoffelsymbole zweiter Art nun{
γ
νµ
}
=
1
2
gσγ[νµ, σ]
=
1
2
(
ησγ − RS
R
L¯σL¯γ +
B
R2
L¯σL¯γ
)
·
(
RS
[νµ, σ
R
]
−B
[νµ, σ
R2
])
=
1
2
[
ησγ
(
RS
[νµ, σ
R
]
−B
[νµ, σ
R2
])
− R
2
S
R
L¯σL¯γ
[νµ, σ
R
]
+
RSB
R
L¯σL¯γ
[νµ, σ
R2
]
+
BRS
R2
L¯σL¯γ
[νµ, σ
R
]
− B
2
R2
L¯σL¯γ
[νµ, σ
R2
]]
, (4.21)
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mit
L¯σ =
1√
RS
R
− B
R2
Lσ
und [νµ, σ
R
]
:=
(
L¯νL¯σ
R
)
|µ
+
(
L¯σL¯µ
R
)
|ν
−
(
L¯µL¯ν
R
)
|σ
.
Hinzu kommt, dass die rechte Seite in (1.25) nicht mehr Null ist, sondern Terme aus
dem Nullteiler enthält. Dieses Problem, zusammen mit der Problematik für ν 6= −λ in
Gleichung (4.11), legt nahe einen anderen Ansatz auf der Suche nach einer Erweiterung
der Kerr-Lösung zu verwenden.
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4.2 Die Kerr-Metrik - Ansatz von Carter
Der Ansatz von Carter [Car72, PK06] besteht darin, die Separierbarkeit der Klein-
Gordon-Gleichung
1
Ψ
∂
∂xα
(√−ggαβ ∂Ψ
∂xβ
)
−m20
√−g = 0 (4.22)
zu fordern8. Zunächst betrachtet er dafür die „metric co-form“
(
∂
∂s
)2
= gαβ
(
∂
∂xα
) (
∂
∂xβ
)
,
da man hier die einzelnen Terme der Klein-Gordon-Gleichung gut ablesen kann. Durch
Einführung der Variablen µ := cosϑ wird dann daraus für den Schwarzschildfall(
∂
∂s
)2
= − 1
r2
[
(1− µ2)
(
∂
∂µ
)2
+
1
1− µ2
(
∂
∂ϕ
)2
+ ∆r
(
∂
∂r
)2
− Z
2
r
∆r
(
∂
∂t
)2]
.
(4.23)
Dabei sind bei Plebanski et al. [PK06] noch die beiden Funktionen ∆r := r2 − rsr und
Zr := r
2 festgelegt worden. Carter geht zunächst nicht näher auf die Form von ∆r und
Zr ein. Die einzige Einschränkung an die beiden Funktionen besteht darin, dass sie nur
von r abhängen dürfen. Die „metric co-form“ kann somit auch folgendermaßen aussehen(
∂
∂s
)2
= − 1
r2
[
(1− µ2)
(
∂
∂µ
)2
+
1
1− µ2
(
∂
∂ϕ
)2
+ e−λr2
(
∂
∂r
)2
− eνr2
(
∂
∂t
)2]
.
(4.24)
Also muss man hier für den Fall ν 6= −λ keine Einschränkung machen. Unter Verwendung
von (4.23) resultiert dann die Klein-Gordon-Gleichung
r2
Zr
[
− 1
Ψ
∂
∂µ
(
(1− µ2)∂Ψ
∂µ
)
− 1
Ψ(1− µ2)
∂2Ψ
∂ϕ2
−m20r2
]
− 1
Ψ
∂
∂r
(
r2∆r
Zr
∂Ψ
∂r
)
+
1
Ψ
r2Zr
∆r
∂Ψ
∂t
= 0 . (4.25)
Durch eine geeignete Substitution Ψ =
∏
i ψi(x
i) ist diese Gleichung separierbar und
zerfällt in vier partielle Differentialgleichungen für die jeweiligen Variablen. Hiervon
ausgehend soll die „mectric co-form“ erweitert werden, sodass auch die Kerr-Metrik
als Spezialfall enthalten ist. Gleichzeitig soll aber auch die Separierbarkeit der Klein-
8Carter verwendet die Signatur (-,+,+,+), Plebanski et al. und wir verwenden (+,-,-,-).
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Gordon-Gleichung erhalten bleiben. Carter setzt nun für die „metric co-form“ im Kerr-
Fall folgendermaßen an(
∂
∂s
)2
= − 1
Z
[
∆µ
(
∂
∂µ
)2
+
1
∆µ
(
Zµ
∂
∂t
+Qµ
∂
∂ϕ
)2]
− 1
Z
[
∆r
(
∂
∂r
)2
− 1
∆r
(
Zr
∂
∂t
+Qr
∂
∂ϕ
)2]
. (4.26)
Dieser Ansatz entspricht insofern der Kerr-Metrik, da nur gemischte Terme in t und ϕ
auftauchen (siehe hierzu die Boyer-Lindquist-Form der Kerr-Metrik (1.39) ). Die Funk-
tionen ∆µ, Qµ, Zµ und ∆r, Qr, Zr hängen jeweils nur von der indizierten Variablen
ab und die Funktion Z ist hier noch nicht näher eingeschränkt. (4.23) geht also als Spe-
zialfall für ∆µ = 1 − µ2, Z = r2, Qr = 0, Zµ = 0 und Qµ = 1 aus (4.26) hervor. Als
Determinante erhält Carter dann
√−g = Z
2
|ZrQµ − ZµQr| . (4.27)
Die Klein-Gordon-Gleichung hat für diesen Ansatz die Form [PK06]
1
Ψ
[
− ∂
∂µ
(√−g
Z
∆µ
∂Ψ
∂µ
)
− ∂
∂r
(√−g
Z
∆r
∂Ψ
∂r
)
−
√−g
Z
m20ZΨ
]
− 1
Ψ
(
Zµ
∂
∂t
+Qµ
∂
∂ϕ
)[
1
∆µ
√−g
Z
(
Zµ
∂Ψ
∂t
+Qµ
∂Ψ
∂ϕ
)]
+
1
Ψ
(
Zr
∂
∂t
+Qr
∂
∂ϕ
)[
1
∆r
√−g
Z
(
Zr
∂Ψ
∂t
+Qr
∂Ψ
∂ϕ
)]
= 0 . (4.28)
Um die Separierbarkeit der Gleichung zu garantieren, muss der Faktor
√−g
Z
ein Produkt
einer von r abhängenden Funktion mit einer nur von µ abhängenden Funktion sein.
Plebanski et al. [PK06] beschreiben die Möglichkeit durch eine Transformation der Va-
riablen r und µ und Umdefinition der Funktionen ∆µ, ∆r, Zµ, Zr, Qµ und Qr den Faktor
√−g/Z = 1 zu wählen. Mit (4.27) entspricht das der Wahl
Z = ZrQµ − ZµQr . (4.29)
Weiterhin muss Z als Summe von Funktionen, die von r respektive µ abhängen, dar-
stellbar sein, sonst bereitet der Term proportional zu m0ZΨ Probleme bei der Separier-
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barkeit. Das ergibt die Bedingung
dZr
dr
dQµ
dµ
− dZµ
dµ
dQr
dr
= 0 . (4.30)
Es gibt nun verschiedene Möglichkeiten diese Bedingung zu erfüllen. Wir wählen an die-
ser Stelle wie [Car72, PK06] die Konstanz der Funktionen Qr und Qµ und nennen sie
Cr und Cµ9. Nach diesen Überlegungen nimmt die Metrik die folgende Form an
gµν =
1
Z

∆rC
2
µ −∆µC2r 0 0 ∆µCrZr −∆rCµZµ
0 −Z2
∆r
0 0
0 0 − Z2
∆µ
0
∆µCrZr −∆rCµZµ 0 0 ∆rZ2µ −∆µZ2r
 . (4.31)
Jetzt, da der Ansatz für die Metrik aufgestellt ist, ist es an der Zeit die Einsteinglei-
chungen zu finden und wenn möglich zu lösen. Carter geht nun anders als Adler et al.
[ABS75] vor, um die Einsteingleichungen aufzustellen. Er berechnet nicht die Christo-
phelsymbole, sondern benutzt ein anderes Verfahren, welches im nächsten Kapitel kurz
vorgestellt wird.
4.2.1 Bestimmung der Einsteingleichungen mit Hilfe von Differentialformen
Die hier vorgestellte Methode zur Bestimmung der Einsteingleichungen geht auf Cartan
[Car83] zurück. Misner et al. [MTW73] erläutern diese Methode recht ausführlich in
ihrem Buch. Eine beispielhafte Rechnung, auf die sich auch Carter [Car72] bezieht, lässt
sich im Anhang von [Mis63] finden. Eine mathematisch formale Ausführung findet man
in [O’N95]. Wir werden hier die Methode kurz vorstellen und die Einsteingleichungen
für die Schwarzschildmetrik ausführlich ableiten. Die Methode lässt sich grob in drei
Schritte gliedern:
9Für weitere Diskussionen dieser Wahl siehe [KK09].
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1. Man wechselt in ein neues Koordinatensystem, das (mitbewegte) Vierbein oder
auch Tetrade (englisch „tetrad“) genannnt wird. Dieses System bringt den Vor-
teil mit sich, dass die Metrik hier Minkowski-Form annimmt und dadurch einige
Rechnungen wesentlich vereinfacht werden können. Das Längenelement ist dann
also
ds2 = gµνdx
µdxν = ηµνω
µων . (4.32)
Wobei die ωµ Differential- oder auch 1-Formen sind.
2. Nun bestimmt man die so genannten Verbindungs-Formen ωµν , welche eindeutig10
durch
0 = dωµ + ωµν ∧ ων
dgµν = ωµν + ωνµ (4.33)
festgelegt sind. Das Symbol ∧ bezeichnet das „Dach-“, oder „äußere“ Produkt mit
der wichtigen Eigenschaft α ∧ β = −β ∧ α. Wie häufig in der Physik kann man
aufgrund der Eindeutigkeit Lösungen durch Ansätze finden oder „raten“. Sobald
sie (4.33) erfüllen, sind sie richtig. Wenn man sich aber mit der Methode vertraut
macht, ist es empfehlenswert die Verbindungsformen zunächst direkt zu berechnen.
Dies geschieht über
dωα = −c|µν|αωµ ∧ ων
ωµν =
1
2
(cµνα + cµαν − cναµ)ωα , (4.34)
wobei die hier verwendete Schreibweise eine Summation über µ und ν mit µ < ν
bedeutet [MTW73]. Bei den cµνα handelt es sich um so genannte „Kommutations-
Koeffizienten“. Sie sind über [~eµ, ~eγ] =: cµνα~eα definiert [MTW73], wobei die ~eµ
Basisvektoren sind. Für normale Koordinatenbasisvektoren verschwinden sie, nicht
aber für die Tetradenbasis.
10für den Eindeutigkeitsbeweis siehe z.B. [O’N95].
48
4 Verallgemeinerung der Kerr-Metrik
3. Hat man die (in 4 Dimensionen) sechs Verbindungsformen ωµν gefunden, muss
man noch die Krümmungsformen
Θµν = dωµν + ωµα ∧ ωαν (4.35)
bestimmen. Über den Zusammenhang11 [MTW73]
Θµν = −Rµν|αβ| ωα ∧ ωβ (4.36)
kann man den Riemann-Tensor ablesen. Durch Kontraktion erhält man den Ricci-
Tensor Rµν = Rαµαν . An dieser Stelle muss noch angemerkt werden, dass die so
enthaltenen Tensoren noch in Tetrad-Komponenten aufgeschrieben sind. Um die
Koordinaten-Komponenten zu bekommen muss man sie noch zurücktransformie-
ren. Für die Rücktransformation stellt man die ωµ in Abhängigkeit der Koordina-
tendifferentialformen dxa als ωµ = λµadxa dar. Die Koordinatenkomponenten des
Ricci-Tensors erhält man dann über [Car72, DFC90]
Rab = Rµν λµaλνb . (4.37)
Neben dieser Vorgehensweise um die verschiedenen Krümmungsformen zu bestimmen
brauchen wir noch Rechenregeln für die äußere Ableitung. So gelten für eine 0-Form u
und eine 1-Form σ die folgenden Regeln [MTW73, O’N95]
d2u = 0
d(uσ) = du ∧ σ + udσ . (4.38)
Die erste Zeile in (4.38) ist eine andere Darstellung der in der Physik bekannten Regeln,
dass die Divergenz einer Rotation und die Rotation eines Gradienten verschwindet. Dies
11Die Gleichung (4.36) findet sich in [MTW73] ohne Minuszeichen, was daran liegt, dass man bei
der Definition des Riemann-Tensors eine Freiheit bei der Wahl des Vorzeichens hat. Dies wirkt in
[MTW73] insofern aus, dass hier die Einsteingleichungen durch Gµν = +8piκTµν gegeben sind im
Gegensatz zu (1.13).
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kann man zum Beispiel durch die Korrespondenz zwischen der äußeren Ableitung und
dem Gradienten, bzw. der Divergenz sehen. Für eine Funktion f und einen Vektor ~A im
dreidimensionalen euklidischen Raum gilt [Arn00, MTW73]
df = ω1grad f , dω
1
~A
= ω2rot ~A , dω
2
~A
= (div ~A)ω3 , (4.39)
wobei ω1~A und ω
2
~A
die zu ~A korrespondierenden 1- beziehungsweise 2-Formen sind und
ω1grad f die zum Gradienten von f korrespondierende 1-Form ist [Arn00]. ω3 ist das
Volumenelement. Unter Berücksichtung von d2 = dd = 0 folgen rot(grad)= 0 und
div(rot)= 0.
4.3 Die Einsteingleichungen für die Kerr-Metrik über
Differentialformen
Mit der im Abschnitt 4.2.1 beschriebenen Vorgehensweise lassen sich aus dem Ansatz
von Carter (4.31) die Einsteingleichungen ableiten. Die Rechnungen dazu sind länglich
und einige Zwischenergebnisse finden sich im Anhang ab Gleichung (A.8). Der hier auf-
geführte Einstein-Tensor, auf den man schließlich kommt, geht auf Carter [Car72] zurück
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und wurde in dieser Form von Plebanski et al. [PK06] aufgestellt
G00 =
1
2Z
∆µ|µµ +
1
Z2
∆rZr|rr +
a2
4Z3
∆µ
(
Zµ|µ2 + Zr|r2
)
− 3
4Z3
∆r
(
Zµ|µ2 + Zr|r2
)
+
a
2Z2
∆µ|µZµ|µ +
1
2Z2
∆r|rZr|r
G03 = − 1
2Z2
√
∆r∆µ
(
aZr|rr + Zµ|µµ
)
G11 =
1
2Z
∆µ|µµ +
a2
4Z3
∆µ
(
Zµ|µ2 + Zr|r2
)− 1
4Z3
∆r
(
Zµ|µ2 + Zr|r2
)
+
a
2Z2
∆µ|µZµ|µ +
1
2Z2
∆r|rZr|r
G22 =
1
2Z
∆r|rr − a
2
4Z3
∆µ
(
Zµ|µ2 + Zr|r2
)
+
1
4Z3
∆r
(
Zµ|µ2 + Zr|r2
)
− a
2Z2
∆µ|µZµ|µ − 1
2Z2
∆r|rZr|r
G33 =
1
2Z
∆r|rr − a
Z2
∆µZµ|µµ − 3a
2
4Z3
∆µ
(
Zµ|µ2 + Zr|r2
)
+
1
4Z3
∆r
(
Zµ|µ2 + Zr|r2
)− a
2Z2
∆µ|µZµ|µ − 1
2Z2
∆r|rZr|r . (4.40)
Durch geeignete Variablentransformationen kann man die Konstanten Cr = a und
Cµ = 1 wählen [KK09].
Die Kerr-Lösung nach Boyer und Lindquist [BL67] erhält man hier aus den freien Ein-
steingleichungen Gµν = 0. Zunächst merken [PK06] an, dass sich die Gleichung für G03
auf
aZr|rr + Zµ|µµ = 0
reduziert, also eine Summe aus zwei Funktionen, die von unterschiedlichen Variablen
abhängen. Diese Gleichung lässt sich direkt durch
Zr = Cr
2 + C1r + C2 , Zµ = −aCµ2 + C3µ+ C4 (4.41)
lösen. Eingesetzt in G22 −G33 = 0 liefert das nach einigen Umformungen
C4 =
C2
a
− C
2
1 + C
2
3
4aC
. (4.42)
Setzt man das in (4.41) ein, so stellt man fest, dass eine Variablentransformationen
µ = µ′ + C3
2aC
und Umdefinition C2 = aC ′2 +
C21
4C
denselben Effekt haben, wie die Wahl
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C3 = 0. Also bleibt
Zr = C
(
r +
C1
2C
)2
+ aC ′2 , Zµ = −aCµ2 + C ′2 . (4.43)
Durch eine weitere Variablentransformationen, diesmal von r, lässt sich die Konstante
C1 = 0 setzen. Der Faktor Z = Zr − aZµ hängt nicht von C ′2 ab, deshalb wählen [PK06]
C ′2 = aC. Anschließend lässt sich der Faktor C durch eine Umdefinition von ϕ, ∆µ und
∆r absorbieren, was gleichbedeutend mit der Wahl C = 1 ist und auf
Zr = r
2 + a2 , Zµ = a(1− µ2) (4.44)
führt [PK06]. Als nächstes betrachten wir G11 +G22 = 0
1
2Z
(
∆µ|µµ + ∆r|rr
)
= 0 . (4.45)
Wieder liegt eine Summe aus zwei Funktionen unterschiedlicher Variablen vor. Die Funk-
tionen müssen somit konstant sein und wir erhalten [PK06]
∆r = Er
2 − rSr + E2 , ∆µ = −Eµ2 + E3µ+ E4 . (4.46)
Um die Konstanten näher zu bestimmen betrachten wir zunächst G22 = 0. Durch Ein-
setzen von (4.44) und (4.46) und Umformen bleibt
E4a
2 − E2 = 0 . (4.47)
Weiterhin fordern [PK06] einige Einschränkungen an die verbleibenden Konstanten. So
muss E3 = 0 sein, denn sonst würde ein Term proportional zu µ = cosϑ in der Metrik
auftauchen. Dieser Term verletzt aber die Symmetrie in Hinsicht auf eine Spiegelung an
der Äquatorebene. Um eine Koordinatensingularität an den Polen zu vermeiden fordern
[PK06] E = 1. Schließlich muss noch E4 = 1 gesetzt werden, um die Schwarzschildlösung
als Grenzfall erhalten zu können. Damit haben wir also
Zr = r
2 + a2 , Zµ = a(1− µ2) ,
∆r = r
2 − rSr + a2 , ∆µ = 1− µ2 ,
Z = Zr − aZµ = r2 + a2µ2 . (4.48)
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Eingesetzt in (4.31) ergibt sich nach einigen Umformungen gerade die Boyer-Lindquist-
Darstellung der Kerr-Metrik (1.39).
Im Gegensatz zu den gerade gezeigten Rechnungen für die klassische Kerr-Lösung, setzen
wir die Einsteingleichungen durch das erweiterte Variationsprinzip (3.23) nicht mehr
Null, sondern gleich Elementen aus dem Nullteiler (siehe (3.25) und (3.54)). Auf der
Suche nach einer Lösung für die Einsteingleichungen Gµν = Ξµν mit (4.40) bietet es sich
nun an, ähnliche Kombinationen wie in [PK06] zu betrachten
G03 : − 12Z2
√
∆R−∆µ−(aZR−|R−R− + Zµ−|µ−µ−) = Ξ
0
3
G11 +G
2
2 :
1
2Z
(∆µ−|µ−µ− + ∆R−|R−R−) = Ξ
1
1 + Ξ
2
2
G22 −G33 : aZ2 ∆µ−Zµ−|µ−µ− + a
2
2Z3
∆µ−(Z
2
µ−|µ− + Z
2
R−|R−) = Ξ
2
2 − Ξ33
G00 −G11 : 1Z2 ∆R−ZR−|R−R− − 12Z3 ∆R−(Z2µ−|µ− + Z2R−|R−) = Ξ00 − Ξ11
G22 :
1
2Z
∆R−|R−R− − a
2
4Z3
∆µ−
(
Zµ−|µ−
2 + ZR−|R−
2
)− a
2Z2
∆µ−|µ−Zµ−|µ−
+ 1
4Z3
∆R−
(
Zµ−|µ−
2 + ZR−|R−
2
)− 1
2Z2
∆R−|R−ZR−|R− = Ξ
2
2 .
(4.49)
Der erste Ansatz zur Lösung dieses Systems bestand darin, die Ξµν aus (3.54) mit Hilfe
der Transformationsformeln (A.13), (A.14) in Tetradenkomponenten zu schreiben
Ξ00 =
ZR−
Z
Ξtt − a−Zµ−
Z
Ξϕϕ
Ξ11 = Ξ
r
r
Ξ22 = Ξ
µ
µ
Ξ33 =
ZR−
Z
Ξϕϕ − a−Zµ−
Z
Ξtt
Ξ30 =
a−ZR−
Z
√
∆µ−√
∆R−
(
Ξtt − Ξϕϕ
)
. (4.50)
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Die Tetradenindizes sind hier durch Ziffern und die Koordinatenindizes durch die je-
weilige Variable gegeben. Anschließend wurden die Ξµν aus (3.54) mit (3.37) und (3.35)
bestimmt - also mit den Annahmen, dass ξ0 = ξ1 und R = 0 für die Schwarzschildmetrik
ist (siehe dazu Kapitel 3.2). Daraus resultieren die folgenden Ξµν
Ξ00 =
−ZR− − a−Zµ−
Z
B
R4−
Ξ11 = − B
R−4
Ξ22 =
B
R−4
= −Ξ11
Ξ33 =
ZR− + a−Zµ−
Z
B
R4−
= −Ξ00
Ξ30 = −2a−ZR−
Z
√
∆µ−
∆R−
B
R4−
. (4.51)
An dieser Stelle lässt sich der Lösungsweg von Plebanski et al. [PK06] leider nicht mehr
weiter verwenden. Die erste Gleichung aus (4.49) wird mit (4.51)
a−ZR−|R−R− + Zµ−|µ−µ− = −4a−B
ZR−√
∆R−
3
R4−
(
ZR− − a−Zµ−
)
. (4.52)
Es tritt hier auf der rechten Seite ein Produkt aus einer Funktion von R− und einer
Funktion von µ− auf. Die einzige Möglichkeit die Gleichung in dieser Form zu lösen,
besteht in der Annahme, dass Zµ− eine Konstante ist. Diese Annahme würde aber dazu
führen, dass man die klassische Kerr-Lösung, wie sie aus (4.48) folgt, nicht mehr repro-
duzieren kann.
Den zweiten Ansatz, um eine Lösung für (4.49) zu finden, bildet die Annahme, dass die
fünf verschiedenen Ξµν beliebige Funktionen von R− und µ− sind und zunächst kein Zu-
sammenhang zu den ξµ der Schwarzschild-Lösung besteht. Durch geeignete Wahl dieser
Funktionen lässt sich (4.49) derart lösen, dass man eine Verallgemeinerung der Metrik
(3.39) erhält. Die erste Annahme treffen wir durch Ξ03 = 0. Damit sind
ZR− = CR
2
− + C1R− + C2 , Zµ− = −a−Cµ2− + C3µ− + C4 , (4.53)
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wie in (4.41). Mit der Wahl Ξ22 − Ξ33 = 0 erhält man dann (4.42) und die daran
anschließenden Umformungen können genauso übernommen werden, sodass wie in (4.44)
ZR− = R
2
− + a
2
− , Zµ− = a−(1− µ2−) (4.54)
bleibt. Die vierte Gleichung in (4.49) liefert dann Ξ00 − Ξ11 = 0. Bisher sind die Ergeb-
nisse identisch mit denen aus [Car72, PK06]. Durch die Annahme Ξ11 + Ξ22 = 0 erhält
man analog zu Gleichung (4.45)
∆R−|R−R− + ∆µ−|µ−µ− = 0 , (4.55)
was durch
∆R− = ER
2
− −R−SR− + E2 , ∆µ− = −Eµ2− + E3µ− + E4 (4.56)
gelöst wird. Eingesetzt in die lezte Gleichung aus (4.49) bleibt
E2 − a2−E4 = Z2Ξ22 . (4.57)
Setzt man nun auch Ξ22 = 0, entspricht das Gleichung (4.47), was dann auf die klassische
Kerr-Lösung führt. Die Wahl Ξ22 = BZ2 ergibt eine Änderung dieser Lösung, die im
Grenzfall a → 0 in (3.39) übergeht. Die Bestimmung der restlichen Konstanten erfolgt
hier analog zu den Betrachtungen nach Gleichung (4.47). Schließlich haben wir damit
ZR− = R
2
− + a
2
− , Zµ− = a−(1− µ2−) ,
∆R− = R
2
− −R−SR− + a2− +B , ∆µ− = 1− µ2− ,
Z = ZR− − a−Zµ− = R2− + a2−µ2− . (4.58)
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Eingesetzt in (4.31) zusammen mit µ = cos θ haben wir damit den zu σ− proportionalen
Teil der Metrik
g−00 =
R2− −R−SR− +B + a2− cos2 θ−
R2− + a2− cos2 θ−
g−11 = −
R2− + a
2
− cos
2 θ−
R2− −R−SR− + a2− +B
g−22 = −R2− − a2− cos2 θ−
g−33 = −(R2− + a2−) sin2 θ− −
a2− sin
4 θ−(R−SR− −B)
R2− + a2− cos2 θ−
g−03 =
−a− sin2 θ− R−SR− + a−B sin2 θ−
R2− + a2− cos2 θ−
. (4.59)
Die σ+-Komponenten entsprechen denen der klassischen Kerr-Lösung. Durch anschlie-
ßende Projektion auf reelle Größen, wie in Kapitel 3 beschrieben, erhält man die Metrik
gRe00 =
r2 − rSr + B2 + a2 cos2 ϑ
r2 + a2 cos2 ϑ
gRe11 = −
r2 + a2 cos2 ϑ
r2 − rSr + a2 + B2
gRe22 = −r2 − a2 cos2 ϑ
gRe33 = −(r2 + a2) sin2 ϑ−
a2 sin4 ϑ(rSr − B2 )
r2 + a2 cos2 ϑ
gRe03 =
−a sin2 ϑ rSr + aB2 sin2 ϑ
r2 + a2 cos2 ϑ
. (4.60)
Im Grenzfall a = 0 geht sie gerade in (3.44) und für den Fall B = 0 in die klassische
Kerr-Lösung (1.39) über.
Es stellt sich nun noch die Frage, ob man den Parameter a wie für die klassische Kerr-
Metrik mit dem Drehimpuls der Zentralmasse in Verbindung bringen kann. Dazu gehen
wir analog zu [ABS75] vor und entwicklen das Längenelement linear in a
r
, womit
ds2 =
(
1− rS
r
+
B
2r2
)
dt2 − 1
1− rS
r
+ B
2r2
dr2 − r2dϑ2 − r2 sin2 ϑdϕ2
+ 2a sin2 ϑ
(
−rS
r
+
B
2r2
)
(4.61)
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bleibt. Der nächste Schritt besteht darin, dieses Längenelement in isotrope Koordinaten
umzuschreiben. Um sie zu erhalten, vergleicht man das Längenelement der Schwarz-
schildmetrik (3.44) mit
ds2 =
(
1− rS
r
+
B
2r2
)
dtˆ2 − λ2(ρ)
[
dρ2 + ρ2
(
dϑˆ2 + sin2 ϑˆdϕˆ2
)]
, (4.62)
und erhält dadurch
λ2dρ2 =
dr2
1− rS
r
+ B
2r2
und λ2 =
r2
ρ2
. (4.63)
Zusammen ergibt sich eine Differentialgleichung für die Abstandsvariablen ρ und r analog
zu [ABS75]
dρ
ρ
=
dr√
r2 − rSr + B2
. (4.64)
Die Lösung dieser Gleichung ist durch√
r2 − rSr + B
2
+ r − rs
2
= 2ρ (4.65)
gegeben. Nach einigen algebraischen Umformungen [ABS75] erhält man die Umkehrre-
lation
r = ρ
(
1 +
rS
4ρ
)2
− B
8ρ
. (4.66)
Jetzt kann man (4.62) umschreiben. Für die folgenden Betrachtungen ist nur der Misch-
term in ϕ und t relevant. Er lautet (im Weiteren wird auf die Unterscheidung zwischen
ϑ und ϑˆ u.ä. verzichtet)
2a sin2 ϑ
−
rS
ρ(
1 + rS
4ρ
)2
− B
8ρ2
+
B
2ρ2[(
1 + rS
4ρ
)2
− B
8ρ2
]2
 dϕdt . (4.67)
Diesen Ausdruck entwickeln wir nun linear in 1
ρ
, wodurch
− 2a sin2 ϑrS
ρ
dϕdt (4.68)
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übrig bleibt. Das können wir mit den Rechnungen von Lense und Thirring [ABS75, LT18]
ds2 =
(
1− rS
ρ
)
dt2 −
(
1 +
rS
r
) [
dρ2 + ρ2
(
dϑ2 + sin2 ϑdϕ2
)]
+
4κJ
c3ρ
sin2 ϑdϕdt (4.69)
vergleichen und damit den Parameter a mit dem Drehimpuls J durch
a = −2 κJ
rSc3
(4.70)
identifizieren. Wie gerade gezeigt wurde, lässt sich der Parameter a auch für die pseudo-
komplexe Erweiterung der Kerr-Metrik noch mit dem Drehimpuls in Verbindung brin-
gen.
Die klassische Kerr-Metrik weist einige besonders hervorgehobene Hyperflächen auf. Für
die Schwarzschildlösung kennen wir schon die Oberfläche, welche durch den Schwarz-
schildradius festgelegt wird. Analog erhalten wir hier eine Fläche unendlicher Rotver-
schiebung, indem wir den Metrikkoeffizienten g00 = 0 setzen. Das ist gleichbedeutend
mit
r2 − rSr + a2 cos2 ϑ+ B
2
= 0 , (4.71)
was die Lösungen
r0 =
rS
2
−
√
r2S
4
− a2 cos2 ϑ− B
2
und r∞ =
rS
2
+
√
r2S
4
− a2 cos2 ϑ− B
2
(4.72)
hat. Adler et al. [ABS75] zeigen dass die zu r∞ korrespondierende Fläche allerdings in
beide Richtungen passierbar ist. Die zum Schwarzschildradius gehörende Fläche lässt
sich nur in einfallender Richtung durchqueren. Diese Eigenschaft lässt sich anhand der
Norm des zur Fläche gehörenden Normalenvektors nα untersuchen. Ist die Norm kleiner
als Null, so können physikalische Beobachter die Fläche in beide Richtungen durchque-
ren. Ist sie größer oder gleich Null, so ist die Fläche nur in eine Richtung durchlässig.
Im Folgenden untersuchen wir die Flächen, deren Normalenvektor eine verschwindende
Norm hat. Sie sollen axialsymmetrisch und zeitunabhängig sein und können so durch
eine Funktion
u(r, ϑ) = const (4.73)
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beschrieben werden [ABS75]. Der zugehörige Normalenvektor ist durch
nα =
(
0,
∂u
∂r
,
∂u
∂ϑ
, 0
)
(4.74)
gegeben [ABS75]. Wir setzen nun die Norm nαnα dieses Vektors gleich Null und erhalten(
r2 − rSr + a2 + B
2
)(
∂u
∂r
)2
+
(
∂u
∂ϑ
)2
= 0 . (4.75)
Diese Gleichung lässt sich durch einen Produktansatz u = R(r)Θ(ϑ) lösen
−
(
r2 − rSr + a2 + B
2
)( ∂R
∂r
R
)2
=
(
∂Θ
∂ϑ
Θ
)2
. (4.76)
Beide Seiten dieser Gleichung sind jeweils von einer anderen Variable abhängig und
damit müssen sie gleich einer Konstanten sein, die wir hier in Analogie zu [ABS75] λ
nennen. Daraus folgt
Θ = Ae
√
λϑ. (4.77)
Diese Lösung ist allerdings nicht zyklisch in ϑ und kann somit keine Fläche beschreiben,
es sei denn man setzt λ = 0 und damit Θ = const. Dadurch verbleibt die Gleichung für
R (
r2 − rSr + a2 + B
2
)( ∂R
∂r
R
)2
= 0 (4.78)
Der Fall ∂R
∂r
= 0 ist nicht weiter interessant und deshalb betrachten wir die Lösung von(
r2 − rSr + a2 + B2
)
= 0
r± =
rS
2
±
√
r2S
4
− a2 − B
2
. (4.79)
Bis auf den Faktor B
2
stimmen (4.72) und (4.79) mit den Ergebnissen aus [ABS75] über-
ein. Wählen wir allerdings die Konstante B wie in [HG09] vorgeschlagen (das entspricht
(3.47)), werden die Wurzelterme in (4.72) und (4.79) imaginär. Es treten dann also
keine besonders ausgezeichneten Hyperflächen mehr auf, ganz analog zur in Kapitel 3
diskutierten Schwarzschildlösung.
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5 Fazit
Die zu Beginn der Arbeit formulierten Ziele wurden erreicht. So ist es mit (4.60) ge-
lungen, wenn auch mit einigen vereinfachenden Annahmen, eine Verallgemeinerung der
Kerr-Metrik mit Hilfe des pseudokomplexen Formalismus’ zu finden. Diese Lösung ent-
spricht der bereits in [HG09] veröffentlichten Metrik (3.44) im Grenzfall a = 0. Sie ist
allerdings mit einigen stark einschränkenden Annahmen aufgestellt worden und stellt
die wahrscheinlich einfachste pseudokomplexe Verallgemeinerung der Kerr-Metrik dar.
Auch ist die Form von (3.44) - und damit auch (4.60) - durch die in Kapitel 3 diskutier-
ten experimentellen Befunde äußerst fragwürdig geworden.
Bisher ist es jedoch noch nicht gelungen eine zu (3.44) äquivalente Lösung zu finden,
ohne die in [HG09] getroffenen Annahmen ( ξ0 = ξ1 und R = 0 ) zu treffen. Der letzte
Teil des dritten Kapitels gibt hier einen kurzen Abriss über die aktuellen Versuche eine
solche Lösung zu finden. Zusammen mit der Komplexität der Gleichungen (4.49) stellt
die Lösung (4.60) aber ein zufriedenstellendes Ergebnis dar.
Ziel zukünftiger Arbeiten kann nun zum einen die Bestimmung der Funktionen ξµ für
die Schwarzschildmetrik sein, ohne die Annahmen ξ0 = ξ1 und R = 0 zu treffen. Zum
anderen müssen diese Ergebnisse dann herangezogen werden, um andere Lösungen von
(4.49) zu finden, ohne die vereinfachenden Annahmen aus Kapitel 4.3 zu machen.
Die Möglichkeit durch ein verändertes Variationsprinzip zusätzliche Terme in die Ein-
steingleichung einführen zu können, bringt sehr interessante Folgen mit sich. Einige
davon konnten bereits durch experimentelle Daten widerlegt werden. Trotzdem bieten
die verbleibenden Möglichkeiten genug Raum für ausführliche Forschungen. Dabei muss
in Zukunft auch ein Auge auf mögliche Tests der neuen Theorien geworfen werden.
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Anhang
Ableitung der Einsteingleichungen mit Hilfe des
Cartan-Formalismus’
Hier finden sich die wichtigsten Zwischenschritte, um die Einsteingleichungen mit Hilfe
des in Abschnitt 4.2.1 vorgestellten Formalismus’ aufzustellen. Zunächst am einfacheren
Beispiel der Schwarzschildmetrik und anschließend für die Kerr-Metrik.
Für die Schwarzschild-Metrik
Am Anfang müssen wir die vier 1-Formen ωµ des mitbewegten Systems, mit denen
ds2 = ηµνω
µων gilt, finden.
ω0 = eν/2dt
ω1 = eλ/2dr
ω2 = rdϑ
ω3 = r sinϑdϕ . (A.1)
Jetzt können wir die dω bestimmen
dω0 = −ν
′
2
e−λ/2ω0 ∧ ω1 = −ν
′
2
e(ν−λ)/2dt ∧ ω1
dω1 = 0
dω2 =
1
r
e−λ/2ω1 ∧ ω2 = −e−λ/2dϑ ∧ ω1
dω3 = − sinϑe−λ/2dϕ ∧ ω1 − cosϑdϕ ∧ ω2 . (A.2)
Daraus können wir die Verbindungsformen (4.33) ablesen
ω01 =
ν ′
2
e(ν−λ)/2dt
ω21 = e
−λ/2dϑ
ω31 = sinϑe
−λ/2dϕ
ω32 = cosϑdϕ . (A.3)
Die beiden nicht aufgeführten Verbindungsformen ω02 und ω03 verschwinden.
Mit Bestimmung der Verbindungsformen ist der zweite Schritt aus 4.2.1 abgeschlossen
und man muss nun mit Hilfe von (4.35) die Krümmungsformen bestimmen. Dazu bilden
wir zunächst die Ableitungen von (A.3)
dω01 = e−λ
(
ν ′′
2
+
ν ′
2
ν ′ − λ′
2
)
ω1 ∧ ω0
dω21 = − λ
′
2r
e−λω1 ∧ ω2
dω31 =
cotϑ
r2
e−λ/2ω2 ∧ ω3 − λ
′
2r
e−λω1 ∧ ω3
dω32 = − 1
r2
ω2 ∧ ω3 (A.4)
und dann schließlich die Krümmungsformen
Θ01 = e
−λ
(
ν ′′
2
+
ν ′
2
ν ′ − λ′
2
)
ω1 ∧ ω0 Θ12 = λ
′
2r
e−λω1 ∧ ω2
Θ02 = − ν
′
2r
e−λω0 ∧ ω2 Θ13 = λ
′
2r
e−λω1 ∧ ω3
Θ03 = − ν
′
2r
e−λω0 ∧ ω3 Θ23 = 1
r2
(
1− eλ)ω2 ∧ ω3 . (A.5)
Damit haben wir unser Ziel fast erreicht, denn man kann nun die Komponenten des
Riemann-Tensors ablesen
R0101 = e−λ
(
ν ′′
2
+
ν ′
2
ν ′ − λ′
2
)
R2323 = − 1
r2
(
1− eλ)
R1313 = − λ
′
2r
e−λ
R1212 = − λ
′
2r
e−λ
R0202 = ν
′
2r
e−λ
R0303 = ν
′
2r
e−λ (A.6)
und über Kontraktion erhält man den Ricci-Tensor
R11 = R0101 +R2121 +R3131 = e
−λ
2
(
ν ′′ +
ν ′2
2
− ν
′λ′
2
− 2λ
′
r
)
R00 = e
−λ
2
(
ν ′′ +
ν ′2
2
− ν
′λ′
2
+
2ν ′
r
)
R22 = e
−λ
2r
(ν ′ − λ′) + 1
r2
(e−λ − 1)
R33 = R22 . (A.7)
Der Ricci-Tensor hier entspricht dem Ricci-Tensor aus Kapitel 1 für die Schwarzschild-
metrik, allerdings hier noch in Tetradenkomponenten. Durch die im dritten Punkt be-
schriebene Rücktransformation (4.37) erhält man gerade den Ricci-Tensor aus (1.16).
Für die Kerr-Metrik
Aus dem Ansatz der Metrik (4.31) nach Carter lässt sich direkt die Tetrade
ω0 =
√
∆r
Z
(Cµdt− Zµdϕ)
ω1 =
√
Z
∆r
dr
ω2 =
√
Z
∆µ
dµ
ω3 =
√
∆µ
Z
(Crdt− Zrdϕ) (A.8)
ablesen. Mit ihrer Hilfe lassen sich nun die Einsteingleichungen in Tetradenkomponenten
bestimmen. Zunächst bestimmen wir die äußeren Ableitungen der Tetrade
dω0 =
[
Cµ
2
Zr|r
√
∆r√
Z
3 −
∆r|r
2
√
∆r
√
Z
]
ω0 ∧ ω1
+
Cr
2
√
∆µ√
Z
3 Zµ|µω
0 ∧ ω2 + Cµ
√
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Z
3Zµ|µω
2 ∧ ω3
dω1 =
CrZµ|µ
2
√
∆µ√
Z
3 ω
1 ∧ ω2
dω2 =
CµZr|r
2
√
∆r√
Z
3ω
1 ∧ ω2
dω3 =
[
Cr
2
Zµ|µ
√
∆µ√
Z
3 +
∆µ|µ
2
√
∆µ
√
Z
]
ω2 ∧ ω3
+
Cµ
2
√
∆r√
Z
3Zr|rω
1 ∧ ω3 + Cr
√
∆µ√
Z
3 Zr|rω
0 ∧ ω1 . (A.9)
Die Verbindungsformen bestimmt man nun mit den Gleichungen (4.34)
ω01 =
(
∆r|r
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∆r
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2
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ω3 (A.10)
Die Berechnung der Krümmungsformen (4.35) ist der wahrscheinlich aufwendigste Teil
der Herleitung. Sie lauten
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Mit dem Zusammenhang (4.36) haben wir damit auch den Riemann-Tensor bestimmt.
Den Einstein-Tensor erhält man über
G00 = −
(
R1212 +R
23
23 +R
13
13
)
G11 = −
(
R0202 +R
03
03 +R
23
23
)
G01 = R
02
12 +R
03
13
G12 = R
10
20 +R
13
23 (A.12)
und ähnliche Permutationen der Indizes [MTW73]. Daraus ergibt sich dann der Einstein-
Tensor (4.40) von Plebanski et al. [PK06].
Neben dem Einstein-Tensor fehlt nun noch der entsprechende Part aus dem Nulltei-
ler, um die Einsteingleichungen lösen zu können. Hierfür müssen die Ξµν aus (3.54) in
Tetradenkomponenten transformiert werden. Zunächst stellen wir dazu die Tetrade als
Funktion der Koordinatendifferentiale und umgekehrt dar. Wir schreiben ωµ = λµadxa
und dxa = λµaωµ, mit
λ0t =
√
∆r√
Z
Cµ λ0
t =
Zr√
Z∆r
λ0ϕ = −
√
∆r√
Z
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∆µ
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√
∆µ√
Z
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√
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Z
Cr λ3
ϕ = − Cµ√
Z∆µ
λ3ϕ = −
√
∆µ√
Z
Zr λ0
ϕ =
Cr√
Z∆r
. (A.13)
Die Tetradenkomponenten sind hier mit Ziffern und die Koordinatenkomponenten mit
der jeweiligen Koordinate gekennzeichnet. Ein Tensor in gemischter Darstellung trans-
formiert sich nun wie folgt [DFC90]
T µν···γδ··· = T ij···rs···λµiλνj · · ·λγrλδs · · · . (A.14)
Satz von Stokes für pseudokomplexe Integrale
Für eine Differentialform ω lässt sich der Satz von Stokes12 wie folgt formulieren [Arn00]∫
∂C
ω =
∫
C
dω . (A.15)
∂C stellt hier den Rand eines beliebigen Teils C des Raums, in dem die Integration
stattfindet, dar. Um nun (2.32) zu beweisen, wählen wir die 1-Form ω := Fdx1 +IFdx2.
Damit können wir dω berechnen
dω = dF ∧ dx1 + IdF ∧ dx2
=
(
∂F
∂x1
dx1 +
∂F
∂x2
dx2
)
∧ dx1 + I
(
∂F
∂x1
dx1 +
∂F
∂x2
dx2
)
∧ dx2
=
∂F
∂x2
dx2 ∧ dx1 + I ∂F
∂x1
dx1 ∧ dx2
=
(
I
∂F
∂x1
− ∂F
∂x2
)
dx1 ∧ dx2 . (A.16)
An dieser Stelle ist noch anzumerken, dass in der Physik häufig das ∧ zwischen dx1 und
dx2 weggelassen wird. Dafür muss man aber immer auf die Orientierung der von C und
∂C achten.
12Dieser Satz tritt in verschiedenen Formen und Ausführungen auf und wird deshalb auch Satz von
Newton-Leibniz-Gauss-Green-Ostrogradskii-Stokes-Poincaré genannt [Arn00].
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