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摘 要：为了提高相符预测器的计算效率，在算法中引入基于核的度量学习．将其学习过程分解成 2 部分：先通过提
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Abstract：In order to improve the computational efficiency of conformal predictor，a procedure of adaptive kernel-based 
distance metric learning was incorporated in the algorithm. The learning process was divided into two stages. Firstly，an op-
timized kernel was obtained by increasing the class separability of 75% of the training samples. Secondly，the k nearest 
neighbor classifier was used to design a nonconformity measure function in the optimized kernel space. And then the stan-
dard conformal predictor algorithm was conducted on the remaining 25% of the training samples. The new method was ap-
plied to the multiple fault diagnosis of Tennessee Eastman process. The results show that the new algorithm provides substan-
tial reductions in computational time，and ensures high predictive efficiency as well. 






















一 个 有 偏 的 、方 差 较 大 的 置 信 度 ．相 符 预 测 器
(conformal predictor，CP)[6-8]是最近发展起来的一种
置信学习模型，它为每一次预测结果提供精确可控的
置 信 度 ，具 有 理 论 保 证 的 、严 格 的 校 准 性 (well-
















邻(k nearest neighbors，kNN)和线性判别函数(linear 
discriminant classifier，LDC)等来设计奇异度函数，从
而在 CP 框架下产生了 CP-SVM、CP-KP、CP-kNN，
CP-LDC 等算法．从另一个角度来说，也可以认为 CP
为这些机器学习算法的预测结果提供了一个可靠性








































(Tennessee Eastman process，TEP)[3,5]进行测试． 
1 相关研究 
以工业系统的在线故障检测为例，研究对象产生
训练样本序列 1 1 1 1( , ), , ( , )n nx y x y− −L 和一个未知类别的
待测数据 nx ， ,i ix X y Y∈ ∈ ， 1, 2, ,i n= L ，n N∈ ；其中
X 和Y 分别代表属性空间和类别空间，并记样本空间
为 Z X Y= × ．不断有新的待测样本加入，其真实标签
在下一个待测样本到来之前给出，本文将上述在线学
习问题标记为 E . 
1.1 算法随机性理论与相符预测器 














  定义 1[6] 函数 ( 1): nn nA Z Z R
− × → 是一个样本奇异
度函数，产生的样本奇异值(nonconformity score)为 
   1 1 1, : ( , , , , , , )i n i i i nn N A z z z z zα − +∀ ∈ = L L  
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      1, 2, , 1i n= −L  
   1 1: ( , , , )n n n nA z z zα −= L                  (1) 
式中： 称为数据包，其包含的元素可以任意交换位




  定义 2[6] 给定学习问题 E，当使用者给定置信度
1 ε− 和样本奇异度量函数 nA ，一个平滑的相符预测
器输出该风险水平ε 下的域预测 εΓ 为 
   , 1 1( , , , , ) { :n n n n yz z x y Y p
ε τΓ τ− = ∈ =L
| { 1, , : } | | { 1, , : } |i n n i ni n i n
n
α α τ α α= > + = =L L
}ε>               (2) 
式中：y 是 nx 的所有可能类别； yp 是随机性检验值，





  定理 1[6] 相符预测器满足可校准性，即 







≤                       (3) 
式中 nE
























采用 kNN 设计的样本奇异度函数为 
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=∑ 表示类别不为 y 的所有样本中，在欧





=∑ 表示类别为 y 的所有样本中，与样本 i 最近














2 CP-KerNN 算法 
2.1 算法原理 
本文将训练样本集划分为压缩样本集和校验样


















与同样采取 2 阶段学习策略的 ICP 相比，本文方
法的特点在于，压缩样本集的信息实际上是以间接方
式提供给奇异度函数，样本奇异值的计算仍然是在线
的；而 ICP 的样本奇异度函数完全通过第 1 阶段的数
据离线学习而决定，是固定的，忽略了不断加入的在






CP-KerNN 与 CP-kNN 不同之处在于前者在优化后
的核空间中进行在线运算，而后者是在原空间中．由
于在线运算过程时所采用的奇异度函数仍然基于




   0( , ) ( ) ( ) ( , )i j i j i jk x x q x q x k x x=              (5) 




0 ( , ) e i j
x x
i jk x x
γ− −= ，即高斯径向基函数. ( )q ⋅ 为优
化因子函数，形式为 
   0 1
1
( ) ( , )
n
i j i j
j
q x k x xω ω
=




1 ( , ) e i j
x x
i jk x x
γ− −= ； 0ω 和 jω 为 优 化 组 合 系
数．这种定义使得用于度量学习的核函数 ( , )i jk x x 仍
满足 Mercer 定理． 
上述核函数可用矩阵形式表示为  
   0=K QK Q                           (7) 
式 中 ： [ ( , )]i j n nk x x ×=K ； 0 0[ ( , )]i j n nk x x ×=K ； =Q  
T
1 2[ ( ), ( ), , ( )]nq x q x q xL ．
T
0 1( , , , )nω ω ω=W L ，于是可得
1=Q KW ，且有 
   
1 1 1 1 1
1
1 1 1 ( 1)
1 ( , ) ( , )
1 ( , ) ( , )
n
n n n n n
k x x k x x
k x x k x x
× +
⎛ ⎞







    (8) 
  核函数优化过程本质上是优化参数 W，优化的目
标函数是样本集在特征空间的类分开性函数，即 








                         (9) 
式中 bS 和 wS 分别为类间和类内离散矩阵．当衡量两
类数据(数据量 1 2n n n= + )之间的可分性时，将基核
矩阵 0K 按照样本的类别调整并划分成 4 个子矩阵，
即 











                     (10) 
其中各子矩阵 0 0 0 011 12 21 22( ) ( ) ( ) ( )K K K K﹑ ﹑ 和 ,的规模分别 
为 1 1 1 2n n n n× ×﹑ 、 2 1 2 2n n n n× ×和 ．类分开性表达式变换
为 





( ) = = =
W M W Q B Q J
J W
JW N W Q D Q
         (11) 
其中 T0 1 0 1=M K B K ，
T
0 1 0 1=N K D K ，且有 
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        (13) 
本文采用梯度下降法进行迭代优化，需要设置的





输入：训练样本 1 1 1 1( , ), , ( , )n nx y x y− −L ，参数 m 、η 、
0γ 、 1γ . 
输出：优化核参数 T0 1( , , , )nω ω ω=W L . 
步骤 1 构建样本的基核函数矩阵，根据类别调
整并划分为各种子矩阵  0 ,  , 1, 2, ,
i j i j c=K L ；计算相应
的  0 0
i j i j和B D . 
步骤 2 初始化组合参数 (0) T(1,0, ,0)=W L 和学习
率 (0)η . 
步骤 3 计算一对一方法构成的每两类之间的分
开性度量值  ( ),  , 1, ,i j t i j c=J W L .  
步骤 4 选择  ( , ) arg min( )i ju v = J ，计算 , ,0 0
u v u vM N﹑ ﹑ 
,
1
u vJ 、 ,2
u vJ . 
步骤 5 按式 
1 , , , ,
2 0 1 0, 2
2
2( ) ( )
( )
t t u v u v u v u v
u vtη
+ = + −W W J M J N
J
 
更新 tW ，并对 1t+W 进行归一化，使得 1 1t+ =W ，其中
( ) (0)(1 )tt
n
η η= − . 
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步骤 6 判断迭代次数是否到 m ，否则转步骤 3. 
2.3 CP-KerNN 算法 
当学习问题为 E 时，将样本集划分成两个部分，
选取 ( )k km m n< 个数据作为第 1 阶段的压缩数据，即




中；在第 2 阶段，利用核映射模型 M、校验样本集以及
待测样本 nz ，定义奇异度函数如下. 
  定义 3 1 1 1: ( , , , , , , , )ki n i m i i nA z z z z z Mα + − += L L  
     1, , 1ki m n= + −L  
      1 1: ( , , , , )kn n n m nA z z z Mα + −= L      (14) 
  预测输出为 
   1 1( , , , , , ) { :M n n n kz z x m y Y
εΓ τ− = ∈L yp =  




α α= + >
−
L  
     
| { 1, , : } |





































=∑ θ 表示序号为 1, ,km n+ L 、类别不为 y 的




ijj=∑ θ 表示序号为 1, ,km n+ L 、类别为 y 的所有




输 入 ： 1 1 1 1( , ), , ( , )n nx y x y− −L ，待 测数 据 nx ，参 数
m 、η 、 0γ 、 1γ 、 km 、k. 
输出： nx 的域预测 
εΓ . 
  步骤 1 调用第 2.2 节中的算法，利用 1 1( , ), ,x y L  
( , )
k km m
x y 进行核函数优化，得到核映射 M. 
  步骤 2 通过核映射 M 计算数据 1{ , , }km nx x+ L 的
核矩阵 ( )  ( )[ ( , )] k kn m n mi j − × −θ . 
  步骤 3 初始化预测集 εΓ = ∅和校验样本集  
   1 1 1 1{( , ), , ( , )}k km m n nV x y x y+ + − −= L  
  步骤 4 for =1 to j c (c 为样本的类别数)  
  指定 j 为 nx 的假设类别，根据式(16)计算 1{( ,+kmx  
1 1 1), , ( , ), ( , )}+ − −Lkm n n ny x y x j 的奇异值；根据式(15)计




np ε> ，则 { }
ε εΓ Γ= U j . 
   end for    j  
  步骤 5 获得 nx 的真实类别 ny ，扩充校验样本集











2.4 时间复杂度分析和各种 CP 算法的比较 
为了便于比较，不考虑用来压缩信息和设计奇异
度函数的模型的具体形式． 
(1)CP 算法必须首先对规模为 n 的样本序列构
建奇异度算法模型(如 SVM)，所需的时间复杂度记
为 train ( )B n ，而由奇异度算法模型作用在 n 个样本上
得 到 样 本 奇 异 性 度 量 ，所 需 的 时 间 复 杂 度 记 为
apply ( )B n ；该过程要重复 c 次(类别数)，因此经典 CP
算法的时间复杂度可表示为 train apply[ ( ) ( )]c B n B n+ . 
(2)ICP 算法首先对规模为 km 的训练样本构建
奇异度算法模型，所需的时间复杂度记为 train ( )kB m ，
由奇异度算法模型作用在 kn m− 个剩下样本上得到
样本奇异性度量，时间复杂度记为 apply ( )kB n m− ，由于
ICP 针对校验样本不再重复训练奇异度算法，因此总
的时间复杂度为 train apply( ) ( )k kB m cB n m+ − . 
(3)本文所提算法首先将规模为 km 的训练样 
本的信息以模型的形式压缩和提取，所需的时间 
复杂度记为 1 train ( )kO I m= ；由该算法模型将信息传 
递给后续 − kn m 个检验样本，时间复杂度记为 2 =O  
applyI ( )kn m− ；在后续个 kn m− 检验样本上实现标准
CP 算 法 ，该 过 程 所 需 的 时 间 复 杂 度 记 为 3 = ⋅O c  
train[B apply( ) ( )]k kn m B n m− + − ，因此总的时间复杂度为
1 2 3O O O+ + ． 
由以上分析可知，ICP 算法复杂度最小；本文所
提算法的时间复杂度与 CP 相比，多了 1O 和 2O 两项，
但由于一般情况下 kn m− 比 n 小得多，因此 3O 耗费时
间要比 CP 小得多．另外，由于只需 1O 和 2O 部分运行







各种 CP 算法性能对比见表 1. 
表 1 CP算法性能对比 
Tab.1 Performance comparison of different CP 
CP- 
算法性能 
KerNN kNN SVM 
AL- 
CP ICP 
需重新训练分类器 否 否 是 是 否 
特征空间 优化核 原始 基核 原始 原始/基核
运算效率 高 低 低 高 高 
预测效率 高 高 高 低 低 
满足算法随机性 是 是 是 否 是 
理论分析说明，CP-KerNN 的计算效率虽然比
ICP 稍差，但一定优于标准 CP 算法；AL-CP 和 ICP
的预测效率又比标准 CP 算法差．因此实验部分将只
需说明 CP-KerNN 的预测效率不差于标准 CP 算法，







为 3 min 时，每类故障累积的样本量不能少于 480
个．本文针对 4 种生产过程中的典型故障进行研究，
采样间隔为 3 min，每类的采样样本量为 800(480 用
于训练，320 用于测试)；实验数据共有 5 个类别，包
括 4 个故障类和 1 个正常类，因此 TEP 仿真器将产




表 2 TEP 4种典型故障描述 
Tab.2 Description of four kinds of TEP fault diagnosis 
故障类别 故障描述 类 型 
1 
进料 1/进料 3 的比率，进料 2
成分不变 
阶跃 
2 反应器冷却水的入口温度 阶跃 
3 进料 4 的进料温度 随机变量 
4 反应器冷却水的入口温度 随机变量 
实验的第 1 部分用于说明优化核函数的效果，即
数据集被映射到不同空间中的类分开性；第 2 部分检
验 CP-KerNN 预测置信度的有效性；第 3 部分比较欧
式空间、基核空间和优化核空间中采用 kNN 设计奇
异度时，算法的预测效率． 
实验构建了 3 个样本集：压缩集 T、校验集V 和
测试集 S ．将 4 000 个原始数据随机分配到 3 个样本
集中，总的训练样本数目为 480×5=2 400，其中压缩集
T 的规模为 1 800，校验集V 的规模为 600，即压缩比
例为 3/4．测试样本 S 的数目为 320×5=1 600．重复实
验 20 次，所有实验结果均为平均值． 
在学习的第 1 阶段，为了避免核优化时间耗费过




为校验样本集V 的类分开性度量 J ，根据实验数据，
最终选取 0γ =0.8， 1γ =0.9(过程略) ． 
当采用 kNN 设计奇异度函数时，近邻数 k 的候
选值为{1，3，9，21，51，99}. 
3.2 数据集在不同空间里的类分开性 
由表 3 可以看出，压缩集映射到基核函数 0K 后，
类可分性有了很大提高；通过核函数优化，可进一步
提高类分开性，如果精细调整优化算法参数，则效果
可能更加明显.校验集V 和测试集 S 的类分开性的变
化情况和压缩集一致，说明核函数优化算法具有很好
的泛化性.V 和 S 在核空间中的类分开性好于原始欧
氏空间，将提高在线学习的预测效率. 
表 3 数据集在不同空间中的类分开性 
Tab.3 Class separabilities of the data set in different spaces 
数据集 欧氏空间 基核空间 优化核空间 
T 0.42 0.51 0.55 
V + S 0.28 0.44 0.48 
 
3.3 CP-KerNN 的置信预测及其校准性 
表 4 为针对某一个真实类别是 1 的样本进行的
随机性检验，其中近邻数 k=1．由表 4 可知，除了类别





从表 4 可以分析在不同置信度1 ε− 下算法的输
出结果．当预设的置信度在 86.3%以上时，预测集包
含 2 个可能的真实类别：1 或 2，此时为不确定预测；
当置信度在区间[7.0%，86.3%]时，给出唯一的输出 
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表 4 待测数据的随机性检验(真实类别为 1) 
Tab.4 Randomness testing of a test example in class 1 
候选类别 p 值 
故障 1 0.930 
故障 2 0.137 
故障 3 0.012 












图 1 CP-KerNN的校准性 
Fig.1 Calibration property of CP-KerNN 
3.4 CP-KerNN 的预测效率和计算效率 





更希望得到确定的预测结果．表 5 分析了 3 种不同置
信度水平下 CP-KerNN 的预测效率(近邻数 k=1). 
表 5 CP-KerNN算法的预测效率 
            Tab.5 Predictive efficiencies of CP-KerNN         % 
置信度 准确率 确定率 偏好率 空集率 
80 80.97 79.44 71.26 13.21 
95 94.65 91.75 84.57 2.65 
99 98.23 70.64 62.45 1.33 










S=1 600；CP-KerNN 只有检验集 V 参与在线训练，在
线训练集 T V′ = = 600 基于欧氏空间(即 CP-kNN)和
基核空间的 CP 算法没有核优化过程，因此不需要划
分压缩集和校验集，在线训练集T ′′ =2 400． 
为了方便对比，k 值均取为 1．从表 6 可以看出，
在 3 种置信度水平下，CP 算法在优化核空间中的预
测效率最高，基核空间次之，欧氏空间中预测效率最
低．在线学习阶段中，CP-KerNN 依赖较小的样本集
T ′获得比基于较大样本集 T ′′ 的 CP 算法还高的效











表 6 不同空间中的预测效率比较(k=1) 
Tab.6 Comparison of certain prediction rates in dif- 
ferent spaces(k=1)                        % 
置信度 欧氏空间 基核空间 优化核空间 
80 68.76 69.87 79.44 
95 76.26 85.78 91.75 
99 63.89 66.34 70.64 
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能显著提高计算效率． 
表 7 不同空间中的确定率与 k值的关系(置信度取 95%) 
Tab.7  Relationship between certain prediction rates and 
different values of k in different spaces (with 
confidence level 95%) 
参数 k 欧氏空间/% 基核空间/% 优化核空间/% 
1 76.26 85.78 91.75 
3 77.78 81.35 87.75 
5 78.56 81.89 86.64 
9 78.96 80.46 86.02 
19 76.00 80.08 81.45 
51 72.14 75.37 78.89 
99 70.00 74.89 76.59 
4 结 语 
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