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BOUNDARY REGULARITY FOR THE ∞-HEAT
EQUATION
NIKOLAI UBOSTAD
Abstract. We study the boundary regularity for the normalised
∞-heat equation ut = ∆N∞u in arbitrary domains. Perron’sMethod
is used for constructing solutions. We characterize regular bound-
ary points with barrier functions, and prove an Exterior Sphere
condition. A Petrovsky criterion is established.
1. Introduction
The p-parabolic equation
(1.1) ut = div(|Du|p−2Du),
1 < p <∞, has been extensively studied, see for example [Bar52] and
[DiB93]. The study of the Dirichlet problem on arbitrary domains was
initiated by Kilpela¨inen and Lindqvist in [KL96], where the Perron
Method was used to construct solutions.
Equations of this type are typically difficult to study in domains
that are not space-time cylinders, i.e. in domains not of the form
Q× (0, T ) ⊂ Rn × (0, T ).
In this paper, we study the normalised ∞-parabolic equation, also
called the normalised ∞-heat equation,
(1.2)
{
ut −∆N∞u = 0 in Ω,
u = f on ∂Ω,
where the normalised ∞-Laplace operator is defined by
(1.3) ∆N∞u :=
〈
D2u
Du
|Du| ,
Du
|Du|
〉
=
1
|Du|2
n∑
i,j=1
uxiuxjuxixj .
Note that if u(x, t) = G(r, t), for a smooth function G and r = |x|,
(1.3) reads Grr(r, t) when x 6= 0.
The initial value problem was studied by Juutinen and Kawohl in
[JK06]. They proved a comparison principle, and the existence of vis-
cosity solutions in space-time cylinders using an approximation argu-
ment. As in the p-parabolic case, arbitrary domains are more challeng-
ing. Following Kilpela¨inen and Lindqvist, we employ Perron’s method
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to construct solutions in arbitrary domains Ω in Rn × (−∞,∞). We
shall prescribe boundary values on the whole boundary ∂Ω as if (1.2)
were an elliptic equation. The boundary values are in general not at-
tained at all points.
These Perron solutions are always viscosity solutions of (1.2) in Ω.
However, the values they takes on the boundary may not be the same
as the desired boundary values f(ζ). Points satisfying
lim
η→ζ
u(η) = f(ζ), η ∈ Ω, ζ ∈ ∂Ω
for every continuous boundary function f are called regular points of
the boundary for the ∞-heat equation. A point ζ of the boundary
satisfies a barrier condition if there exists a supersolution w defined on
the entire domain, such that w(ζ) = 0 and w(η) > 0 for ζ 6= η. In this
case, w is called a barrier function in Ω.
The stationary equation
(1.4)
n∑
i,j=1
uxiuxjuxixj = 0
has an interesting story. It was first studied by Aronsson in [Aro67] in
connection with absolutely minimizing Lipchitz extensions of functions.
Because of this property, all boundary points are regular for (1.4).
Other applications are image processing, see [CMS98], and it arises in
connection with stochastical games, cf. [PSSW09]. We mention that
there also is a game-theoretic interpretation of (1.2), see [MPR10].
Our main results are as follows.
Theorem 1.1. A boundary point ζ0 is regular for (1.2) if and only if
there exists a barrier at ζ0,
This is a criterion for regular points on the boundary. Using this,
we prove that every point on the parabolic boundary of cylinders are
regular:
Theorem 1.2. Let Q ⊂ Rn, and let QT = Q × (0, T ). Assume 0 <
t0 < T and x0 ∈ ∂Q. Then ζ0 = (x0, t0) is a regular point of ∂pQT .
We also have the following Petrovsky condition
Theorem 1.3. The origin (x, t) = (0, 0) is a regular point for (1.2) in
the domain enclosed by the hypersurfaces
{(x, t) ∈ Rn × (0,∞) : |x|2 = −4t log | log |t||} and {t = −c},
for 0 < c < 1.
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Note that this result is analogous to the 1-dimensional heat equation,
see [Pet35]. However, Theorem 1.3 is completely independent of the
number of spatial variables, in contrast to the same result for the heat
equation.
Theorem 1.3 is in some sense sharp:
Theorem 1.4. The origin is not a regular point for the domain defined
by |x|2 = −4(1 + ǫ)t log | log |t|| for any ǫ > 0.
These results are very similar to the theorems for the p-parabolic
equation in [Lin95]. Our Petrovsky condition is somewhat easier, due
to the similarity of (1.2) and the heat equation.
We limit our presentation to bounded domains and continuous bound-
ary functions.
Our work is structured as follows. Section 2 contains the existence
and comparison results, while Section 3 introduces the Perron method
for viscosity solutions of the equation. In Section 4 we introduce the
concept of barrier functions, and we provide an Exterior Sphere con-
dition. We also prove that the future cannot influence the present. A
brief discussion of the so-called Infinity Heat Balls is also provided. The
proof of Theorem 1.2 is provided in Section 5. A Petrovsky criterion is
established in Section 6. Appendix A contains a brief discussion of the
boundary regularity for the related equation
ut =
n∑
i,j=1
uxiuxjuxixj ,
studied by Crandall and Wang in [CW03]. In this case we do not know
if it suffices with a single barrier. We prove that if there exists a family
of barriers at ζ0, then ζ0 is a regular point.
1.1. Notation. In what follows Ω is an arbitrary bounded domain in
R
n × (−∞,∞). QT is a space-time cylinder: QT = Q × (0, T ), ∂Ω is
the Euclidean boundary of Ω and ∂pQT is the parabolic boundary of
QT , i.e. (Q×{0})∪ (∂Q× (0, T ]). (It consists of the ”bottom” and the
sides of the cylinder. The top is excluded.) ζ, η ∈ Rn×R are points in
space-time, that is ζ = (x, t).
Du denotes the gradient with respect to the spatial coordinates x of
u, and D2u is the spatial Hessian matrix of u.
The space of symmetric n× n matrices is denoted by Sn. The diam-
eter of a set Ω ⊂ Rn+1 is defined by
diam(Ω) = sup
ζ,η∈Ω
|ζ − η|.
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The space of lower semicontinuous functions from Ω to
R∪ {∞} is denoted by LSC(Ω), while USC(Ω) are the upper semicon-
tinuous ones.
2. Existence and Comparison
We seek to construct solutions to the ∞- heat equation{
ut −∆N∞u = 0 in Ω,
u = f on ∂Ω,
using Perron’s method. The following definitions are taken from
[DiB95]:
Definition 2.1. We say that u ∈ USC(Ω) is a viscosity subsolution to
(1.2) if, for every function ψ ∈ C2(Ω) such that u−ψ has a maximum
at ζ0, we have{
ψt(ζ0)−∆N∞ψ(ζ0) ≤ 0, for Dψ(ζ0) 6= 0
ψt(ζ0)− Λ(D2ψ(ζ0)) ≤ 0, for Dψ(ζ0) = 0.
Likewise, v ∈ LSC(Ω) is a viscosity supersolution in Ω if, for every
ψ ∈ C2(Ω) such that v − ψ has a minimum at ζ0, we have{
ψt(ζ0)−∆N∞ψ(ζ0) ≥ 0, for Dψ(ζ0) 6= 0
ψt(ζ0)− λ(D2ψ(ζ0)) ≥ 0, for Dψ(ζ0) = 0,
where λ(D2ψ(ζ0)),Λ(D
2ψ(ζ0)) is the minimal and maximal eigenvalue
respectively of the Hessian matrix D2ψ(ζ0). A function that is both a
viscosity sub- and supersolution is a viscosity solution.
Remark 2.2. An important result in [CIL92] is that if a function
u ∈ C2(Ω) is such that Du 6= 0 and ut−∆N∞u = 0 holds pointwise, then
u is a viscosity solution of (1.2). Hence we can calculate ut −∆N∞u for
concrete C2- functions to verify that they are valid viscosity solutions.
If Du = 0, more care is needed.
Equivalently, we can characterize viscosity solutions in terms of the
parabolic semi-jets.
Definition 2.3. The parabolic upper semi-jet of u at (x, t) is denoted
by P2,+Ω u(x, t) and is the set of all (a, p,X) ∈ R× Rn × Sn so that
u(x, t) ≤ a(t−s)+ 〈p, x−y〉+ 1
2
〈X(x−y), x−y〉+o((t−s)+ |x−y|2),
as (y, s)→ (x, t). Furthermore, P2,−Ω u(t, x) = −P2,+Ω (−u(x, t)).
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One can then prove the following equivalent definition, see Chapter
8 of [CIL92]:
Theorem 2.4. A viscosity subsolution of (1.2) is a function u ∈
USC(Ω) so that 
a−
〈
X p
|p|
, p
|p|
〉
≤ 0, if p 6= 0
a− Λ(X) ≤ 0 if p = 0,
for (a, p,X) ∈ P2,+Ω u(x, t). A similar result holds for viscosity superso-
lutions.
In what follows, a (sub/super-) solution will always refer to a viscos-
ity (sub/super-) solution.
Remark 2.5. in the literature the terms viscosity supersolutions and p-
superparabolic functions appear in connection with equation (1.1). The
latter ones are defined via a comparison principle with respect to the
weak solutions. Both concepts define the same class of functions. For
the equation (1.2), there are no weak solutions to compare with, only
viscosity solutions are available. Thus we avoid the term superparabolic
here.
We need some preliminary results regarding existence and compari-
son, both from Juutinen & Kawohl. The first result is Theorem 3.1 in
[JK06].
Theorem 2.6 (Comparison). Let QT = Q × (0, T ), where Q is a
bounded domain, and let u, v be, respectively, a supersolution and a
subsolution of the equation in QT . Assume further that
lim sup
ζ→ζ0
u(ζ) ≤ lim inf
ζ→ζ0
v(ζ)
for all ζ0 ∈ ∂pQT (excluding the possibility that both sides are either ∞
or −∞ at the same time). Then u ≤ v in QT .
The following existence result is Theorem 4.1 in [JK06].
Theorem 2.7 (Existence). Let QT = Q×(0, T ), where Q is a bounded
domain, and let φ ∈ C(Rn+1). Then there exists a unique h ∈ C(QT ∩
∂pQT ) such that h = φ on ∂pQT and
ht −∆N∞h = 0 in QT
We wish to extend both theorems to an arbitrary domain.
The following lemma will be useful to us:
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Lemma 2.8. Let ui be a locally uniformly bounded sequence of viscosity
solutions in Ω. Then there exists a subsequence that converges locally
uniformly in Ω to a viscosity solution.
Proof. Let Σ ⊂ Ω be a proper subdomain. Corollary 5.2 in Juutinen
& Kawohl guarantees the existence of a constant C > 0 so that
|Dui(ζ)| ≤ C
(
1 +
||ui||∞
dist(ζ, ∂pΩ)
)
,
that is, {ui} is equicontinuous in Σ. The Arzela`-Ascoli theorem gives
the existence of a subsequence converging uniformly in Σ to a continu-
ous function. Exhausting Ω by a sequence of subdomains and using an
diagonalization argument, we obtain a locally uniformly convergence
sequence, again denoted by ui.
It remains to show that u is a solution on each box Qt1,t2 = Q ×
(t1, t2) ⊂ Ω. Let h be the solution in Qt1,t2 with boundary values u on
∂pQt1,t2 (Theorem 2.7 guarantees the existence of such a h.) Let ǫ > 0.
For large enough values of i, we have
h− ǫ = u− ǫ < ui < u+ ǫ = h+ ǫ
on ∂pQt1,t2. The comparison principle 2.6 gives
h− ǫ ≤ ui ≤ h + ǫ
in Qt1,t2 , and so
h− ǫ ≤ u ≤ h+ ǫ,
and u = h. 
We shall prove a comparison result for arbitrary domains. For this
we rely on the parabolic version of Ishii’s Lemma, taken from [CI90].
Theorem 2.9. Let u, v ∈ USC(Q × Q × (0, T )), be subsolutions to
the ∞-heat equation. Let θ(x, y, t) be once differentiable in t and twice
differentiable in (x, y). Define
w(x, y, t) = u(x, t) + v(y, t)− θ(x, y, t),
and assume that w attains an interior maximum at the point (xˆ, yˆ, s) ∈
Q×Q× (0, T ). Then, for each ǫ > 0 there are matrices X, Y ∈ Sn such
that
(b1, Dxθ(xˆ, yˆ, s), X) ∈ P¯2,+Ω u(xˆ, s),
(b2, Dyθ(xˆ, yˆ, s), Y ) ∈ P¯2,+Ω v(yˆ, s)
−
(
1
ǫ
+ ||A||
)
I ≤
(
X 0
0 Y
)
≤ A+ ǫA2
and b1 + b2 = θt(xˆ, yˆ, s) and A = D
2θ(xˆ, yˆ, s).
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We can now prove the comparison theorem for general domains.
Theorem 2.10. Let Ω be bounded domain in Rn × R, and let u, be a
subsolution and v a supersolution in Ω. Assume further that
lim sup
ζ→ζ0
u(ζ) ≤ lim inf
ζ→ζ0
v(ζ)
for all ζ0 ∈ ∂Ω (excluding the possibility that both sides are either ∞
or −∞ at the same time). Then u ≤ v in Ω.
Proof. We make the following antithesis :
Assume that
(2.1) sup
Ω
(u(x, t)− v(x, t)) > 0
and that the supremum is attained at some (xˆ, tˆ) ∈ Ω. Consider the
function
(2.2) wǫ(x, t, y, s) = u(x, t)− v(y, s)− 1
4ǫ
|x− y|4 − 1
2ǫ
(t− s)2,
and let wǫ have a maximum at (xǫ, tǫ, yǫ, sǫ). Since we assumed that
lim sup
ζ→ζ0
u(ζ) ≤ lim inf
ζ→ζ0
v(ζ),
(2.1) implies that this maximum is in the interior of Ω× Ω for ǫ small
enough, see Theorem 3.4 in [Koi04].
1. If xǫ = yǫ, then v − φ has a minimum at (yǫ, sǫ), where
φ(y, s) = − 1
4ǫ
|x− y|4 − 1
2ǫ
(t− s)2.
Since v is a supersolution and Dφ(yǫ, sǫ) = 0, we get
0 < φt(yǫ, sǫ) < λ(D
2φ(yǫ, sǫ) =
1
ǫ
(tǫ − sǫ).
In the same way we get that u− ψ, where
ψ(x, t) =
1
4ǫ
|x− y|4 + 1
2ǫ
(t− s)2,
has a maximum at (xǫ, tǫ). Thus
0 > ψt(xǫ, tǫ) > Λ(D
2φ(xǫ, tǫ)) =
1
ǫ
(tǫ − sǫ).
Subtracting these two inequalities gives
0 <
1
ǫ
(tǫ − sǫ)− 1
ǫ
(tǫ − sǫ) = 0,
a contradiction.
2. If xǫ 6= yǫ, Ishii’s Lemma now gives, after fixing t = tǫ and s = sǫ
in wǫ, the existence of symmetric matrices Xǫ, Yǫ so that
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(
1
ǫ
(tǫ − sǫ), 1
ǫ
|xǫ − yǫ|(xǫ − yǫ), Xǫ
)
∈ P¯2,+u(tǫ, xǫ),(2.3) (
1
ǫ
(tǫ − sǫ), 1
ǫ
|xǫ − yǫ|(xǫ − yǫ), Yǫ
)
∈ P¯2,−v(sǫ, yǫ),(2.4)
and Yǫ ≥ Xǫ. Since u is a subsolution and v is a supersolution, we get
by Theorem 2.4 and inserting (2.3) and (2.4) into the equation (1.2)
and subtracting,
0 <
1
ǫ
(tǫ − sǫ)−
(
Yǫ
(xǫ − yǫ)
|xǫ − yǫ|
)
· (xǫ − yǫ)|xǫ − yǫ|
−
[
1
ǫ
(tǫ − sǫ)−
(
Xǫ
(xǫ − yǫ)
|xǫ − yǫ|
)
· (xǫ − yǫ)|xǫ − yǫ|
]
= −
(
(Yǫ −Xǫ)(xǫ − yǫ)|xǫ − yǫ|
)
· (xǫ − yǫ)|xǫ − yǫ| ≤ 0,
a contradiction. 
3. The Perron Method
We start with a definition. Let f : ∂Ω→ R be a bounded function.
Definition 3.1. A function u belongs to the upper class Uf if u is a
viscosity supersolution in Ω and
lim inf
η→ζ
u(η) ≥ f(ζ)
for ζ ∈ ∂Ω.
A function v belongs to the lower class Lf if v is a viscosity sub
solution in Ω and
lim sup
η→ζ
v(η) ≤ f(ζ)
for ζ ∈ ∂Ω.
We define the upper solution
Hf(ζ) = inf{u(ζ) : u ∈ Uf},
and the lower solution
Hf (ζ) = sup{v(ζ) : v ∈ Lf}.
Note that the inf and sup are taken over functions.
Remark 3.2. The Comparison Principle 2.10 gives immediately that
v ≤ u in Ω, for v ∈ Lf and u ∈ Uf , and hence
Hf ≤ Hf .
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Whether Hf = Hf holds in general, is a more subtle question.
A classical tool in the potential theory is the parabolic modification:
Let QT = Q× [0, T ] be a cylinder contained in Ω, and define
v(ζ) = sup{h(ζ) : h ∈ C(QT ), h is∞− parabolic and h ≤ u on ∂pQT}.
Now let
U =
{
u in Ω \QT
v in QT .
It is clear that U ≤ u in Ω. Furthermore, we have the following
Lemma 3.3. U is a supersolution in Ω and a solution in QT .
Proof. Choose an increasing sequence hi of continuous functions on
∂pQT so that limi→∞ hi = u, and let ui be the solution with boundary
values hi. The Comparison Principle 2.6 now implies that ui is an in-
creasing sequence, and that the limit function is v. Since ui is bounded,
Lemma 2.8 gives that the limit function is a solution. The immediate
consequence is that U is a supersolution in Ω. 
3.1. Perron solutions are viscosity solutions. We show that the
Upper Perron solution is a viscosity solution.
Letting H = Hf , we show that H is a supersolution.We check that{
φt(ζ0)−∆N∞φ(ζ0) ≥ 0 when Dφ(ζ0) 6= 0,
φt(ζ0)− λ(D2φ(ζ0)) ≥ 0 when Dφ(ζ0) = 0,
whenever φ ∈ C2(Ω) and
0 = (H − φ)(ζ0) < (H − φ)(ζ),
for ζ ∈ Ω \ {ζ0}.
Let r > 0 be so that B2r(ζ0) ⊂ Ω. By our assumption, we can find a
σ > 0 so that
(3.1) inf
∂Br(ζ0)
(H − φ) = σ
Now choose a sequence of points {ζǫ} ⊂ Br so that ζǫ → ζ0 and |φ(ζǫ)−
φ(ζ0)| < ǫ, as ǫ→ 0. Also choose {uǫ} ⊂ Uf so that
uǫ(ζǫ) + ǫ ≥ H(ζ0).
Equation (3.1) gives that for small ǫ < σ/2, we have
inf
∂Br(ζ0)
(uǫ − φ) > (uǫ − φ)(ζǫ).
Thus there are points ηǫ ∈ Br(ζ0) where uǫ − φ attains its minimum
over Br(ζ0).
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1. If Dφ(ηǫ) 6= 0, by definition we have
(3.2) φt(ηǫ)−∆N∞φ(ηǫ) ≥ 0
since uǫ is a supersolution. We can assume that ηǫ → η0 (possibly along
a subsequence). Then we get
(H − φ)(ζ0) ≥ (uǫ − φ)(ζǫ) + 2ǫ
≥ (uǫ − φ)(ηǫ) + 2ǫ ≥ (H − φ)(ηǫ) + 2ǫ→ (H − φ)(η0),
and hence η0 = ζ0, and sending ǫ→ 0 in (3.2), we get
φt(ζ0)−∆N∞φ(ζ0) ≥ 0.
2. If Dφ(ηǫ) = 0, by definition we have
φt(ηǫ)− λ(D2φ(ηǫ)) ≥ 0.
Arguing as above, sending ǫ→ 0,
φt(ζ0)− λ(D2φ(ζ0)) ≥ 0,
by the continuity of the mapping ζ → λ(D2φ(ζ)). Thus the Upper
Perron solution H is a viscosity supersolution.
Theorem 4.3 in [Koi04], together with the comparison principle 2.10
gives that H is a subsolution, as well.
The proof that the Lower Perron solution is a viscosity solution is
similar.
4. Barrier functions
Definition 4.1. We say that ζ0 ∈ ∂Ω is regular if
lim
ζ→ζ0
Hf (ζ) = f(ζ0).
for every continuous function f : ∂Ω→ R.
Note that we instead could have used Hf , since Hf = −H−f .
Definition 4.2. A function w is a barrier at ζ0 ∈ ∂Ω if
(1) w > 0 and w is a supersolution in Ω,
(2) lim infζ→η w(ζ) > 0 for η 6= ζ0 ∈ ∂Ω,
(3) limζ→ζ0 w(ζ) = 0.
We shall now prove Theorem 1.1. We state the result again for
convenience.
Theorem. A boundary point ζ0 is regular if and only if there exists a
barrier at ζ0.
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Proof of Theorem 1.1. This is a classical proof. Assume first that there
exists a barrier w at ζ0. Let ǫ > 0. By continuity |f(ζ) − f(ζ0)| < ǫ
whenever |ζ − ζ0| < δ. choose a constant M so that
Mw(ζ0) ≥ 2||f ||∞,
whenever |ζ − ζ0| ≥ δ. Consequently, the function Mw + ǫ + f(ζ0) is
in the upper class Uf , and has the limit f(ζ0) + ǫ as ζ → ζ0, while
−Mw − ǫ+ f(ζ0) ∈ Lf and has the limit f(ζ0)− ǫ. Thus
−Mw(ζ)− ǫ+ f(ζ0) ≤ Hf (ζ) ≤ Hf(ζ) ≤Mw(ζ) + ǫ+ f(ζ0),
or
|Hf(ζ)− f(ζ0)| ≤ ǫ+Mw(ζ),
|Hf(ζ)− f(ζ0)| ≤ ǫ+Mw(ζ).
Since w(ζ) → 0 as ζ → ζ0, we see that Hf(ζ) = Hf(ζ) → f(ζ0) as
ζ → ζ0.This concludes this direction.
For the other direction, assume that ζ0 = (x0, t0) is a regular point.
We aim at constructing a barrier at ζ0. To this end, define
Ψ(x, t) = |x− x0|2 + ǫ(t− t0)2.
Assume x 6= x0. Then DΨ(x, t) 6= 0, and it suffices to show that Ψ is
a classical supersolution. A quick calculation yields
Ψt(x, t)−∆N∞Ψ(x, t) = 2ǫ(t− t0)− 2
so if we choose ǫ so that
0 < ǫ · diam(Ω) < 1
we get that the above is negative, and so Ψ is a subsolution in Ω.
If x = x0, a similar argument as in the proof of Theorem 4.6 shows
that Ψ is a viscosity subsolution even here.
Furthermore, w = HΨ is a barrier at ζ0 since
lim
ζ→ζ0
w(ζ) = Ψ(ζ0) = 0,
by the regularity of ζ0. This shows that 3) holds. 1) follows from
Section 3.1, and 2) holds because of the comparison principle 2.10. 
Remark 4.3. The regularity of a boundary point is a very delicate
issue. For the heat equation, it can happen that a boundary point is
regular for ut − ∆u = 0, while it is irregular for ut − 12∆u = 0. Such
a domain can be constructed using Petrovsky’s criterion, cf. [Wat12].
Since (1.2) coincides with the heat equation when we consider only one
spatial variable, we get that the same holds true for the ∞ -parabolic
equation by adding dummy variables.
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For the ”other” ∞ -heat equation,
(4.1) ut =
n∑
i,j=1
uxiuxixjuxj ,
a similar result holds, but then we need the existence of a family of
barriers, a single barrier is in general not known to suffice. Indeed, for
the related p-parabolic equation (1.1), it is shown that a single barrier
will not suffice if 1 < p < 2, see [BBGP15]. This difficulty stems
from the fact that barriers cannot be multiplied by constants. See the
Appendix for more on this.
In the above, we used the existence of a global barrier. In fact, we
can do with a local barrier.
Lemma 4.4. Let ζ0 ∈ ∂Ω, and let Ω˜ be a domain such that Ω˜ ∩ B =
Ω∩B for some ball B centred at ζ0. Then there is a barrier in Ω at ζ0
precisely when there is a barrier in Ω˜.
Proof. Let w be a barrier at ζ0 in Ω˜. Define
m = inf{w(ζ) : ζ ∈ ∂B ∩ Ω˜}.
Then the function
v =
{
min(w,m) in B ∩ Ω˜
m in Ω \B
is easily seen to be a barrier in Ω. Indeed, since w is assumed to
be a barrier in Ω˜, w|Ω˜ > 0 by the definition, and therefore m > 0
and v > 0. Since Ω˜ ∩ B = Ω ∩ B we see that lim infη→ζ v(η) =
lim infη→ζ w(η) > 0 on ∂Ω˜ ∩B and lim infη→ζ v(η) = m > 0 elsewhere.
At last, limζ→ζ0 v(ζ) = limζ→ζ0 w(ζ) = 0. 
From this we get the following useful corollary.
Corollary 4.5. Let Ω˜ ⊂ Ω, and let ζ0 be a common boundary point.
If ζ0 is not a regular point for Ω˜, then it is not a regular point for Ω.
Proof. Let Ω˜ ⊂ Ω, and let ζ0 be an irregular boundary point for Ω˜.
Assume that ζ0 is regular for Ω. Then Theorem 1.1 gives that there
exists a barrier, w, in Ω. Lemma 4.4 implies the existence of a barrier
in Ω˜, contradicting the irregularity of ζ0. 
Theorem 4.6 (Exterior sphere). Let ζ0 = (x0, t0) ∈ ∂Ω, and suppose
that there exists a closed ball
{(x, t) | |x− x′|2 + (t− t′)2 ≤ R20}
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intersecting Ω precisely at ζ0. Then ζ0 is regular, if the intersection
point is not the south pole, that is (x0, t0) 6= (x′, t′ − R0).
If the point of contact is the north pole, i.e (x, t) = (x′, t′ +R0), the
result is true if the intersecting ball has radius R0 ≥ 1.
Proof. We shall construct a suitable barrier at ζ0. Define
w(x, t) = e−aR
2
0 − e−aR2 ,
with R2 = |x−x′|2+(t− t′)2, and a > 0 a constant to be chosen later.
Clearly, w(x0, t0) = 0, and w(x, t) > 0 if ∂Ω ∋ (x, t) 6= (x0, t0). Close
to ζ0 we have that
δ < |x− x′| and − 2R0 ≤ t− t′.
First we show that w is a viscosity supersolution in Ω. A calculation
yields
Dw(x, t) = 2ae−aR
2
(x− x′),
wt(x, t) = 2ae
−aR2(t− t′),
D2w(x, t) = 2ae−aR
2
(In − 2a(x− x′)⊗ (x− x′)).
(4.2)
1. Assume that x 6= x′. Then (4.2) shows that Dw(x, t) 6= 0, and since
w is smooth we only need to check that w is a classical supersolution.
To this end we see
wt −∆N∞w = 2ae−aR
2
[(t− t′)− 1 + 2a|x− x′|2]
≥ 2ae−aR2 [(t− t′)− 1 + 2aδ2]
≥ 2ae−aR2 [−2R0 − 1 + 2aδ2].
Choosing a so that 2aδ2 ≥ 2R0 + 1 ensures that the above is positive,
and hence w is a supersolution, and Theorem 1.1 gives that ζ0 is regular.
2. When the contact point is the north pole, i.e. (x0, t0) = (x
′, t′ +
R0), special consideration is needed. It may happen that x = x
′, and
therefore Dw = 0 in a neighbourhood of (x0, t0). For the points where
x 6= x′, we calculate
wt −∆N∞w = 2ae−aR
2
[(t− t′)− 1 + 2a|x− x′|2]
≥ 2ae−aR2 [(t− t′)− 1].
For this to be positive, we must demand that (t − t′) > 1 at the
intersection point, and this implies that the sphere must have radius
R0 greater than 1. If this restriction on the radius can be circumvented
is unknown.
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On the other hand, if x = x′ we need to show that for every φ ∈
C2(Ω) touching w from below at (x′, t) we have
(4.3) φt(x
′, t) ≥ λ(D2φ(x′, t)).
We make the following antithesis : Assume there is a φ that touches w
from below at (x′, t) but
(4.4) φt(x
′, t) < λ(D2φ(x′, t)).
Since φ is touching from below, we get
φt(x
′, t) = ut(x
′, t), Dφ(x′, t) = Du(x′, t), D2u(x′, t) ≥ D2φ(x′, t).
This implies, for any z ∈ Rn
〈D2wz, z〉 ≥ 〈D2φz, z〉 ≥ λ(D2φ)|z|2 > φt|z|2
at (x′, t). Inserting D2w(x′, t) = 2ae−aR
2
In, we see
2ae−aR
2 |z|2 > φt(x′, t)|z|2,
and dividing the inequality by |z|2 and inserting φt(x′, t) = wt(x′, t) =
2ae−aR
2
(t− t′), we get
2ae−aR
2
> 2ae−aR
2
(t− t′),
a contradiction, since we demanded that t− t′ > 1. Hence (4.3) holds,
and w is a viscosity supersolution. 
We stress that it was strictly necessary to exclude the south pole.
To see why this is true, let ζ0 = (x0, t0) = (x
′, t′ − R0). Close to ζ0 we
have 0 < |x− x′| < σ and t− (t′ −R0) < 0. Now,
wt −∆N∞w = 2ae−aR
2
[(t− t′)− 1 + 2a|x− x′|2]
< 2ae−aR
2
[−R0 − 1 + 2|x− x′|2]
< 2ae−aR
2
[−R0 − 1 + 2aσ2] < 0
for σ small enough.
Another way to see this, is to consider the Dirichlet problem on
the cylinder Ω = QT = Q × (0, T ), and suppose that f : ∂Ω → R
is continuous. Theorem 2.6 and 2.7 gives the existence of a unique
viscosity solution h in Ω.
Now construct the upper and lower Perron solutions Hf and Hf .
Since both are solutions in Ω, uniqueness gives that Hf = Hf = h,
regardless of what values we choose at that part of the boundary where
t = T . Indeed, h itself need not be in either the upper or lower class,
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because we may not have either h > f or h < f on the plane t = T .
However, if we define
h˜ = h(x, t) +
ǫ
T − t ,
we see that
h˜t −∆N∞h˜ = 0 +
ǫ
(T − t)2 ,
so h˜ is in Uf for ǫ > 0, and in Lf for ǫ < 0.
Example 4.7 (∞- Heat Balls). Juutinen & Kawohl in [JK06] describe
the solution
(4.5) W (x, t) =
1√
t
e−
|x|2
4t
to the ∞-heat equation, and compare it to the fundamental solution
H(x, t) =
1
(4πt)n/2
e−
|x|2
4t .
to the heat equation, Since the classical heat balls are defined by the
level sets
H(x0 − x, t0 − t) > c,
one can surmise that the ∞- heat balls are defined by
(4.6) W (x0 − x, t0 − t) > c.
The centre (x0, t0) is an irregular boundary point of the heat ball, see
for example [Wat12]. The Petrovsky criterion shows that the same is
true for the ∞ -parabolic balls.
We can assume that (x0, t0) = (0, 0). Equation (4.6) gives the in-
equality
e−
|x|2
4(−t) > c
√−t,
which is equivalent to
|x|2 < t(log |t|+ log c)
This domain encircles the domain described in the Petrovsky criterion,
Theorem 1.4, and hence the origin is not a regular point.
4.1. The Future cannot influence the present. Fix a boundary
point (x0, t0), and define
Ω− = {(x, t) ∈ Ω : t0 > t},
Ω+ = {(x, t) ∈ Ω : t0 < t}.
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Theorem 4.8. Let ζ0 = (x0, t0) ∈ ∂Ω. Then ζ0 is a regular boundary
point of Ω if and only if ζ0 is a regular boundary point of Ω−, or ζ0 /∈
∂Ω−.
Proof. The first direction is easy. Assume that ζ0 is a regular boundary
point for Ω. Then there exists a barrier, ψ, at ζ0. Since Ω− ⊂ Ω, ψ
is also a barrier in Ω−, or ζ0 /∈ ∂Ω−. In particular, condition (2) in
Definition 4.2 is satisfied since ψ > 0 in all of Ω.
For the converse, assume first that ζ0 /∈ Ω−. Then the exterior sphere
condition guarantees that ζ0 is a regular boundary point for Ω.
Assume that ζ0 ∈ ∂Ω− is a regular boundary point. We show that
this implies ζ0 is a regular boundary point for all of Ω, by constructing
a barrier at ζ0 for Ω.
Define the boundary values Ψ : ∂Ω→ R by
Ψ(x, t) = |x− x0|2 + ǫ(t− t0)2,
where 0 < ǫ < 1
diam(Ω)
. Then Ψ is a subsolution, and the Lower Perron
solution HΨ satisfies
HΨ ≥ Ψ ≥ 0
in Ω. We want to show that
(4.7) lim
Ω−∋ζ→ζ0
HΨ(ζ) = Ψ(ζ0) = 0.
To see this, pick any function u in the upper class for Ψ in Ω− (That is,
u is a supersolution in Ω−, and lim infζ→ν u(ζ) ≥ Ψ(ν) for all ν ∈ ∂Ω−).
Then, for each δ > 0, we have that the function
v =
{
supζ∈Ω− u(ζ), for t > t0 − δ
u, for t ≤ t0 − δ
is in the upper class for Ψ in all of Ω. Indeed, clearly lim supζ→ν v(ζ) ≥
Ψ(ν) for any ν ∈ ∂Ω.
Furthermore, if t ≤ t0−δ, we have that whenever θ ∈ C2(Ω) touches
v from below at a point ζ , we also have that θ touches u from below.
Hence θt(ζ)−∆N∞θ(ζ) ≥ 0. For t > t0 − δ, v is a constant and hence a
classical (super)solution, and hence a viscosity supersolution.
It now follows that HΨ restricted to Ω− is precisely the upper Perron
solution of Ψ in Ω−, and hence (4.7) holds, since we assumed that ζ0
is a regular boundary point of Ω−.
Since HΨ is positive and a supersolution in Ω−, we see that HΨ is a
barrier for ζ0 in Ω−. We claim that HΨ will do as a barrier in all of Ω
as well. It only remains to prove that
(4.8) lim
Ω∋ζ→ζ0
HΨ(ζ) = 0
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Let ζ0 ∈ ∂Ω+. Define the function
φ =
{
Ψ on ∂Ω
HΨ on Ω ∩ ∂Ω+.
Then φ restricted to ∂Ω+ is continuous at ζ0. Now let
h = Hφ
be the lower Perron solution of φ in Ω+. We claim that h = HΨ. To
see this, pick a u ∈ LΨ(Ω). Then u restricted to Ω+ is in the Lower
Class Lφ(Ω+), and so
u|Ω+ ≤ h,
and hence HΨ ≤ h in Ω+. To prove that HΨ ≥ h, pick a v ∈ Lφ(Ω+).
Then we have that
lim sup
η→ζ
v(η) ≤ φ(ζ) ≤ lim inf
η→ζ
HΨ
for ζ ∈ ∂Ω+, and so the comparison principle gives that v ≤ HΨ in
Ω+.Hence h ≤ HΨ, and we have proven that h = HΨ in Ω+.
The exterior sphere condition gives that the earliest points of Ω are
regular, ζ0 is a regular boundary point of Ω+. This implies that
lim
ζ→ζ0
h(ζ) = φ(ζ0) = 0.
Since HΨ = h in Ω+, this and (4.7) implies (4.8). 
5. Regular points on Cylinders
We provide the proof of Theorem 1.2. The parabolic boundary of the
cylinder QT = Q× (0, T ) is divided into three parts:
(1) The “bottom” Q× {t = 0}
(2) The boundary points of the bottom ∂Q× {t = 0}
(3) The walls ∂Q × (0, T ]
For the bottom, we have that if (x0, 0) ∈ Q×{t = 0}, then the function
Ψ(x, t) = |x− x0|2 + 2t
is positive in QT and equal to zero at (x0, 0). Arguing as in Theorem
4.6, we can show that Ψ is a viscosity solution in QT and hence a
barrier. This also shows that points on the boundary of the bottom
are regular, since Ψ is a barrier here, as well.
For the walls, we have the following characterization, which is The-
orem 1.2.
Theorem. Let x0 ∈ ∂Q and 0 < t0 < T . Then ζ0 = (x0, t0) is a
regular boundary point of QT .
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Proof. Since ∞-harmonic functions are Lipschitz continuous in Q, cf.
[Aro67], every boundary point is regular for the ∞-Laplace equation
(1.4) To see why, let p > n and f ∈ C(∂Q). Fix a point x0 ∈ ∂Q. By
continuity, we can find an ǫ > 0 so that |f(x) − f(x0)| < ǫ whenever
|x − x0| < δ and x ∈ ∂Q. Let up be the solution of the p-Laplace
equation
(5.1)
{
div(Du|Du|p−2) = 0 in Q
up = f on ∂Q
Classical results, see e.g [Lin17], give that up is continuous in Q. Let
M = maxx∈∂Q f(x). Since up enjoys a comparison principle, we get the
following inequality in Q where λ = 2M/δ(p−n/(p−1)):
(5.2) f(x0)− ǫ− λ|x− x0|
p−n
p−1 ≤ up(x) ≤ f(x0) + ǫ+ λ|x− x0|
p−n
p−1 ,
since f(x0)−ǫ−λ|x−x0 |
p−n
p−1 and f(x0)+ǫ+λ|x−x0|
p−n
p−1 are respectively
sub and supersolutions of (5.1) and since (5.2) holds on ∂Q. As p→∞,
the up converges to the ∞−harmonic function u∞ pointwise in Q and
so
f(x0)− ǫ− 2M
δ
|x− x0| ≤ u∞(x) ≤ f(x0) + ǫ+ 2M
δ
|x− x0|.
As x→ x0, we get
f(x0)− ǫ ≤ lim inf
x→x0
u∞(x) ≤ lim sup
x→x0
u∞(x) ≤ f(x0) + ǫ,
and since ǫ was arbitrary,
lim
x→x0
u∞(x) = f(x0).
Let x0 ∈ ∂Q. We shall prove that (x0, t0) is a regular point for (1.2)
in QT . Since x0 is regular for the∞-Laplacian, we have for the viscosity
solution of the ∞-Laplace equation u∞ that
lim
Q∋x→x0
u∞(x) = φ(x0)
for every continuous function φ defined on the boundary ∂Q. We shall
prove that (x0, t0) is regular by constructing a suitable barrier in QT
Let φ(x) = |x− x0|, and let ν be a solution of{
∆N∞ν = −1 in Q
ν − φ = 0 on ∂Q
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Then ν is∞-superharmonic in Q, and since φ is∞-subharmonic, com-
parison [LW08] gives that ν(x) ≥ |x− x0|. We also have that
lim
x→x0
ν(x) = φ(x0) = 0,
and hence ν is a barrier in Q for the ∞-Laplacian. Define
v(x, t) = ν(x) + (t0 − t)
so that
vt −∆N∞v = 0.
This implies that v is a barrier at (x0, t0) in Q× (0, t0), and Theorem
4.8 gives that (x0, t0) is regular in Ω. Thus every point on the parabolic
boundary of the cylinder QT is regular, and Theorem 1.2 is proven. 
6. The Petrovsky Criterion
Here we prove Theorem 1.3, repeated for completeness.
Theorem. The origin (x, t) = (0, 0) is a regular point for
(6.1) ut −∆N∞u = 0
in the domain enclosed by the hypersurfaces
(6.2) {(x, t) ∈ Rn× (−∞, 0) : |x|2 = −4t log | log |t||} and {t = −c},
for a small constant 0 < c < 1.
Proof of Theorem 1.3. We shall construct a barrier function u so that
(1) u > 0 and u is a supersolution in Ω, that is
ut −∆N∞u ≥ 0.
(2) lim inf(y,s)→(x,t) u(y, s) > 0 for (x, t) 6= (0, 0) ∈ ∂Ω,
(3) lim(x,t)→(0,0) u(x, t) = 0.
We will choose a function on the form
(6.3) u(x, t) = f(t)e
−|x|2
4t + g(t).
Inserting this into (6.1) we get
(6.4) ut(x, t)−∆N∞u(x, t) = e
−|x|2
4t
(
f ′(t) +
f(t)
2t
+ g′(t)e
|x|2
4t
)
.
Choose
f(t) = −1
2
1
| log |t||δ+1 , g(t) =
1
| log |t||δ
where 0 < δ ≤ 1/4 is a parameter to be fixed later.
1. We first show that
(6.5) u(x, t) = −1
2
1
| log |t||δ+1 e
−|x|2
4t +
1
| log |t||δ
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is positive in the domain (6.2). The definition of the domain implies
−|x|
2
4t
< log | log |t||,
and so
u(x, t) > − 1
2| log |t||δ+1 e
log | log |t|| +
1
| log |t||δ =
1
2| log |t||δ > 0.
Then we show that u is a viscosity supersolution in the domain. A
calculation yields
(6.6) Du(x, t) = −xf(t)
2t
e
−|x|2
4t ,
(6.7) ut(x, t) = e
−|x|2
4t
(
f ′(t) +
|x|2
4t2
)
+ g′(t),
and
(6.8) D2u(x, t) = −f(t)
2t
e
−|x|2
4t
(
In − 1
2t
x⊗ x
)
,
where In is the n×n identity matrix and x⊗x the tensor product. We
see that Du(x, t) = 0 only when x = 0. This case needs to be checked
separately.
Assume first that x 6= 0. Then Du(x, t) 6= 0, and, since u is smooth
it suffices to show that u is a classical supersolution. Differentiating,
we see
f ′(t) = −δ + 1
2
1
t| log |t||δ+2 , g
′(t) = δ
1
t| log |t||δ+1 .
Inserting the derivatives into (6.4) we get
ut(x, t)−∆N∞u(x, t)
=e
−|x|2
4t
(
−δ + 1
2
1
t| log |t||δ+2 −
1
2
1
2t| log |t||δ+1 + δ
1
t| log |t||δ+1 e
|x|2
4t
)
=e
−|x|2
4t
1
t| log |t||δ+1
(−(δ + 1)
2| log |t|| −
1
4
+ δe
|x|2
4t
)
.
Since t < 0, we have
e
|x|2
4t < 1.
Hence
ut(x, t)−∆N∞u(x, t) > e
−|x|2
4t
1
t| log |t||δ+1
(−(δ + 1)
2| log |t|| −
1
4
+ δ
)
.
Setting δ = 1/4 ensures that this is positive.
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Then assume x = 0. We need to check that for every φ ∈ C2(Ω) so
that u− φ has a minimum at (0, t), we have
(6.9) φt(0, t) ≥ λ(D2φ(0, t)).
We first show that u itself satisfies (6.9). Inserting x = 0 into (6.8) and
(6.7), we see that we must have
f ′(t) + g′(t) ≥ λ(−f(t)
2t
In) = −f(t)
2t
=
1
4t| log |t||δ+1 .
Writing out the left hand side, we get
1
t| log |t||δ+1
(
−δ + 1
2
1
| log |t|| + δ
)
≥ 1
4t| log |t||δ+1 ,
which is equivalent to
−δ + 1
2
1
| log |t|| + δ ≤
1
4
.
Since δ was set to 1/4, we end up with
−5
8
1
| log |t|| ≤ 0,
and so u itself satisfies (6.9) in Ω. Let φ be the test function in Defini-
tion 2.1 so that u− φ has a minimum at (0, t). This implies that
Du = Dφ, ut = φt, D
2(u− φ) ≥ 0
at (0, t). Since D2u(0, t) is a scalar multiple of the identity matrix,
D2u ≥ D2φ implies that λ(D2u(0, t)) ≥ λ(D2φ(0, t)). Hence
φt(0, t) = ut(0, t) ≥ λ(D2u(0, t)) ≥ λ(D2φ(0, t)),
and so (6.9) holds. Thus u is a viscosity supersolution even in this case.
2 We show that u satisfies condition (2). u is continuous up to ∂Ω
and, since |x|2 = −4t log | log |t|| here we have
u(x, t)|(|x|2=−4t log | log |t||)
=
(
−1
2
1
| log |t||δ+1 e
−
−4t log | log |t||
4t +
1
| log |t||δ
)
=
−1
2| log |t||δ +
1
| log |t||δ =
1
2| log |t||δ > 0,
for (x, t) 6= (0, 0).
3. Since f(t), g(t)→ 0 as t→ 0−, we see that (3) is satisfied. Indeed,
since |x|2 < −4t log | log |t|| → 0 as t→ 0−, we get
e
−|x|2
4t = O(| log |t||)
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as t→ 0−. Hence, taking the limit from within Ω,
lim
(|x|,t)→(0,0−)
u(x, t) =
lim
(|x|,t)→(0,0−)
(
−1
2
1
| log |t||δ+1 e
−|x|2
4t +
1
| log |t||δ
)
= 0.
Hence (6.5) satisfies conditions (1), (2) and (3), and therefore is a
barrier at (0, 0). This shows that the origin is a regular point for the
domain (6.2). 
Remark 6.1. One could also deduce u > 0 and condition (2) from the
following considerations. Consider the level set u(x, t) = 0. We get
− 1
2
1
| log |t||δ+1 e
−|x|2
4t +
1
| log |t||δ = 0,
− 1
2
1
| log |t||e
−|x|2
4t + 1 = 0,
e
−|x|2
4t = 2| log |t||,
and upon taking logarithms and rearranging;
|x|2 = −4t(log | log |t||+ log 2).
This curve includes the domain (6.2).
We now turn to the proof that the constant 4 in the Petrovsky cri-
terion cannot be improved upon. This is Theorem 1.4.
Theorem. The origin is not a regular point for the domain Ω bounded
by |x|2 = −4(1 + ǫ)t log | log |t||, t = −c for any ǫ > 0.
Proof of Theorem 1.4. The proof proceeds by constructing a domain Ω˜
contained in Ω, with the origin as common boundary point. We then
show that (0, 0) is irregular for Ω˜, and Lemma 4.5 then implies that
(0, 0) regarded as a boundary point of Ω is irregular, too.
We shall construct a smooth function v so that
(1) vt(x, t)−∆N∞v(x, t) ≤ 0 in Ω˜,
(2) v is continuous on the closure of Ω˜ but not at the origin.
(3) The upper limit of v at interior points converging to (0, 0) is
greater than its upper limit for the points converging to (0, 0)
along the boundary of Ω˜.
The existence of such a v implies that the origin is irregular. Indeed,
consider the boundary data f : ∂Ω˜→ R defined as follows. Let f = v
near (0, 0), and define
f(0, 0) = lim
∂Ω˜∋(x,t)→(0,0)
v(x, t).
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As we shall see, this limit along the boundary exists. For the rest of
the boundary, continuously extend f to a large constant c.
If c is large enough, then the comparison principle implies that every
function w ∈ Uf which satisfies w ≥ f on ∂Ω˜ also satisfies w ≥ v in Ω˜
since v is a subsolution by (1). Taking the infimum over all such w, we
see Hf ≥ v in Ω˜, and hence by point (3) in the definition of v;
lim sup
Ω˜∋(x,t)→(0,0)
Hf(x, t) ≥ lim sup
Ω˜∋(x,t)→(0,0)
v(x, t)
> lim sup
∂Ω˜∋(y,s)→(0,0)
v(y, s) = f(0, 0),
and so (0, 0) is not a regular point for Ω˜.
We shall seek a function on the form
(6.10) v(x, t) = f(t)e
−|x|2
4t
k + g(t),
for suitable functions f and g. Here k and α are positive constants to
be determined later, and −1 < t < 0. In fact, we shall choose t to be
very close to 0 and 1/2 < k < 1.
The case x 6= 0. Then Dv(x, t) 6= 0, and it suffices to show that v
is a classical subsolution. Calculating, we get
vt(x, t) = f
′(t)e
−|x|2
4t
k +
f(t)|x|2k
4t2
e
−|x|2
4t
k + g′(t),
and
∆N∞v(x, t) =
f(t)|x|2k2
4t2
e
−|x|2
4t
k − f(t)k
2t
e
−|x|2
4t
k.
Collecting terms, this gives
(6.11)
vt(x, t)−∆N∞v(x, t) =
e
−|x|2
4t
k
(
f(t)|x|2(k − k2)
4t2
+ f ′(t) +
f(t)k
2t
+ g′(t)e
|x|2
4t
k
)
.
Choose
f(t) =
−1
| log |t||1+α and g(t) =
1
log | log |t|| ,
where α is an arbitrary, positive constant. We differentiate
f ′(t) =
−(1 + α)
t · | log |t||2+α
and
g′(t) =
1
log2 | log |t|| · | log |t|| · t .
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Inserting all this into (6.11), we end up with
vt(x, t)−∆N∞v(x, t) = e
−|x|2
4t
k
(−|x|2(k − k2)
4t2| log |t||1+α −
1 + α
t · | log |t||2+α
− k
2t| log |t||1+α + e
|x|2
4t
k 1
log2 | log |t|| · | log |t|| · t
)
.
(6.12)
For this to be negative, the expression inside the parentheses has to be
negative. Multiplying this by −t · | log |t||1+α > 0, we must have
(6.13)
|x|2(k − k2)
4t
+
1 + α
| log |t|| +
k
2
− e |x|
2
4t
k | log |t||α
log2 | log |t|| < 0.
Here, we can choose t so close to 0 that log |t| < 0 and
α + 1
| log |t|| <
k
2
,
and it is enough that
(6.14)
|x|2(k − k2)
4t
+ k − e |x|
2
4t
k | log |t||α
log2 | log |t|| < 0.
The expression (6.14) is negative if
(6.15)
|x|2(k − k2)
4|t| > k,
or if
(6.16) ke−
|x|2
4t
k <
| log |t||α
log2 | log |t|| .
It turns out that at least one of these inequalities must be true, if we
choose δ0 so small that
(6.17) ke
1
1−k ≤ | log |t||
α
log2 | log |t|| , when − δ0 < t < 0.
Indeed, if (6.15) holds, we are done.
On the other hand, if (6.15) does not hold, we have
−|x|
2
4t
<
1
1− k .
This implies
ke−
|x|2
4t
k < ke
k
1−k ,
and so (6.16) follows from (6.17). At least one of the inequalities (6.15)
or (6.16) is satisfied. This concludes the verification when x 6= 0.
BOUNDARY REGULARITY FOR THE ∞-HEAT EQUATION 25
The case x = 0. According to Definition 2.1 we need to check that
for every φ ∈ C2(Ω) such that v − φ has a maximum at (0, t), we have
(6.18) φt ≤ Λ(D2φ(0, t)).
We show that v itself satisfies this condition. An argument similar to
the one in the proof of Theorem 1.3 shows that v is then a viscosity
subsolution.
Substituting the derivatives, we se that at (0, t) equation (6.18) reads
f ′(t) + g(t) ≤ −f(t)
2t
k,
or
− 1 + α
t · | log |t||2+α +
1
log2 | log |t|| · | log |t|| · t ≤
k
2t| log |t||1+α .
This is equivalent to
1 + α
| log |t|| −
| log |t||α
log2 | log |t|| ≤ −
k
2
,
but this inequality is the limit of (6.13) as x→ 0, and it can be verified
in a similar way that v satisfies (6.18), and is a subsolution even in this
case.
Now we consider the level set v(x, t) = c, c < 0, and calculate
v(x, t) =
−1
| log |t||α+1 e
−
|x|2
4t
k +
1
log | log |t|| = c
⇐⇒ −1| log |t||α+1 e
−
|x|2
4t
k = c− 1
log | log |t||
⇐⇒ e− |x|
2
4t
k = | log |t||α+1
(
1
log | log |t|| − c
)
⇐⇒ −|x|
2
4t
k = (α + 1) log | log |t||+ log
(
1
log | log |t|| − c
)
,
or simply
(6.19) |x|2 = −4t
(
α + 1
k
log | log |t||+ 1
k
log
(
1
log | log |t|| − c
))
.
Letting Ω˜ denote the domain enclosed by (6.19) and the hyperplane
t = t0, we have that for c < 0, the function v (6.10) is equal to c on the
curved portion of the boundary of Ω˜. Also, v tends to 0 at the points
converging to the origin along the t-axis . This shows that the origin
is an irregular boundary point for Ω˜.
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The inclusion Ω˜ ⊂ Ω requires that
α + 1
k
log | log |t||+ 1
k
log
(
1
log | log |t|| − c
)
< (1 + ǫ) log | log |t||
for small |t|. Fix k close to 1 and α close to 0 so that
α + 1
k
< 1 +
ǫ
2
.
With this choice, δ0 in (6.17) depends only on ǫ. Thus we have to verify
that (
1
log | log |t|| + |c|
) 1
k
≤ | log |t|| ǫ2 ,
but this obviously holds for small |t| since the left-hand side is bounded.
Hence Ω˜ ⊂ Ω and (0, 0) is an irregular boundary point for Ω as well.
This implies that the upper Perron solution Hf does not always
attain the boundary values at (0, 0). 
Appendix A. Barrier Families
In this Section, a sub/supersolution is a viscosity sub/supersolution of
(A.1) ut −∆∞u = ut −
n∑
i,j=1
uxiuxixjuxj = 0,
the usual, non-normalised ∞- heat equation. Further, the upper and
lower classes Uf and Lf , and the Upper and Lower Perron solutions
Hf and Hf , now also refer to (A.1). As before, the boundary function
f is assumed to be continuous.
Note that if u is a radial function u(x, t) = G(|x|, t), then (A.1) reads
Gt(r, t)−Gr(r, t)2Grr(r, t) = 0.
Also, if u is a sub/supersolution to (A.1), then −u is a
super/subsolution.
The following definition is found in [BBGP15]:
Definition A.1. Let ζ0 = (x0, t0) ∈ ∂Ω. A family of functions {wj}j
in Ω is called a barrier family in Ω at the point ζ0 if, for every j,
(1) wj > 0 and wj a supersolution in Ω,
(2) limζ→ζ0 wj(ζ) = 0,
(3) for every k = 1, 2, · · · , there is a j so that
lim inf
η→ζ
wj(η) ≥ k
for all ζ ∈ ∂Ω with |ζ − ζ0| ≥ 1/k.
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We also say that the family {wj} is a strong barrier family in Ω if we
also have that
(4) wj is continuous in Ω and
(5) there is a non-negative, continuous function d with d(z) = 0 if
and only if z = ζ0, such that for every k = 1, 2, · · · there is a
j = j(k) such that
wj ≥ kd
in Ω.
Then we have the following result:
Theorem A.2. The following are equivalent for ζ0 ∈ ∂Ω:
(1) ζ0 is regular for (A.1),
(2) there is a barrier family at ζ0,
(3) there is a strong barrier family at ζ0.
Proof. (2) =⇒ (1).
Assume that there exists a barrier family {wj}j at ζ0. Since f is
continuous, we have that for every ǫ > 0 there exists a δ so that
|f(ζ) − f(ζ0)| < ǫ whenever |ζ − ζ0| < δ. Using point (3) in the
definition, we can thus find a large j so that
lim inf
η→ζ
wj(η) + ǫ+ f(ζ0) > f(ζ)
for every ζ ∈ ∂Ω. Also considering point (1) in the definition, we see
that wj + ǫ+ f(ζ0) ∈ Uf . Hence
lim sup
ζ→ζ0
Hf (ζ) ≤ lim
ζ→ζ0
wj(ζ) + ǫ+ f(ζ0) = ǫ+ f(ζ0),
by point (2) and the definition of the Upper Perron solution.
Noting that −wj is a subsolution, we can choose j large enough so
that
lim sup
ζ→ζ0
(−wj)− ǫ+ f(ζ0) < f(ζ),
and hence −wj − ǫ+ f(ζ0) is in the Lower class, and
lim inf
ζ→ζ0
Hf (ζ) ≥ lim inf
ζ→ζ0
Hf(ζ) ≥ −ǫ+ f(ζ0).
(1) =⇒ (3). Assume that ζ0 is regular. We shall construct a strong
barrier family at ζ0. Define
(A.2) Ψj(x, t) = jα|x− x0| 43 + βjm(t− t0)2,
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where α, β and m are positive constants to be determined later. We
show that Ψj is a classical subsolution.
∂Ψj
∂t
−∆∞Ψj = 2βjm(t− t0)− 64j
3α3
27
≤ 2βjmdiam(Ω)− 64j
3α3
27
.
Choosing, for example, β = 1
2diam(Ω)
, α = 1 and m = 3, we get
∂Ψj
∂t
−∆∞Ψj ≤ j3(1− 64
27
) = −37
27
j3 < 0,
and Ψj is a subsolution. Further, choosing
d(x, t) = |x− x0| 43 + 1
2diam(Ω)
(t− t0)2,
we see that Ψj(x, t) ≥ j3d(x, t).
Now, setting wj = HΨj , we have that {wj}j is a strong barrier family
at (x0, t0). Indeed, (2) in Definition A.1 follows since we assumed
(x0, t0) is regular, and by the definition of the Lower Perron solution
we have that
wj ≥ Ψj ≥ j3d,
and so (5) holds. Hence {wj}j is a strong barrier family.
(3) =⇒ (2) is trivial. 
Acknowledgements
The author would like to thank Peter Lindqvist for his help and guid-
ance, as well as Bernd Kawohl for helpful input and several suggestions.
Jana Bjo¨rn and Vesa Julin are thanked for discovering a flaw in the
proof of the Petrovsky criterion, and the anonymous referee is thanked
for his constructive feedback.
References
[Aro67] Gunnar Aronsson. Extension of functions satisfying Lipschitz condi-
tions. Arkiv fo¨r Matematik, 6(6):551–561, 1967.
[Bar52] Grigory I. Barenblatt. On self-similar motions of compressible fluid in a
porous medium. Prikladnaya Matematika i Mekhanika (Applied Mathe-
matics and Mechanics (PMM)), 1952.
[BBGP15] Anders Bjo¨rn, Jana Bjo¨rn, Ugo Gianazza, and Mikko Parviainen.
Boundary regularity for degenerate and singular parabolic equations.
Calculus of Variations and Partial Differential Equations, 52(3):797–
827, 2015.
BOUNDARY REGULARITY FOR THE ∞-HEAT EQUATION 29
[CI90] Michael G. Crandall and Hitoshi Ishii. The maximum principle for semi-
continuous functions. Differential and Integral Equations, 3(6):1001–
1014, 1990.
[CIL92] Michael G. Crandall, Hitoshi Ishii, and Pierre-Louis Lions. User’s guide
to viscosity solutions of second order partial differential equations. Bul-
letin of the American Mathematical Society, 27(1):1–67, 1992.
[CMS98] Vicent Caselles, Jean-Michel Morel, and Catalina Sbert. An axiomatic
approach to image interpolation. Image Processing, IEEE Transactions
on, 7(3):376 –386, 1998.
[CW03] Michael G. Crandall and Pei-Yong Wang. Another way to say caloric.
Journal of Evolution Equations, 3(4):653–672, 2003.
[DiB93] Emmanuele DiBenedetto. Degenerate Parabolic Equations. Springer Sci-
ence & Business Media, 1993.
[DiB95] Emmanuele DiBenedetto. Partial Differential Equations. Birkha¨user,
1995.
[JK06] Petri Juutinen and Bernd Kawohl. On the evolution governed by the
Infinity Laplacian. Mathematische Annalen, 335(4):819–851, 2006.
[KL96] Tero Kilpela¨inen and Peter Lindqvist. On the Dirichlet boundary value
problem for a degenerate parabolic equation. SIAM Journal on Mathe-
matical Analysis, 27(3):661–683, 1996.
[Koi04] Shigeaki Koike.A Beginner’s Guide to the Theory of Viscosity Solutions.
MSJ Memoirs vol. 13, Math. Soc. Japan, Tokyo, 2004.
[Lin95] Peter Lindqvist. A criterion of Petrowsky’s kind for a degenerate
quasilinear parabolic equation. Revista Matema´tica Iberoamericana,
11(3):569–578, 1995.
[Lin17] Peter Lindqvist. Notes on the p-Laplace Equation. Number 161 in Re-
port. University of Jyva¨skyla¨ Department of Mathematics and Statis-
tics. University Printing House, Jyva¨skyla¨, 2017.
[LW08] Guozhen Lu and Peiyong Wang. Inhomogeneous Infinity Laplace equa-
tion. Advances in Mathematics, 217(4):1838–1868, 2008.
[MPR10] Juan J. Manfredi, Mikko Parviainen, and Julio D. Rossi. An asymptotic
mean value characterization for a class of nonlinear parabolic equations
related to tug-of-war games. SIAM Journal on Mathematical Analysis,
42(5):2058–2081, 2010.
[Pet35] Ivan G. Petrovsky. Zur ersten Randwertaufgabe der
Wa¨rmeleitungsgleichung. Compositio Math, 1:383–419, 1935.
[PSSW09] Yuval Peres, Oded Schramm, Scott Sheffield, and David B. Wilson. Tug-
of-war and the Infinity Laplacian. J. Amer. Math. Soc., 47(1):167–210,
2009.
[Wat12] Neil A. Watson. Introduction to Heat Potential Theory, volume 182 of
Mathematical Surveys and Monographs. American Mathematical Soci-
ety, 2012.
30 NIKOLAI UBOSTAD
Department of Mathematical Sciences Norwegian University of Sci-
ence and Technology N-7491 Trondheim, Norway
E-mail address : nikolai.ubostad@ntnu.no
