In this paper, we consider bifurcation of small limit cycles from Hopf-type singular points in Z 5 -equivariant planar vector fields of order 5. We apply normal form theory and the technique of solving coupled multivariate polynomial equations to prove that the maximal number of small limit cycles that such vector fields can have is 25. In addition, we show that no large limit cycles exist. Thus, H (5) 25, where H (n) denotes the Hilbert number of the nth-degree polynomial vector fields. This improves the best result of H (5) 24 existing in the current literature.
Introduction
In 1990 Hilbert proposed the well-known 23 mathematical problems [1] , which had significant impact on mathematics in the 20th century. One of the two unsolved problems is the 16th problem, which includes two parts. The second part of the problem considers the upper bound of the number of limit cycles and their relative locations in polynomial vector fields. The second part of Hilbert's 16th problem was recently chosen by Smale [2] as one of the 18 most challenging mathematical problems for the 21st century. Although the problem is still far away from being completely solved, the research on this problem has made great progress with significant contributions to the development of modern mathematics. The recent developments of Hilbert's 16th problem were summarized in the survey articles [3, 4] .
To state Hilbert's 16th problem more precisely, consider the planar vector field, described by the following polynomial differential equations:
where P n (x, y) and Q n (x, y) denote the nth-degree polynomials of x and y. The second part of Hilbert's 16th problem is to find the upper bound on the number of limit cycles that the system can have, which is denoted by H (n), known as Hilbert number. In general, this is a very difficult problem. Although it has not been possible to obtain a uniform upper bound for H (n), a great deal of efforts have been made in finding the maximal number of limit cycles and raising the lower bound of the Hilbert number H (n) for general planar polynomial systems or for some specific systems of certain degrees, hoping to be close to the real upper bound of H (n).
One direction of research on Hilbert's 16th problem is to study the weakened Hilbert's 16th problem, introduced by Arnold [5] . The weakened problem is also called the tangential or infinitesimal Hilbert's 16th problem. The basic idea of the weakened problem is to consider perturbing Hamiltonian systems so that the issue of finding the number of limit cycles is transformed to finding the roots of Abelian integrals. If Hilbert's 16th problem is restricted to a neighborhood of isolated fixed points, then the problems becomes studying degenerate Hopf bifurcations. This gives rise to computation of focus values, which is equivalent to computing the normal form of differential equations associated with Hopf or degenerate Hopf bifurcations. The basic idea of using normal forms to consider limit cycles is as follows. Suppose the origin of system (1), (x, y) = (0, 0), is a fixed point of the system, at which the eigenvalues of the Jacobian of the system is a purely imaginary pair, ±iω c . Then Hopf bifurcation occurs and a family of limit cycles bifurcates from a critical point. Assume that the associated normal form of the system is obtained by using, say, the method given in [6] in polar coordinates:
where r and θ represent, respectively, the amplitude and phase of the limit cycles, and v i , i = 0, 1, 2, . . . , denote the focus values, are determined by Eq. (2). To find k small limit cycles around the origin, first find the conditions such that v 0 = v 1 = v 2 = · · · = v k−1 = 0, but v k = 0, and then perform appropriate small perturbations to prove the existence of k limit cycles. For quadratic planar systems, in 1952, Bautin [7] proved that the maximal number of small limit cycles is 3. In the past few years, great progress has been achieved in obtaining better estimations of the lower bounds of H (n) for n 3. For cubic order systems, 12 limit cycles have been found [8] [9] [10] , that is, H (3) 12. In 2004, Zhang et al. [11] proved that H (4) 15 by perturbing a cubic order Hamiltonian vector field with 4th-degree polynomial functions. For n = 5, several results have been reported, which are all based on the study of Z q -equivariant vector fields. In 2001, Li et al. [12] proved that 5th-order planar vector fields with Z 3 symmetry could have 23 limit cycles by using the detection function method [13] . In 2002, the same authors [14] showed that 5th-order planar vector fields with Z 6 symmetry could have 24 limit cycles. The 29 limit cycles, found by Chen et al. [15] for 5th-order planer vector fields with Z 2 symmetry, was recently shown erroneous [16, 17] . Therefore, the best result obtained so far for n = 5 is H (5) 24. For n = 6, Wang and Yu [18] combined normal form theory with detection function method to show that H (6) 35 for Z 2 -equivariant vector field of degree 5 with 6th-degree polynomial perturbation. For n = 7, Li and Zhang [19] used the detection function method to show that H (7) 49 by considering a Z 8 -equivariant vector fields of degree 7. The result for n = 9 is H (9) 80, obtained by Wang et al. [20] , and that for n = 11 is H (11) 121, proved by Wang and Yu [21] .
In this paper, we consider bifurcation of small limit cycles in Z 5 -equivariant vector fields of order 5. We apply local analysis to prove that such vector fields can have 25 small limit cycles bifurcating from 5 degenerate Hopf singular points. Further, we show that no large limit cycles exist in such a vector field with 25 small limit cycles. That is, H (5) 25, improving the best result of H (5) 24, obtained by using global bifurcation analysis.
The rest of the paper is organized as follows. In the next section, the conditions for a vector field to be Z q -equivariant are presented. In Section 3, the existence of 25 small limit cycles in 5th-order Z 5 -equivariant vector fields is proved. Section 4 is devoted to showing that there does exist large limit cycles in a 5th-order Z 5 -equivariant vector field with 25 small limit cycles. Conclusion is finally drawn in Section 5.
Z q -equivariant planar vector fields
In this section, for convenience, we present some existing results for planar vector fields to be Z q -equivariant, which are needed for the next section. For more details of the results, readers are referred to [3] .
Let G be a compact Lie group of transformations acting on R n .
Definition 1. A mapping
Definition 2. Let q be an integer. A group Z q -equivariant vector fields is called a cyclic group of order q if it is generated by a planar counterclockwise rotation of the vector fields through 2π/q about the origin.
To define Z q -equivariant vector fields, introducing the transformation z = x + iy,z = x − iy into system (1) yieldṡ
where 
Lemma 1. A vector field defined by (4) is Z q -equivariant if and only if the function F (z,z) has the following form:
Lemma 3. The non-trivial Z 5 -equivariant vector fields defined by Eq. (4) have the following explicit form:
where A i s are complex.
25 small limit cycles in Z 5 -equivariant planar vector fields of order 5
The basic idea used in this paper to find small limit cycles is to compute the normal forms associated with Hopf bifurcation and then perform appropriate perturbations on them to show the existence of the exact number of limit cycles. Before considering system (1), we first present a sufficient condition for proving the existence of small limit cycles (see [9, 10] for more details).
Suppose we have obtained a normal form associated with a Hopf critical point, given by Eq. (2). Further, assume that the focus values v i are given in terms of k system parameters:
Further, assume that
Then, there exist perturbations j , j = 1, 2, . . . , k, satisfying
. . , k − 1, for sufficiently small j , which guarantees that the algebraic polynomial equationṙ = 0 has exact k positive roots for r 2 , that is, system (1) has exact k small limit cycles in the vicinity of the origin. Now, we return to system (1) and assume that the vector field has Z 5 symmetry. Then applying the formula (8) yields the following function:
where A j = a j + ib j are complex values (with real a j and b j ). The real vector field corresponding to function (12) can be written aṡ
The two eigenvalues of the Jacobian of Eq. (13) Proof. Since this vector field is Z 5 -equivariant, if there exists one fixed point, there are in total 5 fixed points in the system. Without loss of generality, we may assume that one of the fixed points is located on the y-axis. Further, by a simple parameter scaling, we may suppose this fixed point is (0, 1). Therefore, the 5 fixed points are
which lead to the following conditions:
Next, we want the 5 fixed points to be Hopf critical points. Thus, we set
Then the eigenvalues of the Jacobian of system (13) evaluated at the 5 Hopf critical points are
Equation (17) shows that there are 5 free parameters which may be chosen later in perturbations. However, as shown in [10] , we may use a parameter scaling and a time scaling to reduce one more parameter. In other words, one of the 5 parameters can be chosen arbitrarily, or the frequency ω can be chosen arbitrarily. To achieve this, let
and
Thus,
Since the vector field has Z 5 symmetry, we only need to consider one of the Hopf critical point, say, (0, 1). Therefore, applying the following transformation
into system (13) yields the following canonical form of equations for the Hopf critical point up to 5th order: 
where
Now employing the Maple program [6] to system (22) yields the focus values, v i , explicitly expressed in terms of the system's coefficients as 1, 2, 3, 4 . Therefore, the best possibility is to choose A 1 , a 2 , a 3 and b 1 such that v i = 0,  i = 1, 2, 3, 4 , but v 5 = 0, leading to possible existence of 5 small limit cycles in the vicinity of each of the 5 Hopf critical points. This suggests that the 5th-order Z 5 -equivariant vector fields, described by Eq. (13), may have 5 × 5 = 25 small limit cycles.
Solving v 1 = 0 for b 1 yields 
where v i , i = 2, 3, 4, are coupled polynomials of A 1 , a 2 , and a 3 . However, we cannot solve v i , i = 2, 3, 4, one by one by choosing A 1 , a 2 and a 3 . We have to solve them simultaneously. Noticing that v i (i = 2, 3, 4) are lower-order polynomials of a 2 3 , we may eliminate a 3 from these three equations. First, eliminating a 3 from the two equations v 2 = 0 and v 3 = 0 yields a solution for a 3 ,
and a resultant equation
Here, both a (1) 3n (A 1 , a 2 ) and a (1) 3d (A 1 , a 2 ) are polynomials, and F 1 (A 1 , a 2 ) is a 16th-degree polynomial of a 2 .
Similarly, eliminating a 3 from the two equations v 2 = 0 and v 4 = 0 yields another solution for a 3 ,
and another resultant equation
where a 2 ) is a 29th-degree polynomial of a 2 . It should be noted that the final solution must satisfy a
.
The remaining task is to solve the two coupled polynomial equations: F 1 = 0 and F 2 = 0. After a lengthy computation in eliminating a 2 from the two equations, we obtain an explicit (in symbolic form) solution a 2 = a 2 (A 1 ), and the following univariate polynomial equation for A 1 :
where G i , i = 0, 1, 2, 3, are all polynomials of A 2 1 . Now, the possible solutions for v 1 = v 2 = v 3 = v 4 = 0 only come from the positive real solutions of F 3 (A 2 1 ) = 0, i.e., from the higherdegree polynomial equations:
where G 1 , G 2 and G 3 are respectively 37th-, 227th-and 257th-degree polynomials of A 2 1 . Employing the built-in Maple solver realroot (which is based on Sturm theorem and can identify the real roots of polynomial functions within isolated intervals to an arbitrary accuracy) yields the following results:
= 0 have respectively, 1, 16 and 18 positive real solutions for A 2 1 . These results are also cross-checked by using another built-in Maple solver fsolve. However, only the one solved from
3 . Therefore, the only possible solution is
Note that the accuracy used in the calculation with the Maple solvers redroot and fsolve is up to 1000 decimal points. 
Hence, the maximal number of small limit cycles that system (13) It should be pointed out that although the presentation for the above calculation of the determinant of the Jacobian is only up to 20 decimal points, the exact computation using Maple has been carried out as follows: First the purely symbolic formulas for all terms of the Jacobian are explicitly obtained, and then the final numerical critical values are substituted into these symbolic expressions to find the value of the determinant. Moreover, in order to make sure that the conclusion on the determinant is correct, computational results step by step with higher and higher accuracies (up to 1000 decimal points, extremely close to the true values (A 1c , a 2c , a 3c ) ) have been obtained, as if the determinant could remain around some non-zero value. Otherwise, suppose the determinant were zero, then under the 1000 decimal points accuracy, it would be at least around 10 −980 , not 10 −20 .
The phase portrait of the non-perturbed system (13) is shown in Fig. 1 . There are 21 fixed points: 1 stable focus point at (0, 0); 5 weakly stable focus points at the locations given in Eq. (14); 5 unstable focus points and 10 saddle points are symmetrically located, as shown in Fig. 1 . After proper perturbations, 5 small limit cycles exist in the vicinity of each of the 5 fine focus points. The zoom-in neighborhood of the point (0, 1) is depicted in Fig. 2 , which shows the existence of 5 limit cycles. Since v 5 < 0 and so v 0 > 0, indicating that the stable fine focus points become unstable under perturbations. Thus, the smallest limit cycles is unstable, the next one is stable, and so on. The largest one is unstable.
No large limit cycles exist in the Z 5 -equivariant planar vector fields of order 5
In the previous section, we have proved that the 5th-order Z 5 -equivariant system (13) can have 25 small limit cycles. In this section, we want to investigate the possible existence of large limit cycles that system (13) may have.
We again consider system (13) with the parameter values given in Eq. (33), for which we have shown that the system has 25 small limit cycles under appropriate perturbations. Now we want to employ numerical simulation to show that no large limit cycles exist in system (13) . It is easy to see that one possibility for the system to have a large limit cycle is the one to enclose all the 21 fixed points and all the 25 small limit cycles. However, as shown in Fig. 3(a) , the trajectory starting from a region enclosing one of the fine focus point diverges to infinity, which excludes the existence of this possible large limit cycle.
Another possible existence to have a large limit cycle may be obtained via the breaking of heteroclinic orbits. It can be seen from Fig. 1 that the five regions in the neighborhoods of the fine focus points are actually enclosed by the heteroclinic trajectories. However, when the heteroclinic orbits break under perturbations, it does not give rise to large limit cycles, as shown in Fig. 3(b) .
In summary, the 5th-order Z 5 -equivariant system (13) cannot have large limit cycles. Therefore, the maximal number of limit cycles obtained in such a vector field is 25, that is, H (5) 25.
Conclusion
A detailed study has been given to bifurcation of limit cycles, which exist in Z 5 -equivariant planar vector fields of order 5. Based on the normal form computation for degenerate Hopf bifurcations, it has been shown that such a 5th-order Z 5 -equivariant planar vector field can have a maximum of 25 small limit cycles. Further, numerical simulation shows that no large limit cycles exist in such vector fields. In conclusion, we have proved that H (5) 25.
