Storage of CO 2 in saline aquifers is intended to be at supercritical pressure and temperature conditions, but CO 2 leaking from a geologic storage reservoir and migrating towards the land surface (through faults, fractures, or improperly abandoned wells) would reach sub-critical conditions at depths shallower than 500-750 m. At these and shallower depths, subcritical CO 2 can form two-phase mixtures of liquid and gaseous CO 2 , with significant latent heat effects during boiling and condensation. Additional strongly non-isothermal effects can arise from decompression of gas-like subcritical CO 2 , the so-called Joule-Thomson effect. Integrated modeling of CO 2 storage and leakage requires the ability to model non-isothermal flows of brine and CO 2 at conditions that range from supercritical to subcritical, including three-phase flow of aqueous phase, and both liquid and gaseous CO 2 . In this paper we describe and demonstrate comprehensive simulation capabilities that can cope with all possible phase conditions in brine-CO 2 systems. Our model formulation includes  an accurate description of thermophysical properties of aqueous and CO 2 -rich phases as functions of temperature, pressure, salinity and CO 2 content, including the mutual dissolution of CO 2 and H 2 O;  transitions between super-and sub-critical conditions, including phase change between liquid and gaseous CO 2 ;
Introduction
CO 2 storage reservoirs as currently envisioned will place CO 2 at depths greater than 800 m, where CO 2 is in supercritical conditions, with both pressure and temperature exceeding the critical values of P crit = 73.82 bar, T crit = 31.04 o C. 1 However, subcritical conditions involving both liquid and gaseous CO 2 may evolve if CO 2 escapes from the primary storage reservoir, and migrates upward through improperly abandoned wells or faults and fractures to conditions of lower temperatures and pressures. [2] [3] [4] [5] [6] [7] Such migration would give rise to three-phase flow involving an aqueous phase (native brine), liquid CO 2 , and gaseous CO 2 , with strong nonisothermal effects from phase change and decompression of CO 2 . 3, 4, 8, 9 A rigorous assessment of the potential impacts associated with leakage of CO 2 from deep storage reservoirs must be based on an accurate representation of the underlying physical and chemical processes that determine the multiphase flow and heat transfer behavior of CO 2 in geologic media. [10] [11] [12] [13] [14] This paper describes and demonstrates numerical techniques that can seamlessly model CO 2 storage and leakage processes from the deep subsurface all the way to the land surface, including transitions between super-and sub-critical conditions, boiling of liquid CO 2 into gas,
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-3 -and associated multi-phase, non-isothermal flow processes. These simulation capabilities are implemented in a new fluid property module called "ECO2M" that operates within the general TOUGH2-framework for modeling non-isothermal multiphase flows in porous and fractured media. 15 TOUGH2/ECO2M considers all possible phase combinations in the brine-CO 2 system as well as transitions between them, including the precipitation and dissolution of solid salt (halite). Below, we begin by highlighting the rich phase-change behavior during upward migration of CO 2 from geologic storage sites. We then discuss the challenges of selecting primary thermodynamic variables for the various phase conditions and transitions in brine-CO 2 mixtures, and we subsequently apply the new TOUGH2/ECO2M code to explore CO 2 storage and leakage scenarios.
Phase Transitions in the CO 2 -Brine System During Upward Migration
Figs. 1-2 show typical temperature and pressure conditions in terrestrial crust, corresponding to a geothermal gradient of 30 o C/km and fresh water in hydrostatic pressure equilibrium, relative to land surface conditions of (T, P) = (15 o C, 1.013 bar). It is seen that temperature and pressure conditions will pass near the critical point of CO 2 at depths of 500 -750 m. CO 2 storage in saline aquifers will be at supercritical conditions, where CO 2 forms a single phase that is immiscible with water, and has liquid-like density and gas-like viscosity.
When both temperature and pressure are below the critical values, i.e., for CO 2 migrating upwards from a deep geologic storage site, CO 2 may exist in two different phase states, liquid or gas, as well as in liquid-gas two-phase mixtures. The seven possible phase combinations for brine-CO 2 mixtures are shown in Fig. 3 ; the number of phase combinations doubles to fourteen when allowing for the possibility of solid salt appearing and disappearing. These multiphase mixtures and their associated non-isothermal transitions strongly control CO 2 and brine transport processes (e.g., fluid flow, mass transport, and heat transfer), while at the same time presenting difficult challenges for quantitative analysis and modeling, due to non-linear feedbacks between different processes and parameters. Below we discuss numerical methods that permit rigorous flow and transport simulation for conditions ranging from the deep subsurface to shallow nearsurface environments, thereby enabling integrated modeling of CO 2 storage and leakage. 
Numerical Methods

Thermophysical Properties and Primary Thermodynamic Variables
Fundamental to any calculation of flow and transport in complex systems is the definition of primary variables, which are the essential variables that describe the (local) thermodynamic state of the system, and whose change with time is determined by the underlying mass-andenergy balance equations. 15 The methods for choosing primary variables for integrated modeling of CO 2 storage and leakage scenarios are embedded in ECO2M, an extension of the ECO2N fluid property module for TOUGH2. This issue is addressed by using different sets of primary thermodynamic variables for different phase combinations (see Table 1 ), and "switching" primary variables when phases appear or 11 May 2011 -6 -disappear. The meaning of variables not yet explained is X -mass fraction of CO 2 , S a -saturation of aqueous phase, S g -saturation of gas phase, and Y -mass fraction of water. The second primary variable X sm refers to NaCl and denotes salt mass fraction X s in the two-component water-salt system when there is no solid salt, or "solid saturation" X sm = S s +10 when halite precipitate is present. Here, "solid saturation" S s denotes the fraction of pore volume with solid salt. The reason for adding a number 10 to the second primary variable when solid salt is present is to change the numerical range to the interval (10, 11), and to thus be able to distinguish ranges from 1 to 7 as shown in Fig. 3 and Table 1 . In addition to facilitating the identification of phase compositions and recognition of primary thermodynamic variables, using an index to identify phase conditions offers the possibility to "decouple" the assignment of phase conditions from the numerical values of primary variables. As will be seen below, this provides flexibility in the handling of phase transitions (appearance and disappearance of phases), which can be exploited to greatly improve the stability and robustness of the numerical solution.
Phase Change
When thermodynamic conditions change in the course of a simulation, the primary thermodynamic variables are monitored to determine whether phase conditions change. For example, for a grid block in single-phase aqueous conditions, we need to monitor CO 2 content to determine whether a (liquid or gaseous) CO 2 -rich phase evolves. A transition to two-phase conditions will occur if dissolved CO 2 -mass fraction X exceeds the equilibrium solubility X aq,l at prevailing conditions of pressure, temperature, and salinity. If X > X aq,l a liquid CO 2 -rich phase evolves, the phase index is changed to #4 (see Table 1 prevailing temperature, the phase transition is not made to aqueous-liquid but is made to aqueous-gas conditions, with phase index #5.) For a grid block that is in two-phase a-l (aqueousliquid, index = 4) conditions, we monitor the third primary variable, aqueous phase saturation S a .
Liquid phase saturation is S l = 1 -S s -S a , so that, as long as 0 < S a < 1-S s , we have S l > 0 and two-phase a-l conditions are maintained. If S a > 1-S s , the liquid CO 2 phase disappears, and we make a transition from a-l to single-phase aqueous conditions. If S a ≤ 0, the aqueous phase disappears, and we transition to single-phase liquid conditions. For a-l conditions at sub-critical temperatures, we also need to check whether a gaseous CO 2 phase evolves. This is done by comparing fluid pressure with the CO 2 saturation pressure at prevailing temperature, P sat,CO2 (T).
Ignoring the effects of water on fluid pressures, which are small at the modest temperatures considered here, we require P ≥ P sat,CO2 in order that no gas phase evolves. If this inequality is According to the previous discussion, phases appear or disappear whenever primary variables change past certain "sharp" threshold values. Experience with modeling CO 2 leakage scenarios has shown that such "hairtrigger" criteria for phase change may be prone to generating unstable behavior, with severe limitations for attainable time steps, especially when dealing with transitions between a <==> a-l <==> a-l-g <==> a-g. We achieve a more robust behavior by introducing a "finite window" for phase change, as follows. In the first of the above examples, instead of performing a transition from a ==> a-l conditions whenever X > X aq,l , we evolve a liquid CO 2 phase only when dissolved CO 2 mass fraction X exceeds the equilibrium solubility X aq,l by a finite amount, X > (1+)X aq,l . Here,  is a small parameter of order 10 .
Similarly, instead of making the transition a-l ==> a-l-g whenever P < P sat,CO2 , we evolve a gas phase only when P drops below P sat,CO2 by a finite amount, P < (1-)P sat,CO2 .
As a further refinement, we may optionally apply a "hairtrigger" criterion for phase change for the first few Newtonian iterations during a time step, and switch to a finite window for the subsequent Newtonian iterations. We have found that dynamic finite-size windows for phase change are essential for robust and efficient simulation of highly non-linear flow processes that involve boiling and condensation of liquid and gaseous CO 2 phases, with strong associated latent heat effects.
From a thermodynamic standpoint, it is possible for liquid CO 2 to change into gas, or vice versa, without any phase change, as long as the path from initial to final state avoids crossing the CO 2 saturation line. In order to achieve a consistent description of CO 2 phase conditions throughout the entire T,P-plane, we adopt the convention that, for supercritical temperatures, a change between liquid and gaseous CO 2 conditions is made whenever fluid pressure moves past the critical value. Note that this change of phase designation is merely an accounting device, and fluid properties for T > T crit vary continuously when P changes past P crit .
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Strong non-isothermal effects may occur when CO 2 escapes from the primary storage reservoir and migrates upwards along localized preferential pathways, such as faults and fracture zones, or improperly abandoned wells. 3, 6, 9 For such scenarios, the fate and transport of CO 2 may be strongly affected by heat transfer between the CO 2 flow path(s) and surrounding media of low permeability. As will be seen below, feedbacks between fluid flow and heat transfer can occur on a broad range of time scales, placing a premium on the accurate representation of heat transfer effects. Our numerical approach uses the semi-analytical method of Vinsome and Westerveld 16 to accurately represent heat transfer between fluids in a permeable fault zone and the adjacent wall rocks over a broad range of space and time scales, without any need to explicitly include the wall rocks in the simulation domain. 4 In the next section, we apply the new methods built into TOUGH2/ECO2M to relevant CO 2 leakage problems. Note that although our numerical methods can treat (NaCl) brines up to full halite saturation, all scenarios investigated here assume the aqueous phase to be fresh water.
CO 2 Discharge from a Deep Fault Zone
We consider a highly idealized problem of CO 2 leakage from a deep storage reservoir An important aspect of system evolution is conductive heat exchange with the wall rocks, which we model by means of a semi-analytical method. 16 As originally conceived by Vinsome and Westerveld 16 and used in standard TOUGH2, the semi-analytical approach for modeling conductive heat exchange was designed for confining beds with low permeability, such as cap rocks and base rocks. In that case the boundary of the permeable region typically occurs at a fixed vertical depth, and the initial temperature T i at the boundary of the conduction zone is approximately the same for all grid blocks that have an interface with the conduction zone. For such applications, the entire conduction zone may be considered to have the same initial temperature. The situation may be quite different in CO 2 leakage, where the pathways are more likely to be (sub-)vertical, and the initial temperature distribution along the leakage path would be given by a geothermal gradient. To be able to cope with such conditions, TOUGH2/ECO2M offers the possibility of modeling temperature gradients along the boundary to the conduction zone by specifying the initial temperature of the conductive half-spaces to be different for different grid blocks.
The CO 2 entering the fault displaces some of the aqueous phase, dissolves a small amount of water, and also partially dissolves into the aqueous phase. Most CO 2 remains in a kg/s per meter fault length, or 1 kg/s per 100 m fault length. During periods when the CO 2 outflow rate is relatively small, three-phase conditions migrate upward, and the region with three-phase conditions thickens (Fig. 6 ). As CO 2 outflow rates increase, the upward extension of three-phase conditions slows and eventually turns around when liquid CO 2 is boiled off the top of the three-phase zone at large rates.
Additional insight into the system dynamics can be gained by examining the evolution of profiles in T,P-space. Fig. 7 shows that, as a consequence of the pressure increase and temperature decline during CO 2 migration, the T,P-profile is rapidly shifted towards the CO 2 saturation line. Thermodynamic conditions get drawn towards the critical point and then approximately follow the saturation line. Note that three-phase points must fall right on the saturation line, while in the vicinity of three-phase zones, thermodynamic conditions will plot near the saturation line. At time t = 27.13 yr we have a large extent of three-phase conditions (Figs. 4, 6) , and a correspondingly large region of T,P-conditions overlapping with the saturation line. Temperatures have a local minimum at the lowest pressure (shallowest depth) with threephase conditions. Temperatures increase near the bottom of the overlying two-phase aqueous-gas zone, but resume enhanced decline from Joule-Thomson cooling as the upflowing gas expands upon its approach to the land surface.
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Migration of a CO 2 Plume in a Sloping Aquifer, Intersected by a Fault
This problem explores a scenario that includes the primary CO 2 storage reservoir, as well as a leakage pathway that extends all the way to the land surface. We consider the large-scale long-time migration of a CO 2 plume in a sloping aquifer that is intersected by a leaky fault.
Aquifer parameters are patterned after the Carrizo-Wilcox aquifer at the Texas Gulf coast; 20, 21 no effects of salinity are presently included. We assume that a substantial number of CO 2 storage projects will be operating in the Wilcox, and we consider a Our interest in this problem is in the long-term migration of stored CO 2 . For long-term CO 2 behavior the actual time dependence of CO 2 injection is not important, and is not modeled here. Instead, the CO 2 plume is emplaced instantaneously by assigning a uniform gas saturation of S g = 80 % to the subdomain labeled "CO2" in with CO 2 buoyancy due to lower density being the primary driving force. As in the previous fault upflow problem, conductive heat exchange across the fault walls is an important part of the evolution of the system, and is again modeled with the semi-analytical technique of Vinsome and Westerveld; 16 conductive heat exchange between the aquifer and cap and base rocks is less significant, but is included as well.
A detailed discussion of the plume migration problem without a leaky fault present has been given elsewhere. 22 Here we primarily highlight features of the simulation that pertain to the role of the leaky fault. The simulation is run for a total of 10,000 time steps. CO 2 reaches the fault after a simulation time of 186.5 yr and 855 time steps, but simulation time advances only another 126.0 yr during the subsequent 9,145 time steps. The much smaller time steps after CO 2 reaches the fault are due to the highly dynamic processes in the fault, including CO 2 boiling and condensation, two-and three-phase flow, and conductive heat transfer with the wallrocks. Water flux at the bottom of the fault is small and positive (= upward) at early times, turning negative (downward) after CO 2 enters the fault at t = 186.5 yr (Figs. 9, 10 ). The onset of CO 2 discharge at the top of the fault at t = 6.22585x10 Prior to the CO 2 plume reaching the fault, its advancement is virtually identical to a case without a leaky fault, that had been previously simulated using TOUGH2/ECO2N (Fig. 11) . 22 After the CO 2 plume reaches the fault its further advancement stalls for a while, but then resumes at an essentially unchanged rate. This behavior is a consequence of the variable plume thickness, see Fig. 12 . The tip of the plume is very thin, and total CO 2 flow rate is small near the plume tip, allowing all of the advancing CO 2 to be leaked off when the plume first reaches the fault. At later time thicker portions of the plume approach the fault, total CO 2 flow rate increases, and only a fraction of the CO 2 plume can be captured by the fault. The CO 2 bypassing the fault then resumes its updip migration at the same speed as before the fault intercepted the plume. Fig. 11 also shows that CO 2 loss up the fault is substantial, amounting to almost 7 % of original CO 2 inventory over a 100-year period of fault leakage. Future work needs to address issues of relative permeability and capillary pressure behavior of two-and three-phase brine-CO 2 mixtures, [23] [24] [25] including hysteretic effects, 26, 27 as well as the coupling of fluid flow and heat transfer to chemical and mechanical interactions between fluids and rocks.
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