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a b s t r a c t
An abstract Cauchy problem for second-order hyperbolic differential equations containing
the unbounded self-adjoint positive linear operator A(t) with domain in an arbitrary
Hilbert space is considered. A new second-order difference scheme, generated by integer
powers of A(t), is developed. The stability estimates for the solution of this difference
scheme and for the first- and second-order difference derivatives are established in Hilbert
normswith respect to space variable. To support the theoretical statements for the solution
of this difference scheme, the numerical results for the solution of one-dimensional wave
equation with variable coefficients are presented.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Hyperbolic partial differential equations with both constant/variable coefficients are of common occurrence in many
branches of physics and several other areas of science and engineering, e.g., electromagnetic, electrodynamics, thermo-
dynamics, hydrodynamics, elasticity, fluid dynamics, wave propagation, materials science and biological systems [1–12].
In numerical techniques for solving these equations, the problem of stability in various functional spaces has received a
great deal of importance and attention (see [13–21]). Especially, a proper difference scheme with a time dependent un-
bounded operator provides a suitable model for analyzing the stability.
In this paper, we consider a second-order difference scheme for the following initial-value problemd
2u(t)
dt2
+ A(t)u(t) = f (t) (0 ≤ t ≤ T ),
u(0) = ϕ, u′(0) = ψ,
(1.1)
where A(t) is an unbounded self-adjoint positive linear operator with domain D(A(t)) in an arbitrary Hilbert space H . It is
known (see [22,23]) that various initial-boundary value problems for hyperbolic equations can be reduced to the initial-
value problem (1.1). Note that (1.1) is the well-known wave equation in the special case when A(t) is equal to the Laplace
operator∆.
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There is a huge variety of works on the finite difference schemes for numerical solutions of linear hyperbolic partial
differential equations and there are several approaches to study the stabilities of these difference schemes (see [24–33] and
the references therein). The stability analysis of these difference schemes are performed using operator splitting method
and certain energy inequalities involving some assumptions that the magnitudes of the grid step sizes τ and hwith respect
to the time and space variables respectively are connected by a rule. For example, in [33], the stability of a new three-
level difference scheme for solving the second-order linear hyperbolic equation with constant coefficients is based on an
assumption between τ and h. Fourier method is one of the techniques to study the stability of finite difference schemes;
however, it cannot be applied for problem (1.1) because the operator depends on t .
The study of difference schemes for hyperbolic equationswithout using any necessary condition concerning the grid step
sizes τ and h is of great interest. Such difference schemes for approximately solving the initial-value problem (1.1) were
studied for the first time in [14]. In this work, the stability estimates for the solution of the following first-order difference
schemeτ
−2(uk+1 − 2uk + uk−1)+ Akuk+1 = fk,
Ak = A(tk), fk = f (tk), tk = kτ , 1 ≤ k ≤ N − 1,Nτ = T ,
τ−1(u1 − u0)+ iA1/21 u1 = iA1/20 u0 + ψ, u0 = ϕ
(1.2)
and for the first- and second-order difference derivatives were established.
Further, when A(t) = A, the stability estimates for the solution of the first-order difference scheme, a simple case of the
above difference scheme, and for the solutions of the following two types of second-order difference schemes
τ−2(uk+1 − 2uk + uk−1)+ 12Auk +
1
4
A(uk+1 + uk−1) = fk,
fk = f (tk), tk = kτ , 1 ≤ k ≤ N − 1,Nτ = 1,
(I + τ 2A)τ−1(u1 − u0) = τ2 (f0 − Au0)+ ψ, f0 = f (0), u0 = ϕ,
(1.3)

τ−2(uk+1 − 2uk + uk−1)+ Auk + τ
2
4
A2uk+1 = fk,
fk = f (tk), tk = kτ , 1 ≤ k ≤ N − 1,Nτ = 1,
(I + τ 2A)τ−1(u1 − u0) = τ2 (f0 − Au0)+ ψ, f0 = f (0), u0 = ϕ
(1.4)
have been established in [16]. In [17,18], for the same problem, the high-order two-step difference methods generated by
an exact difference scheme, and by the Taylor expansion on three points have been discussed; here the stability estimates
for approximate solutions by these difference methods are also discussed.
In this paper, we shall study high-order two-step difference methods for approximately solving the main problem (1.1)
without using any assumption between the grid step sizes τ and h. In [19], a second-order modified Crank–Nicholson
difference scheme was developed, and the stability estimates of the solution of the difference method and its first- and
second-order difference derivatives were established. In [20], another modified second-order explicit difference scheme
was developed, and the stability estimate involving
A1/2k−1/2 uk−uk−1τ N−11

Cτ
, ‖{Akuk}N−11 ‖Cτ of the second-order difference
derivative was obtained though the stability estimates for the solution of the difference scheme and for the first-order
difference derivative were not obtained. However, the difference methods in [19,20] are generated by the square roots of
A(t). Thus, for a practical realization of these difference methods it is necessary to first construct an operator A1/2(t), which
obviously is not easy. Hence, in spite of theoretical results, the application of these methods for numerically solving an
initial-value problem is not very practical.
We also note that in [34–37], the first- and second-order difference methods are studied for approximately solving
the main Eq. (1.1) and hyperbolic–parabolic equations containing the main Eq. (1.1) for A(t) = A with various non-local
boundary conditions with respect to time variable.
Finally, in [21] the second-order difference scheme
uk+1 − 2uk + uk−1
τ 2
+ 1
2
Akuk + 14Ak(uk+1 + uk−1) = fk,
Ak = A(tk), fk = f (tk), tk = kτ , 1 ≤ k ≤ N − 1,Nτ = T ,
(I + τ 2A0)τ−1(u1 − u0) = τ2 (f0 − A0u0)+ ψ, f0 = f (0), u0 = ϕ
has been constructed. It is clear that the above difference scheme is a generalization of the second-order difference scheme
(1.3). In this paper, the stability estimates of the solution of the difference scheme and its first- and second-order difference
derivatives were also established.
In the present paper, a new second-order difference method generated by integer powers of A(t) for approximately
solving the initial-value problem (1.1) is developed. This difference scheme is a generalization of the second-order difference
scheme (1.4). The stability estimates for the solution of this difference scheme and for the first- and second-order
difference derivatives are established. The theoretical statements for this differencemethod are supported by the numerical
experiments for one-dimensional hyperbolic partial differential equation with Dirichlet boundary conditions.
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2. Construction of the difference scheme
Using the finite difference formula
u(tk+1)− 2u(tk)+ u(tk−1)
τ 2
− u′′(tk) = o(τ 2),
in the equation
u′′(tk) = −A(tk)u(tk)+ f (tk),
we obtain
u(tk+1)− 2u(tk)+ u(tk−1)
τ 2
+ A(tk)

u(tk)+ τ
2
4
A(tk)u(tk+1)

= f (tk)+ o(τ 2).
Further, we have
(I + τ 2A(0))u(τ )− u(0)
τ
= τ
2
(−A(0)u(0)+ f (0))+ ψ + o(τ 2).
Neglecting small terms o(τ 2), we obtain the following difference scheme
uk+1 − 2uk + uk−1
τ 2
+ Akuk + τ
2
4
A2kuk+1 = fk,
Ak = A(tk), fk = f (tk), tk = kτ , 1 ≤ k ≤ N − 1,Nτ = T ,
(I + τ 2A0)τ−1(u1 − u0) = τ2 (f0 − A0u0)+ ψ, f0 = f (0), u0 = ϕ.
(2.1)
Note that the above difference scheme is a generalization of the difference scheme (1.4). Rearranging (2.1), we have
τ−1(uk+1 − uk) = τ2Akuk+1 + iA
1/2
k vk+1, 1 ≤ k ≤ N − 1,
u1 = (I + τ 2A0)−1
[
I − τ
2
2
A0

u0 + τu′0 +
τ 2
2
f0
]
,
τ−1(vk+1 − vk) = τ2Akvk+1 + iA
1/2
k uk+1 + ϕk,
ϕk = −iA−1/2k fk + iA−1/2k (A1/2k − A1/2k−1)A−1/2k−1 τ−2(uk − uk−1)+
i
2
(A1/2k − A1/2k−1)uk, 1 ≤ k ≤ N − 1,
v1 = 1iτ A
−1/2
0
[
I − τ
2
2
A0

u1 − u0
]
.
(2.2)
Using the transformations ηk+1 = uk+1+vk+1 andµk+1 = uk+1−vk+1 in (2.2), we obtain the following system of difference
equations:
τ−1(ηk+1 − ηk) =

iA1/2k +
τ
2
Ak

ηk + ϕk, 1 ≤ k ≤ N − 1,
η1 = B+u0 + C+u′0 + D+f0,
τ−1(µk − µk−1) =

−iA1/2k +
τ
2
Ak

µk − ϕk, 1 ≤ k ≤ N − 1,
µ1 = B−u0 + C−u′0 + D−f1,
ϕk = iA−1/2k

A1/2k − A1/2k−1

A−1/2k−1 τ
−2(uk − uk−1)+ i2 (A
1/2
k − A1/2k−1)uk,
(2.3)
where
B± = (I + τ 2A0)−1
[
I − τ
2
2
A0 + 1iτ A
−1/2
0

∓2τ 2A0 ± τ
4
4
A20
]
,
C± = τ(I + τ 2A0)−1
[
I ± 1
iτ
A−1/20

I − τ
2
2
A0
]
,
D± = τ
2
2
(I + τ 2A0)−1
[
I ± 1
iτ
A−1/20

I − τ
2
2
A0
]
.
Hence, we have the following system of recursion formulas
ηk+1 =

I − τ
2
2
Ak − iτA1/2k
−1
ηk + τ

I − τ
2
2
Ak − iτA1/2k
−1
ϕk, 1 ≤ k ≤ N − 1,
µk+1 =

I − τ
2
2
Ak + iτA1/2k
−1
µk − τ

I − τ
2
2
Ak + iτA1/2k
−1
ϕk, 1 ≤ k ≤ N − 1.
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Therefore,
ηk = P−k (k)η1 +
k−
m=1
R−m(k)ϕm, µk = P+k (k)µ1 +
k−
m=1
R+m(k)ϕm;
here
P±k (k) = X±k X±k−1 · · · X±1 , R±m(k) = X±k X±k−1 · · · X±m ,
where
X±k =

I − τ
2
2
Ak ± iτA1/2k
−1
.
Using the formula uk+1 = 12 (ηk+1 + µk+1), we obtain
uk+1 = 2−1

[P+k (k)B− + P−k (k)B+]u0 + [P+k (k)C− + P−k (k)C+]u′0
+ [P+k (k)D− + P−k (k)D+]f1 + τ
k−
m=1
[R−m(k)− R+m(k)]ϕm

. (2.4)
Furthermore, by using the transformation k−m = s, we find
uk+1 = 2−1

[P+k (k)B− + P−k (k)B+]u0 + [P+k (k)C− + P−k (k)C+]u′0
+ [P+k (k)D− + P−k (k)D+]f1 + τ
k−1
s=0
[E−s (k)− E+s (k)]ϕk−s

, (2.5)
where
ϕk−s = −iA−1/2k−s fk−s + iA−1/2k−s

A1/2k−s − A1/2k−s−1

A−1/2k−s−1τ
−2 (uk−s − uk−s−1)+ i2

A1/2k−s − A1/2k−s−1

uk−s,
E±s (k) = X±k X±k−1 · · · X±k−s.
Finally, from the last formula, we obtain
uk = 2−1

[P+k−1(k− 1)B− + P−k−1(k− 1)B+]u0 + [P+k−1(k− 1)C− + P−k−1(k− 1)C+]u′0
+ [P+k−1(k− 1)D− + P−k−1(k− 1)D+]f1 + τ
k−1
s=1

E−s−1(k− 1)− E+s−1(k− 1)

ϕk−s

(2.6)
and
τ−1(uk − uk−1) = (2τ)−1

[[P−k−1(k− 1)− P−k−2(k− 2)]B+ + [P+k−1(k− 1)− P+k−2(k− 2)]B−]u0
+ [[P−k−1(k− 1)− P−k−2(k− 2)]C+ + [P+k−1(k− 1)− P+k−2(k− 2)]C−]u′0
+ [[P−k−1(k− 1)− P−k−2(k− 2)]D+ + [P+k−1(k− 1)− P+k−2(k− 2)]D−]f0
+ τ E−0 (k− 1)− E−0 (k− 1)ϕk−1
+ τ
k−1
s=2
[[E−s−1(k− 1)− E−s−2(k− 2)] − [E+s−1(k− 1)− E+s−2(k− 2)]]ϕk−s

. (2.7)
In the following section, the foregoing formulas will be used to establish the stability estimates for the solution of the
difference scheme (2.1) and for the first- and second-order difference derivatives.
3. Stability of the difference scheme (2.1)
Let A(t) be the self-adjoint positive operator in H with a t-independent domain D = D(A(t)) : A(t) ≥ δI > 0. Then, the
following estimates hold
‖τ αAα/2k (I + τ 2Ak)−1‖ ≤ 1, α = 0, 1, 2, (3.1)τ αAα/2k

I − τ
2
2
Ak ± iτA1/2k
−1 ≤ α2 − α2 + 1, α = 0, 1, 2. (3.2)
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The following subsidiary conditions for the operator A(t) will be needed later. Let the function Aρ(t)A−ρ(z), ρ ∈ [0, 2]
involving the operator A(t) satisfy the condition
‖[Aρ(t)− Aρ(s)]A−ρ(z)‖ ≤ Mρ |t − s|, (3.3)
where Mρ is a positive constant independent of t, s, z for t, s, z ∈ [0, T ]. Hence, the function Aρ(t)A−ρ(z) has a finite
variation on [0, T ], that is, there exists a number Pρ such that
N−
k=1
‖(Aρ(sk)− Aρ(sk−1))A−ρ(z)‖ ≤ Pρ
for any 0 = s0 < s1 < · · · < sN = T . Here, Pρ is a positive constant independent of s0, s1, . . . , sN and z.
Furthermore, let the function Aρ+1/2(p)A1/2(t)A−ρ−1(z), ρ ∈ [0, 1] satisfy the condition
‖Aρ+1/2(t)[A1/2(t)− A1/2(s)]A−ρ−1(z)‖ ≤ Mρ+1/2|t − s|, (3.4)
whereM1/2 is a positive constant independent of t, z for t, z ∈ [0, T ] and t, z, p for t, z, p ∈ [0, T ], respectively. Hence the
function Aρ+1/2(p)A1/2(t)A−ρ−1(z) has a finite variation on [0, T ], that is, there exists a number P1/2 such that
N−
k=1
‖Aρ+1/2(p)[A1/2(sk)− A1/2(sk−1)]A−ρ−1(z)‖ ≤ Pρ+1/2
for any 0 = s0 < s1 < · · · < sN = T . Here, Pρ+ 12 is a positive constant independent of s0, s1, . . . , sN , p and z.
If
‖Aρ(t)A−ρ(s)‖ ≤ Mρ, (3.5)
then
N−1−
k=0
‖A1/2k+1(A1/2k+1 − A1/2k )A−1k+1/2‖ ≤ (M1 + 1)M1P1
for any tk ∈ [0, T ]τ .
Finally, let P±k (k) = X±k X±k−1 · · · X±1 and E±s (k) = X±k X±k−1 · · · X±k−s such that
X±k =

I − τ
2
2
Ak ± iτA1/2k
−1
.
We have
‖Aρk P±k (k)A−ρ0 ‖ ≤ e
Mρ
k∑
i=1
‖(Aρi −Aρi−1)A−ρ0 ‖
, (3.6)
‖AkP±k (k)A
α
2−1
0 τ
α‖ ≤

α2 − α
2
+ 1

e
M1
k∑
i=1
‖(Ai−Ai−1)A−10 ‖
, α = 0, 1, 2, (3.7)
‖Aρk E±s (k)A−ρ0 ‖ ≤ e
Mρ
k∑
i=1
‖(Aρi −Aρi−1)A−ρ0 ‖
, (3.8)
‖AkE±s (k)A
α
2−1
1,k−sτ
α‖ ≤

α2 − α
2
+ 1

e
M1
k∑
i=1
‖(Ai−Ai−1)A−10 ‖
, α = 0, 1, 2, (3.9)
‖τ−1[P±k (k)− P±k−1(k− 1)]A−1/20 ‖ ≤
3
2
e
M1/2
k−1∑
i=1
‖(A1/2i −A
1/2
i−1)A
−1/2
0 ‖
, (3.10)
‖A1/2k τ−1[P±k (k)− P±k−1(k− 1)]A
α
2−1
0 τ
α‖ ≤ 3
2

α2 − α
2
+ 1

e
M1
k∑
i=1
‖(Ai−Ai−1)A−10 ‖
, α = 0, 1, 2, (3.11)
τ−1 E±s (k)− E±s−1(k− 1) A α2−1k−s τ α ≤ 32

α2 − α
2
+ 1

e
M1
k∑
i=1
‖(Ai−Ai−1)A−10 ‖
, α = 0, 1, 2, (3.12)
A1/2k τ−1 E±s (k)− E±s−1(k− 1) (Ak−s) α2−1 τ α ≤ 32

α2 − α
2
+ 1

e
M1
k∑
i=1
‖(Ai−Ai−1)A−10 ‖
, α = 0, 1, 2. (3.13)
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Theorem 3.1. Let u(0) ∈ D(A 12 (0)). Then, for the solution of the difference scheme (2.1), the stability estimate
‖{τAk−1uk−1}N+11 ‖Cτ +


uk − uk−1
τ
N−1
1

Cτ
+ ‖uτ‖Cτ ≤ C1

‖A 12 (0)u0‖H + ‖u′0‖H + τ
N−1−
s=0
‖fs‖H

,
holds, where C1 does not depend on u0, u′0, fs(0 ≤ s ≤ N − 1) and τ .
Proof. First, consider the estimate for ‖τAk−1uk−1‖H . Using formula (2.6), we can write
τAk−1uk−1 = J1k + J2k + J3k + J4k, (3.14)
where
J1k = τAk−12−1[P−k−2(k− 2)B+ + P+k−2(k− 2)B−]u0,
J2k = τAk−12−1[P−k−2(k− 2)C+ + P+k−2(k− 2)C+]u′0,
J3k = τAk−12−1[P−k−2(k− 2)D+ + P+k−2(k− 2)D−]f0,
J4k = τ 2Ak−12−1
k−1
s=2
[E−s−2(k− 2)+ E+s−2(k− 2)]ϕk−s.
Now, we will estimate the terms ‖Jmk‖H form = 1, 4 separately. Letm = 1. Then, from (3.1) and (3.7), we obtain
‖J1k‖H ≤ ‖τAk−1P±k−2(k− 2)B∓u0‖H
≤ {‖τAk−1P−k−2(k− 2)A−1/20 ‖[‖(I + τ 2A0)−1‖ + 2‖τA1/20 (I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]
+ 4−1‖τ 2Ak−1P−k−2(k− 2)‖ ‖τ 2A0(I + τ 2A0)−1‖}‖A1/20 u0‖H
≤ 4M1eM1/2P1/2‖A1/20 u0‖H = C1‖A1/20 u0‖H .
Similarly, form = 2 andm = 3, we have
‖J2k‖H ≤ ‖τAk−1P±k−2(k− 2)C∓u′0‖H
≤ ‖τAk−1P−k−2(k− 2)A−1/20 ‖
× [‖(I + τ 2A0)−1‖ + ‖τA1/20 (I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]‖u′0‖H
≤ 5
2
M1eM1/2P1/2‖A1/20 u0‖H =
5
8
C1‖u′0‖H
and
‖J3k‖H ≤ ‖τAk−1P±k−2(k− 2)D∓f0‖H
≤ τ‖τAk−1P−k−2(k− 2)A−1/20 ‖[2−1‖(I + τ 2A0)−1‖
+ 2−1‖τA1/20 (I + τ 2A0)−1‖ + 4−1‖τ 2A0(I + τ 2A0)−1‖]‖f0‖H
≤ 5
4
τM1eM1/2P1/2‖f0‖H = 516C1τ‖f0‖H .
Letm = 4. Then, from (3.4), (3.5) and (3.9), we find
‖J4k‖H ≤
k−1
s=2
‖τ 2Ak−1E±s−2(k− 2)ϕk−s‖
≤ τ
k−1
s=2
‖τAk−1E−s−2(k− 2)A−1/2k−s ‖[‖fk−s‖H + ‖(A1/2k−s − A1/2k−s−1)A−1/2k−s−1‖ ‖τ−2(uk−s − uk−s−1)‖H
+ 2−1‖A1/2k−s(A1/2k−s − A1/2k−s−1)A−1k−s‖ ‖Ak−suk−s‖H ]
≤ 1
4
C1τ
k−1
s=2
[‖fk−s‖H +M1/2‖τ−1(uk−s − uk−s−1)‖H + 2−1M1/2‖τAk−suk−s‖H ].
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With the triangle inequality and the last four estimates, formula (3.14) yields
‖τAk−1uk−1‖H ≤ C1‖A1/20 u0‖H +
5
8
C1‖u′0‖H +
5
16
C1τ‖f0‖H
+ 1
4
C1τ
k−1
s=2
[‖fk−s‖H +M1/2‖τ−1(uk−s − uk−s−1)‖H + 2−1M1/2‖τAk−suk−s‖H ]
≤ C2

‖A1/20 u0‖H + ‖u′0‖H + τ‖f0‖H + τ
k−1
s=2
‖fk−s‖H
+ τ
k−1
s=2
[‖τ−1(uk−s − uk−s−1)‖H + ‖τAk−suk−s‖H ]

,
where
C2 = max{C1(I, 4−1M1/2)}.
From the foregoing result, it follows that
‖τAk−1uk−1‖H ≤ C2

‖A1/20 u0‖H + ‖u′0‖H + τ
k−2
s=0
‖fs‖H + τ
k−2
s=1
us − us−1τ

H
+ ‖τAsus‖H

. (3.15)
Now, consider the estimate for ‖τ−1(uk − uk−1)‖H . Using formula (2.7), we can write
τ−1(uk − uk−1) = S1k + S2k + S3k + S4k + S5k, (3.16)
where
S1k = (2τ)−1{[P−k−1(k− 1)− P−k−2(k− 2)]B+ + [P+k−1(k− 1)− P+k−2(k− 2)]B−}u0,
S2k = (2τ)−1{[P−k−1(k− 1)− P−k−2(k− 2)]C+ + [P+k−1(k− 1)− P+k−2(k− 2)]C−}u′0,
S3k = (2τ)−1{[P−k−1(k− 1)− P−k−2(k− 2)]D+ + [P+k−1(k− 1)− P+k−2(k− 2)]D−}f0,
S4k = 2−1[E−0 (k− 1)− E+0 (k− 1)]ϕk−1,
S5k = 2−1
k−1
s=2
{[E−s−1(k− 1)− E−s−2(k− 2)] + [E+s−1(k− 1)− E+s−2(k− 2)]}ϕk−s.
To estimate the terms ‖Smk‖H form = 1, 5 separately, letm = 1. Then, applying the estimates (3.1) and (3.10), we find
‖S1k‖H ≤ ‖τ−1[P±k−1(k− 1)− P±k−2(k− 2)]B∓u0‖H
≤ {‖τ−1[P−k−1(k− 1)− P−k−2(k− 2)]A−1/20 ‖
× [‖(I + τ 2A0)−1‖ + ‖τA1/20 (I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]
+ 4−1‖[P−k−1(k− 1)− P−k−2(k− 2)]‖ ‖τ 2A0(I + τ 2A0)−1‖}‖A1/20 u0‖H
≤ 4eM1/2P1/2‖A1/20 u0‖H = C3‖A1/20 u0‖H .
Similarly, form = 2 andm = 3, we have
‖S2k‖H ≤ ‖τ−1[P±k−1(k− 1)− P±k−2(k− 2)]C∓u′0‖H
≤ ‖τ−1[P−k−1(k− 1)− P−k−2(k− 2)]A−1/20 ‖
× [‖τA1/20 (I + τ 2A0)−1‖ + ‖(I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]‖u′0‖H
≤ 4eM1/2P1/2‖u′0‖H = C3‖u′0‖H
and
‖S3k‖H ≤ ‖τ−1[P±k−1(k− 1)− P±k−2(k− 2)]D∓f0‖H
≤ τ‖τ−1[P−k−1(k− 1)− P−k−2(k− 2)]A−1/20 ‖[2−1‖(I + τ 2A0)−1‖ + 2−1‖τA1/20 (I + τ 2A0)−1‖
+ 4−1‖τ 2A0(I + τ 2A0)−1‖]‖f0‖H
≤ 15
8
τeM1/2P1/2‖f0‖H = 1532C3τ‖f0‖H .
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Let m = 4. It is easy to show that 2−1[E−0 (k − 1) − E+0 (k − 1)] = τA1/2k−1X−k−1X+k−1. Then, applying the estimates (3.2), (3.3)
and (3.4), we get
‖S4k‖H ≤ ‖2−1[E−0 (k− 1)− E+0 (k− 1)]ϕk−1‖H ≤ ‖τA1/2k−1X−k−1X+k−1ϕk−1‖H
≤ τ [‖fk−1‖H + ‖(A1/2k−1 − A1/2k−2)A−1/2k−2 ‖ ‖τ−2(uk−1 − uk−2)‖H
+ 2−1‖A1/2k−1(A1/2k−1 − A1/2k−2)A−1k−1‖ ‖Ak−1uk−1‖H ]
≤ τ [‖fk−1‖H +M1/2‖τ−1(uk−1 − uk−2)‖H + 2−1M1/2‖τAk−1uk−1‖H ].
Lettingm = 5 and then applying the estimates (3.3), (3.4) and (3.12), we obtain
‖S5k‖H ≤
k−1
s=2
‖[E±s−1(k− 1)− E±s−2(k− 2)]ϕk−s‖
≤ τ
k−1
s=2
‖τ−1[E−s−1(k− 1)− E−s−2(k− 2)]A−1/2k−s ‖
× [‖fk−s‖H + ‖(A1/2k−s − A1/2k−s−1)A−1/2k−s−1‖ ‖τ−2(uk−s − uk−s−1)‖H
+ 2−1‖A1/2k−s(A1/2k−s − A1/2k−s−1)A−1k−s‖ ‖Ak−suk−s‖H ]
≤ τeM1/2P1/2
k−1
s=2
[‖fk−s‖H +M1/2‖τ−1(uk−s − uk−s−1)‖H + 2−1M1/2‖τAk−suk−s‖H ].
With the triangle inequality and the last five estimates, formula (3.16) yields
‖τ−1(uk − uk−1)‖H ≤ C3(‖A1/20 u0‖H + ‖u′0‖H)+
15
32
C3τ‖f0‖H
+ τ [‖fk−1‖H +M1/2‖τ−1(uk−1 − uk−2)‖H + 2−1M1/2‖τAk−1uk−1‖H ]
+ τeM1/2P1/2
k−1
s=2
[‖fk−s‖H +M1/2‖τ−1(uk−s − uk−s−1)‖H + 2−1M1/2‖τAk−suk−s‖H ]
≤ C4

‖A1/20 u0‖H + ‖u′0‖H + τ‖f0‖H + τ‖fk−1‖H + τ
k−1
s=2
‖fk−s‖H
+ τ [‖τ−1(uk−1 − uk−2)‖H + ‖τAk−1uk−1‖H ] + τ
k−1
s=2
[‖τ−1(uk−s − uk−s−1)‖H + ‖τAk−suk−s‖H ]

,
where
C4 = max{C3,M1/2, eM1/2P1/2 ,M1/2eM1/2P1/2}.
The above result yields that
‖τ−1(uk − uk−1)‖H ≤ C4

‖A1/20 u0‖H + ‖u′0‖H + τ
k−1
s=0
‖fs‖H + τ
k−1
s=1
us − us−1τ

H
+ ‖τAsus‖H

. (3.17)
The estimates (3.15) and (3.17) together imply
‖τAk−1uk−1‖H + ‖τ−1(uk − uk−1)‖H ≤ (C2 + C4)[‖A1/20 u0‖H + ‖u′0‖H ]
+ C2

τ
k−2
s=0
‖fs‖H + τ
k−2
s=1
us − us−1τ

H
+ ‖τAsus‖H

+ C4

τ
k−1
s=0
‖fs‖H + τ
k−1
s=1
us − us−1τ

H
+ ‖τAsus‖H

≤ C5

‖A1/20 u0‖H + ‖u′0‖H + τ
k−1
s=0
‖fs‖H
+ τ
k−1
s=1
us − us−1τ

H
+ ‖τAsus‖H

,
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where
C5 = max{2C2, 2C4}.
Applying the difference analogy of the integral inequality, we get
‖τ−1(uk − uk−1)‖H + ‖τAk−1uk−1‖H ≤ C6

‖A1/20 u0‖H + ‖u′0‖H +
k−1
s=0
‖fs‖Hτ

, (3.18)
where
C6 = C5eC5τk.
Now, wewill estimate ‖uk‖H for k = 1, 2, . . . ,N . It is easy to show that uk = u0+∑ks=1 τ−1(us−us−1)τ . Using the estimate
(3.18) and the triangle inequality in this equation, we get
‖uk‖H ≤ ‖u0‖H +
k−
s=1
‖τ−1(us − us−1)‖Hτ
≤ ‖A−1/20 ‖ ‖A1/20 u0‖H + C6kτ

‖A1/20 u0‖H + ‖u′0‖H +
k−1
s=0
‖fs‖Hτ

for k, 1 ≤ k ≤ N − 1.
From ‖A−1/2s ‖ ≤
√
δ
−1
, we can write
‖uk‖H ≤ C7

‖A1/20 u0‖H + ‖u′0‖H +
k−1
s=0
‖fs‖Hτ

,
where
C7 = max{
√
δ
−1 + TC6, C6}.
This completes the proof of Theorem 3.1. 
Theorem 3.2. Let u(0) ∈ D(A(0)), u′(0) ∈ D(A1/2(0)). Then, for the solution of the difference scheme (2.1), the stability estimate
‖{τ−2(uk+1 − 2uk + uk−1)}N−11 ‖Cτ + ‖{Akuk}N1 ‖Cτ + ‖{4−1τ 4A2kuk+1}N−10 ‖Cτ
≤ C2

‖A(0)u0‖H + ‖A 12 (0)u′0‖H + max0≤s≤k ‖fs‖H +
N−
s=0
‖fs+1 − fs‖H

holds, where C2 does not depend on u0, u′0, fs (0 ≤ s ≤ N) and τ .
Proof. We shall first obtain an estimate for ‖Akuk‖H . Using formula (2.6), we can write
Akuk = Y1k + Y2k + Y3k + Y4k, (3.19)
where
Y1k = 2−1Ak[P−k−1(k− 1)B+ + P+k−1(k− 1)B−]u0,
Y2k = 2−1Ak[P−k−1(k− 1)C+ + P+k−1(k− 1)C−]u′0,
Y3k = 2−1Ak[P−k−1(k− 1)D+ + P+k−1(k− 1)D−]f0,
Y4k = τAk2−1
k−1
s=1
[E−s−1(k− 1)+ E+s−1(k− 1)]ϕk−s.
To estimate the terms ‖Ymk‖H form = 1, 4 separately, letm = 1. Then, applying the estimates (3.1) and (3.6), we get
‖Y1k‖H ≤ ‖AkP±k−1(k− 1)B∓u0‖H
≤ {‖AkP−k−1(k− 1)A−10 ‖[‖(I + τ 2A0)−1‖ + 2‖τA1/20 (I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]
+ 4−1‖τ 2AkP−k−1(k− 1)‖ ‖τA1/20 (I + τ 2A0)−1‖}‖A0u0‖H
≤ 4eM1P1‖A0u0‖H = C8‖A0u0‖H .
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Similarly, applying the same estimates form = 2 andm = 3, we obtain
‖Y2k‖H ≤ ‖AkP±k−1(k− 1)C∓u′0‖H
≤ ‖AkP−k−1(k− 1)A−10 ‖[‖(I + τ 2A0)−1‖ + ‖τA1/20 (I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]‖A1/20 u′0‖H
≤ 2eM1P1‖A1/20 u0‖H =
1
2
C8‖A1/20 u′0‖H
and
‖Y3k‖H ≤ ‖AkP±k−1(k− 1)D∓f0‖H
≤ 2−1‖AkP−k−1(k− 1)A−10 ‖[(3/2)‖τA1/20 (I + τ 2A0)−1‖ + ‖τ 2A0(I + τ 2A0)−1‖]‖f0‖H
≤ 5
4
eM1P1‖f0‖H = 516C8‖f0‖H .
Letm = 4. It is clear that
Y4k = Q1k + Q2k + Q3k, (3.20)
where
Q1k = τAk
k−1
s=1
[E−s−1(k− 1)+ E+s−1(k− 1)](−iA−1/2k−s fk−s),
Q2k = τAk
k−1
s=1
[E−s−1(k− 1)+ E+s−1(k− 1)][−iA−1/2k−s (A1/2k−s − A1/2k−s−1)A−1/2k−s−1τ−2(uk−s − uk−s−1)],
Q3k = τAk
k−1
s=1
[E−s−1(k− 1)+ E+s−1(k− 1)][−i2−1(A1/2k−s − A1/2k−s−1)uk−s].
Now, to estimate the terms ‖Qmk‖H for m = 1, 3, separately, let m = 1. We have that AkE−s−1(k − 1)(−iτA−1/2k−s fk−s) =
AkE−s−2(k− 1)(I − X−k−s)

I − iτ2 A1/2k−s
−1
A−1k−sfk−s. Applying this in the form Q1k, we get
k−1
s=1
AkE−s−1(k− 1)(−iτA−1/2k−s fk−s) =
k−1
s=1
AkE−s−2(k− 1)

I − iτ
2
A1/2k−s
−1
× A−1k−sfk−s −
k−1
s=1
AkE−s−2(k− 1)X−k−s

I − iτ
2
A1/2k−s
−1
A−1k−sfk−s.
Making the change s+ 1 = m for the expression under the second summation and rearranging the terms and using Abel’s
formula, we get
k−1
s=1
AkE−s−1(k− 1)(−iτA−1/2k−s fk−s)
= AkE−k−2(k− 1)

I − iτ
2
A1/21
−1
A−11 f1 + AkE−−1(k− 1)

I − iτ
2
A1/2k
−1
A−1k fk
+
k−1
s=1
AkE−s−2(k− 1)

I − iτ
2
A1/2k−s
−1
A−1k−sfk−s −

I − iτ
2
A1/2k−s+1
−1
A−1k−s+1fk−s+1

.
It is easy to show that
I − iτ
2
A1/2k−s
−1
A−1k−sfk−s −

I − iτ
2
A1/2k−s+1
−1
A−1k−s+1fk−s+1
= −

I − iτ
2
A1/2k−s
−1
A−1k−s(fk−s+1 − fk−s)+

I − iτ
2
A1/2k−s
−1
A−1k−s(Ak−s+1 − Ak−s)A−1k−s+1fk−s+1
−iτ
2

I − iτ
2
A1/2k−s
−1
(A1/2k−s+1 − A1/2k−s)

I − iτ
2
A1/2k−s+1
−1
A−1k−s+1fk−s+1.
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Now, we can write
k−1
s=1
AkE−s−1(k− 1)(−iτA−1/2k−s fk−s)
= AkE−k−2(k− 1)

I − iτ
2
A1/21
−1
A−11 f1 + AkE−−1(k− 1)

I − iτ
2
A1/2k
−1
A−1k fk
−
k−1
s=1
AkE−s−2(k− 1)

I − iτ
2
A1/2k−s
−1
A−1k−s(fk−s+1 − fk−s)
+
k−1
s=1
AkE−s−2(k− 1)

I − iτ
2
A1/2k−s
−1
A−1k−s(Ak−s+1 − Ak−s)A−1k−s+1fk−s+1
−
k−1
s=1
AkE−s−2(k− 1)

i
τ
2

I − iτ
2
A1/2k−s
−1
(A1/2k−s+1 − A1/2k−s)

I − iτ
2
A1/2k−s+1
−1
A−1k−s+1fk−s+1

.
Then, applying the estimates (3.1), (3.3), (3.4), (3.8) and (3.9), we get
‖Q1k‖H ≤
 k−1
s=1
τAk[E−s−1(k− 1)+ E+s−1(k− 1)](−iA−1/2k−s fk−s)

‖Q1k‖H ≤ ‖AkE−k−2(k− 1)A−11 ‖


I − iτ
2
A1/21
−1 ‖f1‖H + ‖AkE−−1(k− 1)A−1k ‖


I − iτ
2
A1/2k
−1 ‖fk‖H
+
k−1
s=1
‖AkE−s−2(k− 1)A−1k−s‖


I − iτ
2
A1/2k−s
−1 ‖fk−s+1 − fk−s‖H
+
k−1
s=1
‖Ak−1E−s−2(k− 1)A−1k−s‖


I − iτ
2
A1/2k−s
−1 ‖(Ak−s+1 − Ak−s)A−1k−s+1‖ ‖fk−s+1‖H
+ 2−1
k−1
s=1
‖AkE−s−2(k− 1)A−1k−s‖
τA1/2k−s

I − iτ
2
A1/2k−s
−1
×‖A1/2k−s(A1/2k−s+1 − A1/2k−s)A−1k−s+1‖


I − iτ
2
A1/2k−s+1
−1 ‖fk−s+1‖H
≤ eM1P1‖f1‖H + ‖fk‖H + eM1P1
k−1
s=1
‖fk−s+1 − fk−s‖H + 32τM1/2e
M1P1
k−1
s=1
‖fk−s+1‖H .
Lettingm = 2 and then applying the estimates (3.4) and (3.9), we get
‖Q2k‖H ≤
 k−1
s=1
τAkE−s−1(k− 1)[A−1/2k−s (A1/2k−s − A1/2k−s−1)A−1/2k−s−1τ−2(uk−s − uk−s−1)]

H
+
k−1
s=1
‖Ak−1E−s−1(k− 1)A−1k−s‖ ‖A1/2k−s(A1/2k−s − A1/2k−s−1)A−1k−s−1‖ ‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖H
≤ τM1/2eM1P1
k−1
s=1
‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖H .
Similarly, applying the same estimates form = 3, we obtain
‖Q3k‖H ≤
 k−1
s=1
τAkE−s−1(k− 1)2−1(A1/2k−s − A1/2k−s−1)uk−s

H
≤ 2−1
k−1
s=1
‖AkE−s−1(k− 1)A−1/2k−s τ‖ ‖A1/2k−s(A1/2k−s − A1/2k−s−1)A−1k−s‖ ‖Ak−suk−s‖H
≤ 1
2
τM1/2eM1P1
k−1
s=1
‖Ak−suk−s‖H .
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With the triangle inequality and the last three estimates, formula (2.6) yields
‖Y4k‖H ≤ eM1P1‖f1‖H + ‖fk‖H + eM1P1
k−1
s=1
‖fk−s+1 − fk−s‖H + 32τM1/2e
M1P1
k−1
s=1
‖fk−s+1‖H
+ 1
2
τM1/2eM1P1
k−1
s=1
‖Ak−suk−s‖H + τM1/2eM1P1
k−1
s=1
‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖H
≤ C9

τ
k−1
s=1
‖fk−s+1‖H +
k−1
s=1
‖fk−s+1 − fk−s‖H + τ
k−1
s=1
[‖Ak−suk−s‖H + ‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖H ]

,
where
C9 = max{2(eM1P1 , 1, 2M1/2eM1P1)}.
Using formula (3.19), the triangle inequality and the estimates ‖Ymk‖H form = 1, 4, we obtain
‖Akuk‖H ≤ C8‖A0u0‖H + 12C8‖A
1/2
0 u
′
0‖H +
5
16
C8‖f0‖H + C9

τ
k−1
s=1
‖fk−s+1‖H +
k−1
s=1
‖fk−s+1 − fk−s‖H
+ τ
k−1
s=1
[‖Ak−suk−s‖H + ‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖H ]

.
The above result comes up with
‖Akuk‖H ≤ C10

‖A0u0‖H + ‖A1/20 u′0‖H + max0≤s≤k ‖fs‖H
+
k−1
s=1
‖fs+1 − fs‖H + τ
k−1
s=1
[‖Asus‖H + ‖A1/2s−1τ−1(us − us−1)‖H ]

, (3.21)
where
C10 = max{C8, C9}.
Now, consider the estimate for ‖A1/2k−1τ−1(uk − uk−1)‖H . Using formula (2.7), we can write
A1/2k−1τ
−1(uk − uk−1) = V1k + V2k + V3k + V4k + V5k, (3.22)
where
V1k = (2τ)−1A1/2k−1{[P−k−1(k− 1)− P−k−2(k− 2)]B+ + [P+k−1(k− 1)− P+k−2(k− 2)]B−}u0,
V2k = (2τ)−1A1/2k−1{[P−k−1(k− 1)− P−k−2(k− 2)]C+ + [P+k−1(k− 1)− P+k−2(k− 2)]C−}u′0,
V3k = (2τ)−1A1/2k−1{[P−k−1(k− 1)− P−k−2(k− 2)]D+ + [P+k−1(k− 1)− P+k−2(k− 2)]D−}f0,
V4k = 2−1A1/2k−1[E−0 (k− 1)− E+0 (k− 1)]ϕk−1,
V5k = 2−1A1/2k−1
k−1
s=2
{[E−s−1(k− 1)− E−s−2(k− 2)] − [E+s−1(k− 1)− E+s−2(k− 2)]}ϕk−s.
Now, we will estimate the terms ‖Vmk‖H for m = 1, 5 separately. Let m = 1 and then applying the estimates (3.1) and
(3.11), we get
‖V1k‖H ≤ ‖A1/2k−1τ−1[P±k−1(k− 1)− P±k−2(k− 2)]B∓u0‖H
≤ {‖A1/2k−1τ−1[P−k−1(k− 1)− P−k−2(k− 2)]A−10 ‖
× [‖(I + τ 2A0)−1‖ + 2‖τA1/20 (I + τ 2A0)−1‖ + 2−1‖τ 2A0(I + τ 2A0)−1‖]
+ 4−1‖A1/2k−1[P−k−1(k− 1)− P−k−2(k− 2)]τ‖ ‖τA1/20 (I + τ 2A0)−1‖}‖A0u0‖H
≤ 6eM1P1‖A0u0‖H = 32C8‖A0u0‖H .
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Similarly, applying the same estimates form = 2 andm = 3, we obtain
‖V2k‖H ≤ ‖A1/2k−1τ−1[P±k−1(k− 1)− P±k−2(k− 2)]C∓u′0‖H
≤ ‖A1/2k−1τ−1[P−k−1(k− 1)− P−k−2(k− 2)]A−10 ‖[‖(I + τ 2A0)−1‖ + ‖τA1/20 (I + τ 2A0)−1‖
+ 2−1‖τ 2A0(I + τ 2A0)−1‖]‖A1/20 u′0‖H
≤ 4eM1P1‖A1/20 u′0‖H = C8‖A1/20 u′0‖H
and
‖V3k‖H ≤ ‖A1/2k−1τ−1[P±k−1(k− 1)− P±k−2(k− 2)]D∓f0‖H
≤ A1/2k−12−1‖τ−1[P−k−1(k− 1)− P−k−2(k− 2)]A−1/20 ‖[‖τ 2A0(I + τ 2A0)−1‖
+ (3/2)‖τA1/20 (I + τ 2A0)−1‖]‖f0‖H
≤ 2eM1P1‖f0‖H = 12C8‖f0‖H .
Lettingm = 4 and then applying the following equation
[E−0 (k− 1)− E+0 (k− 1)] = 2iτA1/2k−1X−k−1X+k−1
and the estimates (3.2) and (3.4), we get
‖V4k‖H ≤ ‖2−1A1/2k−1[E−0 (k− 1)− E+0 (k− 1)]ϕk−1‖H ≤ ‖τA1/2k−1X−k−1X+k−1ϕk−1‖H
≤

‖fk−1‖H + ‖A1/2k−1(A1/2k−1 − A1/2k−2)A−1k−2‖ ‖A1/2k−2τ−2(uk−1 − uk−2)‖H
+ 2−1‖A1/2k−1(A1/2k−1 − A1/2k−2)A−1k−1‖ ‖Ak−1uk−1‖H

≤

‖fk−1‖H + τM1/2‖A1/2k−2τ−1(uk−1 − uk−2)‖H + 2−1τM1/2‖Ak−1uk−1‖H

.
Letm = 5. We have that
V5k = W1k +W2k +W3k, (3.23)
where
W1k = 2−1A1/2k−1
k−1
s=2
{[E−s−1(k− 1)− E−s−2(k− 2)] − [E+s−1(k− 1)− E+s−2(k− 2)]}(−iA−1/2k−s fk−s)
W2k = 2−1A1/2k−1
k−1
s=2
{[E−s−1(k− 1)− E−s−2(k− 2)] − [E+s−1(k− 1)− E+s−2(k− 2)]}
×

−iA−1/2k−s (A1/2k−s − A1/2k−s−1)A−1/2k−s−1τ−2(uk−s − uk−s−1)

W3k = 2−1A1/2k−1
k−1
s=2
{[E−s−1(k− 1)− E−s−2(k− 2)] − [E+s−1(k− 1)− E+s−2(k− 2)]}

−i2−1(A1/2k−s − A1/2k−s−1)uk−s

.
To estimate the terms ‖Wmk‖H for m = 1, 3 separately, let m = 1. By the same way of getting the estimate for ‖Q1k‖H , we
can write
k−1
s=2
A1/2k−1τ
−1[E−s−1(k− 1)− E−s−2(k− 2)](−iτA−1/2k−s fk−s)
= A1/2k−1τ−1[E−k−2(k− 1)− E−k−3(k− 2)]

I − iτ
2
A1/21
−1
A−11 f1
+A1/2k−1τ−1[E−0 (k− 1)− E−−1(k− 2)]

I − iτ
2
A1/2k−1
−1
A−1k−1fk−1
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−
k−1
s=2
A1/2k−1τ
−1[E−s−2(k− 1)− E−s−3(k− 2)]

I − iτ
2
A1/2k−s
−1
A−1k−s(fk−s+1 − fk−s)
+
k−1
s=2
A1/2k−1τ
−1[E−s−2(k− 1)− E−s−3(k− 2)]

I − iτ
2
A1/2k−s
−1
A−1k−s(Ak−s+1 − Ak−s)A−1k−s+1fk−s+1
−
k−1
s=2
A1/2k−1τ
−1[E−s−2(k− 1)− E−s−3(k− 2)]
× iτ
2

I − iτ
2
A1/2k−s
−1
(A1/2k−s+1 − A1/2k−s)

I − iτ
2
A1/2k−s+1
−1
A−1k−s+1fk−s+1.
Then, applying the estimates (3.1), (3.2), (3.3), (3.4) and (3.13), we get
‖W1k‖H ≤
 k−1
s=2
A1/2k−1τ
−1[E−s−1(k− 1)− E−s−2(k− 2)](−iτA−1/2k−s fk−s)

≤ ‖A1/2k−1τ−1[E−k−2(k− 1)− E−k−3(k− 2)]A−11 ‖


I − iτ
2
A1/21
−1 ‖f1‖H
+‖A1/2k−1τ−1[E−0 (k− 1)− E−−1(k− 2)]A−1k−1‖


I − iτ
2
A1/2k−1
−1 ‖fk−1‖H
+
k−1
s=2
‖A1/2k−1τ−1[E−s−2(k− 1)− E−s−3(k− 2)]A−1k−s‖


I − iτ
2
A1/2k−s
−1 ‖fk−s+1 − fk−s‖H
+
k−1
s=2
‖A1/2k−1τ−1[E−s−2(k− 1)− E−s−3(k− 2)]A−1k−s‖
×


I − iτ
2
A1/2k−s
−1 ‖(Ak−s+1 − Ak−s)A−1k−s+1‖ ‖fk−s+1‖H
+ 2−1
k−1
s=2
‖A1/2k−1τ−1[E−s−2(k− 1)− E−s−3(k− 2)]A−1k−s‖
×
τA1/2k−s

I − iτ
2
A1/2k−s
−1 A1/2k−s A1/2k−s+1 − A1/2k−s A−1k−s+1


I − iτ
2
A1/2k−s+1
−1 ‖fk−s+1‖H
≤ 3
2
eM1P1‖f1‖H + 32‖fk−1‖H +
3
2
eM1P1
k−1
s=2
‖fk−s+1 − fk−s‖H + 94τM1/2e
M1P1
k−1
s=2
‖fk−s+1‖H
≤ 3
2
eM1P1‖f1‖H + 32‖fk−1‖H +
3
2
eM1P1
k−1
s=2
‖fs − fs−1‖H + 3τM1/2eM1P1
k−1
s=2
‖fs‖H .
Lettingm = 2 and then applying the estimates (3.4) and (3.13), we obtain
‖W2k‖H ≤
 k−1
s=2
A1/2k−1[E±s−1(k− 1)− E±s−2(k− 2)][A−1/2k−s (A1/2k−s − A1/2k−s−1)A−1/2k−s−1τ−2(uk−s − uk−s−1)]

≤
k−1
s=2
‖A1/2k−1τ−1[E−s−1(k− 1)− E−s−2(k− 2)]A−1k−s‖
×‖A1/2k−s(A1/2k−s − A1/2k−s−1)A−1k−s−1‖ ‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖
≤ 3
2
τM1/2eM1P1
k−1
s=2
‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖
≤ 3
2
τM1/2eM1P1
k−2
s=1
‖A1/2s−1τ−1(us − us−1)‖.
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Similarly, applying the same estimates form = 3, we get
‖W3k‖H ≤
 k−1
s=2
A1/2k−1[E±s−1(k− 1)− E±s−2(k− 2)]2−1(A1/2k−s − A1/2k−s−1)uk−s

≤ 2−1
k−1
s=2
‖A1/2k−1τ−1[E−s−1(k− 1)− E−s−2(k− 2)]A−1/2k−s τ‖ ‖A1/2k−s(A1/2k−s − A1/2k−s−1)A−1k−s‖ ‖Ak−suk−s‖H
≤ 3
4
τM1/2eM1P1
k−1
s=2
‖Ak−suk−s‖H
≤ 3
4
τM1/2eM1P1
k−2
s=1
‖Asus‖H .
With the triangle inequality and the last three estimates, formula (3.23) yields
‖V5k‖H ≤ 32e
M1P1‖f1‖H + 32‖fk−1‖H +
3
2
eM1P1
k−1
s=2
‖fk−s+1 − fk−s‖H + 94τM1/2e
M1P1
k−1
s=2
‖fk−s+1‖H
+ 3
4
τM1/2eM1P1
k−1
s=2
‖Ak−suk−s‖H + 32τM1/2e
M1P1
k−1
s=2
‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖
≤ C11

‖f1‖H + ‖fk−1‖H + τ
k−1
s=2
‖fk−s+1‖H +
k−1
s=2
‖fk−s+1 − fk−s‖H
+ τ
k−1
s=2
[‖Ak−suk−s‖H + ‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖]

,
where
C11 = max

3
2
,
3
2
eM1P1 ,
9
4
M1/2eM1P1

.
Using formula (3.22), the triangle inequality and the estimates of ‖Vmk‖H form = 1, 5, we obtain
‖A1/2k−1τ−1(uk − uk−1)‖H ≤
3
2
C8‖A0u0‖H + C8‖A1/20 u′0‖H +
1
2
C8‖f0‖H
+ [‖fk−1‖H + τM1/2‖A1/2k−2τ−1(uk−1 − uk−2)‖H + 2−1τM1/2‖Ak−1uk−1‖H ]
+ C11

‖f1‖H + ‖fk−1‖H + τ
k−1
s=2
‖fk−s+1‖H +
k−1
s=2
‖fk−s+1 − fk−s‖H
+ τ
k−1
s=2
[‖Ak−suk−s‖H + ‖A1/2k−s−1τ−1(uk−s − uk−s−1)‖]

.
The above result leads us to
‖A1/2k−1τ−1(uk − uk−1)‖H ≤ C12

‖A0u0‖H + ‖A1/20 u′0‖H + max0≤s≤k−1 ‖fs‖H
+
k−2
s=1
‖fs+1 − fs‖H + τ
k−1
s=1
[‖Asus‖H + ‖A1/2s−1τ−1(us − us−1)‖H ]

, (3.24)
where
C12 = max

3
2
C8, C11,M1/2

.
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The estimates (3.21) and (3.24) together imply
‖Akuk‖H + ‖A1/2k−1τ−1(uk − uk−1)‖H ≤ C13

‖A0u0‖H + ‖A1/20 u′0‖H + max0≤s≤k ‖fs‖H
+
k−1
s=1
‖fs+1 − fs‖H + τ
k−1
s=1
[‖Asus‖H + ‖A1/2s−1τ−1(us − us−1)‖H ]

,
where
C13 = C10 + C12.
Applying the difference analogy of the integral inequality, we obtain
‖Akuk‖H + ‖A1/2k−1τ−1(uk − uk−1)‖H ≤ C14

‖A0u0‖H + ‖A1/20 u′0‖H + max0≤s≤k ‖fs‖H +
k−1
s=1
‖fs+1 − fs‖H

, (3.25)
where
C14 = C13eC13τk.
In a similar manner as the proof of the estimate (3.25), we get
‖τ 2A2kuk+1‖H + ‖τ 2A3/2k τ−1(uk+1 − uk)‖H
≤ C15

‖A0u0‖H + ‖A1/20 u′0‖H + max0≤s≤k ‖fs‖H +
k−
s=1
‖fs+1 − fs‖H

, (3.26)
where
C15 = 2C14.
Using (2.1) and applying the last two estimates, we getuk+1 − 2uk + uk−1τ 2

H
≤ ‖Akuk‖H + 4−1‖τ 2A2kuk+1‖H + ‖fk‖H
≤ C16

‖A0u0‖H + ‖A1/20 u′0‖H + max0≤s≤k ‖fs‖H +
k−
s=1
‖fs+1 − fs‖H

,
where
C16 = max{2C14 + 2−1C15}.
This completes the proof of Theorem 3.2. 
4. Numerical analysis
To show the effectiveness of our proposed second-order scheme, we compute numerically the solution of the initial-
boundary value problem
utt − (t + x)uxx =

6t4 + 4t2 − 2
(1+ t2)4 +
t + x
1+ t2

sin x, 0 < t < 1, 0 < x < π,
u(0, x) = sin x, u′(0, x) = 0, 0 ≤ x ≤ π,
u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ 1.
(4.1)
The exact solution of this problem is
u(t, x) = 1
1+ t2 sin x.
To compute an approximate solution of problem (4.1), we apply the first- and second-order difference schemes (1.2) and
(2.1) respectively, and obtain systems of linear equations. We write these systems in the matrix form, and get second-
order difference equation (with respect to k) with matrix coefficients. The solution of this difference equation is obtained
iteratively.
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Table 1
Comparison of errors (E0) for approximate solutions.
Method N = M = 20 N = M = 30 N = M = 40 N = M = 50
Difference scheme (1.2) 0.0441 0.0294 0.0220 0.0176
Difference scheme (2.1) 0.0004 0.0002 0.0001 0.0000
The errors are computed by
E0 = max
1≤k≤N−1

M−1−
n=1
|u(tk, xn)− ukn|2h
1/2
,
where N and M are the step numbers for the time and space variables respectively. Here u(tk, xn) represents the exact
solution and ukn represents the numerical solution at (tk, xn). The error E0 is shown in Table 1 for N = M = 20, 30, 40 and
50.
Thus, as expected the second-order difference scheme is more accurate compared to the first-order difference scheme
and the error decreases faster for increasing N andM for the second-order difference scheme (2.1).
5. Conclusions
In this work, a new second-order difference scheme generated by the integer powers of unbounded self-adjoint positive
linear operator A(t)with domain D(A(t)) in an arbitrary Hilbert spaceH for approximately solving the initial-value problem
(1.1) is constructed. The stability estimates of the solution of this difference scheme and its first- and second-order difference
derivatives are established using the techniques and tools of Hilbert space. The numerical illustration shows that the second-
order difference scheme is stable and more accurate compared to the first-order difference scheme.
Acknowledgements
This work was supported by the scientific and technological research council of Turkey (TUBITAK). The authors express
great pleasure to TURKPETROL foundation for its supporting.
References
[1] H. Lamb, Hydrodynamics, Cambridge University Press, New York, 1974.
[2] J. Lighthill, Waves in Fluids, Cambridge University Press, New York, 1978.
[3] J.A. Hudson, The Excitation and Propagation of Elastic Waves, Cambridge University Press, New York, 1980.
[4] D.S. Jones, Acoustic and Electromagnetic Waves, Oxford University Press, New York, 1986.
[5] A. Taflove, Computational Electrodynamics: The Finite-Difference Time-Domain Method, Artech House, Boston, 1995.
[6] M.S. Mamis, M. Koksal, Transient analysis of nonuniform lossy transmission lines with frequency dependent parameters, Electr. Power Syst. Res. 52
(1999) 223–228.
[7] M.S. Mamis, M. Koksal, Remark on the lumped parameter modeling of transmission lines, Electr. Mach. Power Syst. 28 (2000) 566–576.
[8] S. Sieniutycz, R.S. Berry, Variational theory for thermodynamics of thermal waves, Phys. Rev. E 65 (2002) 046132-1–046132-11.
[9] I. Abu-Alshaikh, M.E. Koksal, One-dimensional transient dynamic response in functionally gradient spherical multilayered media, in: Proceedings of
Dynamical Systems and Applications, 2004, pp. 1–20.
[10] I. Abu-Alshaikh, One-dimensional wave propagation in functionally graded cylindrical layered media, in: Mathematical Methods in Engineering,
Springer, 2007, pp. 111–121.
[11] G.R. Liu, X. Han, K.Y. Lam, Stress waves in functionally gradient materials and its use for material characterization, Composites B 30 (1999) 383–394.
[12] T. Hillen, A turing model with correlated random walk, J. Math. Biol. 35 (1996) 49–72.
[13] J.C. Heydweiller, R.F. Sincovec, Stable difference scheme for solution of hyperbolic equations usingmethod of lines, J. Comput. Phys. 22 (1976) 377–388.
[14] P.E. Sobolevskii, L.M. Chebotaryeva, Approximate solution of the Cauchy problem for an abstract hyperbolic equation by the method of lines, Izv.
Vyssh. Uchebn. Zaved. Mat. 180 (1977) 103–116 (in Russian).
[15] B.S. Jovanovic, L.D. Ivanovic, E.E. Suli, Convergence of a finite-difference scheme for 2nd-order hyperbolic-equations with variable-coefficients, IMA J.
Numer. Anal. 7 (1987) 39–45.
[16] A. Ashyralyev, P.E. Sobolevskii, A note on the difference schemes for hyperbolic equations, Abstr. Appl. Anal. 6 (2001) 63–70.
[17] A. Ashyralyev, P.E. Sobolevskii, New Difference Schemes for Partial Differential Equations, in: Operator Theory: Advances and Applications, vol. 148,
Birkhäuser, Basel, Boston, Berlin, 2004.
[18] A. Ashyralyev, P.E. Sobolevskii, Two new approaches for construction of the high order of accuracy difference schemes for hyperbolic differential
equations, Discrete Dyn. Nat. Soc. 2005 (2005) 183–213.
[19] A. Ashyralyev, M.E. Koksal, On the second order of accuracy difference scheme for hyperbolic equations in a Hilbert space, Numer. Funct. Anal. Optim.
26 (2005) 739–772.
[20] A. Ashyralyev, M.E. Koksal, Stability of a second order of accuracy difference scheme for hyperbolic equation in a Hilbert space, Discrete Dyn. Nat. Soc.
2007 (2007) 1–25.
[21] A. Ashyralyev,M.E. Koksal, Ravi P. Agarwal, A difference scheme for Cauchy problem for hyperbolic equationwith self-adjoint operator,Math. Comput.
Modelling 52 (2010) 409–424.
[22] H.O. Fattorini, Second Order Linear Differential Equations in Banach Space, in: North-Holland Mathematics Studies, vol. 107, North-Holland,
Amsterdam, 1985.
[23] S.G. Krein, Linear Differential Equations in a Banach Space, Nauka, Moscow, 1966.
[24] A.V. Gulin, A.A. Samarskii, On some results and problems in the stability theory for difference schemes, Mat. Sb. 99 (1976) 299–330.
[25] A.A. Samarskii, Theory of Difference Schemes, Nauka, Moscow, 1989 (in Russian).
1872 A. Ashyralyev et al. / Computers and Mathematics with Applications 61 (2011) 1855–1872
[26] A.A. Samarsky, Theory of stability and regularization of difference schemes and its application to ill-posed problems of mathematical physics, Appl.
Numer. Math. 16 (1994) 51–64.
[27] A.A. Samarskii, P.N. Vabischevich, P.P. Matus, Difference Schemes with Operator Factors, Institute of Mathematics, Minsk, 1998 (in Russian).
[28] B.S. Jovanovic, L.G. Vulkov, On the convergence of difference schemes for hyperbolic problemswith concentrated data, SIAM J. Numer. Anal. 41 (2003)
516–538.
[29] S. Piskarev, Stability of difference schemes in Cauchy problems with almost periodic solutions, Differ. Uravn. (1984) 689–695 (in Russian).
[30] R.K. Mohanty, An operator splittingmethod for an unconditionally stable difference scheme for a linear hyperbolic equationwith variable coefficients
in two space dimensions, Appl. Math. Comput. 152 (2004) 799–806.
[31] R.K.Mohanty, An operator splitting technique for an unconditionally stable differencemethod for a linear three space dimensional hyperbolic equation
with variable coefficients, Appl. Math. Comput. 162 (2005) 549–557.
[32] R.K. Mohanty, An unconditionally stable finite difference formula for a linear second order one space dimensional hyperbolic equation with variable
coefficients, Appl. Math. Comput. 165 (2005) 229–236.
[33] H.W. Liu, L.B. Liu, An unconditionally stable spline difference scheme of O(k2 + h4) for solving the second-order 1D linear hyperbolic equation, Math.
Comput. Modelling 49 (2009) 1985–1993.
[34] A. Ashyralyev, N. Aggez, A note on the difference schemes of the nonlocal boundary value problems for hyperbolic equations, Numer. Funct. Anal.
Optim. 25 (2004) 439–462.
[35] A. Ashyralyev, O. Yildirim, On multipoint nonlocal boundary value problems for hyperbolic differential and difference equations, Taiwanese J. Math.
14 (2010) 165–194.
[36] A. Ashyralyev, H.A. Yurtsever, The stability of difference schemes of second-order of accuracy for hyperbolic–parabolic equations, Comput.Math. Appl.
52 (2006) 259–268.
[37] A. Ashyralyev, Y. Ozdemir, Stability of difference schemes for hyperbolic–parabolic equations, Comput. Math. Appl. 50 (2005) 1443–1476.
