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1. INTR~OUCTI~N 
Quelques travaux r&cents, qui sont plus ou moins directement en relation 
avec des probkmes de mkcanique quantique, ont fait appel A la thtorie des 
algkbres de Clifford, mais en la prksentant d’une faGon nouvelle: il ne s’agit 
pas seulement de quelques uns de mes propres travaux, mais par exemple 
aussi de travaux de Sato, Miwa et Jimbo (rlfkrence [SMJ] A la fin). Je vais 
d’abord expliquer pourquoi la thtorie classique des algkbres de Clifford n’a 
pas ttt sufkante. L’objet essentiel dans chacun de ces travaux est un 
espace vectoriel topologique A sur le corps R ou C des nombres rCels ou 
complexes, dans lequel un sous-espace dense C est une algkbre de Clifford, 
ou ressemble A une telle algkbre; si C est une algkbre de Clifford, elle est 
l’algkbre unifkre librement engendrte par les tltments d’un espace vectoriel 
E, astreints g la seule condition 
~2 = Q(u), pour tout a E E, 
Q ttant une forme quadratique sur E; ceci implique que 
ab + bu = @(a, b), si a et be E, 
en notant @ la forme bilinkaire symktrique associke & Q; mais C peut aussi 
Etre une algkbre de Weyl, c’est-A-dire l’algebre unifke librement engendrke 
par les tkments d’un espace vectoriel E, astreints A la seule condition 
ub - bu = @(a, b), si a et bEE, 
@ ttant maintenant une forme bilintaire alternte sur E. I1 est important 
d’ajouter que la multiplication dans l’algtbre C n’est pas continue pour la 
topologie ambiante de A, de sorte que cette multiplication se prolonge 
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settlement a certains couples privilegib (x, y) d’elements de A. Ensuite, 
ttant don&e g, transformation orthogonale ou symplectique de (E, Q) ou 
(I?, @), on cherche si il existe dans A un Clement inversible x tel que le 
produit xax - ’ existe pour tout a E E et soit &gal a g(u); lorsque C est une 
algebre de Weyl, x ne peut jamais &re dans C, a moins que g ne soit l’ap- 
plication identique & et dans le cas dune algebre de Clifford, si g - Z n’est 
pas de rang lini, x ne peut pas non plus Ctre dans C. Le lecteur qui connait 
la thtorie classique des groupes de Clifford, reconnaitra qu’elle ne peut pas 
fonctionner saris modification dans une telle situation. 
J’interromps ces explications pour rappeler que l’algebre C est graduee 
sur le groupe a 2 elements Z/22, et pour signaler que cette graduation par 
la parite se retrouve sur l’espace ambiant A. Je note x H 1 l’automorphisme 
associe a cette graduation; c’est-a-dire, 2 vaut x ou -x selon que x est pair 
ou impair. Le detail des explications prectdentes est valable si x est pair; 
cependant si g est une transformation orthogonale, x peut &tre pair ou 
impair, et il faut imposer la relation suivante entre g et x: 
(1) g(u) = zux-’ pour tout a E E. 
Si g est une transformation symplectique, il est raisonnable d’imposer que x 
soit pair. 
Pour adapter la thtorie classique des groupes de Clifford au cas de 
l’algebre C dans son espace ambiant A, il a fallu la modifier conside- 
rablement; il est apparu que l’objet important est non pas le groupe de Clif- 
ford, mais un mono’ide, que j’ai choisi d’appeler le mondide de Clifford. 
Voici les relations entre ces deux objets dans le cas classique dune forme 
quadratique non degtneree sur un espace vectoriel de dimension tinie; 
d’une part le groupe de Clifford est le groupe des elements inversibles du 
monoi’de de Clifford; d’autre part le mondide de Clifford est l’adhirence du 
groupe de Clifford dans l’algebre de Clifford, pour la topologie de Zariski 
(ou pour toute autre topologie raisonnable); si le corps de base est fini, 
cette assertion ne peut recevoir de sens que grace A une extension intinie de 
ce corps, mais ceci n’est pas une difftculte grave. Je vais maintenant 
expliquer ce qui fait l’inttr&t de ce mondide de Clifford, deja dans ce cas 
classique, et a plus forte raison dans les autres cas. 
Soient Q et Q’ deux formes quadratiques ur le m&me space vectoriel E, 
soient C(Q) et C(Q’) les algebres de Clifford associees, et soit B une forme 
bilintaire sur E telle que 
(2) Q’(a) = Q(a) + &a, a) pour tout a E E, 
je note B, et BR les applications de E dans son dual E* telles que pour a et 
bEE 
B(a, 6) = <B,(a), b) = (B,(b), a>; 
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et je rappelle que tout element S de E* se prolonge en une derivation 
grad&e de C(Q) ou de C(Q’); je note cette derivation x H xlf (produit 
interieur de x par f; voir $4 plus loin); en d’autres termes 
alf = (La> si aEE, 
(v) If = (Xlf) Y + -wf) si x et YE C(Q’). 
On sait (voir par exemple [B]) qu’a B est associee une application lineaire 
bijective J de C(Q) dans C(Q), caracterisee par les proprittts suivantes: 
(3a) J(l)= 1, 
(3b) J(ax) = aJ(x) + J(x) ‘B,(a), si aEEetxEC(Q’); 
a la place de (3b) on peut aussi ecrire 
(3c) J(xa) = J(x)a - J(Z) ‘B,(a). 
Si Q et Q’ sont non dtgenerees, on peut definir des groupes de Clifford 
f(Q) et r(Q’) selon la mtthode classique; ainsi r(Q) est l’ensemble des 
elements x de C(Q), inversibles, pairs ou impairs, tels que fax-’ E E pour 
tout a E E; on obtient ensuite de facon evidente un homomorphisme x H g, 
de ce groupe Z(Q) dans le groupe orthogonal GO(Q), et l’on sait qu’il est 
surjectif, et que son noyau est le groupe des scalaires non nuls. Defmissons 
(provisoirement!) les monoides de Clifford X(Q) et X(Q’) comme Ctant les 
adherences de ces groupes. J’affrrme que 
(4) JMQ’)) =x(Q); 
la demonstration de cette affirmation dans le cas le plus general est l’un des 
objectifs essentiels de cet article. J’insiste sur le fait que J n’est pas un 
isomorphisme d’algebres, que sa restriction a X(Q’) n’est pas un 
isomorphisme de monoides; et surtout J se comporte tres ma1 pour les 
groupes de Clifford, car il ne respecte pas la propritte d’inversibilite de 
leurs elements. 
Je prefere presenter les chases differemment; sur l’espace vectoriel C(Q) 
je definis une nouvelle multiplication (x, y) H x * y comme ceci: 
(5) x* y=J(J-‘(x)-J-l(y)); 
je note C(Q, B) l’espace vectoriel C(Q) muni de cette nouvelle multi- 
plication; c’est une algebre isomorphe a C(Q’), et par consequent on peut y 
definir un groupe de Clifford r(Q, B) isomorphe a r(Q’) et un monoide de 
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Clifford X(Q, B) isomorphe a X(Q’); l’assertion (4) est tquivalente a la 
suivante 
(6) X(Q, B) = X(Q), 
c’est-a-dire les deux mono’ides ont meme ensemble sous-jacent. L’intCr&t de 
ma presentation est que le produit defini par (5) peut Ctre detini direc- 
tement a partir de B (sans utiliser J), et que cette definition est beaucoup 
plus simple que celle de J. Cette definition du produit x * y permet de con- 
siderer l’algebre C(Q, B) comme une deformation de l’algebre C(Q). Parler 
de ces deformations d’algebre, au lieu des bijections J, c’est parler de la 
m&me chose avec un autre langage; mais le langage des deformations me 
semble mieux adapte aux probltmes poses, et la lecture des travaux de 
Sato, Miwa, Jimbo (qui utilisent des bijections J) m’a confirm& dans cette 
opinion. J’ajoute que les produits deform& que j’utilise ici, ont des rapports 
etroits avec ceux qui sont present& dans [BFFLS]. 
Les assertions (4) et (6) permettent de definir un mondide de Clifford 
X(Q) m&me si Q est dtgeneree; il suffit de choisir B de telle facon que Q’ 
(detinie par (2)) soit non degentree, et d’utiliser (4) ou (6) comme 
definition de X(Q). Si l’on veut justifier aver rigueur ce point de vue, on est 
vite ament a s’interesser au mono’ide de Clifford XE associe a la forme 
quadratique nulle, lequel se trouve dans l’algebre exttrieure /iE, voir par 
exemple [ Hl ] ou [H4]. L’interCt de XE ne provient pas de 
l’homomorphisme x H g, defini sur le groupe TE de ses elements inver- 
sibles, puisque cet homomorphisme st trivial (g, = I pour tout x E fE); 
son inter&t provient du thtoreme (44) enonce plus loin, qui fournit une 
description explicite de XE. Revenons a l’algebre C plongee dans l’espace 
ambiant A; grace au theoreme de description explicite de XE, il est possible 
de deviner ce que doit &tre le mono’ide de Clifford dans A lorsque la forme 
quadratique Q, ou la forme bilineaire alter&e @, est nulle; notons X, E ce 
monoi’de trivial; ensuite on choisit une forme bilineaire B telle que 
Q(a)= B(a, a), ou bien @(a, b)= B(a, 6)- B(b, a) si @ est alter&e; on 
deforme la situation triviale au moyen de B, et l’on obtient un mondide 
X,(E, B) forme des m&mes elements; c’est dans ce mondide que l’on 
cherche un element x tel que 
.i! * a * x-” = g(a) pour tout a E E, 
g &ant une transformation orthogonale ou symplectique donnee a l’avance. 
Pour certains espaces ambiants A, il peut arriver que cette manceuvre ne 
soit possible que si g est assez voisin de & au lieu dun groupe de Clifford, 
on obtient alors un groupuscule (autrefois appelt groupe analytique local). 
Le lecteur aura devint que selon le choix de l’espace ambiant A on aboutit 
18 JACQUES HELMSTETTER 
i diffkrents types de problimes d’analyse fonctionnelle; mais je ne veux pas 
parler de ces problkmes ici. 
Je suppose que cette notion de mono’ide de Clifford devrait permettre de 
rkoudre d’autres probkmes que ceux que je viens d’kvoquer; il me parait 
done utile de dCfinir cette notion avec la plus grande gtntralitt: possible, 
mais en se restreignant d’abord aux situations purement algkbriques. En 
fait, j’ai ritussi g mettre en Cvidence un mono’ide de Clifford dans toute 
algkbre de Clifford C(Q) associke d une forme quadratique quelconque Q 
sur un anneau (unifke commutatif) K quelconque; la dkfinition de ce 
mono’ide et ses propriktts g&&ales sont le but de cet article. Je prkise tout 
de suite que l’on ne connait pas de thkorkme de description explicite de XE 
lorsque K n’est pas un corps; done l’ancienne proctdure, qui accordait une 
grande importance ?I XE, n’est plus praticable; et je partirai ici d’une 
nouvelle dCfinition du mono’ide de Clifford, laquelle Ctait dkja en germe 
dans mes travaux antkrieurs, mais nulle part ailleurs i ma connaissance. 
Le $2 prttsente les filtrations d’algkbre de Clifford qui sont ti la base de la 
nouvelle dkfinition du mono’ide de Clifford. Dans le $3, je montre que ce 
monoi’de satisfait certaines des propriktks qu’on est en droit d’attendre de 
lui. Au $4, je parlerai de produits intkrieurs, parce qu’ils permettent une 
dkfinition t&s simple du produit dkforml: x * 11. Cette dtfinition se trouve 
au d&but du $5, dont l’objectif principal est la dkmonstration de l’assertion 
(6) tquivalente g (4). Enfin au 96, je supposerai que K est un corps et je 
ferai le joint avec les thkories dcljja existantes. 
Je remercie MM. A. Micali et Ph. Revoy (Universitk de Montpellier) 
pour l’inttr&t qu’ils ont manifestk g mes travaux; ils m’ont donnt: l’envie de 
m’inttresser aux algkbres de Clifford sur des anneaux quelconques (voir 
[MR]); saris eux je n’aurais pas pousst aussi loin cette ktude algkbrique, 
assez kloignte de mes premikres prtoccupations. 
2. DEFINITION DU MONO~DE DE CLIFFORD 
Soit E un module sur un anneau K (unifke commutatif) et soit Q une 
forme quadratique sur E; on pose 
@(a> b) = Q(a + h) - Q(Q) - Q(b). 
Soit C(Q) l’algbbre de Clifford associte; elle est somme directe de la sous- 
alg&bre C+(Q) des tltments pairs et du sous-ensemble C(Q) des Ckments 
impairs; soit x-2 l’automorphisme associt ti cette graduation par la 
paritk. Un kkment x de C(Q) est dit homogbne si il est pair ou impair; il 
est dit localement homog&ne si il existe un idempotent e de K tel que ex et 
(1 - e)x soient homogbnes. 
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Soient s0 et s, les applications canoniques de K et E dans C(Q); je ne 
considere ici que des formes quadratiques Q verifiant la condition de 
rtgularite suivante: les applications s0 et s1 sont injectives. Malgrt cette 
restriction, toutes les algebres de Clifford peuvent btntficier de l’etude qui 
suit; en effet, posons KS = s,(K) et E, = s,(E); E,s est un module sur I’an- 
neau KS et l’application a H a2 dttinit une forme quadratique Q, sur E,; or 
l’algebre de Clifford C(Q) est aussi l’algebre de Clifford C(Q,), et Q, veritie 
la condition de rtgularite imposee; ainsi, tout ce qui suit, s’applique a 
l’algebre C(Q), a condition de remplacer K, E et Q par KS, E, et Q,. 
L’hypothese de rtgularite sur Q permet de considtrer K@ E comme un 
sous-module de C(Q), et d’economiser une multitude de lettres s qui 
envahiraient le texte, si on ne la faisait pas. Je signale encore que les formes 
quadratiques sur E qui satisfont cette hypothese, forment un K-module. 
L’anti-automorphisme principal de C(Q) est note y; mais j’utilise aussi la 
notation classique X = y(x); je rappelle que Li = a si a E E, et y(xy) = jjX si x 
et YE C(Q). 
Soit maintenant V’ un sous-module totalement singulier de E (c’est-a-dire 
Q(u) = 0 si a E V); a V est associe une filtration croissante de l’algebre C(Q) 
par des sous-modules notes C”“(Q; V) (avec p E Z). Si V= 0, cette 
filtration est la filtration canonique de C(Q) par les sous-modules C”“(Q); 
je rappelle que pour tout p 2 0, C”“(Q) est le sous-module engendrt par 
les produits a, a2 . . uy, oh 0 Q q < p et a,, a,, . . . . uy E E. Si V= E, ce qui 
implique Q = 0, alors C(Q) est l’algebre graduee ,4E, elle est done aussi 
munie dune filtration decroissante; je transforme cette filtration 
dtcroissante en une filtration croissante en changeant le signe des degres; 
autrement dit, si p 6 0, alors 
Si 0 c I/c E, on cherche a filtrer C(Q) de facon que les elements de V 
soient de degrt - 1, tandis que les autres elements de E sont de degre + 1; 
si on note s V l’homomorphisme nature1 de A V dans C(Q), on pose done, 
pour tout p E Z, 
C”p(Q; V) = 1 C”p+‘(Q) .s,(/lji’); 
i>o 
pour montrer que ces sous-modules ont filtrants, c’est-a-dire 
CGp(Q; I’). Cc4(Q; ?‘)c CGp+4(Q; I’), 
il suftit de montrer que, pour tout a E V, 
u.C-‘(Q; V)c C+-‘(Q; V); 
20 JACQUES HELMSTETTER 
car ceci implique (par rttcurrence sur ,i) que 
s,,(A’V) C-(Q; I’) c Csy j(Q; V), 
et par suite 
C”P+‘(Q).s.(/irv).C~q(Q; V)CC’~+~(Q; l’). 
Or, prenons un tkment de CG4(Q; V) qui est produit d’un tlCment x de 
C G y + k( Q) et d’un klirment y de s ,,(Ak V); il rtsulte du lemme (7) &on& ci- 
dessous que ax - la est un tlkment x’ de CGq + k ~ ‘(Q); done 
a(xy)=Z(ay)+x’y~ Cy-‘(Q; I’). 
Voici ce lemme; il interviendra encore aux $3 et $5: 
(7) LEMME. Pour tout a E E, notons @(a) la forme linkaire SUY E d&finie 
ainsi 
(@(a), b) = @(a, 6) si bEE, 
On affirme que pour tout x E C(Q), ax - .?a est le produit intkrieur de x par 
@(a). 
Ce lemme signifie que l’application D, dtfinie par 
D,(x) = ax - Ta, 
est une dtrivation de degri: impair de C(Q), c’est-A-dire 
Du(XY) = D,(x). Y + 2. D,(Y), 
et que pour tout b E E, 
D,(b) = @‘(a, b); 
ces k.galitCs sont faciles A vtrifier. 
I1 peut arriver qu’il existe un autre sous-module totalement singulier U 
tel que E = U@ V; on sait que C(Q) est alors la somme directe des sous- 
modules s,(AiU) s,(AjV); je rappelle la dkmonstration de cette assertion; 
il existe une forme bilinkaire B sur E telle que 
B(a, a) = Q(a) pour tout a E E 
B(a, 6) = 0 si aElJousibEV; 
conformkment aux explications prksentkes au 01 aprb la formule (2), la 
premihe des deux conditions priddentes implique I’existence d’un 
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isomorphisme J entre les modules sous-jacents a AE et C(Q); la seconde 
condition implique (voir (3b), (3~)) que chaque sU(niU) . s,,(/jV) est 
l’image de (A’U) A (nil’). On peut graduer l’algtbre C(Q) de facon que les 
elements de U soient de degre 1, et ceux de V de degre - 1, en posant 
Cp(Q; U, V)=Cs.(Ap+jU).s.(nj~); 
en utilisant comme plus haut le lemme (7), on demontre que ces sous- 
modules constituent une graduation de l’algebre C(Q). 11 est clair que la 
filtration dtfinie plus haut est la filtration associee a cette graduation, c’est- 
a-dire 
Pp(Q; V)= 1 Ck(Q; U, V). 
kcp 
Si x et y sont des elements homogenes de C(Q), je pose 
4-G Y) = 1 si x ou y est pair, 
0(x, y) = - 1 si .y et y sont impairs; 
chaque fois que j’ecrirai 0, il sera toujours sous-entendu que les deux 
elements concern& sont homogenes. A l’algebre C(Q) on peut associer une 
algebre opposee gradute, notee op. gr C(Q), qui a m&me module sous- 
jacent C(Q), mais oh le produit de x et y est a(x, y) . yx. I1 est immediat 
que l’application identique de E se prolonge en des homomorphismes de 
C( - Q) dans op. gr C(Q), et de C(Q) dans op. gr C( -Q), et que ces 
homomorphismes sont reciproques l’un de l’autre, et sont done des 
isomorphismes. 
Si Q, et Q2 sont des formes quadratiques sur des modules E, et EZ, on 
sait (voir [MR]) que C(QI 0 Q,) est canoniquement isomorphe au 
produit tensoriel grad& C(Q1) 0 C(Q2) muni de la multiplication 
(Xl OXZ).(Yl OY*)=4x*, Y,).(XlYl Ox,Y*); 
il sera toujours sous-entendu que les produits tensoriels d’algebres ont des 
produits tensoriels grad&s. Ici nous voulons munir le module 
C(Q) @ C(Q) dune multiplication qui en fasse une algebre isomorphe a 
C(Q @ (-Q)); nous faisons done le produit tensoriel grad& de C(Q) et 
op. gr C(Q), ce qui donne la multiplication suivante: 
(8) (x0 Y). WC3 Y’) = a(y, x’) o(y, Y’) .xX’0 y’y; 
cette multiplication sera encore utilisee au $3, et m&me au $4 pour la 
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proposition (28). Dans E@E se trouvent deux sow-modules d et A’ 
totalement singuliers pour Q @ ( -Q), a savoir: 
A={(a,a);a~E} et A’= {(a, -a);a~E}; 
A et A’ determinent des filtrations croissantes de C(Q @ ( -Q)); et si 
l’application a H 2a est une bijection de E, autrement dit si le K-module 
E est aussi un Z[ l/2]-module, alors E @ E est la somme directe de A et 
A’, qui determinent done une graduation de C(Q @ (- Q)). Ces filtrations, 
et eventuellement cette graduation, peuvent &tre transporties sur 
C(Q) @ op. gr C(Q), grace a l’isomorphisme qui prolonge l’application 
(a,h)~a@l+l@h(avecaeth~E). 
(9) PROPOSITION ET DEFINITION. Si x est un element localement 
homogene de C(Q), les deux assertions suivantes sont equivalentes: 
(a) x0X est dans l’image de C<‘(Q@(-Q);A) dans C(Q)@ 
o~.grC(Q). 
(b) x0X est dans l’image de C<‘(Q@(-Q); A’). 
Si E est aussi un Z[ l/2]-module, ces assertions sont encore Pquivalentes a 
celle-ci: 
(c) x@X est darts I’imuge de C’(QQ(-Q); A, A’). 
Par definition x(Q) est l’ensemble des elements x localement homogenes de 
C(Q) pour lesquels ces assertions sont vraies. 
Demonstration. I1 sullit de considerer separement les dew composantes 
homogenes de x; autrement dit, on peut supposer x homogene. L’ap- 
plication (a, 6) H (a, -b), qui &change les diagonales A et A’, se prolonge 
en un automorphisme de C(Q 0 ( -Q)); elle determine done un 
automorphisme a de C(Q) 0 op. gr C(Q), et il est immediat que a(x @ y) = 
x @ jj, d’oti a( x @ X) = k x @ X; il en resulte I’tquivalence de (a) et (b). Si E 
est aussi un Z [ l/2]-module, alors C”(Q 0 ( - Q); A, A’) est l’intersection 
de C”(Q@(-Q);A) et C’“(Q@(-Q);A’), et ceci termine la 
demonstration. 
Je vais tout de suite montrer que X(Q) est un mondide unifere. D’abord 
il est clair que 1 E X(Q), et mime Kc X(Q). Ensuite on dtduit de (8) que 
certes l’egalite (8) n’est valable que pour des elements homogknes; mais un 
calcul qui fait disparaitre a la tin les signes O, est aussi valable pour des 
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elements localement homogenes. Puisque C”“(Q0 (-Q); d) ou 
C”“(Q 0 ( -Q); d’), ou encore C”(Q @ ( - Q); A, A’), est une sow-algebre, 
il resulte de (10) que X(Q) est stable par multiplication. 
3. PROPRI~T~S DU MONO'~DE DE CLIFFORD 
Lc monoide de Clifford X(Q) defini dans (9) n’est interessant que si il 
satisfait certaines proprietes que laissent esptrer les explications don&es au 
$1. 
(11) PROPOSITION. X(Q) contient tous les &?ments a de E, ainsi que tous 
les Plkments k + ah, oti k E K, a et h E E. 
Ceci rtsulte des trois Cgalites suivantes, qui doivent &tre comprises elon 





(12) PROPOSITION. Si x E X(Q), alors X E X(Q). 
En effet, l’anti-automorphisme principal respecte toute filtration associee 
a un sous-espace totalement singulier; et a l’anti-automorphisme principal 
de C( Q @ ( - Q)) correspond dans C(Q) @ op. gr C(Q) l’application deiinie 
par x@ywc~(x, y)XOy. 
(13) PROPOSITION. SixeX(Q) et siy~C”‘(Q), alors xyf~C<~(Q). 
Avant de dtmontrer (13), j’enonce un corollaire. 
(14) COROLLAIRE. Si XEX(Q), f a ors xX E K, et x est inversihle duns 
C(Q) si et seulement si xX est inversible dans K; duns ce cas Z-ax ~ ’ E E pour 
tout a E E. 
En effet, il resulte immtdiatement de (13) et (12) que xX et Xx sont dans 
K, et que xax E E si a E E. Je ne me console pas de ne pas rtussir a dtmon- 
trer que xX = Xx pour tout x E X(Q); mais si on pose A= xX et p = Xx, on 
trouve facilement que ,I2 = 1~ = p2, ce qui implique ,I = ,LL dans beaucoup de 
cas, en particulier si 2 ou p est inversible; la fin de la demonstration de (14) 
est ensuite Cvidente. Au $5, j’expliquerai que l’egalite xX = Xx est valable 
pour tout x E X(Q) si E est aussi un Z[ l/2]-module. 
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DPmonstration de (13). On peut &parer les parties homogenes de x 
(puisqu’il est localement homogene) et celles de y (puisqu’il intervient 
lintairement dans xyX); autrement dit, on peut supposer x et y homogenes. 
Soit p l’application lineaire de C(Q) 0 C(Q) dans C(Q) telle que 
~(x, Ox,) =x,x,; on remarque que 
xyX = p(x), @ X) et xy@X= -&(x@X).(y@ 1); 
or (x@X).(y@l) est dans l’image de CGP(QO(-Q); A’); par con- 
sequent c’est la somme d’un element z dans l’image de C”“(Q 0 ( - Q)) et 
d’autres elements de la forme (x, ox,). (a@ 1 - 1 @a), avec aE E; mais 
d’aprb (8) on a 
(x,Ox,).(aOl-lOa)=x,aO.~,-x, @IaT?,, 
d’oti 
p((x, Ox,)(a@ 1 - 1 @a))=O; 
linalement xyX = f p(z) E C”“(Q), et la proposition (13) est demontree. 
Le corollaire (14) met en evidence un homomorphisme x H g, du 
groupe r(Q) des elements inversibles de X(Q) dans le groupe des 
automorphismes de Q (c’est-a-dire, des automorphismes de E qui laissent 
Q invariant); en outre l’application x ++xX est un homomorphisme de 
r(Q) dans le groupe des scalaires inversibles. Cependant il ne faudrait pas 
croire que le mondide X(Q) ne peut servir qu’a definir le groupe r(Q). 
D’abord, j’tvoque rapidement le fait que si x est un element de I’(Q) tel 
que xX ne soit pas nilpotent dans K, alors xX determine une localisation de 
l’anneau K dans laquelle xX devient inversible; mais je n’insiste pas dans 
cette direction (qui nous amenerait rapidement au spectre de l’anneau K) 
pour passer tout de suite a l’essentiel. Si g est un automorphisme de Q, on 
peut lui associer le sous-module M, des elements x de C(Q) tels que, pour 
tout a E E, 
TZa = g(a) . x; 
il est immediat que M, est un sous-module gradue de C(Q) (il est la 
somme de ses intersections avec C+(Q) et C(Q)); la question essentielle 
est de savoir si on peut retrouver g a partir de M,, ou m&me a partir d’un 
sous-module gradue de M, qui se revelerait 2tre plus pratique que MR; 
autrement dit, g peut-il &tre “represente” par un sous-module de C(Q) 
selon la definition que voici? 
(15) DEFINITION. Un sous-module grad& M de C(Q) represente un 
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automorphisme g de Q si pour tout a E E, g(u) et g-‘(a) sont les seuls 
elements de E tels que 2~ = g(a). x et 2. g-‘(a) = ax pour tout x E M. 
En conformite avec de nombreux auteurs (par exemple [MR]) je dis que 
(E, Q) est un espace quadratique si E est un K-module projectif de type lini 
et si Qi (forme bilineaire associee a Q) determine un isomorphisme de E sur 
son dual E*. Si (E, Q) est un espace quadratique, C(Q) est une algebre 
d’Azumaya graduee; de facon plus precise, il existe un idempotent e de K 
tel que (1 -e) C(Q) soit une algebre d’Azumaya (au sens non gradd) sur 
(1 - e)K, tandis que eC(Q) est une algebre d’Azumaya sur son centre, qui 
est lui-m&me une extension quadratique de eK. De l’etude des algebres 
d’Azumaya et de leurs groupes d’automorphismes, et de l’ttude des centres 
des algebres (1 -e) C+(Q) et eC(Q) (voir [MR]), il resulte que tout 
automorphisme g de Q peut etre represent& par M,, qui est un sous- 
module grad& projectif de rang 1; M, est un module libre si et seulement 
si il contient un Clement inversible. 11 est alors raisonnable de confronter le 
mono’ide de Clifford avec la conjecture suivante: si g est un automorphisme 
de l’espace quadratique (E, Q), le sous-module M, doit etre dans X(Q). Je 
sais dtmontrer cette conjecture lorsque K est un corps; dans ce cas elle 
signifie simplement que l’homomorphisme x H g, est une surjection de 
r(Q) sur tout le groupe orthogonal GO(Q); je reparlerai plus loin de cette 
surjectivite, avec des hypotheses plus faibles. Je sais encore demontrer cette 
conjecture dans le cas suivant. 
(16) PROPOSITION. Si (E, Q) es? un espuce quudrutique, et si E est uussi 
un Z [ l/2]-module suns torsion (c’est-G-dire, si I’upplicution a H pa es? bijec- 
tive pour p = 2, et injective pour tout entier p > 3), ulors tout sous-module A4 
de C(Q) qui repkente un uutomorphisme g de Q, es? contenu duns X(Q). 
Dtmonstrution. L’isomorphisme de E sur E* determine par Q, permet 
de delinir sur E* une forme bilineaire symetrique @* (image directe de @ 
par cet isomorphisme). On peut identifier @* avec un Clement de E@E; 
c’est-a-dire on peut tcrire @* comme une somme C bj @cj; et par suite, 
pour tout a E E, 
1 @(a, bj)cj = 1 @(a, cj)bj = a. 
Considerons maintenant @* comme un element de l’algtbre C(Q) 0 op. gr 
C(Q); grace a l’identite @(a, b) = ub + bu, on peut transformer les egalites 
prtctdentes en celles-ci: 
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Par suite d@* - @* d est egal a d (resp. -d) pour tout d dans I’image de A 
(reps. A’). Puisque l’application z H z@* - @*z est une derivation, tout 
element z dans I’image de Cp( Q 0 ( -Q); A, A’) satisfait l’egalite suivante: 
z@* - @*z = pz. 
Si E est aussi un Z[ l/2]-module saris torsion, on conclut que z se trouve 
dans I’image de C”( Q @ ( - Q); A, A’) si et seulement si z commute avec 
@*. Soit maintenant g un automorphisme de Q, et soit x un element 
localement homogene tel que ,?/I= g(h) .x pour tout hi E; ceci implique 
cX=y(Z).g(c) pour tout CE E, et par suite 
Mais g laisse @* invariant: 
@* = c h, 0 cj = c g(h,)O g(ci); 
done x @ X commute avec @* et x E X(Q). Ceci termine la demonstration 
de (16). 
Si (E, Q) n’est pas un espace quadratique, il peut arriver qu’un sous- 
module A4 qui reprtsente un automorphisme g de Q, ne soit pas contenu 
dans X(Q); si K est un corps, cela arrive des que le noyau de @ est de 
dimension 24; je precise que je distingue noyau de @ et noyau de Q: 
ker @ = {a E E; @(a, h) = 0 pour tout b E E}, 
ker Q = {LZ E ker @; Q(a) = 0). 
Cependant il est raisonnable de conjecturer que tout automorphisme de Q 
qui peut etre representi: par un sous-module de C(Q), peut aussi &tre 
represent& par un sous-module contenu dans X(Q); autrement dit, on ne 
gagne rien a sortir de X(Q). Cette deuxieme conjecture est vraie si K est un 
corps; les considerations suivantes, pendant lesquelles K est momen- 
tanement suppose etre un corps, demontreront simultantment cette 
deuxieme conjecture et la prtcedente. Si un automorphisme g de Q peut 
&tre represent& par un sous-espace A4 de C(Q), ntcessairement le noyau de 
g - I contient le noyau de @ (cela resulte du lemme (7)); si E est de dimen- 
sion infinie, il faut ajouter que g - I est de rang fini (car si x # 0, l’tgalite 
.?u = g(u). x implique a = g(u) pour tout a dans un sous-espace de 
codimension finie). Soit done GO(Q) le groupe des automorphismes g de Q 
tels que g-I satisfasse ces deux conditions; a mon avis c’est une dkfinition 
raisonnable du groupe orthogonal de Q; si je demontre que l’application 
x I-+ g., est un homomorphisme surjectif de r(Q) sur GO(Q), les deux con- 
jectures seront demontrees (lorsque K est un corps). En utilisant des 
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travaux de Dieudonne (voir CD]), on peut montrer que le groupe GO(Q) 
est engendre par les elements g,, avec CIE E, Q(u) # 0; si K n’est pas un 
corps de caracteristique 2, ces g, sont les reflexions orthogonales de (E, Q); 
neanmoins si K est le corps a 2 elements Z/22, il existe des formes 
quadratiques Q qui font exception; il s’agit de formes Q sur un espace E de 
dimension 24, qui s’ecrivent ainsi dans une base (ej): 
(k,, k,, . . E Z/22); 
mais dans tous les cas le groupe GO(Q) est engendre par les g, dtcrits ci- 
dessus, et par les g, + rrh, avec a et h E E, et (~6)~ = 0; a cause de (11) cela 
implique la surjectivite de l’homomorphisme Z(Q) -+ GO(Q). Si Q # 0, et si 
GO(Q) est engendre par les g, mentionnes ci-dessus, on peut ensuite 
dtmontrer que le mono’ide X(Q) est engendre par E. 
Quel que soit l’anneau K, l’algebre C(Q) contient une sous-algebre de 
Lie remarquable, a savoir: 
L(Q) = C+(Q) n C"'(Q); 
si vous revenez a la derniere des trois egalites qui ont servi a demontrer 
( 11) vous observerez que, pour tout u E L(Q), 
(17) u@l+l@uEW, 
ou Wdesigne l’image dans C(Q)@op. gr C(Q) de C’“(Q@(-Q);d), ou 
bien celle de C”“(Q 0 (-Q); A’), ou de C”(Q 0 (-Q); A, A’). I1 est facile 
de demontrer que l’ensemble des elements u de C+(Q) qui satisfont la con- 
dition ( 17) est une algebre de Lie; on peut considerer que c’est l’algebre de 
Lie associee au monoi’de X(Q), et il est raisonnable de conjecturer qu’elle 
est egale a L(Q). Je sais dtmontrer cette troisieme conjecture dans les deux 
cas indiques dans l’tnonce suivant. 
(18) PROPOSITION. Si E est un K-module projectif, ou encore si E est 
aussi un Z[ I/23-module saris torsion, alors L(Q) est l’ensemhle des 6lPments 
u de C’(Q) qui satisfont la condition (17). 
Dt!monstration. Je dtmontrerai au $5 que si la proposition (18) est 
vraie pour C(Q), elle est encore vraie pour C(Q’), chaque fois qu’il existe 
une forme bilintaire B telle que la relation (2) soit satisfaite. Or, chacune 
des deux hypotheses de (18) implique l’existence d’une forme bilineaire B 
telle que Q(a) = B(a, a) pour tout a E E; done il s&it de demontrer (18) 
lorsque Q = 0. Puisque tout module projectif est facteur direct dun module 
libre, on peut considerer des modules libres a la place des modules projec- 
tifs. Je suppose done, ou bien que E est un module libre, ou bien que le 
groupe additif sous-jacent a E est saris torsion; il s’agit de demontrer que 
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u E A c *E, chaque fois que u est un element de n + E tel que u @ 1 + 10 ii 
est dans I’image de /i “(E@ E; d’); on peut supposer que u est dans 
/1+ E n ii “E, et montrer qu’il est nul si il satisfait cette m&me condition. 
L’application (a, 6)~ (a, a + 6) se prolonge en un automorphisme de 
/i( E @ E), qui transforme la filtration associee a A’ en la filtration associee 
a E@ 0; l’automorphisme correspondant de AE@ AE transforme tout 
x, Ox, en 6(x,) A (1 OX,), si I’on note 6 le coproduit de la cogebre AE, 
c’est-g-dire l’homomorphisme de AE dans AEO AE qui prolonge l’ap- 
plication a H a @ 1 + 1 0 a. Done la condition imposee a u est tquivalente 
a la suivante: 6(u) + 10 U est dans l’image de n “(E@ E; EGO). Pour 
tout x E AE, soit e(x) la projection de 6(x) dans EC3 AE parallelement aux 
autres sous-modules AYE@ AE; la condition imposee a u implique que 
ME EC3 E, done 0(u) = 0 puisque UE n 24E. Or si p est l’application 
lineaire de AEOAE sur AE telle que ~(x, @x,)=x, A x2, alors 
@(x) = px pour tout x E APE, et l’on conclut que u = 0 si le groupe additif 
E est saris torsion. Si E est un module libre, on peut prouver que la nullite 
de e(u) implique celle de U, grace ZI une base totalement ordonnee de E. 
Ainsi se termine la demonstration de (18). 
Si un element u de C+(Q) satisfait la condition (17) et si l’on peut definir 
de facon raisonnable une exponentielle de u dans C(Q), on peut prevoir 
que cette exponentielle st dans X(Q). Par exemple si Q = 0, tout Clement u 
de A2E posdde une exponentielle dans AE; en effet, on peut ecrire u 
comme une somme U, + u2 + .. . + up d’eltments decomposables, done de 
carre nul, et par definition 
on peut montrer (voir [Cl) que exp u ne depend pas de la fagon d’ecrire u 
comme somme d’elements dtcomposables; on peut aussi invoquer le 
systeme de puissances divisees de l’algbbre n +E (voir [Rv]). 11 rtsulte de 
(11) que le monoi’de de Clifford XE associe a la forme quadratique nulle 
contient exp u pour tout UE A’E. Plus gtneralement XE contient tout 
element de la forme x A exp U, oti u E A’E, et oti x est un element dtcom- 
posable (c’est-a-dire un element de K ou de E, ou un produit d’tlements de 
E); si K est un corps, le theoreme de description explicite de XE (voir (44) 
plus loin) affirme que XE ne contient pas d’autres elements. Notez que XE 
n’est pas engendre par E, et que le groupe TE est reduit g sa composante 
paire T+ E. 
4. PRODUITS INTBRIEURS 
Je dois interrompre ici cet expose pour des considerations techniques 
indispensables pour la suite. Je precise d’abord des notations. Soit A*E le 
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dual de AE; l’annulateur /i *PE de tous les sous-modules A’E tels que j # p, 
peut &tre identifit avec (npE)*, et A *E est le produit direct des sous- 
modules A*PE. On munit AE et C(Q) de la topologie discrete, les LITHE 
aussi, mais on munit A*E de la topologie de produit direct des A*PE. Puis- 
que AE est une cogebre, A*E est une algebre; je rappelle que le coproduit 6 
de AE est l’homomorphisme de AE dans AEO AE qui prolonge 
l’application a H a @ 1 + 1 0 a, et que le produit de deux elements f et g de 
A*E est defini ainsi: 
(19a) u A g3 x> = <fog, WI) 
Cette multiplication dans A *E est continue. I1 est clair que A *E est une 
algebre graduee par la parite; l’adjectif “homogene,” le signe 0, etc., doivent 
etre compris dans le contexte de A*E comme ils ont ete expliqds (au 92) 
dans le contexte de C(Q). De facon duale, je detinis une application de A*E 
dans (AE@ AE)*, que je note aussi 6: 
(19b) <w-),xoy)=(f,xA y); 
je ne peux pas dire que cette application 6 est un coproduit, car 
l’homomorphisme canonique de A*E@ A*E dans (AE@ AE)* n’est pas 
toujours un isomorphisme; cependant (AEO AE)* est canoniquement 
isomorphe a A*(E @ E), et si on considere 6 comme un application de A*E 
dans A*(E@ E), c’est l’homomorphisme associe par le foncteur con- 
travariant A* a l’application (a, h) H a + h de E@ E dans E. Observez 
maintenant que l’application a F+ (a, a) de E dans E @ E se prolonge en un 
homomorphisme de C(Q) dans C(0 @ Q), qui est isomorphe a AE@ C(Q); 
il existe done un homomorphisme 6, de C(Q) dans AE@C(Q) qui 
prolonge l’application a H a 0 1 + 10 a; et 6, fait de C(Q) un comodule a 
gauche sur la cogebre AE. Quant a la lettre p, elle designe les applications 
de AE@ AE dans AE, ou de C(Q)@ C(Q) dans C(Q), ou de A*E@ A*E 
dans A*E, qui resultent des multiplications dans AE, C(Q) ou A*E; h 
cause de l’homomorphisme canonique de A*E 0 A*E dans A*(E@ E), p 
peut m&me designer l’homomorphisme de A*(E@ E) dans A*E associe par 
le foncteur contravariant A* a l’application a H (a, a). 
Enfin, j’ai besoin de mises en dualite partielles. Si C, , C,, . . . sont des 
K-modules graduts par la paritt, le symbole ( . . . , . . )(,) peut designer par 
exemple l’application bilineaire de CT x (C, @ C,) dans CZ detinie ainsi: 
cependant si f E C:, il faut tcrire ceci: 
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avec changement de signe si x, et x2 sont impairs; je donne encore saris 
commentaire la definition suivante: 
Quant au symbole ((i) ...,... ), il peut designer l’application bilineaire de 
(C, 0 C,)* x C, dans C: dtlinie ainsi: 
Je vais maintenant presenter deux multiplications interieures; la premiere 
est bien connue, mais ne servira ici a rien (sauf plus loin, a construire les 
puissances divistes dans A * +E). ntanmoins il m’a paru utile de signaler les ,
analogies entre ces deux multiplications interieures; ce sont des applications 
bilineaires de l’un des deux types suivants: 
A*Ex AE+ A*E, 
C(Q)x A*E+ C(Q); 
elles sont nottes par la lettre I; la premiere est delinie ainsi: 
ici ,f E A*E, x et y E AE; cette definition equivaut a celle-ci: 
d’ou par analogie la definition de l’autre multiplication interieure: 
(2Ob) XlJ = (.A ~&))(I,; 
ici x E C(Q) et f E A*E. L’application 6, est encore un homomorphisme si 
on munit le module C(Q) de la multiplication opposee gradute (voir 52); 
en effet, les algebres AE et op. gr AE ont m&me multiplication; done les 
algebres C(Q) et op. gr C(Q) sont tquivalentes pour le calcul des produits 
interieurs; lorsque nous reparlerons plus loin de X(Q), nous pourrons done 
saris danger utiliser la multiplication dtfinie par (8). 
If me faut encore definir les multiplications inttrieures lorsque les 
facteurs sont dans des produits tensoriels tels que AE, @I AE, ou 
C(Qi)@ C(Q2) ou A*E, @ A*E,; les deux premieres algebres sont canoni- 
quement isomorphes A A(E, 0 E,) et C(Q, 0 Q2), et il y a un 
homomorphisme canonique de la troisieme dans A*(E, @E,); il faut done 
que ces multiplications interieures soient cohtrentes avec celles dont les fac- 
teurs sont dans A(E, 0 Es), C(QI @ Q2) ou A*(E, @E,); cette coherence 
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est assuree par les definitions suivantes. Si f~ A*E,, ge A*E*, x E AE, et 
y E AEZ, alors 
@la) (f O 8) 4x0 Y) = 4fw Y) . (fzx) 0 (&YY). 
Si XEC(Q,), yeC(Q,),f~/i*E~ et gEA*E2, alors 
Wb) (xc3 Y) 4fo g) = obf, g). blf) 0 (ye). 
Voici les proprietes essentielles de ces multiplications interieures; je 
donnerai seulement les demonstrations non triviales, et seulement pour la 
seconde multiplication inttrieure, la seule qui nous sera vraiment utile. 
(22) PROPOSITION. A*E est un AE-module h droite: 
fdx A Y) = (fix) zy; 
et C(Q) est un A*E-module ci droite: 
xz(f A g) = (xzf) z&T. 
Je signale que tout comodule a gauche sur une cogebre est un module a 
droite sur l’algebre duale de cette cogtbre. 
(23) PROPOSITION. Si f E A*PE et x E A “pE, alors 
fzx= <f, x>, 
Si a, , a2, . . . . apEEetfEA*“PE,alors 
(ala*... a,)zf = (S, a, h a2 A ... A ap). 
La seconde assertion de (23) implique la continuitt de la seconde mul- 
tiplication inttrieure; on sait que la premiere aussi est continue. Voici 
maintenant les formules de Leibniz qui montrent comment les mul- 
tiplications interieures (qui sont les analogues des operations differentielles) 
operent sur un produit. 
(24) PROPOSITION. Si f et g E A*E et x E AE, alors 
(f * g) zx = P((f 0 g) z 6(x)). 
Si x et y E C(Q) et f E A*E, alors 
(XY) zf =p((xO y) z S(f )). 
L’utilisation de (24) exige le recours a (21); verifions par exemple que la 
481/111/1-3 
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multiplication interieure par un element de E* est une derivation gradute 
de C(Q), ce que j’ai deja signale au $1. Si ,f E E*, alors S(f) est l’image de 
f@ 1 + 10 f dans (AEOAE)*, done (24) et (21) donnent 
(xy)zf=~((xOy)I(fOl+lOf)) 
= (Xlf) . y + .f . ( yf). 
Pour demontrer la seconde assertion de (24), on part de la definition (20b): 
ensuite la definition (19b) donne 
si vous reflbchissez a ce que devient la definition (20b) quand (E, Q) est 
remplace par (E @ E, Q 0 Q), vous conclurez que 
(KY) lf=P((xO Y) 1 W)), 
en considtrant que x @ y E C(Q 0 Q) et S(f) E A*(E @ E). 
Conformement aux explications du $2, tout sous-module V de E deter- 
mine une filtration croissante de l’algebre AE par des sous-modules 
A ‘“(E; V); les annulateurs des A ’ pp ‘(E; V) dans ,4*E donnent une 
filtration dtcroissante de A*E; je la transforme en une filtration croissante 
en changeant le signe des degres; autrement dit, A* ‘P(E; V) est par 
definition l’annulateur de A G -p- ’ (E; V). Si E est un espace vectoriel de 
dimension tinie sur un corps K, alors 
AGP(E; V)=O si p< -dim V, 
A GP(E; V) = /fE si p > dim( E/ V); 
si on appelle v’ l’annulateur de V dans E*, alors l’annulateur de 
/lGP-‘(E; V) d ans AE* se trouve &tre tgal a A< -P(E*; V’); done le 
changement de signe dans les degres de la filtration duale amene l’tgalitt 
dbsiree 
A* ‘P(E; V) = A Gp(E*; V’). 
Dans le cas general, A*E n’est pas toujours la reunion des A* Gp(E; V); 
c’est evident si V= E, car /i * G “( E; E) coincide avec A * ’ pE. 
(25) PROPOSITION. Si V est un sow-module de E, alors 
LI*<~(E; V)zAGY(E; V)CA*‘~+~(E; V); 
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si V est totalement singulier pour Q, alors 
Pp(Q; V) z/l *-‘(E; V) c C’D+4(Q; V). 
Pour demontrer la seconde assertion, prenons x dans CGp+ j(Q) 
sy(n ‘V); alors ho(x) est somme d’elements x,, tels que 
le degre de (f, x,,~)(,) pour la filtration determinCe par V est au plus egal a 
p - r + s; cependant (f, x,, ) ( I ) est nul si r-s< -q-l; done il suffrt de 
considtrer seulement les x,,~ tels que r-s > -4; ceci implique 
p - r + s d p + q, et la demonstration est finie. 
L’algebre /i *E est aussi munie d’un anti-automorphisme principal y; c’est 
I’application lineaire continue .f H .f telle que 
,f= (- l)P(fJ “‘2, pour tout ,f E /1 *pE. 
Grace a quelques calculs faciles, on peut verifier que 
(27) DEFINITION. X*E est l’ensembie des elements localement 
homogenes f de n *E tels que l’image de f 0 fdans n *( E @ E) soit dans la 
sous-algebre /1* S ‘( E 0 E; A). 
A la place de d vous pouvez mettre A’; si E est aussi un Z[ l/2]-module, 
vous pouvez utiliser la sous-algebre n *‘( E 0 E, d, A’) qui est l’annulateur 
de tous les Ay(E@ E; d, d’) tels que q # 0. Les annulateurs de d et d’ dans 
E* @E* sont les deux diagonales de E* 0 E*, mais dans l’ordre oppose, 
d’ou mon souci de travailler avec les deux diagonales de EO E. Tout 
comme X(Q), X*E est un mondide unifere, et Ton peut Cnoncer sur X*E 
des propositions analogues aux propositions (1 1 ), (12) et (13). Par exemple 
tout element f de E* est dans X*E, et ceci resulte de l’identitt suivante, ou 
a et b E E: 
(28) PROPOSITION. 
(X*E) KEc X*E 
X(Q) zX*Ec X(Q). 
La demonstration de (28) est analogue a celle qui a permis de demontrer 
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que X(Q) est un mondide; en effet, grace A (21) et (26) on peut demontrer 
ceci: 
cette identite est analogue i (lo), et grace a (25) on demontre ensuite la 
seconde assertion de (28). 
11 ne me reste plus qu’a definir les puissances divisees dans A * + E, sous- 
algebre commutative des elements pairs de A*E; cela me permettra de 
definir exp w pour tout w E A*‘E, et de montrer que exp w E X*E. 
(29) PROPOSITION. Si f est un Clkment de A*+E saris composante 
scalaire, il existe une et une seule suite (f (I’, f(*), . . . . f (p’, . ..) d’P1Pments de 
A* + E saris composante scalaire, satisfaisant les kgalitb suivantes: 
f(l)= f et fcP+‘ha=(fla) A fcp) 
chaque fois que a E E et p 2 1. 
En effet, supposons que l’existence et l’unicitt de f(l), . . . . fCP) aient deja 
ete demontrees, et cherchons a construire f tP + “; soit g la for-me lineaire sur 
E@ AE telle que 
(g, aOx) = ((fza) A P), x); 
si f’P+‘) existe, alors 
(fcp+‘), a A x) = (g, aOx); 
ceci montre l’unicite de f (p + ‘), puisqu’il n’a pas de composante scalaire (il 
s’annule sur K= A’E); ceci montre aussi son existence, pourvu que l’on 
s’assure que 
(g,aO(a A x))=O si aEEetxEAE; 
or, aprbs quelques calculs il apparait que c’est une consequence de la nullitt 
de (fza) A (fza). 
Les elements fcp) sont appeles les puissances divistes de f; par com- 
moditt, on pose f (‘) = 1 (c’est-a-dire, f (‘) est la projection AE H K). Si les 
puissances ordinaires sont notees fp, alors pour tout a E E, 
fPza = p(fza) A fp- ‘; 
en effet a determine une derivation grad&e de A*E; par recurrence on en 
dtduit fP = p ! f(P). Le systtme des puissances divisees jouit dune multitude 
de proprietb, qui signilient essentiellement que les sommes infinies 
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exp f = C f (P) (avec p > 0) possedent toutes les proprittes que l’on peut 
souhaiter a des exponentielles. En particulier: 
@a) ev(f+ g)=(expf) A (exp g), 
Wb) (exp f)ra=(fra) A expf si aEE 
(3Oc) y(expf)=ew7 
y(exp w) = exp( - w) si WEA*~E 3 
(3Od) @expf)=ew&f) 
(Joe) expfeft *“(E; I’) si ffzA * “(E; V). 
L’application 6 qui intervient dans (30d), peut &tre identiliee avec 
l’homomorphisme d’algebres que le foncteur A* associe a l’application 
(a, b) F+ a + 6; done, elle respecte les systemes de puissances divistes; c’est 
exactement ce qu’afhrme (30d). 
Soit maintenant w E ,4 *‘E; on a: 
(expw)@y(expw)=exp(w@l-l@w), 
le membre de droite utilise le sysdme evident de puissances divistes dans 
A*+E@A*+E; or l’image de w@ 1- l@w dans A*(E@E) est dans 
A*“(E@E, A), car 
si a et b E E; done exp w E X*E. 
5. DIGFORMATIONS D'ALG~BRES DE CLIFFORD 
Soit B une forme bilineaire sur E, c’est-a-dire un element de (E@ E)*; on 
peut identifier B avec un element de A*2(E@ E), que je noterai encore B, 
car A *‘(EO E) est la somme directe d’un sous-module canoniquement 
isomorphe a (E@ E)* et de deux sous-modules canoniquement isomorphes 
A A*2E, on peut done definir exp B dans l’algebre A*(E@E) ou 
(AE@ Al?)*. Si x et y E C(Q), le produit deforme de x et y est par 
definition: 
(31) x*~=~L((xOy)zexpB); 
la signification des lettres p et 1 est expliquee au $4; je montrerai plus loin 
que cette definition (31) coincide avec (5). 11 est immtdiat que x * 1 = 
1 * x = x pour tout x dans C(Q); je demontre tout de suite l’associativite de 
la *-multiplication. 
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(32) PROPOSITION. Dans A *‘(E @ E @ E) on trouve trois sous-modules 
distincts, tous canoniquement isomorphes a (E@ E)*, que l’on peut noter 
respectivement (E@ E@ K)*, (E@ K@ E)* et (K@ E@ E)*; soient B,,, 
B,, et B,, les images de B dans ces sow-modules. Si x, y et z E C(Q), alors 
(x * y) * z et x * (y * z) sont tous deux egaux a 
P,~J(xO YOZ) 1 ew(B,, + B,, + B23)); 
ici u 123 designe I’application lineaire Pvidente de 
C(Q)C3C(Q)@C(Q) sur C(Q). 
Demonstration. Soit p ,z l’application lineaire de C(Q) @ C(Q) 0 C(Q) 
sur C(Q)OC(Q) telle que ~,2(x@y@z)=xy@z et soit 8,2 l’application 
lineaire de (AE@AE)* dans (AE@ AE@AE)* telle que 
(d,,(f), X’O 4”@?) = (,f; (x’ A y’)Oz’). 
Selon la definition (3 I ), 
(x * y) * :=p((p12((x0 yOz) I exp B12)) I exp B). 
A cause de (24), pour tout <EC(Q)@C(Q)@C(Q), on a 
P,A~) 1 exp B=P,~(@ d,,(exp B)); 
a cause de (30d), S,,(exp B)=exp 6,,(B), et il est immediat que 6,,(B)= 
B,, + Bz3. Si nous remplacons 5 par (x0 ~0:) I exp B,,, nous trouvons 
(x * y) * z =I*~~,~(((x@ y@z) z exp B,,) 1 exp(B,, + &,)I. 
L’associativite de l’algebre C(Q) implique p 0 p12 = plr3, et la tin du calcul 
de (x * y) * z est immediate. Pour x * (y * z) on fait de m&me. 
Le module C(Q) muni de la multiplication definie par (31) devient 
l’algebre deformee C(Q, B); il est raisonnable de parler de deformation, car 
si on remplace B par tB, oh t est une indeterminte, on obtient une 
*-multiplicaton sur le K[t]-module C(Q) @ K[t], qui donne pour t = 0 la 
multiplication initiale, et pour t = 1 la multiplication deformte. L’algebre 
C(Q, B) est filtree par les m&mes sous-modules CGp(Q) que l’algebre C(Q); 
les algebres graduees assocites a ces deux algebres filtrees ont non 
seulement le meme module sous-jacent, mais encore la mCme mul- 
tiplication; en effet, x* y-xy~C~“+~~~(Q) chaque fois que xeCGp(Q) 
et y E CG4(Q). 
Si a et h E E, alors 
a*b=p((a@h)r(l+B))=ab+B(a,b); 
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posons Q’(a)= Q(a)+ B(a, a), conformement a l’egalite (2) qui sera 
valable pour tout ce $5; l’application identique de E se prolonge en un 
homomorphisme de C(Q’) dans C(Q, B), et c’est m&me un isomorphisme; 
en effet, on dispose dun homomorphisme analogue de C(Q) dans 
C(Q’, - B), et si l’on passe aux algebres grad&es associees aux algebres 
tiltrtes C(Q) et C(Q’), on obtient deux homomorphismes rtciproques l’un 
de l’autre. Puisque les algebres C(Q’) et C(Q, B) sont canoniquement 
isomorphes, nous pouvons faire avec C(Q, B) tout ce que nous faisons avec 
C( Q’). La proposition suivante permettra d’aftirmer, aprbs comparaison 
avec (3), que les multiplications detinies par (31) et (5) sont &gales; je 
rappelle que les definitions de B, et B,(E -+ E*) se trouvent au $1. 
(33) PROPOSITION. Si a E E et x E C(Q), alors 
a * x = ax + xiB,(a), 
x * a = xa - %B,(a). 
La premiere de ces deux egalites resulte du calcul suivant: 
(a@~) zB= @&)@~,(x)~ B)c,.,, 
= (a@ 1 O&(x), B)(,.,, 
= 10 O&h B,(a))c,, 
= 1 @ (xlB,(a)). 
La deuxieme se demontre de m&me. 
(34) PROPOSITION. L’algGhre C(Q, - @) est identique d 1’algShre op. gr 
C(Q) dkfinie au Q 2. 
En effet, (voir lemme (7)) si a E E et y E C(Q), alors 
ay - ja = yz@(a). 
Done le produit de a et y dans C(Q, -@) vaut 
a* y=ay-yz@(a)=Ya; 
or, ceci est le produit de a et y dans op. gr C(Q). Par recurrence sur le 
degre de x, on montre que x et y ont mCme produit dans les deux algebres. 
Apres ces preliminaires, voici une proposition qui signitie que toutes les 
algebres deform&es C(Q, B) sont equivalentes a C(Q) pour le calcul des 
produits interieurs; en d’autres termes, les applications J mentionnees au 9 1 
sont des isomorphismes de ,4*E-modules a droite. 
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(35) PROPOSITION. 6, est aussi un homomorphisme de C(Q, B) duns le 
produit tensoriel grad& AE 0 C( Q, B). 
Dkmonstration. Le produit de deux elements 5 et [ dans LIE@ C(Q, B) 
est donne par la formule suivante, ou B,, est l’element de 
A*‘(E@ E@ E@ E) delini selon les explications donnees dans (32): 
11 faut demontrer que, pour tout x et tout y dans C(Q), 
~,~~((xO~)~~~PB)=~L((S~(X)O~~(~))I~XPB~,). 
Puisque 6, est un homomorphisme de C(Q) dans AE@ C(Q), on a 
~,v=Po~gO~Q). 
Soient maintenant E, et E, deux K-modules, avec des formes quadratiques 
Q, et Q,, et soit cp un morphisme de (E, , Q, ) dans (E,, Q2); les foncteurs 
C et A* associent a cp des homomorphismes que je noterai cp et ‘p* pour la 
simplicite des notations: 
cp(C(Q,) --) C(Q,)) et ‘p*(A*E2 + A*E,); 
j’ajoute que (p* respecte les systemes de puissances divistes; si x E C( Q,) et 
,f E A*E,, il est clair que 
(36) v(x) l.f = cpbv*(f)). 
Supposons que 
E, =EQE, Q, =QQQ, 
E,=E@E@E@E, Qz=OQQQOQQ, 
da, h) = (a, a, h, h); 
dans ce cas particulier 
cp(xO Y) = 6p(x) 0 6&J) si xet YEC(Q), 
<cp*w, X’OY’) = (f, KQow’)) si x’ et y’~ AE; 
d’oti (P*(B~~) = B. De (36), on deduit que 
(~Q(x)@~&)) l exp B,, = (6, @dQ)((xO y) 1 exp B); 
la demonstration de (35) est terminee. 
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Cette proposition (35) nous permet de connaitre le resultat de deux 
deformations uccessives: 
(37) COROLLAIRE. Soient B et B’ deux formes bilintaires sur E; en 
deformant I’algtbre C( Q, B) grace a B’, on obtient l’algebre C( Q, B + B’). 
La deformation de C(Q, B) grace a B’ donne pour nouvelle mul- 
tiplication 
(x3 Y) t+ P~(x@ .Y) E exp B’), 
pLg etant l’application lineaire de C(Q) 0 C(Q) sur C(Q) provenant de la 
multiplication dans C(Q, B). 
(38) COROLLAIRE. L’algebre op. gr C(Q, B) est identique a C(Q, 
- @ - op B), si l’on note op B la forme bilintaire sur E definie ainsi: 
op B(a, b) = B(b, a). 
En effet, d’apres (34) l’algebre op. gr C(Q, B) s’obtient par deformation 
de C(Q, B) grace a la forme bilintaire 
(a, b) I-+ Q’(a) + Q’(b) - Q’(a + b) = -@(a, b) - B(a, b) - B(b, a). 
Si deux formes bilineaires B et B’ sur E sont telles que B(a, a) = B’(a, a) 
pour tout a E E, il est manifeste que B et B’ donnent des deformations 
canoniquement isomorphes; le calcul explicite de cet isomorphisme est 
important pour la suite. 
(39) PROPOSITION. Supposons que B(a, a) = B’(a, a) pour tout a E E; il 
existe alors w g A*‘E tel que, pour tout a et tout b E E, 
(w,ar\b)=B’(a,b)-B(a,b). 
L’application x H XI exp w est l’isomorphisme de C(Q, B) sur C(Q, B’) qui 
laisse ,fixes les elements de E. 
Demonstration. L’existence de w est tvidente ainsi que l’egalite 
at exp w = a pour tout a E E. 11 faut dtmontrer que le produit de xi exp w et 
yr exp w dans C(Q, B’) est tgal A (x * y)z exp w; c’est-a-dire 
~((~Oy)rexp(wO1+1@w+B’))=(~((xOy)~expB))rexpw. 
Or, on deduit de (24) et (30a), (30d), que 
(~((xO~)zexpB))~expw=~L((xOy)~exp(B+6(~))). 
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Ainsi (39) resulte de l’tgaliti 
w@l+lOw+B’=B+d(w); 




(40) PROPOSITION. Soit wg I’tlkment de LITHE tel que 
( wB, a A h) = B(a, h) - B(b, a) si aet bE E. 
Voici l’anti-automorphisme principal ye de C(Q, B): 
yB(x) =X2 exp wB pour tour x E C(Q). 
Si B est symktrique, alors yJx) = X. 
En effet l’application y F+ yz exp wB est I’isomorphisme de C(Q, op B) sur 
C( Q, B) qui laisse fixes les elements de E; la demonstration de (40) s’acheve 
avec le lemme suivant: 
(41) LEMME. L’anti-automorphisme principal de C(Q) est aussi un anti- 
isomorphisme de C(Q, B) sur C(Q, op B). 
Demonstration. Dans les calculs suivants, y represente l’anti- 
automorphisme principal de C(Q) ou celui de C(Q @ Q); je rappelle que 
y(x@ y) = a(x, y) X@ ~7. I1 s’agit de dtmontrer que 
Grace a (26) et (~OC), on obtient 
Soit T l’automorphisme de E@ E tel que r(a, b) = (6, a); il induit un 
automorphisme de C(Q @ Q) ou C(Q) 0 C(Q), que je note encore z, et un 
automorphisme r* de A*(E@ E); on a 
~(xoy)=~(x, y)yOx si xet y~c(Q), 
z*(B) = -op B. 
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Puisque y est un anti-automorphisme de C(Q), p 0 y = y 0 n 0 r; et l’identite 
fonctorielle (36) donne ici 
z((Y@x)lexp(-opB))=o(x, y).(x@y)lexp B. 
Ceci termine la demonstration de (41). 
Le cas oti Q =0 merite une mention. Supposons don&e la forme 
quadratique Q’; si il existe une forme bilineaire B telle que Q’(u) = B(a, a) 
pour tout a E E, alors C(Q’) est isomorphe a l’algebre dtformee A(E, B). Si 
E est aussi un Z [ l/2]-module, il existe un choix canonique de B, c’est la 
forme bilineaire symPtrique B telle que B(a, b) = @(a, b/2); l’algebre A(E, B) 
peut alors tres avantageusement remplacer C(Q’); par exemple grace a 
A( E, B) on peut montrer que xX = Xx pour tout x E X(Q’); en effet B se 
prolonge en une forme bilineaire symetrique sur AE, parce que l’ap- 
plication B,(E++ E*) se prolonge en un homomorphisme de AE dans 
A*E; et l’on peut demontrer que, pour x et ye AE, B(x, y) est la com- 
posante scalaire de x * y; notez encore que yB(x) = X, et que X = 
(-1) p’p-“‘2x si XEA~E, par consequent B(x, y) = B(Z, j); et si 
x E X(E, B), on conclut que x * ys(x) = yB(x) * x. 
Passons maintenant aux filtrations, apres quoi nous arriverons a la 
demonstration de J’CgalitC (6), qui est l’objectif principal de ce $5. J’ai deja 
Ccrit que les algebres C(Q) et C( Q, B) ont m&me filtration canonique. Si V 
est un sous-module totalement singulier pour Q’, alors V determine une 
filtration croissante de C( Q, B) par des sous-modules C’% “( Q, B; V) dont la 
definition est Cvidente. 
(42) LEMME. Soient B et B’ deux formes hilinkuires sur E; si V est 
totulement singulier pour les deux,formes quudrutiques a t-+ Q(u) + B(u, a) et 
at, Q(u) + B’(u, a), et si la restriction de B’ - B ci V est uussi nulle, ulors 
pour tout p E Z, 
C<P(Q, B; V) = C”“(Q, B’; V). 
En effet, les multiplications dans C(Q, B) et C(Q, B’) coincident dans la 
sous-algebre engendree par V, et l’homomorphisme canonique s V de A V 
dans C(Q, B) est aussi l’homomorphisme canonique de A V dans C(Q, B’). 
Grace A (33) on peut demontrer par recurrence sur j que 
C-(Q) * s,,(A’V)c CGY-.j(Q, B’; V), 
et par suite 
c<p(Q, B; V)c CGP(Q, B’; V). 
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Je reviens sur la definition (9) du monoi‘de X(Q). Dorenavant 
C(Q) @ C(Q) sera muni de sa multiplication habituelle de produit tensoriel 
grad&: 
(xOy).(X’@y’)=a(y, x’).xx’@yy’; 
l’isomorphisme canonique de C(Q 0 Q) sur C(Q) @ C(Q) est aussi un 
isomorphisme de C(Q @ Q, 0 0 ( -@)) sur C(Q) @ C(Q, - 0); or, la 
premiere de ces deux algebres est isomorphe a C(Q 0 ( -Q)), et d’apres 
(34) la multiplication dans la seconde est exactement la multiplication 
detinie par (8); pour definir X(Q) on peut done utiliser I’image de 
C <‘( Q @ Q, 0 0 ( - @); A ) par I’isomorphisme canonique de C( Q @ Q) 
sur C(Q) @ C(Q). Cet isomorphisme-la est aussi un isomorphisme 
de C(Q 0 Q, B@(-@-opB)) sur C(Q,B) 0 C(Q, -@-opB); or 
la premiere de ces deux alglbres est isomorphe a C(Q’ @ (-Q’)), et 
dans la seconde apparait l’algebre op . gr C(Q, B); done pour definir 
le mono’ide de Clifford X( Q, B) on peut utiliser l’image de C”‘(Q @ Q, 
B@ ( - @ - op B); A) par l’isomorphisme de C(Q 0 Q) sur C(Q) @ C(Q), 
toujours le mCme. Voici maintenant la proposition qui demontre les 
tgalitts (6) et (4). 
(43) PROPOSITION. Pour tout x E C(Q), les deux assertions uivantes ont 
kquivalentes: 
x@ X est duns l’image de C”“(Q @ Q, 0 @ (- @); A); 
x@y,(x) est duns l’image de C”“(Q@Q, B@(--@--op B); A). 
Dkmonstration. D’apres (40), on a 
x@y,(x)=(x@Z)rexp(l@w,); 
d’apres (39), I’application 5 I-+ 51 exp( 10 we) correspond a I’isomorphisme 
de C(Q@Q, B@(-Q-B)) sur C(Q@Q, B@(-@-opB)) qui laisse 
fixes les elements de E@ E; done la seconde assertion &rite dans (43) est 
equivalente a celle-ci: 
x0X est dans l’image de C<“(Q@+Q, BO(--Q-B); A). 
Or la forme bilineaire B@ ( -B) s’annule sur A; done (42) nous permet 
d’aftirmer que 
P”(Q@Q, B@(-@-B);A)=C”(Q@Q, OO(--@);A); 
ceci termine la demonstration de (43). 
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De la m&me man&e, on peut demontrer l’equivalence des deux asser- 
tions suivantes, pour tout 24 EC(Q): 
u~l+l@tiestdansl’imagedeC~“(Q@Q,O~(-@);d); 
u@l+l@y,(u)estdanscelledeC~“(Q@Q,B@(-@-opB);d). 
Done si la proposition (18) est vraie pour C(Q), elle est aussi vraie pour 
C(Q, B), done pour C( Q’); ce fait a Cte utilise pour dtmarrer la 
demonstration de (18). 
6. MONOIDES DE CLIFFORD SUR UN CORPS 
La theorie classique des groupes de Clifford concerne les algebres de Clif- 
ford de dimension tinie sur un corps, assocites a des formes quadratiques 
non degenertes, et il est souhaitable de faire le raccord entre cette thtorie 
classique et la prtctdente; mais comme j’ai deja Ccrit sur ce sujet (voir 
[H4]), je serai assez concis. Je suppose que K est un corps inlini, et je 
laisse au lecteur le soin d’etendre aux corps finis la validite des resultats 
present& ci-dessous, en utilisant des extensions de ces corps. On peut aussi 
gentraliser ces resultats aux espaces de dimension intinie; car m&me si E est 
de dimension inlinie, tout Clement de C(Q) a un support de dimension finie 
dans E; je rappelle (voir 93) qu’on ne consider-e que des transformations 
orthogonales g telles que g- I soit de rang fini. Soit done E un espace 
vectoriel de dimension tinie sur un corps infini K, et soit Q une forme 
quadratique sur E; on munit AE et C(Q) de la topologie de Zariski; mais si 
K = R ou C, on peut aussi les munir de leur topologie d’espace vectoriel 
norme. Notre objectif est de dtmontrer les trois theoremes suivants; ils 
seront demontrts ensemble. 
(44) PROPOSITION. Le monoi’de XE est l’ensemble des &!ments de AE de 
la forme x A exp u, 012 x est un Plkment dtkomposable de AE et oli u E A’E. 
La demonstration de (44) a deja debute a la fin du $3. 
(45) PROPOSITION. Si Q est non dkgCn&-Pe, ou mCme si ker @ est de 
dimension < 3, le groupe I’(Q) des Plkments inversibles de X(Q) est aussi le 
groupe des &ments inveribles x de C(Q), pairs ou impairs, tels que 
xax-’ E E pour tout a E E. 
(46) PROPOSITION. Si Q # 0, X(Q) est l’adherence de r(Q). 
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Je commence les demonstrations par une definition. 
(47) DEFINITION. On appelle X’E le monoide dans AE forme par les 
elements x A exp U, ou x est decomposable t ou u E /1 ‘E; les intersections 
de X’E avec LI + E et /i ~ E sont notees X’+ E et x’ ~ E; les elements inver- 
sibles de X’E (ceux pour lesquels x est un scalaire non nul) forment un 
groupe note YE. 
Nous savons deja que X’Ec XE (voir 53). A ma connaissance, c’est 
Chevalley qui le premier a etudit X’E, mais pour un autre usage (voir 
ccl). 
(48) LEMME. x’ + E est content.4 duns l’adhtfrence de T’E. 
En effet, l’adherence du groupe T’E est un mondide, et par consequent il 
sufftt de dtmontrer qu’elle contient tout element decomposable u de 
degrt 2. Or k+ u est dans rE pour tout scalaire k non nul, car 
k + u = k exp(u/k); done u est dans son adherence. 
(49) LEMME. X’EzX’E* c X’E. 
Comparez ce lemme (49) avec (28); la demonstration de (49) est le 
moment le plus dtlicat de ce 96. Mais d’abord (49) est trivial si E est de 
dimension 6 3, car dans ce cas x’ + E = /1+ E et X’ -E = ,4 -E; nous allons 
faire une manceuvre qui nous ram&e au cas ou dim Ed 2. Soit o* un 
element non nul de A”E* (avec n = dim E), et soit w E A”E tel que 
CO*, w) = 1; soit 9 l’application de AE dans AE* defmie ainsi: 
(5Oa) 9-y = o*zy; 
je rappelle que F envoie bijectivement APE sur Afl- “E*, et que la bijection 
rtciproque est celle-ci: 
(5Ob) @- .- 1 z = a(z, ozz) . wzz; 
l’identitt suivante est peut-etre moins connue: 
(5Oc) yzz = a(z, wzz) . F-1(9(y) A z). 
Si nous demontrons que F(X’E)cX’E*, il en resultera que 
F;-‘(X’E*)cX’E, a cause de (50b), et ensuite (49) sera une consequence 
de (~OC), puisque X’E* est un mono’ide. Or, pour tout y E X’E, il existe une 
decomposition de E en somme directe de sous-espaces E,, E2, . . . . E,, tous 
de dimension $2, tels que y = y, A y, A ... A y,, chaque yJ- &ant dans 
X’E, (pour j= 1, 2, . . . . q). En effet supposons que y = x A exp u (avec les 
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notations de (47)), et que y # 0; choisissons un sowespace F supplemen- 
taire du support de x (l’ensemble des a E E tels que a A x = 0); on peut 
trouver u E A2F tel que y = x A exp u; puis on decompose F en somme 
directe de sous-espaces E,, E,, . . . de dimension ~2, tels que u soit somme 
d’elements appartenant a A’Ez, A2E2, . . . . si F # E, les autres sous-espaces 
E, s’obtiennent par decomposition du support de x. On identifie ensuite E* 
avec la somme directe des E,?, et dans chaque AE,f+ on choisit un w.7 de 
degrt maximum, de telle sorte que o* soit le produit des o,?; au signe pres 
9-y est le produit des w,rzyj-, pour lesquels l’appartenance a X’EF est 
evidente. Ceci termine la demonstration de (49). 
Cette demonstration appelle deux remarques. Notez d’abord l’analogie 
entre l’application F(AE -+ AE*) et la transformation de Fourier; l’une et 
l’autre ont pour effet de remplacer les multiplications inttrieures (c’est-a- 
dire les operateurs differentiels a coeflicients constants) par des mul- 
tiplications ordinaires (voir (50~)); effectivement dans l’une des situations 
evoquees au Q 1 (il s’agit dune algebre de Weyl C plongee dans un espace A 
de distributions), la transformation de Fourier joue un role analogue a 
celui de 9 ici. Par ailleurs il existe une autre fa9on de demontrer (49), qui 
peut Ctre recuperte pour d’autres situations evoqutes au 9: 1 (avec un espace 
ambiant A forme de series formelles ou de fonctions holomorphes); elle 
consiste a noter que le mondide X’E* est engendre par K, E* et les 
elements 1 + f A g, oufet g E E*, et a verifier que yzfet yz( 1 + f A g) sont 
dans X’E chaque fois que y E X’E, f et g E E*. 
Soient maintenant Q une forme quadratique sur E, et B une forme 
bilineaire telle que B(a, a) = Q(a) pour tout a~ E; l’algebre C(Q) est 
isomorphe a l’algtbre deformee A(E, B). Puisque exp BE X’(E@ E)*, il 
resulte de (31) (49) et de l’egalite p(X’(E@ E)) = X’E, que l’ensemble YE 
est stable pour le produit deform& Nous pouvons done detinir dans 
A(E, B) le monoi’de x’(E, B), puis le groupe f’(E, B) de ses elements inver- 
sibles. Nous pouvons encore detinir un autre groupe P(E, B), a savoir, le 
groupe des x E AE, pairs ou impairs, inversibles dans A(& B) (avec inverse 
x-‘*),telsquex*E*x-**= E; si Q est non degeneree, ceci est le groupe 
de Clifford au sens classique. Nous savons deja que 
f’(E, B) c r(E, B) c f”(E, B). 
Le lemme suivant implique (45). 
(51) LEMME. Si Q est non dkg~n~r~e, ou m&me si dim ker @ % 3, les 
groupes f’(E, B), f(E, B) et f”(E, B) sont 6gaux. 
En effet, j’ai deja explique au 0 3 que l’application x I+ g, determine un 
homomorphisme surjectif de r(E, B) sur le groupe GO(Q) detini la-bas; le 
m&me raisonnement est valable pour T’(E, B). I1 suftit done de demontrer 
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que tout element x E f”(E, B) tel que g, = Z, est dans T’(E, B). Ceci est 
evident si Q est non dtgeneree, car l’egalitt g., = f implique alors x E K. Si 
Q est dtgtneree, on recourt au lemme (7), qui montre que le noyau de 
g., -I est I’ensemble des a E E tels que x&(a) = 0; done pour que g, = Z, il 
faut et il suftit que x soit dans la sous-algebre ngendrte par N= ker @; or 
si dim N<3, alors A+N=X’+N et A-N=X’-N. 
(52) LEMME. Soit x un element non nul de AE; il existe une forme 
hilineaire B telle que, dune part la forme quadratique a w B(a, a) est non 
degeneree, d’autre part x est inversihle dam A(E, B). 
En effet, chacune des deux conditions imposees a B l’oblige a se trouver 
dans un certain sous-ensemble ouvert de (EO E)*, pour la topologie de 
Zariski; le premier de ces deux ouverts est non vide, et puisque l’intersec- 
tion de deux ouverts non vides n’est jamais vide, il suffit de montrer que le 
second ne l’est pas; autrement dit on peut completement oublier la 
premiere condition, celle de non-degtntrescence. Si la composante scalaire 
de x est non nulle, x est inversible dans AE, et on peut choisir B nulle. 
Sinon, soit p le plus petit des degres des composantes non nulles de x, et 
soit (e,, . . . . e,,) une base de E telle que x ait une composante non nulle 
selon e, A e2 A A e,,; si B(e,, e,) = 1 chaque fois que i= j< p, et si 
B(e,, e,) = 0 dans les autres cas, alors x est inversible dans A(E, B). 
(53) LEMME. X’E= XE. 
Ce lemme demontre (44). Soit x non nul dans XE; choisissons une forme 
bilintaire B qui satisfasse les deux conditions impostes dans (52); puisque x 
est inversible dans A(& B), il est dans r(E, B), qui est egal a T’(E, B) 
d’aprb (5 1); done x E X’E. 
(54) LEMME. X+E et XE sont des sous-varietes algehriques f&m&es 
irreductihles, et isomorphes l’une a l’autre si E # 0. 
En effet, il est manifeste que XCE et X -E sont des sous-varietes algtbri- 
ques fermtes. A cause de (53) et (48), X+E est l’adherence de rE; puisque 
T’E est isomorphe au produit direct de A*E et du groupe des scalaires non 
nuls, X+E est irreductible. Choisissons a non nul dans E, et B telle que 
B(a, a) = 1, ce qui implique a * a = 1; la multiplication par a dans A(E, B) 
determine une bijection de X+E sur X-E, et une bijection rtciproque. 
Ainsi (54) est demontrt. 
(55) LEMME. XfE est I’adherence de T+(E, B); et si Q#O, X-E est 
l’adhtrence de r~- (E, B). 
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Ce lemme implique (46). Puisque Z(E, B) est l’ensemble des x E XE tels 
que le scalaire x * yB(x) soit non nul, c’est un ouvert de Zariski dans XE, 
puisque X+ E et X-E sont irrtductibles, r+ (E, B) est ou bien vide, ou bien 
dense dans X+ E; et de mCme pour r- (E, B) dans X-E. Or r+ (E, B) n’est 
jamais vide, et f - (E, B) nest vide que si Q = 0. 
Tous les resultats annonces sont dtmontrts; mais je voudrais encore 
signaler quelques autres rtsultats, en renvoyant a [H4] pour les 
demonstrations. Lorsque le groupe I(Q) opere dans l’ensemble X(Q) par 
multiplications a gauche, les trajectoires autres que (0) sont en correspon- 
dance biunivoque avec les sous-espaces totalement singuliers de E; i un 
sous-espace V totalement singulier est associee la trajectoire engendree par 
les elements de degre maximal dans .4 V, considtree comme sous-algebre de 
C(Q); au sous-espace 0 est associte la trajectoire f(Q) engendree par les 
scalaires non nuls. Ceci permet de demontrer que le mondide X(Q) est 
engendre par E, si Q # 0; il suffrt de dtmontrer que le groupe r(Q) est 
engendre par les a E E tels que Q(a) # 0, en s’aidant du fait que le groupe 
GO(Q) est engendree par les g, (voir $3, oh les exceptions sont signaltes). 
Supposons que K n’est pas de caracttristique 2, et revenons a la 
definition de XE. Si x est un element pair ou impair de AE, alors x @ X est 
toujours dans la sous-algebre C A4’( E@ E; A, A’); notez que A4j(E@ E; 
A, A’) = 0 si I4j( > dim E; pour que x soit dans XE, il faut et il suftit que la 
composante de x@X dans A4’(E@ E; A, A’) soit nulle pour tout entier 
j> 0, car ceci implique que sa composante dans A p4’(E@ E; A, A’) est 
aussi nulle. Pour demontrer ces assertions, utilisez les isomorphismes c( et t 
introduits dans les demonstrations de (9) et (41), en notant que 
y 0 T(Z) = ( - 1 p ~ ’ )/2z pour tout z E A4( E 0 E; A, A’). 
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