In computer-aided diagnosis (CAD), having an accurate ground truth is critical. However, the number of databases containing medical images with diagnostic information is limited. Using pulmonary CT scans, we develop two independent methods, one using content-based image retrieval (CBIR) and the other using multiple linear regression (MLR), to exploit the limited amount of diagnostically labeled data in order to annotate unlabeled images with diagnoses. By applying each of these methods iteratively, we expand the set of diagnosed data available for CAD systems. We evaluate both methods by implementing a CAD system that uses undiagnosed nodules as queries and retrieves similar nodules from the diagnostically labeled dataset, using radiologist-and computerpredicted malignancy data as ground truth for the undiagnosed query nodules in calculating precision. Our results indicate that CBIR expansion is an effective method for labeling undiagnosed images in order to improve the performance of CAD systems.
INTRODUCTION
Lung cancer accounts for the highest number of cancer deaths in the United States each year [1] . Computed tomography (CT) scans can assist radiologists in early detection of lung nodules, which increases the likelihood of a patient's survival [2] . In order to improve lung nodule detection, computer-aided diagnosis (CAD) is effective as a second opinion for radiologists in clinical settings [3] . A dataset with ground truth diagnosis information is essential for CAD systems in order to analyze new cases.
The pulmonary CT scans used in this study were obtained from the Lung Image Database Consortium (LIDC) [4] , and we refer to the nodules in this dataset as the LIDC Nodule Dataset. Recently, diagnosis data for some of the nodules were released by the LIDC; however, using the diagnostic information for all of the nodules in this LIDC Diagnosis Dataset is not reliable; in fact, only the nodules belonging to patients with one nodule could be matched with the diagnoses contained in the LIDC Diagnosis Dataset, resulting in 18 diagnosed nodules (eight malignant, nine benign, and one unknown). The 17 nodules with known diagnoses, all of which had agreement between the patient-level and nodulelevel diagnoses, comprise the initial Diagnosed Subset. Since the diagnoses in the LIDC Diagnosis Dataset are the closest thing to a ground truth available for the malignancy of the LIDC nodules, our goal is to expand the Diagnosed Subset by adding nodules similar to those already in the subset.
To identify these similar nodules and to predict their diagnoses, two independent approaches are employed: content-based image retrieval (CBIR) and multiple linear regression (MLR). Increasing the number of nodules for which a diagnostic ground truth is available is important for future CAD applications of the LIDC database.
With the aid of similar images, radiologists' diagnoses of lung nodules in CT scans can be significantly improved [5] . Although having diagnostic information for medical images is an important tool for datasets used in clinical CBIR [6] , any CAD system would benefit from a larger Diagnosed Subset, since the increased variability in this set would result in more accurately predicted diagnoses for new patients.
State of the art
Only a limited number of CAD studies have used a pathologically confirmed diagnostic ground truth, since there are few publically available databases with pathological annotations [7] . Nakamura et al. investigated the challenge of distinguishing malignant from benign lung nodules using an artificial neural network (ANN) [8] , and they found that their ANN trained on image features outperformed the radiologists. These results, which were validated with a pathological diagnostic ground truth, suggest that radiologists could benefit from the use of their proposed CAD system. Muramatsu et al. [9] used an ANN to learn semantic similarity from content-based features for mammograms from the Digital Database for Screening Mammography [10] , an extensive database containing diagnosis data confirmed by pathology.
In many CAD applications, determining a ground truth is more challenging, particularly in the absence of pathological diagnosis data. In exploring the relationship between content-based similarity and semantic-based similarity for LIDC images, Jabon et al. and Dasovich et al. found that there is a high correlation between image features and radiologists' semantic ratings [11, 12] . Despite this correlation, radiologist malignancy ratings cannot be considered a valid ground truth due to the variability among radiologists [7] .
In the absence of diagnostic information, labels can be applied to unlabeled data using semi-supervised learning (SSL) approaches. In SSL, unlabeled data is exploited to improve learning when the dataset contains an insufficient amount of labeled data [13] . Blum and Mitchell pioneered a SSL technique known as cotraining for datasets containing large amounts of unlabeled data [14] . Predictors from two independent classifiers were applied to unlabeled data, thereby expanding the training data for the other classifier. Zhou and Li developed a co-training-style SSL regression algorithm, COREG, which used two k-nearest neighbor (kNN) regressors with different distance metrics to label unlabeled data [15] .
CBIR can be used as a machine learning process that trains a system to classify images as relevant or irrelevant to the query [16] . In a manner similar to co-training, Zhou et al. used a semisupervised active image retrieval (SSAIR) system integrated with relevance feedback to classify unlabeled images from the COREL database with two independent learners [16] . The images labeled as most relevant and irrelevant from each round of relevance feedback were passed to the other learner for re-training.
The limitation of co-training is that one must have two "sufficient and redundant views", or two sets of information that are sufficient for learning and conditionally independent, corresponding to the labeled data [14] . In the absence of this information, Szummer and Jakkola used a Markov random walk approach to label data in low dimensional datasets, where a kNN graph was constructed and edge weights were assigned based on Euclidean distance [17] .
In the current study, we adopted two semi-supervised approaches for labeling undiagnosed nodules in the LIDC. In our first method, CBIR was used to label nodules most similar to the query with respect to Euclidean distance of image features. Second, we constructed a linear regression model from the diagnosed nodules and used this model to predict the most likely malignant and benign nodules from the undiagnosed subset, applying labels to these nodules. By testing these two methods independently, we determined the more effective method of expanding the Diagnosed Subset.
METHODS

The Datasets
The LIDC database, released in 2009, contains 399 pulmonary CT scans. Up to four radiologists analyzed each scan by identifying nodules and rating the malignancy of each nodule on a scale of one to five [4] . To reduce the variability among radiologists, the mode of the radiologists' ratings was used [11] . Nodules with malignancy ratings of one or two were considered benign, four or five were malignant, and three were unknown. Each nodule was represented by one slice [18] , and 63 image features were extracted for each nodule based on texture, size, shape, and intensity [19] . The number of nodules was reduced to 914 by removing nodules smaller than five-by-five pixels because features extracted from these smaller nodules are noisy.
For each nodule, computer-predicted probability distributions for malignancy were obtained using a CAD algorithm described in previous work [20] . For each malignancy rating (one to five), a probability was assigned based on the predictions of an ensemble of classifiers trained using radiologists' ratings and constructed from the 63 image features. For this study, each nodule was then assigned a computer-predicted malignancy rating of malignant, benign, or unknown based on its probability distribution.
The recently released LIDC Diagnosis Dataset assigned a malignant, benign, or unknown diagnosis (based on biopsy, surgical resection, progression or response, a review of radiological images showing two years of stability, or an unknown method) to some of the patients in the LIDC Nodule Dataset [4] . Of the 914 nodules in the LIDC Nodule Dataset, only 17 nodules (eight malignant and nine benign) could confidently be assigned a diagnosis from the LIDC Diagnosis Dataset, for the reasons described earlier. This set of 17 nodules and the nodules subsequently added to this set will be referred to as the Diagnosed Subset.
Candidate Identification
Two methods were used to identify candidate nodules from the LIDC Nodule Dataset for which a diagnosis could be assigned. These methods, which we refer to as "directed expansion", were applied and tested independently.
Content-Based Image Retrieval
For each nodule in the LIDC Nodule Dataset, the 63 image features were used to calculate Euclidean distance between nodule pairs, representing their similarity. Each nodule in the Diagnosed Subset was then used as a query to retrieve the three most similar images from the remaining nodules in the LIDC Nodule Dataset. The retrieved nodules were assigned predicted malignancy ratings based on the query nodule used to retrieve it (e.g., the three nodules retrieved by a malignant query were assigned malignant diagnoses). If both a malignant query and a benign query retrieved the same nodule, that nodule was not considered a candidate. These newly identified nodules were considered candidates for addition to the Diagnosed Subset.
Multiple Linear Regression (MLR)
Based on the 63 image features, a MLR model for malignancy was constructed for the nodules in the Diagnosed Subset, and this model was used to predict diagnoses for the remaining nodules in the LIDC Nodule Dataset. The 20 most likely malignant and 20 most likely benign nodules were assigned malignant and benign diagnoses, respectively. These nodules comprised the set of newly identified candidates to add to the Diagnosed Subset. Forty candidate nodules were identified because preliminary testing showed that approximately 40 candidates were identified using the CBIR method, allowing us to more directly compare the two methods.
Verification of Predicted Diagnosis
Once candidate nodules were identified using one of the methods described above, the nodules to be added to the Diagnosed Subset were selected from these candidates. If a candidate nodule belonged to a patient in the LIDC Diagnosis Dataset and the nodule's predicted diagnosis based on CBIR or MLR agreed with the patient-level diagnosis, then that nodule was added to the Diagnosed Subset.
Diagnosed Subset Evaluation
In order to evaluate the two Diagnosed Subset expansion methods, a CBIR system was implemented mimicking a potential CAD application. In this CAD system, a radiologist would use an undiagnosed nodule as a query against a retrieval set (the set of nodules from which the query set retrieves images) of diagnosed nodules to aid in diagnosing a newly scanned nodule [7] .
Query and Retrieval Sets
In order to create this CBIR CAD scenario, the Diagnosed Subset was used as the retrieval set in our study. The malignancy for the retrieval set was determined by the methods described in sections 2.2 and 2.3. This set was balanced to contain an equal number of malignant and benign nodules so that neither rating was more likely to be retrieved randomly.
Three different "undiagnosed" query sets were used, since neither computer-predicted nor radiologist-predicted malignancy ratings can be considered ground truth due to high variability between radiologists' ratings [7] . Each of these query sets differed in diagnostic ground truth. The first query set used the radiologistpredicted malignancy, the second set used the computer-predicted malignancy, and the third set used only those nodules for which the radiologist-and computer-predicted malignancies agreed. For each query set, nodules with unknown malignancies were removed, and the set was balanced to contain an equal number of malignant and benign nodules. The radiologist-predicted, computer-predicted, and radiologist-computer-agreement query sets contained 268, 216, and 148 nodules, respectively, after these modifications.
Precision
Using the query and retrieval sets as described above, average precision after 3, 5, 10, and 20 images retrieved was calculated. A retrieved nodule was considered relevant if its diagnosis matched the malignancy rating (either radiologist-predicted, computerpredicted, or both) of the query nodule. Initial precision values were obtained by using the 17 nodules in the initial Diagnosed Subset as the retrieval set. Then, nodules were added to this set as described in sections 2.2 and 2.3. Precision was recalculated, and the nodule addition process was repeated iteratively using the new Diagnosed Subset. CBIR used only the newly added nodules to identify new candidates, while MLR used the entire Diagnosed Subset to construct a new malignancy model. This process repeated for ten iterations or until no candidate nodules were added to the Diagnosed Subset following an iteration.
Control Group
In order to test whether or not changes in precision with the expanded Diagnosed Subset were related only to the increasing size of the dataset, a control experiment was also performed. The control set contained the 17 nodules from the initial Diagnosed Subset, and additional nodules were added by randomly selecting nodules from the LIDC Nodule Dataset if they were not already in the control set. The numbers of malignant and benign nodules added at each iteration by this random expansion method were equal to the numbers of malignant and benign nodules added by the directed addition method (either CBIR or MLR) at that iteration. Precision was calculated as described in sections 2.4.1 and 2.4.2, using the control set as the retrieval set.
RESULTS
The average precision results obtained while expanding the Diagnosed Subset using CBIR and MLR, respectively, are presented in Figures 1 and 2 . Only the results for precision after 3 images retrieved are shown because the size of the balanced Diagnosed Subset remained relatively small throughout the expansion process. Retrieving a large number of images from a small retrieval set can result in misleadingly low precision values. The expansion process halted prior to ten iterations for both CBIR and MLR. Although the size of the balanced Diagnosed Subset remained constant between some iterations, nodules were still being added to this set. However, the malignancy of these added nodules was the same as the predominant malignancy rating in the Diagnosed Subset, so the limiting factor for balancing remained constant.
One-tailed t-tests with p<0.05 were used to compare the control expansion to directed expansion, as well as CBIR expansion to MLR expansion, for each of the query sets. CBIR expansion resulted in significantly higher precisions than control expansion after the balanced Diagnosed Subset reached a size of 32. MLR expansion performed significantly better than the control expansion prior to iteration 6 with the computer-predicted query set. However, from iteration 6 onward, MLR expansion performed significantly worse than random expansion for all query sets. At all iterations, except with the initial Diagnosed Subset, the CBIR expansion method produced precision values that were significantly higher than those produced with the MLR expansion method for each query set.
CONCLUSION
CBIR is an effective method for expanding the Diagnosed Subset by labeling nodules which do not have associated diagnoses. This method outperforms both MLR expansion and control expansion, yielding higher precision values when tested with a potential CAD application that requires a diagnostically accurate ground truth. By increasing the size of the Diagnosed Subset from 17 to 74 nodules, CBIR expansion provides greater variability in the retrieval set, resulting in retrieved nodules that are more similar to undiagnosed queries. The proposed CBIR expansion method can be applied to other image databases containing large quantities of unlabeled data with few labeled instances. An expanded set of diagnosed images is also useful for non-CBIR CAD systems, which require large datasets for robust and unbiased training and testing. In future studies, we will investigate using different distance metrics for nodule similarity when identifying candidates with the CBIR expansion method. We also plan to implement an expansion method using decision trees to identify candidate nodules to add to the Diagnosed Subset. Figure 1 . Average precision results after three images retrieved using the CBIR and control methods to expand the Diagnosed Subset. Fig. 2 . Average precision results after three images retrieved using the MLR and control methods to expand the Diagnosed Subset.
