Abstract-A linear receiver for direct-sequence spreadspectrum multiple-access communication systems under the aperiodic random sequence model is considered. The receiver consists of the conventional matched filter followed by a tapped delay line with the provision of incorporating the use of antenna arrays. It has the ability of suppressing multipleaccess interference (MAI) and narrowband interference in some weighted proportions, as well as combining multipath components without explicit estimation of any channel conditions. Under some specific simplified channel models, the receiver reduces to the minimum variance distortionless response beamformer, the RAKE receiver, a notch filter, or an MAI suppressor. The interference rejection capability is made possible through a suitable choice of weights in the tapped delay line. The optimal weights can be obtained by straightforward but computationally complex eigenanalysis. In order to reduce the computational complexity, a simple blind adaptive algorithm is also developed.
I. INTRODUCTION

M
ANY researchers have investigated receiving structures to suppress interference, especially multiple-access interference (MAI), in direct-sequence spread-spectrum multiple-access (DS/SSMA) systems. Verdú [1] worked out the optimum multiuser detector, which is near-far resistant, for DS/SSMA systems over additive white Gaussian noise (AWGN) channels. Lupas and Verdú [2] considered simpler linear receivers to reject MAI. Roughly speaking, the main working principle of these receivers is to project the signature sequence of the desired user onto the space orthogonal to the signature sequences of the interferers. Other MAI rejection receivers based on the minimum mean-squared error (MMSE) criterion are also developed in [3] - [7] (see [13] for a survey of the literature). They are adaptive in nature by making use of the cyclostationarity of the received signal. Recently, Honig et al. [8] proposed a blind adaptive linear receiver which eliminated Manuscript received February 1, 1996 ; revised September 9, 1997. This material is based upon work supported by the U. S. Army Research Office under Grant DAAH04-95-1-0246. The material in this paper was presented in part at the IEEE Military Communications Conference (MILCOM '96), McLean, VA, October [21] [22] [23] [24] 1996 .
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the need for training sequences as in [3] - [7] . Another way to suppress MAI is to explore the spatial relationship between a user and the interferers and to utilize the steering capability of an antenna array. Kohno, et al. [9] , [10] , and Naguib, et al. [11] , [12] worked in this direction. Kohno [9] also suggested a combination of spatial processing techniques and some of the MAI rejection structures described above.
In most of these papers, the MAI suppression schemes are developed under the periodic sequence assumption, in which the signature sequences employed to spectrally spread the data sequences are periodic with period equal to a data symbol duration. This assumption differs significantly from the IS-95 standard [16] in which signature sequences with much longer periods are employed. With sequences having long periods, the receiver considered in [1] is too complex for practical implementations. The decorrelator receiver in [2] would also have to be modified in every symbol period. Hence, its applicability is also limited. Moreover, as the cyclostationarity assumption in [3] - [8] may not hold any more, the adaptive receivers in [3] - [8] may not be capable of rejecting MAI with the use of long signature sequences. On the other hand, the efficacy of the spatial processing techniques should remain provided the interferers and the desired user are not clustered spatially. The challenge, however, is to develop a receiving structure which can effectively employ spatial processing techniques to reject MAI with the use of long signature sequences.
To facilitate such a development, we consider in this paper DS/SSMA systems with aperiodic signature sequences. As the sequences are aperiodic, it is reasonable to model each element of them to be an independent random variable. Hence, we adopt the aperiodic random sequence model which provides a good approximation to the long signature sequences employed in practical systems. We consider a decentralized linear receiver composed of the conventional matched filter (despreader) followed by a tapped delay line (TDL) with the provision of incorporating the use of antenna arrays. We point out that the observables in the proposed receiving structure are the output samples (possibly faster than the chip rate) from the despreader. This distinguishes this work from many others ( [4] - [8] ) in which the observables are outputs from the chip-matched filter. Details of the receiving structure and the channel model are given in Section II. We note that an approximate decorrelating multiuser detector, which is 0018-9448/98$10.00 © 1998 IEEE applicable to systems with long signature sequences, is also developed in [15] . The major difference between this work and [15] is that the receiver in [15] is centralized, and is developed under the deterministic sequence model.
The weights in the TDL are chosen to maximize the signalto-noise ratio (SNR), which is defined in Section IV. Optimal choices under the minimum mean square error (MMSE) and the constrained minimum output energy (CMOE) criteria are also considered. In fact, we show in Section IV that the three criteria are asymptotically equivalent when the number of chips per symbol approaches infinity. The performance of the receiver is examined for a multipath fading channel with MAI, narrowband interference, and AWGN. It turns out that the proposed receiver has the ability of suppressing MAI and narrowband interference in some weighted proportions, as well as combining multipath components simultaneously. It actually unifies the minimum variance distortionless response (MVDR) beamformer, the RAKE receiver, a notch filter, and an MAI suppressor. As shown in Section V, it reduces to these structures under simplified channel models.
In the development of Sections IV and V, there is a certain parallelism between the MMSE-based receivers in [3] - [8] and the receiver proposed in this paper. Although this parallelism might lead to similar properties and practical implications, it cannot be obtained as a direct consequence from the results derived in [3] - [8] since the structures of the receivers and the underlying system models are different in our case. In order to establish the results in Sections IV and V, we need two important asymptotic properties of the despread received signal at output of the matched filter which are derived in Section III. The first property is that the despread received signal is cyclostationary, and the second one is that the correlation matrix of the desired signal component is of rank one. These two properties form the basis of most of the work developed in this paper.
Sections VI and VII address the implementation issues. In Section VI, we see that optimal weights under the maximum SNR criterion can be obtained by straightforward eigenanalysis. In practice, we do not have prior knowledge of the channel parameters. Based on the asymptotic properties of the despread received signal, we develop a simple method to estimate and optimize the SNR simultaneously from two different observations of the despread received signal, namely, a signal-plus-interference observation and an interference-only observation. In [11] and [12] , Naguib et al. employed a similar approach by using the spread and despread received signals to estimate the SNR. However, that approach does not work under the asynchronous model considered in this paper. The eigenanalysis algorithms are computationally complex for time-varying channels. Because of the cyclostationarity of the despread received signal, it is possible to construct adaptive algorithms to obtain the weights in the TDL. Based on the CMOE, we develop a computationally simple blind adaptive algorithm for the optimization to eliminate the need for training sequences.
Using the blind adaptive algorithm developed in Section VII, the proposed receiver requires the same amount of information as the conventional matched filter receiver, namely, the signature sequence and the synchronization information (the timing and the carrier phase) of the desired user. The receiver is decentralized in nature, i.e., each receiver works independently for a single user. The proposed receiving structure is useful in both the base station and the mobile units in wireless DS/SSMA systems because it is decentralized and can reject interference with a single algorithm. Note that even if only a single element antenna is used in a mobile unit due to physical constraints, the proposed receiver still combats narrowband interference and combines multipath components.
II. SYSTEM MODEL
In this section, we describe the model of the DS/SSMA system. We assume that there are simultaneous users in the system.
The th user, for , generates a data sequence with a symbol duration of seconds. We assume that the data symbols are random variables with Note that this assumption is satisfied, apart from a trivial scaling factor, by almost all coded and uncoded data symbols.
The th user is provided a randomly generated signature sequence
The elements are independent random variables such that and
The sequence is used to spectrally spread the data symbols to form the signal (1) where the chip duration is given by , is the number of chips per symbol interval, and is the common chip waveform for all signals. The chip waveform is time-limited to the interval and normalized so that
The transmitted signal for the th user, for , can be expressed as (2) where is the power for the th signal, is the carrier frequency, and is the delay that models the asynchronous system.
Without loss of generality, throughout the paper we will consider the signal from the first user as the communicating signal and the signals from all other users as interfering signals.
We now describe the channel model. We assume that the channel is a multipath fading channel corrupted by narrowband interferers as well as AWGN with two-sided power spectral 
density
We assume that there are narrowband interferers. Each narrowband interfering signal is assumed to be a pure tone.
We assume that the signals are received by an antenna array of elements. The signal vector received by the antenna array in complex baseband notation is given by (3) where represents AWGN. We assume that the AWGN is also spatially white. The signal contribution is given by
The MAI contribution is given by
The narrowband interference contribution is given by (6) In (4) and (5), is the number of propagation paths from the th transmitter to the antenna array. The parameters , , and represent the delay, the complex gain, and the array response vector associated with the th path of the signal from the th transmitter. In (6), the parameters and represent the power, the complex gain, the frequency deviation from , and the array response vector associated with the tone indexed by for Without loss of generality, we assume that for To facilitate the derivation of the receiver, we assume that the communication channel is time-invariant. In particular, the number, the powers, the frequencies (for narrowband interferers), the locations, and the delay profiles of the users and the interferers are fixed (but unknown). Only the data, the signature sequences, and the AWGN are random. It turns out that the resulting receiver is able to adapt quickly. Therefore, such an assumption does not affect the usefulness of the receiver.
We assume that we have achieved synchronization with the path of the signal from the desired user that arrives earliest at the antenna array. Hence, we may assume and for We also assume that for all where is the maximum delay spread of the channel. For coherent detection, we may assume the phase angle of and that of the first element of the array response vector to be zero. The receiver is shown in Fig. 1 . To detect the th symbol , the received signal is passed through a matched filter with impulse response where
The despread received signal at the output of the matched filter is sampled once every seconds to give a sample vector of length , where is the number of sample vectors per chip interval. Note that for simplicity in notation, the matched filter in (7) is set to be noncausal. To get a causal matched filter, we can simply delay the impulse response of the filter described by (7) . Consequently, we have to delay the sampling by the same amount of time. If is an integer, we have the equivalent multirate implementation of the matched filter as shown in Fig. 2 . Since for all only the first sample vectors in the th symbol interval contain significant contributions from the signal of the desired user. The sample vectors are concatenated to give the vector of length Finally, the decision statistic for the th symbol interval is formed by , where is a weight vector whose components remain to be determined. Notice that there is a complex scaling introduced by the weight vector in the decision statistics. However, such a scaling is immaterial if differential encoding is applied.
In order to facilitate the process of optimizing the weight vector, a counterpart of that contains mainly noise and interference contributions is needed. More precisely, we pick an integer such that The sample vectors are taken and concatenated to give the vector of length Note that the timing difference between each element of and the corresponding element of is , an integral multiple of the chip duration. In developing the above sampling scheme, we have assumed that the maximum delay spread of the channel cannot be larger than several , which is typical in most wireless cellular systems employing DS/SSMA. Otherwise, the size of the sample vectors could be large. If is, indeed, large, other sampling schemes might be used to reduce the size of the sample vectors. For example, we can estimate the arrival times of the paths and sample only at those instances.
III. CORRELATION PROPERTIES
In this section, we consider the correlation properties of the samples of despread received signal at the output of the matched filter. Without loss of generality, we consider the samples associated with the detection of the symbol
The despread signal at the output of the matched filter , for , is given by (8) where and are the matched filter output due to the desired signal, the MAI, the narrowband interference, and the thermal noise components, respectively. It is easy to see that the random processes and are uncorrelated. Hence, the correlation matrix defined as is given by (9) where (10)
and (13) . . .
In (10)- (13), the function is the autocorrelation of the chip waveform defined by (14) and the function is the Fourier transform of defined by (15) Notice that for fixed and , the sums involving in (10) and (11) contain only finite numbers of nonzero terms because is time-limited to We observe two important asymptotic properties of the correlation matrix which will be needed in later sections. First, from (10) 1 (16) where (17) i.e., when the number of chips per symbol is large, we can neglect the effect of interchip interference and approximate the correlation matrix of the desired signal component as an outer product of two vectors.
Secondly, we see from (11) that is cyclostationary with period , that is, for any integer (18) Moreover, it is obvious from (13) that is wide-sensestationary. We also notice from (12) that is asymptotically cyclostationary with period when approaches infinity because of the fact that if otherwise.
Combining all these, we see that the overall noise and interference component in is asymptotically cyclostationary with period when approaches infinity. 1 The limiting argument here can be interpreted as the convergence in matrix With we find that the correlation matrix of the sample vector described in Section II is given by (20) at the top of this page.
Inheriting its properties from can also be decomposed into two parts, namely, (21) The first part, , is due to the desired signal contribution in Just as is also asymptotically equal to an outer product of two vectors when tends to infinity. More precisely, (22) where . . .
The second part, , is due to the overall noise and interference contribution in , which is asymptotically cyclostationary with period Similarly, the correlation matrix of the sample vector has the same form as except that is replaced by for It can also be decomposed into two parts. The first part, which we denote by , is due to the desired signal contribution in Since , (10) shows that This is the reason why we say that contains mainly noise and interference contributions. The second part, which we denote by , is due to the overall noise and interference contributions in From the asymptotic cyclostationarity of the overall interference, when tends to infinity. Consequently, we have (24) Equations (22) and (24) will be employed repeatedly in all the following sections.
IV. OPTIMAL WEIGHT VECTOR
In this section, we consider optimal choices of the weight vector according to three criteria, namely, the maximum signal-to-noise ratio (MSNR), the minimum mean-squared error (MMSE), and the constrained minimum output energy (CMOE) criteria. MSNR, which is closely related to the minimization of error probability, is the main criterion while MMSE and CMOE are useful in adaptive algorithm development. As shown in Proposition 1, the three criteria are actually asymptotically equivalent. Notice that the equivalence of three similar criteria has been established in [7] and [8] . However, the results are based on the deterministic periodic sequence model, which is quite different from the aperiodic random sequence model used in this paper.
A. Maximum Signal-to-Noise Ratio (MSNR)
We first consider the weight vector that maximizes SNR defined by, for (25) Note that the existence of the AWGN component guarantees that the matrix is positive definite. Hence, the SNR defined in (25) the optimal weight vector is also the generalized eigenvector associated with the largest generalized eigenvalue of the matrix pencil Since closely approximates , it is conceivable that the optimal weight vector may be approximated by the generalized eigenvector associated with the largest generalized eigenvalue of the matrix pencil when is large. This approximation will be justified in Proposition 1.
B. Minimum Mean-Squared Error (MMSE)
We may also find the weight vector that minimizes the mean-squared error, defined by
It is well known [20] that the MSE is minimized by MSE
for a particular
C. Constrained Minimum Output Energy (CMOE)
As our objective is to suppress the interference component in the received sample vector, we can choose so that the output energy is minimized with the constraint that the desired signal component is fixed, which is exactly the idea of the MVDR beamformer. More precisely, we define the output energy as (29) and choose to be where
for some constant and a particular By the method of Lagrange multipliers, it can be shown [20] that the MMSE solution in (28) is also the solution of (30) when Moreover, the solution of (30) for any is a scalar multiple of the MMSE solution.
We note that the MMSE and CMOE criteria are basically equivalent since they share a common solution. They are asymptotically equivalent to the MSNR criterion according to the following proposition whose proof can be found in Appendix I.
Proposition 1: Let be an eigenvector associated with the largest generalized eigenvalue of the matrix pencil and for a particular Let and be defined as in (28) and (30) In this section, we consider the behavior of the proposed receiver under different situations. Under appropriate conditions, the receiver reduces to the MVDR beamformer, a notch filter for suppressing narrowband interference, the RAKE receiver, or an MAI suppressor. Notice that some of these properties have been developed independently for other receivers proposed in [3] - [8] under the periodic sequence model. Under the aperiodic random sequence model, we are able to unify these properties into a single linear receiving structure.
A. MVDR Beamformer
To illustrate the beamforming capability of the proposed receiver, we consider an AWGN channel with MAI only. Hence, , and for , where is the phase shift for the th user signal. Since we assume synchronization with the signal from the first user, we have
The absence of multipath fading also implies that
Suppose that the output of the matched filter is sampled once every bit interval at Then and Hence, from (10)- (13), for any , and , where
Notice that the vector is just the array response vector of the desired user. Maximizing the SNR defined in (25) is equivalent to minimizing the noise variance subject to the constraint that the signal strength is kept constant. This is exactly the operation performed by the MVDR beamformer [20] .
As an example, 2 we consider a two-user system. The received power of the interferer is 20 dB stronger than that of the desired user, i.e.,
The signal of the desired user comes at whereas the interferer signal comes at Fig. 3 shows realizations of the normalized directional magnitude responses of the optimal receiver output for a fiveelement array and a nine-element array. The spatial selectivity of the receiver is shown by the deep nulls at Next, we show the performance of the receiver when the number of interferers increases. The received power of each interferer is 20 dB stronger than that of the desired user. The signal of the desired user comes at whereas each interferer signal comes at an independent and uniformly distributed random angle. The average 3 maximum SNR achievable by the receiver using antenna with different numbers of elements is plotted in Fig. 4 . Obviously, we see the advantage of using an antenna array with more elements than a single antenna.
B. Notch Filter for Suppressing Narrowband Interference
To illustrate the notch filtering capability of the proposed receiver, we consider an AWGN channel with the presence 2 For this and all other examples in this paper, we assume binary data sequences and binary signature sequences with the use of a rectangular chip waveform. The bits in the data sequences are equally probable and independent. Moreover, we always assume N = 127 and the existence of AWGN with one-sided power spectral density N 0 such that the signal-tothermal-noise ratio (STNR) is 15 dB. 3 The word "average" here, and in the following examples, means that the value referred to is obtained by averaging over 500 realizations.
of a single user and a single-tone narrowband interferer only, i.e., and Moreover, we also assume that a single-element antenna is being used, i.e.,
In this way, the effect of notch filtering can be singled out from the spatial selectivity of a multielement antenna array.
Suppose that the output of the matched filter is sampled once every seconds and samples are taken to form the vector Using the results in Section III, a straightforward calculation shows that , and
where and The optimal weight vector is given by When , we can see from (34) that the relative strength of the narrowband noise component is mitigated by the weighting operation. In particular, when the narrowband noise dominates over the wideband AWGN,
The ratio of the narrowband noise magnitude to the signal magnitude in (34) is almost zero. This means that the weighting operation acts as a digital filter to notch out the single-tone interference component, from the matched filter sample vector
As an example, consider a single-user, single-element antenna system with a single-tone interferer. The received power of the single-tone interferer is 20 dB above that of the user. The frequency of the interferer is exactly the carrier frequency, i.e., Fig. 5 shows the frequency responses of the optimal receiver for and The notch-filtering nature of the receiver is shown readily in the frequency response.
For the case of multitone interference , the argument is basically the same. As an example, we consider the situation where the received power of each narrowband interferer is 20 dB above that of the user. The frequency offset (from the carrier frequency) of each tone is uniformly distributed on
The average maximum SNR achievable by the receiver is plotted against the number of multitone interferes in Fig. 6 for different values of
C. RAKE Receiver
We consider a single-user communication system in a multipath fading channel with AWGN, i.e., and Again, we assume a single-element antenna is employed to eliminate the spatial selective capability of the proposed receiver structure, i.e.,
We begin with a simple case in which the path delays , for , are integral multiples of and we sample the matched filter output every seconds, i.e., We assume there are altogether paths which have path delays ranging from to
For compatibility with the model we introduced in Section II, we can simply set the gains of the nonexisting paths to zero. Using the correlation properties of the various components in Section III, one can obtain easily that and
where From Proposition 1, for sufficiently large , the optimal weight vector is approximately given by
Hence, the optimal weight vector is just the vector since a scalar constant is immaterial in the maximization of the SNR. Since the components of are the path gains of the lowpass equivalent representation of the paths, the optimal weighting operation is to combine the energy in each path coherently. This is exactly the characteristics of a RAKE receiver [21] . In general, it is unlikely that all the path delays are integral multiples of the chip duration. Therefore, in order to achieve a finer resolution, we sample the matched filter output at a rate higher than the chip rate, i.e., Following the development in the simple case above, still takes the form in (35) with the th, , element of given by defined in (17) . In fact, the vector is just the oversampling counterpart of the path gain vector in the simple case. Unlike the simple case, the noise covariance matrix is no longer the identity matrix. Nevertheless, it is easy to see that is a positive definite Hermitian matrix. Hence, we have the decomposition , where is the square root of Note that is Hermitian and invertible.
For sufficiently large , the optimal weight vector is well approximated by
The optimal weighting operation described by (37) can be decomposed into two operations in cascade. We can treat the linear operation defined by as a noise whitening filter. Then the linear operation defined by is just a digital filter matched to response of after the noise whitening operation. Notice that since the noise samples are not independent in this case, a direct coherent combination of the paths as in the RAKE receiver is not optimal. This is why the noise whitening filter is needed.
We use an example to show the advantage of sampling more than once in each chip. The single-user, single-element antenna system is used for a multipath fading channel. There are five paths, i.e., , and the complex path gains are independent zero-mean complex Gaussian random variables with equal variance such that the total average power of the five paths is equal to the original transmitted power Except the first path, we assume each path arrives with a uniformly distributed delay ranging from independently, where The average maximum SNR achievable by the receiver is plotted against the number of samples in a chip, , in Fig. 7 . As we expect, the average performance is better when increases. Note that the vector size increases with , and hence performance improves at the expense of complexity.
D. MAI Suppressor
For simplicity, we consider a communication system with two users on an AWGN channel, i.e., There is no narrowband interference or multipath effect, i.e., and for Again, we assume a single-element antenna is being used, i.e., Moreover, the matched filter output is sampled every seconds, i.e., and we use the first samples of to form the vector Using the results in Section III, we obtain that is, again, given by (35) and as in the notch filter case. On the other hand, when the chips of the interferer do not align with those of the desired user, is tri-diagonal and some form of optimal combining is performed. In fact, the prewhitening explanation in the previous section can be employed to justify the optimal weighting operation in this case with the modification that only one path is present this time. To illustrate the above argument by example, we consider a single-element antenna system with two users. The power of the interferer is 20 dB above the desired user. Fig. 8 shows the maximum SNR achievable by the receiver when varies for different values of
The maximum suppression is about 1.5 dB when
Notice that MAI suppression is achieved by exploring the asynchrony between the interferers and the desired user. This result is related to that in [14] . The major differences are that in [14] , a prewhitening filter is applied before the conventional matched filter, and the delays of the interferers are assumed to be random instead of deterministic.
E. Spatially and Temporally Noise-Whitening Matched Filter
The prewhitening argument in Section V-C can be generalized to the case of general multiuser, multielement antenna systems over multipath fading channels with AWGN. Since the generalization is straightforward, we state the result without going through the derivation. When is large, the optimal weight vector is approximately given by (37) where, now, the vector is the response vector, including the spatial information, of the matched filtered channel with the desired user signal as input. The noise component in the sample vector includes the MAI, narrowband interference, and the AWGN components. The crucial point is that a whitening operation still exists. Therefore, the weighting operation can still be viewed as noise-whitening discrete-time matched filter as in Section V-C. However, since the noise component vector contains spatial and temporal information, the receiver, in this case, can be interpreted as a spatially and temporally noisewhitening matched filter. This point of view is related to that in [10] .
VI. EIGENANALYSIS ALGORITHMS
In this section, we consider a class of nonadaptive algorithms to obtain the optimal weight vector. As discussed in Section IV, the optimal weight vector is the generalized eigenvector of the matrix pencil However, the correlation matrices and are usually not known. In Section IV-A, we suggest a method to circumvent this difficulty by employing the similarity in the statistical structures of the sample vectors and The generalized eigenvector of the matrix pencil is approximately the optimal weight vector when the number of chips per symbol, , is large. Note that this condition is usually satisfied in all DS/SSMA systems. The advantage of this formulation is that both and can be estimated directly using the samples taken from the output of the matched filter in Fig. 1 . Any consistent estimators of the correlation matrices and can be used. The consistency and Lemma 2 in Appendix I guarantee the average SNR obtained by using the estimates of the correlation matrices in the eigenanalysis is close to the maximum SNR when the estimates are good enough.
To conclude the discussion above, we consider two examples and use them to demonstrate the dependence of the average SNR obtained by the algorithm stated above on the accuracy of the estimates of the correlation matrices and The two examples are the first example given in Section V-A and the example given in Section V-C with the restriction that the paths arrive exactly at the chip boundaries and we sample once per chip, respectively. In both of the examples, we take and use the time average correlation matrices as the estimators for the correlation matrices, i.e., (38) (39)
Figs. 9 and 10 show the average SNR obtained in the first example and the second example for different values of , respectively. Also shown in the figures are the average maximum SNR achievable by the receiver and the average SNR when no weighting is performed, i.e., only the first element of the sample vector is used as the decision statistic. It is clear in both cases that the average SNR increases as increases. When is large, the estimates of the correlation matrices are accurate, and hence, the average SNR is close to the maximum SNR. For these two examples, we need about 20 symbols to get an average SNR of 1 dB below the maximum value. For slowly time-varying channels, we can modify the estimators in (38) and (39) by applying a window with a carefully chosen width. VII. ADAPTIVE ALGORITHMS The major disadvantage of the eigenanalysis algorithms stated in Section VI is the computational complexity involved in obtaining the generalized eigenvector. It limits the size of the weight vector. As shown in Section IV, the MMSE and the CMOE criteria are asymptotically equivalent to MSNR. Similar to [7] and [8] , the consideration of MMSE and CMOE provides simple methods to develop adaptive algorithms. Consideration of MMSE naturally leads to the well-known LMS algorithm when training sequences are available. However, the requirement of training sequences is undesirable in some DS/SSMA systems, especially, when the communication channels are time-varying. With the CMOE criterion, we now develop a blind adaptive algorithms to obtain the optimal weight vector.
From the previous discussion, we know that direct estimates of from the samples at the output of the matched filter are not readily available. However, from (24), the correlation matrices and , and hence the matrix can be easily estimated from the sample vectors and Therefore, if we have an adaptive algorithm which only requires the knowledge of the matrices and , we can approximate this algorithm by using estimates of and instead. This is similar to the development of the LMS algorithm from the steepest descent algorithm. Unlike the LMS algorithm, the resulting algorithm would be a blind adaptive algorithm since no training sequence is needed.
The asymptotic equivalence of CMOE and MSNR suggests that we can determine the optimal weight vector by constrained minimization of the output energy when is sufficiently large. Assume that the matrices and are given. Consider the matrix defined by
Notice that it defines a projection operation onto the space spanned by the vector Since is just the trace of the matrix , we can obtain from The gradient vector of the function is Restricted by the constraint , we cannot descend in the direction opposite to as in the steepest descent algorithm. Let be the component of which is orthogonal to the vector (41) Note that the vector is determined directly by and It is easy to see that descending in the direction opposite to does not violate the constraint Therefore, we set up an adaptive algorithm which descends in that direction to solve the constrained minimization problem.
Algorithm 1: For
where and The following proposition, whose proof is given in Appendix II, summaries the convergence of Algorithm 1. It solves, iteratively, the constrained minimization problem whenever is chosen to be adequately small. 
and consider the minimization problem below
Note that it reduces to the minimization problem of the output energy if the additional constraint is added. Proposition 3 below shows that the following numerically stable algorithm solves the constrained minimization problem of in (46) when is chosen to be adequately small. Moreover, as increases, The proof of Proposition 3 and the stability argument of Algorithm 2 can be found in Appendix II.
Note that for Algorithm 2 to give the desired weight vector, we have to choose the initial vector such that it is not orthogonal to the signal vector
In practical situations with synchronization achieved, the first sample at the output of the matched filter usually carries a significant portion of power. In most cases, it should not be zero. Hence, it is usually a safe choice to start the algorithms with Moreover, the algorithm also requires us to fix the phase angle of one of the elements of the weight vector at each iteration. By the same line of reasoning, we can choose this to be the first element. (50) is for the sake of implementation, while the second form provides a simple intuitive interpretation of the algorithm. Note that the matrix represents the operation of first projecting onto the space spanned by and then projecting the result onto the space orthogonal to Since contains the signal and noise components and contains mainly the noise component, the algorithm can be roughly viewed as projecting the current weight vector to the direction of the noise and signal; then removing the noise part by orthogonal projection; and, finally, changing the current weight vector by a small amount in the resulting direction.
While an exact analysis of Algorithm 3 may be prohibitively difficult, we expect it to retain the numerical stability of Algorithm 2. In fact, we may view the estimation errors of and as perturbations of the eigenvalues in the proof of Proposition 3. Since Algorithm 2 is stable with respect to perturbations of the eigenvalues, this provides some indications on the convergence of Algorithm 3. Therefore, it is reasonable to choose the initial vector and to satisfy the requirement similar to that in Proposition 3. Note that (48) should be modified to , and the randomness in this algorithm actually helps to loosen the orthogonality requirement of the initial vector. We also expect behavior of Algorithm 3 to be similar to that of the LMS algorithm. As a rule of thumb, we should choose such that average energy in (51)
We reconsider the two examples in Section VI to demonstrate the behavior of Algorithm 3. In both examples, we start the algorithm by , and the first element is chosen to be fixed in phase. is chosen to be half of the upper limit in (51). The results of the beamformer example are given in Figs. 11 and 12. Fig. 11 shows the average SNR achieved by the weight vectors given by the algorithm at each iteration. Fig. 12 gives the Euclidean norm of the vector difference between the weight vectors given by the algorithm and the ideal limit given in (49). Similar results of the RAKE example are plotted in Figs. 13 and 14 .
Just like the LMS algorithm, we observe from Figs. 12 and 14 that the weight vectors do not converge to the ideal limits. In fact, they approach the ideal limits closely and exhibit small fluctuations about the ideal limits. Since the weight vectors do not converge to the ideal limits, the maximum SNR is not reached as indicated in Figs. 11 and 13 . However, the average SNR achieved after a large number of iterations is less than a quarter of a decibel from the maximum value in the RAKE receiver example, while the corresponding difference in the beamformer example is about 1 dB. In the RAKE receiver example, it takes about 15 iterations (symbols) to get to an average SNR of 1 dB below the maximum value. That value for the beamformer example is about 20 iterations. Note that the eigenanalysis algorithm in Section VI requires a similar amount of symbols to get to the same average SNR.
We note that better estimators for the matrices and can also be obtained directly from the matched filter sample vectors and However, these better estimators lead to more computationally complex algorithms. Therefore, we restrict our attention to the simple estimators mentioned in this paper. Unlike the adaptive algorithms suggested in [3] - [8] , the computational complexity of Algorithm 3 is of the order of per iteration which does not depend on the spreading factor Finally, we point out that Algorithms 1-3 are closely related to the algorithm developed in [8] which is also based on the method of constrained stochastic gradient descent. The major difference is that in [8] , the vector equivalent to is known a priori. Therefore, there is no need to obtain estimates of as in Algorithm 3. On the other hand, since no knowledge of is required in Algorithm 3, the same algorithm can be employed for the mismatch situations described in [8] .
VIII. CONCLUSIONS
In this paper, we have proposed a linear receiving structure which is composed of the conventional matched filter followed by a tapped delay line. The structure of the receiver also incorporates the possible use of an antenna array. When the weights in the tapped delay line are chosen so as to maximize the signal-to-noise ratio, the proposed receiver has a unified capability of rejecting multiple-access and narrowband interferences, and combining multipath components. We have also developed nonadaptive and adaptive algorithms to obtain the optimal weights in the tapped delay line. Among the various algorithms proposed, the blind adaptive algorithm, which is computationally simple and requires the same amount of information as the conventional matched filter receiver, is suitable for practical implementation. Results in this paper are applicable to a wide range of both coded and uncoded direct-sequence spread-spectrum multiple-access systems.
APPENDIX I
In this appendix, we prove Proposition 1. We need the following lemmas on the continuity of eigenvalues and generalized eigenvalues, which are corollaries of results from perturbation theory of matrices ([ Combining (58) with (55), we have the second inequality in Proposition 1. The other two inequalities can be proved in a similar way.
APPENDIX II
In this appendix, we prove Propositions 2 and 3, and give stability arguments of Algorithms 1 and 2.
First, we need the following lemma on the eigenstructure of the matrix Lemma 3: The matrix has the diagonalization
where is a diagonal matrix whose elements are the eigenvalues of and is an invertible matrix with the corresponding eigenvectors of as its columns. All the eigenvalues are real and nonnegative, and exactly one of them, say, , is zero. Then the first column of can be chosen to be , the MMSE solution defined in (28). 
