• A neural network parametrization is coupled to a GCM with a 4 km horizontal grid spacing. The NN predicts the residual heating and moistening averaged over (160 km) 2 grid boxes as a function of the coarse-resolution fields within the same atmospheric column. This NN is coupled to the dynamical core of a GCM with the same 160 km resolution. A recent study described how to train such an NN to be numerically stable when coupled to specified time-evolving advective forcings in a single column model, but feedbacks between NN and GCM components cause spatially-extended simulations to crash within a few days. Analyzing the linearized response of such an NN reveals that it learns to exploit a strong synchrony between precipitation and the atmospheric state above 10 km. Removing these variables from the NN's inputs stabilizes the coupled simulations, which predict the future state more accurately than a coarse-resolution simulation without any parametrizations of sub-grid-scale variability, although the mean state slowly drifts.
Introduction
Current global climate and weather models cannot explicitly resolve many important physical processes because of computational expenses. Global weather and short-range climate forecast models support grid sizes of 10 km to 50 km [ECMWF, 2018; NOAA, 2018] , while current climate models typically have 0.25 deg to 1 deg grids. Unresolved processes, include cumulus convection, turbulence, and subgrid cloud variability are approximated by sub-grid-scale parametrizations [Palmer, 2001] . These are usually designed by human physical intuition, informed by process modeling and observations. Cumulus convection in the tropics is one of the most dynamically important processes in the atmosphere yet it is extremely difficult to parameterize because of the multiscale nature of moist flows [Nakazawa, 1988; Majda, 2007] . There is a long-standing debate about whether convective parametrizations should be based on moisture convergence or quasiequilibrium closures Arakawa [2004] . Moreover, important mean-state biases in climate modeling such as the double-ITCZ bias are sensitive to convective parametrization [Zhang and Wang, 2006; Woelfle et al., 2018] . Climate models also struggle to simulate observed aspects of tropical variability such as the diurnal cycle of continental precipitation [Stratton and Stirling, 2012] and the Madden Julian Oscillation (MJO) [Jiang et al., 2015; Jiang, 2017] . Thus, an improved convective parametrization could help improve weather and climate simulations.
With sufficient computational resources, cloud-system resolving models (GCRMs) with sub-5 km grid spacing can be run in global domains without deep convective parametrizations [Satoh et al., 2008; Bretherton and Khairoutdinov, 2015] . Recent studies have used such simulations to study the moist static energy budget [Bretherton and Khairoutdinov, 2015] and cloud feedbacks [Narenpitak et al., 2017] . The DYAMOND project recently compared 40-day hindcasts by 10 independently-developed global CRMs (CRMs), showing reassuring similarity in their simulated patterns of precipitation and high cloud [Stevens et al., Submitted] . Centennial-scale climate GCRM simulations are not yet feasible, so improving parametrizations in coarse-resolution models remains an important goal.
It remains challenging for human experts to translate the vast volume of information in new high-resolution datasets and models into better parametrizations of moist physical processes incorporating subgrid variability. On the other hand, parametrizations can also be built using powerful regression tools developed in the field of machine learning (ML) [Rasp et al., 2018; O'Gorman and Dwyer, 2018; Brenowitz and Bretherton, 2018] . In particular, Brenowitz and Bretherton [2018] trained a neural network (NN) [Goodfellow et al., 2016] parametrization for the combined diabatic heating and moistening in a coarse-grid model by coarse-graining a GCRM simulation. They showed that coupling this parametrization to specified dynamical tendencies in a single column model gives stable and highly accurate simulations if the NN is trained to optimize model performance over multiple time steps.
We now extend our single column model results by coupling an NN parametrization to the dynamical core of a GCM. As in Brenowitz and Bretherton [2018] , this unified physics scheme will predict the sources of water and heat due to latent heating, turbulence, radiation, and any other physical process beyond resolved advection. Our main goal is to produce accurate multiple day forecasts with the coupled GCM-NN model.
After a brief survey of recent work on ML parametrization in Section 2, we describe our training data and GCM configuration in Section 3. Section 4 describes our coarse-graining and machine learning strategies. Particular focus is placed on the difficult task of ensuring numerical stability in spatially extended simulations (Section 4.3). Section 5 shows the results of the coupled simulations, and we conclude in Section 6.
Review of Machine Learning Parametrization
One attractive use of machine learning (ML) is to automatically tune existing GCM parametrizations, which build in physical insights and constraints that may help them apply across a range of climates. Proposed techniques include data assimilation [Schneider et al., 2017; Lyu et al.] and genetic algorithms [Langenbrunner and Neelin, 2017] . These techniques can tune a few free parameters, but may not scale to larger numbers of parameters.
Moreover, existing parametrizations may not be flexible enough to be realistic in part because they have so few parameters. For instance, adjusting the entrainment rates in a convection scheme can improve mean-state bias, but harm the variability [Kim et al., 2011; Mapes and Neale, 2011] .
A more ambitious approach replaces an existing GCM parametrization with a machine learning (ML) model, which has enough parameters to capture arbitrarily complex relationships [Cybenko, 1989; Hanin, 2017] present within a training dataset. ML models are typically trained by minimizing a loss function, such as the mean-squared error (MSE) compared to some reference outputs from the training data; the choice of the loss function is subjective and a key to good performance. Early studies [Chevallier et al., 1998; Krasnopolsky et al., 2005] trained NNs [Goodfellow et al., 2016] to emulate the outputs of radiative transfer codes in order to decrease computational expense. Subsequent studies also trained NNs to emulate existing convective parametrizations [O'Gorman and Dwyer, 2018] and superparametrizations (SP) [Rasp et al., 2018] . In each of these instances, the ML model is trained with a nearly ideal dataset, where the inputs are the state of the atmosphere, and the output is a tendency that has actually driven a GCM.
Training a parametrization by coarse-graining a GCRM is a more difficult problem because it lacks this hierarchical structure. On the other hand, GCRMs are the most realistic models available because they do not impose an arbitrary scale separation as SP does. In this setting, how does one define the target tendency? In the first study of its kind, Krasnopolsky et al. [2010 Krasnopolsky et al. [ , 2013 defined the output as the residual heating and moistening [Yanai et al., 1973] in limited area simulations. They diagnosed heating rates and cloud fractions with high accuracy but did not present any prognostic simulations. Brenowitz and Bretherton [2018] extended this work in two ways. First, their training dataset was a near-global CRM with rich multiscale convective organization. Second, they found single column model (SCM) simulations with NNs trained in this way diverged to infinity after just a few time steps. They ensured long-term stability by minimizing the loss accumulated over several predicted time steps.
In summary, in coarse-graining, there is no clear target to emulate. While Brenowitz and Bretherton [2018] developed an approach for ensuring numerical stability in a singlecolumn mode with prescribed dynamics, they did not test it within a full three-dimensional GCM where the dynamics interact with the NN parametrization.
Training Data and Atmospheric Model Configuration

Training Data
We use the same training dataset as Brenowitz and Bretherton [2018] : a near-global aquaplanet simulation (NG-Aqua) using the System for Atmospheric Modeling (SAM) version 6.10 [Khairoutdinov and Randall, 2003] . SAM is run in a cloud-system resolving configuration with a horizontal grid spacing of 4 km in a tropical channel domain measuring 20 480 km zonally by 10 240 km meridionally. The simulation has 34 vertical levels with a spacing that increases from 75 m at the surface to 1200 m in the troposphere and stratosphere. The atmospheric circulation is driven by a zonally symmetric sea surface temperature (SST) profile which peaks at 300.15 K at the equator (y = 5120 km) and decreases to 278.15 K at the poleward boundaries. Because SAM was originally designed for small-scale modeling, the grid is Cartesian and no spherical effects are included, except for a meridionally varying Coriolis parameter. Despite the simplifications described above, NG-Aqua features realistic multiscale organization of tropical and midlatitude systems.
The simulation uses the radiation scheme from version 3 of the Community Atmosphere Model (CAM) with a zonally symmetric diurnal cycle and a bulk microphysics scheme [Khairoutdinov and Randall, 2003] . It was initialized with small random perturbations to the temperature, spun up on a 20 km grid, then interpolated to 4 km and run for 100 days, storing the full 3-D outputs every 3 hours. To allow for the circulation to statistically equilibrate at model configuration are described by Brenowitz and Bretherton [2018] and Narenpitak et al.
[2017].
Coarse-resolution model configuration
We test the NN schemes within an atmospheric model with a grid resolution of 160 km, which is within the range of modern GCMs. This scale is coarse enough that the grid-mean precipitation has significant auto-correlation over the 3-hour sampling interval of the training data, which should therefore sufficiently resolve the time-evolving grid-mean moist convective dynamics.
We use SAM rather than a more traditional GCM as our coarse-grid model to ensure that it has the same geometry and dry dynamics as the training data. This model, coarse-SAM (cSAM), is run with the same vertical grid as the NG-Aqua simulation. Its default microphysics scheme has the same three prognostic thermodynamic variables as SAM: the total non-precipitating water mixing ratio q T , the precipitating water mixing ratio q p , which is a fast variable that we will neglect in the parametrizations below; and the liquid-ice static energy s L . See [Khairoutdinov and Randall, 2003, Appendix A] for more details.
SAM is typically used for cloud-resolving simulations so running it efficiently and stably with coarse resolution required several modifications. Most importantly, horizontal hyper-diffusion −K 4 ∇ 4 of s L , q T , and the three wind components, u, v, and w, was added to suppress grid-scale oscillations and model blow-up (divergence of the solutions to machine infinity in a finite amount of time). For the 160 km grid, K 4 = 1 × 10 16 m 4 /s was sufficient to damp grid-scale oscillations.
For NN simulations, we use a simplified momentum damping rather than SAM's default turbulence closure, which severely limits the time step on the 160 km grid. This forcing damps the velocity towards zero at a rate which decreases linearly from k f = 1 d −1 at the surface to zero at a σ-level of 0.7 [Held and Suarez, 1994] . Because this is different than NGAqua, it leads to an inevitable drift of cSAM simulations away from NGAqua over the course of a few days. In the future, we hope to use learned coarse-grained momentum tendencies from NG-Aqua in place of this approach.
We compare simulations with cSAM coupled to our NN parametrization with a base version of cSAM with the microphysics and radiation tendencies calculated from grid-scale mean thermodynamics. Unlike the NN simulations, the surface fluxes are computed interactively and coupled to SAM's default turbulence scheme. The base cSAM will only precipitate when a coarse-resolution grid-cell achieves saturation, so we expect it will produce noisy simulations. Ideally, we would have preferred to compare the NN parametrizations against a traditional GCM parametrization suite, as did Rasp et al. [2018] and Brenowitz and Bretherton [2018] , but no such scheme has been implemented in SAM.
In this article, we assess the accuracy of 10-day weather simulations. They are initialized with the coarse-grained outputs from a particular time, day 100.625, of the NG-Aqua simulation. Our goal is to obtain cSAM simulations that best match the actual evolution of NG-Aqua over the following 10 days. All of the simulations presented in this paper use a 120 s timestep. The thermodynamic variables and vertical velocity from the 4 km NG-Aqua data, are averaged over 40 2 grid cell blocks, but the horizontal velocities must be averaged along the interfaces of these blocks to respect the anelastic mass conservation equation.
Machine Learning Parametrization
Coarse-graining Problem
An NN will parameterize the unknown sources of the thermodynamic variables q T and s L . Their coarse-resolution budgets are given by
where f is the horizontal average of f over the coarse-grid boxes. The first term on the righthand side of these budgets are the tendencies due to the GCM, which includes advection and any other explicitly treated process. The apparent heating Q 1 and moistening Q 2 are defined as a budget residual from these GCM tendencies [Yanai et al., 1973] . Because they are residuals, they contain the effects of all unresolved and untreated physics including latent heating, turbulent mixing, and radiation.
The goal of any parametrization is to approximate Q 1 and Q 2 as potentially stochastic and non-local functions of the coarse resolution variables alone [Palmer, 2001] . Because radiative heating and moist physical processes couple the atmosphere more strongly in the vertical than the horizontal direction, we follow the assumption of horizontal locality typically made in moist physics parametrizations; this reduces the dimensionality of the training problem, allowing robust results to be obtained from our NG-Aqua training dataset. For simplicity, we also treat Q 1 and Q 2 as deterministic functions of the inputs.
The inputs are the vertical profiles of the prognostic variables q T and s L , as well as the sea surface temperature (SST) and downwelling insolation (SOLIN) at the top of the atmosphere, which are external parameters. Unlike Brenowitz and Bretherton [2018] , we do not use latent heat flux because it depends on the surface winds, which tend to be inaccurate because they are forced by the simplified damping scheme described in Section 3 rather than a coarse-grained source from NG-Aqua.
Let the vector x o i concatenate the observed prognostic variables q T and s L over all coarse-grained grid levels in grid column i, and let y o i contain the auxiliary variables SST and SOLIN at this location. With these assumptions, (1) and (2) can be combined:
where the subscript i is the index of the given horizontal grid cell and the superscript o indicates that these are observed quantities. The function f and its parameters θ are invariant for all locations. Here, g is the GCM tendency from coarse-grid advection (which involves other grid columns and hence is nonlocal); f is the portion of the apparent sources Q 1 and Q 2 that can be modeled deterministically, which the NN will be used to parameterize; and i includes stochastic and structural error. As with Brenowitz and Bretherton [2018] , f will be parameterized as an NN where the parameters θ include the weights and biases of the network's layers.
Loss Functions for Numerically Stable Parametrizations
How do we find the parameters θ from the NG-Aqua time series x o (t) ? Brenowitz and Bretherton [2018] trained a numerically stable NN for use in single column model (SCM) simulations by minimizing the multiple step prediction error (MSPE) over a 1-3 day prediction window T. SCM dynamics decouple the dynamics of an atmospheric column from its surroundings and are described mathematically by [2018] define the MSPE as
Brenowitz and Bretherton
where the sum ranges over all possible prediction start times t 0 and spatial locations i. The inner norm is given by
where ρ 0 is SAM's reference density profile. M = ∫ ρ 0 dz is the mass of an atmospheric column while λ s and λ q are weight constants for the temperature and humidity, respectively.
In this study, we find that when setting λ q = 1.0 kg 2 /g 2 and λ s = 1.0 K −2 each variable contributes comparably to the overall loss. This resulted in a highly accurate single column time-stepping scheme which closely replicated the q T and s L time series of the NG-Aqua data.
Unfortunately, MSPE training produces NN schemes which implicitly depend on the temporal discretization and time step used to simulate (4). The main symptom of this is a "spin-up" error where the SCM only produces accurate tendencies after a few time steps of prediction (see Figure 1) : the spun-up predictions (panel c, d) more closely resemble the truth (panel a) than the instantaneous prediction (b) does. Because this spin-up process occurs after 3 hours, it did not cause large errors in the single column simulations of Brenowitz and Bretherton [2018] . However, for spatially-extended simulations, the coupling between the GCM dynamics and the NN occurs at every 120 s time step, so the NN must produce accurate predictions from the start. Thus, MSPE-trained NNs are not suitable for use within cSAM because they spin-up on a time-scale longer than the cSAM time step.
Our goal in this article is to develop a loss function which produces an NN that gives spatially-extended coarse-grid simulations that are stable, unbiased, and insensitive to the model time step. This loss function is inspired by the Lax equivalence theorem in numerical analysis, which asserts that a finite difference method is accurate if and only if it is consistent and stable [Quarteroni et al., 2007] . The loss is given by
Consistency will mean that the f approximates Q 1 and Q 2 instantaneously, and is accomplished by minimizing the loss given by
In practice, the storage terms
dt are estimated from the 3 hourly sampled data using finite differences. Thus, minimizing J instant demands that f approximates the apparent heating and moistening.
On the other hand, stability requires that the small perturbations to the inputs x do not grow under the dynamics given by (4). In practice, we enforce this using a penalty given by
where · is the time average operator. x mean i (t, t 0 ) is the single column simulation under the action of the time-mean forcing, whose dynamics are given by
Its initial condition is x mean i (t 0 , t 0 ; θ) = x o i (t 0 ). This penalty demands that the SCM simulation does not diverge too quickly for a prediction of length T (2.5 d). Because J stability uses constant forcing, it is less sensitive than the MSPE to the temporal discretization of (4). In practice, NNs trained to minimize J tot al avoid spin-up errors and accurately predict Q 1 and Q 2 at the initial time. Like MSPE-trained NNs, they do produce stable, albeit less accurate, SCM simulations. Since our main goal is to produce accurate coupled GCM-NN simulations this deteriorated SCM performance is acceptable.
Coupled Numerical Instability
The methods discussed still do not prevent model blow-up when coupled to cSAM, as we will show in Section 5. This occurs because the single column training strategy does not account for feedbacks between cSAM and the NN so corresponding numerical instabilities are not penalized.
A similar feedback causes grid-scale storms when a GCM is coupled to a moistureconvergence closures [Arakawa, 2004] . Emanuel et al. [1994] argue this closure fundamentally confuses cause and effect, and that precipitation drives moisture convergence rather than vice versa. In fact, such misleading correlations are common in nonlinear dynamical systems such as the atmosphere, a phenomenon known as synchronization [Pecora et al., 1997] , so data-driven models must be taught to ignore such non-causal correlations. Thus, we must determine if the NN is mistaking cause for effect.
Interpreting the trained networks using linear response functions
The linearized response of the NN to small perturbations can reveal if it is confusing cause and effect. The linearized response function (LRF) is given by
where the derivative is with respect to the phase space variables x. For ease of discussion, we defer the model architecture and training details to Section 4.4. We first train an NN using the stability-penalized loss in (7) and then compute its LRF for the mean equatorial sounding (Figure 2 ) using automatic differentiation [Paszke et al., 2017] . We compare against LRFs that Kuang [2018] computed by perturbing the steady forcing of a CRM, which presumably represent causal relationships between the inputs and outputs.
Are the LRFs of our NNs similar to those of Kuang [2018, Figure 1] ? The LRFs of Kuang [2018] have an upward dependence structure (a mainly upper-triangular structure in the panels of Figure 2 ), where the heating and to a lesser extent, the moistening, at a given vertical level depend only on data from below. This is physically realistic since cumulus convection initiates at lower elevations and deepens into cumulonimbus; evaporation of precipitation leads to some low-triangular structure as well. On the other hand, our NN predicts that heating and moistening at all heights are very sensitive to the humidity near the tropopause (200 mb), a physically nonsensical result. A 1 g kg −1 increase of humidity at this level leads to more than 10 g kg −1 d −1 of drying at all lower levels. Moreover, the NN does not accurately predict Q 1 and Q 2 at these levels (cf. Figure 5) , perhaps because the fluctuations of humidity and temperature at these levels occur on faster time-scales than the 3-hour sampling rate of the data. Thus, the NN depends most sensitively on the inputs that it performs worst on.
The NN is sensitive to upper-level humidity because the latter is strongly correlated to precipitation. Figure 3a shows that the humidity and apparent moistening are highly anticorrelated, as measured by the effective damping rate given by
where · is the zonal and time averaging operator. Near the tropopause, the moisture has a damping time-scale of 3 h, which is the sampling rate of the NG-Aqua data. This strong damping results in a near perfect correlation between the advective moistening and q T at this level, as shown in Figure 3b .
The advective moistening is primarily driven by grid-scale mean vertical motions due to cumulus convection. The numerical instability probably appears in the tropics first because the weak temperature gradient there ensures that latent heating drives grid-scale average vertical motions [Sobel and Bretherton, 2000] . Thus, the amount of water cSAM advects into the upper atmosphere strongly correlates with precipitation.
The sensitivity to humidity can drive numerical instability as follows. A positive moisture anomaly in the tropical upper troposphere will increase the predicted precipitation and
heating. This will then increase the upward velocity, which closes the feedback loop by increasing the supply of moisture to the upper atmosphere. Ultimately, this feedback can lead to grid-scale storms (see Figure 7c below), similarly to moisture convergence closures.
This instability might be less problematic had we been able to customize the 4 km NGAqua simulations for the training process so as to better infer causality, e. g. by using higher output time resolution and calculation of instantaneous heating and moistening rates. However, we were forced to work around it, as described in the next section.
Eliminating non-causal relationships
We enforce a more plausible causal structure on the NN by not using the humidity and temperature above certain heights as predictors. To obtain a numerically stable simulation without grid-scale storms, it suffices to ignore the q T and s L at or above levels 15 (450 mb) and 19 (225 mb), respectively. We also assume that that the NN predicts Q 1 = Q 2 = 0 at the same levels; however, a debiasing procedure discussed below will allow predictions of nonzero tendencies there. To justify this assumption, we note that Q 2 is small at these levels, and that Q 1 is very noisy above 250 mb (cf. Figure 6 ). We have run cSAM simulations with this configuration for up to 100 days without numerical blow-up or grid-point storms. Figure 4 shows the LRF of the modified NN. Most strikingly, the linearized response of the drying/moistening to the input variables is an order of magnitude smaller than for the NN with all input variables. For the most part, this LRF also has a smoother vertical structure that is more compatible with the CRM derived LRFs [Kuang, 2018] . For instance, both our LRFs and those of Kuang [2018] show that destabilizing the atmosphere by decreasing the lower tropospheric temperature leads to heating/drying throughout the column (panels b and d). Likewise, the lower tropospheric moisture induces convective heating above (panel c). Unfortunately, there are still large oscillations in the response of Q 2 to the humidity at 500 mb. Nonetheless, ignoring the upper atmospheric variables markedly improves the linearized response of the NN.
Network architecture and training
Unlike Rasp et al.
[2018], we did not find that changing network architecture by adding more layers or parameters prevents blow-up. However, since we are training the data with global data, we use a higher capacity network than Brenowitz and Bretherton [2018] used for the tropics alone. Thus, each model trained in this paper has three densely connected hidden layers with 256 nodes each and rectified linear unit (ReLU) activations. Altogether, this architecture has 160 266 free parameters.
Prior to input, each input variable is normalized by the global mean and dividing by the standard deviation for each level independently, except where the latter vanishes. This level-by-level normalization is a departure from past studies [Rasp et al., 2018; Brenowitz and Bretherton, 2018] , but had little impact upon the results. In particular, NNs trained with inputs normalized as Brenowitz and Bretherton [2018] also learn to depend strongly on the upper atmospheric humidity and suffer from coupled numerical instabilities discussed above.
The networks weights and biases are optimized by stochastic gradient descent (SGD) with the popular Adam [Kingma and Ba, 2014] cloud-related processes is larger than its mean. Therefore, after SGD converges, we use linear regression to de-bias the predicted heating and moistening for each height and latitude separately (see Text S1). To avoid re-introducing the causality and numerical stability issues solved in Section 4.3, these regressions depend only the predictions of Q 1 and Q 2 as well as s L and q T at the given height and do not introduce new dependencies between vertical levels.
The NN training and linear regression are implemented in Python using PyTorch [Paszke et al., 2017] and scikit-learn [Pedregosa et al., 2011] , respectively. The debiased NN models are then coupled to cSAM using a python interface. The predicted tendencies are disabled within 3 grid cells (480 km) of the boundary because the flow in these regions is greatly influenced by the no-normal flow boundary conditions, so the NN is inaccurate there (cf. Fig.   5 ). We now present our spatially-extended simulations. As described in Section 3, the simulations are initialized with the NG-Aqua data at day 100.625, and our discussion focuses on the prediction accuracy in the first 10 forecast days. Two NN parametrizations will be compared with the training data and the base simulation with resolved-scale microphysics and radiation. The first NN simulation, labeled as "NN-All", is performed using the NN which includes all levels as input. The discussion in Section 4.3 indicates that this setup leads to grid-scale storms and model blow-up. The NN in the second simulation, known as "NNLower", only uses humidities below level 16 (375 mb) and temperature below level 19 (226 mb) as described in Section 4.3.2. When evaluated directly on the NG-Aqua data, NN-Lower has an R 2 value of around 60% for Q 1 and Q 2 in the lower troposphere ( Figure 5 ). Interestingly, the predicted heating and moistening are less noisy than the "true" values estimated as budget residuals (Figure 6 ). Thus, the NN-Lower parametrization performs well in an instantaneous sense. Figure 7b demonstrates that the NN-Lower configuration is indeed numerically stable and produces a reasonable prediction of the PW after 5 days, albeit with a visible loss in large-scale moisture variability in the tropics. On the other hand, NN-All shows extremely moist grid-scale storms near the tropics, which coincide with intense precipitation and ascent (not shown). Likewise, the base simulation suffers from grid-point storms in the tropics and frontal regions in the extratropics, and it ultimately blows up after 9 days of simulation. The NN-Lower simulation also predicts the net precipitation rate more accurately than the base simulation does. The net precipitation rate is given by
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where P is precipitation and E is the evaporation [Yanai et al., 1973] . Net precipitation is the closest analog to precipitation that the NNs can predict because they predict the combined effect of precipitation and evaporation.
The net precipitation is much less noisy than in NN-Lower than the base run. Figure 9 shows maps of net precipitation after two days of prediction (day 102.625) for the NG-Aqua training data and the NN-Lower and base simulations. Overall, the NN-Lower simulation produces the correct extra-tropical pattern of net precipitation, but fails to produce enough variability in the tropics. In NG-Aqua, the tropical precipitation occurs in small-scale clusters and in a larger-scale Kelvin wave centered around x = 15 000 km at day 102.625, elsewhere there is column moistening due to evaporation. On the other hand, the base simulation produces far too strong and noisy precipitation, as expected for a scheme which only rains when a large-scale grid-cell becomes saturated.
Does the NN predict overly smooth net precipitation at the initial time or does this smoothness only appear as the coupled simulation evolves? The NN's "semi-prognostic" net precipitation (i.e. predicted from the true coarse-grained NG-Aqua state at that time) is also shown in Figure 9b . Even in this instantaneous sense, the NN-Lower prefers to lightly rain throughout the tropics, rather than moisten in certain regions and strongly dry in others. 
Mean-state bias
Short-term predictions with NN-Lower are reasonably accurate, but the mean state drifts away from the true climate. We first focus on the time evolution of the zonal mean precipitable water (PW) and net precipitation, as shown in Figure 11 . The fields are shown for days 100-120 for NG-Aqua and the NN-Lower simulation; the base simulation crashed in day 110. Compared to NG-Aqua, NN-Lower maintains the correct meridional distribution of PW, but the net precipitation steadily decreases in the tropics. All else equal, this would tend to increase the PW in the tropics, but the Hadley circulation and its transport of vapor towards the equator also weaken. On the other hand, the net precipitation in the base simulation becomes too concentrated at the equator and atmosphere dries out significantly. Overall, NN-Lower outperforms the base case and maintains the correct zonal-mean PW distribution, but does not produce enough precipitation in the tropics at later times. Figure 12 shows the zonal-mean bias vs. NG-Aqua for the zonal winds, meridional streamfunction, humidity q T , and temperature s L in the NN-Lower simulation, time-averaged over forecast days 5-10. The humidity bias is relatively small with an amplitude of less than 1 g kg −1 . The bias of s L is also small, and peaks near the meridional boundaries of the domain where the NN is not used. On the other hand, the meridional circulation substantially weakens from a peak mass transport of 80 × 10 12 kg s −1 to 40 × 10 12 kg s −1 . This is associated with the decreasing P − E in the tropics seen in Figure 11 . The zonal mean zonal winds also differ substantially. The surface westerlies and eddy-driven-jets become weaker, likely due to the Held-Suarez momentum damping. At the same time, the jets shift southward and super-rotation develops near 250 mb, likely as a transient response to the weakening Hadley circulation. Overall, the small biases in the thermodynamic variables q T and s L belie growing biases in the circulation.
The loss of zonal variability in net precipitation (Fig. 9 ) and precipitable water (Fig.   7 ) might explain these mean-state drifts. Precipitation depends exponentially on precipitable water [Rushley et al., 2018; Bretherton et al., 2004] , therefore a reduction in the zonal variance of PW (fewer extremely moist or dry coarse grid cells) will tend to decreases the zonalmean precipitation for a given zonal-mean PW. Figure 13 confirms that this occurs in the NN-Lower simulation, whose mean tropical net precipitation is 40% weaker than NG-Aqua despite having a similar mean PW. Indeed, Figure 13 shows that the joint distribution of PW and net precipitation has much less variance in NN-Lower than in NG-Aqua. The predicted net precipitation has too little variance even when evaluated on the true state (Fig. 13c) . In other words, the distribution of net precipitation has too little spread for a given value of PW-i.e. the NN relies too strongly on PW. When integrated forward in time, this lack of P − E variance likely reduces the PW variance, and therefore the mean precipitation. Thus, enhancing the variance of the conditional distributions of net precipitation could ameliorate the circulation biases in these simulations.
Plausible physical mechanisms for the loss of moisture variability depend on the spatial scale. On smaller scales, both the explicit hyper-diffusion and implicit numerical diffusion could reduce the variance of moisture. For larger scales, the moisture probably varies less because NN-Lower prefers to smooth P − E throughout the tropics rather than delineating precipitating and evaporating regions. Future work could improve this by developing a stochastic or deterministic trigger for convection, or by separating precipitating and evaporating processes.
Conclusions
We use a neural network to build a unified physics parametrization of diabatic heating and moistening, which include the effects of unresolved subgrid processes. The neural network is trained by coarse-graining a near global aquaplanet simulation with a grid size of 4 km to a resolution of 160 km. It learns the coarse-grid heating and moistening profiles, calculated as residuals from the coarse-grid dynamics, from the temperature and moisture profiles, plus auxiliary parameters. A key challenge of the coarse-graining approach is that it lacks the natural hierarchical structure of other training datasets used in the literature, such as super-parametrization (SP) [Rasp et al., 2018] . In the SP application, for instance, the target model and the training model share the same software interface for the physical process tendencies. These tendencies are predicted by a high-resolution submodel in the SP training dataset and must be learned by the neural network parametrization for application to the target model. This application is thus a clear target for emulation.
We extend the single column model results of Brenowitz and Bretherton [2018] to a spatially-extended simulation. The coarse-grid dynamical core is the same anelastic atmospheric model that generated the 4 km training dataset but is run with a 160 km resolution. This model needed additional damping in the form of horizontal hyper-diffusion and Newtonian relaxation near the surface to run stably in a base configuration with its default resolved-scale microphysics and radiation schemes, or with our neural network unifiedphysics parametrization. We developed a deeper version of our neural network capable of simulating the diabatic heating and moistening over the entire 46S-46N domain of our training simulations, rather than just the tropical subdomain used by Brenowitz and Bretherton [2018] . We include a zonal-mean bias correction to minimize zonal mean temperature and moisture drifts.
An attempt to couple a preliminary version of this neural network to this GCM caused the model to blow up. Analyzing the linearized response of that neural network showed that it inadvertently learns to exploit a strong correlation between upper atmospheric humidity and precipitation. This correlation owes to the short lifetime of water vapor at those heights rather than any causal mechanism. Thus, ML parametrization is not immune to issues with causality that have long inspired debates about closure assumptions.
We enforced a plausible causal structure by removing the upper atmospheric humidity and temperature from the neural network inputs. Spatially extended simulations with this modified network can run stably indefinitely, without blowing up. Thus, stabilizing the parametrization required a rather crude human intervention. Future studies will need to explore automatic ways to discover true causal relationships and forestall model blow-up in a dynamically coupled setting.
The resulting neural network predicted the weather of NG-Aqua with much higher forecast skill and lower bias than a base coarse-grid simulation with only resolved microphysics and radiation parametrizations, which is the only reference case we could easily use as a metric. For a fair comparison, we will need to train and implement the ML parametrization in a global model whose coarse-grid version is typically run with a traditional suite of physical parametrizations.
More work is needed to reduce the long-term biases in these simulations. While temperature and humidity biases are small in the first 10 days, the Hadley circulation is dramatically weakened because there is not enough heating in the tropics to sustain vertical motions.
Thus, more work is needed to keep the climate generated by neural network parametrizations trained by coarse-graining from drifting. We argue that our scheme could benefit from adding a mechanism for enhancing the tropical variance of moisture and the predicted precipitation, such as stochasticity in the parametrized tendencies.
