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Abstract
This thesis focuses on challenging systems for computational chemistry:
inorganic excited states and intermolecular aggregates. Excited states of
inorganic systems can be extremely challenging for conventional meth-
ods of quantum chemistry, mostly due to strong correlation, degeneracy
and near-degeneracy problems, in addition to a large density of states.
A calibration study of the electronic excited states of a range of com-
plexes has been carried out in a number of chapters using a wide range of
methods. A range of all-electron and ECP basis sets were used. These
calculations reveal the effect of improving the treatment of electron cor-
relation systematically. A CASSCF/RASSCF study was performed for
the most complex systems to be able to capture and analyse the mul-
tireference nature of the complexes. Later in the thesis the photochem-
istry arising from the photodissociaton of Mn2(CO)10 and Cr(CO)6 is
described using CASPT2 to recover the dynamic correlation of the sys-
tem and compare with previous CASSCF results. The last part focuses
on intermolecular aggregates. Supramolecular structures have grown in
importance in recent years due to their potential applications as ad-
vanced functional materials. The fine-tuning of these structures allows
to build up higher hierarchical superstructures with very diverse and
interesting properties. A bottom-up approach for this kind of systems
is used to characterize the multichromophoric self-assembly of gels and
detail their responses to light.
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Chapters review
• Chapter 1 introduces concepts that are used in this thesis and re-
views previous studies performed on the excited states of transition
metal complexes.
• Chapter 2 details an extensive review of the range of methods
and basis sets used in this thesis to perform all the computational
studies.
• Chapter 3 describes well known inorganic transition metal com-
plexes and transition metal oxides using highly accurate methods.
• Chapter 4 details ground and excited states analysis of the per-
manganate ion.
• Chapter 5 provides a detailed description of the ground spin state
of first-row transition metal monocarbonyls.
• Chapter 6 investigates the ground and low-lying excited states of
NiCO4 and NiCO.
• Chapter 7 details the photochemistry of Cr(CO)5 and Mn(CO)5
showing the pathway these molecules undergo after their parent
molecules undergo photodissociation.
• Chapter 8 focuses on the formulation of intermolecular aggregates
that have an increasing importance in the field of chemistry for their




1.1 Introduction to transition metal complexes
In this introduction the current state-of-the-art for the computation of
transition metal chemistry will be discussed. The use of different levels
of theory is fundamental in this field of chemistry to capture the be-
haviour of small transition metal complexes, to extrapolate to larger,
more complex systems. By using these techniques, it is possible to
benchmark and gather what is possible, or not, from modern compu-
tational techniques applied to transition metal systems and supramolec-
ular chemistry. The application of computational and theoretical meth-
ods to organometallic chemistry in ground electronic states has been
the subject of several reviews during the past few years [1] [2] [3]. The
focus of this thesis is on an area that has seen less activity: the com-
putation of inorganic excited states. The work includes aspects of both
theoretical spectroscopy and reactive photochemistry. Nowadays, due
to the current evolution of computer hardware and software, as well as
advanced theories of computational chemistry, scientists can gain fur-
ther understanding of such systems to improve fundamental knowledge.
Before discussing previous studies in the literature, basic inorganic nomen-
clature is given. Ligands can be classed as either x-type or l-type. X-
type ligands can coordinate to the metal with a covalent bond via an
electron being donated to the metal and one received from the metal.
These electronic donations usually complete the octet rule (18 electron
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rule [4]) and fill the valence shell. An l-type ligand normally has a com-
plete octet, so the way it coordinates to the metal is different: through
a σ, pi-bond or a lone pair of electrons. L-type ligands usually donate
two electrons to the metal centre. A complex has the form of MLn and
the number of electrons (N e) around the centre is counted using the
following equation:
Ne = Nm + 2Nl +Nx − q (1.1)
• Nm - metal electron count
• Nl - number of l-type ligands
• Nx - number of x-type ligands
• q - overall charge of the complex
It is worth mentioning that if a complex has an electron count that is
inferior to 18 electrons, then it is very reactive, and some of such com-
plexes are discussed in this thesis, for example in Chapter 5. Scientists
have always tried to predict the formation of these complexes in a con-
sistent and rational way, so several theories have been developed. Two
of the most important ones are: crystal field theory and ligand field the-
ory. The former, describes the interaction between d orbitals and how
the arrangement depends on the geometry, and stabilizes the energetic
levels. It is a simple model and it is based on the ligands around the
metal treated as point charges that will generate an electrical field which
will affect the stabilization of the central d orbitals. So, depending on
the geometry, a splitting arises (∆) causing the energetical difference on
d orbitals for different inorganic complexes.
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Figure 1.1: Splitting energies for different geometries in a complex.
In Figure 1.1 the ∆ for the tetrahedral case (∆t) is smaller than the
octahedral (∆o) one, ∆t=4/9∆o. The destabilization on the octahe-
dral complex is more severe, giving a larger energetic gap. Ligand field
theory was developed after crystal field theory and is more advanced
when describing the bonding in d-block metal complexes. This can in-
clude orbital mixing and is able to describe the chemical bonding more
in more depth, e.g. the Dewar-Chatt-Duncanson model [5] [6].
Transition metals usually have 9 valence atomic orbitals, consisting of
five d (dxy, dxz, dyz, dz2 and dx2−y2), three p (px, py and pz) and one
s. The interactions are very rich and depend on the geometry of the
complex. There are different kinds of transitions possible, for exam-
ple among d orbitals, these are called ligand field (LF) transitions.
Other types are: metal-to-ligand charge transfer (MLCT), or the op-
posite ligand-to-metal charge transfer (LMCT). Metal complexes usu-
ally absorb light in the visible regions of the spectrum which leads to
coloured complexes. The intensity of charge transfer is usually much
higher compared to ligand field transitions. Some of these aspects will
be described in the following chapters, for example in Chapter 4, where
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MnO−4 is rich in LMCT transitions for the low-lying excited states.
Computational methods such as density functional theory (DFT), Møller
Plesset theory (MP), coupled-cluster (CC), multireference complete ac-
tive space self consistent field (CASSCF), complete active space with
perturbation theory (CASPT2), or Monte-Carlo configuration interac-
tion (MCCI) will be discussed in detail in the next chapter. Some of
these will be mentioned briefly in the introduction section but any de-
tail and the theory behind them will be more extensively described in
Chapter 2.
As a computational chemist, when a problem is formulated one has to
think about choosing a method, which comes down to a balance be-
tween levels of accuracy required versus computational expense. For
difficult cases, as discussed in Chapter 4 or Chapter 6 black-box meth-
ods (system that can be viewed as input/output, without knowledge
of internal workings) sometimes are not the best choice. These kind
of problems are much more predominant when transition metals are
involved, compared to most organic systems. As mentioned before, in-
organic excited states have not been widely researched in the past and
only a few groups have applied the complex machinery required to de-
cipher inorganic spectroscopy, and even less have looked at the reactive
photochemistry. Some of the previous studies are discussed in the next
subsection.
1.1.1 Previous studies on the excited states of transition metal
complexes
Binary transition metal complexes, so called for containing a single metal
and ligand type, are probably one of the most studied class of complexes.
These can serve as model complexes for metal-ligand bonding and have
a lower computational cost in comparison to larger systems.
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The first study mentioned is from Beach and Gray from 1963 [7] who
provided insight on the electronic spectra of group 6 hexacarbonyls. Ini-
tially they discussed their spectroscopic results in terms of basic molecu-
lar orbitals. This was the foundation for attempting to describe general
features of several isoelectronic complexes. Such topics as the competi-
tion between electronic states of very different chemical character (LF
vs. MLCT) were covered, and the authors assigned correctly most of
the experimental bands. However, they assigned a low energy shoulder
on the MLCT band to be of ligand field character, which resulted in CO
loss. It is now considered that MLCT states are initially excited and
undergo vibronic couplings with LF states to cause ultimate dissocia-
tion [8] [9].
Baerends et al researched on the excited states as well as the photo-
chemistry of Cr(CO)5CNCN and MnCl(CO)5 [10] [11].
Figure 1.2: Cr(CO)5CNCN, discussed in [10].
For Cr(CO)5CNCN the manner by which the CNCN ligand coordinates
to the metal centre was investigated by both experiment and using
DFT/TD-DFT. It was found that spectroscopic results compared well
with experimental (UV-vis, UV photoelectron and IR) results and fur-
ther confirmed that the way in which CNCN bonds to the metal centre is
similar to the carbonyl ligand. The σ donor abilities of the two ligands
were found to be quite similar, while the CNCN ligand was a stronger
5
Figure 1.3: MnCl(CO)5, discussed in [11].
pi acceptor ligand than CO; the authors concluded that the CNCN 3pi*
ligand had a lower amplitude than the 2pi* orbital on the carbon of the
carbonyl ligand.
Baerends et al also applied DFT and TD-DFT to a wide range of tran-
sition metal systems to study their ground and excited states, as well as
their photochemistry. One such system was Mn2(CO)10 [12].
Figure 1.4: Mn2(CO)10 discussed in [12].
The aim was to understand better the photochemistry that results from
both Mn-Mn and Mn-CO bond dissociation channels. The group de-
cided to start with the local density approximation (LDA) exchange po-
tential together with a mixture of double and triple zeta STO basis sets.
They concluded that the low energy excitations were due to σ → σ* and
dpi → σ* with ligand field (LF) d → d transitions occurring at higher
energy. The metal p orbitals were found to mix with the metal 3d.
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Mn-Mn dissociation was thought to occur from the σ → σ* transition
and Mn-CO dissociation occurring from the ligand field d → d tran-
sitions. Another study was performed by the same group later, where
they present potential energy curves for Mn-Mn and Mn-CO bond dis-
sociation channels. They concluded that Mn-Mn bond dissociation oc-
curred from the low energy σ → σ* transition. There is still a debate
concerning the CO lost, that can be axial or equatorial. The energy of
the d→ d state then decreases below that of the σ → σ* state with the
lengthening of Mn-CO bond. The dominant process upon photoexcita-
tion above 266 nm was believed to be the ejection of a single carbonyl
ligand.
In 1999 the authors looked into this complex once again, performing
the first TD-DFT on a variety of molecules containing transition metals
[13]. The final part of their article compared their results to experimen-
tal ones, which proved to be in close agreement. Apart from Mn2(CO)10,
the excited states of other binary carbonyls and substituted carbonyls
were also researched by Baerends and co-workers. Another group of
complexes that raised interest were group 6 hexacarbonyls M(CO)6 of
chromium, molybdenum and tungnsten [12] as well as the involvement
of ligand field excited states in the M-CO bond dissociation photochem-
istry of Cr(CO)6 [14]. The main finding of these two studies was that
the lowest energy excited states were not of ligand field character but in
fact of charge transfer character.
Mn2(CO)10 lowest excited states were researched further by Daniel et al.
CASSCF and CASPT2 were chosen to capture the static and dynamic
correlation of the system [15]. They found two bands centred at 3.31
eV and 3.68 eV and assigned these to MLCT and LF transitions respec-
tively. A lot of work has been done by the groups of Daniel and Baerends
on Mn2(CO)10, applying different DFT and wavefunction-based meth-
ods to study the chemical character, excitation energies and transition
moments of this system to test the performance of these methods. The
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exact order of these states and how they interact vibronically with each
other is not entirely settled.
Daniel et al also studied the near-UV-vis electronic spectroscopy of
[Ru(X) (Me)(CO)2(Me-DAB)] (X=Cl or I, DAB=1,4-Diaza-1,3-butadiene).
Figure 1.5: Ru(X)(Me)(CO)2(Me-DAB), discussed in [16].
This complex served as model for the more commercially "interesting"
complex [Ru(X)(Me)(CO)2 (iPr-DAB)] [16]. These complexes were very
interesting due to their photochemical, photophysical, and electronic
properties and were believed to have applications as photosensitizers.
It was found that the experimental spectral and UV-vis bands could be
assigned with CASSCF and CASPT2, however, the accuracy of results
was found to be sensitive to the functionals used with TD-DFT, with
non-hybrid functionals producing unreasonable results. There are many
different types of transitions in the electronic spectra of this molecule, for
example MLCT, halide-to-ligand charge transfer (XLCT) and σ bond-
to-ligand charge transfer (SBLCT).
MnCl(CO)5 photodissociation was investigated using DFT to produce
potential energy curves in order to probe the initial processes in the
dissociative photochemistry. It was found that the initial excited states
included the population of Mn-Cl σ* orbital at the equilibrium geome-
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try and the potential energy curves of these states were dissociative for
either equatorial or axial CO loss. The loss of the Cl ligand did not oc-
cur from the lowest excited state which was surprising considering that
the initial transition was to its σ∗ orbital. This mechanism for the loss
of a CO ligand was also found to be the case for other similar complexes
like Mn2(CO)10 or MnH(CO)5. However the mechanism by which the σ
bond was broken was found to be different for each complex, for example
the lowest strongly absorbing state was a σ → σ∗ transition that leads
to the homolytic cleavage in Mn2(CO)10 and its group 7 mixed metal
cousins [17].
The same group performed studies on Cr(CO)5PH3 and ax -Fe(CO)4PH3,
with respect to their photodissociation mechanisms compared to their
binary counterparts (Cr(CO)6 and Fe(CO)5) [18].
Figure 1.6: Cr(CO)5PH3, discussed in [18].
Figure 1.7: ax -Fe(CO)4PH3, discussed in [18].
Since the mechanism of smaller binary complexes was understood, the
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photodissociation of larger phosphine ligands took place. It was found
that both species favour dissociation of their phosphine ligands over
their carbonyl ligands, while the lowest excited state of ax -Fe(CO)4PH3
was repulsive for both phosphine and carbonyl ligands. Excited state
quantum dynamics simulations were performed along the potential en-
ergy curve of this state and showed that ejection of the phosphine ligand
was heavily favoured over the carbonyl ligand by a branching ratio of
99 to 1. The theoretical results showed a preference for PH3 over CO
dissociation from both these excited complexes, as the phosphine group
is a weaker pi-acceptor ligand than CO.
Another complex studied and its photophysics analysed was octabutoxy
phthalocyaninato-Nickel (II), that was researched in a joint theoreti-
cal/experimental study [19]. This particular complex was studied due
to its possible use in new cancer therapies. It could efficiently absorb
photon energy, and then rapidly deactivate it, creating thermal energy
that is highly localized that can result in cell death. The researchers fol-
lowed the excitation to the S1 (pi,pi*) state. The authors’ DFT results
showed that the preferred structure included a D2d saddle-like coordina-
tion sphere around the nickel that had an equivalent structure separated
from the other by a D4d planar structure, and it could readily ’flip’ be-
tween the two saddle structures. The proposed deactivation mechanism
applies to both configurations around the nickel atom. Following exci-
tation to the S1 state a transformation occurred to a vibrationally hot
3(d,d) state, which then cooled to the lowest vibrational state approx-
imately 8 ps later. There was then a population transfer to a 3LMCT
state, that eventually decayed to the ground state after 640 ps.
Another heavily researched inorganic complex was W(CO)5. Two sys-
tems studied comprised of W(CO)5 bonded to either 4-[(E)-2-carbomethoxy-
2-cyanovinyl]pyridine or 4-(2,2-dicyanovinyl)pyridine. The excited states
of these pi acceptor complexes were investigated using TD-DFT and
CASPT2 methods [20].
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Figure 1.8: W(CO)5, discussed in [20].
Figure 1.9: 4-[(E)-2-carbomethoxy-2-cyanovinyl]pyridine, discussed in [20].
Figure 1.10: 4-(2,2-dicyanovinyl)pyridine, discussed in [20].
The low-lying excited states needed to be investigated to make a com-
parison of the complexes with weaker acceptor ligands, as well as look-
ing into the dynamics of these systems. The experimental set-up in-
volved time-resolved laser flash spectroscopy. The ground state was op-
timised using B3LYP and the excited states using TD-DFT, CASSCF
and CASPT2. It was found that the lowest two excited states of both
complexes did in fact correspond to MLCT from a tungsten 5d orbital
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to a pi* orbital on the ethylenic bridge of the acceptor ligand. The scien-
tists believed that the photoreactivity is due to the irradiation to these
MLCT states.
The study of the MLCT in HRe(CO)3(H-dab) (H-dab=1,4-diaza-1,3-
butadiene) was performed using: CASSCF, CASPT2 and MRCI [21].
This system was treated as a model complex for a range of different
α-diimine transition metal carbonyls. The potential energy curves for
the Re-H bond elongation were reproduced for the ground state, low-
lying MLCT states and a 3SBLCT state that was also believed to play a
meaningful part in the photochemistry of this system through a 1MLCT
to 3SBLCT intersystem crossing that promotes the homolysis of the Re-
H bond. Wavepacket propagation dynamics were applied to the system
to obtain the 1D emission spectra. The researchers were able to de-
scribe adequately the features of the spectra that represented these two
photo-activated processes, even though higher accuracy calculations are
needed to describe the competition between the photoproducts.
Vallet et al investigated the electronic spectroscopy of two other com-
plexes H2M(CO)4 (M=Fe,Os) [22].
Figure 1.11: H2M(CO)4, discussed in [22].
They looked into both singlet and triplet low-lying excited states of both
complexes using a two-step approach. Firstly, they used state-averaged
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CASSCF and CASPT2 calculations to get the spin-free energies of the
first eight electronic excited states of singlet and triplet spin of A1, B1
and B2 symmetry in C2v. The next step involved using SO-CI (uncon-
tracted spin-orbit configuration interaction) and the researchers looked
into the spin-orbit interactions between the various spin states. It was
concluded that the absorption wavelength was not widely influenced by
SO-CI, although osmium absorption spectrum was more affected than
iron.
Higher hierarchy methods like CASSCF and CASPT2 were also cho-
sen to investigate the spectra of two cobalt-based complexes RCo(CO)4
(R=H,CH3) [23]. State-of-the-art methods were chosen to study the
electronic spectra of these hydrides and compared with femtosecond laser
control spectroscopy. The authors found that both complexes absorbed
at around 4.33 eV and both had a strong band centred at 4.95 eV. It was
found out that SBLCT and MLCT states contributed to these bands in
agreement with the experimental assignment. They also concluded that
due to their similarities in the spectra, their photoreactivity would also
be quite similar. Daniel et al studied the MLCT states for the trans-
cis photoisomerization of the styrylpyridine ligand in [Re(CO)3(2,20-
bipyridine) (t-4-styrylpyridine)]+ [24]. For the ground state they used
DFT methods to optimize the possible trans and cis isomers, with a
barrier of 113 kJ/mol. CASSCF, CASPT2 and TD-DFT were used to
calculate the electronic spectra of these isomers. The low-lying states
correspond to a MLCT transition with a singlet intraligand state nearby.
Another part of the study included calculations using CASSCF as a func-
tion of the C-C bond torsion angle on the styrylpyridine ligand. It was
found that the states that were important for the photoisomerization of
the styrylpyridine ligand were different between the free ligand and the
complex form. For the free ligand the singlet intraligand state deter-
mined the mechanism. In the complex this happened through a triplet
intraligand state. The same kind of methods were also used to compute
the photochemistry of CH3Mn(CO)5.
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Figure 1.12: CH3Mn(CO)5.
The authors tried to characterize the electronic excited states calculated
with experiments (in solvent). The results showed that the carbonyl
ligand was lost preferentially to the methyl ligand following excitation
above 4.02 eV. The character of the excited states showed a MLCT trend
(metal 3d to pi*) and a large density of these states was present between
4.69 eV and 6.01 eV. This complex was considered very demanding since
there were several minor channels for the dissociation.
Similar complexes to RCo(CO)4 were also studied by this group [25].
Both the singlet and triplet states were discussed and time-dependent
wavepacket propagation was used as a function of both Co-CO (axial)
and Co-R bond cleavages. There were two major peaks found for the ab-
sorption spectrum of each complex and were assigned to MLCT (metal
3d to ligand pi*) states as before. In both complexes a photoactive metal
to σ bond charge transfer (MSBCT) and metal charged transfer states
resulted in either Co-CO (axial) or Co-R bonds.
Villaume et al applied EOM-CCSD to smaller transition metal com-
plexes (NiCH+2 ), as well as the rhenium-based complex, CH3ReO3 [26].
They used a similar approach to their previous work and performed
1D wavepacket propagation studies for the lowest singlet and triplet
states. The authors found that TD-DFT results with the PW91 func-
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Figure 1.13: CH3ReO3, discussed in [26].
tional provided an excellent agreement with experimental spectra, while
CASSCF and CASPT2 were unable to improve on this. Experimentally
the lowest observed transition was associated to a LMCT state from an
oxygen p orbital to a d orbital on the rhenium atom. The second and
third transitions were also LMCT states. The wavepacket propagation
for the low-lying singlet and triplet states found that the lowest state
was the initial absorbing state that was of 1A1 symmetry. This state
was coupled non-adiabatically to the lowest bright state of 1E symme-
try with the state responsible for the homolysis of the Re-CH3 bonding,
3A1. Following population of the initial absorbing state the two latter
states were found to be populated within a few tens of femtoseconds,
with an intersystem crossing controlling the photodissociation. Recent
studies have looked at the photoisomerization mechanisms of rhenium(I)
complexes with ligands larger than the ones discussed above e.g., diimine
complexes [27, 28, 29, 30]. For these, spin-orbit coupling is a big con-
tributor to the photoisomerization mechanism and interplays between
the singlet and triplet states.
Tom Ziegler and co-workers have performed extensive studies on the
photochemistry of transition metal complexes. They have developed a
method for studying accurately the UV-vis spectra of molecules with
spatially degenerate ground states, applied to d1 and d2 transition metal
complexes with either tetrahedral or octahedral symmetry [31]. This
15
method is called TRICKSTDDFT (’transforms reference via an inter-
mediate configuration Kohn-Sham TD-DFT’). It was implemented to
remove the difficulties when dealing with multireference ground sates.
This method replaced the ground state with a non-degenerate excited
state with similar properties to the calculated system. After benchmark-
ing it, they found that the agreement with experimental results was
very good. One issue raised by the authors was that in some cases the
calculated transition densities were made for states that were not spin
eigenfunctions. A way to counteract this problem was to use a SCF sum
method.
An example of those type of systems reported by Ziegler and co-workers
in which they performed a TD-DFT study of the platinum (II) com-
plexes [PtCl2−4 ], [PtBr
2−
4 ] and [Pt(CN)
2−
4 ]. They were all reported to
have square planar geometry [32].
Figure 1.14: Pt(Cl)2−4 , discussed in [32].
Figure 1.15: Pt(Br)2−4 , discussed in [32].
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Figure 1.16: Pt(CN)2−4 , discussed in [32].
The systems evaluated were all Pt 5d8 closed-shell and the transitions
studied originated out of the 5d orbitals of the platinum. The authors
noticed that these transitions are susceptible to spin-orbit coupling ef-
fects. Once again good agreement with experimental results was ob-
tained.
Another paper that used TD-DFT looks at the ligand field states of
[Co(en)3]3+ and [Rh(en)3]3+ and the lowest energy states of [Fe(phen)3]2+
(en=ethylenediamine and phe=1,10-phenanthroline) [33]. The authors
studied the circular dichroism of these states and focused on the im-
pact of charge transfer corrections in 3d transition metal complexes. A
range of different density functionals was tried for each complex and it
was noted that the excitation energies were very sensitive to the choice
of functional, whereas it was the opposite for spectral intensities. It was
also found that the iron complex studied here had a dense spectrum that
made it difficult to assess the accuracy of the theoretical spectrum due
to a complicated interplay between the ability of a functional to opti-
mize not only the ground state geometry of the complex accurately, but
also the different types of excitations present in the spectrum.
The amount of data and information gathered for this field of study over
the years is extensive with a lot of new and important systems being
researched and analysed in depth in recent years. In this introduction
the systems discussed are illustrative of the rich results that can be ob-
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tained by computational studies of inorganic excited states.
The last part of this thesis (Chapter 8) consists of a bottom-up approach
to intermolecular aggregates. This area has been considered very impor-
tant lately due to its multichromophoric self-assembly and pH depen-
dency. The interest in these kind of structures grew a lot in the past,
due to the capability of these systems to be used as sensing or selective
binding agents, some examples are [34, 35, 36, 37, 38, 39, 40]. Although
the electronic structure of these structures is not as demanding, their
size sometimes makes theoretical investigations challenging.
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(Note that all the citations of functionals or basis sets will only be used
once.)
Computational chemistry is a rapidly developing subfield of theoretical
chemistry. The main goal is to describe chemically related problems us-
ing high performance calculations. Note that computers do not solve
problems but people do, so some care must be taken when analysing
any kind of results obtained. Calculations that ten years ago would
take years to complete, now can be done in ten or twenty minutes. The
real strength of computational chemistry is the ability of generating data
that the scientist can then evaluate and process.
Before the development of quantum chemistry everything was solved
in a classical way (classical mechanics), with the laws of motion intro-
duced by Isaac Newton. They were able to predict the movements of
objects such as planets. However, in the end of the nineteenth century,
experimental evidence showed that classical mechanics failed on small
systems like electrons. At the beginning of the 20th century scientists
started noticing a lot of effects that could not been described by classical
physics, for example black-body radiation and electron diffraction.
In 1926, Erwin Schrödinger proposed an equation for finding the ab-
solute energy of any molecular system. It allowed us to solve a one
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electron system analytically, for example the case of the hydrogen atom.
For other cases, numerical approximations have to be implemented to
solve it. The non-relativistic time-independent Schrödinger equation is:
HˆΨi = EΨi (2.1)
where E is the absolute energy of the system and Ψi the wavefunction.
Hˆ is an operator (Hamiltonian), relating to the absolute energy of a
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= 1.05457 ∗ 10−34J.s (2.3)
In equation 2.2, m corresponds to the mass (electrons or nuclei), e is the
elementary charge, ~r and ~R are the electronic and nuclear positions, and
Z is the nuclear charge. The first and second terms correspond to the
kinetic energy of the system for electrons and nuclei, the third describes
the nuclear-electron attraction. The fourth and fifth terms are repulsive
and portray the nuclear-nuclear and electron repulsion.
A wavefunction has to be continuous, have a continuous first deriva-
tive, is single-valued, and is square-integrable. The interpretation of
the wavefunction in terms of location of a single particle is based on a
suggestion made by Max Born, a German-English physicist. He found
that if the wavefunction of a particle has the value Ψ at some point r,
then the probability of finding the particle in an infinitesimal volume
dτ = dxdydz at that point is proportional to |Ψ|2dτ .
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|Ψ|2 = Ψ∗Ψ (2.4)
The value of |Ψ|2 is proportional to the probability of finding the particle
in a region around that point. This way it is possible to say that |Ψ|2
is the probability density.
2.1 Born-Oppenheimer approximation
The movement of electrons is much faster than nuclei due to their mass
discrepancy, the lightest of these (the proton) is around 1836 heavier
than the electron. The nuclei experience an averaged electronic motion,
since they are not fast enough to respond to electron movement instan-
taneously. Due to this, the kinetic energy of the nuclei can be left out
and evaluated after the electronic motion. The electronic Hamiltonian
can be described as:























|~ri − ~rj| (2.5)
The full Hamiltonian can be described as kinetic energy and potential
energy acting on nuclear coordinates:
HˆT (~r, ~R) = TˆN(~R) + Hˆe(~r; ~R) (2.6)
Equation 2.6 is composed of two different parts, the nuclear kinetic en-
ergy TˆN that acts on nuclear coordinates ~R and the electronic Hamilto-
nian that is defined above. The latter acts on the electronic coordinates,
resulting from the clamping of the nuclei to fixed positions. The com-
ponents still depend on position of the fixed position of the nuclei, but it
has been reduced to a second-order differential equation in 3N electron
coordinates. So, considering the nuclei static, the electronic Hamilto-
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nian can then be solved resulting in an eigenvalue problem:
HˆeΨ
e
i (~r; ~R) = Vi(~R)Ψ
e
i (~r; ~R) (2.7)
where Ψei is the so called adiabatic electronic wavefunction. Each eigen-
value Vi(~R), is dependent on the fixed nuclear coordinates. This is
called the adiabatic potential energy surface for any given state. The
total molecular wavefunction is shown in Equation 2.8.





i (~r; ~R) (2.8)
The Born-Oppenheimer approximation is of particular importance in
molecular quantum mechanics, allowing scientists to calculate energies
of molecules. The Born-Oppenheimer approximation can be obtained
by neglecting the off-diagonal terms (i 6=j ) that couple the nuclei and









This approximation breaks down when there is coupling of nuclei and
electronic motion, for example in the case of conical intersections (see
Chapter 7). For these the non-diagonal terms cannot be neglected. These
terms are called the first and second order non-adiabatic coupling. They
are the coupling between different electronic states through the motion
of the nuclei. The first-order term is the fundamental one since it deals
with non-adiabatic problems, and the second-order term can be written
in terms of it. In equation 2.10 the first-order non-adiabatic coupling is
shown:
〈Ψej| 5N |Ψei 〉 =
〈Ψej|∂Hˆe∂R |Ψei 〉
Vj − Vi (2.10)
This coupling is dependent on the inverse difference between the elec-
tronic eigenvalues (E i and E j). So, when these two points become de-
25
generate the coupling has a singularity. Calculating this coupling is fun-
damental for the calculation of conical intersections, and to obtain the
magnitude of Jahn-Teller couplings as discussed in the next section.
2.2 Conical Intersections
In 1929 John von Neumann and Wigner performed mathematical calcu-
lations and came to the conclusion that any electronic degeneracy could
originate a conical intersection [1]. When applied to diatomic molecules,
it was found that two electronic states could not cross if they had the
same symmetry. Later Teller started studying this curious effect and
realized that for polyatomic molecules there was a space in which they
could intersect with a dimension of n-2, where n represented the num-
ber of vibrational degrees of freedom [2]. The two remaining degrees of
freedom compose the gradient difference vector (~x1) and the derivative











In equation 2.11 E1 and E2 are the energy of two electronic states and
~R is the vector that varies with the nuclear cartesian displacements. In
equation 2.12 ~C1 and ~C2 are the eigenvectors of the Schrödinger equa-
tion. The degeneracy of any system can be lifted by the any infinitesimal
movement of these vectors that compose the branching space [3]. These
vectors are fundamental to show how the system goes from the upper
to the lower surface and shows the typical photochemical funnel (see
photochemistry section).
There are different types of cones that can arise from conical inter-
sections and two examples are shown in Figure 2.1. When studying
chemical systems one can come across these phenomena by studying
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any molecular system with degenerate energetic levels. Two of the most
typical conical intersection arrangements are: the tilted one, where gra-
dient vectors on the upper and lower surfaces point in the same direction,
and the circular one. The last one is the most typical for inorganic cases,
some of these will be discussed further in Chapter 7.
The intersection space represents the orthogonal space relative to the
branching space, the dimension of which is 3N -8, where N is the number
of nuclei. A few articles describing this phenomenon have emerged over
the past few years [4] [5] [6].
Figure 2.1: Different types of a) conical intersections (top) and b) Renner-Teller
(bottom). Adapted from: Mckinlay, R.G.; Żurek J. M.;Paterson, M. J., Theoretical
and Computational Inorganic Chemistry 2010, 62 351-390.
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2.2.1 The Jahn-Teller effect
The Jahn-Teller effect has been subject of study for at least eighty years
and a lot of new applications and data have been found for this effect
more recently [7] [8]. The Jahn-Teller effect has wide ranging implica-
tions that include molecular physics, theoretical/computational chem-
istry and solid state physics. In their original paper, Jahn and Teller
proved that orbitally degenerate states are energetically unstable. Such
degenerate states are necessarily conical intersections between the com-
ponents of the state.
The vibrations that lift the degeneracy can be identified having the sym-
metry of the square of the degenerate electronic state irreducible repre-
sentation with itself [9]. It was found that there is always one vibrational
mode (non-totally symmetric) that lifts the degeneracy of the electronic
state and lowers the symmetry of the molecule. Typical nomenclature
for this phenomena is for example T2⊗e, which means that the triply
degenerate T2 state breaks the degeneracy via an e vibration. Since
the beginning, the Jahn-Teller effect has been used to predict symmetry
problems and has helped figuring out molecular properties of transition
metal complexes. More recently it has been applied to the field of pho-
tochemistry using time-resolved spectroscopy. It is possible to drive an
excited-state to the ground through a conical intersection, for example
a photodissociaton case, some examples follow [10, 11, 12, 13, 14].
2.3 Electronic structure methods
When describing the electron distribution quantum mechanics is a neces-
sity. As it was mentioned before, classical physics fails to describe most
of the important effects that take place at the electronic level. The mo-
tion of any many-electron chemical system is very complex. The number
of interactions among the particles are very difficult to account for. In-
dependent particle models are the simplest description of a system. The
Schrödinger equation gets simplified, because the interaction among the
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particles is either non-existent or is averaged some way.
The Hartree–Fock (HF) method is a method of approximation for the
determination of the ground-state wavefunction and ground-state en-
ergy of a quantum many-body system. The origin of the Hartree–Fock
method dates back to the end of the 1920s, soon after the derivation
of the Schrödinger equation in 1926. The Hartree-Fock (HF) equations,
were developed as non-linear differential-integral equations, that could
be solved using numerical methods. Before computers appeared, it had
been impossible to solve the Hartree-Fock equations for more than few
electron systems.
When considering electrons it is possible to think of them to have a spin
quantum number of 12 and when submitted to the presence of a magnetic
field it can align along or opposite to the same (α or β spin). In the
Hartree-Fock model the total wavefunction is described by a product of
orbitals. The electrons are described by a spin-orbital (a product of a
spatial and a spin function), that generates an eigenvalue problem in
the form of:
f |χa〉 = a|χa〉 (2.13)
In equation 2.13, f is the Fock operator and consists of:




this corresponds to the sum of the core-Hamiltonian operator h(1) and






This term is equal to
∑N/2
i 2J i-K i for closed-shell systems. J i and K i
are the Coulomb and exchange operators. Electrons are fermions since
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their spin is 12 , so their overall wavefunction must be antisymmetric to
particle interchange (including spin). χi and χj in Equation 2.16 are
spin-orbitals. Adding one electron to χi and χj both are occupied and
can be arranged these two ways. A wavefunction can be built with no
distinction between electrons, using an appropriate linear combination
between the two products and adding a normalization constant:
Ψ(x1, x2) = 2
−1/2(χi(x1)χj(x2)− χj(x1)χi(x2)) (2.16)
In Equation 2.16 the minus sign makes sure that Ψ(x1, x2) is antisym-
metric considering the interchange of coordinates, so:
Ψ(x1, x2) = −Ψ(x2, x1) (2.17)
this can be written as a determinant, the Slater determinant:




which for an N -electron system can be generalized as:
Ψ(x1, x2, ..., xN) = (N !)
−1/2
∣∣∣∣∣∣∣∣∣∣
χi(x1) χj(x1) ... χk(x1)
χi(x2) χj(x2) ... χk(x2)
... ... ...
χi(xN) χj(xN) ... χk(xN)
∣∣∣∣∣∣∣∣∣∣
This Slater determinant has N -electrons that are distributed in n spin-
orbitals without specifying which electron is in which orbital. This prin-
ciple also implies that interchanging the coordinates of two electrons,
changes the sign of the determinant. No more than one electron can oc-
cupy any given orbital since it would violate Pauli’s principle. This anti-
symmetrizing property generates an exchange effect. This way it can be
inferred that the Slater determinant incorporates exchange-correlation,
which allows two electrons with the same spin to correlate to each other.
In this method electrons with opposite spin are not correlated to each
other so they are considered to have an uncorrelated wavefunction.
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Figure 2.2 represents the evolution of Hartree-Fock and some of the
methods available nowadays in increasing order of computational cost.
Multireference methods have to be used carefully because a wrong choice
of basis set or active space can lead to very costly calculations and
sometimes not the best outcome. All of these will be discussed in the
following sections.
Figure 2.2: Evolution since Hartree-Fock.
2.3.1 The self-consistent field (SCF) procedure
In 1927, D.R. Hartree introduced a procedure, which he called the self-
consistent field method, to calculate approximate wavefunctions and
energies for atoms and ions. Hartree was guided by some earlier, semi-
empirical methods of the early 1920s (by E. Fues, R. B. Lindsay, and
himself ) set in the old quantum theory of Bohr. The Hartree-Fock equa-
tions generated a set of pseudo-eigenvalue equations as the Fock operator
depended on all the occupied MOs, using the Coulomb and exchange op-
erators. A specific Fock orbital could only be determined if all the other
occupied orbitals were known, and iterative methods must therefore be
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employed for solving the problem. A set of functions that are a solution
to Fψ =ψ are called self-consistent field (SCF) orbitals. The canonical
MOs may be considered as a convenient set of orbitals for carrying out
the variational calculation. The total energy, however, depends only on
the total wavefunction, which is a Slater determinant written in terms
of the occupied molecular orbitals.
Figure 2.3: Self-consistent field procedure.
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Figure 2.3 shows the standard procedure of a self-consistent field in
Hartree-Fock theory. Starting with a geometry, an initial guess of molec-
ular orbitals is formed. After this step a Fock matrix is generated and
diagonalized. This cycle keeps going until it reaches a solution for the
variational problem, i.e the energy is stationary and the molecular or-
bitals do not change.
2.3.2 Koopmans’ theorem
Given a system with N -electrons, a single determinant (|NΨ0〉) is con-
structed using Hartree-Fock theory, with occupied and virtual (unoc-
cupied) spin-orbital energies (a and r). Koopmans’ theorem equates
the energy of the HOMO (highest occupied molecular orbital) with the
negative of the ionization potential. This procedure removes an electron
from χa and equates the electron affinity for (N+1) electron single deter-
minant |N+1Ψr〉, that has identical spin-orbitals, by adding an electron
to a spin-orbital χr. This theorem provides insight into approximate
ionization potentials and electron affinities. There is a small error as-
sociated for not allowing the orbitals to relax for |N−1Ψr〉 or |N+1Ψr〉.
Generally Koopmans’ theorem provides reasonable results for ionization
potentials, although the affinities calculated are not usually accurate.
2.3.3 Slater-Condon rules
The Slater-Condon rules were developed to represent one and two body
operators that span over the wavefunctions when using Slater determi-
nants and orthonormal orbitals. These rules are used in deriving any
methods that solve the Schrödinger’s equation using Slater determi-
nants.
In the end of 1929 John Slater derived expressions for diagonal matrix
elements of approximate Hamiltionians and in 1930, Condon used these
expressions and extended them to non-diagonal terms. Since the Hamil-
tonian operator consists of a sum of the one and two-electron operators,
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if two determinants differ by more than two molecular orbitals, there is
always at least one overlap that is zero. This important finding means
that when analysing a CI (described later) matrix, the terms will only
be non-zero if two determinants differ by zero, one or two molecular
orbitals.
2.3.4 Restricted and unrestricted Hartree-Fock
So far, there are no restrictions to the construction of the molecular or-
bitals used to build a wavefunction. The restricted Hartree-Fock (RHF)
wavefunction, restricts the spatial part of the orbitals to be the same for
each spin, where the system corresponds to a closed-shell system with
all orbitals doubly occupied.
UHF allows different spatial orbitals for each electron of either spin type.
The restricted approach applies constraints on the variation parameters,
so the final energy calculated by each method is usually different. UHF
has always the same or lower energy than ROHF approach, for example
the case where an unpaired electron has α spin and it will interact
differently with other α and β spins, so the optimum α and β orbitals
will be different. One disadvantage of the UHF approach is the fact
that it is not an eigenfunction of the S 2 operator, so it has contributions
from higher lying spins (quartet, sextet, octet). These contributions are
considered non-physical and affect the result, so this spin contamination
is always a key factor to take into account when performing calculations
on open-shell systems using UHF. Figure 2.4 summarizes what has been
discussed.
2.4 Basis sets
2.4.1 Slater basis set
Basis sets are fundamentally important for computational chemistry.
They will influence any result of a computational calculation. The HF
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Figure 2.4: Differences between RHF, ROHF and UHF.
molecular orbitals are expanded in a basis (i.e. as a linear combination of
atomic orbitals (LCAOs)). A basis expansion of each molecular orbital





In Equation 2.18, Φi corresponds to the i-th molecular orbital and Cµi
to the coefficient of the linear combination that is determined by the
SCF procedure explained in the previous section. χµ is the µ-th atomic
orbital and n the number of atomic orbitals (basis functions). A selec-
tion of basis sets is based on different factors. One of the first choices
for basis sets, was to use Slater orbitals. Unfortunately, the Slater func-
tions are not very easy to implement in molecular orbital calculations,
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Equation 2.19. This is due to some mathematical difficulties, particu-
larly when the atomic orbitals are centred on different atoms. Slater
basis functions have a lot of advantages, for example they are able to
describe radial behaviour more accurately as shown in Figure 2.5.
ΦSlater = xaybzce(−αr) (2.19)
2.4.2 Gaussian type orbitals (GTO)
It is common in ab initio calculations to substitute Slater orbitals for
Gaussians. GTOs were introduced to overcome the intractability of
Slater basis sets. A Gaussian function is shown in Equation 2.20.
ΦGaussian = xaybzce(−αr
2) (2.20)
The most flexible way to use Gaussian functions in molecular orbital
calculations is to allow the coefficients and exponents to vary during the
calculation. GTOs can be combined to resemble a Slater orbital; there-
fore more GTOs are needed to describe molecular properties than STOs.
The following example (Equations 2.21 and 2.22) compare the 1s Slater















Contracted basis sets use their coefficients in a smart way, making them
larger for the outer-shell electrons that are more chemically important.
The coefficients of the inner-shell electrons do not vary a lot, when
considering the chemical bonding, these are not very important. This
concept is explained in Figure 2.5.
Two different 1s Gaussian type orbital can combine and form linear
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combinations of Gaussian orbitals (Figure 2.5).
Figure 2.5: Comparison of 1s Slater type orbital and Gaussian expansions. The ab-
scissa shows the distance from the nucleus. Adapted from: "Introduction to Com-
putational Chemistry", Jensen, 2nd edition 2007, Pag. 194.
As the number of Gaussians increases, the end of convergent series are
closer and closer to Slater type orbitals.
2.4.3 Minimal basis set
A minimal basis set refers to a representation that contains the mini-
mum number of basis functions to describe a given system. This kind
of basis set results from all the inner shell and the valence orbitals in
the corresponding atoms. When analysing a molecule like water there
are the following orbitals: one 1s of oxygen, two 1s for hydrogen, 2s of
oxygen and three 2p. These summed up are 7AOs, the minimal basis set
for this molecule would be seven functions. It was found that at least
three Gaussians are required to represent each Slater orbital and thus
the basic functions of STO-3G are the minimum that should be used in
a calculation of an ab initio method. A wrong choice of basis set can
lead to results that are too far away from the "real answer" as shown in
Figure 2.6.
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Figure 2.6: Hartree-Fock using different basis sets.
2.4.4 Beyond the minimal basis set
The problems that rise from using minimal basis set can be solved if more
than one function is used for each electron. A basis set that doubles the
number of functions in the minimal basis set can be described as a double
zeta basis. An alternative approach to the double zeta basis is to double
the number of functions used to describe just the valence electrons, keep-
ing only one function to describe the inner layers of atoms (atoms of the
core). The notation used for this type of method (split valence double
zeta basis set) is expressed for example by: 3-21G [15, 16, 17, 18, 19, 20].
This is the first basis set in a series that starts from three contracted core
functions. The valence electrons are also represented by three Gaus-
sians: two of them are contracted, combined with fixed coefficients.
This method may be applied in the following examples: 3-21G, 4-31G
[21, 22, 23, 24] and 6-31G [21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. When
comparing a carbon atom using a 3-21G basis set and 6-31G the first
basis set would have primitive functions of 6s3p which contract to 3s2p,
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while using 6-31G it has 10s4p which contracts to 3s2p. This is the most
important property of this kind of basis set and is called the degree of
contraction.
Another type of basis set that is used extensively throughout this thesis
is Dunning and co workers [31] cc-pVDZ, cc-pVTZ, cc-pVQZ, etc. The
cc in the acronym means correlation consistent. The p stands for polar-
ization which is a subject that is going to be discussed in the following
subsection. The "real chemistry" or the chemical changes in any studied
system are due to changes in the outer shell (valence electrons). Corre-
lation consistent basis sets are very accurate dealing with the behaviour
of outer electrons. They offer a different contraction compared to Pople
since any given atom has a specific set of CGTOs but uses different
coefficients. Combining a full set of basis functions, known as PGTOs
(primitive GTOs), into CGTOs can be performed differently depending





Pople bases use segmented contraction, which means one basis function
is not used in another function.
Another commonly used basis sets across this thesis are atomic natural
orbitals (ANO). Natural orbitals are very important in computational
chemistry since they diagonalize the density matrix of the system and
determine the occupation of each orbital, so these are used in CASSCF
calculations discussed later. Natural orbitals are formed from initial cor-
related calculations of the free atoms. The idea is that when correlated
methods are used the occupation varies from zero (empty orbital), to
two (fully occupied orbital). Metals can sometimes be problematic due
to the high number of electrons and difficulty establishing adequate elec-
tron correlation. Even though most of these are core electrons, the com-
putational cost is very demanding if one decides to use Pople or Dun-
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ning basis sets. Core correlation is not defined by default in every basis
set, neither are relativistic effects. In Chapter 5, cc-pwCVTZ (polarised
weighted core correlation) [32] [33] is used to perform calculations on
transition metal monocarbonyls and the effects of having core correla-
tion are compared to calculate ground state properties.
2.4.5 Effective core potentials (ECPs)
A solution to deal with the very high computational cost of all-electron
basis sets are effective core potentials. Two examples of ECP basis sets
are LANL2DZ [34] and SDD [35]. These were fundamental for my the-
sis, especially in Chapter 7 where it was used for transition metal com-
plexes like Cr(CO)5 and Mn(CO)5. The name effective core potential
comes from the fact that the core electrons are replaced by a potential
and only the valence electrons are treated explicitly in the calculations.
For example Cr(CO)5 and Mn(CO)5 on Chapter 7, the 1s22s22p6 in-
ner orbitals have a potential describing them. The computational cost
is decreased and there is as well an efficient treatment of relativistic
effects of core electrons. The treatment of ab initio effective core po-
tentials derives from all-electron relativistic calculations and are usually
calibrated against them for comparison. In this thesis only transition
metals are treated with ECPs. The problem of dealing with these is
how to evaluate the number of core electrons that should be considered
in the calculation, so "small-core" and "large-core" ECPs are available
for a variety of elements.
2.4.6 Polarization and diffuse functions
Increasing the number of radial basis functions (triple zeta, quadruple
zeta, etc..), does not necessarily improve the model. It is advisable also
to include polarization functions. This can be highlighted for example in
the case of hydrogen. This single atom is spherical, but the presence of
an external electrical field causes a distortion. This can add some addi-
tional flexibility, considering the basis set, effectively allowing molecular
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orbitals involving the hydrogen atoms to be more asymmetric about the
hydrogen nucleus.
Polarization functions have a higher angular momentum, corresponding
to p orbitals for hydrogen, d orbitals for the elements of the first and
second row and f for transition metals for example. The use of polar-
ization functions is indicated by an (*) in Pople sets.
The deficiency in the basis functions described so far corresponds to their
inability to describe species such as anions and molecules that contain
pairs of unshared electrons, which have a significant amount of electronic
density away from the nuclei. This failure is due to the amplitudes of
the Gaussian basis functions and do not represent an area quite distant
from the core. To solve this deficiency of small exponents for the GTOs,
diffuse functions can be added to the basis set . These basis set are de-
fined by a "+", so 3-21+G(*) contains an addition of orbital s and p
diffuse Gaussian functions. The symbol "++" indicates that the diffuse
functions are included in the hydrogen and heavy atoms. An example of
such basis set is: 6-311G++G (3df, 3dp). For Dunning basis sets, as it
has been mentioned before, the presence of a lower capital p represents
the presence of polarization in the fundamental definition of the basis.
2.5 Electron correlation
So far, through this chapter electron correlation has not been discussed
and it is an important part of describing any chemical system. Electron
correlation can be divided into dynamic correlation and static correla-
tion: dynamic correlation is the instantaneous correlation of movement
of electrons, while static correlation is more permanent, it manifests
when more than one determinant is needed to describe the same state,
(for example an open-shell system that needs to be described by two dif-
ferent determinants). When this happens, Hartree-Fock is qualitatively
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wrong, because it only uses a single determinant. Electron correlation
is defined as (Ecorr=Etotal-EHF ).
2.6 Configuration interaction theory (CI)
Configuration interaction was one of the first theories that started us-
ing more than one determinant to define a state of a system. As it was
mentioned before, Hartree-Fock has limitations and while it is successful
in some areas, it can be remarkably wrong in others, so robust methods
like configuration interaction were formulated afterwards. In CI theory,
the trial wavefunction used is formulated as a linear combination of de-
terminants with the expansion coefficients determined by the minimal of
energy of the system. The wavefunction is constructed by the summa-






This method is one of the oldest and straightforward concepts and like
Hartree-Fock it is based on the variational principle. In most cases
CI theory is used for ground state calculations but there are also ap-
proximations to the excited states, obtaining different values for the cI
coefficients. The Slater determinants ΨI are obtained by the replace-
ment of occupied spin-orbitals with virtual. When calculating excited
states, two approaches are followed: wavefunction and response meth-
ods. These are going to be discussed in more detail in the following
sections. For example, CIS (configuration interaction singles) is the
simplest wavefunction method. It describes and represents the excited
states that are mainly dominated by single excitations from the ground
state. The big problem with this method is that it neglects the effects
of dynamic correlation so it is not always a very accurate one. This is
due to Brillouin’s theorem, that states that singly excited states do not
interact with the ground state, so the corresponding matrix element of
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the Hamiltonian is zero, (Equation 2.25).
HˆGE = 〈ΨHF |Hˆ|ΨS〉 = 0 (2.25)
In Equation 2.26, the subscripts S,D,T, etc, show determinants that are
singly, doubly, triply, etc, excited relative to the Hartree-Fock configu-
ration.














This is an example of a constrained optimization. The energy should






− λ (〈ΨCI |ΨCI〉 − 1) (2.27)
λ is the Lagrange multiplier. The configuration interaction equation is
solved variationally, so it can be transformed into a set of CI secular
equations.
The terms included in the CI expansion may include specific CSFs or
Slater determinants. CSFs (configuration state functions) refer to a lin-
ear combination of determinants that are an eigenfunction of two oper-
ators: Sˆ2 and Sˆz. CSFs, also belong to an irreducible representation of
the symmetry point group of the Hamiltonian. In theory using either
approach should lead to the same results, even though using CSFs could
be more efficient for a wavefunction that transforms itself according to
the irreducible representations. Figure 2.7 describes the formation of
singlet and triplet CSFs. As it can be seen both determinants have an
S z value equal to zero. The difference (left diagram) and the sum (right
diagram) of these two determinants describe a singlet state and the S z=0
component of a triplet state.
Since the CI equations are solved variationally adding new functions
43
Figure 2.7: Using Slater determinants to construct CSFs.
will either maintain or lower the energy of the system. The configura-
tion interaction approach can be problematic, because the convergence
of the CI expansion is very slow, so the number of determinants to
include should be very well-balanced before the start of any calcula-
tion. The general opinion in computational chemistry seems to think
that multiple excitations tend to be less and less important. Using up
to quadruple excitations, in the case of H2O with a minimal basis set,
the number of determinants will be very large (25000) and will obtain
around 99% of the correlation. If only single and double excitations are
used (CISD), 94% of the correlation can be obtained which is usually
enough to describe accurately the system and uses only 360 determi-
nants, so the computational cost is much smaller. This is one example,
for a very simple molecule but shows why CISD is one of the most pop-
ular approaches when using CI theory, because it provides a balanced
approach of correlation energy and system accuracy. The problem some-
times arises from the fact that not all excitations are equally important.
Lower excitations usually dominate the ground state. When performing
calculations and including all excitations would represent a exact full CI
calculation, which is not possible for practical applications.
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2.6.1 Natural Orbitals (NO)
Using CI theory, the optimal convergence is achieved when using a basis
set of natural orbitals (NO). The spin-orbitals are formed from these
















)Φj(1), Dij = D
∗
ji (2.28)
The summation on Equation 2.28 runs over all the spin-orbitals and the
diagonalization of the matrix D, formulates the density matrix expressed













This way the inclusion of only the most important contributions of the
Φi creates a computationally compact wavefunction.
2.6.2 Size consistency
Size consistency refers to the extrapolation of properties with increasing
size of the system, for example energy. The increasing number of atoms
in a system will be proportional to the energy, otherwise the system is
said not to be size consistent. Size consistency is a problem that affects
CI theory and may have an important effect on the applicability of the
method. One example of this effect can be explained by comparing two
H2 molecules, one calculation where the two H2 are separated (by a few
Å) and another where they are far apart (non-interacting). Considering
configuration interaction doubles (CID) and states described by Ψ1 and
Ψ2, Equation 2.30 follows:
ΨCID(2H2)closetogether = (ΨHF + tΨ
22¯
11¯) ∗ (ΨHF + tΨ22¯11¯) (2.30)
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For both equations t represents the amplitudes and Ψ22¯11¯ the excited elec-
trons from bonding to antibonding orbitals. In the Equation 2.30, the
molecules close together, quadruple excitations are included for calculat-
ing the wavefunction, while the molecules that are far apart (Equation
2.31), the quadruple excitations are not included. Since CI is not size
consistent some care must be taken when performing calculations on a
large scale and thought must be put in the extrapolation of the proper-
ties of the system.
2.7 Monte-Carlo configuration interaction (MCCI)
Monte-Carlo methods are computational techniques that use intelligent
algorithms for sampling and obtaining numerical results. They are used
across a variety of fields that range from chemistry, physics to mathe-
matics. These are used in numerical integration and optimisation using
a probability of distribution.
Monte-Carlo theory is used in physics, for example for simulation pur-
poses in areas such as fluids, interacting particles systems or any phe-
nomena with a probability or uncertainty associated with it. Monte-
Carlo methods can vary but they usually follow the same particular
trend:
• Define a particular set of possible inputs.
• These inputs are generated randomly using probabilities over a cer-
tain domain.
• After having been selected, a deterministic computation is per-
formed.
In chemistry Monte-Carlo theory has been applied to many-body prob-
lems and has been optimised for parallel computing which makes it
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very fast to use for performing calculations [36]. MCCI is a stochastic
method that aims to approximate a full CI wavefunction using a compli-
cated algorithm to discard and keep randomly generated configurations,
obtaining very compact variational CI wavefunctions. Configuration in-
teraction is the basis of this Monte-Carlo approach that tries to obtain
an optimised wavefunction, using independent samples of the expansion
space. The threshold is set up by the researcher, that has to use his/her
chemical intuition to know how much the wavefunction can/needs to be
improved and to know how to balance the computational resources by
choosing an adequate basis set. The Monte-Carlo CI method relies on
two different observations. The first one is based on the fact that from
all the many configurations generated in a full CI calculation only a few
are relevant to lower the total energy or to improve the wavefunction
for the lowest eigenstates. After the CI vector is generated, it will only
interact with the configurations that come from single and double sub-
stitutions. These configurations are relative to the components of the
generated trial wavefunction when using orthogonal orbitals (see Figure
2.8).
Figure 2.8: The Full CI space partitioned into the different spaces.
47
MCCI uses a diagonalization step that is the core of all CI calculations.
It starts by randomly generating single and double excitation for the
reference trial vector. After this step, it is an eigenvector/eigenstate
problem, that can be solved. The components of the generated vector
need to be analysed by the program and decide wether they should be
discarded or not. This procedure is repeated until the threshold set up
for the energy and the length of the CI vector is satisfied. The use of
MCCI is simplified by the fact the initial guest can be for example a
Hartree-Fock wavefunction. Higher spins can be used as well and so
the method and the application is very robust and can be used in a
large variety of systems. The applications of MCCI have been increasing
the past few years with a range of studies that go from dissociative
potentials, to electric multipole moments, or arbitrary excited electronic
states [37, 38, 39, 40, 41, 42, 43, 44]. More of these properties will be
discussed in Chapter 5 and 6.
2.8 Coupled-cluster theory (CC)
One alternative to CI wavefunctions is coupled-cluster theory. It is size
extensive and uses a different multiplicative behaviour compared to CI.
The wavefunction can be written as,
ΨCC = e
TˆΨHF (2.32)
Equation 2.32 is challenging to solve since one needs to find an operator
Tˆ in such a way that the operator e Tˆ , needs to be the ideal solution
for Schrödinger’s equation. This operator is considered an ansatz, which
means is an "educated guess" to solve Schrödinger’s equation. The clus-
ter operator is defined as:
Tˆ = Tˆ1 + Tˆ2 + Tˆ3 + ...+ Tˆn (2.33)
In Equation 2.33, n is the total number of electrons and the different Tˆ
operators generate all possible combinations of determinants as in CI.
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The symbols a,b,..., are spin-orbitals from the reference state while
p,q,r,s,..., correspond to virtual spinorbitals. t represents the ampli-
tudes and this is the main goal for any coupled-cluster calculation.
Another important property of coupled-cluster methods is the fact that
the method is size consistent: meaning that for an infinite distance be-
tween molecules A and B, both ΨA and ΨB can be expressed in the form
of the product of the wavefunctions for A and B.
2.8.1 Connections in CI theory and CC theory
There is an obvious relationship between CI theory and coupled-cluster
as shown in Equation 2.36.
eTˆΨHF = [1 + (Tˆ1 + Tˆ2 + Tˆ3 + ...) +
1
2
(Tˆ1 + Tˆ2 + Tˆ3 + ...)
2 + ...]ΨHF
= (1 + Cˆ1 + Cˆ2 + Cˆ3 + ...)ΨHF (2.36)




















Considering for example Cˆ4, the 12!Tˆ
2
2 contains very important determi-
nants to describe the wavefunction accurately.
For configuration interaction, considering all the possible excited con-
figurations that are generated using the HF determinant, a full config-
uration is formed (FCI). A calculation like this would usually be too
demanding computationally, so certain truncations to the method are
performed as shown in Equation 2.33. When expanding Equation 2.33
if it was truncated to (1 + Tˆ2) would be defined as CID, configuration
interaction of double excitations. If Tˆ 21 and Tˆ2 operators were chosen it




















Tˆ 41 ) + ... (2.37)
it is possible to generate all the determinants that are needed in CIS-
DTQ. A Taylor expansion can be used as a way to divide the contri-
butions of each excitation type. One of the main problems of using for
example CISD is the lack of the term Tˆ 22 , so this is the main reason
why this method is not size extensive. As the system size increases this
term becomes more important. CCSD has not only the same connected
terms as CISD, but also has disconnected terms allowing it to be size
extensive. A connected term is for example Tˆ4, that corresponds to four
electrons interacting simultaneously, while a disconnected term, for ex-
ample Tˆ 22 , corresponds to non-interacting pairs of interacting electrons.









〈(1 + Tˆ + 12Tˆ 2... 1N !TˆN)ΨHF |Hˆ|(1 + Tˆ + 12Tˆ 2... 1N !TˆN)ΨHF 〉
〈(1 + Tˆ + 12Tˆ 2... 1N !TˆN)ΨHF |(1 + Tˆ + 12Tˆ 2... 1N !TˆN)ΨHF 〉
(2.39)
when expanding the numerator and denominator leads to terms that do
not vanish and create a very computationally demanding set of equations
that can only be solved for small systems. Trying to solve the coupled-
cluster equations the same way as CI theory is not feasible. Projecting
the coupled-cluster Schrödinger equation in the reference function ΨHF
and integrating:
〈ΨHF |HˆeTˆ |Ψ0〉 = ECC〈ΨHF |eTˆΨ0〉 = ECC〈(1 + Tˆ1 + Tˆ2 + ...)ΨHF 〉
(2.40)
Leads to:
ECC = 〈ΨHF |HˆeTˆ |ΨHF 〉 (2.41)
Equation 2.41 represents the standard formulation of the coupled-cluster
equation which can be solved.
2.8.2 Truncation of coupled-cluster methods
Until now the description of coupled-cluster has been towards the exact
solution, meaning using all the cluster operators until TˆN . Using this
approach, all the possible determinants are generated and this wave-
function is exactly the same as a full CI. As mentioned before, a full
CI calculation is too demanding and can only be performed for small
systems, and therefore the cluster operator must be truncated at some
designated excitation level. When truncating the operator Tˆ , some of
the amplitudes in the equations will become zero, so the final calculated
amplitudes will not be exact anymore. A very widely used method when
thinking of coupled-cluster is CCSD. It offers a balanced way to describe






















2.8.3 Møller Plesset perturbation theory
In Møller Plesset perturbation theory Hˆ(0) is the sum of the Hartree-










Equation 2.44 shows the summation over the occupied spin-orbitals in
the Hartree-Fock wavefunction. The sum of Fock operators counts the
electron-electron repulsion twice and the operator associated with this
difference is called fluctuation potential (Equation 2.45).










〈gij〉 = Vˆee − 2〈Vˆee〉 (2.45)
When calculating the mean value of the Hamiltonian, using Hartree-
Fock, the sum of zeroth order energies is:
∑
i i and the first-order cor-
rection is: 〈ΨHF |Hˆ(1)|ΨHF 〉:




i) + 〈ΨHF |Hˆ(1)|ΨHF 〉 (2.46)
Note that Equation 2.46 is first-order corrected. Hartree-Fock is first
order corrected due to Brillouin’s theorem, electron correlation is calcu-
lated starting at second order corrections.
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Different truncations to the energy can be made and the second order is
the most used, it is known as MP2, but higher orders exist (MP3, MP4,







i + j − k − l (2.47)
2.9 Multiconfigurational self-consistent field method
(MC SCF)
When using configuration interaction, sometimes it is clear that one
needs to use more than one determinant to describe the system accu-
rately. More contributions to the wavefunction are necessary, so the
CI expansion needs to be balanced adequately. One example where this
kind of approach plays a role is for example, on open-shell systems when
different states are important for the ground state. Other systems where
these kind of methods are important are: when a bond is being broken,
or the opposite, a bond is being formed, several determinants have to be
considered for constructing the wavefunction. The determinants for the
construction of the wavefunction also have similar weights and should
all be included. This part is tricky since it is up to the researcher to
use his/her chemical intuition to decide what determinants to include in
order not to make the calculation too demanding. Each of the determi-
nants is built from molecular spin-orbitals which cannot be fixed. The





Equation 2.48 differs from the previous CI equation where the d rep-
resents variational coefficients and ΦI individual Slater determinants or
CSFs. In the classical MC SCF approach:
1. The CI expansion needs to be finite, the Slater determinants and
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orbitals are calculated using an initial guess.
2. Optimisation of coefficients in CI expansion.
3. Then, LCAO coefficients are varied in the orbitals and this way
obtain the optimum molecular orbitals for that CI expansion.
4. If convergence is not reached you have to return to step 1.
2.9.1 Complete active space self-consistent field (CASSCF)
A widely used case of the MC SCF method is CASSCF [45] [46] [47].
For CASSCF the orbitals are divided in virtual, inactive and active.
The active space always depends on the system studied. CASSCF is the
main MC SCF wavefunction method used for geometry optimisations,
because it allows the gradient and second derivatives to be computed
analytically. The procedure to do a CAS calculation can be very tricky
so one has to use chemical intuition to build an active space successfully.
For the active space all the possible excitations and occupancies (0 to 2
electrons) are considered. This way all the determinants from the MC
SCF expansion are considered with all excitations within the active space
and size consistency is achieved. Since the results do not depend on any
linear transformation of the molecular spin orbitals, it makes the result
invariant regarding the localization of the molecular orbitals. The only
limitation is the basis set, that depends on the size of the system.
Figure 2.9 summarizes what has been being discussed.
CASSCF has numerous advantages over other methods:
• All the regions on the potential energy surface are treated in a
balanced way.
• Any number of electronic states can be treated.
• It is a multiconfigurational method, meaning that it can treat all
the possible electronic configurations of the orbitals of the system.
• It is one of the best methods to describe conical intersections.
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Figure 2.9: CASSCF - Scheme how orbitals are divided for a calculation.
Although this multiconfigurational method has numerous advantages, it
also has a few disadvantages:
• It is not a black-box.
• It cannot include all the orbitals in the active space, except for very
small molecules.
• It is very expensive for large active spaces.
CASSCF has been widely used due to its robustness to describe a lot of
system properties even though it can be very difficult to set up and the
region of full CI is limited due to computational resources.
CASSCF can be used to calculate conical intersections. As it was men-
tioned in the beginning of this chapter, rich photochemical reactions
are very important to research, because they can help the scientists to
understand phenomena that happen when molecules are irradiated with
light.
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2.9.2 Restricted active space self-consistent field (RASSCF)
An extension of the complete active space self-consistent field is the re-
stricted active space self-consistent field (RASSCF). In this method the
active orbitals are partitioned into three different sub-spaces: RAS1,
RAS2 and RAS3. RAS2 is equivalent to CASSCF where a full CI cal-
culation is performed. RAS1 and RAS3 have restrictions, RAS1 has a
maximum number of holes allowed and in RAS3 a maximum number
of electrons. As it happens for CASSCF there is a core of inactive or-
bitals that make up the wavefunction. The large number of coupling
coefficients present in these calculations create problems in terms of
computational time. This method can be very helpful as it is described
for example is Chapter 4. The limitation of a CASSCF calculation is
around 16 orbitals and 16 electrons, which already produces a very large
number of configurations. RASSCF performs calculations that include
more orbitals and electrons and allows a large space to be chosen with
specific restrictions.
2.9.3 Perturbation approaches to multireference methods
CASSCF is able to recover the static correlation successfully, although
is usually lacking dynamic correlation. One can use perturbation the-
ory to solve this problem. One of the most popular methods nowadays
is CASPT2. This method was proposed by Andersson et al initially [48].
In CASPT2 a multiconfigurational wavefunction generated from a CAS-
SCF calculation is used as the zeroth-order wavefunction, which has a
perturbation approach on top of that. The configuration space can be
divided into four subspaces: V 0, V K , V SD and V TQ.... V 0 is the one-
dimensional space composed by the CAS reference function. V K is the
space spanned by the orthogonal complement to the CAS reference func-
tion. V SD is the space spanned by the single and double replacement
states usually in reference to V 0 and V TQ... gathers the higher excita-
tions not included in the previous ones. This way it allows the inclusion
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of the necessary dynamic correlation that many systems need. Nowa-
days, most of the multireference methods have been limited to second
order perturbation. Analytical gradients are not available yet and geom-
etry optimisation steps are too demanding so, numerical gradients have
to be used instead. Another variant of perturbation theory used on this
thesis (Chapter 5 and 6) is NEVPT2. This variant of multireference per-
turbation theory is very powerful and uses different approximations to
the system. Depending on the computational cost different approaches
to this method can be used (totally uncontracted, strongly contracted
and partially contracted). Another advantage is the fact that it avoids
intruder states in perturbation series i.e avoids large denominators in
the perturbation expansion.
2.10 Density functional theory
Nowadays, methods based on density functional theory that use the
Kohn-Sham formalism are considered a valuable alternative to the tra-
ditional ab initio methods of quantum mechanics. Kohn and Sham tried
to find solutions from first principles of SCF and treat electronic corre-
lation differently from wavefunction techniques. DFT methods can be
applied to large systems, like coordination compounds, inorganic or bi-
ological systems. DFT has been established as a valuable research tool
because it can serve either to validate the conclusions that have been
reached from experiments or to distinguish between possibilities that are
left open. Density functional theory using the Kohn-Sham approach is
considered an improvement over Hartree-Fock theory. The system can
be modelled as a function of the electronic density. The biggest disad-
vantage of DFT is the non-systematic approach to improve the results
towards an exact solution.
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2.11 Hohenberg-Kohn theorem
Hohenberg and Kohn showed that the ground state energy of a multi-
electron, non-degenerate system is determined by its electronic density,
although the functional dependency on the density is not known. Den-
sity functional theory also satisfies the variational principle; the energy
associated for the true electronic density of the system is minimal.
When thinking of a wavefunction for an N -electron system, it depends
on 4N variables, three spatial and one spin dependent for each electron.
The electron density has the same number of variables whatever the size
of the system is 3, while in wavefunction methods the complexity of the
system increases exponentially with the number of electrons. The main
goal of DFT is to find a way to connect a calculated electron density to
an energy.
2.12 Kohn-Sham formalism


























|~r1 − ~r2| dr1dr2 + Exc[ρ] (2.49)
1. The first term corresponds to the kinetic energy of the system, with
the same total electronic density as the actual real system. Ψi are
the spinorbitals.
2. The second term represents the potential energy that comes from
the interaction between electrons and nuclei. The sum are the
charges ZA located at ~RA.
3. The third term shows the classic Coulomb energy of repulsion of
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the electrons with ρ(r) density.
4. The fourth term, the Exc : the exchange-correlation energy of in-
teractions, the effects of correlation and the difference between the
exact kinetic energy and the reference system of the electrons that
do not interact.
The first three terms in this equation are identical to the conventional
ab initio methodologies, although the fourth term, the exchange and
correlation energy needs more attention. The biggest problem in DFT
concerns this term, because there is no analytical formula to solve it.
So in a N -electron system it is necessary to use approximations to solve
this problem.
2.13 Approximate functionals
2.13.1 Local Density Functionals approximation - (LDA)
In practice it is necessary to use approximate expressions of the εxc
term and the search for appropriate functionals for this term is the
biggest challenge of DFT theory. The simplest model proposed that if
the system defined by the electronic density has only small changes,
the LDA approximation (local density approximation) can be used. In
Equation 2.50, εxc is the exchange-correlation of energy per particle of
a uniform electronic cloud. E xc can be deduced by this approximate
expression of εxc. It is assumed that the density of this system can be





2.13.2 Generalized Gradient approximation - (GGA)
Typical molecular systems are generally very different from a uniform
electronic cloud. In fact any real system is spatially non-uniform, so
there is a spatial variation of ρ(r). The GGA methods (generalized gra-
dient approximation) incorporate this idea, promoting that the energy
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of exchange and correlation terms are not only dependent on the density,
but also on the gradient of their density.
The vast majority GGAmethods tend to show a significant improvement
compared with the LDA methods. GGA methods provided more precise
calculations of atomization and activation energies or energy barriers.
Still, such methods have some shortcomings including Van der Waals
interactions. Yet, GGA returns good values for ionic, covalent, metallic
and also hydrogen bonds.
A functional used in Chapter 8 is a recent approach to the general-
ized gradient approximation, B97D [49]. GGA functionals usually have
difficulties when describing long-range electron-correlations, which are
responsible for Van der Waals dispersive forces that are fundamental
to describe interactions between atoms and molecules. The difference
in these functionals relies on the way it is parameterized. It includes
damped atom-pairwise dispersion corrections, C6·R−6. This method is
very good at describing medium to large interatomic distances as shown
in Chapter 8 when comparing B3LYP and B97D geometry optimiza-
tions. This way pairwise dispersions are described allows for a more
real description of large chemical systems.
2.13.3 Meta Generalized Gradient approximation - (M-GGA)
More recently, a new class of functionals based on GGA methods was
developed including additional semi-local information. These methods
are named meta-GGA (M-GGA), depending explicitly on higher orders
of the gradient of density or typically in the kinetic energy, which in-
volves doubled occupied orbitals derived from Kohn-Sham. These meth-
ods represent a significant improvement in the determination of prop-
erties such as atomization energies [50]. However, they are technically
more challenging with many difficulties in terms of numerical stability.
Some M-GGA methods are: BRC[51], VSXC[52] and TPSS[50].
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2.13.4 Hybrid Generalized Gradient approximation - (H-GGA)
Hybrid methods brought several improvements to quantum mechanics,
matching the terms of exchange and correlation of a GGA method and
mixing with a percentage of Hartree-Fock exchange. The hybrid func-
tionals allowed a significant advance for GGA for various molecular prop-
erties. They became a very popular choice in quantum mechanics and
are widely used. Some examples of these type of functionals are: B971
[53], B972 [54], M06 [55] and B3LYP [56, 57, 58, 59].
2.13.5 Hybrid Meta Generalized Gradient approximation -
(HM-GGA)
The last class of DFT functionals are HM-GGA (hybrid meta-GGA).
These represent a new class of density functional, based on a concept
similar to the H-GGA and still developing. The difference is based on
the fact that its development began with M-GGA and GGA. Thus,
these methods depend on the Hartree-Fock exchange, its gradient and
the kinetic energy density. The functionals are constructed using em-
pirical fittings of their parameters. One example of such functional is:
TPSSh [60]. These methods represent an improvement from the previ-
ous formalisms, particularly in the determination of energy barriers and
atomization energies.
2.14 Photochemistry - Excited States
In this section particular aspects that need to be considered when study-
ing electronic excited states are discussed. An understanding of a reac-
tion pathway in electronic excited states allows the researchers to in-
crease and develop their ability to design and control photochemical
reactions.
The study of photochemical mechanisms is a considerable challenge in
computational chemistry. The objective is to get a complete descrip-
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tion of the reaction from the Franck-Condon region to the ground state
product. The dynamic electron correlation (correction for the incorrect
instantaneous repulsion of electrons in occupied orbitals) is fundamental
to obtain precise energies. Figure 2.10 illustrates the electronic states of
a molecule and the transitions between them. The states are arranged
vertically by energy and grouped horizontally by spin multiplicity. Non-
radiative transitions are indicated by squiggly arrows (which some of
them decay to the ground state) and radiative transitions by straight
arrows. The vibrational ground states of each electronic state are indi-
cated with thick lines, the higher vibrational states with thinner lines.
In Table 2.1 the time scales of these phenomena are shown.
Figure 2.10: The Jablonski diagram. Adapted from: "The Handbook of Photo-
chemistry", Montalti M.; Credi A.; Prodi.; Gandolfi M. T., 3rd edition 2006, pag
200.
Transition Time Scale (seconds) Radiative Process
Absorption 10−15 YES
Internal conversion 10−14 - 10−11 NO
Vibrational Relaxation 10−14 - 10−11 NO
Fluorescence 10−9 - 10−7 YES
Intersystem Crossing 10−8 - 10−3 NO
Phosporescence 10−4 - 10−1 YES
Table 2.1: Time scale for the Jablonski diagram.
In Figure 2.11 a photochemical funnel is portrayed. There are two differ-
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ent adiabatic surfaces (ground state and electronic excited state). The
molecule is excited from the ground state, first to the Franck-Condon
region. The Franck-Condon principle states that a molecule can be pro-
moted to an excited state, keeping the same nuclear configuration, since
the electronic excitation is so fast, that the nuclei do not have time to
rearrange. After this excitation, the molecule flows down to M∗, which
is a minimum and it might have enough energy to go through the ener-
getical barrier (activation energy) and reach the transition state (TS).
After this step the system relaxes to the ground state through a conical
intersection (point C) and reaches it with almost 100% efficiency. The
final product is point P or P’, which are stable minima.
Figure 2.11: Illustration of the photochemical funnel effect. Adapted from: "Ideas
of Quantum Chemistry", Lucjan Piela, 1st edition 2007, Pag. 266.
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2.15 Spectroscopy of electronically excited states
Many of the following chapters involve electronic transitions that hap-
pen in transition metal complexes. The electronic spectroscopy of these
can become very complex, depending on what phenomena researchers
want to analyse. When studying electronic excited states, one looks for
ways to measure or describe the population of these states. Doing a
complete analysis of the nature of excited states of any complex can be
a very demanding task, since it involves not only electronic transitions,
but also vibration and rotation.
This thesis is primarily concerned with electronic transitions. A molecule
can absorb a photon or photons of some frequency if this corresponds
to an excitation energy of the system. Specific selection rules command
the way quantum numbers are allowed to change in transitions, while
gross selection rules describe possible transitions based on geometrical
properties of any given molecule, depending on the point group sym-
metry. Regarding specific selection rules, the overall spin state must
not change in molecules that have an inversion centre (i), the transition
must involve a change in parity, which is also known as the Laporte
rule. One important conclusion of this rule is that transitions between
orbitals with the same angular momentum are not allowed. The elec-
tronic spectra of transition metals can be very demanding to resolve due
to the high number of electronic states available. Gross selection rules
show that depending on the symmetry of the molecules d-d transitions
may not be entirely forbidden, although they are usually very weak.
Regarding different type of transitions discussed previously, the most
common ones for metals are: ligand-to-metal charge transfer (LMCT),
metal-to-ligand charge transfer (MLCT) and ligand field transitions (d-
d) (LF).
Another important property to be described is the polarizability of a



























The isotropic polarizability of a molecule is the averaged sum of these
three contributions on the different axes. E(0)0 - E
(0)
i measures the differ-
ence in every electronic states of the system. The further away electrons
are from nuclei the higher value of polarizability they will generally have.
As it was shown before, in the basis set section, large molecules should be
studied with polarization functions to help describe these effects. The
oscillator strength, f as shown in Equation 2.54, reflects the probability






νif |~µif |2 (2.54)
νif is the frequency associated to this transition and the oscillator strength









The Kuhn-Thomas rule states that the sum over the oscillator strengths
is equal to the number of valence electrons.
2.16 Response and propagator methods
The Hˆ (Hamiltonian) can be time-dependent (if the energy changes
with time for the interacting system) or time-independent (the energy
is conserved, an isolated system). Equation 2.56 is the time-dependent
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Schrödinger equation, for example for a molecule in a time-dependent




= HˆΨ(x, t) (2.56)
Depending on the nature of this field, different properties can be cal-
culated. More aspects about this technique will be discussed in one
of the next subsections (coupled-cluster response) and its applications
to molecular systems. The focus here is on excited electronic states,
where a time-dependent electric field is the perturbation. The effect of
an electromagnetic field allows spectroscopic transitions to occur be-




Ψ(x, t0 + dτ) = Ψ(x, t0)− i~HˆΨdτ
In the above flow chart by knowing the value of a wavefunction Ψ at a
given time, it allows us to compute HˆΨ (x,t0). After this step, using the
equation written before, it is possible to advance to the next step. So, if
the wavefunction at a certain time (t0) is known, the calculation of the
function at an infinitesimal time later is possible (t=t0+dτ ). Normally,
for a molecule to interact with an electromagnetic field it needs to ab-
sorb or emit a photon and must possess, at least transiently, a dipole
oscillating at that frequency. The Hamiltonian in a perturbed system
can be divided in:
Hˆ = Hˆ(0) + Hˆ(1) (2.57)
Hˆ(0) represents the time-independent Hamiltonian. Hˆ(1) shows the in-
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crement represented by the time-dependent perturbation. The pertur-
bation is generated from the effect of an oscillating electric field with an
electrical dipole (for example the z-direction), so:
Hˆ(1) = −µzcos(ωt) (2.58)
ω is the frequency of the field and  corresponds to its amplitude.
The rate of change of population of the state Ψf considering the transi-
tions from state Ψi (wi←f) is equal to:
wi←f ∝ |Hˆ(1)fi |2 (2.59)
wi←f ∝ |~µfi|22 (2.60)




The transition dipole moment is defined by a transition between an
initial state i, and a final state f, and corresponds to the electric dipole
moment associated with this transition. This usually includes the phase
factors associated with the two states, but these are not observable.
Propagator methods are used throughout this thesis to calculate elec-
tronic excited states. A propagator defines the probability amplitude
that a particle at some point (~r1), at some time (t1), will move to a
different point (~r2) at a time (t2) later. A propagator 〈〈~r;~r 〉〉ω corre-
sponds to the polarizability (αif) and when acting on two states i and





ω − Ef + Ei −
|〈Ψi|~r |Ψf〉|2
ω + Ef − Ei (2.62)
In Equation 2.62, when the frequency ω is equal to the energy difference
between states i and f, then a pole will be present. The propagator
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relates this to excitation energies E i and Ef . In the numerator (residue),
transition moments between state i and f are determined.
2.16.1 Time-dependent density functional theory (TD-DFT)
Density functional theory is not a wavefunction method, making the de-
scription of excited states with the same symmetry as the ground state
problematic. Excited state properties, however, can be calculated by
time-dependent DFT (linear response) methods, since the excited state
is never explicitly needed. These type of methods allow for example the
calculation of excitation energies and transition moments, as well as gra-
dients of the excited surface, allowing the excited states to be optimised.
The most important theorem for time-dependent DFT, Runge-Gross,
states that there is a one-to-one correspondence between the external
(time-dependent) potential, νext(~r,t), and the electronic one-body den-
sity, ρ(~r,t), for many-body systems evolving from a fixed initial state Ψ0.
The density ρ(~r,t) is the probability (normalized to the particle number
N ) of finding any one electron, of any spin σ, at position ~r is:






d3 ~RN |Ψ(~rσ, ~r2σ2...~rNσN,t)|2 (2.63)


















νKS is decomposed into three terms:
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|~r − ~r ′|+νXC [n; Ψ0, φ0] (~r, t)
(2.66)
νext[n;Ψ0](~r,t) corresponds to the external time-dependent field. The
second term on the right-hand side of the equation is the time-dependent
Hartree potential, describing the interaction of classical electronic charge
distributions. The last term refers to the exchange-correlation potential.
Considering time-dependent DFT for a system with initial state (i), then
the external potential that produced this density can be identified. The
electronic density is a function of three spatial variables and time. It
determines all the properties of the interacting many-electron system.
Time-dependent DFT is usually more successful for low-energy excita-
tions.
TD-B3LYP and TD-CAM-B3LYP are used throughout this thesis for
electronic excited state calculations. CAM-B3LYP uses the coulomb-
attenuation method and has advantages over the hybrid method because
it accounts for long-range corrections [61] [62]. CAM-B3LYP is more
suited to describe charge transfers than TD-B3LYP due to these correc-
tions. It has the same ground state properties of B3LYP, but changes
the ratio of Hartree-Fock and B88 exchange. More B88 exchange is used
for short distances and Hartree-Fock exchange for longer distances.
2.16.2 Coupled-Cluster response
Coupled-cluster response theory assumes that there is a weak pertur-
bation to the Hamiltonian (e.g an electrical field), meaning that the
solution can be written in terms of the eigenstates of the unperturbed
system. Coupled-cluster response has many similarities to Møller Ples-
set theory, although it is a true many-body method.
Recently, two response methods were developed and have been imple-
mented widely in the next chapters: CC2 [63] and CC3 [64]. CC2 was
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derived from CCSD by using the doubles contribution arising from the
lowest (non-zero) order in perturbation theory. This perturbation is de-
fined the same as in Møller-Plesset theory (true electron-electron poten-
tial minus twice the average repulsion). By using this idea it is possible
to consider CC2 very similar to MP2 with the feature of orbital re-
laxation arising from the singles. Although, an approximation to the
doubles has been done for CC2 it is not a complete solution for the sin-
gles and doubles space as CCSD is, and does not include all terms to
infinite order. CC2 is as accurate as the MP2 energy for ground state
energies. CC3 can be directly compared to the CCSDT (full coupled-
cluster singles, doubles and triples), where the triples contribution is
approximated by the expression resulting from the lowest order in per-
turbation theory. CC2 and CC3 result from the same philosophy in the
way they approximate the CCSD and CCSDT models. CC3 is as accu-
rate as CCSD(T) for the ground state. CCSD(T) differs from the full
CCSDT as it consists of a perturbative (non-iterative) correction to the
CCSD energy. Dynamic molecular properties, energies and transition
moments can be obtained by these methods. Crucially CC2 and CC3
response allow the calculation of excited states. By using these models
among the hierarchy of coupled-cluster there is a relation as follows for
the general accuracy of excited states:
HF<<CC2<CCSD<CC3<CCSDT
CCS(N 4), CC2(N 5), CCSD(N 6), CC3(N 7), CCSDT(N 8), etc. The com-
putational scaling increases with each step. In Figure 2.12 a graphical
description of the computational cost/accuracy is provided, more accu-
rate solutions further to the top right.
2.17 Equation of motion Coupled-cluster (EOM-CC)
Coupled-cluster is usually added to calculate ground state energies, but
it is also possible to use it for excited states using EOM-CC (equation of
motion coupled-cluster) [65]. While a fundamental different theoretical
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Figure 2.12: Methods and basis set accuracy, and computational cost.
approach to LR-CC, EOM-CC has been shown to give the same excita-
tion energies as LR-CC.
Before writing the EOM-CC equations a sequence of transformations
are performed on the wave operator e Tˆ :
e−T HˆΨ = Ee−TˆΨ (2.67)
e−Tˆ HˆeTˆe−TˆΨ = Ee−TˆΨ (2.68)
doing a similarity transformation on the Hamiltonian:
HˆmodΨmod = EΨmod (2.69)
there is no change in energy and: Hˆmod=e−Tˆ HˆeTˆ and Ψmod=e−TˆΨ.
EOM-CC is formulated by using the ground state equation used for
coupled-cluster and adding an operator (Uˆk) to excite the system to
an upper level. Uˆk in Equation 2.70 is defined as "EOM-CC Ansatz"
meaning that it is an educated guess that will be confirmed later.
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Ψk = UˆkΨHF (2.70)
This operator will change the coefficients in front of the configurations.
These type of operators are not linear with respect to excitations. For
the case of single and double excitations (EOM-CCSD) there is a Tˆ for
the sum of single and double excitations:
Tˆ = Tˆ1 + Tˆ2 (2.71)
and
Uˆk = Uˆk,0 + Uˆk,1 + Uˆk,2 (2.72)
To exemplify the task of Uˆk,0 is to make a change on the coefficient in
front of the function Ψ0 to the one appropriate for |K 〉. In this case the
operators are different from coupled-cluster:











this method excites the operators with t amplitudes (different from
coupled-cluster t amplitudes). These amplitudes are the main focus of
the EOM-CC method.
Once again, it is worth noting that the calculated excitation energies
from CC-LR and EOM-CC should be identical. Properties can be dif-
ferent between the two methods e.g. transition moments and oscillator
strengths, with the LR-CC properties being theoretically more accurate.
EOM-CC methods do not scale correctly with system size for these prop-
erties, but the differences are usually small [66] [67]. In Chapter 4 and
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6 there are a few comparisons between the excitation energies of EOM-
CCSD and LR-CCSD. The values vary slightly due to the use of different
basis sets. More details will be added in the respective chapters.
2.18 Thermodynamic properties and models
In this thesis, especially in Chapter 8, thermodynamic properties were
calculated. Properties such as enthalpy and entropy were calculated us-
ing the Gaussian program [68]. The program assumes an ideal gas sys-
tem, with non-interacting particles. Another approximation details that
the first and higher excited states are considered inaccessible when con-
cerning electronic contributions. The enthalpy, entropy and heat capac-
ity can be calculated from the extrapolation of translational, electronic,
rotational and vibrational motion. Using partition function expressions
one can calculate the entropy of a system as follows:












Where KB is Boltzmann’s constant, N number of particles and q(V,T)
the partition function. Likewise, the enthalpy can be calculated conse-
quently obtaining Gibbs’ energy. In Gaussian [68], the expressions used
to calculate the reaction enthalpy and reaction Gibbs energy are de-











0 is the absolute energy, Hcorr and Gcorr the corrections for the enthalpy
and free energy values respectively. These are fundamental for reaction
mechanisms and to analyse reaction profiles.
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Chapter 3
Computational study of the
electronic excited states of some
common first-row transition metal
complexes: a coupled-cluster and
density functional theory analysis
3.1 Introduction
The first part of this chapter focuses on excited states of inorganic com-
plexes that have never undergone a rational computational study be-
fore. This kind of investigation can be used in order to evaluate excited
states of well-known molecules, and whenever possible, to compare to
experimental results. The aim of this chapter is to develop an original
computational study for inorganic systems, which are small and not too
computationally demanding with interesting properties. In Chapters 4,
5 and 6, the electronic structure of the complexes is more challenging.
In the second part of this study, computational models were chosen
to evaluate the different ground state properties of first-row transition
metals (from scandium to copper) monoxides and try to understand the
interactions between metals and oxygen atoms using density functional
theory. These unsaturated complexes are important to investigate, be-
cause they can be used as models for larger complexes that are more
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demanding to study. Transition metal oxides are very important in dif-
ferent fields like microelectronics or catalysis.
Performing a computational study on first-row transition metal com-
plexes can provide relevant information on properties of the most di-
verse systems and analyse the performance of various computational
methodologies. Essential information can be gathered that ranges from
thermodynamic to geometric parameters. In the past, benchmarks of
organic molecules have been performed [1] [2] [3], but not for inorganic
systems. There are some newer studies that discuss the thermochemical
properties of a large number of transition metal complexes [4].
Electronic excited states are an area of intense theoretical research for
a wide range of systems and different methods. With increasing com-
putational power, various methods like EOM-CCSD, CC2 or CC3 can
be assessed. New DFT methods, such as CAM-B3LYP have been de-
veloped in order to improve weaknesses found when using TD-DFT to
calculate electronic excited states.
Coupled-cluster methods were used to benchmark the electronic excited
states of widely used organic molecules [5] [6] [7]. These performed really
well for organic systems, providing a low error compared to experimen-
tal results. Other properties like electronic spectra for other important
organic systems have also been studied [8] [9] [10]. So far it was dis-
cussed how these methods perform for organic systems only. A study
of this nature for inorganic systems presents a more difficult challenge.
Electron correlation is much more important in these type of systems
than in their organic counterparts. When using methods such as EOM-
CCSD or CC3 the computational expense is very high, it scales to N 6
for EOM-CCSD and N 7 for CC3. The electronic spectra of transition
metal systems has been mentioned to often be broad and featureless due
to the high density of states and many electronic transitions of different
chemical character, making the spectral assignment very difficult [11]
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[12].
3.1.1 The inorganic complexes
The choice of molecules was diverse. It ranged from widely used com-
plexes, found in any chemistry laboratory to less common ones, that can
be used to mimic the behaviour of saturated complexes and provide in-
sight about their electronic properties. The chosen inorganic complexes
have different properties: they range from closed-shell and open-shell,
singlet, doublet and triplet spin complexes, all including first-row transi-
tion metals. The complexes studied are TiCl4, [VO4]3−, [Cu(NH3)2]2+,
[MnCl5]2−, Mn(CO)4NO, H2Fe(CO)4, [Ni(CN)5]3− and [TiF6]2−.
Titanium tetrachloride has been well-described theoretically in the lit-
erature by Nakatsuji et al [13]. The group performed calculations not
only in the electronic excited states but also on the ionized states. The
importance of this inorganic complex comes from the fact that it is an
important Lewis acid, for both organic and inorganic chemistry. It has
an important role for catalysis in the Ziegler-Natta process. Using two
robust methods (SAC-CI, MRD-CI) the researchers managed to repro-
duce a large region of the spectral data for TiCl4 and compare their
results with experimental ones. The results obtained by Nakatsuji et
al were compared to the computational calculations performed in this
chapter.
Vanadium oxide complexes have been subjected to several studies in
the past [14] [15] [16]. The metal-oxygen bond description is not only
fundamental for properties like chemisorption but also for catalytic prop-
erties of metal oxides. Wu et al performed an extensive investigation on
different oxygen/vanadium complexes. Potential energy surfaces (PES)
for a series of monovanadium species (1-4 oxygens) were investigated
and characterized. In 1974 Petit el al investigated the magnetic cir-
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cular dichroism and absorption spectra of d0 tetrahedral oxyanions and
thioanions, which included [VO4]3− [17]. The two bands described in the
absorption spectra correspond to 36900 cm−1 and 45000 cm−1. These
are due to the brightest states described in the literature.
[Cu(NH3)2]2+ was synthesized by Wu et al [18] in recent years. Copper
complexes are widely used either in inorganic or in organic chemistry
and they are often associated with biological processes. In 1999, Wu et
al explored the properties of Cu(0), due to its potential applicability in
catalysis. A year later the formation of charged copper(II) complexes
were reported [19]. The difficulties generated by these kind of complexes
are related to the apparent difference between the second ionization po-
tential of the metal and the first of the solvent. This contact created
straight away a charge transfer from the complex to the solvent [20].
The barrier heights for the formation of di-ligated Cu2+ complexes are
around 167 kJ/mol which provided evidence that these species can be
detected in the gas phase. A detailed theoretical investigation has been
performed for [Cu(NH3)2]2+ [21] as well as other complexes bound to
copper (II). Although a lot of properties have been calculated, such as
equilibrium structures or transition state geometries, the excited states
have never been characterized. Although this complex has been syn-
thetized, it is not widely studied yet, so there are no experimental spec-
tra. The computational study provides some insight on how the low-
lying excited states perform with diverse levels of theory.
[MnCl5]2− has been described in the literature in 1971 by Bellitto et al
[22]. The molecular configuration of the anion [MnCl5]2− was also de-
scribed in the same year by Bernal et al [23]. Manganese is fundamental
for binding and activation processes or to water oxidation catalysis in
plants. This molecule is used in biological related complexes and is in-
volved in heme enzymes [24] [25]. Although this compound has been
extensively used in the literature as a reactant for different biological
processes, there is no electronic spectra analysis yet.
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The first studies for Mn(CO)4NO were carried out in 1961 [26]. More
recently, Crichton et al performed a detailed study of the photochem-
istry of this complex [27]. There have been only a few studies done on
thermal, or substitution reactions [28]. It can undergo as well photolysis
in argon or methane matrices. In 1987, the first theoretical study was
performed on Mn(CO)4NO [29]. The researchers used Xα-SW and con-
figuration interaction, using Koopmans’ theorem to analyse the valence
ionization potentials. The second theoretical study carried out for this
complex is an analysis of the infrared spectrum [30]. The results of the
experimental data by Polletti et al provide evidence for symmetry of
the molecule being C2v. The researchers analysed the 27 fundamental
modes of this complex for two different symmetries C3v and C2v, the
latter is considered the most stable geometry. Unfortunately, the low-
lying excited states have not been investigated yet, so it is not possible
to compare the experimental results with theoretical ones calculated in
this chapter.
H2Fe(CO)4 is an important complex that has been subject of study
due to its ability of being photoreduced, losing its hydrogens, generat-
ing intermediates, that are very important in the activation of carbon-
hydrogen bonds [31, 32, 33, 34, 35, 36]. A few theoretical studies have
been performed for H2Fe(CO)4 [37] [38] [39]. There is no experimental
data, for the low-lying excited states of this complex, since the spec-
tra are very poorly resolved. Heitz et al performed an extensive study
using CASSCF and CASPT2 for the low-lying excited states and char-
acterized them. Different active spaces were used to be able to capture
the static and dynamic correlation necessary for these difficult inorganic
complexes. The results of the excited states calculated with CASPT2
and CASSCF/CCI were compared with the computational calculations
performed here.
[Ni(CN)5]3− is one of the few nickel complexes that has five non-chelated
83
ligands. The first X-ray crystallographic evidence for [Ni(CN)5]3− was
found in 1970 [40]. It is curious to analyse this inorganic complex since
nickel behaves as Ni(II), which is not common for this transition metal.
Unfortunately, it was not found in the literature any evidence of absorp-
tion spectra performed in this complex, which does not yet allow any
comparison between the computational data and the experimental one.
The first article describing the X-ray absorption spectra of [TiF6]2− dates
back to 1982 [41]. Further properties of [TiF6]2− were not studied until
twenty years later when Tyagi et al wrote about the preparation, crystal
structure, and magnetic properties properties of titanium hexafluoride.
More recent studies show that [TiF6]2− can be formed from TiO2 :
TiO2 + 6F− + 4H→ [TiF6]2− + 2H2O (3.1)
Titanium hexafluoride is used for generating nanotubes of titanium ox-
ide, the formation/dissolution of [TiF6]2− leads to the growth of titanium
nanotubes [42]. Titanium hexafluoride is ejected using an electric field.
The Ti4+ ions are believed to play an important role in the formation
of these tubes. Even though a lot of research has been performed for
[TiF6]2−, the low-lying excited states have not been calculated experi-
mentally yet.
When describing the low-lying excited states of any of the mentioned
transition metal complexes, different chemical characters are shown:
metal-to-ligand charge transfers, ligand-to-metal charge transfers or ligand-
to-ligand charge transfers. When it is possible, the oscillator strengths
are calculated and an attempt to compare these values with experimen-
tal or previous computational ones. In Figures 3.1, 3.2, 3.3, 3.4, 3.5,
3.6, 3.7 and 3.8, the mentioned complexes are depicted, showing their
optimised structures and respective symmetry point group.
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Figure 3.1: TiCl4 - Td Figure 3.2: [VO4]3− - Td
Figure 3.3: [Cu(NH3)2]2+ - D3d Figure 3.4: [Mn(Cl)5]2− - D3h
Figure 3.5: Mn(CO)4NO - C2v Figure 3.6: H2Fe(CO)4 - C2v
Figure 3.7: [Ni(CN)5]3− - D3h Figure 3.8: TiF2−6 - Oh
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3.1.2 First-row transition metal monoxides
The second part of this chapter focuses on the study of the most stable
spin state for first-row transition metal monoxides and their bonding
properties. When it is possible compare it to other literature and ex-
perimental data. Transition metal oxides are very important in many
fields (microelectronics, material sciences, catalysis, etc) so a lot of re-
search has been carried out throughout the years. Including transition
metal monoxides in this chapter was fundamental, since it represents the
chance to study the ability of these highly correlated methods to model
excited states in the single M-O. These unsaturated model complexes
can also be used to extrapolate properties to larger systems.
In the literature there are a few theoretical studies in first-row transi-
tion metal monoxides, describing different properties [43, 44, 45, 46, 47,
48, 49, 50]. Dolg et al performed a study using ab initio pseudopoten-
tial methods to study some first-row transition metal monoxides and
iron monohydride [51]. Although this article presents some properties
for first-row transition metal monoxides, the properties calculated are
more related to technical problems such as testing different pseudopo-
tentials or evaluating different basis sets. There are a few researchers
that focused on the energy bands and adsorbing properties of first-row
transition metal monoxides. One of the most recent studies was per-
formed by Xu et al. The researchers tried to establish a relationship
between the reactivity and the electronic structure to be able to con-
nect the oxide surface with the first-row transition metal. The metals
used were copper, nickel, manganese, vanadium and titanium [52].
Other previous studies debated the use of first-row transition metal
monoxides either as being insulators or not and how the energy bands
are described [53] [54] [55]. One of the most up-to-date articles was
performed by Dai et al that calculated excited states of 3d transition
metal monoxides [56]. They calculated many of the important proper-
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ties as well as the low-lying excited states of the first-row transition
metal monoxides.
3.2 Computational details
For the first part of this chapter all the ground state transition metal
complexes were optimised using B3LYP density functional with the cc-
pVTZ all electron basis set by Peterson and co-workers [57]. For the
transition metal monoxides, B3LYP proved in previous studies to be
a good compromise, so these complexes were optimised using this DFT
functional along with cc-pVTZ all electron basis set. Frequency calcula-
tions were performed to make sure they were a minimum on the potential
energy surface.
For the inorganic complexes all excited state calculations were per-
formed with cc-pVTZ, except for H2Fe(CO)4, where cc-pVDZ was ap-
plied, due to difficulties in converging the calculations, especially for
EOM-CCSD. Excited states were calculated for each complex using CIS,
CIS(D), EOM-CCSD, TD-B3LYP and TD-CAM-B3LYP density func-
tionals. For the excited states of transition metal monoxides TD-B3LYP
was used along with cc-pVTZ. The calculations were performed using
the Gaussian 09 program [58].
The relative accuracy and computational cost of each coupled-cluster re-
sponse model along with EOM-CCSD is presented in Table 3.1. EOM-
CCSD is considered the most robust method and was chosen to analyse
the character of the transitions in the result section. This method is
well-known for providing accurate results, usually, in close agreement
to experimental ones [59] [60]. The computational cost increases by an
order of magnitude from N 4 (CIS, TD-DFT), where N is the number
of electrons to CCSDT, that has a computational cost of N 8, and is not
practicably used for transition metal complexes.
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To provide the reader an idea of the degree of multireference charac-
ter, the T1 diagnostic [61] was evaluated. The basis set used for this
calculations was the correlation consistent, cc-pVTZ.
Methods Computational cost/ Transition Singly
N x moments excited states
TD-DFT N 4 - -
CIS N 4 0 1
CIS(D) N 5 0 1
CC2 N 5 1 2
EOM-CCSD N 6 2 2
CC3 N 7 3 3
CCSDT N 8 3 3
Table 3.1: Relative computational cost and accuracy of each coupled-cluster method
used, N is the number of electrons in the system.
3.3 Results and discussion
3.3.1 First-row transition metal complexes
The lowest singlet excited states and corresponding oscillator strengths
for a series of complexes are shown in Tables 3.2, 3.3, 3.4, 3.5, 3.6, 3.7,
3.8 and 3.9.
The first complex to be considered was TiCl4 and the first T1 and T2
states are shown in Table 3.2. CIS overestimates the excitation energy
for the three considered states and CIS(D) underestimates it compared
to experiment. The perturbation on the doubles has a considerable ef-
fect on the excitation energy. EOM-CCSD overestimates the vertical
excitation energy, around 0.8 eV for both comparable states (11T1 and
11T2). TD-B3LYP has an almost spot on result for the 11T1 state, being
only 0.050 eV higher in energy than the experimental result. TD-CAM-
B3LYP gets a slightly higher value for the excitation energy, around 0.34
eV for the first state and 0.15 eV for the second state. The character of
the transitions was analysed looking at EOM-CCSD molecular orbital
coefficients and all the transitions reflect a LMCT.
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For [VO4]3− the results are presented in Table 3.2. CIS overestimates the
excitation energies for all given states. CIS(D) with perturbation the-
ory applied to the doubles has considerable discrepancies, having very
low excitation energies. For the 51T2, TD-CAM-B3LYP calculated a
result closer to experiment (4.220 eV), than EOM-CCSD (4.185 eV).
For TD-CAM-B3LYP the long range correction proves to be very im-
portant to describe this state. TD-B3LYP is almost 1.0 eV wrong. CIS
and CIS(D) give spurious results for all the states.
[Cu(NH3)2]2+ as it was shown in the introduction, has been synthesized,
and these results demonstrate how hard it can be to describe transition
metals with theoretical methods (Table 3.3). The most robust method
EOM-CCSD calculates the first two excited states as having negative
excitation energies, so does TD-B3LYP. There are no calculated verti-
cal excitation energies experimentally, but it is clear that methods are
breaking down in this case. Being an unsaturated, open-shell system
[Cu(NH3)2]2+ is a very difficult complex to describe due to strong cor-
relation effects. TD-CAM-B3LYP, using long range correction does not
calculate the vertical excitation energies as being negative, but for the
first two states it calculates them as having the same energy. The char-
acter of the transitions was attributed as MLCT.
Looking at [Mn(Cl)5]2−, the range of methods chosen did not fluctuate
much when calculating the low-lying excited states (Table 3.4). On the
contrary to what happened for the previous complexes, CIS was only
0.331 eV different for the first state compared to EOM-CCSD. For the
next states the difference was larger, around 1.5 eV. The difference in en-
ergies between CIS and CIS(D) is not very large for the first two states,
but for 35B2 the difference is around 1.0 eV. TD-DFT provided close
results to EOM-CCSD with small differences in the excitation energies.
The character of the states was a mixture between pi → pi* and LMCT.
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The next analysed managanse complex, Mn(CO)4NO has a mixed char-
acter for the first three excited states (Table 3.5). CIS underestimates
the vertical excitation energies compared to EOM-CCSD for the three
states. CIS(D) has very different excitation energies compared to CIS.
TD-B3LYP and TD-CAMB3LYP have similar results to EOM-CCSD,
although TD-B3LYP has closer results to EOM-CCSD.
When looking at H2Fe(CO)4, again, CIS underestimates the electronic
excited states when compared to CASPT2 and CASSCF/CCI [62] and
CIS(D) overestimates it (Table 3.6). As already seen in most of the
previous complexes TD-DFT methods have close energetic results to
CASPT2 and CASSCF/CCI with no more than 0.20 eV differences for
the first two considered and 0.40 eV for 11A1. EOM-CCSD is surpris-
ingly around 0.40 eV higher than the values calculated by Heitz et al.
The transitions for this complex are of MLCT character.
The second to last studied complex was [Ni(CN)5]3− (Table 3.7). For
CIS, the first excited state energy is about 1.1 eV different when com-
pared to EOM-CCSD for the 11E′ state, but for the second and third
state is 2.2 eV higher. When looking at CIS(D) the excitation energy for
the first excited state is very close to EOM-CCSD, but for the third is
already 3.3 eV higher. As happened before, TD-DFT calculations have
close values to EOM-CCSD. The largest difference being 0.4 eV. The
character of the states is highly mixed.
The last studied complex was [TiF6]2−. The excitation energies of the
first three excited states are very high and CIS overestimates for the
first two states, around 3 eV for the first one and 2.5 eV for the second
one compared to EOM-CCSD. CIS(D) underestimates it by almost the
same amount as CIS did for the first two states. This is the only case
where TD-B3LYP and TD-CAM-B3LYP do not have close results to
EOM-CCSD, with differences around 1.0 eV to 1.5 eV.
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State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP SAC-CI [13] MRD-CI [13] Exp[63]
11T1 LMCT 6.552 2.254 4.614 4.050 4.343 4.19 4.97 4.00
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) -
11T2 LMCT 6.775 2.675 4.821 4.248 4.571 4.42 5.08 4.43
(0.0242) (0.0424) (0.0165) (0.0197) (0.00560) (0.00510)
21T1 LMCT 6.697 4.062 5.202 4.730 4.964 4.98 6.02 -
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Table 3.2: Singlet excited states (eV) and corresponding oscillator strengths for
TiCl4.
State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP Expt. [17]
11T1 LMCT 3.029 0.197 1.372 1.092 1.559 -
(0.000) (0.000) (0.000) (0.000)
21T1 LMCT 3.743 0.801 2.088 1.831 2.277 -
(0.0137) (0.0025) (0.000) (0.0053)
31T1 LMCT 3.845 0.927 2.168 1.864 2.327 -
(0.000) (0.000) (0.000) (0.000)
51T2 LMCT 5.342 1.926 4.185 3.602 4.220 4.57
(0.1452) (0.1526) (0.1752) (0.1586) (0.15)
Table 3.3: Singlet excited states (eV) and corresponding oscillator strengths for
[VO4]3−.
State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP
12Ag MLCT -0.486 -0.664 -0.863 -1.310 1.148
(0.000) (0.000) (0.000) (0.000)
22Ag MLCT 0.091 0.0240 -0.0116 -0.120 1.148
(0.000) (0.000) (0.000) (0.000)
32Ag MLCT 0.372 0.357 0.326 0.251 1.224
(0.000) (0.000) (0.000) (0.000)
Table 3.4: Singlet excited states (eV) and corresponding oscillator strengths for
[Cu(NH3)2]2+.
State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP
15B1 Mixed character 2.000 1.910 1.669 1.333 1.420
(0.0164) (0.0198) (0.0101) (0.0120)
15B2 Mixed character 2.501 2.514 2.016 1.663 1.871
(0.000) (0.000) (0.000) (0.000)
35B2 Mixed character 3.364 2.352 2.519 2.074 2.335
(01868) (0.0681) (0.0137) (0.0320)
Table 3.5: Singlet excited states (eV) and corresponding oscillator strengths for
[MnCl5]2−.
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State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP
11A2 Mixed character 1.511 2.861 2.710 2.414 2.143
(0.000) (0.000) (0.000) (0.000)
11B2 Mixed character 2.594 4.498 3.514 3.116 3.151
(0.0023) (0.0196) (0.0028) (0.0025)
11B1 Mixed character 3.382 5.316 3.602 3.941 3.266
(0.0001) (0.0030) (0.0005) (0.000)
Table 3.6: Singlet excited states (eV) and corresponding oscillator strengths for
Mn(CO)4NO.
State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP CASPT2 [62] CASSCF/CCI [62]
11B1 MLCT 3.717 5.762 5.199 4.668 4.677 4.800 4.776
(0.0015) (0.0101) (0.0044) (0.0049) (0.327) (0.327)
11B2 MLCT 3.791 5.866 5.315 4.785 4.762 4.873 4.879
(0.0068) (0.0307) (0.0218) (0.0231) (0.013) (0.013)
11A1 MLCT 5.022 6.520 5.735 4.815 4.881 5.233 5.230
(0.0010) (0.0017) (0.0006) (0.0008) (0.275) (0.275)
Table 3.7: Singlet excited states (eV) and corresponding oscillator strengths for
H2Fe(CO)4.
State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP
11E′ Mixed character 1.617 2.631 2.748 2.461 2.369
(0.0012) (0.0096) (0.0070) (0.0060)
11E′′ Mixed character 2.188 3.386 3.551 3.384 3.325
(0.000) (0.000) (0.000) (0.000)
21E′ Mixed character 7.259 8.388 5.044 4.809 5.436
(0.000) (0.0041) (0.0027) (0.0018)
Table 3.8: Singlet excited states (eV) and corresponding oscillator strengths for
[Ni(CN)5]3−.
State Character CIS CIS(D) EOM-CCSD B3LYP CAM-B3LYP
11A1g LMCT 10.167 4.337 7.179 5.675 6.049
(0.000) (0.000) (0.000) (0.000)
11T1g LMCT 9.667 6.434 7.391 5.692 5.722
(0.000) (0.000) (0.000) (0.000)
21T1g LMCT - - 7.400 5.722 6.132
(0.000) (0.000) (0.000)
Table 3.9: Singlet excited states (eV) and corresponding oscillator strengths for
[TiF6]2−.
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Table 3.10 describes the degree of multireference character of the studied
complexes and gives some insight into the need of using a multireference
wavefunction. As described in the article by Lee [61] when a complex
has a T1 value above 0.02 the multireference character is substantial. In
2001, Jiang et al analysed the challenges of using T1 dignostics for 3d
transition metals [4]. They concluded that a new criteria, namely T1 >
0.05 is needed to quantify the multireference charater on 3d transition
metals. Most of the complexes have a lower than 0.05 value of T1, except
for H2Fe(CO)4 and MnCO4NO, which have a value of 0.059 and 0.063
respectively. For these complexes it is advisable to use multireference
methods.









Table 3.10: T1 diagnostic results.
In Table 3.11 mean absolute deviations are provided for the discussed
complexes, using experimental data or the most robust method (EOM-
CCSD). [Cu(NH3)2]2+ was not included in this error analysis due to the
lack of experimental values or reliable theoretical values. The highest
error value across the methods is CIS, which does not have correla-
tion energy included. EOM-CCSD mean absolute deviation error value
corresponds to its comparison with experiment, when it was available
(TiCl4 and [VO4 ]3−). Some of the studied complexes did not have ex-
perimental values to compare with. TD-B3LYP and TD-CAM-B3LYP
have much lower error values when compared to CIS and CIS(D) proving
to be a valuable tool to calculate inorganic transition metals excitation
energies at comparable costs.
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Table 3.11: Mean absolute deviations for the discussed inorganic complexes.
3.3.2 First-row transition metal monoxides
The last part of this chapter focuses on analysing the lowest excited
states for first-row transition metal monoxides and the most stable spin
states. The low-lying excited states gathered from [56] are based on
the most stable geometry from the ground state anion and are going to
be compared with values calculated for the ground state neutral com-
plex. In this section TD-DFT from each spin state reference and spin-
restricted state-specific calculations were performed for that state and
compared to both experiment and previous theory.
Table 3.12 reveals the different bond lengths calculated for the most
favourable spin for the transition metal oxides. The metal-oxide bond
is important to describe the ground state properties of these complexes.
The longest bond length belongs to CuO with 1.750 Å, and the strongest
(shortest) is VO 1.560 Å. The variance among the bond lengths is not
very large and the maximum difference between the longest and shortest
bond length is only 0.19 Å.
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B3LYP/cc-pVTZ BPW91 [47] BLYP [47] B3LYP [47] CCSD(T) [64] Expt.
ScO 1.658 1.665 1.679 1.659 1.679 1.668
TiO 1.611 1.618 1.631 1.611 1.628 1.620
VO 1.560 1.586 1.598 1.580 1.602 1.589
CrO 1.613 1.611 1.622 1.615 1.633 1.615
MnO 1.634 1.628 1.642 1.636 1.665 1.646
FeO 1.610 1.608 1.623 1.613 1.609 1.616
CoO 1.590 1.637 1.608 1.629 1.621 1.629
NiO 1.625 1.639 1.650 1.668 1.626 1.627
CuO 1.750 1.734 1.744 1.767 1.711 1.724
Table 3.12: First-row transition metal monoxides bond lengths comparing different
methods. The basis set used in reference [47] is 6-311+G*. For reference [64], the
basis set used consisted in mixture of different contractions for s, p, d and f orbitals
optimised by Wachters [65]. Experimental data was gathered from [66] [67] [68] [69]
[70] [71].
For ScO in Table 3.13, the most stable spin state is the 2Σ. The cal-
culated data agrees with the experimental data performed by Wu et al.
The 2∆ state shows a distinct discrepancy from calculated values to the
experimental one. The other theoretical values agree with the experi-
ment reasonably well.
In Table 3.14 (TiO), the calculated values and the experimental values
predict the same lowest spin state, 3∆. When looking at 1Σ, LANL2DZ
is further away from the experimental value (0.58 eV) than cc-pVTZ
and 6-311G* (0.3 eV). For the 1∆ state cc-pVTZ underestimates the
experimental value around 0.4 eV. Regarding the 3Σ spin state, both
LANL2DZ and 6-311G* are around 0.3 eV away from the experimental
value.
The next metal oxide studied is VO, Table 3.15. The excited states
of this monoxide were not studied before, just ground state properties
as shown in Table 5.15. The predicted ground state is 4Σ state, which
agrees with the literature [72].
In Table 3.16, CrO is analysed. The most stable spin state is the 5Π.
For this molecule only two experimental values are available to compare
with the calculated results. Theoretical and experimental values agree,
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considering the ground state, and are 0.2 eV apart when considering the
5Σ state.
The lowest excited states of MnO are described in Table 3.17. 6Σ is
the most stable spin state for this complex. Theoretical and experimen-
tal values agree quite reasonably, except for cc-pVTZ for the 4Π state,
which is around 0.5 eV higher than the experimental value of 1.08 eV.
Considering FeO in Table 3.18, the most stable spin state is 5∆. When
comparing the experimental and calculated values, there are some dis-
crepancies. For the 3Σ state, cc-pVTZ and 6-311G* are about 0.7 eV
and 0.6 eV different from the experimental value respectively, while
LANL2DZ is almost spot on. The same happens for 3Π or 3Φ, where
6-311G* is 0.4 eV higher than the experimental value.
In Table 3.19 CoO is described. Unfortunately, this complex does not
have any experimental data to compare to, but the theoretical values
calculated in this chapter are compared with other literature data. The
ground state is a 4∆ state. For the 2Π state cc-pVTZ is 0.3 eV lower
than LANL2DZ and 6-311G*, apart from this discrepancy the other cal-
culated values are in close agreement.
For NiO in Table 3.20, the same 3Σ ground state is predicted by theory
and experiment. For the excited states, the calculated values are also
in close agreement with experiment.
The last studied complex is CuO (Table 3.21). The ground state is a
2Π state. Looking at the 2Σ state LANL2DZ and 6-311G* are around
0.2 eV higher than the experimental value.
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Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [73]
2Σ 0.000 0.000 0.000 0.00
2∆ 1.124 0.712 1.063 1.75
2Π 2.028 1.850 1.986 2.05
4Π 2.994 - - -
6Σ 8.303 - - -
8Σ 17.635 - - -
Table 3.13: ScO excitation energies (eV) with B3LYP and different basis sets.
Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [74]
1Σ 1.248 0.923 1.293 1.50
1∆ 0.816 0.623 0.576 0.425
3∆ 0.000 0.000 0.000 0.00
3Σ 1.145 0.926 1.094 0.70
3Π or 3Φ 1.632 1.571 1.587 1.75
5Π 3.28 - - -
7Π 7.18 - - -
Table 3.14: TiO excitation energies (eV) with B3LYP and different basis sets.





Table 3.15: VO excitation energies (eV) with B3LYP and different basis sets.
Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [75]
1Σ 2.222 - - -
3Σ 0.918 - - -
5Π 0.000 0.000 0.000 0.00
5Σ 0.994 0.725 0.759 0.91
5∆ 1.408 1.903 1.583 -
7Π 1.477 - - -
Table 3.16: CrO excitation energies (eV) with B3LYP and different basis sets.
Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [76]
2Π 2.201 - - -
4Π 1.591 1.012 1.184 1.08
6Σ 0.000 0.000 0.000 0.000
6Π 1.630 1.441 1.505 1.44
8Π 1.536 - - -
Table 3.17: MnO excitation energies (eV) with B3LYP and different basis sets.
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Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [77]
1Σ 2.955 - - -
3Σ 2.059 1.306 1.904 1.228
3Π or 3Φ 1.217 0.879 1.271 0.839
5∆ 0.000 0.000 0.000 0.000
5Σ 0.620 0.640 0.561 0.469
5Π 1.171 1.166 1.060 1.129
7Π 1.666 - - -
Table 3.18: FeO excitation energies (eV) with B3LYP and different basis sets.
Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56]
2Π 0.827 1.141 1.130
4Σ 0.711 0.379 0.360
4∆ 0.000 0.000 0.000
4Π or 4Φ 0.710 0.648 -
6∆ 0.571 - -
8Π 6.731 - -
Table 3.19: CoO excitation energies (eV) with B3LYP and different basis sets.
Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [78]
1Σ 1.434 1.451 1.443 -
1Π 1.890 1.584 1.561 -
3Σ 0.000 0.000 0.000 0.00
3Π 0.639 0.678 0.609 0.43-0.55
5Σ 1.407 - - -
7Π 7.217 - - -
Table 3.20: NiO excitation energies (eV) with B3LYP and different basis sets.
Spin State Relative energies (eV)cc-pVTZ LANL2DZ [56] 6-311G* [56] Expt. [79]
2Π 0.000 0.000 0.000 0.00
2Σ 1.258 1.212 1.179 0.97
2∆ 2.200 2.346 2.290 -
4Σ 1.665 - - -
6∆ 7.890 - - -
8∆ 17.110 - - -
Table 3.21: CuO excitation energies (eV) with B3LYP and different basis sets.
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Table 3.22, shows the mean absolute deviations for the calculated excita-
tion energies concerning the transition metal monoxides. The results are
presented using relative energies, so for the most stable spin state, there
is no deviation from experiment. Comparing the three basis sets, the
mean absolute error value is small, although cc-pVTZ is slightly higher
than LANL2DZ and 6-311G*. The ECP basis set has the smallest error
(0.23 eV).




Table 3.22: Absolute mean deviations for each basis set, considering the experimen-
tal values as standard.
3.4 Conclusions
Inorganic transition metals are very difficult to investigate creating many
problems due to narrow energetic levels or high density of states. These
give a broad and featureless spectra that are very hard to analyse and de-
scribe. Sometimes, popular methods may not describe the electronic ex-
cited states properly like in the case of TiCl4, where TD-B3LYP and TD-
CAM-B3LYP are closer to the experimental results. Some care must be
taken when choosing the method and the basis set to describe the ex-
cited states of any given inorganic transition metal complex accurately.
First-row transition metal monoxides were investigated and the results
compared with literature data. For all complexes the same ground state
as experimental results was predicted. DFT proves to be very useful for
this approach and although the calculated mean absolute deviations are
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Excited electronic states of MnO−4 :
challenges for wavefunction and
density functional response theories
The last chapter included a compilation of "well-behaved" inorganic
complexes where computational approaches perform as generally ex-
pected. The problem with inorganic excited states is that not all the
complexes are "well-behaved" and many can create problems. For ex-
ample, if the ground state is difficult to define or the methods chosen for
the excited states do not capture the necessary correlation to character-
ize them properly. Some of such problems are going to be dealt with in
this and subsequent chapters.
The permanganate ion (MnO−4 ) has been one the most studied com-
plexes in transition metal chemistry. It is one of the most prominent oxi-
dation reagents and its violet color is well-known. This complex presents
a particular challenge to researchers due to the complex nature of the
electronic spectrum. There are many problems that arise, for example
a high density of states which are usually very close to each other, lead-
ing to overlapping states and broad-featureless experimental spectra [1]
[2]. For such systems an array of advanced methodologies may be re-
quired to describe the electronic structure for ground and excited states
[3, 4, 5, 6, 7, 8, 9, 10].
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Research on this d0 complex dates back to the beginning of the 20th
century, more precisely, the 1930s when Teltow started investigating it
as being a curious molecule with many interesting properties [11] [12].
Since then, a wide number of studies have been published trying to es-
tablish both the ground and excited state properties of MnO−4 . There
are studies involving Hartree-Fock [13], post Hartree-Fock [14], DFT [15]
and for excited states, TD-DFT [16, 17, 18, 19] and EOM-CCSD cal-
culations [20]. One of the main reasons for these comprehensive studies
are uncertainties that previous researchers found, for example how well
can Hartree-Fock describe the electronic ground state of MnO−4 or the
ordering of the orbitals for this method. Previous studies for similar
inorganic oxide complexes like TiO2 clusters [21] showed that Hartree-
Fock method was not a good starting point for excited state calculations
at all as many unexpected errors could arise.
In 2012 Jose et al [22] performed one of the most extensive studies
so far. Using a DFT restricted approach they calculated the low-lying
excited states, oscillator strengths and analysed the optimised geome-
tries and their vibrational modes for excited states. They found that
the first three excited states were distorted from the original tetrahedral
geometry, generating C3v, C2v and D2d geometries. These came from
Jahn-Teller distortions from the higher symmetry Td. This behaviour
generates a very rich photochemistry [23, 24, 25, 26].
In this chapter, hierarchal methods like coupled-cluster response the-
ory and CASSCF were used to describe this complex. Methods such as
CCS, CIS(D), CCSD, CC2 and CC3 were assessed to create a systematic
series that can inform on excited states computation for complex cases.
This kind of response series has been used for organic molecules, proving
to be very good at accurately describing in a convergent manner, the
excited electronic states [27] [28].
This chapter further aims to diagnose any intrinsic ground state prob-
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lems that MnO−4 gives to such response methods, and to be able to
define the optimal orbitals to describe them. Methods such as EOM-
CCSD or LR-CCSD are able to describe the excited states adequately
for this complex, although the starting point (HF orbitals) are often
far from ideal. Popular methods such as CIS, CIS(D), CC2 and CC3
can fail drastically in their description of the electronic excited states
(see Table 4.2). The purpose of this chapter is to understand the ef-
fect the ground state reference has on any excited state calculated via
response theory. Multiconfigurational methods used in this chapter are
useful to understand the orbital relaxation, and RASSCF was chosen
for this purpose. As discussed below in the results section the purpose
of RASSCF calculations was not to calculate explicitly excited state
wavefunctions. The computational cost of such calculations (multiroot
eigenvalue calculations) would be very expensive and is beyond the scope
of this work. Rather the RAS informs us to the intrinsic problems re-
sponse approaches may face based on the electronic structure of the
ground state.
The next part of this introduction focuses on reviewing some important
studies on the MnO−4 photochemistry. In 1987, Lee et al showed that a
long lived intermediate plays a very important role in the photodecom-
position of the permanganate ion. This intermediate was found to be a
peroxo isomer of the anion, see Figure 4.1.
Figure 4.1: MnO−4 peroxo isomer
After this important discovery, Nakai et al [29] studied the photodecom-
position using the intermediate referred before. They used symmetry-
adapted cluster configuration interaction (SAC-CI) for the calculations.
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The following MnO−4 photodecomposition takes place:
MnO−4 + hν → [MnO−4 (peroxo)] + hν → MnO−2 + O2 (4.1)
This was then concluded to be the primary channel for MnO−4 fragmen-
tation. However, the decomposition of MnO−4 was observed experimen-
tally at different photon wavelengths, namely, of 311 nm and 578 nm.
A later study by Gutsev et al [30] shows that the photofragmentation of
MnO−4 in Equation 4.1 requires extra energy (5 eV). They performed an
extensive study in the neutral and negatively charged permanganate,
finding ten different isomers for the different charges and spins (neu-
tral 2S+1=2, 4, 6 and anion 2S+1=1, 3, 5). The most stable neutral
permanganate (2B2) sits 5.0 eV from the most stable anion (1A1) with
a Td geometry. As was mentioned previously, they concluded that the
release of O2 can happen in a variety of pathways and the only one that
does not involve intermediates is: MnO−4 → MnO−2 + O2. They found
as well, that MnO−4 can eject an electron first and dissociate:
MnO−4 + hν → MnO4 + e− → MnO−2 + O2 (4.2)
the same can happen for MnO3 and MnO−3 .
The most recent study was performed on the photoabsorption by per-
manganate ions in vacuum [31]. It was concluded that after submitting
the dominant fragment ions of MnO−4 to irradiation at 540 nm, the
products are MnO−3 and MnO
−
2 . Houmøller et al performed another in-
teresting study on MnO−4 comparing an isolated molecule and MnO
−
4
with one attached water molecule. They concluded that the perman-
ganate was not affected by the hydration, showing a shift of only about
12 meV. The complete hydration of the complex leads to a blue shift
around 0.1 eV. This is a highlight of some of the studies performed on the
photodetachment of MnO−4 . In this chapter a computational approach
is used to compare with the best experiment. The results are discussed
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in the next sections.
4.1 Computational details
MnO−4 was optimised using different levels of theory for the ground
state. The ground electronic state (1A1) has a tetrahedral geometry
(Td) and was calculated using a variety of double and triple zeta basis
sets, in conjunction with Hartree-Fock, coupled-cluster singles and dou-
bles (CCSD), Bruckner Doubles (BD), and B3LYP. Frequency calcula-
tions confirmed a minimum. The optimised structure at the B3LYP/cc-
pVTZ level was then used to perform calculations of the lowest elec-
tronic singlet excited states. A wide variety of methods was used for
excited state calculations: TD-B3LYP, TD-CAM-B3LYP and coupled-
cluster response with a range of methods (CIS,CC2, CCSD and CC3)
along with the perturbatively corrected method CIS(D). For the TD-
DFT calculations the chosen basis set was cc-pVTZ, and for the linear
response coupled-cluster an all electron atomic natural orbital (ANO)
basis contracted to 6s5p4d3f1g was used on the manganese atom and cc-
pVTZ on the oxygen atoms. For EOM-CCSD, cc-pVTZ was also chosen.
EOM-CCSD and LR-CCSD should provide the same result for excited
states, because they are different formulations of the same response ap-
proach. Transition properties are different though, with LR-CCSD be-
ing more accurate. Since using a full point group symmetry is not avail-
able in most of the software for excited states, C2v sub group has been
chosen in Gaussian 09 [32] and D2 in Dalton [33]. CC2 and CC3 are
widely used in organic chemistry and provide very accurate results [27]
[34] so they were tested in transition metal chemistry to understand how
they can cope with the difficulties of these systems. For the TD-DFT
excited states calculations two different methods were chosen for the
calculations, B3LYP and CAM-B3LYP. TD-CAM-B3LYP describes the
long range corrections in a better way, allowing more accurate charge
transfer calculations. This way it could be evaluated if the considered
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cheaper DFT methods would provide a reasonable answer using much
less resources than coupled-cluster response, and wether DFT response
suffered similar ground state orbital issues as the CC response based on
HF orbitals.
At first, CASSCF calculations were planned to study ground state or-
bital relaxation by obtaining a multiconfigurational wavefunction, but
after doing an extensive analysis on the orbitals that needed to be
included in the active space it was prohibitive to use this method.
The next best option was to use RASSCF (restricted active space self-
consistent field), where the orbital space was divided into three parts:
RAS1, RAS2 and RAS3 and obtain a balance between static and dy-
namic correlation. A detailed RASSCF calculation was chosen (40 elec-
trons and 39 orbitals). The RAS1 space consists of occupied orbitals and
17 orbitals were chosen for this. RAS2 is effectively the CAS, where 6
electrons and 9 orbitals were used. For the last part, RAS3, 13 orbitals
were chosen. Single particle-holes were considered for RAS1 and RAS3,
generating a total of 2,984,730 singlet configurations using Slater de-
terminants. The resulting RAS(40,39,1,1) wavefunction was generated,
using a restricted Hartree-Fock (RHF) initial guess, followed by full or-
bital optimisation. This way it is possible to compare the difference in
orbitals from the initial Hartree-Fock picture and to what degree the
orbitals from the correlated set compare with this.
4.2 Results and Discussion
MnO−4 was optimised using various methods and basis sets that are de-
picted in Table 4.1. For the Hartree-Fock method the Mn-O bond length
is significantly smaller than the experimental one, 1.629 Å. Coupled-
cluster also underestimates the bond length for Mn-O. Bruckner doubles
perform slightly better than CCSD and can be explained by the degree
of multireference character existing for the ground state. Looking at
DFT, the functional closer to the experimental value is BP86, although
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there is a significant variation with functional.













Experimental [35] - 1.629
Table 4.1: Mn-O distances with different methods and different basis sets (Td an-
gles=109.5 °).
4.2.1 Response methods for excited states
In Table 4.2 the results of the lowest energy excited states are given.
To compare the different coupled-cluster response methods, it is worth
starting with the simplest method CCS and calculate the excited states
up to the nominal highest level, CC3. The lowest cost method (CCS),
and CIS(D), greatly overestimate the excitation energies of these states
by several eV. Clearly the single configuration description of either the
ground state, or single particle picture of the excited sates does not
describe those excited states well. This creates several issues in meth-
ods that use the Tˆ1 operator to "dress" all response operators via a
similarity transformation in reduced cost intermediate methods such as
CC2 or CC3. MnO−4 proves to be a strongly correlated inorganic sys-
tem, where both CC2 and CC3 methods have some difficulties in dealing
with the lowest valence states. CC2 excitation energies are several eV
lower than the experimental values, providing negative (non-physical)
oscillator strengths. CC3 does not behave better having the same prob-
lems dealing with electron correlation, which means it has issues based
on the same Tˆ1 problems as CC2 despite being in principle much more
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accurate than CCSD. CCSD provides accurate values, so the problem
has to arise from the approximations made on these intermediate meth-
ods. The CIS(D) model is related to the CC2 intrinsically, involving a
non-iterative doubles correction from perturbation theory to CCS and
is therefore sometimes known as CC(2). This has the same approach
as CCSDR(3) with non-iterative triples correction to excitation energies
relative to the CC3. It is worth mentioning that CCSDR(3) excitation
energy is 3.491 eV for the highly non-physical CC3 11T2 state, but cau-
tion should be taken given how CC3 and CCR(3) are related.
LR-CCSD or EOM-CCSD have the best performances of all methods,
proving to be the most robust ones with less overall errors. From the
first two states, 11T1 and 11T2 there are deviations from experimental
peaks around 0.2 eV, and 0.4 eV for the third one (21T2). LR-CCSD is
more accurate in calculating relaxed density matrices. Figure 4.2 and
4.3 show the dominant transitions in the response eigenvectors for the
first three states.
The general consensus regarding the first excited state seems to coin-
cide with the data obtained from previous calculations, t1 HOMO to
the e LUMO (see Figures 4.2 and 4.3). The second and third bands
have been proposed with different assignments over the years. The last
one reported by DFT calculations [22], proposing a mixing of bands,
principally from t2 HOMO-1 to e LUMO and t1 HOMO to t2 LUMO+1
transitions. The former was proved to be dominant for the second band
and the latter to the third band. Another aspect worth mentioning is the
fact that all transitions have LMCT character (based on EOM-CCSD
calculations).
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State Character CIS CIS(D) CC2 LR EOM CC3 Expt [35]CCSD CCSD
11T1 LMCT 3.791 2.730 0.489 1.9444 1.926 1.041 1.71-1.77
(0.00000) (0.00000) (0.00000) (0.00000)
11T2 LMCT 3.846 3.033 0.184 2.404 2.461 -0.344 2.27
(0.00127) (-0.0342) (0.01030) (0.01450) (Srong)
21T2 LMCT 4.588 3.742 1.861 3.871 3.862 1.387 3.47
(0.00224) (-0.02970) (0.00253) (0.00080) (Weak)
Table 4.2: Excitation energies (eV) and oscillator strengths of the lowest electronic
states using a range of many-body wavefunction based response theories. For Mn
(6s3p4d3f1g) and cc-pVTZ for O in the response methods, cc-pVTZ for Mn and O
with EOM-CCSD.
Figure 4.2: Hartree-Fock orbitals involved in the dominant configuration of the first
two excited states 11T1 and 11T2.
Figure 4.3: Hartree-Fock orbitals involved in the dominant configuration of the third
excited state 21T2.
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As it was mentioned earlier one may think that the large Tˆ1 amplitudes
can indicate a multireference character [36] in the ground state wave-
function. In Chapter 3 a T1 diagnostic was used to describe the multiref-
erence character of the studied complexes [36]. In this chapter a similar
diagnostic is presented in Table 4.3. As it was mentioned before if the
value of T1 is higher than 0.05 for 3d transition metal complexes [37],
a multireference wavefunction is important to describe the ground state
of a given complex accurately. All the values in Table 4.3 are slightly
above this threshold. It seems that for MnO−4 this diagnostic is basis
set invariant.






Table 4.3: T1 diagnostic results.
4.2.2 RASSCF results
In order to explore and analyse the nature of the electronic ground state
in more detail, in particular the effect of orbital relaxation, there is a
need for a multiconfigurational method.
Figure 4.4 shows the comparison between Hartree-Fock orbitals and the
RAS orbitals and Figure 4.5 shows the comparison between B3LYP or-
bitals and RAS orbitals. The RHF orbitals are very different from the
ones optimised in RAS2 and a significant amount of mixing between the
oxygen and manganese centred orbitals takes place. Looking at domi-
nant configurations, RASSCF has one accounting for 73%. Analysing
the RAS orbitals it is clear to see that some electron density has been
transferred from the oxygens to the 3d and 4s set through orbital relax-
ation. DFT orbitals allow a much better starting point for the calcu-
lation, having a different order from the Hartree-Fock ones and similar
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orbitals when compared to the final RAS. The full RAS wavefunction has
interesting occupations for the unoccupied orbitals in the RAS2 space of
around 0.2 electrons, for RAS1 1.987-1.974 and for RAS3 0.034, see Ta-
ble 4.4. These occupations show a borderline between strongly/weakly
occupied and partially occupied. Orbital relaxation is clearly very im-
portant to be able to describe the system properly .
Orbital number Occupancies
RAS1 (orbital 13) 1.974
RAS1 (orbital 16) 1.987
RAS1 (orbital 17) 1.980
RAS1 (orbital 18) 1.858
RAS1 (orbital 19) 1.869
RAS2 (orbital 20) 1.854
RAS2 (orbital 21) 0.199
RAS2 (orbital 23) 0.193
RAS3 (orbital 27) 0.034
RAS3 (orbital 28) 0.033
RAS3 (orbital 29) 0.033
Table 4.4: Most relevant orbital occupancies.
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Figure 4.4: Quantitative molecular orbital diagram of MnO−4 showing canonical
Hartree–Fock, together with schematic RASSCF orbital partitioning.
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Figure 4.5: Quantitative molecular orbital diagram of MnO−4 showing B3LYP orbitals,
together with schematic RASSCF orbital partitioning.
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4.2.3 TD-DFT results
The calculated TD-DFT results are given in Table 4.5. As it was men-
tioned before two different types of functional were used, TD-B3LYP
and the long range corrected TD-CAM-B3LYP. Unlike highly correlated
methods like coupled-cluster response TD-DFT has been applied to this
system previously. The calculations reveal the same tendency as before,
a ligand-to-metal charge transfer for all the calculated electronic states
(oxygen to d0 metal centre). The differences between TD-B3LYP and
TD-CAM-B3LYP are very small, so it is possible to conclude that the
metal and oxygens are quite mixed and a very small amount of over-
all charge is transferred over a small distance, so long-range exchange
potentials do not affect these states. The absolute mean deviations con-
sidering each method are shown in Table 4.6.
State Character TD-B3LYP TD-CAM-B3LYP Expt [35]
11T1 LMCT 2.498 2.393 1.71-1.77
(0.00000) (0.00000)
11T2 LMCT 3.025 2.986 2.27 (Strong)
(0.00710) (0.00770)
21T2 LMCT 4.179 4.194 3.47 (Weak)
(0.00140) (0.00070)
31T2 LMCT 4.716 4.594 3.99 (Strong)
(0.00800) (0.00770)
Table 4.5: Excitation energies (eV) and oscillator strengths of the lowest electronic
states using CAM-B3LYP and cc-pVTZ for Mn and O.
4.2.4 Mean absolute deviations
Table 4.6 shows the mean absolute deviations considering every method
used assuming the experimental data as the most accurate values. CIS,
CC2 and CC3 have the largest absolute mean deviation values. As it
was mentioned in Chapter 3, CIS scales as N 4 (where are N the number
of electrons in the system), CC2 N 5 and CC3, N7. CC3 is a compu-
tationally more demanding method than CC2 and CIS, but its mean
absolute deviation it is the largest for the used methods. However the
errors here are much more than quantitative as it was discussed above,
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in that the Tˆ1 amplitudes essentially render these methods useless for
this complex, as catastrophic unphysical effects may occur due to the
underlying orbital set for the response calculations. EOM-CCSD and
LR-CCSD are most accurate methods with the lowest mean absolute
deviations. TD-DFT errors are slightly higher, 0.74 eV for TD-B3LYP
and 0.67 eV for TD-CAM-B3LYP, but show excellent performance vs
cost considering the orbital complexities shown for CC response meth-
ods.









Table 4.6: Absolute mean deviations for each method, considering the experimental
values as standard.
4.2.5 Photoelectron spectrum
Finally it was considered the use of DFT to understand the photo-
electron spectrum of MnO−4 . The photodetachment spectrum of MnO
−
4
is depicted in Figures 4.6(a) and 4.6(b). The first one was calculated
computationally, while the second one was performed experimentally
by Gutsev et al. Figure 4.6 shows transitions from the ground state
of MnO−4 to the ground and excited states of the neutral MnO4. TD-
DFT calculations provided reasonable results for the excited states us-
ing B3LYP and CAM-B3LYP, so an evaluation of the photoelectron
detachment spectra was performed using DFT. The functional used for
these calculations was CAM-B3LYP/cc-pVTZ. To perform a photode-
tachment calculation, a simulation of the overlap between two vibronic
resolved states is considered. The line intensities in a one-photon ab-
sorption or emission spectra depend on the square of the dipole moment
and the radiation frequency. By calculating these, they allow us to re-
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solve the highest probability for any vibronic transition and see what
transition corresponds to the highest overlap of the wavefunctions.
When looking at the two different spectra in Figure 4.6, the experimen-
tal spectrum, Figure 4.6(b), has two different bands. The first band (X)
corresponds to the transition between MnO−4 1A1, Td and the (2B1, 2B2),
C2v neutral ground state of MnO4. The second band (A) corresponds to
the vertical transition between MnO−4 , (1A1, Td) and the 2A1, D2d state
of the neutral MnO4 and has a value of 6.05±0.06 eV. When comparing
these results to the ones computationally performed, as shown in Figure
4.6(a); there is a major band around 4.8 eV (38000-39000 cm−1). This
can be associated with the first transition and corresponds to the 1A1 to
the (2B1, 2B2) ground state of MnO4, which is very close to the experi-
mental value (4.80±0.10) eV. The second band (A) was not investigated
further here. To conclude, for the studied peak (X), the computational
calculations agree reasonably well with experiment.
(a)
(b)
Figure 4.6: a) Computationally calculated, MnO−4 photoelectron spectrum, b) Ex-
perimental photoelectron spectrum of MnO−4 , performed at 194nm (6.424 eV).
Adapted from [30].
4.3 Conclusions
The ground state, excited states and electronic structure of the perman-
ganate anion were examined using a wide variety of electronic structure
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methods including RASSCF for the ground state, and linear response
coupled cluster for the excited states. These are intrinsic problems as-
sociated with the ground state of the system and a fine balance of static
and dynamic correlation. MnO−4 can be described by a single electron
configuration, although canonical Hartree-Fock orbitals provide a very
bad description of the system. These kind of complexes show that ro-
bust methods provide good results in organic systems but can fail in
inorganic cases dramatically, where the balance between static and dy-
namic correlation is not balanced well. In the future other methods
can be tested to try and improve the ground state wavefunction, like
CASPT2 or NEVPT2 adding the dynamic correlation and explicitly op-
timising excited states.
Considering the use of less demanding methods like DFT, the low-lying
excited states are described relatively accurately with a lower computa-
tional cost compared to any other method used. DFT calculations re-
produce the essential features of the photoelectron spectrum of MnO−4 .
This widely researched inorganic molecule continues to provide a fasci-
nating test and benchmark of excited state electronic structure methods.
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Chapter 5
What is the ground state of first row
transition metal monocarbonyls? A
challenge for quantum chemistry
5.1 Introduction
This chapter aims to characterize the ground state properties of first-row
transition metal monocarbonyls using a variety of methods. The main
goal is to understand the interactions between the metal and carbonyl
group using different computational methods and how each performs in
predicting the lowest spin state.
The first experiments on carbon monoxide with metals date back to 19th
century when Justus Von Liebig tried to synthesize the first organometal-
lic metal carbonyl. Since then, metal carbonyl bonding has been one of
the most extensive studied systems in chemistry. These compounds are
very interesting for catalytic properties and are of industrial importance.
They play an important role in photodecomposition of organometallics
(see chapter 7, where photochemical processes are described). Carbon
monoxide is considered to be one of the most important pi-acceptor lig-
and. It can stabilize metals with zero oxidation state in very different
carbonyl complexes.
During the 70s and 80s, a lot of research was performed on first-row
127
transition metal monocarbonyls. A lot of papers were written to try
and predict the spectroscopy and structural properties of these [1, 2, 3,
4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15].
In 1990 Barnes et al performed an extensive study in the first and
second-row mono and dicarbonyl positive ions [16]. Using ab initio cal-
culations they discussed the bonding of these systems in detail, in order
to understand the trends these molecules follow. The electropositive
metals tend to react, for example with aldehydes or ketones [17]. In
1993 a study performed by René Fournier compiled an extensive study
about the high and low-spin states of mono metal carbonyls [18]. A few
years later, the same group performed calculations to evaluate geomet-
rical parameters using density functional theory of Ni(CO), Cr(CO) and
Cu(CO). For the last two studies it was found that the linear structures
are not as stable as bent ones, the difference around 12.6 kJ/mol. This
was an interesting result as it had previously been assumed that all the
geometries for first-row transition metal monocarbonyls were linear [19].
Another breakthrough was the evaluation of the performance of DFT
methods in 1995 by Carlo Adamo et al using such systems [20]. They
chose the most stable configurations for the ground state calculations
based on experiment. In the same year, the same group treated the
first excited electronic states using DFT to try and highlight problems
with methodology, especially those related to the discrepancy between
experimental and theoretical results [21]. In 2001 Zhou et al compiled
an extensive review that summarized experimental and theoretical stud-
ies performed on unsaturated metal monocarbonyls [22]. In 2003 Julien
et al studied the structure and stability of first-row transition metals
using DFT [23]. In the same year an extensive study performed by Gut-
sev et al on M(CO) on 3d monocarbonyls characterized the electronic
structure, MC-O bond strength, structure and thermodynamics of these
complexes [24].
Performing ground or excited state calculations on the first-row mono-
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carbonyls is not an easy task. The proximity of multiple energy states
and the multireference character of many of the complexes, lead to mul-
tiple sources of error and difficulties in the calculations [25]. To extend
previous studies, the paramount issue of calculating the spin states for
transition metal monocarbonyls using highly correlated methods, and
providing a robust treatment of multireference effects, was undertaken
here.
Figure 5.1: Molecular orbital diagram for a linear transition metal monocarbonyl.
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5.2 Computational details
In this chapter, Hartree-Fock and coupled-cluster theory were chosen for
geometry optimisation purposes. As shown before, CCSD, proves to be
very reliable for solving similar ground state geometrical problems. For
coupled-cluster, two different basis sets were selected in order to com-
pare the outcome of the calculations and to find out how it would affect
the most stable spin state for a given complex. For Hartree-Fock and
CCSD a correlation-consistent basis set was chosen, cc-pVDZ. A fur-
ther single-point was performed for CCSD with cc-pVTZ and a larger
basis set chosen for comparison purposes, cc-pwCVTZ [26] [27]. The
later basis set allows us to calculate core correlation on ground state
properties for first-row transition metal carbonyls as it includes tightly
optimised basis functions. The program used for these calculations was
Gaussian09 [28]. Analytical frequency calculations were performed in
all the geometrically optimised structures to guarantee a minimum.
The second part of this chapter focuses on applying NEVPT2 on the
most stable spin state at the CCSD/cc-pVDZ optimised geometry. Dal-
ton2015 [29] was chosen for NEVPT2 calculations which does not use
the full point group symmetry, C∞v, but rather C2v. Tracing back to
assign the full point group to these states is a challenging task, since
C∞v is a non-abelian point group. The reference space for the mono-
carbonyls was constructed by having the lowest (1-5) a1, (1-3) b1, (1-3)
b2 orbitals and 1a2. These correspond to the 1pi, 3σ, 2pi, 1δ, 4σ, 5σ,
3pi and 6σ shown in Figure 5.1 (M(CO)). For Ti(CO) 6 electrons were
chosen for the active space. For V(CO) 7 electrons, Cr(CO) 8 electrons,
Mn(CO) 9 electrons and Fe(CO) 10 electrons.
To complete this study, MCCI was performed on all the metal monocar-
bonyls. The same geometry chosen for NEVPT2 was used here (CCSD/cc-
pVDZ). The cmin (convergence threshold) used for the MCCI calcula-
tions was 3*10−4.
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5.3 Results and discussion
5.3.1 Geometry discussion
In this section the geometrical properties of the studied transition metal
monocarbonyls are discussed. As is shown in Table 5.1 for Ti(CO), the
bond lengths of the different monocarbonyls are similar among spin
states and method (HF and CCSD). The main discrepancy in this table
is the difference in bond length between coupled-cluster with cc-pVTZ
and cc-pwCVTZ. The core correlated basis set predicts an elongated
Ti-C bond of around 0.2 Å. Since both calculations are minima in the
potential energy surface, it seems that the core correlation basis func-
tions, influence this result largely.
When looking at V(CO) in Table 5.2, Hartree-Fock overestimates the
metal-carbonyl bond for the doublet, quartet and sextet spin states rel-
ative to CCSD. For CCSD the bond lengths are very close to each other,
considering all the different basis sets. For the sextet, the two DFT func-
tionals from previous work underestimate the bond length compared to
coupled-cluster.
For Cr(CO), in Table 5.3 it is intriguing to look at the bond lengths
for the quintet. Using CCSD/cc-pVTZ, there is a 0.2 Å difference when
comparing it to cc-pVDZ and cc-pwCTVZ for the Cr-C bond length.
For the triplet CCSD/cc-pVTZ underestimates the Cr-C bond length
in comparison to CCSD/cc-pwcVTZ. For the singlet and septet spin
state calculation, Hartree-Fock dissociated the molecule, i.e. was un-
bound. From previous calculations, BP/VWN and BPW91/6-311+G*
predicted a bent structure for the septet.
By looking at Mn(CO) in Table 5.4 for the quartet, it is possible to
notice that there are a few discrepancies between the different methods.
CCSD/cc-pVTZ and CCSD/cc-pwCVTZ have a difference of 0.2 Å for
the Mn-C bond and 0.02 Å for the C-O bond. The literature results
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(BP/VWN and BPW91/6-311G*) are 0.2 Å apart, considering the Mn-
C bond. BP/VWN predicts a bent structure for the quartet.
The last metal carbonyl considered is Fe(CO) (Table 5.5). The Fe-C
bond is one of the shortest bonds considered from the calculations per-
formed, especially for the triplet spin state. From previous literature
calculations, BP/VWN predicts a bent geometry for the complex again.
Hartree-Fock dissociated the molecule for the singlet spin state.
Ti(CO)
Method r Ti-C(Å) r C-O(Å) α Ti-C-O (°)
Singlet
HF/cc-pVDZ 1.921 1.154 180.0
CCSD/cc-pVDZ 1.891 1.196 180.0
CCSD/cc-pVTZ 1.871 1.190 180.0
CCSD/cc-pwCVTZ 2.082 1.156 180.0
Triplet
HF/cc-pVDZ 2.084 1.127 180.0
CCSD/cc-pVDZ 2.009 1.170 180.0
CCSD/cc-pVTZ 1.997 1.162 180.0
CCSD/cc-pwCVTZ 2.092 1.160 180.0
Quintet
HF/cc-pVDZ 2.298 1.112 180.0
CCSD/cc-pVDZ 2.092 1.157 180.0
CCSD/cc-pVTZ 2.067 1.151 180.0
CCSD/cc-pwCVTZ 2.055 1.144 180.0
BP/VWN [18] 1.969 1.175 180.0
BPW91/6-311+G∗ [24] 2.016 1.172 180.0
Septet
HF/cc-pVDZ 2.105 1.390 180.0
CCSD/cc-pVDZ 2.092 1.157 180.0
CCSD/cc-pVTZ 2.187 1.244 180.0
CCSD/cc-pwCVTZ 2.152 1.236 180.0
Table 5.1: Ti(CO) bond lengths and angles using different methods for spin states.
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V(CO)
Method r V-C(Å) r C-O(Å) α V-C-O (°)
Doublet
HF/cc-pVDZ 2.004 1.122 180.0
CCSD/cc-pVDZ 1.856 1.168 180.0
CCSD/cc-pVTZ 1.834 1.163 180.0
CCSD/cc-pwCVTZ 1.817 1.158 180.0
Quartet
HF/cc-pVDZ 2.086 1.120 180.0
CCSD/cc-pVDZ 1.856 1.169 180.0
CCSD/cc-pVTZ 1.930 1.163 180.0
CCSD/cc-pwCVTZ 1.913 1.157 180.0
Sextet
HF/cc-pVDZ 2.575 1.106 180.0
CCSD/cc-pVDZ 2.086 1.146 180.0
CCSD/cc-pVTZ 2.048 1.140 180.0
CCSD/cc-pwCVTZ 2.044 1.134 180.0
BP/VWN [18] 1.925 1.169 180.0
BPW91/6-311+G∗ [24] 1.969 1.167 180.0
Octet
HF/cc-pVDZ 2.004 1.122 180.0
CCSD/cc-pVDZ 2.048 1.404 146.3
CCSD/cc-pVTZ 2.044 1.398 146.3
CCSD/cc-pwCVTZ 2.026 1.393 140.7
Table 5.2: V(CO) bond lengths and angles using different methods for spin states.
Cr(CO)
Method r Cr-C(Å) r C-O(Å) α Cr-C-O (°)
Singlet
HF/cc-pVDZ ∞ ∞ ∞
CCSD/cc-pVDZ 1.844 1.150 180.0
CCSD/cc-pVTZ 1.810 1.144 180.0
CCSD/cc-pwCVTZ 1.784 1.142 180.0
Triplet
HF/cc-pVDZ 1.947 1.126 180.0
CCSD/cc-pVDZ 1.803 1.173 180.0
CCSD/cc-pVTZ 1.788 1.165 180.0
CCSD/cc-pwCVTZ 1.930 1.156 180.0
Quintet
HF/cc-pVDZ 2.060 1.156 180.0
CCSD/cc-pVDZ 2.199 1.135 180.0
CCSD/cc-pVTZ 1.934 1.172 180.0
CCSD/cc-pwCVTZ 2.131 1.122 180.0
Septet
HF/cc-pVDZ ∞ ∞ ∞
CCSD/cc-pVDZ 2.044 1.160 180.0
CCSD/cc-pVTZ 2.026 1.154 180.0
CCSD/cc-pwCVTZ 2.031 1.151 180.0
BP/VWN [18] 2.070 1.162 141.9
BPW91/6-311+G∗ [24] 2.156 1.161 139.5
Table 5.3: Cr(CO) bond lengths and angles using different methods for spin states.
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Mn(CO)
Method r Mn-C(Å) r C-O(Å) α Mn-C-O (°)
Doublet
HF/cc-pVDZ 1.852 1.134 180.0
CCSD/cc-pVDZ 1.758 1.181 180.0
CCSD/cc-pVTZ 1.740 1.174 180.0
CCSD/cc-pwCVTZ 1.741 1.166 180.0
Quartet
HF/cc-pVDZ 1.799 1.143 180.0
CCSD/cc-pVDZ 1.744 1.186 180.0
CCSD/cc-pVTZ 1.730 1.178 180.0
CCSD/cc-pwCVTZ 1.961 1.153 180.0
BP/VWN [18] 1.910 1.170 155.5
BPW91/6-311+G∗ [24] 1.727 1.188 180.0
Sextet
HF/cc-pVDZ 2.113 1.152 180.0
CCSD/cc-pVDZ 2.043 1.168 180.0
CCSD/cc-pVTZ 2.030 1.160 180.0
CCSD/cc-pwCVTZ 2.024 1.154 180.0
Octet
HF/cc-pVDZ 1.852 1.134 180.0
CCSD/cc-pVDZ 2.194 1.156 180.0
CCSD/cc-pVTZ 2.169 1.152 180.0
CCSD/cc-pwCVTZ 2.161 1.148 180.0
Table 5.4: Mn(CO) bond lengths and angles using different methods for spin states.
Fe(CO)
Method r Fe-C(Å) r C-O(Å) α Fe-C-O (°)
Singlet
HF/cc-pVDZ ∞ ∞ ∞
CCSD/cc-pVDZ 1.733 1.171 180.0
CCSD/cc-pVTZ 1.715 1.164 180.0
CCSD/cc-pwCVTZ 1.718 1.157 180.0
Triplet
HF/cc-pVDZ 1.794 1.134 180.0
CCSD/cc-pVDZ 1.723 1.174 180.0
CCSD/cc-pVTZ 1.708 1.166 180.0
CCSD/cc-pwCVTZ 1.710 1.159 180.0
BP/VWN [18] 1.803 1.169 158.1
BPW91/6-311+G∗ [24] 1.707 1.171 180.0
Quintet
HF/cc-pVDZ 2.005 1.118 180.0
CCSD/cc-pVDZ 1.892 1.154 180.0
CCSD/cc-pVTZ 1.876 1.146 180.0
CCSD/cc-pwCVTZ 1.880 1.140 180.0
Septet
HF/cc-pVDZ 2.236 1.117 180.0
CCSD/cc-pVDZ 2.090 1.159 180.0
CCSD/cc-pVTZ 2.068 1.151 180.0
CCSD/cc-pwCVTZ 2.064 1.147 180.0
Table 5.5: Fe(CO) bond lengths and angles using different methods for spin states
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5.3.2 Spin state discussion
In this subsection the energetic analysis of different methods for different
spin states is discussed. Table 5.6 shows the postulated ground states
for the monocarbonyls assigned experimentally.
The first studied transition metal monocarbonyl was Ti(CO). Looking
at Table 5.7, HF, CCSD, NEVP2 and MCCI predict the same spin
state, the quintet. The triplet state sits very close in energy, especially
for MCCI and NEVPT2 methods. There is an interesting result when
comparing CCSD/cc-pVTZ and CCSD/cc-pwCVTZ on Table 5.8. For
the singlet state, using a core correlated basis set, the energy gap be-
tween spin states decreases substantially.
For V(CO) in Table 5.9, all the methods predict the same state as being
the most stable, the sextet. NEVPT2 predicts the quartet to sit 0.28
eV higher in energy than the sextet, although other methods predict
a larger energy gap. In Table 5.10, the energetic values of CCSD/cc-
pVTZ and CCSD/cc-pwcVTZ predict the same spin state.
The next studied complex was Cr(CO) (Table 5.11). MCCI predicts the
septet as the most stable spin state, while CCSD and NEVPT2 predict
the quintet. Hartree-Fock dissociated the molecule for the singlet and
septet. In Table 5.12 cc-pVTZ and cc-pwcVTZ predict the quintet as
the most stable spin state, and the latter considers the septet only 0.12
eV higher in energy, while the former sits higher, 0.50 eV.
For MnCO, coupled-cluster and MCCI predict the sextet as the most
stable spin state, while NEVPT2 and HF predict the octet (Table 5.13).
It seems that for this complex the extrapolation of the experimental re-
sults is not a correct assumption, and MCCI, which is the most robust
method predicts the sextet and not the quartet as the most stable spin
state [30]. When looking at Table 5.14, cc-pVTZ and cc-pwCVTZ pre-
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dict the sextet as the lowest spin state, although the octet sits 0.16 eV
and 0.21 eV higher in energy respectively.
Iron monocarbonyl (Table 5.15) does not follow the same trend as the
last two metal monocarbonyls and the chosen methods do not give the
most stable spin state as 3Σ− from previous work. MCCI, NEVPT2 and
CCSD predict the quintet as the most stable spin state. Using different
basis sets, as shown in Table 5.16, the quintet is considered the lowest
spin state, although the triplet and septet sit close in energy to the







Table 5.6: Ground states previously postulated [30].
Ti(CO)
Spin State (2S+1) HF CCSD NEVPT2 MCCI
1 4.47 2.46 2.35 1.43
3 1.89 1.62 0.24 0.64
5 0.00 0.00 0.00 0.00
7 4.25 5.87 7.04 7.32
Table 5.7: Ti(CO) relative energies (eV) calculated with different levels of theory
and cc-pVDZ.





Table 5.8: Ti(CO) relative energies (eV) calculated with CCSD and valence and
core correlated basis sets.
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V(CO)
Spin State (2S+1) HF CCSD NEVPT2 MCCI
2 4.04 2.26 1.65 1.88
4 2.14 0.87 0.28 0.59
6 0.00 0.00 0.00 0.00
8 3.95 5.77 7.34 7.33
Table 5.9: V(CO) relative energies (eV) calculated with different levels of theory
and cc-pVDZ.





Table 5.10: V(CO) relative energies (eV) calculated with CCSD and valence and
core correlated basis sets.
Cr(CO)
Spin State (2S+1) HF CCSD NEVPT2 MCCI
1 ∞ 4.26 2.72 3.15
3 3.63 2.57 1.59 2.87
5 0.00 0.00 0.00 0.92
7 ∞ 0.65 0.74 0.00
Table 5.11: Cr(CO) relative energies (eV) calculated with different levels of theory
and cc-pVDZ.





Table 5.12: Cr(CO) relative energies (eV) calculated with CCSD and valence and
core correlated basis sets.
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Mn(CO)
Spin State (2S+1) HF CCSD NEVPT2 MCCI
2 8.84 4.23 2.91 3.61
4 6.37 1.82 2.55 1.47
6 0.32 0.00 4.02 0.00
8 0.00 0.08 0.00 0.09
Table 5.13: Mn(CO) relative energies (eV) calculated with different levels of theory
and cc-pVDZ.





Table 5.14: Mn(CO) relative energies (eV) calculated with CCSD and valence and
core correlated basis sets.
Fe(CO)
Spin State (2S+1) HF CCSD NEVPT2 MCCI
1 ∞ 3.74 2.40 3.73
3 4.79 1.26 0.94 0.51
5 0.92 0.00 0.00 0.00
7 0.00 1.07 3.98 2.08
Table 5.15: Fe(CO) relative energies (eV) calculated with different levels of theory
and cc-pVDZ.





Table 5.16: Fe(CO) relative energies (eV) calculated with CCSD and valence and
core correlated basis sets.
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5.3.3 Mean absolute deviations
The last part of the discussion focuses on the error analysis for the en-
ergetic calculations regarding spin states. Mean absolute deviations are
provided in Table 5.17 and MCCI is considered the most robust method.
Hartree-Fock has the highest mean absolute value when compared to
MCCI (1.7 eV). Although NEVPT2 is in theory a more robust method
than EOM-CCSD, it has a mean absolute deviation value of 0.75 eV,
while EOM-CCSD has a mean absolute deviation of 0.57 eV.
Note that the effects of core correlation are not insignificant for these
systems with a mean difference between cc-pVTZ and cc-pwCVTZ of
0.26 eV, with no frozen core for the latter basis.




Table 5.17: Mean absolute deviations in spin analysis for CCSD/cc-pVDZ basis set
considering MCCI the best theory.
5.4 Conclusions
Transition metal complexes prove to be one of the most challenging
fields for computational inorganic chemists. The calibration performed
on the first-row transition metal monocarbonyls is able to establish very
important ground state properties. Some of the chosen methods for this
study have never been used before in these systems. Methods such as
CCSD, NEVPT2 or MCCI can provide a clear picture, exploring gaps
that were found in other methods, helping to describe the ground state
properties properly. The multireference methods MCCI and NEVPT2
are a valuable tool for these systems. Using MCCI is fundamental to
recover balanced static correlation and assign the spin states accurately.
It is considered the most robust theoretical method to be applied to
these systems.
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Clearly electron correlation affects the ground spin state of monocar-
bonyls. Discrepancy from assigned spin states is explained by the wrong
extrapolation of the experimental results calculated for the isolated met-
als. The studies performed in the past to calculate the atomic energy
for isolated transition metals should not necessarily be extrapolated to
complexes.
This chapter shows that some care must be taken when analysing the
balance between static and dynamic correlation. Inorganic transition
metals have a very large dependence on how correlation is defined that
can lead to large errors if it is not addressed properly.
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Chapter 6
On the excited states of the nickel
carbonyls Ni(CO) and Ni(CO)4:
challenging molecules for electronic
structure theory
6.1 Introduction
The last chapter dealt with stern challenges describing the ground state
of first-row transition metal monocarbonyls. Chapter 6 focuses on an
extensive study of the ground and excited states of Ni(CO) and Ni(CO)4.
A wide range of correlated electronic structure approaches were applied
to the excited states of these two complexes in order to understand
the performance of each method, in addition to set benchmark data for
these important metal carbonyls. These complexes are models for unsat-
urated (NiCO) and saturated transition metal carbonyls (Ni(CO)4) and
can tell us more about the behaviour of more complex systems. Methods
such as coupled-cluster linear response hierarchy, complete-active-space
self-consistent field theory, N -electron valence state multireference per-
turbation theory, Monte-Carlo , and time-dependent density functional
theory with a range of functionals and basis sets were chosen to describe
these systems.
Early experimental work on these complexes shows very poor resolution
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spectra, with broad and featureless spectra. With the evolution of tech-
nology, modern time-resolved pump-probe spectroscopy provided enor-
mous breakthroughs in the area of the photochemistry of saturated metal
carbonyls. A few examples are Cr(CO)6, Mn2(CO)10 and Fe(CO)5. All
of them undergo extremely fast dissociation events, where a carbonyl
group is lost. This is followed by rapid radiationless decay to the ground
electronic state of the unsaturated complex. Then they display highly
mode-specific vibrational coherences in this ’hot’ product [1, 2, 3, 4, 5].
In the past, a lot of studies emerged on the photochemistry of such com-
plexes: CASPT2 for Cr(CO)6 [6][7], EOM-CCSD on Cr(CO)6 [8] and
LR-CCSD on Fe(CO)5 [9]. There have also been several time-dependent
density functional theory (TD-DFT) studies [7, 6, 8, 10]. TD-DFT offers
the possibility of a very low cost, yet accurate treatment of many excited
states in such systems, although agreement with ab initio methods is far
from perfect.
6.1.1 Ni(CO)4
Ni(CO)4 has different properties when compared to complexes that fol-
low rapid radiationless decay. It displays a red luminescence upon ex-
citation on a much longer time scale [11]. The photochemistry of this
complex has been studied over the years, using high level methods to
describe the ground and excited states accurately. Various theoretical
attempts have been made to study the excited states of Ni(CO)4. A
few examples are INDO/S [12], CASSCF and CASPT2 [6] and as it was
mentioned before TD-DFT [10]. The results were generally poor, for
example it was found that CASSCF overestimated excitation energies
by around 1 eV compared to experiment.
The electronic absorption spectra of Ni(CO)4 were obtained in previ-
ous calculation studies [12] [13]. These were performed both in the gas
phase using UV light and in solution. The spectra are poorly resolved
and lacking spectral detail. Both gas and solution phase spectra contain
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one broad band at 6.0 eV with shoulders lower in energy at 5.5 eV and
5.2 eV in solution, and 5.4 eV and 4.6 eV in the gas phase. Previously
all these transitions were assigned as 1A1 → 1T2 and considered MLCT
states.
6.1.2 Ni(CO)
This unsaturated transition metal carbonyl is important in many ar-
eas of catalysis, where it has been assumed to offer a simple model of
chemisorption [14, 15, 16, 17] and in catalytic activation processes [18].
As for Ni(CO)4 the σ bonding and the pi-back-bonding to the nickel
atom are the pillars of the formation of these kind of complexes. Sev-
eral studies of Ni(CO) were performed in the past focusing on the nature
of ground electronic state, see previous chapters. Initially predicted to
be an open-shell triplet state [19], more recent calculations have in fact
shown that the ground state is a closed-shell singlet (Σ+) [20] [21] [22].
Based on this several different theoretical studies were performed in or-
der to assess the different properties of the ground and excited states
of Ni(CO). Different computational methods have been used to describe
both the ground state electronic structure and the respective minimum
geometry. High-resolution spectroscopic characterization gives a linear
structure with a Ni-C distance of 1.669 Å and C-O distance of 1.153 Å
[23].
Other extensive studies focused on analysing the degree of multireference
character present in Ni(CO) [21] [24]. Madhavan et al after analysing
a CI wavefunction proposed a mixture of configurations for the ground
state, with 3d10 accounting for around 60% and the other configuration
3d94s1 accounting for 40% [24]. Another study performed by Blomberg
et al argued that nickel is better described only by 3d94s1, since its d
population is closer to 9 than 10 [21].
146
In 1994 Persson et al analysed and estimated the properties of ground
state metal carbonyls (MCO), including Ni(CO) with a range of differ-
ent transition metals [25]. One of the main concerns was the calcula-
tion of the binding energies and bond lengths using different degrees of
correlated computational approaches and one-electron basis sets. Using
coupled-cluster (CCSD(T)) and a large basis set, the closest value to the
experimental binding energy was 142 kJ mol−1, in comparison to 171±6
kJ mol−1 (experimental value from [26]). The closest binding energy to
experimental data was obtained with CASSCF (170 kJ mol−1), recover-
ing the necessary static correlation to describe the system accurately.
Madhavan et al using CI theory characterized the lowest excited states
of Ni(CO) [24]. More recently, CCSD, CCSD(T) and EOM-CCSD were
chosen to study the geometrical properties and harmonic vibrational
frequencies of the low-lying excited electronic states of Ni(CO) using a
range of large basis sets [27]. This extensive study revealed the prop-
erties of the first excited states of the molecule, where seven different
electronic states were computed (3∆, 13Σ ,13Φ, 13Π, 23Π, 11∆ and 11Π).
The chosen method was CCSD(T) due to not only its robustness to de-
scribe difficult states but also being able to find accurate bond lengths
and harmonic frequencies for the lowest states of each symmetry. It is
shown that the pi-back-donation from the nickel 3dpi to the carbonyl
2pi∗, as well as the σ-polarization, reduces the repulsion between the 4s
nickel orbital and CO 5σ. It was also found, that the σ-donation for the
CO is much less important than the pi-back-donation from the metal in
terms of the stability of the complex.
6.2 Computational details
All TD-DFT, EOM-CCSD and CASSCF calculations were performed
with Gaussian 09 [28], while Dalton2015 [29] was chosen for the LR-CC
and NEVPT2 calculations. Ni(CO)4 and Ni(CO) were initially opti-
mised in their 1A1 and 1Σ+ electronic ground states, in Td and C∞v
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point groups respectively, at the CCSD and B3LYP level of theory, with
a triple zeta basis set (cc-pVTZ). Frequency calculations confirmed that
a minimum was obtained for both complexes.
For the CASSCF calculations different active spaces were chosen. Firstly
a (10,11) active space was used comprising ten electrons distributed
among five 3d orbitals plus an additional set of d orbitals representing
the 4d antibonding equivalents of the 3d orbitals. This process of "or-
bital doubling" of the d orbitals was introduced in literature by Persson
et al [25]. This way it is possible to introduce further correlation into
the active space to describe dative electron pair bonding and the asso-
ciated dynamic correlation, which is achieved through the extra node in
the internuclear metal-ligand region. The final orbital included in the
active space is a 4s nickel orbital. This active space is expected to de-
scribe the ground and low-lying excited states of Ni(CO)4 and Ni(CO)
qualitatively based on previous CASSCF studies of other first row tran-
sition metal carbonyls [9, 30, 31, 32, 33, 34, 35].
Regarding Ni(CO)4 multiconfigurational methods were not used to per-
form excited state calculations. It is known that these calculations would
have a very high computational cost due to their requirement of state av-
eraging associated with the number of states that need to be considered.
Concerning Ni(CO), NEVPT2 was considered and the first low-lying ex-
cited states were calculated.
For quantitative excitation energies a balanced treatment of dynam-
ical correlation is required and can be obtained through appropriate
multireference perturbation theories. NEVPT2 was chosen to perform
calculations on low-lying states of Ni(CO). This variant multireference
perturbation theory is very powerful and offers a variety of approaches,
based on different approximations to the perturbed system. Another
important property is the fact that it avoids any problems of intruder
states in the perturbation series. The reference space for Ni(CO) was
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constructed by having the lowest (1-9) a1, (1-3) b1, and (1-3) b2 or-
bitals doubly occupied in all configurations, with 12 electrons distributed
across the next (10-14) a1, (4-6) b1, (4-6) b2, and 1a2 orbitals. NEVPT2
wavefunctions were then evaluated using symmetry for the lowest singlet
and triplet states of each irrep with the cc-pVTZ basis.
Finally Monte-Carlo configuration interaction (MCCI) was performed
on Ni(CO), to confirm the correct ground state and to examine the first
excited states as well. The cut-off chosen was cmin=3x10−4 based on
previous experience with the MCCI algorithm, and there were 11 frozen




2 - |ci|4, was analysed as well. It has limiting values of
zero for a single-configuration and one finds the value of MR around
0.3 for a weekly correlated system (e.g., ground state of hydrogen flu-
oride at equilibrium), whereas a strongly correlated system (e.g., Cr
dimer ground state) has MR around 0.9 [36]. The MCCI calculations
were performed using the optimised geometry with B3LYP/cc-pVTZ.
cc-pVDZ and cc-pVTZ(D) were chosen for the calculations, due to dif-
ficulties in convergence for the full cc-pVTZ basis set. For the latter,
the f angular momentum set is removed from the carbons and oxygens,
while the g angular momentum functions are removed from the nickel.
The difference in values between the two basis sets is compared in the
result sections below and, the mean absolute deviations evaluated.
6.3 Results and discussion
6.3.1 Ground state - Ni(CO)4
The most stable ground state geometry for nickel tetracarbonyl is Td.
From the literature Ni(CO)4 was documented as being a closed shell sys-
tem (1A1) [6] [10] [37]. Table 6.1 shows the results for Ni(CO)4 where
DFT, CCSD and CASPT2 are close to each other and experiment. Even
though there is a considerable mixing between the metal and ligand
orbitals, the ground state picture can still be depicted as being 3d10.
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The electronic structure can be understood qualitatively in terms of the
well-known molecular orbital diagram for tetrahedral pi-bonded com-
plexes. This MO picture has been discussed extensively by Bauschlicher
et al [38]. It is noted that the CCSD T1 diagnostic is 0.0316. This
is large enough to indicate some multireference character when using
Hartree-Fock orbitals. However, the system appears well-described, at
least qualitatively, by a single configuration. A molecular orbital dia-
gram is shown in Figure 6.1 describing the bonding in Ni(CO)4.





CASPT2[25] - Ni 5s4p3d1f; C,O 3s2p1d 1.83 1.16
Experimental [37] 1.838 1.142
Table 6.1: Ni(CO)4 optimised geometrical parameters.
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Figure 6.1: Ni(CO)4 HF/cc-pVTZ molecular orbital diagram.
6.3.2 Ground state - Ni(CO)
The unsaturated Ni(CO) molecule presents a much sterner challenge in
terms of the ground electronic state. As it was discussed before Ni(CO)
was originally believed to be a triplet but the most recent calculations
show that is indeed a closed-shell singlet (1Σ+). As before, a HF/cc-
pVTZ molecular orbital diagram is depicted in Figure 6.2. The opti-
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mised linear singlet geometries are shown in Table 6.2. Electron correla-
tion causes a contraction in N-C bond length, although the C-O distance
is very insensitive to this. The CCSD/cc-pVTZ T1 diagnostic is 0.0459
indicating caution with regard to trusting the results due to a (partially)
multireference wavefunction. Similar to its saturated counterpart the
electronic structure appears to contain a dominant component with Ni
3d10 character. Multiconfigurational approaches confirm this with, for
example, CAS(10,11) indicating that this dominant configuration ac-
counts for around 86% of the wavefunction. CASSCF further confirms
the ground state as a singlet, as does MCCI (vide infra) and NEVPT2
(Table 6.4). The state energies are expressed in terms of irreps of C∞v
point group, e.g. NEVPT2 (partially contracted approach), Table 6.4.
As shown in Table 6.3 the singlet-triplet gap reflects how important
electronic correlation is to describe the ground state of Ni(CO). In par-
ticular, for DFT one finds that hybrid functionals tend to predict an
incorrect triplet geometry and/or spin-state ordering. The degree of
(exact) Hartree-Fock exchange appears to be the crucial quantity to
describe the singlet spin-state correctly, even with modern meta-GGA
functionals such as the Minnesota family. Interestingly CAM-B3LYP
describes the triplet geometry and state ordering correctly. As it was
noticed from the previous calculations electronic correlation is funda-
mental to describe this complex. In Table 6.4 the results for NEVPT2
state energies are shown, with a reference space built as described above,
for each irrep of C2v symmetry, for the lowest singlet and triplet states.
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Figure 6.2: Ni(CO) HF/cc-pVTZ molecular orbital diagram.
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Method r Ni-C (Å) r C-O (Å) α Ni-C-O(°)
HF/cc-pvTZ 1.756 1.112 180.0
B3LYP/cc-pvTZ 1.683 1.149 180.0
BP86/cc-pvTZ 1.672 1.165 180.0
BP86/6-311+G* [39] 1.675 1.167 -
BPW91/6-311+G*[40] 1.675 1.166 -
B2PLYP/cc-pvTZ 1.682 1.161 180.0
mPW2PLYP/cc-pvTZ 1.682 1.156 180.0
B2PLYPD3/cc-pvTZ 1.682 1.161 180.0
M06/cc-pvTZ 1.685 1.142 174.6
M06L/cc-pvTZ 1.667 1.155 174.9
M06-2X/cc-pvTZ 1.718 1.138 173.5
M06-HF/cc-pvTZ 1.765 1.122 172.3
MN12SX/cc-pvTZ 1.680 1.144 180.0
MP2/cc-pvTZ 1.640 1.174 180.0
CCSD/cc-pvTZ 1.670 1.145 180.0
CCSD(T)/cc-pvTZ[41] 1.687 1.166 -
BD/cc-pvTZ 1.667 1.139 180.0
CASSCF [42] - Ni 8s6p4d; C,O 4s3p 1.683 1.161 -
CASPT2[25] - Ni 5s4p3dlf; C,O 3s2p1d 1.680 1.170 -
Experimental [23] 1.669 1.153 -
Table 6.2: Ni(CO) singlet geometries.
























Table 6.4: Ni(CO) NEVPT2/cc-pVTZ singlet and triplet state energies (B3LYP/cc-
pVTZ singlet geometry).
6.3.3 Excited States - Ni(CO)4
The low-lying excited states of Ni(CO)4 are shown in Table 6.5. The
complex spectroscopy is a challenging case for computational/inorganic
chemists since it has a high density of states (>20, below 6 eV) and it
is not easy to classify them. In its ground state Ni(CO)4 has Td sym-
metry, so only T2 symmetry transitions are dipole allowed. This means
that apart from these transitions all others do not have an associated
oscillator strength. All the low-lying states, and in particular the two
bright states observed experimentally, have MLCT character, i.e., from
the filled 3d orbitals to those that are predominately of pi∗ character with
largest amplitudes on the carbonyls. The second bright state, 21T2, in-
volves mainly transitions from the same highest filled t-symmetry LF
d orbitals to the next lowest empty e-symmetry pi∗ orbitals. There is
a 4.5 eV shoulder in the gas phase spectrum, that is 0.5 eV lower in
energy than EOM-CCSD. The highest allowed states for these methods
correlate well with the other shoulder that sits around 5.2-5.4 eV.
Similarly to Chapter 4 the most striking results come from the linear
response coupled-cluster methods. CC2 produces qualitatively wrong
results: for the first T2 state, the error is around 3.6 eV. CCR(3) also be-
haves in a unusual way with excitation energies higher than EOM-CCSD
or LR-CCSD. Concerning the computational cost of CAM-B3LYP, the
performance of this DFT method is very good when compared to more
expensive methods. As it was mentioned in Chapter 2 this method was
developed to give a long range charge transfer correction of B3LYP.
The results obtained with TD-CAM-B3LYP are in very close agreement
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with the results obtained with EOM-CCSD and LR-CCSD. The bright
states calculated for Ni(CO)4 are in reasonable agreement with exper-
imental values. The TD-CAM-B3LYP excitation energies are close to
the two band maxima, although it must be noted that direct comparison
between these values and the experimental data is not ideal since the
spectrum is very broad. One should include vibronic coupling effects,
as well as use a larger one-electron basis set.
As it was shown in the previous chapter the performance of lower cost
methods (CIS, CIS(D) or CC2) is interesting and shows that some cau-
tion must be taken when applying them to transition metal complexes.
There is clearly no smooth convergence of excitation energy for any state
with quite large oscillatory behaviour across the LR-CC series. When
comparing the CCSD excitation energies with the CIS/CCS the values
are quite close, although when comparing the transition strengths, the
two brightest states are ordered incorrectly. The low cost doubles fail
spectacularly in comparison to complete CCSD. CIS(D) and CC2 signif-
icantly underestimate the excitation energies, often by several electron
volts. For some of the CC2 excitation energies the higher excited states
failed to converge. The poor performance of these models is further dis-
cussed below in terms of Tˆ1 amplitudes. The problems that arise from
these intermediate methods are much more severe for the unsaturated
metal carbonyl Ni(CO) as well. Including the CCR(3) non-iterative
model, this also shows large effects but in the opposite direction, i.e.,
larger excitation energies consistent with an overall oscillatory pattern
in the LR-CC series. The deviations from LR-CCSD are again quite
severe , although they are smaller than those of CIS(D), showing that
there is a problem in the oscillatory convergence in the LR-CC series.
The only discrepancy with LR-CCSD is between the bright 21T2 and
dark 31T1 states in which the ordering is inverted.
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State Character CIS CIS(D) CC2 LR EOM CCR(3) CAMCCSD CCSD B3LYP
11T1 MLCT 4.628 3.282 2.047 4.715 4.715 6.011 4.472
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
11E MLCT 4.831 3.218 1.932 4.752 4.752 6.031 4.665
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
11T2 MLCT 5.138 3.284 1.361 5.051 5.051 6.036 4.976
(0.1035) (0.490) (0.0550) (0.0542) (0.0360)
21T1 MLCT 5.548 2.847 - 5.132 5.132 6.298 4.896
(0.0000) (0.0000) (0.0000) (0.0000)
31T1 MLCT 5.822 2.944 - 5.374 5.374 6.640 5.427
(0.0000) (0.0000) (0.0000) (0.0000)
11T2 MLCT 6.121 2.841 1.979 5.564 5.564 6.611 5.266
(0.0819) (0.0150) (0.0780) (0.0805) (0.0656)
Table 6.5: Singlet electronic excitation energies (eV) of Ni(CO)4 with cc-pVDZ. Oscil-
lator strengths are given in parentheses. Direct comparison between these values and
the experimental data is not ideal since the spectrum is very broad.
6.3.4 Excited States - Ni(CO)
The calculated excited states for Ni(CO) are shown in Tables 6.6 and
6.7 for two different basis sets cc-pVDZ and cc-pVTZ. Considering first
LR-CCSD, the first excited electronic state is the dark 11∆ state corre-
sponding to transitions from off-axis-δ-symmetry pure Ni d-orbitals to
a dσ Ni-carbonyl antibonding orbital. Going from the double zeta basis
to the triple zeta the excitation energy increases by around 0.2 eV. The
next considered state is the bright state, 11Π, which has a very small
oscillator strength. This state has a different character than before and
involves transitions from Ni-carbonyl pi∗ orbitals, similar to Ni(CO)4 to
the same dσ Ni-carbonyl antibonding orbital. Again, there is an increase
of the excitation energy from 1.319 eV to 1.447 eV upon increasing the
basis set from cc-pVDZ to cc-pVTZ. The next excited state 21Σ+ has
the largest oscillator strength of the low-lying excited states considered,
showing a small difference between the double and triple zeta basis set.
This state corresponds to a transition from the dσ Ni-carbonyl bond-
ing orbital to its antibonding counterpart. The transition strengths for
the bright states are of the same orders of magnitude between CCS
and CCSD. The CCS excitation energies show less variation with basis
set than CCSD. As discussed in Chapter 4, the low cost doubles fail
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spectacularly for Ni(CO) calculating a negative excitation for the lowest
11∆ state. Regarding CC2 it also calculates negative excitation energies
for both states, while CIS(D) gives spuriously small excitation energies
for those. As for Ni(CO)4, CCR(3) shows an overestimation of excita-
tion energies, although it is much less severe (maximum 0.6 eV). The
CCR(3) excitation energies show less sensitivity to basis than CCSD. In
both bases considered, however, the order of the 11Π+ and 21Σ+ states
is inverted, although for both, the states are within < 0.2 eV of each
other. Once again, TD-CAM-B3LYP performs very well. There is no
noticeable sensitivity to the basis set. The oscillator strengths were cal-
culated to have the correct relative orders of magnitude, although for
the 21Σ+ state it is too large compared to LR-CCSD.
It is necessary to understand why these intermediate CCn methods fail,
so it is important to rely on CASSCF calculations to assess the nature of
the ground states as they are crucial in obtaining excited state data and
their responses. Although a (10,11) active space was picked for Ni(CO)4
and Ni(CO) ground state calculations it was found that the ground state
on both complexes was dominated by the 3d104s0 on the nickel atom.
Even though this is the preferred configuration, it never accounted for
more than 90% for Ni(CO). The other large contribution comes from
the 3d84s2. There is a small but significant amount of multireference
character that has consequences for the lower cost CC response meth-
ods. The large Tˆ1 amplitudes indicate a significant amount of orbital
relaxation. One solution for this problem would be to use a better set
of underlying orbitals. In the presence of an external field the orbital
relaxation here is very large and the Tˆ1 similarity transformed operators
in CCn theory start to cause problems.
It is important to compare the LR-CCSD results with those from NEVPT2
(Table 6.4). Both methods provide close results, for example, for the
first dark 11∆ state, but agree less well for the next, bright, 11Π state
1.447 eV vs 2.540 eV. In fact, the NEVPT2 excitation energy for this
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state is much closer to CCSDR(3) at 2.26 eV. MCCI (Tables 6.8 and
6.9), also shows this state around 2.5 eV. The last part of this investiga-
tion focuses on the electronic structure of the electronic excited states of
Ni(CO) using MCCI and as well quantifying their multireference charac-
ter [36] [43]. The cut-off (cmin) for configurations determines the accu-
racy of a MCCI calculation. The cmin value used was 3x10−4 for both
cc-pVDZ and cc-pVTZ(D) basis sets with 11 frozen orbitals. These rep-
resent the core orbitals, that do not have a strong role in the bonding
of the complex. The CI spaces are of the order of 1021 and 1023 Slater
determinants for each basis, respectively. The number of spin-adapted
configuration state functions (CSFs) in the converged MCCI wavefunc-
tions that approximate those full CI wavefunctions for each separate
state are also given in Tables 6.8 and 6.9. MCCI also confirms that
the ground state is a singlet, the lowest triplet being 1.4 eV above (in
both cases). The increasing size of the basis set has only a very small
effect on excitation energies (0.1 eV). The MCCI excited states energies
are always larger than those of LR-CCSD. This agrees as well with the
CCR(3) excitation energies being larger and the oscillatory convergence
across the LR-CC series. The ordering of MCCI excited states agrees
with both LR-CCSD and NEVPT2. By looking at the measure of mul-
tireference (MR) one may notice that it shows that all the singlet states,
even the ground state, are of significant multireference character when
expanded in Hartree-Fock orbitals.
State Character CIS CIS(D) CC2 LR EOM CCR(3) CAMCCSD CCSD B3LYP
11∆ dσ∗ 1.572 -1.352 -3.121 0.765 0.765 1.367 0.991
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
11Π dσ∗ 1.610 0.143 -5.603 1.319 1.319 2.260 1.594
(0.0003) (-0.2202) (0.0004) (0.0001) (0.0003)
21Σ+ σσ∗ 1.169 0.308 -2.504 1.495 1.495 2.135 1.564
(0.0121) (0.0000) (0.0316) (0.0368) (0.0149)
Table 6.6: Lowest singlet electronic excited states (eV) of Ni(CO) with cc-pVDZ. Os-
cillator strengths are given in parentheses.
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State Character CIS CIS(D) CC2 LR EOM CCR(3) CAMCCSD CCSD B3LYP
11∆ dσ∗ 1.667 -1.352 -2.681 0.917 0.917 1.508 1.087
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
11Π dσ∗ 1.646 0.143 -5.194 1.447 1.447 2.378 1.668
(0.0002) (-0.610) (0.0001) (0.0001) (0.0003)
21Σ+ σσ∗ 1.217 0.308 -2.336 1.507 1.507 2.153 1.596
(0.0119) (0.2228) (0.0322) (0.0322) (0.0149)
Table 6.7: Lowest singlet electronic excited states (eV) of Ni(CO) with cc-pVTZ. Os-
cillator strengths are given in parentheses.
State Energy/eV Multireference (MR) CSFs
11Σ+ 0.00 0.65 26320
11∆+ 1.65 0.60 53309
11Π+ 2.44 0.73 46962
21Σ+ 2.54 0.68 56593
13∆ 1.41 0.43 45345
13Π 2.10 0.54 50303
Table 6.8: Ni(CO) MCCI (Cmin=3*10−4/cc-pVDZ energies relative to the lowest
totally symmetric singlet State, multireference MCCI diagnostic MR, and number
of CSFs in converged CI solution.
State Energy/eV Multireference (MR) CSFs
11Σ+ 0.00 0.65 32489
11∆+ 1.65 0.58 66207
11Π+ 2.56 0.71 55764
21Σ+ 2.69 0.67 67533
13∆ 1.45 0.43 60145
13Π 2.56 0.71 55764
Table 6.9: Ni(CO) MCCI (Cmin=3*10−4/cc-pVTZ(D) energies relative to the lowest
totally symmetric singlet State, multireference MCCI diagnostic MR, and number
of CSFs in converged CI solution.
6.3.5 Mean absolute deviations
Table 6.10 shows the mean absolute deviations for Ni(CO)4 consider-
ing each method used relative to EOM-CCSD. The highest mean abso-
lute deviation is 3.4 eV for CC2. This method once again shows that
its description of electron correlation is not ideal for inorganic systems
such as this. TD-CAM-B3LYP has a very small error (0.17 eV), proving
its reliability, with a lower computational cost than EOM-CCSD/LR-
CCSD or CCR(3). Although CCR(3) is normally considered a very ro-
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bust method, its mean absolute deviation value (1.2 eV) proves it is not
as reliable for these kind of inorganic systems, and its computational
cost is very high.
In Tables 6.11 and 6.12 a description of the mean absolute deviations
for Ni(CO) with cc-pVDZ and cc-pVTZ is shown. For both tables CC2
is the method showing the highest mean absolute deviation 4.94 eV and
4.69 eV respectively. This proves once again that some care must be
taken when using CC2 for computational studies in inorganic systems.
CCR(3) which is from the same family as CC2 has an error value of
0.73 eV for cc-pVDZ and 0.72 considering cc-pVTZ. CIS has surprisingly
small error values (bellow 0.50 eV), considering its lack of correlation.






Table 6.10: Mean absolute deviations for the low-lying excited states of Ni(CO)4
with cc-pVDZ considering LR-CCSD/EOM-CCSD the best theory.






Table 6.11: Mean absolute deviations for the low-lying excited states of Ni(CO)
with cc-pVDZ considering EOM-CCSD/LR-CCSD the best theory.






Table 6.12: Mean absolute deviations for the low-lying excited states of Ni(CO)
with cc-PVTZ considering EOM-CCSD/LR-CCSD the best theory.
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6.4 Conclusions
A wide range of correlated methods were applied to the excited elec-
tronic states of the saturated and unsaturated binary metal carbonyls
Ni(CO)4 and Ni(CO). For Ni(CO) it was found that a correlated treat-
ment is necessary to predict a closed-shell singlet ground state. Both are
described qualitatively by a simple single configuration (3d10) wavefunc-
tion. There are some multireference effects associated with the 3d84s2
metal configuration that have very strong indirect effects on the perfor-
mance of correlated excited state methodologies. CCn models fail due
to the large Tˆ1 amplitudes, although the full CC response (or equivalent
EOM) approaches are very accurate in describing the excited states
of these systems. MCCI further quantifies the significant multirefer-
ence character of the ground and excited electronic singlet states us-
ing a recently introduced metric. TD-CAM-B3LYP has an exceptional
cost/performance for these very challenging electronic states. These metal
carbonyls are simple, yet display richness in their electronic structure
that makes them excellent test cases for excited state quantum chemical
methodologies.
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On the photodissociation of
Mn2(CO)10 and Cr(CO)6 to their
corresponding photoproducts:
relaxation of excited Mn(CO)5 and
Cr(CO)5
7.1 Introduction
Chapter 7 focuses on the photochemistry of Mn(CO)5 and Cr(CO)5
showing the pathway these molecules undergo after the photodissocia-
tion of their parent molecules Mn2(CO)10 and Cr(CO)6. The photodis-
sociations, and subsequent non-adiabatic relaxations, as well as Jahn-
Teller effects are going to be discussed. As reviewed in Chapter 1 there
are different types of conical intersections connecting potential energy
surfaces. These depend on the type of molecules studied, two examples
are tilted and circular conical intersections (see description in Chapter
1), and these are vital features here.
Rosa et al applied DFT and TD-DFT to a wide range of transition metal
systems to study their ground and excited states. One such system is
Mn2(CO)10 [1]. The ability these smaller complexes have to mimic big-
ger complexes with more "exotic" ligands is a great advantage. Binary
transition metal carbonyls are perhaps one the most studied classes of
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complexes in this area. The aim of this study by Rosa et al was to
understand better the photochemistry resulting from both Mn-Mn and
Mn-CO bond dissociation channels. Although it is considered a small
complex it is still very demanding. Early versions of density functional
theory mentioned in Chapter 2, such as LDA were chosen with a mixture
of double and triple zeta STO basis sets. They found that low energy
excitations were due to σ → σ∗ and dpi → σ∗ transitions, with ligand
field (LF) d → d transitions occurring at higher energy. The metal 4p
orbitals were also found to mix in with metal 3d orbitals in these σ and
σ∗ orbitals. Originally, the Mn-Mn dissociation was thought to occur
from the σ → σ∗ transition and the Mn-CO dissociation from ligand
field transitions. The same authors performed another study to look at
the potential energy curves for Mn-Mn and Mn-CO bond dissociation
channels. LDA was used with different corrections to the exchange and
correlation energy. It was concluded that Mn-Mn bond dissociation oc-
curs from the low energy σ → σ∗ transition. This transition can also
lead to axial or equatorial CO loss as the responsible states for this dis-
sociation are near degenerate to the low energy σ → σ∗ transition at the
equilibrium geometry. The most important conclusion is that upon the
photoexcitation of Mn2(CO)10 above 266 nm is the ejection of a single
carbonyl ligand.
Cr(CO)6 has been the subject of much theoretical and experimental
studies, for example to resolve its spectra and determine the nature of its
excited states. A few theoretical methods were applied to this complex
that include for example the INDO/S method [2], SAC-CI (symmetry
adapted configuration interaction), CASSCF and CASPT2, TD-DFT
[3] [4] and the most recent study involved methods such as EOM-CCSD
and STEOM-CCSD [5]. The paper by Villaume et al shows a shoulder
at 3.92 eV for the absorption spectra, which the authors assigned to the
1A1g →1T2u MLCT transition, which showed a low oscillator strength.
There were two other absorption bands reported at 4.37 eV and 5.20 eV
which represent the 1A1g →1T2u MLCT transitions. These two transi-
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tions are the most dominant ones (stronger) in the spectrum. Cr(CO)6
also undergoes ultrafast photochemistry, that causes the loss of one car-
bonyl ligand. The loss of the carbonyl ligand for both complexes leads
to a Jahn-Teller type conical intersection and the formation of photo-
products, Mn(CO)5 and Cr(CO)5. These are going to be discussed in
the next sections. The pathways that Mn2(CO)10 and Cr(CO)6 undergo
upon irradiation with light to form Mn(CO)5 and Cr(CO)5 are portrayed
in Figure 7.2. An example of a Cr(CO)6 molecular orbital diagram is
portrayed in Fig 7.1.
Figure 7.1: Qualitative MO diagram for Cr(CO)6. The only two orbitally and spin
allowed transitions are MLCT (dpi∗) 1A1g →a1T1u (2t62g →2t52g 9t11u and b1T1u
(2t62g →2t52g 2t12u). The ligand field excited states (1T1g and 1T2g) lie higher in energy
Adapted from: "Non-Adiabatic direct dynamics study of chromium hexacarbonyl
photodissociation", The Journal of Physical Chemistry A 2002, 106, 10494-10504.
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The most recent work that predicted the formation of hot photoproducts
was Fuß et al, who performed several experimental studies. They used
pump probe laser techniques with transient ionisation spectroscopy to
describe these femtosecond phenomena [6, 7, 8, 9, 10, 11]. These experi-
ments work in such a way: the system is "pumped" by initial excitation
energy, then the nuclei respond, and this effect is probed with a second
time-delayed laser pulse. A important finding from these experiments
was a coherent oscillation observed for the various unsaturated ion frag-
ments for the dissociation process of several different metal carbonyls. It
was found that the transitions were dominated by one large peak which
relates to one specific molecular vibration, usually a bending. The first
photoproduct of these reactions is formed in a femtosecond timescale
and there are no indications of fluorescence [12] [13].
7.1.1 Mn(CO)5 and Cr(CO)5
Mapping the topology of the ground and excited state potentials is
fundamental to describe phenomena that take part on a femtosecond
timescale. One of these phenomena is the geometrical rearrangement of
resulting photoproducts after CO loss or metal-metal bond cleavage in
Mn2(CO)10 and Cr(CO)6. These areas of the potential energy surfaces
include strong non-adiabatic coupling, for example the seam of conical
intersection, which details the connection between the excited state and
ground state. Electronic structure methods are pushed to their limit
here and multireference methods are fundamental to describe these ar-
eas of the potential energy surface. CASSCF and CASPT2 are obvious
choices. CASSCF is a suitable method to study and detail these struc-
tures, but chemical intuition is needed to decide which active space to
choose. Previous CASSCF calculations [12], found Jahn-Teller geome-
tries present in the photodissociation pathways for these systems, with
a trigonal bipyramidal geometry (D3h). The topology on the lower sur-
face around the point of intersection has a number of symmetry equiv-
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Figure 7.2: General schematic potential energy surface of linear photodissociation
coordinate which leads to M(CO)5 (M=Mn,Cr) in the excited state using Cr(CO)6
as an example. Subsequent decay to the ground state occurs via a Jahn-Teller coni-
cal intersection with D3h symmetry at trigonal bipyramidal geometry. The molecule
can then pseudorotate in the moat of the conical intersection. The pseudorotational
coordinate is an antisymmetric bend of the three in-plane ligands. Adapted from:
"Non-Adiabatic direct dynamics study of chromium hexacarbonyl photodissocia-
tion", The Journal of Physical Chemistry A 2002, 106, 10494-10504.
alent minima separated by equivalent transition states. For Mn(CO)5
and Cr(CO)5 the surfaces are very similar and involve the following:
C4v square pyramidal (minimum) and three C2v transition states. The
calculated barrier heights for Mn(CO)5 are very small, which indicate
effectively free pseudorotation in the vibrational hot photoproducts. A
pseudorotation corresponds to a stereoisomerization of a molecule by its
internal rotation. One such case is the Berry pseudorotation mechanism
[14] [15]. For Cr(CO)5 there is a more substantial barrier, around 44 kJ
mol−1 that indicates a pseudorotation may become trapped around one
single minima (Figure 7.2). This is consistent with previous results from
experimental observation.
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In this chapter CASPT2 is used to validate other studies performed using
multiconfigurational methods [12] [16]. The effect of dynamic correla-
tion using an accurate method such as CASPT2 is a valuable tool to
understand the reaction pathway these photoproducts undergo.
7.2 Computational details
The initial approach to investigate Mn(CO)5 and Cr(CO)5 using mul-
tireference methods was to choose all the 3d metal orbitals for the active
space. For Mn(CO)5 (7,5) and for Cr(CO)5 (6,5) active spaces were the
initial choice. This active space, proves to be problematic to converge,
so was extended by adding the 4d equivalent counterpart of each 3d or-
bital already in the active space, but adding an extra node in the inter-
nuclear M-L bonding region (antibonding node). This effectively allows
the effect of the dative bonding in an M-CO bond, since it variationally
introduces dynamic electron correlation into the wavefunction allowing
the donor pair of electrons to be further apart. A (7,8) active space for
Mn(CO)5 and (6,8) for Cr(CO)5 were more adequate to treat electron
correlation and to converge the wavefunction. There is one d orbital and
corresponding antibonding orbital which were removed from the active
space. They are not required to describe the ground and excited states
of these two complexes correctly [12]. Considering C2v, there is a dx2−y2
mixed with dz2 in the orbital stack which is clearly antibonding between
the metal and the carbon. For C4v and D3h there is a dx2−y2 and dz2
respectively, higher in the orbital stack which were not included in the
calculations as they are unoccupied in all states discussed.
A pesudopotential basis set was chosen (LANL2DZ). The calculations
consisted of an initial Hartree-Fock calculation in the designated sym-
metry. The second step consisted in a CASSCF geometry optimisation
with the optimised orbitals, followed by a single point CASPT2 cal-
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culation. For the conical intersection point, the CASSCF optimisation
step was performed using Gaussian09 [17]. After this step a single point
calculation using CASPT2 was performed in MOLPRO [18]. Frequency
calculations were performed on all the geometry points on the potential
energy surface to guarantee that they were minima (C4v) or transition
states (C2v).
7.3 Results and discussion
7.3.1 Mn(CO)5
The set of orbitals shown at each geometry (Figures 7.3, 7.4, 7.5, 7.6,
7.7 and 7.8) correspond to notional "bonding" and "antibonding" pairs.
For C2v geometry, the bonding orbitals are almost pure 3d with small
contributions from the ligands. The antibonding pair of the C2v orbitals
is shown in Figure 7.4 and corresponds physically to the 4d orbitals. For
C4v, the set of bonding orbitals is an almost pure 3d (Figure 7.5), with
low molecular orbital coefficients on the ligands. The antibonding set
is more mixed than for C2v (Figure 7.6, especially b). For the point
of conical intersection, D3h the stack of bonding orbitals (Figure 7.7)
is a pure one as well. For this symmetry, the molecular orbital coef-
ficients are small for the ligands. The orbital occupancy for C2v and




(a) Orbital occupancy = 1.910 (b) Orbital occupancy = 1.910
(c) Orbital occupancy = 1.908 (d) Orbital occupancy = 0.961
Figure 7.3: Mn(CO)5 (7,8) - 3d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ
(a) Orbital occupancy = 0.089 (b) Orbital occupancy = 0.088
(c) Orbital occupancy = 0.088
(d) Orbital occupancy = 0.044




(a) Orbital occupancy = 1.982 (b) Orbital occupancy = 1.898
(c) Orbital occupancy = 1.892 (d) Orbital occupancy = 0.961
Figure 7.5: Mn(CO)5 (7,8) - 3d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ
(a) Orbital occupancy = 0.107
(b) Orbital occupancy = 0.100
(c) Orbital occupancy = 0.054
(d) Orbital occupancy = 0.006




(a) Orbital occupancy = 1.907
(b) Orbital occupancy = 1.907
(c) Orbital occupancy = 1.430 (d) Orbital occupancy = 1.430
Figure 7.7: Mn(CO)5 (7,8) - 3d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ
(a) Orbital occupancy = 0.090 (b) Orbital occupancy = 0.090
(c) Orbital occupancy = 0.073
(d) Orbital occupancy = 0.073
Figure 7.8: Mn(CO)5 (7,8) - 4d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ
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7.3.2 Cr(CO)5 orbitals used
In Figures 7.9, 7.10, 7.11, 7.12, 7.13 and 7.14 the different set of or-
bitals are depicted. They were used for Cr(CO)5 CASPT2 calculations.
There is more mixing in the orbitals, especially for C2v and C4v. For this
complex, the choice of orbitals is the same as Mn(CO)5, so one of the
d orbitals for each symmetry calculation was left out (see computation
details).
For C2v in Figure 7.9 there is some orbital mixing especially for d),
which is not a pure d orbital. The antibonding set of orbitals is shown
in Figure 7.10. The four orbitals selected are of mixed character espe-
cially b) and c). For C4v, in Figure 7.11 there is considerable mixing of
the metal orbitals, especially c). On the contrary, for this geometry, the
"antibonding" set of orbitals depicted (Figure 7.12) are pure 4d with
very small mixing from the ligands. The orbital occupancy for these
two geometries is: (dxy)2 ((dyz)(dxz))4.
The point of conical intersection D3h shown in Figure 7.13 exhibit pure
3d bonding orbitals with small molecular orbital coefficients on the lig-
ands. The antibonding orbitals (Figure 7.14) were chosen carefully, so
the optimisation step for CASSCF and the single point CASPT2 would
converge. The D3h orbital occupancy is: ((dxz)(dyz))4 (dxy)1(dx2−y2)1.
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C2v
(a) Orbital occupancy = 1.896
(b) Orbital occupancy = 1.893
(c) Orbital occupancy = 1.876 (d) Orbital occupancy = 0.102
Figure 7.9: Cr(CO)5 (6,8) - 3d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ.
(a) Orbital occupancy =0.097
(b) Orbital occupancy =0.092
(c) Orbital occupancy = 0.036 (d) Orbital occupancy = 0.007




(a) Orbital occupancy = 1.899 (b) Orbital occupancy = 1.899
(c) Orbital occupancy = 1.898
(d) Orbital occupancy = 0.096
Figure 7.11: Cr(CO)5 (6,8) - 3d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ.
(a) Orbital occupancy = 0.092 (b) Orbital occupancy = 0.092
(c) Orbital occupancy = 0.015 (d) Orbital occupancy = 0.008




(a) Orbital occupancy = 1.894 (b) Orbital occupancy = 1.894
(c) Orbital occupancy = 0.978
(d) Orbital occupancy = 0.933
Figure 7.13: Cr(CO)5 (6,8) - 3d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ.
(a) Orbital occupancy = 0.099 (b) Orbital occupancy = 0.099
(c) Orbital occupancy = 0.052 (d) Orbital occupancy = 0.050
Figure 7.14: Cr(CO)5 (6,8) - 4d set of optimised CASSCF orbitals for
CASPT2/LANL2DZ.
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7.3.3 Comparison of the potential energy surface of the pho-
toproducts: Mn(CO)5 and Cr(CO)5
Mn(CO)5
Optimised geom. point CASSCF CASPT2




Table 7.1: Mn(CO)5 energetics relative to C4v (minimum).
Cr(CO)5
Optimised geom. point CASSCF CASSCF [12] CASPT2
(kJ mol−1) (kJ mol−1) (kJ mol−1)
C4v 0.00 0.00 0.00
C2v 46.94 44.21 53.56
D3h 96.51 86.85 78.06
Table 7.2: Cr(CO)5 energetics relative to C4v (minimum).
Tables 7.1 and 7.2 compare the effects of additional dynamic correlation
on these kind of complexes. The objective was to compare whether there
was any quantitative differences between CASSCF and CASPT2 results.
For example, if there are any affects in the activation energy between
C4v, minima on the potential energy surface, and the C2v the transition
states. For Mn(CO)5, the gap in energy between the C2v structure and
D3h is 32.47 kJ mol−1 and 31.77 kJ mol−1 using CASSCF and CASPT2
respectively (D3h - C2v). The perturbation included in the multirefer-
ence wavefunction did not affect this gap substantially. The activation
energy (C2v - C4v) shown in Table 7.1 confirms the free pseudorotation
for Mn(CO)5. The values calculated are very small: 0.12 kJ mol−1 for
CASSCF and 0.067 kJ mol−1 for CASPT2, again further dynamic cor-
relation having only a negligible effect.
The relative energies of Cr(CO)5 are quantatively different to Mn(CO)5.
A comparison for this was also added from previous results (Table 7.2)
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[12] of CASSCF calculations on this system on a similar level to here.
The basis set used was slightly different. The gap between the conical
intersection point (D3h) and C2v is 49.57 kJ mol−1 for CASSCF and
24.50 kJ mol−1 for CASPT2. The stabilization energy from D3h to C4v
is much larger than the previous complex, for CASSCF, 96.51 kJ mol−1
and for CASPT2, 78.06 kJ mol−1. Comparing the two CASSCF values,
there is around 10 kJ mol−1 difference between the two values and the
activation energy (C2v - C4v) is 46.94 kJ mol−1 for CASSCF and 53.56
kJ mol−1 considering CASPT2.
An important conclusion that can be drawn from all the data is that
explicit dynamic correlation may be included, but it does not have such
an important effect if orbital doubling is used as well. When performing
calculations on these systems without using orbital doubling the occu-
pation of the 3d orbitals is around 1.99. When including 4d orbitals,
the occupation changes to 1.8-1.9 for the 3d orbitals and 0.1-0.2 for the
4d. The numbers obtained with the CASPT2 calculations provide val-
idation of this approach since it proves that dynamic correlation does
not have a large influence in the results. The Jahn-Teller stabilization
energy appears to be slightly more sensitive to additional dynamic cor-
relation than the barrier to pseudorotate. Both complexes have similar
geometry with just one electron different, but the activation energy of
Mn(CO)5 is almost zero, while Cr(CO)5 is 53.56 kJ mol−1 (CASPT2).
Below, in Figures 7.15(a) and 7.15(b) there are pictorial descriptions
of the potential energy surfaces from these two complexes along a lin-
ear cut including two minima. The radial distance between the conical
intersection and the transition state is not allowed to vary.
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(a) Mn(CO)5 (b) Cr(CO)5
Figure 7.15: Pictorial potential energy surfaces for the discussed photoproducts.
7.4 Conclusions
Transition metal carbonyls have very interesting photochemistry and
many can undergo, Jahn-Teller distortions through conical intersections
when chemically excited. It is very demanding to study these systems,
because the choice of the active space is very difficult, and convergence
issues are common. This study aimed at analysing the effects of dynamic
correlation on Mn(CO)5 and Cr(CO)5. The effect of perturbation theory
on a multireference wavefunction was more noticeable in the closed-
shell complex (Cr(CO)5) than for the open-shell case (Mn(CO)5). For
Cr(CO)5 there was a quantitative difference with a larger barrier of
pseudorotation compared to Mn(CO)5. The results obtained validate
the previous approaches to these kind of transition metal complexes
using orbital doubling. In the future, multistate dynamical simulations
would allow us to analyse in further detail how the system evolves, and
these results validate CASSCF wavefunctions for such simulations.
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Bottom-up approach for the
formation of supramolecular
chromophores from first principles
8.1 Introduction
The last chapter of this thesis focuses on intermolecular aggregates.
These systems are not as difficult to study from the electronic struc-
ture point of view as the ones analysed in the previous chapters, but
their size imposes many challenges. The first part of this chapter dis-
cusses theoretical calculations of a bottom-up approach to create a
hydrogel from scratch and all the steps involved in the formation of
its supramolecular structure (p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-
triazin-2-ylamin] carbonyl benzoic acid). The second part focuses on
collaborative work on gelation landscape engineering using a similar
multi-reaction supramolecular hydrogelator system.
For the first part of this chapter, it is necessary to describe the main
features of this chromophore, which are its gel formation ability, giving
supramolecular structures with very interesting properties. Using DFT
(density functional theory) it is possible to describe the self-assembly
of this gel structure with a good level of accuracy, starting with the
monomer up to the tetramer. Using a bottom-up approach it helps to
characterize the multichromophoric self-assembly of these type of gels
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which are often pH dependent. Starting with smaller units it is easier
to tune them finely to get a larger hierarchical supramolecular chro-
mophore. Self-assembly is a very attractive approach since it allows the
development of very complex supermolecular structures, using simple
and small molecules. The interest in these kind of structures grew in
the last few years, when it became possible to use them as sensing or
binding agents [1, 2, 3, 4, 5, 6, 7]. One of the main advantages work-
ing with these kind of systems is to avoid using biological or synthetic
polymers. Some of them have been used for drug delivery, microelec-
tronics and even cell growth [8] [9]. There are different forces that can
hold the structures together, for example strong pi-pi interactions, or
hydrogen bonds. Another property of these gels is that they are often
organogelators, which usually have a low molecular weight and can in-
corporate and immobilize large numbers of solvent molecules, allowing
the formation of fibrous aggregations (gels), using non-covalent bonding.
The intermolecular distance among the structures can be adjusted, tun-
ing the pi-pi interactions. This type of bottom-up approach allows the
formation of nanostructures, which are very packed together and can
create very complex and organized assembles [10].
A particular structure has been developed showing interesting proper-
ties as a self-assembled gel which is based on derivatives of benzene-
1,3,5-tricarboxamide (BTA) [11] [12]. Some properties characterizing
this family of derivatives have been described, showing how to synthe-
size them and how the pH can be changed for the formation of a gel
network [13] [14]. These kinds of BTA structures can be self-assembled
and form supramolecular columns that can be either in solid state or
in solution [15] [16]. These can develop well-defined nanostructures as
well as liquid crystalline phases [17] [18] [19]. Some structural changes
can be made to side chains used to construct different, but very interest-
ing structures. This fine-tuning requires small changes in the molecular
structure and can lead to very desirable structures that have various
potential applications. Bernet et al found a very promising structure
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with regards to a gel formation, being pH dependent and performed
spectroscopic and theoretical calculations for a particular 1,3,5-benzene
tricarboxamide base structure [20]. They recognized that the pH affects
the supramolecular formation and creates a photoluminescence display.
So far, few computational studies on BTA derivatives have been per-
formed [12, 11, 21, 22]. Most of the experimental works have been per-
formed using organic solvents or polymer melts, but water was never
used. This structure created a particular interest since it is pH reversible
and exhibits a blue light emission upon UV irradiation. Some care must
be taken with the formation of the luminescent supramolecular hydro-
gel since the pH must be decreased slowly, providing a gradual change
of colour, which can be used for many applications especially as a sensor.
Examining all these possibilities in detail, it was decided to try and cre-
ate another structure but with the same properties. The BTA assembly
was changed and instead of using benzene-1,3,5-triazine, the ring was
bonded to the side chains through a nitrogen. These changes lead to
significant modifications in the behaviour of the chromophores.
The second part of this chapter focuses on gelation landscape engineer-
ing using a multi-reaction supramolecular hydrogelator system. Hydro-
gelating molecules can be controlled by kinetic and thermodynamic pro-
cesses. A pathway selectivity can be used to form a complex chemical
network. This kind of procedure allows a range of different materials to
be formed, using a bottom-up approach to create a desirable structure.
Using the reaction of trialdehyde and the tuberculosis drug isoniazid, the
formation of hydrazone products leads to the creation of different gela-
tion pathways. The resulting keto or enol tautomers form very different
materials. Depending on the choice of self-assembly path, different ma-
terials can be created [23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
In this chapter low molecular weight gelators (LMWGs) are investigated.
Recently a new approach arose: the use of chemical reactivity to ei-
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ther form or deform gelatinous materials and this way to sample the
pathway complexity, although until today no chemical reactions have
been used to control selectivity. This work is based on single step re-
activity and has not been used for multi-step reactions yet. Recently,
some experimental work has been performed in order not only to con-
trol chemical reactivity using catalytical methods but also to control
the assembly processes and spatial distribution. The reaction pathway
of 1,3,5-triformylphoroglucinol and isoniazid, tuberculosis drug gener-
ates three hydrazone species, products A, B and C, Figure 8.1. Product
C is observed in two tautomeric forms, Ce and Ck, that correspond to
the enol and keto forms. For A and B only the enol form is observed.
Another important characteristic of these gels is the setting, which is re-
versible, meaning that the tautomerisation is also reversible. This is the
first example in the literature of a keto-enol tautomerisation reversibility
of these kind of compounds in water.
Computational calculations were performed to back up the bottom-up
approach for the formation of these gelators for species B and C. Ge-
ometry optimisation calculations were performed (details provided in
the next section) and reaction pathways calculated as well as absorp-
tion spectra for these two species. Figure 8.1 shows the different species
studied and how they interchange between each other.
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Figure 8.1: Formation of the different forms of gel formation: Ce, Ck, B and A -
Adapted from: "Gelation landscape engineering using a multi-reaction supramolec-
ular hydrogelator system", The Journal of the American Chemical Society 2015,
137 (45), 14236-14239.
One of the ways of analysing in detail the gel formation is to inspect the
samples under a microscope. Scanning electron microscopy (SEM) is a
powerful technique that allows scientists to inspect samples at a high
level of detail. The pictures of the fibrous nature of these structures can
be visualized in Figures 8.2 and 8.3. In the result section the stacking up
of the different species (B, Ce and Ck) will be portrayed, using a bottom-
up approach, showing how the pi-stacking and hydrogen bonding keeps
these structures together, backing up the gel formation theory.
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Figure 8.2: SEM images showing the fibrous nature of the gel B - Adapted from:
"Gelation landscape engineering using a multi-reaction supramolecular hydrogelator
system", The Journal of the American Chemical Society 2015, 137 (45), 14236-
14239.
(a) Ce (b) Ck
Figure 8.3: SEM images showing the fibrous nature of the gels Ce and Ck - Adapted
from: "Gelation landscape engineering using a multi-reaction supramolecular hy-
drogelator system", The Journal of the American Chemical Society 2015, 137 (45),
14236-14239.
8.2 Computational Details
For the first part of the study presented in this chapter a variety of meth-
ods were chosen for the different parts of the investigation. All chro-
mophores structures (1-8, see below) were optimized using the B3LYP
and B97D density functionals with the all-electron basis set 6-311+G(d).
All excited states reported here were calculated from an optimized ge-
ometry (structures 1 to 4, see below) using the long range corrected
functional CAM-B3LYP and the all-electron basis set 6-311+G(d). Fre-
quency calculations were performed to make sure that all the structures
calculated were a minimum on the potential energy surface.
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The second part of this Chapter uses B97D/6-311G(d) for the geometry
optimisation calculation, because the dispersion effects included in this
functional allow a more realistic approach to these kind of gelators. For
the absorption spectra the SMD solvation model was used [33]. This
model is denoted as "continuum" since the solvent is not represented
explicitly. It is a universal model so it can be used for any kind of
solvent. For the TD-DFT calculations B97D3 [34] [35] functional was
chosen with a Pople basis set, 6-311G(d). The choice of this functional
was based on a test on functional dependence on the spectroscopic prop-
erties. It was observed that the functional that produced results in the
closest agreement with experiment is the dispersion corrected B97D3
functional. All theoretical calculations were performed using Gaussian
09 [36].
8.3 Results and discussion
8.3.1 Part I
In structures 1 to 8 (Figure 8.4 to Figure 8.11), there is a similar effect
for the stacking of triazine rings, driven by pi-pi interactions and the
amine hydrogen bonding among the layers. There is a difference in how
both DFT methods calculate the interactions between the triazine rings.
B97D uses Grimme’s dispersion, which brings the different monomers
together with a dispersion component added to the method. Comparing
the tetramer (structure 4 and structure 8), the latter packs the different
layers closer than when using B3LYP. Looking at the Tables 8.1 and
8.2, it is shown that the rings stack at closer distances, around 0.3 Å
difference on average. More information about bond lengths and trends
are discussed in the following section.
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Structure 1
(a) Top view (b) Side view
Figure 8.4: Monomer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B3LYP/6-311G(d).
Structure 2
(a) Top view (b) Side view
Figure 8.5: Dimer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B3LYP/6-311G(d).
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Structure 3
(a) Top view (b) Side view
Figure 8.6: Trimer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B3LYP/6-311G(d).
Structure 4
(a) Top view (b) Side view
Figure 8.7: Tetramer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B3LYP/6-311G(d).
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Structure 5
(a) Top view (b) Side view
Figure 8.8: Monomer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B97D/6-311G(d).
Structure 6
(a) Top view (b) Side view
Figure 8.9: Dimer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B97D/6-311G(d).
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Structure 7
(a) Top view (b) Side view
Figure 8.10: Trimer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B97D/6-311G(d).
Structure 8
(a) Top view (b) Side view
Figure 8.11: Tetramer of p-[4,6-Bis(p-carboxybenzoylamino)-1,3,5-triazin-2-ylamin]
carbonyl benzoic acid optimised using B97D/6-311G(d).
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Bond lengths, angles and dihedrals comparison
Focusing on the distances, angles and dihedrals among the different lay-
ers; the optimised structures of the tetramer were chosen, structure 4
(using B3LYP) and structure 8 (using B97D). Figure 8.12 shows how
the measurements between the different layers were analysed and how
the two different theoretical methods affect the calculations. α corre-
sponds to the distances between atoms of different rings and β to the
angles between them. γ and δ correspond to dihedrals. With this in-
formation it is possible to compare how the different methods affect
the distances among layers/atoms, the angles and dihedrals. Compar-
ing the distances between the rings, B97D shows an average stacking of
0.3 Å closer between the layers. Considering the angles and dihedrals,
as it was mentioned previously, B97D includes a dispersion effect which
makes the rings pack closer together, affecting the angles and dihedrals.
When looking at the angles, for B3LYP between 6(1)-6(2)-5(2) is 87.97°
and for B97D 80.68°. There is a substantial difference for 3(1)-3(2)-(2),
B3LYP predicts the angle to be 89.98° while B97D, 98.20°. The other
angles are not very different, the maximum deviation is 2.0°. For the di-
hedrals, when considering 6(1)-1(1)-6(2)-1(2), B3LYP predicts 174.02°
and B97D 170.93°. This is the largest difference for the dihedrals.
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Figure 8.12: Numbering and measurement of bond lengths, angles and dihedrals for
B3LYP.
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Table 8.1: Bond lengths, angles and dihedrals.
Bond lengths (α) (Å) Angles (β) (°) Dihedrals (γ) and (δ) (°)
1(1)—1(2) 3.424 6(1)—6(2)—5(2) 87.97 6(1)—1(1)—6(2)—1(2) 174.02
2(1)—2(2) 3.573 3(1)—3(2)—2(2) 89.98 4(1)—3(1)—4(2)—3(2) -173.53
3(1)—3(2) 3.647 6(2)—6(3)—5(4) 91.54 6(2)—1(2)—6(3)—1(3) -171.56
4(1)—4(2) 3.553 3(2)—3(3)—2(3) 89.46 4(2)—3(2)—4(3)—3(3) -176.09
5(1)—5(2) 3.374 6(3)—6(4)—5(4) 82.93 6(3)—1(3)—6(4)—1(4) 174.82













Figure 8.13: Numbering and measurement of bond lengths, angles and dihedrals for
B97D.
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Table 8.2: Bond lengths, angles and dihedrals.
Bond lengths (α) (Å) Angles (β) (°) Dihedrals (γ) and (δ) (°)
1(1)—1(2) 3.167 1(1)—6(2)—5(2) 80.68 1(1)—1(1)—6(2)—1(2) 170.93
2(1)—2(2) 3.202 3(1)—3(2)—2(2) 98.20 4(1)—3(1)—4(2)—3(2) -176.39
3(1)—3(2) 3.256 6(2)—6(3)—5(4) 89.54 6(2)—1(2)—6(3)—1(3) -169.15
4(1)—4(2) 3.208 3(2)—3(3)—2(3) 89.49 4(2)—3(2)—4(3)—3(3) 177.58
5(1)—5(2) 3.055 6(3)—6(4)—5(4) 81.53 6(3)—1(3)—6(4)—1(4) 172.88













Only on structure 1 to 4 TD-DFT calculations were performed (due
to convergence issues) and were used to compare the trends from the
previous results obtained by Bernet et al [20]. There are experimental
spectra to compare the results obtained. The trends found by previous
researchers in similar structures are compared to the results obtained in
this chapter. Analysing the spectral data gathered from structures 1 to
4, it is possible to conclude that there are two clear peaks, one at 190 nm
and another at 235 nm. Two clear bands are shown for the monomer,
with the second one having a much larger oscillator strength. Looking
at structure 2 (dimer), the major peak occurs around 235 nm. In this
structure, for the two clear bands shown before, there is only one with an
oscillator strength similar to the highest peak in structure 1. For struc-
ture 3 (trimer) and structure 4 (tetramer) a major band is found around
260 nm. By analysing these results it is possible to observe a small red
shift from structures 1 to 4. This provides a clear picture of the major
peaks and transitions for the monomer up to tetramer (structures 1 to
4). From the 1,3,5-benzene tricarboxamide structure mentioned before
[20], it has been found a strong charge transfer from the peripheral side
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groups to the central aromatic cores. To analyse this specific property
another calculation was performed to further characterise the states (see
the following subsection).
Figure 8.14: Mononer/structure 1 - TD-CAM-B3LYP.
Figure 8.15: Dimer/structure 2 - TD-CAM-B3LYP.
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Figure 8.16: Trimer/structure 3 - TD-CAM-B3LYP.
Figure 8.17: Tetramer/structure 4 - TD-CAM-B3LYP.
Natural transition orbitals
To perform a more in depth analysis, natural transition orbitals (NTOs)
[37] were chosen. For the monomer, the major transition corresponds
to 233 nm (f=1.071), for structure 2, 234 nm (f=0.852), for structure 3,
258 nm (f=0.072) and for structure 4 to 260 nm (f=0.042). Comparing
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these results to the ones mentioned before, one may notice that only the
trimer shows the same trends, having charge transfers from the periph-
eral side groups to the central aromatic cores. Looking at monomer,
dimer and tetramer, one may verify that their transfers are different,
showing ligand-to-ligand charge transfers, mainly pi → pi∗ transitions,
corresponding to the peaks seen before.
Monomer
(a) Top view (b) Side view
Figure 8.18: Natural bond orbitals - Hole.
(a) Top view (b) Side view
Figure 8.19: Natural bond orbitals - Particle.
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Dimer
(a) Top view (b) Side view
Figure 8.20: Natural bond orbitals - Hole.
(a) Top view (b) Side view
Figure 8.21: Natural bond orbitals - Particle.
Trimer
(a) Top view (b) Side view
Figure 8.22: Natural bond orbitals - Hole.
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(a) Top view (b) Side view
Figure 8.23: Natural bond orbitals - Particle.
Tetramer
(a) Top view (b) Side view
Figure 8.24: Natural bond orbitals - Hole.
(a) Top view (b) Side view
Figure 8.25: Natural bond orbitals - Particle.
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8.3.2 Part II
Geometry Optimisation - Trimer
For the B structure geometry optimisation, it is possible to see how
the rings stack on each other to form a supramolecular structure. The
pi-pi stacking is fundamental for stabilizing the structure and the hy-
drogen bonds help to keep it together and form the LGWs. The same
phenomena happen when looking at Ce and Ck, both of which form a
very structured gel network. It is very interesting to look at the Ce enol
and Ck species, where the tautomer C adopts the initially pH dependent
structure. The enol form is observed in low pH solutions, around 8 or
less and the keto form is found in high pH solutions, around 9.5 and 12.
The formation of both species is pH reversible and can be interchanged.
Figure 8.26: B top view Figure 8.27: B side view
Figure 8.28: Ce top view Figure 8.29: Ce side view
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Figure 8.30: Ck top view Figure 8.31: Ck side view
Reaction pathways
Computational studies on the reaction pathways have been performed
for the B, C form. As it was discussed in the introduction previously, B
only exists in one tautomeric form, shown in Figures 8.26 and 8.27. This
reaction pathway illustrates the calculated profile it would take from enol
to keto, Figures 8.32 and 8.33. The reaction ∆E is 6.3 kJ/mol and the
activation barriers are large going from min1 to min4.
For the C structure the activation energy from min1 to min2 is quite
large (26.4 kJ/mol), but from min2 to min3 or min3 to min4 the ener-
getic barrier smaller, Figures 8.34 and 8.35. The activation barriers are
smaller than the B form, showing evidence why these species exist in
two stable tautomeric forms but the B species does not.
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Figure 8.32: Reaction pathway diagram of the B enol to the B keto tautomerisation.
Figure 8.33: Reaction pathway diagram B enol to B keto form showing energy
differences among the tautomers and the barrier size among them. The structures
were optimised with B3LYP/6-311G(d).
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Figure 8.34: Reaction pathway diagram of the C enol to the C keto tautomerisation
(C3h) symmetry). Arm corresponds to NHCOC5H4N.
Figure 8.35: Reaction pathway diagram C enol to C keto form showing energy
differences among the tautomers and the barrier size among them (C3h) symmetry).
The structures were optimised with B3LYP/6-311G(d).
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Absorption spectra
When looking at the absorption spectra for B structure, two major peaks
are relevant: one at 300 nm and another around 465 nm. Concerning
the tautomeric species, their spectra are similar although Ce has a ma-
jor peek around 360 nm, Ck is blue shifted by around 20 nm. There
are two smaller absorption peeks around 600 nm for Ce and 530 nm
for Ck, again 70 nm blue shifted. When comparing this data to the
experimental UV/VIS absorption spectra performed by the experimen-
talists, some conclusions can be drawn. There is a small difference of
results when comparing it to the experimental data since it has been per-
formed in a slightly basic environment, although the solvent used was
the same (water). The two major peaks mentioned before, concerning
the species B show up around 300 nm and 410 nm. The second peak
is blue shifted compared to the computational spectra. For Ce a ma-
jor peak arises around 410 nm, but for Ck two peaks are present, one
around 275 nm and another 350 nm, both fairly broadened. For Ce the
major peak is red shifted in the experimental spectrum and for Ck is
blue shifted when compared to the theoretical calculations. The exper-
imental UV/VIS absorption spectra were added below for a comparison
to the TD-DFT calculations.
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Figure 8.36: Deprotoanted - Monomer - B structure - TD-B97D3 – SMD with 6-
31G(d) basis set with water as a solvent – 50 states included.
Figure 8.37: Deprotoanted - Monomer - Ce and Ck structures - TD-B97D3 – SMD
with 6-31G(d) basis set with water as a solvent – 50 states included.
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Figure 8.38: Experimental B UV/VIS absorption spectra in slightly basic water -
Adapted from: "Gelation landscape engineering using a multi-reaction supramolec-
ular hydrogelator system", The Journal of the American Chemical Society 2015,
137 (45), 14236-14239.
Figure 8.39: Experimental Ck UV/VIS absorption spectra in slightly basic water -
Adapted from: "Gelation landscape engineering using a multi-reaction supramolec-
ular hydrogelator system", The Journal of the American Chemical Society 2015,
137 (45), 14236-14239.
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Figure 8.40: Experimental Ce UV/VIS absorption spectra in slightly basic water -
Adapted from: "Gelation landscape engineering using a multi-reaction supramolec-
ular hydrogelator system", The Journal of the American Chemical Society 2015,
137 (45), 14236-14239.
8.4 Conclusions
A bottom-up approach is fundamental in supramolecular chemistry as it
helps build very interesting structures, that can be predicted from a the-
oretical point of view. Another aspect is to back-up experimental data
and help define properties that experimentalists might have some diffi-
culty in measuring. For the first part of this work, all the data generated
is currently undergoing laboratory work, in an attempt to synthesize the
gel and form the hydrogel supramolecular structure. A lot of different
properties were calculated and can be matched to experimental work in
the coming months, and will complement the results obtained.
For the second part of this work, it is shown that the self-assembly of
supramolecular structures with engineered reaction pathways are possi-
ble and can be generated by a bottom-up approach from first principles.
The spectra generated though possess some differences from experimen-
tal ones, but have the same qualitative trends, which is encouraging for
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such large complex systems.
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Summary/Conclusions
This thesis covers a wide range of problems using computational chem-
istry. Particular focus is on inorganic excited states and the challenges
they present to an accurate treatment.
Chapter 3 provided an essential computational study for very commonly
used complexes in inorganic chemistry. A rational approach to these
complexes is fundamental to explore the rich electronic spectra of first-
row transition metal complexes. DFT proves to be very useful for this
approach and sometimes calculates results closer to the experimental
values than more computationally expensive approaches.
Chapter 4 focused on the permanganate ion. This small molecule showed
that methods that perform very well for organic systems such as CC2
and CC3 can fail and provide spurious results in inorganic systems where
the balance between static and dynamic correlation is not appropriate.
RASSCF calculations showed the importance of orbital relaxation in the
ground state. It is the primary reason for the failure of CC2 and CC3
methods in response theory.
Chapter 5 used a range of methods on transition metal monocarbonyls.
Multireference methods are a valuable tool to study these systems. This
chapter demonstrates that methods like CCSD, NEVPT2 or MCCI can
provide a clear picture, exploring gaps that were found in earlier studies,
helping to give a picture of ground spins states.
In Chapter 6 two inorganic complexes were studied (Ni(CO)4 and Ni(CO))
where similar problems to Chapter 4 arise. There are some multiref-
erence effects associated with the 3d84s2 metal configuration that have
very strong indirect effects in the performance of correlated excited state
methodologies for both complexes. CCn models fail due to the large Tˆ1
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amplitudes associated with the poor canonical Hartree-Fock orbitals.
Chapter 7 contrasted the energetical differences for the photoproducts
of the non-adiabatic radiotionless decay of Mn2(CO)10 and Cr(CO)6. It
was also analysed the effect of perturbation theory on the multirefer-
ence wavefunctions. The effect of perturbation was more noticeable in
the closed-shell complex (Cr(CO)5) than it was for the open-shell case
(Mn(CO)5). For Cr(CO)5 there was a larger barrier of pseudorotation
compared to Mn(CO)5, which is free to pseudorotate.
The final chapter focuses on a slightly different topic, namely inter-
molecular aggregates. It is shown that understanding the self-assembly
of supramolecular structures with engineered reaction pathways is pos-
sible.
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