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ABSTRACT 
Light interacts with biological tissue through two predominant mechanisms: 
scattering and absorption, which are sensitive to the size and density of cellular 
organelles, and to biochemical composition (ex. hemoglobin), respectively. During the 
progression of disease, tissues undergo a predictable set of changes in cell morphology 
and vascularization, which directly affect their scattering and absorption properties. 
Hence, quantification of these optical property differences can be used to identify the 
physiological biomarkers of disease with interest often focused on cancer. 
Diffuse reflectance spectroscopy is a diagnostic tool, wherein broadband visible light 
is transmitted through a fiber optic probe into a turbid medium, and after propagating 
through the sample, a fraction of the light is collected at the surface as reflectance. The 
measured reflectance spectrum can be analyzed with appropriate mathematical models to 
extract the optical properties of the tissue, and from these, a set of physiological 
properties. A number of models have been developed for this purpose using a variety of 
approaches -- from diffusion theory, to computational simulations, and empirical 
observations. However, these models are generally limited to narrow ranges of tissue and 
probe geometries. 
v 
In this thesis, reflectance models were developed for a much wider range of 
measurement parameters, and influences such as the scattering phase function and probe 
design were investigated rigorously for the first time. The results provide a 
comprehensive understanding of the factors that influence reflectance, with novel insights 
that, in some cases, challenge current assumptions in the field. An improved Monte 
Carlo simulation program, designed to run on a graphics processing unit (GPU), was built 
to simulate the data used in the development of the reflectance models. Rigorous error 
analysis was performed to identify how inaccuracies in modeling assumptions can be 
expected to affect the accuracy of extracted optical property values from experimentally-
acquired reflectance spectra. From this analysis, probe geometries that offer the best 
robustness against error in estimation of physiological properties from tissue, are 
presented. Finally, several in vivo studies demonstrating the use of reflectance 
spectroscopy for both research and clinical applications are presented. 
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CHAPTER 1 INTRODUCTION 
1.1 MOTIVATION 
In medicine, light has become a valuable tool not only for use in imaging and 
therapeutic treatments, but also for tissue diagnostics. Particularly in the past few 
decades, optical diagnostic techniques have provided novel ways to identify disease in a 
wide range of organs, such as the brain [1,2], cervix [3], skin [4], colon [5-7], breast [8], 
esophagus [9], pancreas [10] and oral cavity [11]. Current methods of disease diagnosis 
rely on expensive imaging systems, or histological examination of excised tissue. Large-
field imaging modalities can, in the case of systems based on x-rays or gamma radiation, 
expose the patient to ionizing radiation, and they cannot extract site-specific chemical 
and micro-morphological information. Histological diagnosis is a time consuming 
practice entailing removal (biopsy), fixation, sectioning, staining and examination of 
tissue, and is subject to sampling error of the original biopsy site. Further, the final 
diagnosis is largely qualitative, relying on human subjective interpretation. New optical 
methods offer alternative approaches, which are inexpensive, non-invasive, and can 
provide quantitative information in real time. 
Light interacts with biological tissue through two predominant mechanisms: scattering 
and absorption. Scattering is sensitive to the morphological structure of the tissue, such 
as the size and density of cellular organelles and structural proteins. Absorption is 
sensitive to the biochemical composition of the tissue, specifically the concentrations of 
chromophores like oxy- and deoxy-hemoglobin, melanin, beta-carotene, and bilirubin. 
During the progression of disease, tissues undergo a predictable set of changes in cell 
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morphology and vascularization, which directly affect the scattering and absorption 
properties of the tissue. Thus, optical property differences are directly related to changes 
in the structural and biochemical tissue characteristics, and consequently, quantification 
of these optical differences can be used to identify the disease status of tissue. In fact, 
optical measurements can be designed to be sensitive to some of the same morphological 
changes that are used for histological diagnosis, including the size and shape of cellular 
organelles. Optical methods are particularly interesting in applications for cancer 
detection. Approximately 85% of all cancers are carcinomas, which originate in the 
epithelial layers of tissue, such as in the skin, colon, stomach, esophagus, cervix, and 
bladder (as well as solid organs like breast and prostate). In hollow organs the epithelial 
layer is readily accessible to optical measurement, often through conventional endoscopic 
instruments. 
One popularly investigated optical method is known as diffuse reflectance 
spectroscopy, and is the focus of the work presented in this thesis. With this technique, a 
fiber-optic probe is typically placed in contact with the tissue surface. Broadband visible 
light is delivered through one fiber into the tissue, and after undergoing multiple optical 
interactions, is collected, most commonly, by a second fiber. The amount of collected 
light is directly related to the optical scattering and absorption properties of the tissue, 
and thus, the physiological features that indicate the presence of disease. This use of 
optics to diagnose disease has been coined 'Optical Biopsy,' and has numerous potential 
advantages [12]: 
Non-invasive: The fiber optic probe is placed in contact with tissue, but does not 
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penetrate any organ boundary. At the intensities typically used for diagnostics, visible 
wavelength light is both non-heating and non-ionizing, and thus, not harmful to the 
patient. 
Real-time diagnosis: Measurements are obtained within a few milliseconds, and can 
be processed directly by the computer. 
Inexpensive: Optical systems, especially for diffuse reflectance spectroscopy, can 
often be constructed using inexpensive components, keeping the cost for equipment low, 
especially as compared to other medical devices. 
Good spatial resolution: Characterization of tissue can be achieved for volumes of 
tissue on the order of a cubic millimeter or less, enhancing selective sensitivity to the 
epithelial layer, and allowing for identification of tumor boundaries. 
Portable: Optical spectroscopic systems can be compact in size, making them easy to 
use in the clinical setting, and often readily adaptable for global health applications. 
At this stage of development, optical biopsy is not intended to eliminate the need for 
imaging or histological diagnosis methods, but rather to provide additional guidance for 
doctors in locating optimum sites for biopsy, to help in making real-time treatment 
decisions, and to render procedures more efficient and less expensive [12]. 
The quantification of the optical and physiological properties of a tissue can be 
extracted from measured reflectance through the use of appropriate models that 
mathematically describe reflectance as a function of the scattering and absorption 
coefficients of the tissue. Development of such reflectance models has been addressed 
using a variety of analytical and empirical approaches, which are sensitive to a range of 
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parameters, including the optical properties of the tissue, and the geometric specifications 
of the measurement probe. The overall focus of this thesis is to thoroughly understand 
and mathematically describe these relationships between reflectance measurements, 
optical properties of tissue, and light collection geometry. This knowledge will then be 
used to optimize methods for the collection and analysis of reflectance measurements, 
thus minimizing error and uncertainty in the characterization of tissue. 
1.2 SPECIFIC AIMS 
The ultimate goal of this dissertation is to advance the accuracy and applicability of 
diffuse reflectance spectroscopy as a tool for measuring optical and physiological tissue 
properties, and ultimately for use in the diagnosis of disease. This includes 1) the 
development of computational tools for simulating reflectance measurements, 2) 
construction of reflectance models that take into account a broader set of input 
parameters than previously considered, 3) analysis of potential sources of errors due to 
uncertainties in biological tissue properties and measurement parameters, and 4) 
demonstration of in vivo applications for which reflectance spectroscopy can be applied. 
Each of these goals is associated with a specific aim. 
1.2.1 Specific Aim #1: Computational Tools 
The Monte Carlo technique is a stochastic computational tool that has been used to 
simulate the propagation of photons through turbid media. It is accepted as the current 
'gold-standard' for predicting reflectance measurements, because it allows for flexibility 
and control of input parameters that are not attainable through other approaches. As 
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such, it was used in this thesis as the predominant source of experimental data when 
developing forward reflectance models. The primary drawback of the Monte Carlo 
method is computational time. Recently, however, the use of parallel processing with 
graphical processing units (GPUs) has become convenient, providing dramatic 
improvement in computational speeds, and reducing simulation time by several orders of 
magnitude. As part of this aim, a previously developed Monte Carlo code [13] was 
adapted for use on a GPU, and numerous input options, along with a user-friendly 
graphic user interface, were added to improve its flexibility. These include choice of 
scattering phase function (which describes the angular scattering profile), and fiber 
collection geometry. Additionally, the traditional algorithm for accounting for photon 
absorption is challenged, and compared against alternative methods that better emulate 
photon propagation. The results help clarify concerns long held by the biomedical optics 
community. 
For processing Monte Carlo simulation results, developing reflectance models, and 
analyzing reflectance measurements using the reflectance models, a set of functions 
written in Matlab (Mathworks, Natick, MA) were also developed. This set of code is 
intended to make the development and use of specialized reflectance models easier and 
together with the Monte Carlo program code, will be made accessible for public use. 
1.2.2 Specific Aim #2: Reflectance Models 
The description of reflectance as a function of optical property values (i.e. scattering 
and absorption coefficients) was originally modeled using diffusion theory [14]. 
However, its use is restricted to conditions for which light can be described as diffuse: 1) 
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scattering dominates absorption, and 2) the distance between the light illumination and 
collection fibers is large compared to the mean free path for scattering. Except in the 
NIR spectral region, the scattering condition is not generally met in tissue due to strong 
hemoglobin absorption, and when working in the confined geometries of the body, the 
fiber separation condition can be a limitation. To avoid these restrictions, alternative 
models based on modifications to the diffusion theory, Monte Carlo simulations, and 
empirical formalisms from observation have been developed by many authors over the 
past few decades [5,15-26]. However, keeping with the form of diffusion theory models, 
these modified models only account for the dependencies of the scattering and absorption 
coefficients on reflectance, and generally ignore factors that are important for describing 
light reflectance under non-diffuse conditions. Specifically, one of these factors is the 
importance of the scattering phase function, which has been addressed by only a few 
authors [21 ,23]. Further, most of these models have been developed for a single 
collection geometry, restricting their use to a very narrow range of applications. 
For this aim, a broad set of parameters that are known to influence reflectance 
measurements, especially under non-diffuse conditions, are investigated using Monte 
Carlo simulations and phantom experiments, to fully describe reflectance as a function of 
optical properties, and probe geometry. The results provide a general understanding of 
reflectance relationships over a wide range of conditions, specifically identifying trends 
that unify the influences of optical property values, phase function, and fiber separation. 
1.2.3 Specific Aim #3: Error analysis 
One of the difficulties in developing accurate reflectance spectroscopy methods, to 
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extract optical and physiological information from measured spectra, is the lack of gold 
standard validation techniques. Sources of variation that are expected to lead to errors in 
the extracted results include: uncertainty in the tissue phase function, inaccurate 
description of the collection geometry, and incorrect descriptions of the wavelength-
dependence of the optical coefficient values for tissue. In this aim, the impacts of these 
error sources were explored empirically by computationally constructing reflectance 
spectra with certain input parameters, and then emulating inaccuracies by using incorrect 
modeling assumptions in the extraction analysis. The results were used to identify which 
sources of variability are expected to produce the largest errors in the extraction of tissue 
optical and physiological properties, and also which probe geometries are least sensitive 
to the incorrect assumptions. Such knowledge can be used to design optimized probe 
geometries and analysis methods. 
1.2.4 Specific Aim #4: In Vivo Applications 
For this aim, the in vivo use of diffuse reflectance spectroscopy is demonstrated. Two 
collaborative studies conducted with Novartis Pharmaceuticals, involving the 
characterization of mouse skin, were conducted, the frrst related to the detection of 
melanin concentration, and the second describing optical differences between male and 
female skin. 
The work presented in this thesis is divided into seven chapters. Chapter 2 presents 
background information on the nature of light propagation through tissue, which is useful 
for understanding the material presented in subsequent chapters. Chapters 3, 4, 5, and 6 
correspond to the four specific aims described above. Finally, Chapter 7 provides a 
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summary of the work presented, along with a discussion of its impact, and a proposal for 
future studies that could be done to further advance this work. 
8 
CHAPTER2BACKGROUND 
This chapter introduces the fundamental concepts of light propagation in tissue (and 
other turbid media), and defines the optical properties used to characterize such samples. 
Novel technologies that have been developed to extract these optical tissue properties are 
also presented along with methods that have been proposed to leverage them for the 
diagnosis of disease. 
2.1 LIGHT INTERACTION IN BIOLOGICAL TISSUE 
In addition to the properties of the light itself, the interactions of light with a medium 
are determined by the physical characteristics of that material such as the size, shape, 
density, and chemical makeup of its constituent materials. In general, these interactions 
can be described by two dominant properties: scattering and absorption. For our 
purposes, the particle nature of light- as opposed to the wave description, will be used to 
describe these interactions, because it more conveniently represents the stochastic nature 
of photon propagation in turbid material. While photon scattering and absorption 
interactions at any wavelength (i.e. photon energy) are dictated by the same mechanisms, 
the diagnostic applications that will be described in this thesis are implemented primarily 
in the visible region ( 400-750nrn), and hence, in the following section, light interactions 
will be described specifically for this range. Further, the optical property values that 
describe scattering and absorption, and which will be introduced below, are dependent on 
the wavelength of interest. 
9 
2.1.1 Absorption 
The absorption of light in a medium is dictated by its chemical composition, and more 
specifically, the chromophores present. Absorption occurs when the energy of a photon 
is converted into a different form (typically, molecular excitation or heat) by the material 
in which it is traveling. For an ensemble of photons, the amount of light that is not 
absorbed is proportional to its initial intensity, 10, the total pathlength that it travels 
through the sample, L, and an optical property value defined as the absorption coefficient, 
fla, which quantifies the strength of absorption. This relationship is described by the 
Beer-Lambert Law which is illustrated in Figure 2.1, and described quantitatively as: 
[2.1] 
The absorption coefficient, Jla, depends upon the concentration of each constituent 
chromophore, ci, and its inherent wavelength-dependent molar absorptivity (a.k.a. 
extinction coefficient), c: i (A.). This relationship is quantitatively described in equation 
2.2: 
[2.2] 
where N is the total number of different chromophores in the sample. Concentration, c, is 
in units of moles per unit volume, and the extinction coefficient, c:, is in units of (length)2 
per mole, which gives Jla units of inverse length. As a bulk property, Jla represents the 
probability of photon absorption per unit path length, or viewed alternatively, 11 Jla is the 
mean free path a photon travels before being absorbed. 
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Figure 2.1 The absorption of light as described by the Beer-Lambert Law 
In tissue, absorption is dominated by oxy- and deoxy- hemoglobin in the visible 
range, and by water in the near infrared range (Figure 2.2 a)[27]. Whereas hemoglobin 
incorporates four heme groups, myoglobin, incorporates one heme group, and is found in 
muscle tissue. Myoglobin has spectral absorption characteristics similar to hemoglobin. 
Less abundant sources of absorption arise from bilirubin, a breakdown product of heme 
species that gives a yellow color to jaundiced skin, beta carotene, a component fotmd in 
fat, and melanin, which gives color to hair and skin (Figure 2.2 b)[27]. The 
chromophores in the body have absorption coefficient values ranging between 0.1 and 20 
cm-1 in the visible wavelength range [28], but can vary greatly among tissue types. 
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Figure 2.2 Absorption spectrafor chromophore species found in tissue: a) absorption 
coefficient spectra for Oxy- and DeO.xy- Hemoglobin and water, b) molar extinction 
coefficient spectra for bilirubin, beta carotene and melanin 
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As demonstrated in equation [2.2] , the total absorption coefficient of a sample is the 
linear combination of the absorption coefficients of all constituent chromophores. In the 
body, this results in a total absorption coefficient of the form: 
where Jl a,HbO and Jla,Hb are the absorption coefficients of oxygenated and deoxygenated 
hemoglobin, respectively when at a concentration representative of whole blood; they are 
calculated using equation [2.2] with the molar extinction coefficients of oxy- and deoxy-
hemoglobin (c:Hbo, f:Hb) based on the average concentration of hemoglobin in the blood 
(150 g/L), and the molar concentration of hemoglobin (64,500 g/L) using the 
relationship: fla,Hb/HbO = 0.0054EHb/HbO [27]. The volume blood fraction is defmed by 
jj , and f2 is the oxygen saturation of the tissue. Blood oxygen saturation is defmed as: 
St02 % = [Hb0 2 ]/([Hb02 ] + [HbO]), where the brackets represent concentration. The 
second part of equation [2.3] represents the absorption coefficients of additional 
chromophores in tissue such as water, bilirubin, beta carotene, melanin, etc. In most 
cases, the concentrations of these other absorbers are much less significant than that of 
hemoglobin, so they are often neglected in the calculation of Jl a· A few authors have 
proposed an additional general absorption term, Jla = aXb, to represent background 
absorption by structural proteins like collagen [25]. Again, this term is generally 
neglected because of its presumably small impact for wavelengths longer than 400 nm. 
When considering bulk tissue properties like Jla, the distribution of chromophores is 
assumed to be homogeneous. However, in reality, tissue is generally heterogeneous. 
This becomes a problem especially when considering that blood is confined within blood 
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vessels. It has been observed that the effective absorption coefficient of a tissue with 
hemoglobin packed into vessels is not equivalent to the absorption coefficient of a sample 
in which the same amount ofblood is homogeneously distributed throughout the volume. 
This is known as the vessel packing effect, and has been examined by a number of 
authors who have developed scaling relationships to account for the decrease in effective 
absorption coefficient as a function of average blood vessel radius, r (the effect is 
stronger for larger absorption coefficients and larger blood-vessel radii) [29-32]. The 
mostly commonly applied expression was developed by Svaasand et.al. [33]: 
_ {1- exp ( -2/la,bl(/l.)r)} 
Ccorr(r,/l.)- 2 ( 1 ) lla,bl /l. r [2.4] 
where Jla,bl is the absorption coefficient of whole blood, Jla.bL(A.)=j2EHbo(A.)+(I-:f2)EHb. The 
effective absorption coefficient is then: 
[2.5] 
Since the correction factor is a function of both wavelength and radius, the scaling 
amount will be different at each wavelength resulting in a change in the spectral shape of 
the hemoglobin absorption curves. As an example, in the Soret absorption band (around 
425nm) the absorption coefficient of whole blood is just under 3000cm-1• If a capillary 
radius of 5Jlm is assumed, the correction factor is equal to 0.32, or in other words, the 
effective Jla under these conditions is one third of what would be expected if the blood 
was homogeneously distributed. In contrast, at a wavelength of 650nm, the absorption 
coefficient of whole blood is approximately 10 cm-1, which results in a correction factor 
of0.99. 
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2.1.2 Scattering 
Scattering originates from the refraction of light as it passes through index of 
refraction gradients. As described by Snell's law, light will 'bend' in directions related to 
the refractive indices and the angle of propagation with respect to the gradient as 
illustrated in Figure 2.3. The refractive index, n, is a bulk material property that is 
defined as the ratio of the speed of light in a vacuum, c, to the speed of light in the 
material, Cmar, (nmar=clcmaD· Since water is the primary constituent of tissue, all biological 
materials have refractive indices close to that of water, nwater=l.33. Specifically, the 
extracellular fluid has n = 1.35-1.36, the cytoplasm has n = 1.36-1.38, the nucleus has n = 
1.38-1.41, and the mitochondria has n = 1.38-1.41 [34]. The greater the difference in 
refractive index, and the larger the particle size, the larger is the scattering cross section. 
Hence, the strongest cellular scattering signals originate from the nucleus and other 
cellular organelles (ribosomes, lysosomes, mitochondria, nucleus, etc.), while the whole 
cell membrane contributes minimally, because the difference in refractive indices 
between fluids inside and outside the cell is small. Another strong source of scattering in 
tissue is due to connective tissues, such as collagen and elastin, which have n:::::1.47 [35]. 
The bulk refractive index for tissue falls between 1.33 and 1.6 depending on tissue type 
[36]. 
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Figure 2. 3 Schematic of light scattering at a refractive index mismatch boundary 
according to Snell's law 
A scattering 'event' is defmed as a change in propagation direction that occurs when a 
photon encounters a boundary between materials of two different refractive indices, and 
is described by Snell's Law (Figure 2.3). The distance between scattering events is then 
related to the amount of heterogeneity in refractive index values of a material. In 
addition to the angular deflection resulting from a refractive index mismatch, light may 
also change direction and 'scatter' by reflection off a boundary. In this thesis, scattering 
will often be described as originating from scattering centers or particles. A particle in 
this context is any volume of material with an approximately homogeneous index of 
refraction on the length scale of the wavelength of light. 
When describing bulk tissue properties, scattering is generalized, and quantitatively 
described by both the frequency of scattering events, and the distribution of scattering 
angles that a photon experiences at these events. To quantify frequency of scattering, the 
scattering coefficient, f.is, is defined, in a manner analogous to the absorption coefficient, 
f.ia, above. It is also measured in units of inverse length, and represents the probability 
that a photon will scatter over a given path length. Viewed alternatively, lips is the 
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average pathlength a photon travels before scattering. The probability that a photon will 
scatter in a given direction is quantified by the phase function of the scattering particles, 
p(8), which will be discussed in more detail in section 2.1.2.2. To generalize the phase 
function, the anisotropy factor, g , is defined as the average cosine of the scattering angle, 
(cos (8)). The anisotropy factor, g, is a dimensionless quantity, and can have values 
between -1 and 1. A value of 1 represents the case of complete forward scattering (all 
scattering at 8=0), a value of -1 represents the case of complete backward scattering 
(8= 180°), and a value of 0 represents isotropic scattering in which scattering occurs at all 
angles equally. In tissue, granges, typically, between 0.75 and 0.99 [28]. 
The scattering coefficient, fl s, and the anisotropy factor, g, are often combined into a 
single parameter, known as the reduced scattering coefficient: 
fl~ = fls(l- g). [2.6] 
This relationship is a similarity relationship, meaning that an optical measurement from a 
material with given fl s and g values will be the same as a measurement from another 
material with different fl s and g values as long as the combined fl s' value is the same for 
both [37]. As will be seen, this only holds true under certain conditions, but its use has 
become so widespread that it is commonly used to describe tissue scattering regardless of 
measurement conditions. Intuitively, 11 fl s' describes the distance that a photon must 
travel before it has a significant change in direction. It is generally used instead of fl s 
when dealing with biological samples because it provides a better description of diffuse 
light, and it combines two unknown parameters into one. For biological tissues, fl s' 
generally has values between 5 cm-1 and 30 cm-1• 
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2.1.2.1 Mie Theory 
Scattering can be described analytically from fundamental principles using Maxwell's 
electromagnetic equations, and carefully accounting for boundary conditions. A 
generalized solution of the interaction of a monochromatic optical plane wave with a 
single spherical particle is provided by Mie theory. Named after its developer, Gustav 
Mie, the solution provides an exact description of the electric and magnetic fields both 
inside and outside the sphere [38]. From these fields, light intensities can be calculated 
as a function of the diameter of the sphere, d, the wavelength of the light, /!, the 
observation distance from the scattering center, r, the scattering angle with respect to the 
original wave propagation direction, fJ, and the refractive indices of the sphere/particle 
and the surrounding medium, npar and nmed, respectively, plus the polarizations of the 
incident and scattered waves with respect to the scattering plane. The details of these 
calculations are thoroughly presented in two classic texts: H.C. van de Hulst (1957), and 
Bohren and Huffi:nan (1983), and are summarized below, with help from Jacques and 
Prahl (1998) [38-40]. 
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Figure 2. 4 Schematic of electromagnetic waves scattering from a homogeneous sphere [ 40]. 
As illustrated in Figure 2.4, when describing scattering from a homogeneous isotropic 
sphere, the incident and scattered electric fields, E1 and Es, can each be decomposed into 
two components: those components parallel (E111 and E511), and those components 
perpendicular (E1.J.. and Es.J..) to the scattering plane. The relationship between the incident 
and scattered fields is given by: 
[
£511 ] = exp ( -ik(r- z)) [52 
EsJ. -ikr S4 
[2.7] 
where k is the wave vector, and the exponential coefficient term is a function of the 
observation distance, r. If the distance is fixed, this exponential term becomes a constant, 
and variations in the scattered electric field become a function of the scattering matrix 
~~]. In practical applications, intensity, · I, not electric field is the measured 
quantity. And when observed in the 'far field,' the off-diagonal terms of s3 and s4 
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become zero, reducing equation [2.7] to: 
[2.8] 
where Cis an amplitude constant. The scattering matrix terms, S1 and S2, are dependent 
on the particle characteristics (diameter, d, and refractive index, npar) , the surrounding 
material refractive index, nmed, the wavelength of light, A., and the scattering angle, 8, and 
are defmed as: 
I oo 2n + 1 52 (8) = ( 1) (bnTrn(cos 8) + anrn(cos 8)) n=ln n + 
· where nn and r11 are functions of the scattering angle: 
1 
Trn (cos 8) = --:--8 P1 (cos 8) sm 
d 1 Tn(cos 8) =de Pn (cos 8) 
[2.9] 
[2.10] 
and where PJ is the Legendre polynomial of degree n and order 1. The scattering 
coefficients an and bn are defined as: 
ml/Jn(mx)l/J~(x) -l/Jn(Y)l/J~(mx) 
a = ---:----:---:-:----:--:-----
n ml/Jn(mx)(~(x)- (n(x)1/J~(mx) 
l/Jn(mx)l/J~(x)- ml/Jn(y)l/J~(mx) b = ------,---:--:-------:---:-----
n l/Jn(mx)(~(x)- m(n(x)l/J~(mx) 
[2.11] 
Here, m is the relative index of refraction between the particle and the surrounding 
material (m=nparlnmed), while l/Jn and (n are the Ricatti-Bessel functions, and the prime 
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indicates the first derivative with respect to its argument. The size parameter, x, takes 
into account the size and index of the particle in addition to the wavelength of light: 
rrdnmed 
x=---
A. 
[2.12] 
Because we are not interested in polarization effects in this thesis (multiply scattered light 
quickly loses polarization dependence), we are only concerned with the unpolarized total 
intensity: 
[2.13] 
where S11 is the total scattering probability, as calculated from the components of the 
scattering matrix: 
[2.14] 
When properly normalized, S11 , then provides the angular phase function, p(B), of that 
scattering particle. A dimensionless quantity known as the scattering efficiency, Qscat, 
can also be calculated from S11 : 
1 frr Qscat = 2 2S11 (8)sin 8d8 
X 0 
[2.15] 
If angular distribution infonnation is not needed, Qscat can be calculated more simply 
from: 
2 ~co 2 2 Qscat = x 2 Ln=l (2n + l)(lanl +Ibn! ) [2.16] 
The scattering cross section of a particle, CJscat, is then defmed as the product of the 
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scattering efficiency, Q sca1, and the actual geometrical cross sectional area of the particle, 
<Jg = rr:(d/2) 2 : 
[2.17] 
which leads directly to the calculation of the bulk scattering coefficient, fl s, of a medium 
that contains a given number density of particles, Ns: 
[2.18] 
The units of the scattering cross section, (Jsca1, are (length)2, and the units of the particle 
number density, Ns, are 1/(length/ , thus providing the appropriate 1/length units for 
scattering coefficient, fl s· 
As seen from the equations above, the primary variable in the calculation of scattering 
properties in Mie theory is the size parameter, x, which is dependent on wavelength, 
particle size, and surrounding material refractive index (equation [2.12]). Figure 2.5 
illustrates how the scattering coefficient, fl s, anisotropy factor, g, and reduced scattering 
coefficient, !ls', each depend on x through wavelength and particle diameter. Note that 
the overall scattering power of larger particles is greater than for smaller particles, 
meaning that fewer larger particles are needed to produce the same scattering coefficient 
as many smaller particles. This figure demonstrates that as the sphere diameter increases, 
the spectral structure of the scattering characteristics become increasingly complex. The 
scattering phase function as predicted by Mie theory is also wavelength dependent, as 
observed in Figure 2.6. In the forward direction (near 0°), the spectral shape is 
monotonically decreasing with wavelength, but in the near backward direction (near 
180°), the shape is more complex. 
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Figure 2.5 Spectral profiles for the (a) scattering coefficient, f.l-s, (b) anisotropy factor, g, and 
(c)reduced scattering coefficient, f.J-/, for a range of particle sizes. 
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Figure 2. 6 Scattering intensity as a function of scattering angle and wavelength for a d = 5 00 nm 
particle. Modi.fiedfrom [41]. 
It is these unique angular and wavelength dependent spectral shapes that allow for 
differentiation and size estimation of particles using light scattering measurements. [ 42-
47]. However, direct particle sizing requires the assumption that light has only scattered 
once (single scattering). Therefore, only specific applications invoking single scattering 
events are suited for this rigorous analysis. 
Limiting Approximations 
In the limiting case when the particle diameter is much smaller than the wavelength of 
light, the spectral scattering and reduced scattering coefficients approach a A. 4 shape 
dependence, and the anisotropy factor is nearly 0 due to isotropic scattering. These 
conditions are illustrated in Figure 2.5 for the plots where particle diameter, d = 50 nm. 
This case is known as Rayleigh scattering, and is the mechanism responsible for why the 
sky is blue; blue light is preferentially scattered by the small particles in the atmosphere 
compared with longer wavelength light. 
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Tissues are of course made up of particles of more than one size, and since scattering 
is a linear process, the scattering coefficient, f.ls, of a collection of particles and structures 
is simply the linear combination of scattering coefficients for each particle size: 
fls = L Ns,iO'scat,i 
i 
[2.19] 
It has been observed by several authors [ 42,48], that when a range of sizes are combined, 
much of the complex spectral and angular structure observed with single sized particles, 
as seen in Figure 2.5 and Figure 2.6, is lost. When considering particle sizes 
representative of tissue, the wavelength dependence for the reduced scattering coefficient, 
f.ls', can be described by a simple power law [16,17,25,49-51]: 
[2.20] 
The incorporation of A.o allows for the variable b to be dimensionless, so that s 
represents the reduced scattering coefficient at A.a. When the distribution is skewed 
towards small particle sizes, b approaches the value 4 (for Rayleigh Scattering), and 
when the distribution is skewed towards larger particle sizes, b approaches 0.37 
[ 41 ,42,48]. Thus, the value of b can provide an indication about the mean size of the 
particles in the sample, if the distribution is not broad. However, as reported by Mourant 
et.al., there is not a robust relationship that directly equates b to an average particle size, 
meaning that the value of b can only provide relative intuition into the size distribution 
[42]. 
For size distributions where both small and large particle sizes are represented, it has 
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been proposed to model the wavelength dependence of the reduced scattering coefficient 
as a combination ofthe two limiting cases as [52-54]: 
[2.21] 
2.1.2.2 Phase Function 
As introduced earlier, the phase function, p(fJ), of a scattering sample specifies the 
probability distribution of scattering angles. It is typically normalized to 1 over all solid 
angles: 
r p(s, s')dw = 1 J4rc [2.22] 
where light is described as scattering from the direction denoted by the unit vector s into 
the directions'. 
The phase function is directly related to the scatterer sizes present in the sample, and is 
variable with wavelength. Larger particles are characterized by more forward scattering, 
and thus a larger anisotropy value, g, whereas smaller particles produce more isotropic 
scattering, resulting in a smaller g value. 
Before describing several functions commonly used in tissue optics, it is important to 
clarify the difference between two forms commonly used to represent the phase function. 
The standard representation specifies the distribution of light intensity scattered as a 
function of angle (pi(fJ)), i.e. the amount of light intensity per unit solid angle that is 
observed at a given angle in a steady-state system. Alternatively, the phase function can 
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be expressed as a probability distribution of scattering angles (pa(B)), i.e. the probability 
that a photon will scatter at a given angle. The two representations are related as: 
Pa ( ()j) = Pi ( ()j) sin ()j. In the literature, phase functions have been reported in both ways 
without specifying which form is being used, which often leads to confusion [55]. Unless 
otherwise noted, all phase functions presented here are of the intensity distribution (pi(B)) 
form. The angular representation, (pa(B)), will be used when simulating photon transport 
in Monte Carlo simulations (Chapter 3). 
Because a phase function for spherical homogeneous particles has azimuthal 
symmetry for unpolarized light, it can be expanded into a series of Legendre 
polynomials, P 11(cos8), for further characterization: 
[2.23] 
n 
where g11 are the nth-order Legendre moments as defined by: 
[2.24] 
The first order moment, g1, is equivalent to the anisotropy factor, g, introduced earlier. 
To calculate its value from any arbitrary phase function, the following equation can be 
used [56]: 
[2.25] 
Similarly, using the second Legendre polynomial,~ (3 cos 2 ()- 1), the second moment, 
2 
g2, can be calculated as: 
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Ie:o Pi (e) sine(~ (3 cos 2 e - 1)) de 
Bz = Ie:o Pi (e) sinS de [2.26] 
From these two moments, a new similarity parameter can be defined: 
[2.27] 
Under certain conditions, this additional parameter helps to more accurately describe the 
scattering characteristics of a medium in addition to f.l s' (i.e. when scattered light is 
detected after experiencing only a few scattering events) [21]. As described above, the 
similarity relationship (equation [2.6]) for the reduced scattering coefficient, f.l s' , is based 
on the condition that observed optical measurements are equivalent for any combination 
of g and f.l s that result in the same f.ls'· This is accurate only for the diffuse regime, 
however, and when photons have only undergone only a few scattering events before 
being detected, this relationship does not hold. Under these conditions, observed optical 
measurements will be equivalent for any combination of g, f.l s, and g2 that result in the 
same f.l s' andy. This relationship was confirmed empirically by Bevilaqua et.al.[21], and 
will be further demonstrated in Chapter 4. From a physical perspective, this new 
parameter, y, is representative of the relative contribution of near backward scattering in 
a phase function. 
Henyey-Greenstein 
The Henyey-Greenstein (HG) phase function was originally developed to describe 
diffuse scattering of light in interstellar space, but has gained widespread use in the bio 
optics community as a simple representation of tissue scattering [57]. It is defined by the 
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equation: 
1 1- g 2 
PHc(cos e)= 4rr (1 + g~G - 2gHG COS e)3f2 [2.28] 
By selecting a given g value, all other Ledengre moments are automatically fixed: 
Bn,HG =gr. And thus the values of possible y range from 1.0-2.0, as constrained 
because g1 < 1.0. 
Modified Henyey-Greenstein 
From the few experimental studies on true effective phase functions in tissue, it has 
been observed that the Henyey-Greenstein phase function underestimates high angle 
backward scattering [21,42,58,59]. To address this drawback, a modified version of the 
Henyey-Greenstein function was proposed that combines the standard HG function with 
an added isotropic component, which contributes the desired high angle scattering. 
Known simply as the Modified Henyey-Greenstein (MHG) phase function, it is defined 
as: 
3 
PMHG(cos e)= f3PHc(cos e)+ (1- {3) 4rr cos 2 e [2.29] 
where ~ is the fractional contribution of the standard HG phase function, and conversely 
(1-~) is the fractional contribution ofthe isotropic component [21]. 
The first and second moments are easily calculated from the following equations [21 ]: 
91,MHG = agHG 
2 2 ) 92,MHG = f39HG + S (1- {3 [2.30] 
where gHG is the g value used to construct the HG phase function contribution using 
equation [2.28]. With the added flexibility of the MHG phase function, both g and y can 
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be controlled individually. Values of y are limited to the range 1.0-2.0 due to 
mathematical constraints of the function. 
Mie Theory phase function 
The most rigorous estimation of the phase function in tissue can be calculated from 
Mie theory by describing tissue as a distribution of discretely sized particles. By 
combining the individual scattering distributions from each sphere size, an average phase 
function can be constructed to represent the bulk medium. The key here is in selecting 
the appropriate sizes and distribution to best approximate tissue. One common approach 
is to model the size distribution using a fractal description, based on observations that 
refractive index variations measured by phase-contrast microscopy scale according to a 
power law[ 60,61]. The number density, N, of each particle size ( di) is then defined as: 
[2.31] 
where d0 is the representative size of a spherical volume containing the particles, and a is 
the fractal volume dimension which relates to the ratio of small versus large particles 
[ 60]. A large a value corresponds to a greater ratio of small to large particles. 
The sphere sizes span a range that is representative of what is found in cellular tissue, 
including: Rayleigh scatterers (structures smaller than 50nm) such as collagen/elastin 
fibrils, ribosomes, and other small structures; lysosomes and peroxisomes (200-500nm); 
mitochondrial widths (300-700nm); mitochondrial lengths (l-4Jlm); nuclei (3-1 OJ..Lm); and 
whole cells (1 0-30Jlm) [ 42,62]. These structures each have a unique index of refraction. 
However, for the purpose of the fractal model, Schmitt and Kumar [35] proposed 
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modeling the index variations by a statistically equivalent volume of discrete particles 
having the same index but different sizes. The index of the background (nbkg=l.352) 
was calculated from the indices of dissolved proteins and carbohydrates in the intra- and 
interstitial fluids. And the average particle index was calculated from the indices of 
collagen/elastin fibers , nuclei, and organelles (np=l.39-1.45); the range is dependent on 
the collagen/elastin content which is specific to tissue type [35]. 
For each discrete particle size, Mie theory is used to calculate the scattering cross 
section, CJ5 (da , and the anisotropy factor, g(da, assuming nbkg and np to be the 
medium and particle indices of refraction, respectively. Then using the assumption that 
waves scattered by individual particles add linearly, the bulk scattering coefficient and 
anisotropy factor are defined as: 
[2.32] 
[2.33] 
where m is the total number of particle sizes, and A is a constant factor relating to the 
total sphere volume [63,64]. These equations are simply linear combinations, weighted 
by the scattering cross section and number density of the i'th particle size. The combined 
phase function, p(B} is also often reported in the same form as equation [2.33], with 
p(B) replacing g. However, we have observed that, in practice, constructing the 
equivalent phase function in this manner, and directly calculating its anisotropy factor, g, 
from equation 0, does not yield a result equivalent to the value calculated by equation 
[2.33]. Instead, we have found that a linear combination of the scattering amplitude, S11 
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.. 
(see equation [2.14]), scaled by the number density of spheres IS a more accurate 
solution: 
[2.34] 
This follows from the fact that the scattering intensity is already dependent on particle 
size, eliminating the need to scale with respect to the scattering cross section, CJ5 • It is 
unclear why the two calculation methods are not equivalent, but given that equation 
[2.34] is a more intuitive solution, we believe it to be a better approximation of the 
equivalent phase function. Calculation of g1 and g2 can then be performed using 
equations [2.25] and [2.26] . 
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Figure 2. 7 Scattering phase functions constructed from Mie theory using a fractal 
distribution of particle sizes 
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As examples, Figure 2. 7 illustrates several phase functions constructed from Mie 
theory using a range of fractal dimension values, a. The values of particle diameters 
were selected based on the discrete organelle sizes identified above, and the refractive 
index values were taken from the literature [35,63]: npar = 1.42, nmed = 1.352, d = [10, 
100, 150,400,600,800 nm, 1, 3, 10,20 )liD]. The wavelength used was A.= 600 nm. 
For the purposes of comparison, Figure 2.8 illustrates constructed functions for the 
HG, MHG and Mie phase function descriptions. All three functions are for g = 0.7. 
However, the HG function has y = 1.7, while the MHG and Mie functions have values y 
= 1.4, which can be seen in the difference in high angle scattering between the HG 
function and the MHG and Mie functions. Note also that despite having the same y 
value, the MHG and Mie phase functions are not identical. Differences between the two 
result from, and can be observed in, variations in the higher order Legendre moments 
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Figure 2. 8 Comparison of a Henyey-Greenstein, a Modified Henyey-Greenstein, and a Mie phase 
function all with g= 0. 7, but with different yvalues (HG: y = 1.7; MHG_Mie: y = 1.4) 
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Trends in g. y. and wavelength in tissue 
The use of Mie theory and the fractal distribution model of scattering sizes offer a 
unique opportunity to examine how variations in wavelength and tissue composition are 
expected to alter scattering characteristics. From the calculated phase functions, 
relationships between the fractal dimension, a , and the anisotropy values, g and y, can be 
analyzed. Note that as the fractal dimension, a, increases, the contribution from small 
scattering sizes becomes stronger. These relationships are plotted in Figure 2.9. 
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Figure 2.9 Relationships between the fractal size distribution, a, 
and the anisotropy values, g and y 
Both the values of g and y decease with increased fractal dimension, a, as is expected 
because smaller particles produce less forward scattering, and more near backward 
scattering. We observe also that the relationship between g andy is non-linear, and that y 
increases more rapidly for large g values, especially when g>0.8. This is especially 
important since most tissues have g values in this higher range. Further, the values of y 
in this region are greater than 2.0, which is the upper limit of y for the HG and MHG 
phase functions, indicating that a phase function constructed from Mie theory is more 
appropriate when modeling tissue. 
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Figure 2.10 Wavelength relationships of y for various fractal size dimensions 
Because these phase functions are being constructed from Mie theory, there 1s a 
dependence on wavelength; Figure 2.10 illustrates the spectral dependence of y. While 
there are noticeable differences in y as a function of wavelength, they are less than 10% 
between 400 and 800 nm. It is not immediately obvious if this increasing trend is 
. 
significant enough to contribute to modeling errors, but its impact on optical 
measurements will be investigated in Chapter 5. 
2.1.3 Other optical properties of tissue 
While absorption and scattering are the two most dominant mechanisms by which 
photons interact with tissue, several additional interactions can also be described. In 
particular, fluorescence and Raman scattering, which are inelastic events for which the 
energy/wavelength of the emitted photon is different than that of the absorbed or incident 
photon. 
With fluorescence, light of a giVen wavelength will be absorbed by a molecule, 
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causing a transition of the molecule to a higher energy level or state. As the molecule 
relaxes, it releases some of that energy in the form of a new photon at a longer 
wavelength and lower energy, as illustrated in Figure 2.11. In tissue the primary sources 
of endogenous fluorescence arise from connective tissues like collagen and elastin, and 
from NADH and FAD, compounds involved in cell metabolism [65,66] . It is also 
common to introduce exogenous fluorophores to the tissue with the expectation that they 
will accumulate preferentially in tumors, as an aid to diagnostic identification of disease 
[66]. 
As an inelastic scattering process, Raman scattering differs from elastic scattering, 
which was discussed in section 2.1 .2, in that Raman scattering invokes exchange of both 
energy and momentum, whereas elastic scattering exchanges only momentum. During a 
Raman scattering event a photon will interact with a particular vibration mode of a 
molecule and excite it to a virtual energy level. The re-radiation from the virtual state, 
which is essentially instantaneous, is a photon at a wavelength that can be either longer 
(Stokes scattering) or shorter (anti-Stokes scattering) than the incident one. Raman 
scattering events are rare (1 in 10 million), but are specific to the molecular structure of 
the sample, and have very narrow spectral features that are easily identifiable [66]. 
These provide a 'fingerprint' of the molecular makeup of the tissue that correlate with 
various proteins, lipids and nucleic acids. 
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Figure 2.11 Jablonski diagram detailing the energy transitions that occur with absorption, 
fluorescence and Raman photon interactions. Modifiedfrom[66] 
2.2 OPTICAL TECHNIQUES FOR DISEASE DETECTION 
2.2.1 Sources of Optical Contrast in Tissue 
As cells in a tissue transition from normal to diseased, several well-defined 
morphological and biochemical changes take place. These include structural changes in 
the shape, size and density of cells and their organelles and ultrastructure within 
organelles, as well as alterations in blood volume fraction and oxygenation. These 
biological changes directly alter the way that light interacts with tissue via scattering and 
absorption mechanisms. Measurement of resulting optical differences thus provides 
contrast between diseased and non-diseased tissues. 
Scattering measurements can be used to identify differences in the morphology of 
tissue. As described in section 2.1.2, wavelength- and angular-dependent scattering 
profiles are dependent on the distribution of scatter diameters, and the total intensity of 
the scattering signal is dependent on the concentration of scatterers. During the 
progression to disease, cells can become crowded; their nuclei can enlarge and DNA 
condensation may occur, and shapes can change significantly [65,67]. These, in fact, are 
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the structural differences that are used by pathologists during histology to evaluate the 
disease state of cells. Because light scattering is sensitive to the changes in particle size 
distribution and density, it can be used to optically obtain information about the 
micromorphology of the tissue sample. 
The concentration and oxygenation of blood is also known to change in diseased 
tissue. Specifically, the peripheries of tumors are known to become highly vascular 
through a process known as angiogenesis, which results in higher tissue blood volume 
fraction. And due to the faster metabolism rate of cancerous cells, oxygen is used much 
more rapidly, often causing the hemoglobin to be more deoxygenated than for healthy 
tissue [65]. Further, the concentrations or redox states of auto-fluorescent biomolecules 
are often found to be different in diseased tissue (e.g., NADH fluorescence often 
increases) [12]. 
2.2.2 Optical Imaging 
In medical diagnostics, imaging has been a dominating technique for centuries, 
primarily because visual inspection is a natural way to observe potential disease. This 
extends from small scale microscopy to whole body imaging techniques, all of which 
take advantage of the differing ways that electromagnetic (or acoustic) energy interacts 
with biological material. In microscopy, absorbing stains are applied to excised tissue 
samples to enhance the contrast between different cellular structures facilitating visual 
evaluation the presence of disease. X-ray imaging uses photons with much higher energy 
levels (and thus shorter wavelengths: A= 0.01-10 nm). But the same principle applies: 
specific materials, like bone, preferentially absorb, thus providing contrast. CT scans 
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simply extend the technique of a 2D x-ray into three dimensional reconstructions by 
acquiring many images at different orientations. The primary limitation any x-ray based 
method is the exposure to ionizing radiation which carries its own health concerns. 
Several other common imaging modalities, such as ultrasound and MRI, use alternative 
signals like sound waves and magnetic fields, instead of photons, to interrogate the body. 
These do not use radiation, but have other drawbacks such as expense and image 
resolution. 
More recently, several optical techniques have been introduced to produce high 
resolution microscopic images relatively inexpensively and without ionizing radiation. 
For example, optical coherence tomography (OCT) collects and produced images similar 
to ultrasound, but with light waves instead of sound waves, using optical interference 
from scattering structures as the contrast mechanism. 
Common to all imaging techniques is the generally qualitative nature of the 
information that most imaging modalities provide. Identifying disease from an image 
generally requires specialized training and subjective interpretation by a medical 
professional. Spectroscopy offers a more quantitative approach to optical diagnostics, 
and will be discussed next. 
2.2.3 Optical Spectroscopy 
In contrast to imaging, spectroscopy measures quantitative information about the 
morphological and biochemical composition of a tissue sample. This yields quantitative 
physiological information about a sample, but without knowledge about the large scale 
structure of the tissue. From the measured physiological quantities, either subjective or 
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computational analysis can yield a diagnosis. In this way, specific information about the 
composition of the tissue can be gathered that is generally not available from an image. 
Nonetheless, spectroscopy measurements are typically taken at a single point, and thus 
information from only a small volume of tissue is obtained. In certain applications this is 
advantageous; for example, when attempting to identify the boundaries of a tumor, 
wherein fine spatial specificity is important. While primarily used for point 
measurements, there have been several techniques recently developed that have 
combined imaging with spectroscopy to capture the benefits of both, most notably diffuse 
optical tomography [ 68]. The term "functional imaging" is often used by researchers 
pursuing such combined capabilities. 
Spectroscopy is based on the observation and comparison of optical measurements at 
different wavelengths. Regardless of modality, optical measurements are sensitive to 
changes in the optical properties of the sample, which are dependent on wavelength. 
Thus, the intensity of the optical measurement will vary as a function of wavelength. 
Analysis over a large number of wavelengths can then be done to identify unique features 
in these intensity variations, which correspond to tissue characteristics. The application 
of spectroscopy to in vivo diagnostics is discussed here. 
Diffuse Reflectance Spectroscopy 
Diffuse reflectance spectroscopy often encompasses more specific designations, 
including elastic scattering spectroscopy, and light scattering spectroscopy [12,47,53]. In 
its most common form, it involves the illumination of light from one optical fiber into a 
tissue sample; a fraction of that illuminated light will be collected by one or more 
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detection fibers, as illustrated in Figure 2.12. The wavelengths typically used span from 
the near-UV through the near infrared (NIR), a range over which measurements are 
dominated by scattering and absorption interactions. 
fiber probe 
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Figure 2.12 Measurement Geometry for Diffuse Reflectance Spectroscopy 
From the collected light intensity, a measure known as reflectance can be defined 
simply as the intensity of light collected divided by the intensity of light illuminated: 
I collect Reflectance = 1 illuminate [2.35] 
This is distinct from what "reflection" typically connotes, as reflection cames the 
implication that light originates from some distance away from the sample, and the 
collected light only interacts with the surface. When reported for a range of wavelengths, 
measured reflectance produces a spectrum, like the one illustrated as an example in 
Figure 2.13. In general, an increase in scattering results in an increase in measured 
reflectance, and an increase in absorption leads to a decrease in reflectance. As can be 
seen from the spectrum, the overall spectral shape has a power law dependence, as 
40 
described by the Jls' relationship in equation [2.20]; this reflectance is attenuated around 
420 run and 550 run by strong absorption from hemoglobin. This qualitatively illustrates 
how a measured spectrum can then be used to extract information about the density and 
size of cellular components through scattering as well as the volume fraction and oxygen 
saturation of blood from absorption. 
For practical application, measuring absolute illumination intensity is nearly 
impossible due to lamp intensity fluctuations, and loss of signal through the optical 
probe. Because of this, reflectance is more commonly reported as a relative wavelength-
dependence. Normalization can be achieved via several approaches: by normalizing to 
the total area under the curve (auc), to the value at a single wavelength, or relative to a 
measurement from an optical calibration phantom. All three conserve the shape of the 
spectrum, but in the last approach, the relative amplitude is also conserved. This allows 
for retention of information concerning the overall scattering intensity of the sample, 
which itself can provide important diagnostic information. 
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Figure 2.13 Example of a diffuse reflectance spectral measurement 
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Fluorescence and Raman Spectroscopies 
For fluorescence spectroscopy, the tissue of interest is illuminated with ultra violet 
(UV) or short wavelength visible light, often from a laser source. The emitted 
fluorescence spectrum is then measured from the UV through the visible wavelength 
range, as most fluorophores of biological interest will emit here. Similarly, in Raman 
spectroscopy, a narrowband laser source is used to illuminate the sample; inelastically 
scattered light is then collected at longer wavelengths. Near infrared (NIR) wavelengths 
are typically used to reduce interference from fluorescence, which is much stronger. In a 
manner similar to diffuse reflectance spectroscopy, the observed peaks in the spectrum 
can then be used to quantify information about the concentrations of biological 
compounds. However, whereas diffuse reflectance is sensitive to characteristics 
concerning morphology and biochemical absorbers, fluorescence and Raman are 
sensitive solely to biochemical markers. 
Because both fluorescent and Raman signals are comparatively weak, the primary 
challenge to these techniques is the extraction of the desired spectral features from the 
stronger scattering and absorption signals, which may distort the results [ 66]. Further, to 
collect these weak signals, more specialized equipment is necessary, such as laser sources 
and highly sensitive cooled detectors. Conversely, the signals collected with diffuse 
reflectance are not significantly masked by other optical sources, and can be acquired 
with simple and inexpensive equipment. For these reasons, diffuse reflectance 
spectroscopy may be better suited for in vivo clinical diagnostics. Throughout the 
remainder of this dissertation, we will focus on this technique. 
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The ultimate aim in any of the above mentioned techniques is to accurately distinguish 
diseased from non-diseased tissues. For spectroscopic applications, classification can be 
based on statistical methods, model-based methods or combinations of both. Statistical 
techniques such as principle component analysis coupled with classifier algorithms can 
be used to computationally classify a given spectral measurement based on training from 
a database of spectra with known diagnosis [6,9,69,70]. This approach is appealing 
because it does not require trained specialists to interpret the results. However, many 
medical professionals prefer to make diagnosis based on criteria that correlate with the 
physiological state of the tissue, such as blood volume and oxygenation. A diagnosis can 
then be made using both trained knowledge and classification algorithms. This latter 
approach is achieved through analysis of the measured spectra, which provides estimation 
of physiological information based on the optical properties extracted (via the 
relationships described by equations [2.5] and [2.20]). Extraction of scattering and 
absorption properties requires use of analytical models that quantify the relationships 
between reflectance and optical coefficients. Such models will be presented in section 
2.3, and will be extensively discussed in Chapter 4. 
2.3 MODELING DIFFUSE LIGHT TRANSPORT 
The first step in estimating optical and physiological property values from spectral 
measurements of diffuse reflectance in tissue is to understand the transport of light 
through turbid media and to describe it mathematically. Specifically, the goal is to fmd a 
functional dependence that accurately predicts reflectance based on the optical coefficient 
values !ls' and !la in tissue. This challenge has been approached using a variety of 
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different methods, each having its own advantages and limitations. In this section they 
have been categorized into four broad classes: diffusion theory, Monte Carlo simulations, 
empirical models, and look-up table methods. 
2.3.1 Diffusion Theory 
The diffusion of photons through turbid media can be described by the Boltzmann 
transport equation. However, this equation, in general, cannot be solved analytically, and 
so, an approximation to the transport equation, known as the diffusion approximation, is 
frequently used to predict the fluence rate oflight as a function oftime and space [14,71]. 
To represent the measurement geometry illustrated in Figure 2.12 (directional 
illumination and detection at an index-mismatched boundary), the problem is modeled 
with an infinitesimally narrow photon beam normally incident on a semi-infinite, highly 
scattering, homogeneous medium. By applying an extrapolated source boundary 
condition, as described by Haskell et al.[72], the problem can be solved to predict the 
reflectance of light at some time and distance away from the source beam, as a function 
of the medium's optical coefficients, fls' and fl a· 
Spatially Resolved Steady State Diffusion Solution 
In a steady state system, the time invariant solution of the diffusion equation is used 
such that reflectance depends only on the optical coefficients of the medium and the 
measurement distance. The work proposed in this thesis will utilize the solution 
proposed by Kienle et. al.[14] , in which reflectance as a function of source-detector 
separation (p) is given by equation [2.36]: 
R(p) = 0.118. <l>(p) + 0.306. RF(P) 
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[2.36] 
where ([J(p) is the fluence rate given by equation [2.37] and Rp(p) is given by equation 
[2.38]: 
[2.37] 
1 [ ( 1) exp( -flett · r1) Rp(p) = -4 Zo /lett+- 2 + (zo rr r1 r1 
( 1) exp( -/lett · r 2)] + 2zb) /lett +- 2 
r2 r2 
[2.38: 
The values of r1 and r2 represent the distance between the real source and the tissue 
surface, and the imaginary (extrapolated) source and the tissue surface, respectively, as 
defined based on the extrapolated source boundary conditions: 
1 
rl = [(z- zo)2 + p2]2 
r2 = [(z + z0 + 2zb) 2 + p 2]112 
[2.39] 
The dependence on the scattering and absorption coefficients is dictated by the 
effective attenuation coefficient fle t t = [3 fla (/la + 11~) f/ 2 , and the diffusion constant 
D = 1/{3[/la + /1~]}. 
The independent variable, z, represents the coordinate direction normal to the surface. 
Because the solution at the interface boundary is of interest, z is set to 0, while zo, given 
by z0 = 1/(/la + 11~), and zb, given by zb = 2AD, are the locations of the real and 
extrapolated sources, below and above the surface, respectively. 
The variable A is related to internal reflection at the boundary, and is defmed as 
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A = (1 + rct)/(1- rd)· The value of rd is equal to 0.493 for a refractive index mismatch 
at the boundary assuming ntissue=l.4, and nair=l.O. 
Time-Resolved and Frequency-Domain Diffusion Solutions 
In contrast to the steady-state system, when a time-variant diffusion solution is 
considered, reflectance is measured as a function of photon transit time, optical 
coefficients Jl-s' and f.l a, and a single measurement distance, after a single short pulse of 
light illuminates a point on the surface[l4,73]. Alternatively, a frequency domain system 
also measures reflectance as a function of time, but instead of using a short light pulse, 
continuous light illuminates the surface with a controlled modulation in amplitude. The 
phase and modulation amplitude differences between the incident and captured 
waveforms can be measured and directly related to Jl-s' and f.l a mathematically using the 
diffusion equation [74,75]. As compared to the spatially resolved steady state method, 
the time-resolved and frequency-domain methods are more complex and expensive to 
implement, requiring more sophisticated instrumentation. Experimentally, however, the 
sensitivity and reproducibility of these time-variant approaches are considered by some in 
the field to be more reliable than the steady-state approach. 
Limitations to Diffusion Theory 
For light to be considered diffuse, it must have scattered a sufficient number of times 
such that it is not possible to distinguish its original propagation direction. From the 
optical coefficients of a sample, the average propagation distance that a photon must 
travel for this to occur is described by the reduced transport mean free path (MFP'), 
although total loss of information about the source direction may require several times 
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the MFP [76]. In tissue, this distance is approximately lmm. 
MFP' = (fla + fl~)- 1 [2.40] 
Therefore, diffusion theory is restricted in validity to conditions for which photons 
have traveled longer than this distance, requiring the separation between light 
illumination and detection to be several times larger than MFP'. However, for the 
detection geometry described in section 2.2 for diffuse reflectance measurements, source 
detector separation distances are significantly smaller, and in general, when working in 
the confined geometries of the body and endoscopic tools, this condition is severely 
limiting. Moreover, often the properties of superficial (e.g. epithelial) tissues are 
important, and small source-detector separations are required to restrict sensing to that 
thin layer. 
A second condition for validity of the diffusion equation requrres the reduced 
scattering coefficient to be much larger than the absorption coefficient (;is' >> f.l-a). In 
biological media, this condition is only met at wavelengths longer than approximately 
650 nm where the absorption due to hemoglobin is small compared to the scattering from 
cellular structures. To analyze reflectance data below 650 nm, particularly in the 
hemoglobin Soret absorption band around 450nm, or the Q bands around 530-580 nm, 
the diffusion equation is not applicable. 
Diffuse reflectance spectroscopy under these conditions, where the diffusion 
approximation is not valid is something of a contradiction in terms, but many researchers 
in the field have retained this terminology regardless of whether the conditions of the 
diffusion approximation are met. 
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2.3.2 Monte Carlo 
Monte Carlo (MC) methods are a class of computational techniques used to simulate 
physical processes using a stochastic model, and will be discussed in much greater detail 
in Chapter 3. They have been widely used to model the propagation of photons in turbid 
media, like tissue, based on the probability profiles of scattering and absorption events. 
Simulated reflectance values are calculated as the fraction of photons that are terminated 
(collected) at a particular location relative to the total number of photons launched during 
the entire simulation. 
The MC approach is generally considered to be the gold standard against which other 
reflectance models are compared. Unlike analytical models, there are no limitations to its 
validity, and MC simulations can therefore be easily modified to accommodate any 
variation in geometry or tissue properties. It serves as a unique research tool that can be 
used to simulate measurements without the need for physical experiments. However, to 
achieve satisfactory precision (with low statistical variance), a large number of photons 
must be simulated, making it computationally expensive. 
Because of these computational limitations, there are approaches to calculate 
reflectance for a range of optical coefficient values from a single simulation with a given 
albedo. Specifically, this 'condensed Monte Carlo' technique uses recorded information 
about the number of scattering events that each photon experiences during the simulation. 
From this data, a set of scaling relationships can be used to calculate reflectance results 
for any other values of 1-la and 1-ls' [77-79]. This then reduces the calculation of 
reflectance from a multi-hour simulation to a near instantaneous arithmetic operation. 
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2.3.3 Empirical Models 
Empirically-derived models combine the advantages ofboth diffusion theory (a closed 
form functional equation) and Monte Carlo simulations (larger valid parameter space). 
The motivation for their development has come from a need to describe reflectance 
relationships at small source-detector separation distances and/or with large values of 
absorption coefficient, which is not possible using the standard diffusion theory model, as 
explained in 2.3.1. For a number of biomedical applications, small source-detector 
separations are necessary since the fiber probes must be designed to fit inside the working 
channel of an endoscope or laparoscopic tool, for example; the typical working diameter 
of an endoscope is less than 3mm. Furthermore, smaller source-detector separations 
allow for interrogation of smaller volumes of tissue, which avoids issues related to the 
heterogeneity of tissue, and thus allows for more accurate point measurements, or in 
cases where sensitivity to only a shallow (epithelial) depth is desired .. 
Empirical reflectance models are relatively recent advancements in the field. Several 
have been modified from diffusion theory [5,15-18,80], whereas others are novel 
developments based on fundamental intuition of scattering and absorption interactions in 
tissue [ 19-26]. One ofthese models was developed in our group, and has been described 
by Reif et al. [24]. It serves as the foundation for much of the research presented in this 
dissertation, and therefore, is described here in detail. 
2.3.3.1 Reif et al. Empirical Model 
As presented in section 2.2, absolute diffuse reflectance is defined as the ratio of the 
amount of light collected to the amount of incident light. In physical experiments, it is 
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difficult to measure absolute reflectance, since it is difficult to estimate the actual amount 
of light illumination. Therefore, the model was developed to relate the optical 
coefficients of a material to relative reflectance rather than absolute reflectance. Relative 
reflectance is defined as the ratio of absolute reflectance from the tissue (RiBs (A.)) over 
the absolute reflectance from a calibration phantom (RcABS(A.o)) at a given wavelength, as 
given in equation [2.41]. The choice of calibration wavelength, A.0, is arbitrary, as long as 
the same one is consistently used. When using the same calibration phantom, relative 
reflectance measurements are then comparable between systems and over time. 
[2.41] 
The structure of the empirical model is built around the framework of Beer's law 
(equation [2.1]), where reflectance from a sample with negligible absorption, R0, is 
analogous to Io. Total reflectance is then defined by scaling R0 based on the absorption 
coefficient, Jla, and the average photon pathlength, (L), as specified in equation [2.42]. 
[2.42] 
Scattering-only reflectance, R0, is modeled to be a function of Jls ', and (L) is modeled to 
be a function of Jls' and Jla; these optical coefficient values are assumed to be 
homogeneous throughout the sample. The empirical relationship between Ro and the 
scattering coefficient is modeled to be linear when Jla=O. 
R0 = Sf.l~ + s 0 . [2.43] 
And the average pathlength of collected photons, (L), IS modeled by the empirical 
relation: 
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[2.44] 
Combined, equation [2.42] then provides a closed-form relationship between 
measured relative reflectance and the optical coefficient values, Jla and Jls'· In the 
relationships for R0 and (L), s s0, 11 and 12 are fitting coefficients that are unique for a 
given fiber probe geometry, tissue phase function, and calibration phantom. In the 
original development of this model, the assumed geometry was composed of two optical 
fibers, one for light delivery and one for light collection, as illustrated in Figure 2.12. 
Each fiber had a diameter of 200J1m, a numerical aperture (NA) of 0.22, and an index of 
refraction of 1.46. Their center-to-center separation distance was modeled to be 250 Jlm. 
The tissue was assumed to have an average index of refraction of 1.4, and a Henyey-
Greenstein phase function with an anisotropy value of g = 0.9. The calibration phantom 
was composed of titanium dioxide particles suspended in water, with reduced scattering 
coefficient Jls'=lOcm-1 at A.o=610nm. 
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Figure 2.14 Reflectance Relationships a) reduced scattering coefficient versus 
relative reflectance in the absence of absorption, and b) absorption coefficient 
for all scattering values. Reproduced from [24] 
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For these specific conditions, the values of s s0, / 1 and /2 were experimentally determined 
using both Monte Carlo simulations and phantom experiments in a two-part procedure. 
First, the relationship between fl s' and relative reflectance in the absence of absorption is 
evaluated to estimate s and s0, as shown in Figure 2.14a, based on fitting reflectance data 
to equation [2.43]; s and so were thus calculated to be 0.11, and -0.04, respectively. 
Using these values of a and ao as known values, reflectance data that included absorption 
was then fit to equation [2.42] for each value of !is', using fl a as the independent variable, 
as shown in Figure 2.14b. The resulting fitting values of /1 and /2 for each !is' data set 
were averaged to determine final model values. Alternatively, if a non-linear least 
squares fit is applied in two dimensions, i.e. fitting reflectance data using both fl a and !is' 
as independent variables, optimized fitting values can be determined simultaneously for 
the entire data set. The two approaches yield identical results, with /1 = 0.22, and /2 = 0.2. 
2.3.4 Lookup Tables 
As opposed to using a mathematical function to estimate reflectance based on optical 
coefficient values, a simpler "brute-force" approach is to store a table with known 
reflectance and coefficient values combinations, and use it to 'look-up ' a reflectance 
value based on fl a and !is' inputs. A given table will be specific to a precise set of optical 
and geometric parameters of the measurement. Because a table with a continuous 
distribution of coefficient values is impossible, reflectance values for fla and !is' 
combinations that are not explicitly listed can be estimated using simple interpolation 
techniques. The data that populates the table is generally experimental, either from 
Monte Carlo simulations or phantom experiments [ 49,51,81-83]. 
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2.4 THE INVERSE PROBLEM: EXTRACTING OPTICAL PROPERTIES 
The primary motivation for building relationships that describe reflectance as a 
function of optical coefficient values is not for use in forward direction calculations 
(calculating reflectance from f.la and f.ls'), but instead for use in solving the inverse 
problem (calculating f.la and f.ls' from measured reflectance). The fundamental challenge 
is that it is impossible to uniquely solve for the two unknown coefficients using one 
reflectance value; a minimum of two distinct reflectance measurements are required. 
This can be achieved either by taking measurements at multiple source-detector 
separations or at multiple wavelengths. Both approaches will be discussed here. 
With experimental data, improved results will be obtained when the number of data 
points (i.e. distinct reflectance measurements) is large. This produces an over-determined 
system, which can be solved using a least-squares fitting approach. One of the most 
common least-squares minimization routines is known as the Levenberg-Marquardt 
method. It is easily applied using the fitting toolbox in Matlab (Mathworks, Natick MA), 
and was utilized for all fitting calculations performed in this research. 
It is important to recognize that the use of the forward model in the fitting algorithm is 
comparable to a black box: fitting values go in, and reflectance comes out. The specific 
form of the forward model inside the box is not important. Therefore, when considering 
the models described in section 2.3, for the purposes of optical coefficient estimation, the 
accuracy of the model is the primary concern, not the method of reflectance calculation. 
Of course, certain forward models are easier and more manageable (i.e. the closed form 
solutions of the diffusion theory and empirical models) than others (Monte Carlo and 
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look-up table). But as long as each method calculates the same reflectance values from 
the same f.La and f.Ls' inputs, they are identical from a computational perspective. For this 
reason, while much of the work in this dissertation is presented in the context of the 
empirical reflectance model, the primary objective is to describe reflectance relationships 
that most accurately represent a wide range of geometry and optical property conditions 
(Chapter 4). 
In this section, we are considering only those fitting methods that are applicable to 
steady-state diffuse reflectance measurements. 
2.4.1 Radial Dependence 
The steady-state semi-infmite diffusion model, as described in section 2.3.1, is a 
function of f.La, f.Ls', and source detector separation distance, p. With f.la and f.Ls' unknown 
in most practical situations, the only variable that can then be controlled independently is 
p. For this reason, the inverse solution method has traditionally been implemented by 
making reflectance measurements at multiple distances, p, and then fitting that data to the 
diffusion model to estimate the values of f.La and f.Ls' [41,42,84,85]. This is performed for 
each wavelength independently. It should be noted that while this approach is being 
demonstrated here using the diffusion theory, for other models that are a function of 
measurement distance, the same principles would apply [1,82]. 
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Figure 2.15 Radially dependent diffuse reflectance measurements. 
Sis the source, and PrP4 are the separate detectors. 
In practice, for accurate extraction of the optical coefficients, separation distance 
versus reflectance curves must be sufficiently unique. Figure 2.16 illustrates some 
examples of separation distance versus reflectance curves for ranges of Jls' and Jla of 
general interest. We observe that all curves have the same exponential decay, such that 
the only difference is in the exponent of the decay rate. It is important to note that the 
model fitting is based only on the normalized shape of the curve, because, as mentioned 
before, the absolute reflectance amplitude is difficult to determine for typical 
experimental conditions. Even if one of the two parameters, Jla or Jls', are known a priori, 
differentiation among the curves can still be experimentally challenging, especially with 
large coefficient values. When fitting for both Jla and Jls' simultaneously, the uncertainty 
in the extracted coefficients is magnified, leading to a great deal of 'cross-talk' between 
the two measured coefficients [25]. Also, ambiguity will occur in the case of 
heterogeneous tissue, where the average interrogation volume being measured by each 
detector is different. Because the reflectance measurements at each r will be based on 
different tissue volumes, the points on the radially-resolved curve will not all represent 
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sampling of the same optical coefficients, thus distorting the shape. 
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Figure 2.16 Separation versus reflectance plots from diffusion theory. (a) f.la=O cm-1, 
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2.4.2 Wavelength Dependence 
Given many of the challenges involved with the radially-dependent inverse model 
technique, an alternative solution has also been extensively applied [16,17,25,49-
51,53,65]. In this case, the multiple reflectance measurements are taken as a function of 
wavelength. Because CW diffuse reflectance measurements are already (in general) 
measured over a wide range of wavelengths simultaneously, this reduces the number of 
fibers and separate measurements to one. Of course, none of the models described in 
section 2.3 are inherent functions of wavelength. To relate reflectance to wavelength, 
wavelength-dependent functions of f.ls' and f.la can be used based on knowledge of the 
sample being measured. In tissue, this involves using the spectral f.ls' and f.la relationships 
defined by equations [2.20] and [2.5], respectively, in any of the forward models: 
R = [(Jl~, Jla) 
Jl~ = f(A, a, b), Jla = f(A,fv fz, r) 
l! 
R =[(A, a, b,fvfz, r) 
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[2.45] 
This reduces the number of unknowns from two at each wavelength (;is' and f.la) to a 
total of five over all wavelengths. These five unknown fitting parameters include a and 
b, representing the scattering coefficient at a normalization wavelength, Ao, and the 
scattering 'power-law exponent,' related to average scatterer size, and jj, /2, and r, 
representing the blood volume fraction(%), the blood oxygenation(%), and the average 
blood vessel radius, respectively. Thus, each measured spectrum can be characterized 
uniquely by five physiological parameters. The example reflectance spectrum in Figure 
2.13 illustrates how wavelength-dependent measurements have more distinct features that 
are useful to the fitting routine when uniquely calculating the fitting coefficients. 
This method unfortunately also comes with some drawbacks. First, as described for 
the empirical model in section 2.3.3, the reflectance curves must be normalized to a 
measurement from a calibration phantom with known optical properties. Also, the 
wavelength dependent relationships for Jla and f.ls' are only based on assumptions about 
the composition of the tissue. It is possible that they are incomplete or incorrect, which 
would alter the fitting results. The implications of these two issues regarding the accurate 
retrieval of Jla and Jls' will be explored in Chapter 5. 
2.5 EXPERIMENTAL TECHNIQUES 
One of the advantages of CW diffuse reflectance spectroscopy is that specialized or 
expensive equipment is not needed. In our lab, we use a custom made, self-contained 
spectroscopy system (hereafter referred to as the "ESS system") as the main tool for 
collecting spectral reflectance data from experimental samples in both the lab and clinical 
setting. The ESS system houses a pulsed Xenon short-arc lamp, which produces 
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broadband light, a spectrometer with a linear CCD array detector, microcontroller and an 
interface computer. It also includes SMA connection ports for the illumination and 
collection fibers of the probes. The fiber probes used are manufactured in-house 
according to the geometry requirements of the application. Figure 2.17 illustrates the 
ESS system and a schematic of its operation. 
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Figure 2.17 a) Image and b) schematic of the ESS measurement system 
2.5.1 Phantom Validation 
There is currently no gold standard approach for measunng the optical or 
physiological properties of a small volume of tissue in vivo. Therefore, the reflectance 
models and extraction techniques cannot be validated directly from biological samples. 
Instead, it is common to use materials that mimic the optical properties of tissue 
(phantoms) for experimental validation. This has the added benefit of enabling direct 
control the characteristics of the samples. The fabrication and characterization of such 
phantoms is an active area of research due to the lack of standardized approaches, as 
evidenced by the ever growing number of publications on the topic [83,86-89]. 
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2.5.1.1 Materials 
In developing phantoms to test diffuse reflectance spectroscopy techniques, two 
primary components are necessary: a source of scattering, and an absorbing constituent. 
These can then be combined either with deionized water or with resin to produce liquid 
or solid phantoms [90]. Liquid phantoms are easier to produce and offer a refractive 
index that is more closely matched to tissue, but solid phantoms are more stable in the 
long term. Therefore, liquid phantoms are better suited for validation experiments in a 
laboratory environment, whereas solid phantoms are preferable for use as a calibration 
standard when collecting clinical measurements. 
Traditional scattering compounds include titanium dioxide powder, polystyrene 
microspheres, and fat emulsions (such as Intralipid™). Titanium dioxide (Ti02) is 
inexpensive and stable, but when mixed in water has a tendency to settle, requiring that 
the phantoms be stirred regularly. This problem is avoided when used in solid resin 
phantoms. Further, due to its refractive index of 2.6, and anisotropy value close to g = 
0.5, the optical properties of Ti02 are not an ideal match to tissue. Polystyrene spheres 
are an expensive option, but offer the greatest control of optical properties, since the 
scattering and phase function details can be calculated directly from Mie theory (section 
2.1.2.1) based on the diameter of the microspheres used. Their refractive index of 1.56 is 
still higher than scatterers in tissue, but is a better match than titanium dioxide. Fat 
emulsions like Intralipid provide the best approximation to tissue scattering properties, 
since they are composed of lipid vesicles. The primary clinical use of Intralipid is as a 
nutrient supplement for intravenous feeding. Thus, although Intralipid is not stable long 
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after opening, it can be stored unopened for years without affecting its properties [88]. 
Depending on fat concentration, anisotropy values range from ~0.6 - 0.9. Recently, 
effort has been made to better characterize and standardize the use of Intralipid, making it 
the most attractive choice for scattering material currently available [88,89]. 
Absorption is more easily incorporated into phantoms than scattering. Perhaps the 
simplest and most effective choice is food dye. Historically, India Ink (black) dye has 
been widely used, but since the sizes of its absorbing particles are large enough to 
introduce a non-negligible amount of scattering, it is no longer the ideal choice [91]. To 
more closely mimic tissue conditions, it is also possible to use actual hemoglobin, which 
generally comes in a powdered form and can be added to any liquid phantom; however, it 
must first be converted from met-hemoglobin, and the phantom shelf-life is further 
reduced, and is more expensive than other alternative. The absorption coefficient, Jla, of 
any non-scattering chromophore is easily measured in a spectrophotometer (in our lab, 
we use the Varian Cary-50). 
2.5.1.2 Methods 
The methods to experimentally determine the optical properties of phantoms are much 
the same as those used for tissue (as introduced in section 2.4). However, due to more 
flexibility in measurement geometries, several other options are also available. 
One of the more common approaches for identifying the optical coefficients of a 
phantom is the radially-resolved steady-state diffusion method. As previously discussed, 
this involves making measurements at multiple source detector separation distances and 
fitting the separation versus reflectance plot to the diffusion equation. Because Jla for an 
60 
equivalent concentration 1s easily determined with a spectrophotometer, these 
measurements are normally made with f.la fixed at a known value, making f.ls' the only 
unknown fitting parameter. Further, because f.la is easily measured, it is possible to make 
measurements on a sample with constant f.ls' and source detector separation, but with 
multiple f.la values (by sequentially adding dye). The f.la versus reflectance plot is fitted to 
the diffusion equation in the same way as before, but using a fixed separation distance 
and variable f.la instead of a fixed f.la and variable separation distance. In practice, these 
approaches can be sensitive to experimental error, requiring meticulous attention to 
technique. The frequency-domain and time-resolved diffusion theory methods for 
determining optical properties are generally thought to be more robust and, consequently, 
accurate, but are limited to a small number of discrete wavelengths, and require much 
more complex and expensive equipment [73]. 
Another common, but also experimentally sensitive approach, is the use of a double 
integrating sphere [52,66]. An integrating sphere is a hollow sphere lined with a near-
1 00% diffuse reflectance material. A thin sample (normally solid) is placed at the sample 
port openings between the two spheres. A light beam that is incident on the sample will 
absorb, reflect, and transmit different fractions according to the scattering, absorption and 
thickness of the sample. Either through analytical equations or Monte Carlo based look-
up tables, the fractions of absorbed, reflected and transmitted light directly correspond to 
the optical properties of the sample, including the anisotropy factor, g. Since multiple 
measurements are acquired at once, the optical properties can be uniquely determined 
without a least-squares fitting algorithm [92]. 
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Recently, there has been commercial development by INO (Quebec, Canada), who sell 
solid phantoms with carefully calibrated optical properties. Their optical validation 
technique uses a transmission geometry time-resolved Monte Carlo look-up table 
approach [83]. 
2.5.2 In Vivo Challenges 
In general, the reflectance models explored in this thesis are examined assuming ideal 
experimental conditions, including probe position and homogeneous sample composition. 
However, in vivo conditions are rarely ideal and thus present further experimental 
challenges. Two such complicating factors that arise during in vivo measurements are 
probe pressure and layered tissue structure. Both of these were briefly explored early in 
my research program, and thus are included here for completeness. Further, before 
serious investigation into these in vivo experimental challenges can be started, a finn 
understanding of all the variables that affect reflectance measurements under ideal 
conditions is essential. This is the primary goal of this research. 
2.5.2.1 Probe Pressure 
When optical measurements are taken in vivo, the tip of the probe is placed directly on 
the tissue surface to decrease index mismatch and to increase light optical coupling. 
However, this results in localized pressure. There is some evidence that this application 
of pressure can be significant enough to cause physiological changes, which would alter 
optical readings. Pressure primarily affects the local microcirculation of the tissue, 
reducing blood and water volume [93]. Several groups have examined the effects of 
62 
pressure on optical measurements when applied over a large area, such as in the 
compression of the breast during mammography [94-96]. Those studies observed a 
reduction in total hemoglobin content and tissue oxygen saturation. Several studies 
examining the effects of localized pressure from a small probe tip have also been 
reported. A study conducted by Ti et al. [97] noted significant spectral shape changes 
from localized pressure, and speculated that the changes could be attributed to reductions 
in blood volume and blood oxygenation. And work done in this lab, in which I was 
involved, observed an increase in scattering and decrease in oxygen saturation with the 
application of localized pressure [98]. 
2.5.2.2 Layers 
For all of the forward models discussed in section 2.3, the material of interest is 
assumed to be semi-infinite and homogeneous. However, in the body, tissue has a 
layered structure, especially superficial tissue, which are often of interest for optical 
biopsy techniques. Not only do different layers have different optical properties due to 
differing cellular composition, but during the progression of dysplasia, each layer 
exhibits unique changes in morphology and biochemistry [11,99-101]. Because the 
changes in optical properties are unique in each layer, it would be advantageous to 
measure and distinguish the optical properties with respect to layer. Such differentiation 
may lead to more accurate diagnostic schemes. Several groups have investigated the 
effects of a layered media on diffuse reflectance measurements. Farrell et. al. [102] 
attempted to extract the optical properties of a two layer media using a homogeneous 
diffusion model, and found that the estimated values 'were different from those of either 
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layer, and under some circumstances, physically impossible.' Thus, this study indicates 
that when extracting optical properties from layered tissue using reflectance 
spectroscopy, the values are, at best, an average of the properties ofboth layers, and that 
simple homogeneous models cannot accurately separate the signals and optical properties 
of multilayered tissues. Over the years, several modeling approaches have been 
developed to address the problem of layers with the goal of extracting the properties of 
each layer and the thickness of the top layer [11,99,100,103]. 
2.5.3 Diagnostic Statistics 
Diagnostic accuracy is commonly reported with several standard statistical constructs 
including sensitivity, specificity, negative predictive value, and positive predictive value. 
Based on known outcomes from a training set, the number of true positives (TP), true 
negatives (TN), false positives (FP) and false negatives (FN) are determined, which 
correspond to the numbers of samples classified correctly and incorrectly for both 
positive (i.e. diseased) and negative (i.e. non-diseased) cases. Specificity and sensitivity 
relate to how well a given method identifies a negative or positive case correctly: 
TN 
Specificity= TN+ FP; 
TP 
Sensitivity = TP 
+FN 
[2.46] 
These are the probabilities that a person who does not have the disease will test negative, 
and the probability that a person who has the disease will test positive, respectively. 
Negative and positive predictive values provide the probabilities that a given that 
diagnosis is correct: 
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TN 
NPV =TN +FN; 
TP 
PPV = TP + FP [2.4 7] 
The relative importance of the four different measures of diagnostic accuracy depends on 
the incidence of the disease, and the patient consequences of false positives vs. false 
negatives. 
65 
CHAPTER 3 MONTE CARLO MODELING 
Originally suggested as a means to solve the problem of neutron diffusion in 
fissionable materials, the Monte Carlo (MC) method, whose name pays homage to the 
city in the south of France known for casino gambling - the ultimate example of 
statistical sampling - has found widespread use in many other applications [ 104]. Such 
applications are characterized by problems for which analytical solutions cannot be 
calculated directly, but can be broken up into sub- processes that are each described by a 
known statistical distribution. By randomly sampling from these distributions repeatedly, 
an accurate solution to the problem can be determined as the number of repetitions 
approaches infinity. The description proposed by Lux [105] has been adopted as the 
generalized definition of the method: 
"In all applications of the Monte Carlo method, a stochastic model is 
constructed in which the expected value of a certain random variable (or of a 
combination of several variables) is equivalent to the value of a physical 
quantity to be determined. This expected value is then estimated by the 
average of multiple independent samples representing the random variable 
introduced above. For the construction of the series of independent samples, 
random numbers following the distribution of the variable to be estimated are 
used." 
The application of Monte Carlo simulations to photon transport in turbid material is 
intuitive, as the process shares many of the same interactions that dictate neutron 
diffusion, when light is treated in the particle (as opposed to wave) representation. Not 
only are MC simulations considered to be more accurate than analytical models, such as 
diffusion theory, but MC methods can also be adapted to address a wide range of 
geometrical configurations and tissue properties, especially for conditions under which 
other models are not valid, while having the ability to obtain results for multiple physical 
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quantities simultaneously. The primary limitation of the MC method is its computational 
expense; due to this challenge, algorithms to enhance computation efficiency are 
commonly employed. 
Several variations have been developed, but the most widely used code to simulate 
photon transport in tissue was developed by Wang et al., and is generally known as 
MCML (Monte Carlo in Multi-Layered tissue) [106,107]. Within the biomedical optics 
community, the core of this code has been widely used and adapted for a range of 
applications, and has provided great value to the field as a whole. 
In this chapter, the standard MCML algorithm is first described to provide the 
framework. Improvements to the code, such as implementation for use on a graphical 
processing unit (GPU) to speed up simulation time through parallel processing, and the 
incorporation of advanced user-defined simulation details (such as fiber probe geometry 
and tissue scattering phase function), are then introduced. Finally, two potential 
algorithm enhancements, both aimed at improved simulation efficiency and variance 
reduction, are proposed. Both are thoroughly analyzed for accuracy, and 
recommendations for their appropriate use are given. 
3.1 STANDARD MONTE CARLO ALGORITHM 
The MCML algorithm, originally coded in standard C, desc1ibes the transport of 
photons through a slab-like material of given dimensions and optical properties. While 
layer heterogeneities can be accounted for, the macroscopic optical properties are 
assumed to be uniform within small units of material volume. In the following sections, 
the MCML algorithm is described along with some commonly adopted variations 
67 
concerning the launching and termination of photons, specifically those described by 
Reif. [ 1 08]. 
3.1.1 Basic Concepts 
Geometry 
The MCML geometry is defmed to be a layered, infinitely-wide slab with a total of m 
layers. Each layer is uniquely characterized by a refractive index value (n), an absorption 
coefficient (!la), a scattering coefficient (!15 ), an anisotropy value (g) , and a thickness 
( t). All length units are in centimeters. The refractive indices of the media above and 
below the slab are also specified. Photon location and direction are specified in a 
Cartesian coordinate system (x~y~z), with the origin centered on the surface area where 
photons are initially launched into the material. The propagation direction of the photon 
is described by directional cosines (llx I fly I flz). The geometry we discuss (Figure 3 .1) is 
for back-reflectance, but a transmittance geometry is also possible. 
The MCML algorithm was initially written to allow only for illumination from an 
infinitesimally narrow beam. However, to accommodate the widely used fiber probe 
geometry, it is commonly modified to include source and detection fibers. In this case, 
the refractive indices, numerical apertures (NA), and diameters (d) are specified as input 
for both fibers, along with the separation distance between them. The source fiber is 
centered at (0 1010) and the detector fiber is centered at (dsep 1 0~0). A schematic of the 
simulation geometry is illustrated in Figure 3.1. 
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Figure 3.1 Schematic of the multi-layer medium used in MC simulations 
Random Sampling of Variables 
The sampling of a random variable from a known probability density function (pdf) is 
core to all Monte Carlo simulations. For a random variable, x, the pdf, p(X), defines the 
distribution of X over the interval (a,b). Sampling of the generally non-uniform pdf 
(p(X)) is achieved by solving the following equation for x: 
[3.1] 
where (is a pseudo-random number generated by the computer, which is evenly 
distributed over the interval (0,1). In MCML, the random variables to be sampled 
include photon step size, scattering direction, boundary reflection, and launching 
direction. 
Variance Reduction: Packet Approach 
The variance reduction technique known as implicit photon capture is used to improve 
the efficiency ofMC simulations. Instead of propagating individual photons, 'packets' of 
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photons are tracked simultaneously along a particular pathway. Each packet is described 
by a weight, W, which represents the fraction of photons that have not been absorbed, 
and are still traveling with the packet. During a packet's propagation, its weight is 
reduced by a constant fraction whenever a scattering event occurs. The fractional loss is 
determined by the scattering and absorption coefficients of the medium, with the 
expression: flal(fla+fls). This approach improves computational efficiency because, by 
letting each packet run to completion (albeit with reduced weight contribution), 
computational 'effort' is not expended to track photons that are completely absorbed and 
therefore do not contribute to the fmal results. Thus, fewer photons need to be simulated, 
reducing computational time. For simplicity, throughout the rest of this section, the term 
photon will refer to a photon packet. 
Flow Diagram 
The basic flowchart that defines photon propagation in the MCML architecture is 
show in Figure 3.2. A photon is initially launched into the top layer of the medium either 
from an infinitely narrow pencil beam, or from the face of the source fiber. Once a 
photon is launched, it propagates along a series of propagation 'steps.' Each step 
simulates a scattering event, accounts for absorption, and if applicable, deals with any 
boundary interactions before checking to see if the last step has terminated its 
propagation (e.g. by exiting the slab). If not, it starts a new propagation step. The entire 
simulation ends when the desired number of photons has been collected. Throughout all 
these steps, various details are tracked, such as the weight and location of where a photon 
exits the material. At the end, this information is used to calculate results of the 
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simulation regarding reflection, transmission and absorption. More details about each of 
these steps are discussed in the following section. 
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Figure 3.2 General Flow Chart for MCML Simulations 
3.1.2 Simulation Details 
Photon Launch 
Photons are launched at the surface of the medium at z=O. For the original MCML, 
photons are launched at ..r;}j and z = 0, and in the z direction (/lx = 0, fly = 0, flz = 1), 
corresponding to a collimated infinitely narrow beam of photons. Because of index 
mismatch at the surface, the initial weight, ~' assigned to the packet is adjusted to 
account for specular reflection: 
[3.2] 
For a fiber source, the x andy launch coordinates are randomly and uniformly selected 
within the diameter of the fiber, and its direction (flx, fly, flz) is initialized randomly 
within the cone specified by the Numerical Aperture (NA) of the fiber. The half angle of 
the cone is calculated as: sin-1 (NA/n1). Upon selection of random deflection, Bj, and 
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azimuthal, t/Ji, launch angles, the directional cosmes are calculated using a polar to 
Cartesian coordinate transform according to equation [3.3]. 
flx = cos(ei) cos(¢a 
fly = coscea sinC¢a 
flz =sin (8D 
[3.3] 
Because Rsp is extremely small for the interface between quartz (fiber) and water 
(tissue), and because its calculation is more complex for variable launch angles, reflection 
is ignored for this case, and the initial weight is set to 1. 
Propagating Photons 
The series of events that make up a propagation step starts with determination of a 
propagation distance, s (i.e., the distance the photon travels before encountering a 
scattering center). This value is sampled from the probability distribution of the photon's 
free path, which has a mean value of lfflt , where J1 1=J1a+J1s· It is calculated according to 
equation [3.4]. 
ln CO 
s=---
flt 
[3.4] 
The location of the photon is then updated (x', y', z') using this distance, s, and 
the current directional cosines, fl x , fly, and flz , as specified by equation [3 .5] . 
x' = x + flxS 
y' = y + flyS 
z' = z + flz 
[3.5] 
After the photon has been moved, absorption is taken into account by reducing the 
photon weight. The updated weight ( W) is calculated by subtracting the fraction of 
absorbed photons (Ll lit') from the current weight (lit') according to equation [3.6]. 
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LlW = fla W; W' = W- LlW. 
fla + fls 
[3.6] 
In preparation for the next scattering event, a new propagation direction is then 
sampled. This direction is specified by two randomly sampled angles, an azimuthal 
angle, q; that is uniformly distributed from 0 to 27r, and a deflection angle, e (0 :::;; e < 
n), which is sampled from the phase function probability distribution specific to the 
material. As introduced in section 2.1.2, the Henyey-Greenstein (HG) phase function 
was assumed to be a good approximation for the scattering distribution within tissue, and 
was thus implemented in the original MCML code to sample for B. Based on the solution 
of equation [ 4.1] for the HG function, the sampling for cos B can be expressed as a 
function of the random number s: 
{ 
1 l [ 1 _ 2 l2l -1+ 2_ g 
cos () = 2g g 1 - g + 2g~ } 
2~ -1 } 
g=I=O [3.7] 
g=O 
where the anisotropy factor, g, is equal to (cos e), which is a bulk property that 
characterizes the phase function. The new directional cosines (flx, fly, flz) are then 
updated using the sampled deflection and azimuthal angles a follows: 
sin() 
fl~ = (flxflz cos¢ - fly sin¢) + flx cos ()} J1- fl~ 
sin() 
fl~ = (flyflz cos¢ - flx sin¢) + fly cos (), J1- fl~ 
[3.8] 
fl~ = -sin() cos cpJ 1 - fl~ + flz cos(), 
unless the propagation direction is close to the z-axis Clflzl > 0.99999), in which case 
the following formulas should be used: 
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Boundary Interactions 
fl~ = sin e cos ¢ , 
fl~ = sin e sin ¢ , 
1 flz e 
flz = lflz I COS . 
[3.9] 
If at any point during the propagation step the photon reaches a boundary, the effects 
of that boundary interaction are determined, and the status of the photon is updated 
accordingly before continuing the propagation. Boundaries include both the upper and 
lower surfaces of the slab, and any layer interfaces within the material. If a photon is 
found to cross a boundary, the first step is to determine the fractional step size distance 
(sb) between the photon's current location and the boundary: sb = l(zb- z)fflzl· Using 
sb as the new step size in equation [3.5], the photon is then moved to the boundary. 
Assuming that there is an index of refraction mismatch at the boundary, one of two 
things may happen: the photon is internally reflected, or the photon is transmitted. This 
is determined by the angle of incidence ei of the photon with respect to the boundary: 
ei = cos-1 lflzl· If this angle is larger than the critical angle, the photon is automatically 
reflected. If not, a reflectance probability based on Fresnel's formula is calculated as: 
[3.10] 
where ei is the angle of transmission calculated using Snell's law: et = sin-1 (ni sin 8J 
nt), and ni and nt are the refractive indices of the media that the photon is incident from 
and transmitted to, respectively. In the case of reflection at the surface when fibers are 
being used, it is critical to first determine if the boundary interaction falls within either of 
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the fiber faces on the (x, y) plane. If so, ni is updated to match the index of the fiber, 
rather than the index above the slab (na). A random number (is then generated and 
compared to R(8i) · If s:::;; R(ea, the photon is reflected, otherwise, it is transmitted. 
If the photon is reflected, the z-axis direction is reversed, such that /1~ = - flz· If it is 
transmitted, the next action depends on if it is transmitted to a new layer, or if it has 
exited the slab. When transitioning between layers, new directional cosines are assigned 
to account for Snell's law at the boundary: 
[3 .11] 
If transmitted out of the slab, the photon is terminated. 
Terminating Photons 
A photon may be terminated by either escaping the medium or having its weight drop 
below a certain threshold. In either case, at the point of termination, it is 'killed' and a 
new photon is launched. Termination due to boundary escape was previously discussed. 
Termination due to absorption occurs if the weight, W, of a photon packet drops below a 
threshold (e.g., 0.0001), at which point it would have minimal impact on final results, 
even if it were to be eventually recorded exiting the material. However, to ensure 
conservation of energy, a technique known as Russian roulette is used that gives it a one 
chance in m (e.g., m=lO) of surviving, in which case its weight would be updated (i.e. 
W' = mW if s :::;; 1/m), and it would continue propagating until the next scattering 
step[106]. Otherwise it would be terminated. 
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Depending on the desired metrics to be obtained from the simulation, the location, 
weight and propagation angle of the photon may be recorded at the point of termination. 
When fibers are represented, the exit location of the photon is compared with the location 
and diameter ofthe collection fiber. If the photon falls within the collection area and NA 
acceptance cone, it is 'collected,' and its weight is added to a running tally of collected 
photon weight. 
Scoring Results 
In the original MCML code, the desired simulation results were reflectance, 
transmittance and absorption distributions, and were tracked using recording grids. 
When a photon exited the slab, its weight was added to the grid element corresponding to 
its exit location and angle. And each time the weight of a photon was reduced due to 
absorption, its weight reduction would be stored in a cell of an array corresponding to its 
current location within the slab. At the end of the simulation, numerous metrics can be 
calculated from these grids; details about this variety of metrics are available in the 
literature[ 1 06]. 
Because keeping track of all these details will slow the simulation, and because a 
simple pencil beam geometry does not accurately describe most real-world situations, it 
is common to customize the MCML code to keep track of only the information that is 
relevant to a particular application. This is the case for the fiber probe variation; only the 
number of photons launched (TPL) and the total photon weight collected (TPC) are 
tracked. The final desired result, reflectance, is then calculated as: R = T PC fT PL. 
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3.2 IMPROVEMENTS TO MONTE CARLO 
3.2.1 Graphical Processing Unit (GPU) Implementation 
Despite its power, the Monte Carlo model suffers from poor computational efficiency. 
As a stochastic method, its accuracy is dependent on the simulation of a large number of 
photons, which for certain applications can result in a prohibitively high computational 
cost. However, because the simulation of each photon is independent, it is ideally suited 
for parallel computing methods. 
The use of Graphical Processing Units (GPUs) in the area of high performance parallel 
computing has exploded over the past five years. Whereas parallel processing used to 
require access to a multi-million dollar computing center equipped with hundreds of 
computers, a practical GPU board is currently available for as little as $100, and can be 
installed in any standard computer. As the name suggests, GPUs are predominantly used 
as video cards in PCs to provide high quality graphics, especially for computer gaming; 
each pixel on the screen is controlled by an independent processer so that many can be 
updated simultaneously, allowing for a high refresh rate. These processers, or 'threads', 
do not have the computational power of a standard CPU, but are ideal for repeating a 
series of simple commands. For parallel processing, these threads can be programmed to 
perform any set of computational tasks simultaneously. NVIDEA, a GPU manufacturer, 
was the first to introduce a programming language capable of controlling a GPU, known 
as CUDA, which is based on the C language. 
The adaptation of MCML for use on a GPU was first demonstrated by Alerstam et al. 
[13], who generously made their code publically available. Programming on a GPU 
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reqmres consideration of many details that programming on a CPU does not. For 
example, since each thread performs the same command at the same time, it is important 
to avoid situations where the code diverges (i.e., different sets of commands are 
performed depending on the situation). Memory allocation issues, and a random number 
generator with a sufficiently long period, are some of the other challenges that were 
successfully addressed by Alerstam et al. They reported a factor of 1 OOOx reduction in 
simulation time. Recently, several other groups have also developed other variations of 
GPU enabled Monte Carlo codes [109-111]. 
We have adapted this code to incorporate a fiber probe geometry, as discussed in the 
previous section. We have also introduced more advanced capabilities, including phase 
function choice, and probe tip characterization. These will be described in the following 
sections. 
3.2.2 Phase Function Options 
The original MCML code used the HG phase function exclusively to sample scattering 
angles. However, as discussed in section 2.1.2.2, the use of the HG phase function is not 
appropriate for describing scattering in tissue when the photons are collected close to the 
source. The Modified Henyey-Greenstein (MHG) phase function and the Mie phase 
function are much better suited to this situation. Therefore, in our adapted MC code, we 
have included a choice for the scattering phase function to be used. 
Unfortunately, the solution of equation [ 4.1] using these new functions does not result 
in a closed-form analytical solution such as the one for the HG phase function (equation 
[3.7]). Instead, sampling the scattering angle requires a look-up table for the probability 
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distribution (and mapping scattering angles to random numbers). While slightly more 
complex to implement, this approach has the advantage that it is applicable to any 
arbitrary phase function. For this method, it is first required that the phase function 
(p(B)) is normalized to satisfy the condition: LJ=l p(Bj) = 1, where n is the number of 
discretized angles in the table. Note here that p(B) is the probability distribution of 
scattering angles (Pa (8)), not the more common phase function representation which is a 
probability distribution of scattering intensity (pi(B)) (see section 2.1.2.2). The sampling 
of the phase function from a uniformly distributed random number, ~ (between 0 and 1 ), 
is achieved by finding a v that satisfies equation [3.12], where the left sum is 0 when 
v = 1[112]. 
v-1 v IPj < ~ :5 IPj [3.12] 
j=l j=l 
The most efficient way to implement this sampling is to build the look-up table with a 
uniform, monotonically increasing distribution of n numbers, from 0 to 1, and using 
equation [3.12], calculate the v and corresponding angle (Btable(v)) for each number. 
During the simulation, this table is then used to sample scattering angles with the 
algorithm in equation [3 .13]. 
index = round[n · ~] (to nearest integer) 
[3.13] 
escat = etable(index). 
The larger the number of angles in the table, the more accurately the fmal distribution of 
scattering angles will represent the desired phase function. 
Using this scattering angle sampling method, we adapted our MC code to include a 
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choice of four phase functions: 1) Henyey-Greenstein, 2) Modified Henyey-Greenstein, 
3) Mie, and 4) user defmed. For HG, a value for g is the only required input. For MHG, 
values for g and y are needed. For Mie, to reduce the number of needed inputs, a 
representative set of sphere diameters (1 0, 100, 150, 400, 600, 800, 1000, 3000, 10000, 
and 20000 nm) for tissue are built into the code. Values for the refractive index of the 
spheres and surrounding material, and the fractal dimension (relating to the distribution 
of sizes) are required as input. See section 2.1.2.2 for more details regarding these input 
metrics. The program can also accept a user defined phase function which is input as a 
table of angles ( ~360 entries) from 0 to n, with a corresponding intensity probability 
distribution (pi(e)). 
The above approach assumes that a single average phase function is representative of 
the bulk material. In section 2.1.2.2, it was demonstrated that an average Mie phase 
function can be constructed for this purpose from a combination of phase functions, each 
specific to a different particle size. Instead of using this average phase function, some 
have suggested another approach which entails a two part process for sampling a 
scattering angle [112,113]. A distribution of particle sizes along with their respective 
phase functions are first stored in memory. At each scattering event, a particle size is 
sampled, and then the phase function specific to that particle size is sampled to retrieve a 
scattering angle. This is a more rigorous approach that requires much more time and 
memory space. Contrary to others [112,113], we have verified that when the average 
phase function is calculated correctly, both methods yield equivalent results. (See section 
2.1.2.2 for a discussion on equivalent phase function calculation). Therefore, for 
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efficiency, a single average phase function is used for our purposes. 
3.2.3 Advanced Fiber Probe Geometry 
Detection Geometries 
In an effort to make Monte Carlo simulations more representative of true measurement 
conditions, options to provide more detailed information about the fiber probe have been 
implemented, taking advantage of the flexibility that MC affords. The inclusion of fibers 
for the illumination and detection of photons was discussed in section 3.1 , specifically 
that of a single fiber detection scheme. Figure 3.3 illustrates this 'single collection fiber' 
geometry along with three additional geometries that have been implemented in the 
improved code. 
All four geometry choices launch photons from within the diameter of a source fiber. 
In the 'area detection' configuration, photons are then collected in a circular area with 
radius Rctet around the source. This option is most similar to the original MCML 
detection scheme, which measures diffuse reflectance across a wide area of the surface. 
The 'collection fiber ring' configuration is similar to the ' single collection fiber' 
geometry, but allows for detection at any point in a ring around the source with the same 
diameter and separation as a single detection fiber. This takes advantage of the 
cylindrical symmetry (about the y-axis) of the system for unpolarized light, and allows 
for the collection of more photons during a simulation, thus reducing computation time; 
the total reflectance is scaled down during post-processing to approximate reflectance 
from a single fiber. The imperfect equivalence of this geometry to the single fiber 
geometry is examined in section 3.3.2. 
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Figure 3.3 Diagrams for the various fiber geometries available in MC code 
The fourth, and most detailed scheme, takes into account not only the geometry of the 
fibers , but also the details of the probe in which they are located. A common probe 
construction design is to house the source and detector fibers in a tube, fixed in epoxy. 
The refractive index properties of the epoxy and tube are not close to that of air, and 
therefore, boundary effects will be different. To account for this more realistic 
measurement geometry, details such as the x and y locations of the fibers, the radius and 
refractive index of the core (epoxy in many cases), and the radius and refractive index of 
the shell (material of the tube), are all inputs when using the 'advanced single collection 
fiber' detection scheme. Unlike tissue or epoxy, reflectance off a metal surface cannot be 
calculated with Fresnel reflection. Rather, it is more common to assign it an overall 
reflectivity value which represents the probability that a photon will reflect at the 
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interface regardless of incident angle. Therefore, in place of any of the refractive index 
values for materials above the tissue, a reflectivity value can instead by designated (by 
giving it a negative sign). In the MC program, reflection is determined in this case by 
comparing a random number to the reflectivity probability, instead of using the 
reflectance formulas from equation [3.10]. 
Tilted Probes 
While the majority of applications use fiber probes with fiber axis normal to the 
surface of the tissue, some groups have investigated the potential benefits of using angled 
probes as to limit the light penetration and interrogation depth [24,99,101]. This is based 
on the fact that many tissues of interest are layered, specifically the epithelial layer on the 
surface of organs, which is where carcinomas originate. To avoid heterogeneous 
interaction with lower layers, tilting the fiber probe helps to limit the photon propagation 
to more superficial depths. 
Figure 3.4 Diagram of tilted angle compensation 
In the modified MC code, incorporating fiber tilt requires more involved algorithms 
for the launching and detecting of photons than for normal fibers. Figure 3.4 is a 
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schematic of a fiber, tilted at an angle 0 with respect to the tissue normal (and with the 
fiber face cut at an angle as depicted), which illustrates the details of the angular 
distribution of light within the acceptance NA for this scheme. For consistency, the tilt 
angle is always defmed to be in the y-z plane, in the direction of +y. Because there is an 
index mismatch between the fiber and the tissue, it is not possible to simply modify the 
launch or collection angle by a value of E. Rather, the maximum (ray 1) and minimum 
(ray 2) acceptance angles are defined by {31 and {32, respectively (equation [3.14]), as 
derived from Snell ' s law [114]. 
{31 = sin-1 (n1 fnmed sin(.s + 8)) 
{32 = sin-1 (n1 fnmed sin(.s- 8)) 
[3 .14] 
where nrand nmed are the refractive indices of the fiber and medium, respectively. The 
value of 6 is the maximum angle of light propagation within the fiber, and is calculated 
as: 8 = sin-1 (NAfnt ). 
When launching a photon, a random deflection angle, 8, is sampled within the half 
angle of the cone of acceptance, f3cone = ({31 - {32)/2 , along with a random azimuthal 
angle, ¢, as usual. The directional cosines (JLx, fly, and flz) are then calculated assuming 
no tilt. To take into account the fiber tilt, the directional cosine values are converted 
using an axis rotation transform according to equation [3 .15], assuming a rotation at an 
angle f3ct = ({31 - {32)/2 + {32 , which is the average deflection angle. 
11~ = flx 
Jl~ = Jly • cos(f3ct) - Jlz · sin(f3ct) [3.15] 
Jl~ = Jly • sin(f3ct) + flz · cos(f3ct) 
For the collection of photons by the detector probe, the angle between the vector 
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defining the propagation direction of the photon and the vector defining the center of the 
cone of acceptance is calculated using the dot product definition: 
(]collect= COS- 1(f1xf1x,Jiber + fl.yfl.y,fiber + f1zf1z,Jiber) [3.16] 
where the vector defining the center of the cone of acceptance is calculated by 
transforming the deflection angle, Bd, and azimuthal angle ( ¢d=7Tj2, because fiber tilt is 
in the +ydirection) of the fiber, into Cartesian coordinates as shown in equation [3.17]. 
flx,Jiber = 0 
fl.y,fiber = - cos(fJd) sin(fJd) 
flz,fiber = -sin (fJd) 
[3.17] 
The value of f3 collect is compared to the acceptance cone half angle, {Jeane, to determine 
if the photon is collected by the fiber. 
The launching and collecting of photons within the probe area is also modified for the 
tilted angle geometry. The probe surface areas are described by the equation of an 
ellipse. Collection of a photon occurs if: 
[3.18] 
where x and yare the photon surface coordinates, X!iber and Yliber are the coordinates of 
the center of the probe, and a and band the minor, and major axis lengths, respectively, 
describing the size of the probe. For photon launch, random x andy coordinates are each 
sampled between ±dsrc/2, updated to account for any x and y location offsets, and 
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compared to the fiber ellipse equation, equation [3 .18], until a launch location is found to 
satisfy the equation. 
3.2.4 User Interface Software 
To assist in the generation of simulation input files, especially with the incorporation 
of advanced options, a Matlab GUI interface was developed, and is illustrated in Figure 
3.5. It has the flexibility to generate sets of organized input files simultaneously, with 
appropriate identifying file names. An accompanying Matlab script, retrieves the output 
files and organizes them into an easy to navigate structure object after completion of all 
MC simulations. Details and a user guide to these tools are located in Appendix A. 
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Figure 3.5 GUI interface for building Monte Carlo input files 
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3.3 EFFICIENCY TECHNIQUES 
Despite the numerous advantages of the Monte Carlo method, its extensive 
computational needs lead to lengthy simulation times. Therefore, algorithms to improve 
the efficiency of the algorithm are valuable. With the recent introduction of GPU parallel 
computing, however, the limitation of computation time is less of a concern, and it is now 
feasible to implement more rigorous approaches. This section examines two techniques 
that have previously been used to improve computational efficiency. The first, the 
photon packet absorption method, is compared to several alternative approaches that 
more rigorously represent the physical nature of photon absorption. And the second, in 
which photons are collected in a ring geometry to collect a higher percentage of launched 
photons, is evaluated against the standard single fiber geometry to asses accuracy. 
3.3.1 Accounting for Absorption 
As previously described in section 3.1, the absorption method implemented in the 
original MCML code treats light as packets of photons, starting with a weight of unity, 
and reducing the weight at each scattering event by a constant fraction related to both the 
absorption and scattering coefficients (!la!C!la + fls)). However, from a physics 
perspective, scattering and absorption are independent phenomena, and photons are 
quanta that are absorbed, or not, based on probabilistic events; thus, this treatment of 
absorption is an approximation that may not be accurately representative for a range of 
simulation conditions where the diffusion approximation is not valid. Furthermore, the 
packet approach allows for a larger signal to be recorded for a smaller number of 
simulated photons, but at the expense of fewer variations in pathways among the 
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collected photons. Consequently, especially for short source-detector separations, the 
visitation histories may not be stochastically representative. A more intuitive approach 
is to consider photons as discrete, quantized entities, and to allow scattering and 
absorption events to be statistically determined independently of one another. 
Absorption Algorithms 
In this section, we present the implementation of three alternative representations of 
absorption for MC simulations, and compare the results for a range of absorption 
coefficients, scattering coefficients, phase functions, and collection geometries. In total, 
four methods were considered: 1) the standard MCML method, 2) a corrected MCML 
method, 3) a Beer' s-Law method, and 4) a quantized photon method, 
1 & 2) Standard MCML: During a photon propagation step, a random scattering 
distance (s) is sampled based on and expected step size defined by the inverse of the total 
attenuation coefficient (f.lt = fls + fla), where fls and fla are the scattering and absorption 
coefficients, respectively. Absorption is then accounted for by reducing the weight of the 
photon packet by an amount equal to the product of the previous weight ( liVi,j-1) and a 
fractional loss term a = flal flt, where i refers to the current photon, and j to the current 
propagation step. Reflection (R) is calculated as the sum of the weights of the collected 
photons divided by the number oflaunched photons (NLP) , as detailed in equation [3.19], 
where (is a uniformly distributed random number between 0 and 1, and NCPis the total 
number of collected photons. In the original MCML code, absorption was accounted for 
via weight reduction only at the end of a scattering step that did not encounter a 
boundary, and hence absorption is ignored for the scattering step that reaches a surface. 
88 
When a photon (or photon packet) undergoes many scattering events before collection, 
neglecting absorption for the exiting step will not create a large bias. But when the 
number of scattering steps is small, as may be the case for short source-detector 
separations, the effect may be more pronounced. Therefore, we examine simulation 
results for two variations of MCML: a) the original code that neglects absorption on steps 
before reaching a boundary, and b) a corrected code that accounts for absorption via 
weight loss on every step, including the one leading to a boundary. 
_ -lnCO; 
s - flt 
[3.19] 
3) Beer's-Law weight reduction: This method differs from the standard MCML 
algorithm, in that the effects of scattering and absorption are separated. In this approach, 
the scattering distance is sampled based only on the scattering coefficient. The photon-
packet method is still applied, but the weight loss at each step is variable, and is based on 
the absorption coefficient and the pathlength of the current step and is calculated by 
Beer's-Law. Weight loss occurs at each step including the final step that reaches a 
boundary. Reflectance is again calculated as the sum of the weights of the collected 
photons divided by the number of launched photons. Equation [3 .20] provides details of 
this method. 
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_-In(()/ 
S- fls 
[3.20] 
An alternative, but mathematically equivalent version of this approach is to calculate 
packet weight loss only at the collection point, at which time the weight is reduced by 
applying Beer' s-Law for absorption based on the total path length for each photon packet. 
Weight reduction for the total pathlength is mathematically identical to the sum of the 
weight reductions for each step: 
[3.21] 
where Wu is the weight at the beginning of the photon path, which is equal to 1. This 
offers the advantage of enabling results for multiple absorption coefficient values to be 
easily calculated from a single simulation, significantly reducing the number of 
simulations to be run. This post-processing method of accounting for absorption has 
been used by a handful of authors [24, 115, 116]. 
4) Quantized Photons: For this method, individual photons are launched, not photon 
packets, and an absorption event constitutes termination of a photon, rather than a weight 
loss. The scattering and absorption interactions are considered separately, and each is 
treated as a probabilistic event. Therefore, the scattering distance, s, is calculated, as in 
method 3, from the scattering coefficient only (J15 ), not the total scattering coefficient (Jlt) 
as in MCML. More importantly, absorption occurs independently. For a propagation 
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step, not only is a scattering distance, s, sampled with a random number, but an 
absorption distance, a, is also sampled with a random number, and is based on the inverse 
of the absorption coefficient (fla). If a is larger than s, then the photon reaches the next 
scattering center, without any loss; but if a is smaller than s, an absorption event is the 
next event to occur, at which point the photon is terminated, and a new one is launched. 
Collected photons are those that never experience an absorption event. Equation [3.22] 
provides details of this method. 
_ -ln(()/ 5 
- fls 
_ -lnCn; 
a- fla 
[3 .22] 
R = NCP/NLP 
Results 
Simulations for a range of absorption coefficients (0, 0.5, 1, 5, 10, 15, and 20 cm- 1) , 
scattering coefficients (5, and 30 cm-1), and HG phase functions with anisotropy factors, 
g (0.5 , 0.75, and 0.95), were generated using the single collection fiber geometry. The 
effect of source-detector separation was also considered, with three fiber geometries 
selected: two lOOJ.lm fibers spaced at 150J.lm, two 200Jlm fibers spaced at 500J..Lm, and 
two 400J..Lm fibers spaced at 2mm (separation distances are defined as center-to-center). 
The increase in fiber size with source-detector separation was to increase collection 
efficiency, and is not expected to affect relative results among absorption methods. For 
all simulations fltissue= 1.37, fl!ibers = 1.46, flabove= 1.0, and fiber NA = 0.22. For each 
combination of scattering, absorption, anisotropy factor and fiber separation distance, 
results were calculated from the average of four identical simulations, each terminating 
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upon the collection of 2,500 photons. 
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Figure 3. 6 Absolute reflectance values simulated for all four absorption methods, under a range 
of input parameters: a) 150J.lmfiber separation with g=0.5; and b) 2mmfiber separation with 
g=0.95(All curves are overlapping, and indistinguishable from one another) 
The MC simulation results illustrated in Figure 3.6 represent conditions for which 
differences in reflectance of different absorption methods are both large (a: 150-J.tm fiber 
separation with g=0.5), and small (b: 2-mm fiber separation with g=0.95). Error bars 
represent standard deviations for multiple simulation runs, but in many cases are too 
small to distinguish. At large separation distances, the differences between methods are 
< 2%. At small separation distances and small g values, all methods are equivalent 
(differences< 1.5%), except for the corrected version of the MCML code, surprisingly. 
The differences between the corrected MCML and the other three methods are largest 
when Jla is large, and were found to be as high as 80% when Jls' is small. These 
conditions correspond to cases where the number of scattering events before collection is 
small. When there are only a handful of scattering events, the weight reduction for each 
step makes up a large percentage of the total weight reduction. So, in the corrected 
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MCML code, when weight loss is included on the last step before reaching the boundary 
and being collected, it makes a significant contribution to the overall weight loss, 
resulting in greater absorption, and hence lower reflectance. 
It is counter intuitive that, in the original MCML code, failing to account for 
absorption on the last scattering step before collection, would still produce results 
substantially equivalent to the Beer's law and quantum methods, and is a mystery that 
needs further investigation. However, based on the equivalence of the Beer's law and 
quantum methods, we are confident that these two approaches provide the most accurate 
representation of absorption in Monte Carlo simulations, especially because they are 
based on and supported by fundamental laws ofphysics. It is especially encouraging that 
these results confirm the accuracy of using a post processing Beer's law approach. This 
significantly reduces the number of simulations that are needed by eliminating the need 
to run simulations with different fla values. Because of this, we propose that the post 
processing Beer's law method is the ideal method to implement in MC simulations based 
on accuracy and computational time. 
3.3.2 Ring Collection Geometry 
When using a single-collection-fiber geometry, the probability of collecting a photon 
within the small area defined by the collection fiber is low, and hence, resource is 
expended tracking photons that do not contribute to collected population. Because, for 
homogeneous media and for unpolarized light, there is cylindrical symmetry of transport 
probability about the z-axis (centered on the source fiber), it has been suggested that 
collecting photons within a ring area around the source fiber may improve efficiency by 
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geometry. Results were also compared from simulations using a HG phase function with 
g=0.95, data not shown, that follow the same trend. At fls' =30 cm-1, the average 
difference in reflectance between the single and ring geometries is approximately 6%. 
Because optical fibers have a different index of refraction (typically quartz n = 1.46) 
than the medium above the "tissue" (typically air n = 1.0), the index mismatch at the 
surface, as compared to tissue with n = 1.37, will be smaller, and hence, according to 
Fresnel's law (equation [3 .1 0]), the probability of reflection will be lower. This 
hypothesis was tested by performing MC simulations with the refractive index of the 
collection fiber/ring equal to the index of air, fl!iber= 1.0. The results of these simulations 
are illustrated in Figure 3.8. Again, a second set of simulations were rurt for a HG phase 
function with g=0.95 which resulted in qualitatively similar results. The maximum 
difference in reflectance for these simulations was less than 1%. 
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Figure 3. 8 MC simulations of f.1S' vs. Reflectance, comparing single fiber and ring geometries for 
two fiber separation distances (250J.1m and 2000J.1m), using a HG phase function with g=O. 7 5, 
J.la=O, ntissue=1.37, nfibers=l.O (match to air), fiber diameters =200j.1m, and fiber NAs=0.22. 
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Another important observation about these results is that the variance in the simulated 
reflectance is much greater for the ring geometry than for the single fiber geometry. 
Variances were calculated by separating a single simulation into 4 equal parts (by number 
of photons collected), and calculating the standard deviation of each partition; each 
simulation consists of 10,000 collected photons. On average, the standard deviations are 
close to 0.5% of reflectance values for the single fiber geometry. In contrast, the standard 
deviations for the ring geometry are about an order of magnitude greater (5% of 
reflectance values). For the data presented in Figure 3.7 and Figure 3.6, ring geometry 
simulations were run for 100,000 collected photons to attain variance levels comparable 
to the single fiber simulations. Therefore, for a desirable level of variance, the simulation 
time gained by tracking fewer launched photons due to the ring geometry is offset by the 
simulation time needed to collect the required number of photons. 
These results show that there are no expected benefits of using a ring geometry, in 
place of a single-collection-fiber geometry, to reduce simulation time. Not only does the 
ring geometry lead to errors in measured reflectance, but the precision of these 
measurements is significantly poorer. The results also indicate that, in general, the 
mismatch in refractive index at the surface boundary has a noticeable, effect on 
reflectance values. This will be further examined in Chapter 4. 
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CHAPTER 4 EXPLORING REFLECTANCE RELATIONSIDPS 
As introduced in Chapter 2, a complete understanding of the relationships between 
reflectance and tissue optical properties is critical when using diffuse reflectance 
spectroscopy for the optical characterization of tissue, and ultimately as a diagnostic 
technique. Under conditions for which the diffusion approximation to the transport 
equation is valid, the diffusion equation provides an excellent estimation of these 
relationships. However, outside of the parameter space for the diffusion regime, this 
model is not adequately representative of light propagation through tissue, and therefore, 
alternative modeling approaches have been explored [5,15-26], one of which is the 
empirical reflectance model introduced in previous work by our group [24]. A thorough 
understanding of this model, as described in detail in section 2.3.3, is recommended 
before continuing this chapter. 
While the empirical model successfully describes reflectance relationships for 
conditions of common interest (;is'= [5:25], Jla = [0:10], HG phase function with g = 0.9, 
fiber diameters = 200!-lm, fiber separation= 250!-lm, and fiber NA = 0.22), its validity has 
only been examined for this single set of parameter values. In this chapter, we 
investigate reflectance relationships under a much wider range of conditions, both for 
variations in tissue optical properties, as well as for variations in fiber geometry. While 
these relationships are explored through the context of the empirical model, they are not 
specific to this, or any other model. Rather, they provide a general understanding of 
reflectance relationships, which offers valuable insight into the physical details of diffuse 
reflectance spectroscopy in general. 
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4.1 STUDY DESIGN 
Like that used in our original empirical model, a common reflectance measurement 
geometry consists of two fibers in a probe, one for delivery and one for collection of light 
(Figure 2.12). Thus, our examination of reflectance relationships is restricted to this 
arrangement. In this study, relationships between diffuse reflectance measurements and 
optical coefficients (fla, and f.ls') are evaluated against variations in tissue phase function, 
fiber separation, fiber size, fiber NA, and refractive index mismatch at the probe-tissue 
interface. In the examination of each parameter, the probe geometry used for the original 
development of the empirical model (i.e., fiber core diameters = 200~-tm, fiber separation 
= 250~-tm, and fiber NA = 0.22) is used as the 'standard' geometry against which 
variations are compared. The ranges of these variables that will be explored are as 
follows: 
• Reduced scattering coefficient, f.ls': [1, 5, 10, 15, 20, 30, 45] cm-1 
• Absorption coefficient, f.1a: [0, 1, 5, 10, 15, 20, 30] cm-1 
• Phase Function (see section 2.1.2.2 for details): 
- Henyey-Greenstein with g = 0.70 
-Modified Henyey-Greenstein with g = [0.70, 0.75, 0.85, 0.95], and y =[ 
1.3,1.4,1.5, 1.7, 1.9] 
- Mie Theory using particle diameters=lO, 100, 150, 400, 600, 800, 1000, 3000, 
10000, and 20000 nm, nmedium = 1.352, nparticle = 1.42, A= 600 nm, and fractal 
dimensions, a= [4.9, 4.33, 3.75, 3.18, 2.60], resulting in anisotropy values of g 
= [0.55, 0.73, 0.86, 0.93, 0.96], andy= [1.2, 1.45, 1.75, 2.03, 2.30]. These 
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values were selected such that the values of y were spaced equally between 1.2 
and 2.3; the range of y was chosen to correspond to physiologically relevant 
anisotropy values between g = 0.55, and 0.96. The particle sizes and refractive 
index values are representative of a large range for tissue, as described by the 
fractal distribution model explained in section 2.1.2.2. 
• Source-detector fiber separation, p = [250, 500, 1000, 3000, 5000] J..Lm 
• Fiber core diameter, d = [100, 200 ,400] J..Lm 
• Fiber numerical aperture, NA = [0.11, 0.22, 0.44] 
• Probe-tissue refractive index mismatch: values for the index of refraction 
surrounding the fibers were selected to represent the cases of bare fibers, n air = 1.0 
and fibers fixed in epoxy n epoxy = 1.56, and fibers fixed in epoxy inside a metal 
sheath with overall reflectivity= 75%. 
The optical property values selected represent not only physiologically relevant values, 
but also a larger range of values surrounding the typical range. The fiber separation 
values represent the non-diffuse regime ( ::::;;500J..Lm), the diffuse regime (5000J..Lm), and the 
intermediate regime (1000 and 3000J..Lm). We defme the diffuse regime to be those 
source detector separations for which the diffusion theory is valid, and the non-diffuse 
regime to be the separations for which diffusion theory is known to be a poor 
representation of reflectance. The fiber diameters and NA values chosen are standard 
values for commonly-used silica fibers. And the probe refractive index details are 
representative of probe designs constructed for experimental purposes in our lab. 
Reflectance data for this study were generated using the Monte Carlo program (MC) 
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described in Chapter 3. Simulations were run with Jla = 0, and absorption was included 
during post processing using Beer's law as outlined in section 3.3.1. In addition to the 
ranges of variables listed above, constant values for ntissue = 1.37, tissue thickness = 
1 OOcm, fiber tilt angles = 0, and nfibers = 1.46 were used. All simulations were terminated 
upon the collection of 10,000 photons; and after the collection of every 2,500 photons, 
the numbers of collected and launched photons are recorded for the calculation of 
reflectance variance. 
To emulate the normalization process used in experimental measurements, as 
described in chapter 2, all simulation results are normalized against reflectance from a 
reference simulation and reported as relative reflectance. For the reference simulation, 
material properties were selected based on the approximate characteristics of the solid 
calibration phantoms produced and used in our experimental studies. These phantoms 
are composed of a suspension of titanium dioxide particles in solid resin. For values 
close to our physical phantom, the simulation used a reduced scattering coefficient, # s' = 
1 Ocm-1, absorption coefficient, Jl a = 0, and refractive index n ref= 1.56 at a wavelength of 
600nm. The phase function for the phantom was calculated from Mie theory, as 
described in section 2.1.2.2, using refractive indices of 1.54 and 2.6 for the resin and 
titanium dioxide, respectively. The particle diameters were taken to have a normal 
distribution around 270 nm, with a standard deviation of 70 nm, as described by Firbank 
and Delpy [ 117]. This phase function was calculated to have anisotropy factors, g and y 
of 0.62 and 1.6, respectively, and is provided as input to the MC program using the user 
defmed phase function option described in section 3.2.2. Individual reference 
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simulations were generated for each probe geometry of interest. For the remainder of this 
chapter, all reflectance values are reported as relative reflectance values, defmed as 
Rrel = Rabs!Rref' unless otherwise specified. 
In most cases throughout this chapter, reflectance relationship results will be reported 
graphically in a set of two plots: the first illustrates the relationship between the reduced 
scattering coefficient, f.ls', and reflectance in the absence of absorption (R0), and the 
second illustrates the relationship between the absorption coefficient, f.l a, and reflectance 
for two values of the reduced scattering coefficient, f.ls' = 5 and 30 cm-1. The differences 
in plotted line shapes relate directly to differences in model coefficient values. For the 
absorption subplot, reflectance values are normalized to 1 at f.la = 0; this highlights the 
shape differences rather than the overall amplitude differences in reflectance as caused by 
differences in f.ls'. The two subplots correspond to the two components of the empirical 
model, which are modeled separately, as discussed in section 2.3.3. This graphical 
representation is more intuitive for identifying trends than listing model coefficient 
values, and helps to distinguish the dependences of scattering and absorption separately. 
4.2 MODIFICATION OF EMPIRICAL MODEL 
In the empirical model developed by Reif et al., and presented in Chapter 2 
(reproduced in equation [ 4.1] below), the relationship between reflectance and 11~ was 
proposed to be linear [24]. 
R¥EL = Roe-1-La(L) 
R0 = Sfl~ + s0 
ll 
(L) = ( ')lz flafls 
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[4.1] 
However, linear fits to the data were found to result in non-zero intercepts (s0), which are 
not physically realistic, since it is impossible for a sample with zero scattering to have 
non-zero reflectance. To resolve this discrepancy, the reflectance relationships with 
respect to scattering were investigated at values of Jls' lower than 5 cm-1 and higher than 
20 cm-1 (the lower and upper limits originally examined) for the original probe 
geometry: dfibers=200J.Lm, dsep=250J.Lm, and fiber NAs=0.22. These results are presented 
in Figure 4.1 for two HG phase functions with g = 0.5 and g = 0.95. The plots illustrate 
that at values of Jls' lower than 5 cm-1, the scattering versus reflectance relationship 
becomes non-linear, and the reflectance approaches zero as scattering approaches zero, as 
expected. Intercept values both above and below zero in the model are therefore only 
representative of the linear relationship for Jls' > 5cm-1, not the actual zero scattering 
reflectance. The dashed lines in the figure represent a linear fit to data points with 
f.ls'=[5:20] cm-1, to illustrate the non-zero intercept from the linear model. 
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Figure 4.1 Relative reflectance vs. reduced scattering coefficient for lls'=[0:60} cm-1, lla=O, HG 
phase function with g=[0.5,0.95}, dfibers=200pm, d.,ep=250f.,lm, and fiber NAs=0.22. Subjigure (b) 
is an enlarged view of the portion of subjigure (a) identified with the dashed box. The dashed 
lines are the linear fit to data points with lls'=[5:20]cm-1. 
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Figure 4.1 also illustrates that above approximately f.ls' = 30 cm-1, the scattering versus 
reflectance relationships becomes non-linear. Values of f.ls' below 5 cm-1 are not 
physiologically relevant, and therefore efforts to empirically model the non-linearities in 
this region are not necessary. However, as will be seen especially in cases with large 
fiber separations and high f.ls' values, the relationship can become highly nonlinear even 
within the physiologically-relevant range. To better represent this behavior, it is 
beneficial to describe the zero absorption portion of the model, R0, using higher order 
polynomial terms. The number of polynomial orders depends on the degree of non-
linearity of the relationship. A second-order (quadratic) relationship is sufficient for a 
wide range of conditions, but some cases may require up to a fourth-order term. 
In the Beer's law component of the original empirical model, the product of f.ls' and f.la 
is modeled to be inversely proportional to pathlength, with a constant power coefficient, 
!2• It was observed under certain geometry conditions (as will be examined in section 0), 
that the model shows better performance when the Jl~ and Jla variables in the denominator 
of the exponent term have separate power coefficients. Thus, the empirical model is now 
modified to be: 
[4.2] 
4.3 PHASE FUNCTION DEPENDENCE 
Nearly all empirical models developed to describe reflectance at small source detector 
separations have assumed a Henyey-Greenstein (HG) phase function with an anisotropy 
factor g = 0.9 [19,20,22,24]. In Chapter 2 we introduced two new functions, the 
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Modified Henyey-Greenstein (MHG) and the Mie phase functions, which have been 
shown in the literature to be more representative of true scattering in tissue as a 
consequence of higher sensitivity to large-angle scattering. Here, we evaluate how 
incorporation of these phase functions alters the reflectance relationships used to build 
empirical models. Figure 4.2 illustrates reflectance relationships using the standard probe 
geometry, and three different phase functions, HG, MHG, and Mie, all with anisotropy 
factors g = 0.7. (For reference, these same phase functions were plotted in Figure 2.7.) 
4 
Reduced Scattering Coff. vs. R0 
-- HG g=0.7, y= 1.7 
~ 3.5 -- MHG g=0.7, y= 1.4 
::i IIi -- Mle g=0.7, y= 1.4 
-; 3 
u 
c 
~ 2.5 
~ 2 
~ 
<:1 1.5 
ra 
~ 
"'5l 0.4 
-~ ~ 0.2 
0 
z 
Absorption Coeff. vs. Reflectance 
--HG g=0.7, y= 1.7 
-- MHG g=0.7, y= 1.4 
-- Mie g=0.7, y= 1.4 
Jls' = 5 cm·1 
0.5 L____ ,____,____,____..___ ..___ -'-------' O L--~-~-~---'-- ~-~ 
0 5 10 15 20 25 30 35 
Reduced Scattering Coefficient, IJ.
5
' cm"1 
0 5 10 15 20 25 
AbsorptionCoefficient, I! cm"1 
a 
Figure 4.2 Reflectance relationships for the standard probe geometry with three 
different tissue phase functions: HG, MHG, and Mie, all with g = 0. 7, 
but with y = 1. 7 for HG, and y = 1. 4 for MHG and Mie. 
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However, as was detailed in section 2.1.2.2, under conditions when the separation 
between illumination and light collection is small, another variable describing the phase 
function, y, also needs to be considered. This variable describes the relative probability 
of near backward scattering for a phase function. In the case presented here, the standard 
HG phase function has y = 1. 7 for g = 0. 7, while the value of y was set at 1.4 for both 
Mie and MHG phase functions . Not only do the reflectance relationships in Figure 4.2 
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show noticeable differences, but the largest differences exist between the HG phase 
function as compared to the MHG and Mie phase functions, indicating that, independent 
of g, y plays a significant role in observed reflectance relationships. When 1-ls' = 5 cm-1, 
reflectance for MHG and Mie is 1.5 times greater than for HG. 
To further examine the impact of y, reflectance relationships were simulated for a 
range of g andy values. The MHG phase function was used for this purpose, since it 
easily allows for independent variation of g andy. For values of g = 0.75, 0.85, and 0.95, 
phase functions were generated for y = 1.3, 1.5, 1. 7, and 1.9. All combinations of the two 
variables were constructed, but because of the mathematical limitations of form of the 
formula for MHG, phase function combinations withy= 1.9 and g = 0.75 and 0.85 are 
not possible, and thus not examined. Figure 4.3 illustrates the resulting reflectance 
relationships when each of the phase functions is used for simulation. The figure most 
importantly reveals that when y is held constant, the influence of g is remarkably small. 
Conversely, when g is held constant, reflectance values are significantly different. At 1-ls' 
= 5 cm-1 and Jla = 0, reflectance for y = 1.3 is more than 3 times larger than for y = 1.9. 
Differences due to y in the f..la-versus-reflectance relationships are more moderate, but 
still show a noticeable dependence. Thus, the critical phase function variable to consider 
when building reflectance models is y, not g! 
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Figure 4. 3 Reflectance relationship plots for the standard probe geometry with 
different MHG phasefimctions. Colors correspond to different yvalues 
and line styles correspond to different g values. 
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Because the MHG phase function is restricted toy values below 2, and yet Mie phase 
functions built in section 2.1.2.2 showed possible y values greater than 2, we also 
examined how Mie phase functions, which are more representative of tissue, influence 
reflectance relationships for an even wider range of y. Recall that phase functions with 
different y values are constructed with Mie theory by altering the distribution of scatterer 
s1zes. These results are presented in Figure 4.4. As compared to the reflectance 
relationships built with the MHG phase function, the differences due to y in the Jla-
versus-reflectance relationships are qualitatively similar. The differences in R0, however 
have increased such that, at Jls' = 5 cm·1, reflectance for y = 1.2 is nearly 6 times larger 
than for y = 2.3. Further, as y increases, the differences in R0 become more substantial. 
For example, when considering g values most representative of tissue (g > 0.85), the 
differences in Ro for values of y between 1.75 and 2.3 are comparatively greater than 
those for values between y = 1.2 and 1.75, even though in the first case g only ranges 
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from 0.86 to 0.96, whereas in the second, granges from 0.55 to 0.86. This indicates that 
the impact ofy is even stronger for g values most commonly expected in tissue. 
4 
-:- 3.5 
::J 
~ 3 
(!) 
() 
r::: 2.5 
ltl 
ti 
(!) 2 
I;: 
(!) 
0:: 1.5 
(!) 
> 
:; 1 
Qi 
0:: 0.5 
Rn vs. Reduced Scatterin~:~ Coeff. 
----- g=o.55, r 1.2o 
--g=o. 73, r 1.47 
·••·•·••·• g=o.ss, r 1. 75 
-- g=0.93, -y= 2.03 
-·-·-·- g=0.96, -y= 2.30 
o ~--~--~--~----~--~--~ 
0 5 10 15 20 25 30 
Reduced Scattering Coefficient, J.L 'cm"1 
5 
::J 
~ 0.8 
(!) 
() 
r::: 
ltl ti 0.6 
(!) 
I;: 
(!) 
0:: 
"0 0.4 
(!) 
.!::! 
iij 
Reflectance vs. Absorption Coeff. 
-----· g=0.55, r 1.20 
-- g=0.73, -y= 1.47 
•.••...•• ., g=0.86, -y= 1.75 
-- g=0.93, -y= 2.03 
-·-·-·- g=0.96, -y= 2.30 
e o.2 
0 
z oC~~~ 
0 5 10 15 20 25 
AbsorptionCoefficient, J.L cm·1 
a 
30 
Figure 4.4 Reflectance relationships plots for the standard probe geometry with 
different Mie phase functions, each with unique g and y values. 
By applying the empirical model construct (equation 4.1) to the data generated using 
Mie phase functions, coefficient values (sa, SJ, s2, s3, s4, l1, l2 and l3) can be calculated. 
Each is dependent on y. Table 4.1 reports these coefficient values for our standard probe 
geometry. 
so SJ s2 SJ s4 II 12 13 
y=1.20 0.69 0.09 .0002 0 0 0.42 0.23 0.26 
y=1.47 0.47 0.10 .0003 0 0 0.37 0.23 0.22 
y=1.75 0.29 0.10 .0007 0 0 0.34 0.24 0.20 
y=2.03 0.06 0.09 .0011 0 0 0.36 0.25 0.21 
y=2.30 -0.07 0.08 .0019 0 0 0.39 0.27 0.23 
Table 4.1 Empirical model coefficients for the standard probe geometry, and a selection 
of Mie phase functions with a range of y values 
so exhibits the strongest dependence on y, and represents the apparent y-axis intercept of 
the f.l s' vs. Ro curve. The value of s0 decreases nearly linearly as y increases. The values 
of s1 and s2 correspond to the overall curvature of the plot, which increases as y increases, 
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indicating that the non-linearity in the relationship is greater for larger y. The absorption-
dependent model coefficients (!1, l2 and 13), relate to the average photon pathlength of the 
collected photons. As pathlength increases, absorption increases, and the curvature of the 
fl a vs. reflectance curve increases. The value of I 1, relates to the overall pathlength 
contribution, which is dependent on phase function and probe geometry, while the values 
of 12, and 13, represent the specific contributions of fla and fl s' to the pathlength. The 
combined effects of 11, 12 and 13 result in shorter pathlengths and less absorption as y 
increases. Note that absorption is stronger for small fls' values, because the average step 
size is much longer, and so the total pathlength will be longer. Overall, the variances in 
absorption-related coefficient values (IJ, l2 and 13) are much smaller than the variances in 
scattering related coefficient values (sn's), indicating that the impact of y is much more 
significant when describing scattering versus reflectance relationships than it is for 
absorption versus reflectance relationships. 
The trends observed regarding the influence of y on reflectance can be explained by 
the relative number oflarge angle scattering events that are expected to occur. For the Ro 
versus fl s' relationships, reflectance is smaller when y is larger. At small source-detector-
separations, such as the one we are using (250 Jlm), for a photon to be collected, it can 
only scatter a modest number of times, and at least one of those events must be at a large 
angle, such that the photon can change direction and reach the collector. Lower y phase 
functions have larger probabilities for these backward scattering events (see Figure 2.7), 
and therefore allow for more photons to be redirected back toward the fibers and 
collected. Conversely, the low probability of backscattering characterized by a high-y 
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phase function will result in photons traveling far from the source and detector due to the 
predominance of forward scattering, and when the photon does experience a high 
scattering event, it will likely be so far away from the detector, that it is unlikely to ever 
be collected. This effect is amplified for small reduced scattering coefficients, since 
average pathlengths are longer, and therefore photons will propagate much farther from 
the collection fiber in a fewer number of scattering events. With fewer opportunities for 
large-angle scattering, fewer photons will reach the collector. 
The influence of backscattering can also be used to explain why reflectance is greater 
for high y values in the reflectance-versus-,ua relationships. As we have established, 
with a larger y, the probability of high-angle scattering is lower, and the probability of 
forward scattering is larger (see Figure 2.7). Many forward scattering events will move 
the photon away from the detector very quickly. Therefore, the most likely scenario for a 
photon to be collected would then be to experience one high angle scattering event in 
conjunction with a small number of forward scattering events. When y is lower, the 
photon experiences more scattering events at moderate scattering angles, which allows it 
to scatter more times while still staying near the collector, thus giving it an opportunity to 
be collected. This larger number of scattering events corresponds to a longer average 
pathlength, and as determined by Beer's-Law, a longer traveled pathlength results in 
higher absorption, and thus lower reflectance. 
4.4 GEOMETRY DEPENDENCE 
While many investigators use the same probe measurement geometry that we have 
adopted as our standard geometry [5,19,26], the motivation for this choice has been 
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primarily dictated by experimental limitations and considerations about the mean photon 
path depth. Specifically, for a class of in vivo procedures, the optical probe needs to fit 
within the working channel of an endoscope, and therefore cannot be larger than ~2.5 
rnrn in diameter. The spacing between the collection and detection fibers is also usually 
only slightly larger than the diameter of the fibers themselves, when placed adjacently, 
because this arrangement is easiest to fabricate and allows for the strongest collected 
signal. Additionally, because the optical changes that are of interest in many cancer 
diagnostic applications are found in the epithelial layer of an organ, it is beneficial to 
keep the collection and detection fibers small and close together to avoid obtaining signal 
from deeper tissue layers [43]. Geometry differences are expected to change the 
relationships between optical properties and reflectance measurements significantly. In 
this work we explore these potential differences and offer advice about probe designs that 
may offer superior performance. For small source-detector separations, the facet angle of 
the fiber tip at the tissue surface will also affect the path distribution for collected 
photons, but those effects are not addressed in this dissertation. 
4.4.1 Fiber Separation 
To explore the influence of fiber separation, the distance between the source and 
detector fibers , we start with our standard probe, and then, with all other parameters held 
constant, examine reflectance relationships as the separation distance is increased. 
Specifically, additional separations, p, of 500 J..Lm, 1 rnrn, 3 rnrn, and 5 rnm were chosen 
to represent the non-diffuse regime (::::;; 500 J..Lm), the diffuse regime (5 rnrn), and the 
intermediate region (1 and 3 rnrn). The intermediate region is of particular interest 
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because, to the best of our knowledge, empirical reflectance models have not been 
investigated for these source detector separations. Thus, by examining all three regimes 
simultaneously, a more comprehensive understanding of how tissue optical properties 
influence reflectance can be attained. Figure 4.5 provides the reflectance relationships 
for the chosen separation distances listed above. 
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Figure 4. 5 Reflectance relationship plots for a range of source detector separations. 
Several significant observations can be drawn from these plots. Most importantly, and 
most obviously, fiber separation distance is a significant variable that dramatically alters 
the reflectance relationships with fl a and !ls'· Especially for Ro, as the separation distance 
is increased, the non-linearity as a function of !ls' becomes considerable. At a given 
distance, reflectance reverses its relationship with !ls', and begins to decrease as !ls' 
increases. This observation is not entirely new. Not only have several authors observed 
this behavior experimentally, but it is also predicted by diffusion theory [118,119]. 
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Further, Schmitt et al. related this peak to an ideal distance at which reflectance is only 
slightly dependent on f.ls', and which they reported to be between 2 mm and 5 mm, 
depending on the range of f.ls' values of interest [118]. This corresponds well to the 
distances at which we observe broad peaks in reflectance, particularly at 3 mm. As can 
be seen from the scattering versus reflectance plot in Figure 4.5e, reflectance is relatively 
flat at the peak, which results in little change in reflectance as a function of f.ls'. Mourant 
et al. also reported on an optimized source detector separation distance for minimizing 
the effects of scattering [ 120]. Instead of reducing variance in reflectance, they examined 
the source-detector separation at which variation in photon path length is minimized, 
which they experimentally determined to be approximately 1.7 mm. Their observation is 
supported by our results presented in Figure 4.5d, which illustrates that the differences 
between the reflectance-versus-absorption curves for both f.ls' = 5 cm-1 and f.l s' = 30 cm-1 
are much smaller when p = 1 mm that they are for the other separation distances. 
Further, for p > 1 mm, the relative positions of the f.ls' = 5 cm-1 and f.ls' = 30 cm-1 curves 
are flipped, indicating that at some distance between 1 mm and 3 mm, the absorption 
versus reflectance relationships are independent of scattering. 
Perhaps of greater interest in these results is the dependence of reflectance on y. 
Specifically, the apparent existence of isosbestic points, where reflectance is not 
dependent on y, is seen for p = 500 )liD and 1 mm. For these cases, at large f.ls' values 
and, as the source detector separation increases, a larger value of y now results in a larger 
reflectance. As noted earlier, we hypothesize that this is because, in tissues with low y, 
photons with more backward scattering and less forward scattering are more likely to 
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remam close to the source. With high y, the more forward scattering and fewer 
backscattering events allow a photon to travel further from the source before 
experiencing the high angle scattering event that will direct it back towards the surface 
for collection. Note, however, that the absorption versus reflectance trend withy remains 
the same-- photons with higher y still experience shorter pathlengths, and thus less 
absorption. The existence of this isosbestic point is consistent with observations by 
Arifler who, in a statistical analysis, noted a sign reversal in the correlation factor 
between reflectance values and anisotropy factor near a source detector separation of 1.2 
mm [121]. 
As expected, as the separation distance increases, photon pathlengths increase and 
hence absorption is stronger. At 5 mm, the absorption power becomes so strong that 
reflectance signal is negligible for f..la values above 5 cm-1• At wavelengths less than 600 
nm, hemoglobin absorption can easily surpass 5 cm-1, and thus signals will be 
comparable to detector noise. The implications of this will be explored in Chapter 5. 
so SJ Sz s3 s4 11 lz 13 
p = 250 Jlffi 0.29 0.10 7e-4 0 0 0.34 0.24 0.20 
p = 500 Jlffi -0.07 0.14 -5e-4 0 0 0.49 0.25 0.16 
p=lmm -0.10 0.13 -2e-4 -4e-5 0 0.60 0.25 0.06 
p=3mm -0.18 0.25 -2e-2 5e-4 -6e-6 0.78 0.28 -0.20 
p=Smm 0.05 0.29 -3e-2 1e-3 -2e-6 0.97 0.28 -0.33 
Table 4.2 Model coefficient values for a range of source detector separations, all with y = 1. 75 
Table 4.2 presents the model coefficient values for all source detector separation 
distances considered, each with y = 1.75. The scattering coefficients (sn) reveal the 
expected increase in polynomial order and the corresponding increase in curvature. In 
terms of the absorption coefficients, 11 increases significantly with separation, which is 
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consistent with the relationships shown in Figure 4.5. The value of !2 does not appear to 
have a strong dependence on separation, but the value of !3, which relates the influence of 
f.Ls' on pathlength, decreases, and even becomes negative, as separation increases. This 
can be seen in Figure 4.5: for p = 3 and 5 mm, the absorption power is greater for higher 
f.Ls', whereas for p< 3 mm, smaller f.Ls' results in greater absorption power. The differences 
in the values of !2 and !3 as separation increases validate our decision to separate the 
effects of f.La and f.Ls' in the modified empirical model (equation 4.2). 
Somewhat surprisingly, these reflectance trends reveal observation that even at 5 mm, 
which is often accepted to be in the diffuse regime for tissue parameters, reflectance 
values still have a small, but non-negligible dependence on y (Figure 4.5g). Based on the 
similarity relationship developed to combine f.Ls and g into f.Ls', reflectance measurements 
at a given f.Ls' should be independent of phase function in the diffusion-approximation 
regnne. However, this is consistent with observations made by Bevilacqua and 
Depeursinge [21] who reported that accounting for phase function is important up to the 
range where the product of f.Ls' and pis equal to 10. For f.Ls' =10 cm-1, that would indicate 
that the diffuse regime does not begin until p = 1 em. From simulations at a separation 
distance of 1 em, the reflectance variations due to y were found to be negligible (data not 
shown), supporting their claim. This does highlight the general misconception that 
reflectance measurements taken at source-detector-separations less than 1 em can be 
treated as diffuse. 
4.4.2 Fiber Size 
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Fiber size is the next geometric variable to be considered. The selection of fiber core 
diameter is normally based on the required overall signal strength. Larger fibers collect 
more light, which minimizes the problem of shot noise in the signal, and thus improves 
the signal to noise ratio. We examine here the significance of fiber size. 
MC simulations using different fiber sizes (100 Jlm, 200 Jlm, and 400 Jlm) for both 
fibers were performed assuming a single value for the source-detector (center-to-center) 
separation p = 500 Jlm. Figure 4.6 illustrates the scattering and absorption reflectance 
relationships for the three fiber sizes, and for two different values ofy: 1.2, and 2.3. All 
other geometry variables are taken from the standard probe geometry. The resulting 
reflectance relationships all share the same general trends regardless of fiber size, but do 
exhibit noticeable differences, indicating that the forward model does have some 
dependence on fiber size. We suspect that the observed differences are due to variations 
in index mismatch at the tissue interface since larger fibers provide more area of a 
differing refractive index on the surface. More on the role of index mismatch will be 
discussed in section 4.4.4. 
It is important to note that these reflectance relationships are for relative reflectance. 
Absolute reflectance is, of course, larger when the fiber size is larger simply because 
photons are being collected over a larger surface area. But when normalized to the 
calibration measurement using the same probe geometry, the amplitude differences 
approximately cancel out. 
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Figure 4.6 Reflectance relationships comparing influence of fiber size. Line styles 
correspond to different fiber sizes (1 00 Jlm, 200 Jlm, and 400 Jlm), and colors correspond 
to different gamma values (y= 1.2, y= 2.3). All other geometry variables are taken 
from the standard probe geometry. 
4.4.3 Numerical Aperture 
The numerical aperture (NA) of the fibers determines the cone-angles of illumination 
and collection. In air, the NA is defined by N A = n sine. A larger NA thus corresponds 
to a wider cone angle. The most commonly used fibers, with fused silica core and 
cladding, have NA = 0.22, but depending on the materials, fibers can be fabricated with 
smaller and larger values. Here, we investigate the effects ofNA = 0.11, 0.22, and 0.44. 
The standard probe geometry is used, while only varying the NA. 
Figure 4.7 presents the scattering versus reflectance relationships for the various NA 
values investigated and for two different y values. For large y the results are nearly 
identical, while for small y there is a moderate dependence on NA. Since typical tissues 
are expected to have larger y, the effect of NA is likely to be small when applied to in 
vivo measurements. Figure 4.8 illustrates the absorption versus reflectance relationships 
for NA = 0.11, and NA = 0.44. The relationships for NA = 0.22 are very similar to the 
ones presented for NA = 0.11, and therefore are not presented. In general, the shapes of 
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the relationship curves are consistent. However, due to shorter pathlengths, reflectance is 
somewhat higher for NA = 0.44 across all y and scattering values. The shorter 
pathlengths result because photons that stay closer to the surface will hit the collection 
fiber at a larger angle (as measured with respect to the surface normal), and can only be 
collected by a fiber with a large enough NA. The shallower depth penetration 
corresponds to a shorter pathlength, and thus higher reflectance. This was confirmed by 
comparing the maximum penetration depths (median of all collected photons) as 
determined from the MC simulations. Especially at small fls' values, the maximum depth 
for the NA = 0.44 simulations were between 4%- 15% smaller than for the NA = 0.11 
simulations. The other noticeable effect of NA is that the differences between the 
reflectance versus absorption due to variations in y are smaller. Given the importance of 
scattering angles for small source detector separations, it is in fact surprising that NA 
does not have stronger influence on the reflectance relationships. 
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As was pointed out in section 4.4.2, these plotted reflectance relationships are for 
relative reflectance. Absolute reflectance is of course larger when NA is larger because a 
wider collection cone allows for more total photons to be collected. But when 
normalized to the calibration measurement using the same probe geometry, the amplitude 
differences roughly cancel out. 
4.4.4 Probe Surface Interface 
As observed in section 3 .2.2, the refractive index mismatch at the tissue-probe 
interface can have a significant impact on measured reflectance. The probability of 
reflection at the surface is higher for larger index mismatch, and if photons do reflect near 
the collection fiber, they have a ' second chance ' to scatter into the collection fiber area, 
which alters the overall probability of a photon to be collected. Thus far, the simulations 
have assumed that the tissue surface, except for the contact area of the fibers , is in air (n = 
1), such that most ofthe tissue interface has a index mismatch ofm = 1.37- 1.0 = 0.37. 
In reality, fibers are typically embedded in a probe housing of some kind, commonly 
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using epoxy and metal or plastic tubing. These additional materials at the tissue surface 
alter the index mismatch in that area, which will have an impact on the absolute measured 
reflectance. In this section, two fiber geometries will be examined: the first having two 
200 J..tm fibers separated by 218 J..tm (as shown in Figure 4.9), and the second having two 
400 J..tm fibers separated by 2000 J..tm. 
For the 200 J..tm fiber geometry, three tissue-probe interfaces will be examined and 
compared. The first case is the standard tissue-air interface with the fibers (n1 = 1.46) 
surrounded by air (n = 1.0). For the second scenario, fibers are encased completely in 
epoxy (n = 1.56). And for the third scenario, fibers are encased in epoxy which is set 
inside a stainless steel tip, where the steel makes up the majority of the probe tissue 
interface. For the steel tip of our probe, a reflectivity value of 0.75 was chosen instead of 
assigning a refractive index since reflection from steel cannot be described using the 
Fresnel reflection relationships (equation [3 .1 0]). All simulations were modeled using 
the advanced fiber geometry option in the Monte Carlo program, as described in section 
3.2.3, where the exact fiber locations and probe dimensions were calculated from the 
image in Figure 4.9. For consistency, all three cases (standard, metal, and epoxy) were 
specified with the same advanced fiber geometry options: Xsource = -115 J..tm, Y source = 0 
J..tm, Xdetector = 88 J..tm, Ydetector = -143.5 J..tm, r core = 450 J..tm, and r shel/ = 1650 j..tm. The 
different index mismatch scenarios were controlled by changing the refractive index for 
the core and shell materials. For the standard case, the refractive indices were both set to 
1.0 to match air, for the epoxy case both were set to 1.56, and for the metal case the core 
was set to 1.56 and the shell was set to a reflectivity of0.75. 
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Figure 4.9 Image of a probe tip commonly used to collect reflectance measurements 
Figure 4.10 illustrates the scattering and absorption reflectance relationships for all 
three interface scenarios (different line styles), and different y values (different colors), 
for the 200 ~-tm geometry, respectively. The differences in the reflectance relationships 
are minimal, especially for absorption versus reflectance. Differences are greater for 
smaller y values and higher Jls' values. The greater differences at higher Jls' values is due 
to the fact that the average scattering step length is much smaller, and so when photons 
reflect off the interface close to the collection fiber, they do not travel as far away from 
the fiber, and thus have a greater probability of being collected. 
For the 400 ~-tm geometry (2 mm separation), the effects of three probe interfaces were 
also examined, including the standard tissue-air interface with the fibers (n1 = 1.46) 
surrounded by air (n = 1.0), fibers encased entirely in epoxy (n = 1.56), and fibers 
encased entirely in stainless steel (reflectivity= 0.75). As compared to the 200 ~-tm fiber 
geometry analyzed above (Figure 4.9), the entire material above the tissue is given a 
constant refractive index or refractivity value for either air, epoxy, or metal, since this 
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Figure 4.10 Reflectance relationships for a probe with 200 f1-m fibers and 218 f1-m 
separation. Different line styles correspond to the three cases of tissue-probe 
interfaces. Different colors correspond to the two yvalues examined. Note that 
for the reflectance-versus-absorption plot, the curves are often indistinguishable. 
new geometry does not represent an actual physical probe. Figure 4.11 illustrates the 
scattering and absorption reflectance relationships for all three interface scenarios 
(different line styles), different y values (different colors). Unlike the 200 (liD fiber 
simulations, the differences in the scattering versus reflectance relationships due to index 
mismatch are significant for all f.ls' and y considered. The impact of index mismatch on 
the absorption relationships is only different for the steel interface case, but even still, the 
differences are minimal. However, the most important observation to note is that the 
differences in the tissue-probe interface actually shift the location of the reflectance 
peaks, indicating that the shape of the reflectance versus scattering curve is specific to the 
unique geometry and materials of the probe. For the greatest difference in reflectivity 
(tissue-steel interface), as compared to the standard tissue-air interface, the reflectance 
peak is shifted to a higher f.ls' value. Whereas, for a smaller difference in reflectivity 
(tissue-epoxy interface), the reflectance peak is shifted to a lower f.ls' value. 
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The difference in performance between the two fiber geometries can be attributed to 
the fact that in the 200 f..Lm fiber case, it is unlikely that a photon will interact with a 
boundary before being collected. However when the fibers are further apart, more 
photons will interact with the tissue surface before collection, and hence differences in 
the probability of reflection will have a greater impact. 
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Figure 4.11 Reflectance relationships for a probe with 400 Jlm fibers and 2 mm 
separation. Different line styles correspond to the three cases of tissue-probe 
refractive index interfaces. Different colors correspond to the two yvalues 
examined. The vertical black lines in the reflectance versus scattering plot 
correspond to the location of the peak position for each interface cases. 
4.5 DIMENSIONLESS RELATIONSIDPS 
From the plots illustrated in Figure 4.5, as the source detector separation distance and 
Jls' is increased, a common trend and shape can be observed. This suggests that rather 
than considering separation distance, p, and scattering coefficient, Jls', independently, it 
may be advantageous to plot parameters against the dimensionless variable, Jls'P· This is 
sometimes referred to as the "dimensionless scattering parameter." For this, the Jls' 
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- - - - - --- -
versus Ro curves presented in section 4.4 are now plotted as a function of dimensionless 
scattering (Figure 4.12a). 
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Figure 4.12 Dimensionless Scattering versus Reflectance for source detector separations 
presented in section 4.4, J.ls' =[l-45],and y=2.30. a) Unsealed, and b) scaled. 
Even when normalized to the same calibration phantom, the overall reflectance 
amplitudes are still quite variable. To visualize the shape of the combined scattering 
versus reflectance curve, the relative reflectance amplitudes are scaled. For geometries 
with a fiber separation distance less than 3 mm, the scaling factors were roughly equal to 
the ratio between the calibration reflectance values (RreJ). The scaled reflectance curves 
are illustrated in Figure 4.12b. 
Figure 4.13 illustrates scaled reflectance curves for three values ofy = 1.2, 1.75, and 
2.3 as a function of dimensionless scattering, J.ls'P· A log scale is used for the 
dimensionless scattering axis to better view the isosbestic point located at f.ls'P = 0.7. For 
comparison, the diffusion theory equation (see section 2.3.1) was used to calculate scaled 
reflectance, and is included in Figure 4.13. Recall that diffusion theory is not dependent 
on phase function. Above the isobestic point, the diffusion theory plot best matches the y 
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= 1.2 curve, and below the isobestic point, diffusion theory best matches the y = 2.3 
curve. This same relationship between diffusion theory and Monte Carlo simulations 
with different anisotropy g values was recently observed by Kim et.al for values of !ls' 
and p corresponding to dimensionless scattering from 0 to 1 [119] , which supports our 
findings. At large dimensionless scattering values, the similarity between diffusion 
theory and the y = 1.2 plot is consistent with the fact that diffusion theory is descriptive 
of isotropic scattering; and since the value y = 1.2 corresponds to g = 0.55, the low y 
curve (in this range) is closest to the isotropic case (g = 0 andy = 1 ). 
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Like scattering, absorption can also be evaluated as a dimensionless quantity, !laP· 
Figure 4.14a illustrates dimensionless absorption versus normalized reflectance for all 
five source detector separations investigated above. The data is represents y = 1.75, and 
dimensionless scattering, f.ls'P = 1. Other values of y and f.ls'P will yield unique 
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reflectance curves, as is demonstrated in Figure 4.14b where curves for y = 1.2 and f.ls'P = 
0.2, and for y = 2.3 and f.ls'P = 2 are plotted. 
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Figure 4.14 Dimensionless absorption versus normalized reflectance plots for a) all p with 
dimensionless scattering f.is'P =I andy= 1.75, and for b) y= 1.2 and 11s'P = 0.2, and for y= 2.3 
and f.is 'p = 2 representing the curves that span the range for all other combinations of y and f.ls 'p. 
4.6 EXTRACTING PHASE FUNCTION INFORMATION 
While the reduced scattering and absorption coefficient values are of primary interest, 
the variation in reflectance as a function of y presents an encouraging opportunity to 
extract additional information about the tissue using diffuse reflectance spectroscopy. 
Because y is related to the relative backscattering contribution of a tissue phase function, 
which is dictated by the size distribution of scatterers, the ability to quantify y can 
provide knowledge about the tissue microstructure. A handful of other authors have also 
examined this opportunity [1,15,122,123] for other measurement geometries (i.e. single 
fiber probes that both illuminate and collect light), and have observed that there is not 
enough information in a single reflectance spectrum to uniquely identify f.l s' , f.l a, and 
phase function information simultaneously, and therefore multiple separate 
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measurements are necessary. Taking measurements at vanous source detector 
separations is a natural choice, especially since the reflectance relationships vary 
significantly as a function of p. 
The dimensionless scattering and absorption relationships demonstrated in section 4.5 
provide a simple way to incorporate fiber separation distance into the forward model by 
directly replacing Jls' with f.ls'p, and f.la with JlaP· To incorporate y explicitly, the empirical 
model coefficient values (srrs4, l1, lz, and l3) are included not as constants, but now as a 
function of y. Using this, reflectance spectra taken at multiple distances can be fit to the 
new dimensionless model in two dimensions, with both p and wavelength being 
independent variables. In addition to the original inverse fitting coefficients described in 
section 2.4.2, y then becomes the sixth fitting coefficient. 
Theoretically, modifying the empirical model in this way to extract the value of y is 
feasible, but in practice, it introduces a number of new approximations that make the 
model more complex and potentially prone to error. Not only do empirical relationships 
between the model coefficients and y need to be described, assuming simple relationships 
exist, but reflectance also needs to be empirically scaled separately for each separation 
distance. In all, the new dimensionless empirical model could have up to 20 coefficients. 
As such, the advantage of simplicity afforded by an empirical model would be lost. 
Further, with each approximation made to describe the observed data, error is introduced 
to the model, which would likely compound to an unacceptable level. Instead, a look-up 
table interpolation approach provides far superior accuracy. To achieve this, an inverse 
fitting algorithm was built that uses multiple three-dimensional look-up table objects for 
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the fitting, each corresponding to a different fiber separation geometry. These look-up 
table objects calculate reflectance for any combination of f.ls', f.la, andy values through 
interpolation. Experimental reflectance spectra are fit to their respective probe geometry 
reflectance look-up tables as would be done if only one reflectance measurement was 
being analyzed, but a least-squares algorithm performs iterative calculations on all data 
simultaneously, optimizing the physiological fitting coefficients, including y, for the 
entire set of data. This eliminates the need for scaling the reflectance data, and for 
developing y-dependent fitting coefficients. 
The approach is also flexible: any two reflectance measurements collected using 
different probe geometries can be fit simultaneously to experimentally extract the value 
of y. Theoretically, reflectance measurements taken with two different fiber NAs could 
even be analyzed to determine y. However, the accuracy of the results depends on 
geometries chosen. For best results, geometries should be selected such that their 
reflectance relationships are significantly different. If the reflectance relationships are 
too similar, an additional reflectance measurement will not provide substantially new 
information, and the system will still be underdetermined. An investigation into the ideal 
selection of geometries will be reported in Chapter 5, where the performance in 
extracting the physiological and optical coefficient values is discussed. 
4.7 EXPERIMENTAL PHANTOM VALIDATION 
The results presented in this chapter are primarily Monte Carlo simulations. Unlike 
experimental phantoms, Monte Carlo simulations allow for the direct control of input 
parameters, including scattering, absorption, phase function, and refractive index. While 
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is it possible to estimate these properties for given phantom materials, there is always a 
degree of uncertainty. For this reason, Monte Carlo is generally considered to be the gold 
standard when predicting photon transport behavior in tissue. Nonetheless, to support the 
conclusions drawn from the Monte Carlo study, a phantom validation study was 
performed. The primary goal of the study was to observe the relationships between 
reflectance and dimensionless scattering for multiple source-detector separations and 
phase functions, and qualitatively confirm the trends seen in the simulated data. 
Figure 4.15 Probe geometry used in phantom validation study 
For this study, a custom probe with four fibers of different sizes (200, 400, and 600 
f.!m diameters) was constructed (see Figure 4.15). Measurements were taken for four 
combinations of source and detector geometries, each corresponding to a different 
source-detector separation distance, as presented in Table 4.3. 
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Geometry Source Detector Separation 
1 A (200 J.l.m) B (200 J.l.m) 218 flill 
2 B (200 Jlm) c (400 )liD) 382 flill 
3 A (200 Jlm) c (600 )liD) 597 flill 
4 A (200 J.l.m) D (400 Jlm) 1116 ).l.ill 
Table 4.3 Combinations of source and detector fibers used to take measurements, 
along with their separation distances. 
The experimental system consisted of a pulsed xenon arc lamp (Perkin Elmer LS 1130-
3, Waltham, Ma) as the light source, a spectrometer with a linear charge-coupled device 
(CCD) detector (Ocean Optics, S2000, Dunedin, Florida), an ADC/timer microcontroller 
board (TERN, Davis, Ca), and a computer interface. To account for the system response, 
a reference measurement, Rspec1, was acquired by measurement of reflection from a nearly 
100% diffuse reflectance standard, (Spectral on: Labsphere, Inc. North Sutton, NH). A 
second reference measurement, Rcat, was then taken on a calibration phantom constructed 
of titanium dioxide and epoxy with Jls' = 10.5 cm-1 at a wavelength of 633 nm (INO, Ltd., 
Quebec City, Canada). Spectral measurements, R, are converted into relative reflectance, 
Rret, using both reference measurements according to equation [ 4.3]. 
[4.3] 
In our case, Ao is selected to be 633 nm to match the wavelength at which the calibration 
phantom is characterized. 
To serve as scattering media, multiple phantom liquids, including Intralipid 10%, 
Intralipid 20% (Fresenius Kabi), half-and-half cream, whole milk, and 2% milk (Garelick 
Farms), were used. Since y is dependent on the size distribution of particles, and since 
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fat globules are much larger than milk proteins, different relative concentrations of fat 
and protein will result in different y values for each scattering medium. Fat content is 
directly related toy. For example, the fat concentration of Intralipid 20% is twice that of 
Intralipid 10%, which corresponds toy values of 1.79 and 1.47, respectively. These y 
values were calculated directly from phase functions provided by Michels et al., which 
they constructed from Mie theory and the particle size distributions of Intralipid [89]. 
The phase functions of the dairy products are not known, but based on the relative 
concentrations of fat and protein in each, it is expected that the half and half cream 
(highest fat content) will have the largest y value, and the 2% milk will have the smallest 
yvalue. 
To obtain samples of varying scattering properties, stock solutions of each medium 
were diluted from their initial concentration with deionized water to achieve 
concentrations of 9%, 18%, 27%, 45%, 64%, 82%, and 100%, for a total of seven 
samples. Depending on the reduced scattering coefficient of the stock solution, these 
concentrations correspond to a different set of f.is' values for each medium. Reflectance 
measurements were taken at all seven concentrations and for all five scattering media, 
using the four combinations of source and detector fibers listed in Table 4.3. The 
reduced scattering coefficient values of the stock solutions were determined using the 
approach described by Kim et.al to be 102 cm-1, 69 cm-1, 88 cm-1, 43 cm-1, and 29cm-1 for 
Intralipid 20%, Intralipid 10%, half-and-half cream, whole milk, and 2% milk, 
respectively [119]. 
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Figure 4.16 Scaled reflectance versus dimensionless scattering from Intralipid I 0% 
samples, for each of the four measurement fiber combinations, at A= 633 nm. 
Figure 4.16 illustrates the reflectance results taken from the Intralipid 10% diluted 
samples with all four measurement geometries at the wavelength 633 nm. The 
reflectance values were first normalized according to equation [ 4.2] using the Spectralon 
and calibration phantom reference measurements for each individual geometry. The 
curves for geometries #2- #4 were then scaled as described in section 4.5, such that the 
relative reflectance of the 9% dilution sample matched the relative reflectance curve of 
geometry #1 at the same dimensionless scattering value (for each geometry). The 
resulting plot shows remarkable similarity to the curves in figure 4.14, illustrating that the 
experimental measurements qualitatively match the expected trends observed with Monte 
Carlo simulations. 
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Figure 4.17 Relative reflectance versus dimensionless scattering curves for all five 
scattering media as measured using a) geometry #2 (p = 382 11m), and b) geometry #3 
(p = 597 11m). Note that dimensionless scattering is plotted on a log scale for figure a) 
in order to better observe the isosbestic point at 11s'P = 0. 7. 
Figure 4.17 presents the relative reflectance versus dimensionless scattering curves for 
each scattering medium at two different geometries: p = 382 ).liD, and p = 597 ).liD. These 
plots illustrate the relative differences in reflectance that result from samples of varying 
phase function andy. While not presented here, the plots for the p = 218 ).liD and p = 
1116 ).liD geometries also reveal similar trends, all indicating that the samples are ordered 
from largest to smallest y value as: half-and-half cream, Intralipid 20%, whole milk, 
Intralipid 10%, and 2% milk. This is consistent with the values of y known for the 
Intralipid samples, and with the order expected based on relative fat and protein 
concentrations for the dairy products. Further, the curves all cross close to the expected 
isosbestic point at f.ls'P = 0.7, as seen in Figure 4.17a. Note that these curves are not 
scaled with respect to one another as in Figure 4.16, and since the same spectralon and 
reference calibration measurements are used to normalize each set of samples, the 
differences in reflectance can be attributed to variations in phase function. 
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Figure 4.18 Experimental and Monte Carlo relative reflectance versus dimensionless 
scattering results for the two Intralipid samples as measured using a) geometry #2 (p = 
382 11m), and b) geometry #3 (p = 597 11m). 
For further validation, Monte Carlo simulations representing the two Intralipid 
samples were generated using the exact dimensions of the probe, as illustrated in Figure 
4.15, with the refractive index of the material surrounding the fibers to be that of epoxy 
(n = 1.56), and the reflectivity of the stainless steel tube set to 0.75. The phase functions 
for Intralipid 10% and 20% were taken from Michels et al. [89] and used directly in the 
MC code. The reference simulation used the estimated phase function of titanium 
dioxide at A= 633 nm, and f.ls' = 10.5 cm-1 to match the characterized reference phantom 
used experimentally. 
The MC and experimental results for geometries #2 and #3 are presented in Figure 
4.18, illustrating excellent agreement, especially for geometry #3. The shapes of the 
curves and the relative differences between Intralipid 10% and 20% are particularly well 
correlated, including the locations of the relative reflectance peak and isosbestic point. 
For geometry #2 (p = 382 Jlm), the relative reflectance predicted by MC is approximately 
10% - 20% larger than the experimental results. This could be due to a variety of factors, 
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but the most likely is uncertainty in the phase function used for the reference simulation. 
For geometry #3 (p = 597 !lm), dimensionless scattering of the reference is 0.63, which is 
close to the isosbestic point at which reflectance is insensitive to phase function. But for 
geometry #2 (p = 382 11m), dimensionless scattering of the reference is 0.4, and thus 
uncertainty in phase function will result in error in the simulated reference reflectance, 
and hence error in the relative reflectance curves. 
4.8 STUDY CONCLUSIONS 
The results presented in this chapter serve, to the best of our knowledge, as the first 
comprehensive examination of the factors that impact the description and modeling of 
light reflectance in tissue, from the characteristics of the media, to the conditions under 
which measurements are collected. This includes examination of the effects of tissue 
phase function, fiber separation, fiber size, fiber NA, and probe construction material. 
Results were collected predominantly from Monte Carlo simulations using a customized 
version of the code, as described in Chapter 3, which was developed specifically for the 
flexibility needed to control these factors. Using the empirical model described in section 
2.3.3 as a framework, the effects of various input parameters were evaluated based on 
their influence on the relationships between reflectance measurements and optical 
coefficient values (;is' and Jla)· Note however, that the results presented are not specific 
to any modeling formalism, but rather provide a generalized understanding of the ways 
that measured reflectance can be affected by a wide range of conditions. 
Of all factors considered, fiber separation was the one found to most strongly affect 
the relationships between reflectance and the optical properties, fl s' and fla· Moreover, it 
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was observed that the role of separation distance can be directly combined into the 
reflectance relationships by re-defining scattering and absorption by dimensionless 
quantities, f.ls'P and f.laP· These dimensionless relationships provide a general 
understanding of reflectance over the wide range of conditions that define the non-diffuse 
regime (at small f.ls'P ), the diffuse regime (large f.ls'P ), and the rarely investigated 
intermediate regime corresponding to separations f.ls'P = 3 - 6. 
The second most influential factor that affects reflectance relationships is the medium 
phase function. While others have previously reported that the specific form of the phase 
function is critical to the understanding of photon transport in tissue [59,124-126], we 
have extended those preliminary observations into a more rigorous investigation that 
details specifically how phase function variations affect the relationships between 
reflectance and optical coefficients, and how this impacts modeling efforts. Results 
illustrate that a phase function similarity variable, y, and not the more commonly used 
anisotropy factor, g, is the key parameter to consider when describing differences 
between reflectance relationships. And while variations in y do not dramatically alter the 
general trends (i.e. shapes) of the reflectance relationships, as is the case with fiber 
separation, differences in reflectance amplitude can reach several hundred percent under 
extreme conditions, such as when f.ls'P is very small. Variations in reflectance due to y 
are also dependent on fiber separation, leading to regions of the dimensionless reflectance 
plots being more or less sensitive to phase function. In particular, at an isosbestic point 
around f.ls'P = 0.7, reflectance is nearly completely insensitive to phase function. And 
perhaps unexpectedly, the region of the dimensionless plot between f.ls'P = 3 - 6 still 
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exhibits significant phase function dependence despite being close to what is normally 
considered the diffuse regime. 
Of the other three factors related to the geometry and construction of the fiber probe 
that were investigated, the refractive index mismatch at the tissue-probe interface was 
found to be the most influential. At small source detector separations, the effect of 
changing the index of refraction above the tissue is fairly minimal, especially for high y. 
But at large f.ls'P, the specification of the surface refractive index can be substantial, even 
causing the peak of the f.ls'P curve to shift. The effects of fiber size and NA were found to 
be far less dramatic, with differences in reflectance being less than 10% as a result of 
their variation. 
Experimental phantom results confirmed the reflectance trends observed from the 
Monte Carlo simulations, specifically demonstrating the relationship between reflectance 
and phase function. Using the exact specifications of the probe and phantom materials, 
Monte Carlo simulation results showed excellent agreement with the experimental data, 
illustrating that when appropriately accounting for all sources of variation, the forward 
models developed using MC provide an accurate representation of measurement 
conditions. 
Large or small, the variations in reflectance relationships that were observed in this 
study lead to an important implication. Given the number of input factors that need to be 
accounted for when describing reflectance, it is not practical to use one single model. 
Even with the efforts made to develop modified versions of the diffusion equation that 
are valid at small source detector separations, a single equation cannot account for all the 
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other variations in phase function and probe geometry. Empirical models provide more 
flexibility in this respect by accounting for variations through the model coefficients. But 
still, the forward model will be different for each individual probe. Thankfully, with the 
recent advancements of GPUs, customized models that describe reflectance over a wide 
range of optical coefficient values and phase fUnctions can be constructed relatively 
quickly and easily from Monte Carlo simulations, especially with the MC program and 
Matlab (Mathworks, Natick MA) analysis code that have been developed as part of this 
study. This code can be found in the appendix. 
In the next chapter, we will explore how failure to account for the factors that lead to 
model variation impact the performance of the models in the inverse direction when 
extracting optical information from measured reflectance spectra. 
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CHAPTER 5 ERROR ANALYSIS 
As introduced in Chapter 2, our primary interest in developing forward reflectance 
models is for their use in the inverse direction to extract information about a sample from 
measured reflectance. In Chapter 4, forward models were compared under a wide range 
of conditions, and differences among models were reported as fractional or percentage 
differences between reflectance values. In practice, error in measured reflectance is not 
of primary concern; rather, we are interested in the errors in extracted optical properties 
that result from using different forward models. Therefore, this chapter investigates how 
various parameters related to the geometrical and optical properties of a measurement 
system can influence the extraction accuracy of fla, !ls', y, and the physiological 
parameters that are used as fitting coefficients (see section 2.4.2). These include often 
inaccurate or incomplete assumptions about the tissue phase function, the wavelength-
dependent descriptions of !ls', and fla, and the probe measurement geometry. 
Unfortunately, because there is currently no gold standard for measuring the optical and 
physiological parameters for point measurements in tissue, it is not possible to test the 
effects of model variations experimentally. Therefore, the study presented here 
investigates differences among computationally-constructed reflectance data. 
Fortunately, this allows for a much more controlled and exact approach to the comparison 
of various models and input parameters than is not possible experimentally in tissue. 
A review of section 2.4.2 is useful as a reminder about the wavelength-dependent 
fitting algorithm used to extract optical and physiological property values from 
reflectance measurements, since its use is central to the studies presented in this chapter. 
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5.1 METHOD FOR QUANTIFICATION OF ERROR 
In a recent publication, Amelink et al. reported on the estimation of error in extracted 
optical coefficient values from a reflectance measurement using an empirical model 
similar to the one studied in this thesis [127]. Using standard statistical methods, they 
concluded that the confidence intervals on the fitted parameters can be easily calculated, 
and in most cases are fairly small. However, this only holds when the forward model and 
the wavelength-dependent optical coefficient relationships are accurate. When inaccurate 
model assumptions are used, the errors in the extracted properties far exceed the 
estimated confidence intervals from the fit. 
In our error analysis, we specifically wish to test these cases when inaccurate model 
assumptions are used; therefore, standard statistical approaches cannot be used. Further, 
because the errors in extracted quantities are directly related to the reduced scattering and 
absorption spectra themselves, a single estimate of error is difficult to identify. For these 
reasons, the analysis presented here is empirical in nature. Errors resulting from 
variations in forward models and input parameters are examined based on performance 
accuracy in extracting tissue characteristics. 
The forward and inverse models require use of assumptions about the phase function 
and wavelength-dependent f.ls' and f.la relationships specific to tissue, the probe geometry 
and construction material specifications, and the characteristics of the calibration 
phantom. In most cases, this information is either not known exactly (tissue 
characteristics), or may be estimated incorrectly (probe geometry and calibration 
phantom details), and, consequently, assumptions must be made. We wish to quantify 
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the degree to which an incorrect assumption will affect the accuracy of calculating the 
scattering and absorption properties of the tissue. This involves first constructing a set of 
reflectance spectra that are representative of the 'true' model and tissue conditions. Then 
the 'assumed' model, which is different from the 'true ' model due to inaccurate 
assumptions about tissue phase function or probe geometry, is used in the inverse 
direction to extract the fitted optical property values. The differences between these 
extracted values and the actual property values thus provide a measure of error that 
represents the uncertainty in in vivo measurements. 
The construction of the ' true' reflectance spectra is achieved by first constructing a set 
of wavelength-dependent f.l a and f.l s' spectra, and then using an interpolation algorithm 
(available in Matlab) to calculate the corresponding reflectance at each wavelength from 
the Monte Carlo simulated data corresponding to the 'true' phase function and probe 
geometry conditions. Noise of 1% was added to the spectra to better represent 
experimentally acquired data. The f.l s' and f.l a wavelength-dependent spectra are 
calculated using the equations first described in Chapter 2: 
Jl.a,bz(A) = fzJl.a,Hbo(A.) + (1- fz)Jl.a,Hb 
_ {1- exp( -2Jl.a,bz(A)r)} 
Ccorr(r, A) - 2 (A.) Jl.a,bl r 
Jl.a(A.) = flCcorr(r,A)Jl.a,bl(A.) 
[5.1] 
[5.2] 
Here, a is the reduced scattering coefficient (cm-1) at the normalization wavelength, A.o = 
600 nm, b is the scattering slope that is related to the average size of the scattering 
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centers,.fi is the tissue blood volume fraction,./2 is the hemoglobin oxygen saturation, and 
r is the average blood vessel radius used in the vessel packing correction term, C corr· 
Values for these five physiological variables were selected such that the resulting f.la and 
f.ls' spectra would span the ranges characteristic of tissue. For scattering, four spectra 
were selected to represent overall low scattering (a= 8, b = 1), medium scattering(a = 16, 
b = 1 ), high scattering (a= 24, b = 1 ), and one representing both a high density of smaller 
scatterers with a large slope (a = 16, b = 2). For absorption, spectra were selected to 
represent overall low absorption (jj = 0.5%), medium absorption (jj = 2%), and high 
absorption (jj = 5%), all with a moderate hemoglobin oxygen saturation level (h = 75%). 
For all cases, the average blood vessel radius is held constant at r = 10 !liD, which is 
representative of capillaries. These scattering and absorption spectra are illustrated in 
Figure 5.1. Unless otherwise noted, the J.la, J.ls' and reflectance spectra were generated 
and analyzed for the wavelength range 400-800 nm. 
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Figure 5.1 The reduced scattering and absorption coefficient spectra used in the error analysis 
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When comparing the performance accuracies between two models, true reflectance 
spectra were calculated for all combinations of the different !-ls' and /-la spectra presented 
in Figure 5.1 , yielding a set of 12 spectra. Errors in extracted optical and physiological 
values will be reported as an average across all 12 combinations, on a percentage basis 
for the physiological parameters (a, b, fj , h , and r) , and as the mean percentage error 
across the entire wavelength range for the optical coefficients (/-la and /-l s'). Errors above 
1 0% are bolded for emphasis. 
As discussed in section 2.4, when using reflectance models in the inverse direction, 
the least-squares fitting algorithm is insensitive to the exact form of the forward model, 
as long as the modeled reflectance is negligibly different over the set of /-la and !-ls' values. 
Because our empirical forward models provide only a mathematical approximation to the 
Monte Carlo simulated data, the most accurate way both to construct sample reflectance 
spectra and to extract tissue properties from a reflectance measurement is to use an 
interpolation look-up table method directly from the Monte Carlo results. This is easily 
implemented in Matlab using the lsqcurvefit toolbox and can be constructed with any 
user-defined computational function for the forward model, regardless of functional form. 
It is important to note, however, that this approach is limited by the optical coefficient 
values used to originally build the look-up table. Whereas an analytical or empirical 
closed-form function can calculate reflectance for any input of f.l a and f.l s' values, the look-
up table function will fail if any of the input values used in the iterative sequence fall 
outside of the table bounds. To address this issue, Monte Carlo simulation data were 
generated for /-ls' and /-la values well outside the physiologically relevant range. With the 
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exception of Section 5.3, which specifically examines errors due to geometry variations, 
the forward models considered in this chapter all use the standard probe geometry (i.e. 
bare fibers in air with diameters=200J.lm, separation=250J.lm, NA=0.22). 
5.2 TISSUE PHASE FUNCTION 
The differences in reflectance due to variations in the tissue phase function, and 
specifically y, were shown in Chapter 4 to be as high as an order of magnitude under 
certain conditions. Here, we investigate how these differences in modeled reflectance 
impact the accurate extraction of optical properties. It is nearly impossible to know the 
phase function of a tissue a priori. Even if an approximate value of the anisotropy factor, 
g, is known, we have shown that, for small source-detector separations, it is y, and not g, 
that is most sensitive to variations in reflectance. This was first observed when 
comparing the Henyey-Greenstein (HG), Modified Henyey-Greenstein (MHG), and Mie 
phase functions (section 4.3). All three functions were characterized with an anisotropy 
value, g=0.7, but the HG function had y = 1.7 while the MHG and Mie functions had y = 
1.4. Table 5.1 reports the average errors in the optical coefficients and the physiological 
parameters that result from assuming a model based on the HG phase function for the 
inverse fitting, when the 'true' tissue is better described by the Mie phase function, 
showing particularly high errors in the parameters associated with scattering. In 
comparison, the errors in optical coefficients and physiological parameters that result 
from assuming a model based on the MHG phase function for the inverse fitting, when 
the 'true' tissue is better described by a Mie phase function, are much smaller (data not 
shown), as a result of their common value ofy = 1.4. 
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a b Ji Ji r J.l s' ,mea11 J.la,mea11 
16.4% 25.5% 7.0% 9.3% 5.6% 17.0% 13.2% 
Table 5.1 Average errors in the physiological and optical property values when incorrectly 
assuming a HG phase fimction (with y = 1. 7) for the fitting model, and for the case where the 
true tissue scattering is characterized by a Mie phase function with y = 1. 4. 
As an example, Figure 5.2 illustrates the spectral results for one of the 12 test cases 
(where a= 8, b = 1,jj = 1 %,./2 =50%, and r = 10 J.Lm), demonstrating that errors for J.ls' 
in particular can be as large as 60%. The figure also shows that even when the incorrect 
phase function model is assumed, the least-squares fit to the reflectance spectra is still 
very good, indicating that goodness-of-fit to experimental data is not sufficient when 
verifying the validity of a model. 
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Figure 5.2 Fitting results to reflectance data built with a Mie phase function model, but 
fit with a HG phase function model (a= 8, b = l,jj = 2%,./2 = 75%, and r = 10 J.lm). a) 
Reflectance spectra and inverse fit, b) the 'real' and extracted optical coefficient sp ectra 
Differences in reflectance relationships due to variations over a range of y values were 
examined in Chapter 4 for both MHG and Mie phase functions, and were found to be 
particularly large for the Mie phase function due to the wider range of possible y values. 
Under practical conditions, when reflectance from a single collection fiber is being 
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analyzed, assumptions about the value ofy and its corresponding reflectance model must 
be made since the exact value of y is unknown. With most tissues of interest, even if the 
anisotropy value, g, is assumed to be larger than 0.85, the range ofy is still quite large (y 
= 1.75 - 2.3), as was calculated from Mie theory in section 2.1.2.2. Within this range, it 
is then logical to assume an average value of y near 2.0. Even when assuming this 
average value within the restricted range, errors in extracted tissue property values can 
still be significant. Figure 5.3 illustrates the errors in optical coefficient values that result 
from assuming a fitting model with y = 2.03 when reflectance data was generated from 
tissue having 'true' values ofy = 1.75 andy= 2.3. When y is underestimated, the f.l s' and 
f.la extracted values are higher than expected, and when y is overestimated, the f.ls' and f.la 
extracted spectra have values lower than expected. The mean errors in optical and 
physiological values, averaged over both cases, are presented in Table 5.2. Note that 
these errors represent comparison of y values with differences ::::;;0.32. In the extreme 
case, when comparing forward models with differences in y > 1.0, extraction errors in f.la 
and f.l s' were found to exceed 100%. But in realistic situations, assuming an average y for 
the inverse fit is much more reasonable. 
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Figure 5. 3 Fitting results to reflectance data built using a phase function with a) y = 1. 7 
and c) y= 2.3, but fit using a model for a phase function withy= 2.05. (For both cases, 
a= 16, b = 2,jj = 5%,f2 = 75%, and r = 10 11m). b) and d) illustrate the real and 
extracted optical coefficient spectra for the two respective yvalue cases. 
a b fi fi r Ps' ,mean /1a,mea11 
15.3% 23.8% 2.9% 1.8% 3.7% 14.9% 5.6% 
Table 5.2 Average errors in the physiological and optical property values by 
incorrectly assuming a model with y = 2. 05, when the true tissue has y = 1. 7 3 
or y = 2.3 (averaged for both cases). 
Recall that the errors reported here are averaged over the 12 combinations of f.Ls' and 
fla test spectra. However, the errors are also dep.endent on the specific f.Ls' and f.La values 
being used. For scattering in particular, the low scattering spectra (a= 8 cm-1, b = 1) will 
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result in extraction errors in f.l s' 2-3 times larger than for the high scattering spectra (a= 
24 cm-1, b = 1). Although partially due to the fact that percentage errors are greater on 
smaller values, this is primarily due to the greater differences in reflectance at smaller f.l s' 
values from variations in y (see Figure 4.4). Because differences in reflectance as a 
function of J.la , due to variations in y, are much smaller than differences in reflectance as a 
function of J.ls', the errors in extracted J.la, /J, /2, and r are also significantly smaller. In 
fact, the errors in f.l a are relatively consistent regardless of the reduced scattering 
spectrum, indicating that, to a certain extent, errors in absorption are not correlated with 
errors in scattering. In the context of the empirical model, errors in the scattering model 
coefficients (sn' s) due to inaccurate y assumptions will not significantly affect the 
accuracy of J.la extraction as long as the absorption model coefficients (!1, 12 and 13) are 
accurate. And since variations in the absorption model coefficients are small, as 
observed in section 4.3, errors in extracted J.la values can be expected to be relatively low 
regardless ofy assumptions. 
Wavelength Dependence 
In the above error analysis, the tissue phase functions and corresponding y values were 
assumed to be constant across the entire wavelength spectra. In fact, in the inverse 
direction, since a single model corresponding to a single y value is used, the assumption 
that y is constant over the entire wavelength range is unavoidable. However, in real 
tissue this is not the case. The degree to which this assumption impacts the accurate 
extraction of the physiological and optical coefficient values is examined here. 
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Using Mie theory and the fractal size distribution model described in section 2.1.2.2, 
the dependence ofy on wavelength can be calculated, as was illustrated in Figure 2.10 for 
a range of fractal dimensions, a (reminder: a relates to the size distribution of particles in 
the tissue). In Chapter 4, Mie phase functions with various y values were all calculated at 
a single wavelength, A= 600 nm, with fractal size dimension, a, values ranging from 2.6 
to 4.9. Since a is related to the shape of scatterer size distribution, it is not dependent on 
wavelength, thus the only value that changes with wavelength in the Mie theory analysis 
is the dimensionless size parameter, x (equation [2.12]), which is inversely proportional 
to A (for a fixed particle size). Some examples for the dependence of y on A were 
illustrated in Figure 2.1 0. Reflectance spectra that take this dependence of y on A into 
account can be constructed from a three dimensional look-up table that calculates 
reflectance values (for a given probe geometry) based on fla, fls', and y, through 
interpolation. Using the standard error analysis technique detailed in section 5.1, y vs. A 
relationships were built using a given a value, and then used to construct reflectance 
spectra from the standard probe geometry model. The reflectance spectra were fit 
assuming an inverse model with constant y calculated from the same a value at 600 nm. 
As an example, Figure 5.4 illustrates the reflectance spectra (withy vs. A relationship for 
a= 3.18) and inverse fit using the standard geometry model for a= 3.18 (and constant A. 
= 600 nm) for the specific fla and fls' spectra built using a= 16, b = 1,jj = 5%,f2 = 75%, 
and r= 10 J.lm. 
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a b fi Ji r P.s' ,mean f..la,mean 
2.3% 8.9% 14.4% 4.17% 17.6% 2.4% 13.6% 
Table 5.3 Average errors in the physiological and optical property values by 
incorrectly assuming an inverse model with constant y= 2.03, when the true 
tissue has a wavelength-dependent yrelationship (withy= 2.03 only at A= 600 nm). 
Averaged over all f.ls' and f.la test cases. 
Table 5.3 reports the mean errors in physiological and optical coefficient values 
across all Jls' and Jla test spectra that result from the incorrect y assumptions. Note that 
the errors in the absorption related values (jj, f2, r, Jla) are larger than the values 
representing the scattering related values (a, b, Jls'). This is due to the fact that the 
wavelength dependence on y creates a change in the shape of the reflectance spectrum, 
which is compensated for during fitting by altering the Jla spectrum. In contrast to the 
average errors reported here, note that the errors reported in the previous section, 
evaluating the effects of using the incorrect constant y value, are larger for the scattering 
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related fitting values as opposed to the absorption related values since the differences in 
reflectance spectra were primarily changes in reflectance amplitude, rather than shape. 
For further analysis, the combined effects of both types of phase function errors 
(wavelength-dependence and inverse model choice with incorrect average y value) were 
examined. Reflectance spectra were generated using the wavelength-dependent y 
spectrum built using a = 3.75 (y = 1.75 at 600 nm), and fit using the inverse model 
assuming constant y = 2.03. The resulting average errors for all Jls' and Jla test spectra are 
reported in Table 5.4, showing relatively consistent magnitudes for both the scattering 
and absorption related fitting parameters. Note that the errors from combining both 
sources of phase function inaccuracies are equal to or less than the maximum error from 
either of the cases individually, indicating, at least, that the errors do not compound 
linearly. Further, the overall expected errors that result from not knowing the true phase 
function of the tissue are less than 15%; although, given that these are averaged values 
(for the 12 cases), individual errors could be larger or smaller. 
a b fi Ji r Jls1,mea11 Jla,mea11 
13.4% 7.2% 6.4% 6.7% 14.0% 13.2% 9.2% 
Table 5.4 Average errors in the physiological and optical property values by incorrectly 
assuming an inverse model with constant y = 2. 03, when the true tissue has a 
wavelength-dependent yrelationship (withy= 1. 75 only at .ll = 600 nm). 
Averaged over all ps' and Jla test cases. 
5.3 WAVELENGTH-DEPENDENT ABSORPTION AND SCATTERING CONDITIONS 
The inverse model approach that we have adopted here, and which has been widely 
used by others [16,17,25,49-51,53,65], has both advantages and disadvantages over other 
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approaches that extract f..is' and f..ia from multiple measurements at various source detector 
separations (as discussed in section 2.4). The primary disadvantage to our approach is 
the need to provide wavelength-dependent relationships for f..ia and f..is'. In tissue, the 
relationships that are most commonly used are presented in equations [5.1] and [5.2]. 
However, these are simply approximations based on assumptions about the size 
distribution of scatterers, the absorbers present in the tissue, and the effects of the 
restriction of blood to vessels. We investigate here how variations in these assumptions 
are likely to affect the accurate extraction of optical coefficients and physiological 
parameter values. 
5.3.1 Scattering 
The power law representation of wavelength-dependent scattering is widely accepted, 
but some have suggested that to account for the influence of both small scatterers 
(Rayleigh scattering), and larger scatterers (Mie scattering), the expression should be 
expanded to have two power law components (see section 2.1.2) [52-54]: 
( 
A -b A - 4 ) fl~(A) =a (1- fr) (AJ + fr (AJ [5.3] 
where f,. is the fractional contribution of Rayleigh scattering. This allows for fitting of a 
wider range of wavelength versus f..is' shapes that may be more representative of tissue, 
but it also introduces another fitting coefficient which is undesirable when trying to find a 
unique fit during the least-squares fitting procedure. To evaluate the relative benefit of 
including the extra Rayleigh scattering term, we construct f..is' spectra using the two-term 
power-law equation (with Rayleigh component), and calculate the errors in optical 
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coefficients that result from assuming the original one-term power law description 
(without Rayleigh component) during fitting. 
By inspection, the differences between the two-term and one-term Jls' spectra are 
greatest when the Rayleigh fraction,f,., is close to 20%, and when the Mie power term, b, 
is small. Further, there is no dependence on the coefficient a. In Figure 5.4, two-term Jls' 
spectra were constructed with a= 10 cm-1,f,. = 0.2, and b = 0.5 and 2. Fits to the spectra 
using the one-term expression show that when b is large, the one-term expression still 
describes the two-term spectra relatively well. In other words, as expected, the closer the 
Mie scattering power, b, is to 4 (the Rayleigh scattering power), the more similar the 
shapes of the two terms will be, and thus the better a one-term fit will be. 
45 
-... 
' E 40 (J 
-- Two-term, b = 0.5 
----- One-term fit 
-
"' 
-- Two-term, b = 2 
::1.. 35 
~ ----- One-term fit 
Q) 30 0 
(.) 
C) 25 c: 
·;:: 
Q) 
:t:: 20 m (J 
en 
"C 15 
Q) 
(J 
:I 10 
"C 
Q) 
0::: 
5 
400 500 600 700 800 
Wavelength (nm) 
Figure 5.5 Two-term reduced scattering coefficient spectra with a= 10 cm-1,f,. = 0.2, and b = 0.5 
and 2. Black dashed lines are fits to the data using the one-term fl s ' expression. 
From these two spectra and the three Jla spectra from Figure 5.lb, a set of nine 
reflectance spectra was generated. Using the standard probe model withy = 2.05, and 
assuming a one-term f..ls' spectral dependence, fits to the set of reflectance spectra were 
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performed, and errors in optical and physiological parameters were evaluated. Figure 5.5 
illustrates the generated reflectance spectrum for a= 10, b = 0.5,f,. = 20%,jj = 2%,/2 = 
75%, and r = 10 J.lm, and the fitting errors that result from assuming a one-term lls' 
spectral dependence. Table 5.5 presents the errors for each sample f.l s' spectra averaged 
over the three f.la sample spectra. Note that the incorrect fls' assumption leads to errors 
not only in f.ls', but also in f.la, because the fit tries to compensate for the unexpected lls' 
shape by varying the absorption spectra, particularly through the blood vessel radius, r. 
Further, the errors in the scattering dependent terms are significantly smaller than for the 
absorption dependent terms, and are particularly large when fla is small. 
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Figure 5. 6 Fitting results to reflectance data built using a two-term fl s ' spectral 
relationship with but fit using a one-term fls' spectral relationship. (For both cases, a = 
10, b = 0.5,f,. = 20%,jj = 2%,/2 = 75%, and r = 10 11m). 
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a fi h r f.ls 1 ,mea/1 f.la,mea11 
b = 0.5 5.4% 28.1% 28.2% 55.1% 3.6% 48.5% fr= 0.2 
b=2 1.5% 7.1% 3.8% 12.6% 1.1% 8.6% fr= 0.2 
Table 5. 5 Average errors in the physiological and optical property values from 
incorrectly assuming a one-term Jls' spectral relationship, when the true tissue 
is better described by a two-term f.ls' spectral relationship. 
The main concern in using the two-term scattering coefficient description is that it 
introduces an additional fitting term, which may lead to non-unique fitting results in the 
least-squares analysis. To investigate this concern, reflectance spectra using the original 
set of sample f.ls' and f.la spectra (Figure 5.2) were constructed using the standard probe 
model (withy = 2.03). They were then fit using the same reflectance model, but now 
assuming a two-term f.ls' spectral dependence. The starting value ofj;. was purposely set 
to a value greater than 0. Average errors in the physiological and optical property values 
of the resulting fits were all found to be less than 1.5% indicating that using an additional 
fitting variable, even when it is unnecessary, does not lead to non-unique solutions. 
Hence, the benefit of including the two-term f.ls' expression in the inverse fitting analysis 
far outweighs the potential errors that could arise from fitting with too many degrees of 
freedom. 
5.3.2 Absorption 
Several assumptions go into the construction of the wavelength-dependent spectrum 
for f.la, including the absorbing chromophores present in the sample, the spectral 
extinction coefficients for each chromophore, and the effect that the packing of blood into 
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vessels has on the extinction coefficient spectrum (the effect of chromophores that are not 
homogeneously distributed). The potential impact of these assumptions is briefly 
examined here. 
5.3.2.1 Missing Absorber 
Depending on the type of tissue, chromophores other than oxy- and deoxy-
hemoglobin may be present, albeit in much smaller concentrations. To reduce the 
number of fitting coefficients and degrees of freedom, we generally assume that 
hemoglobin is the only significant absorber, but when making spectral measurements on 
breast tissue, for example, other absorbers like beta-carotene also need to be included to 
account for the presence of adipose tissue. Here, we examine the errors that can result 
from ignoring the existence of an absorber like beta-carotene (see extinction spectra in 
Figure 2.2). In the error analysis, the standard set of lls' and f.ia test spectra (Figure 5.2) 
were used, but with the beta-carotene spectrum added to each f.ia spectrum such that the 
absorption coefficient of beta-carotene at its peak wavelength ( -450 nm) was either 1%, 
5%, or 10% of the absorption coefficient contribution from hemoglobin. This 
corresponded to beta-carotene f.ia contributions between 0.02 and 2.3 cm-1, and molar 
concentrations between 0.4 and 40 J.!M, which is consistent with values found 
experimentally in breast tissue. The standard probe geometry (withy= 2.05) was used to 
construct the sample reflectance spectra, and was then used to fit the spectra assuming 
that hemoglobin was the only absorber. Figure 5.7 illustrates a sample reflectance 
spectrum (a = 16, b = 1, jj = 5%, J2 = 75%, and r = 10 J.!m), the fit neglecting beta-
carotene absorption, and the resulting errors in f.ia and f.is'· For this case, the beta-carotene 
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concentration used was moderate: 20 J.!M corresponding to f.la = 1.1 cm-1 (5% of 
hemoglobin absorption). Even though its contribution is not dramatic in the reflectance 
spectrum, it is enough to lead to significant errors in /-la and 1-ls'· 
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Figure 5. 7 Fitting results to reflectance data built from a f.la spectra that includes 
absorption from beta-carotene (at a concentration of 20f-lM), but fit assuming no beta-
carotene contribution. (a= 16, b = 1, jj = 5%,f2 = 75%, and r = 10 f.lm). 
Beta-Carotene b fi Ji #s1,mean Contribution a r #a, mean 
1% 0.83% 5.7% 2.4% 1.6% 0.56% 1.5% 4.8% 
5% 3.9% 28.3% 11.3% 7.8% 2.8% 6.9% 21.7% 
10% 6.35% 44.5% 18.5% 13.6% 4.0% 10.9% 35.0% 
Table 5. 6 Average errors in the physiological and optical property values from neglecting to 
include beta-carotene absorption in the wavelength-dependent absorption expression during 
fitting when the 'true' tissue contains beta-carotene. Averaged over all test f.la and ps' spectra. 
Table 5.6 reports the average errors across all scattering and absorption test spectra for 
1%, 5%, and 10% contributions of beta-carotene absorption (as compared to 
hemoglobin). While these data are specific to beta-carotene, it illustrates that when the 
contribution to f.la from an additional absorber is greater than 1%, the errors in both the 
scattering and absorption coefficient values become significant. It was also observed that 
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when beta-carotene was included in the f-la spectral relationship for the inverse fitting, and 
there was minimal to no beta-carotene contribution in the reflectance spectrum, the least-
squares algorithm had difficulty fmding a minimum, and often aborted before providing a 
result. Hence, care should be taken to fully understand the absorbers present in a tissue 
sample, and only include those species that are expected to contribute more than 1% to f-la 
at its peak wavelength. 
5.3.2.2 Incorrect Hemoglobin Absorption Spectra 
Another factor that will impact the inverse fitting results is the choice of extinction 
coefficient spectra that are used to represent oxy- and deoxy- hemoglobin absorption. 
The most widely used spectra were compiled by Scott Prahl, and are available on the 
Oregon Medical Laser Center web page [27]. Both Amelink et al., and Finlay and Foster 
[17,128] have examined the performance of these spectra against several other spectra in 
the literature. From experimental observation, they concluded that the spectra published 
by Zijlstra et al. [129] was more accurate in the wavelength range 450-800 nm. In the 
range 400-450 nm, the oxy-hemoglobin spectrum from Prahl was adopted, and for deoxy-
hemoglobin, the spectrum from van Assendelft was adopted [130]. Figure 5.8 plots 
both the Prahl spectra, and the combined spectra first suggested by Finlay and Foster. 
The differences in the spectra are not large, but to determine how even modest 
differences in the absorption spectral shape can contribute to errors in property 
extraction, error analysis was performed using the standard set of f-la and f-ls' test spectra 
(Figure 5.2). The f-la spectra were constructed using the combined Finlay hemoglobin 
absorption curves. The standard probe geometry (withy= 2.05) was used to construct 
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the sample reflectance spectra, and was then used in the inverse fitting procedure 
assuming that the hemoglobin absorption spectra had the form described by Prahl. Table 
5. 7 reports the average errors across all scattering and absorption test spectra when the 
incorrect hemoglobin spectra are assumed during the fitting procedure. Errors in f..la are 
the most pronounced, especially for the oxygen saturation term, J2, as was also observed 
by Amelink et.al [128]. However, the errors are smaller here than those reported from 
previous sections, and hence, while the choice of hemoglobin spectra is not insignificant, 
errors that result from other sources are of more concern. 
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Figure 5. 8 Comparison of the hemoglobin absorption spectra 
of whole blood from Prahl and Finlay [17,27]. 
a b fi /:z r /Js1,mea11 /Ja,mea/1 
0.4% 4.0% 1.9% 6.4% 2.9% 0.9% 9.0% 
Table 5. 7 Average errors in the physiological and optical property values from assuming 
the incorrect hemoglobin absorption spectra. Averaged over all test f..la and !ls' spectra. 
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5.3.2.3 Incorrect Vessel Packing Factor Form 
As was discussed in section 2.1.1, It has been observed that the packing of 
hemoglobin into vessels, rather than being homogeneously distributed, alters the effective 
absorption coefficient of the sample. This effect is directly proportional to the 
dimensionless quantity Jla r, the product of the absorption coefficient and the average 
blood vessel radius, and can be mathematically described by scaling the anticipated Jla 
(that would be observed if blood was homogeneously distributed in the tissue), by a 
scaling term known as the vessel packing correction factor, C corr· Several authors have 
developed different analytical forms for this, but as van Veen et al. reported, they are 
similar, and can be most simply described with the form presented by Svaasand et.al [33]: 
_ {1 -exp (- 21la,bl (A. )r )} 
Ccorr(r,A.)- 2 ( 1 ) lla,bl ll. r [5.4] 
where Jl a.bt is the absorption coefficient of whole blood, Jla,bt('A)=j2EHbo(A)+(l-f2)EJib. The 
effective absorption coefficient is then: 
[5 .5] 
However, all of the proposed correction equations in the literature were developed using 
several simplifying assumptions: 1) all vessels have the same radius, 2) vessels are 
modeled as parallel cylinders and 3) the vessels are equidistantly spaced in the tissue. 
Further, verification experiments using diffuse reflectance measurements have only been 
demonstrated for larger, diffuse regime source-detector separations. Thus, it is unclear 
whether these expressions hold for randomly oriented blood vessels, with a distribution 
of sizes, or when measured using small source-detector separations. In this section, we 
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examine the effects of neglecting C corr in the inverse analysis entirely, and also how 
inaccuracies in the exact form of C corr might affect the accurate extraction of 
physiological and optical properties. 
The error analysis procedure was first applied to determine the implications of 
neglecting the vessel packing effect entirely. The test set of f-La and f-Ls' spectra were 
constructed using the vessel packing correction term (equation [5.5]). Reflectance 
spectra were generated using the standard probe geometry (with y = 2.05), and then 
analyzed in the inverse direction without including C corr· Figure 5.9 illustrates an 
example reflectance spectrum (a= 8, b = 1, jj = 2%,h = 75%, and r = 10 Jlm), and the 
resulting f-La and f-Ls' extracted results from the fitting analysis. The consequences of 
neglecting C corr are quite dramatic, not only in the extracted absorption properties, but 
also in the scattering properties. And unlike the other potential sources of error, the least-
squares procedure yields very poor fits to the data. Table 5.8 reports the physiological 
and optical property value errors averaged over all test spectra. Individual errors in f-La 
were even found to exceed 100% in some cases. Because absorption is significantly 
smaller in the wavelength range > 500 nm, the vessel correction factor should in theory 
have less impact. To test this, the error analysis procedure was also conducted on the set 
of test spectra for the wavelength range 500 - 800 nm. Although C corr is not as critical 
when restricting fitting analysis to above 500 nm, significant errors can still result, 
particularly in the blood volume fraction,jj. 
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Figure 5.9 Fitting results to reflectance data built from a f.-la spectra that includes 
the vessel packing correction, but fit without the correction factor. 
(a= 8, b = 1, f1 = 2%,j2 = 75%, and r = 10 J-lm). 
il a b Ji Ji P.s' ,mean Jla,meaiJ 
400- 8.5% 29.5% 70.8% 31.4% 9.0% 70.1% 800nm 
500- 1.6% 5.5% 24.0% 5.0% 1.2% 15.6% 800nm 
800 
Table 5.8 Average errors in the physiological and optical property values from failing to account 
for the vessel correction factor during the inverse fitting procedure. Averaged over all test f.-la 
and f.-ls' spectra. Results presented for two different ranges of wavelengths. 
The second aspect of the vessel packing factor that we wish to investigate is how 
alterations to the formula for the correction factor will affect the fitting results. Without 
extensive investigation, it is difficult to determine the exact form of this relationship. 
However, it is reasonable to assume that the value Ccorr decreases monotonically with 
increasing blood vessel radius and absorption coefficient. With this constraint in mind, 
three additional forms of C con· were investigated. The first, a "modified original" form, is 
identical to the original (equation [5.4]), except the factor of 2 is changed to a factor 3, 
which corresponds to a stronger dependence of C corr on J.la r. For the second, a simple 
exponential expression was adopted: Ccorr(r, A.) = exp ( -0.5 * fla,bl(il)r) , and for the 
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third, a linear decay was considered: Ccorr(r,.il) = (1- J.la,bz(.il.)r/10). All three 
modified correction terms, along with the original, are plotted in Figure 5.10. For error 
analysis, each of the modified expressions was used when constructing the f.la test spectra. 
Reflectance spectra were generated using the standard probe geometry (withy = 2.05), 
and then analyzed in the inverse direction using the original Cco/T expression (equation 
[5.4]) to determine the implications of assuming an incorrect form for Ccorr· 
... 
0 
-0 co 
u.. 
c 
0 
:;:: 
0 0.4 e 
... 
0 
(.) 
0.2 
0 
0 2 4 
--Original 
-- Modified Original 
-- Simple Exponential 
-- unear 
J..l *r a 
6 8 10 
Figure 5.10 Various proposed forms of the vessel packing correction expression, Ccorr 
Perhaps surprisingly, the extraction errors were fairly small for all physiological and 
optical coefficient values other than the average blood vessel radius, r, itself. 
Specifically, when using the modified version of the original Ccorr expression (green line 
in Figure 5.9), error in r was 50%, but all other errors were less than 1%. For the simple 
exponential expression (red line in Figure 5.9), error in r was 32%, while errors in the 
scattering related results (a, b, f-ls') were less than 1% and errors in absorption related 
results (fj, J2, f.la) were less than 10%. Even with the linear relationship (cyan line in 
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Figure 5.9), while error in r was 89%, but all other errors were less than 3%. Further, 
while the errors in mean blood vessel radius, r, were large when the incorrect C can· 
equation was assumed, they were consistent across the entire test set (the 12 sets of 
parameters). Therefore, even if the C carr expression used in the inverse fitting algorithm 
is not the best representation of the vessel packing effect in real tissue, extracted values 
for r will all be biased by the same amount and in the same direction. This is important 
because when using the extracted physiological and optical property values in a 
diagnostic algorithm, knowing the exact value of the blood vessel radius is less important 
than knowing the relative differences between diseased and non-diseased classification 
values. 
From the investigation of the vessel packing correction factor presented here, several 
conclusions can be drawn. First, the incorporation of some correction factor to scale the 
J.la spectra to account for compaction is critical; decent fitting to the reflectance data is 
nearly impossible without it. Second, even if the form of the C carr expression is not 
correct, errors in the extracted scattering and absorption related variables are minimal, 
and the error in extracted blood vessel radius, r, are consistent. Hence, further 
investigation into identifying the most physiologically appropriate expression is not 
critical unless the value of the average blood vessel radius is desired with a particular 
degree of accuracy. 
5.4 PROBE GEOMETRY 
In Chapter 4, the role of probe geometry on forward reflectance models was 
investigated. Unlike tissue phase function or the wavelength dependence of J.ls' and J.la, 
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the geometrical specifications of a probe, like probe size, fiber separation and fiber NA 
are, generally easy to identify, and, therefore, with careful attention to detail, errors 
related to geometry uncertainty can be largely avoided. However, because the reflectance 
relationships vary with probe geometry, especially as a function of fiber separation, the 
errors that result from uncertainty in tissue phase function, for example, are likely to 
exhibit different trends depending on the measurement conditions. In this section, we 
investigate the errors that result from inaccuracies in measurement specifications, and we 
also examine how the use of different probe geometries affect the errors resulting from 
inaccurate assumptions regarding the tissue phase function and wavelength-dependent Jls' 
and Jla descriptions. The results can help guide the ideal choice of probe geometry for 
minimizing errors during the analysis of in vivo reflectance data. 
5.4.1 Fiber Separation 
Ideally, reflectance data should be analyzed using a forward model built specifically 
for the exact dimensions of the probe used to collect the data. In clinical studies, 
however, reflectance spectra may be collected using multiple probes, each with slightly 
different geometry specifications, such as fiber separation. Here we investigate how 
using a model built for the incorrect source detector separation can influence the accurate 
extraction of physiological and optical properties. The standard error analysis was 
performed by generating reflectance spectra using a model assuming p = 218 J..Lm (withy 
= 2.03), and then fitting the data using the standard geometry model that is characterized 
with p = 250 J..Lm (and y = 2.03). In general, the extracted optical parameters were 
overestimated, but the magnitudes of the errors were nearly all less than 10%, as reported 
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in Table 5.9, even with over a 30 Jlm inaccuracy in the separation distance. Therefore, 
smaller uncertainties in fiber separation are unlikely to lead to dramatic errors, but for the 
best performance, making the effort to build and use a forward model with the correct 
separation distance is a simple way to ensure better accuracy. 
a b fi Ji r f1s1,mea11 f1a,mea11 
5.7% 2.6% 7.5% 6.6% 6.2% 5.8% 10.6% 
Table 5.9 Average errors in the physiological and optical property values from using a 
model with p = 250 J.lm, when the actual fiber geometry hasp= 218 J.lm. Averaged over 
all test f.la and f.ls' spectra 
Of greater interest to us is the role that fiber separation choice has on the overall 
performance of the inverse model. For this, error analysis calculations similar to those 
performed in section 5.3 (errors that result from inaccurate assumptions about the 
wavelength dependent f.ls' and f.la spectra) were repeated using models representative of 
separation distances p = 500 Jlm, 1 mm, 3 mm, and 5 mm, instead of p = 250 Jlm. In 
other words, we investigated how fiber separation affects sensitivity to errors from other 
parameters. The results revealed that as separation distance increased, the errors for the 
scattering-related parameters (a, b, and f.ls') also increased significantly, along with the 
error for the average blood vessel radius, r. The errors of these four parameters had 
average values that were five to eight times larger when using p = 5 mm as compared to 
using p = 250 Jlm. 
The observation concerning high scattering error can be explained by overall variation 
in reflectance spectra that are expected over the range of possible f.ls' and f.la values. 
Figure 5.11 illustrates the reflectance spectra constructed based on a1112 combinations of 
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the f.ls' and f.la test spectra, as presented in section 5.1, using both the standard probe 
geometry with p = 250 ).!ill, and p = 5 mm. Note that the differences between spectral 
amplitude and shape are significantly greater for the 250 ).!ill separation case. This can be 
attributed to two factors. First, as can be observed in Figure 4.13a from the previous 
chapter, the range of reflectance values is much greater as a function of scattering for 
smaller source detector separations. And secondly, because absorption is significantly 
stronger at larger separation distances, especially when hemoglobin absorption is highest 
for wavelengths below 600 nm, the reflectance signal can become almost negligible. 
Without variations in amplitude and shape across the entire spectrum, the least-squares 
minimization routine has a difficult time differentiating between signals of different 
optical parameters. 
p = 250 p=5mm 
3.5 3.5 
~ :;- --11; spectra #1 
~ ~ 3 -· . - 11; spectra #2 
Q) Q) 2.5 -- 11; spectra #3 CJ 2.5 CJ 
c: c: --11; spectra #4 
Ill Ill 
-
2 - 2 -- 11a spectra #1 CJ CJ Q) Q) 
-----· lla spectra #2 1;: 1;: 1.5 Q) Q) 
0:::: 0:::: .......... , lla spectra #3 
Q) Q) 
> > ; ; 
Ill Ill 0.5 Qj 0.5 Qj 
0:::: 0:::: 
0 
500 600 700 800 400 500 600 700 800 
Wavelength (nm) Wavelength (nm) 
Figure 5.11 Reflectance spectra constructed from all 12 combinations of f.ls' and f.la test 
spectra for probe geometries having separation distances a) p = 250 J.lm and b) p = 5 
mm. Different colors correspond to different f.ls' spectra and different line styles 
correspond to different f.la spectra. 
Conversely, the errors in the other absorption related parameters (jj, f2, and f.la) were 
lowest at a separation distance of 1 mm by a factor of roughly 2. This is just below the 
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'magic' separation distance reported by Mourant et al., and discussed in section 4.4, for 
which pathlength, and thus absorption is independent of scattering variations. Error in 
the average blood vessel radius however still increases significantly with separation 
distance due to the fact that the effects of vessel packing is stronger for higher absorption. 
The determination of the average blood vessel radius is thus determined by reflectance 
variations when fla is large. But at large separation distances, high fla leads to extremely 
small signals, and thus the fitting algorithm cannot accurately identify the small 
variations in reflectance attributable to variations in blood vessel radius. 
Phase Function Dependence 
As established in Chapter 4, the dependence of reflectance on fiber separation is 
phase-function-dependent. In section 5.1, the errors in physiological and optical fitting 
parameters that result from inaccurate assumptions about the phase function were 
examined for the standard probe geometry with p = 250 flm. Here, we analyze the errors 
that result from inaccurate phase function assumptions for p = 500 flm, 1 mm, 3 mm, and 
5 mm. The same analysis procedure that was described in section 5.2 is used here. 
Reflectance spectra are constructed from all 12 combinations of test fls' and fla spectra, 
assuming a wavelength dependence of y based on Mie theory phase functions calculated 
using fractal size dimensions, a = 3.75, 3.18, and 2.60, corresponding to average y 
values at 600 nm of 1.75, 2.03, and 2.30, respectively. All reflectance spectra are then 
analyzed using an inverse model assuming a constant y = 2.03. The errors for all tested 
reflectance spectra are presented in Table 5.10, representing the expected errors due to 
both wavelength dependence ofy and incorrect assumption about the average value ofy. 
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The average errors for p = 500 J..Lm are significantly lower than any other separation 
distance, while the errors for p = 3 mm and 5 mm are at least 2 times larger than any 
other separation distance. The reasons for these trends are based both on the general 
effects of source detector separation, discussed above, and also on the regions of the 
dimensionless scattering versus reflectance plot (Figure 4.14) where variations in 
reflectance due to y are at a minimum. Specifically, at p = 500 J..Lm, the reflectance 
isobestic point falls directly in the middle of the physiologically relevant range of f-Ls' and 
f-La for tissue. With minimal variation in reflectance due to y at this point, the errors that 
result from uncertainty in the tissue phase function are also at a minimum. 
p a b Ji Ji r f-Ls 1 ,mea11 f.1a,mea11 
250 J..Lm 9.9% 13.5% 13.4% 5.3% 16.1% 9.8% 13.0% 
500 J..Lm 3.3% 8.8% 7.2% 4.4% 5.0% 4.1% 7.2% 
1mm 7.5% 12.4% 7.5% 5.1% 8.2% 7.9% 8.4% 
3mm 20% 51% 21% 16% 101% 22% 41% 
5mm 36% 54% 35% 12% 97% 39% 53% 
Table 5.10 Average errors resulting from inaccurate assumptions about the phase 
fimction of tissue when performing inverse calculations: both due to wavelength 
dependence ofyand incorrect average value ofyused. Reported as averages over all 
test cases of y wavelength dependence, and f-Ls' and f-La test spectra. 
This error analysis is applicable to situations during which only one measurement at 
one fiber separation is being used, and the effects of phase function variation are 
undesirable. But, as introduced in section 4.6, if multiple measurements at multiple fiber 
separations are analyzed simultaneously, the extra information can be used to estimate 
the phase function dependent y value, which can be useful during tissue classification as 
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another diagnostic variable. Here, we examine the errors that result in the physiological 
coefficients, optical coefficients, and now y values that result when two measurements 
are fit to their respective geometry models simultaneously. To do so, reflectance spectra 
are again constructed from all 12 combinations of test f.'s' and f.la spectra, assuming a 
wavelength dependence of y based on Mie theory phase functions calculated using 
particle size dimensions, a= 3.75, 3.18, and 2.60, corresponding to average y values at 
600 nm of 1.75, 2.03, and 2.30, respectively. Pairs of reflectance spectra, corresponding 
to two different p geometries are then fit simultaneously, allowing for the average value 
of y to be a free fitting parameter. The resulting errors, averaged over all test f.'s' and f.la 
spectra, and the three tissue phase functions (with a= 3.75, 3.18, and 2.60), are presented 
in Table 5.11, representing the expected errors due to wavelength dependence ofy, for a 
select number of fiber separation pairs. 
PI P2 a b Ji Ji r Jls1,mea11 Jla,mea11 y 
250 J.lm 500 J.lm 0.68 7.5 6.5 3.9 5.0 6.5 1.3 3.8 
250 J.lm 5mm 4.3 11.8 2.9 3.2 11.4 4.4 7.1 8.9 
500 J.lm 1mm 0.67 3.8 4.0 1.8 1.1 3.4 2.7 2.4 
500 J.lm 3mm 0.72 3.6 2.4 1.5 2.1 2.3 2.7 2.3 
1mm 3mm 1.3 5.1 3.1 1.2 2.0 2.5 3.1 3.5 
3mm 5mm 3.6 9.3 3.2 1.7 26.1 6.2 4.8 6.5 
Table 5.11 Average errors resulting/rom wavelength dependence ofywhenfitting reflectance 
spectra from pairs of fiber separation distances, and assuming a constant y. Reported as 
averages over all test cases of y wavelength dependence (a), and fls' and fl. a test spectra. 
The most important observation from Table 5.11 is that using multiple reflectance 
spectra simultaneously during fitting significantly reduces the errors in physiological and 
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optical coefficient results, as compared to using only one reflectance spectrum (Table 
5.1 0). Even when the 5 rnrn separation distance is included, the additional information 
from the extra spectrum reduces errors to less than 10%, on average. The extraction of y 
is also fairly accurate, with average fitting errors less than 5%. Further, when examining 
the sources of error due to inaccuracies in the wavelength-dependent f-Ls' and f-Ls' 
expressiOns, fitting two reflectance spectra simultaneously, instead of one, also 
drastically reduces the resulting error. Combinations of fiber separations that result in the 
lowest fitting errors are the pairs: 500 J.Lm I 1 rnrn and 500 J.Lm I 3 rnrn. The reasons for 
this are not entirely clear, but it is most likely related to the phase function isosbestic 
point for p = 500 J.Lm, and the scattering independence ofpathlength for p = 1 rnrn. As an 
example, reflectance spectra, their least-squares fits, and the resulting errors in Jls' and Jla 
are illustrated in Figure 5.12 for the 500 J.Lm I 3 rnrn fiber separation pair, using the input 
parameters, a= 16 cm-1, b = 2,jj = 0.5%,/2 = 0.75%, r = 10 J.Lm, and a= 3.18 
(corresponds toy= 2.03 at/...= 600 nrn). 
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Figure 5.12 Fitting results to reflectance data built from two fiber separations: p = 500 J.l.m, and 
p = 3 mm, assuming a ydependence with wavelength (a= 3.18), but fit (simultaneously) 
assuming a constant y= 2.03 (a= 16, b = 2, jj = 0.5%,h = 75%, and r = 10 J.l.m). 
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These results illustrate the tremendous benefit that can be obtained from collecting 
even one additional reflectance measurement, not only for the determination of y 
information, but also for reducing the errors that occur due to other sources of 
inaccuracies. Care must be taken however when selecting source detector separations for 
in vivo applications. As discussed in section 2.5.1.2, many biological tissues of interest 
have layered structures, each layer having different physiological and optical properties. 
Variation in source detector separation strongly affects the mean photon penetration 
depth, and so reflectance information at different distances will characterize different 
volumes of tissue. The simultaneous analysis of multiple fiber distances assumes a 
homogeneous medium, and so the inhomogeneous nature of layers will result in 
potentially significant errors. To minimize this, for epithelial layers, fiber separations 
should be chosen that are as close together as possible. From the analysis presented here, 
there is no dependence of errors on the difference between the two fiber separations 
chosen, and so fortunately, there is no disadvantage of selecting separations as close 
together as 250 11m. 
5.4.2 Fiber Size and NA 
Because fibers used to build reflectance probes are well characterized in terms of their 
diameter and NA, there is not much to be gained from examining errors that result from 
assuming incorrect values. Rather, of greater interest is to assess how the choice of 
values for these variables may affect the errors that result from other sources of 
uncertainty, like phase function. For this, the same analysis procedure that was described 
in the phase function portion of the fiber separation analysis, above, is used here. 
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Reflectance spectra are constructed from all 12 combinations of test fls' and /la spectra, 
assuming a wavelength dependence of y based on Mie theory phase functions calculated 
using fractal size dimensions, a = 3.75, 3.18, and 2.60, corresponding to average y 
values at 600 nm of 1.75, 2.03, and 2.30, respectively. All reflectance spectra are then 
analyzed using an inverse model assumes a constant y = 2.03. The resulting errors for 
various fiber sizes: 100 !liD, 200 11-m, and 400 !liD, all with p = 500 11m, were comparable 
for all sizes. And the resulting errors for various NA values: 0.11, 0.22, and 0.44, all with 
p = 250 !!ill, were comparable for all NA. This is consistent with the fmdings in Chapter 
4 which illustrated that there were no dramatic differences between the trends of the 
scattering and absorption reflectance relationships as a function of fiber size or NA, 
indicating that the choice of these fiber characteristics should be based on experimental 
factors, like signal to noise constraints, rather than modeling accuracy. However, we 
note that the reflectance relationships are different enough that if a forward model with 
the wrong fiber size or NA values is used during the inverse fitting, errors will result. 
5.4.3 Surface Reflection at Probe Interface 
In most forward reflectance models, the influence of reflectance at the tissue-probe 
interface is neglected for probe structures other than the fibers, and the area above the 
tissue is considered to be air only. In Chapter 4, we investigated how taking into account 
the variations in the material properties of a probe, like refractive index, affects the 
forward scattering model. For small-source detector separations, variations in the 
reflectance relationships were moderate, but for large separations, the effects of variation 
at the tissue-probe interface surrounding the fibers were significant enough to alter the 
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shape of the reflectance versus dimensionless scattering curve. Here, we examine the 
implications of failing to account for the presence of epoxy and/or metal at the interface. 
Reflectance spectra were constructed from all 12 combinations of test Jls' and Jla spectra, 
using the reflectance forward models that assumed tissue-probe interface variations 
corresponding to probes that were constructed of either metal or epoxy. The two 
geometries presented in section 4.4.4 were used, corresponding to fiber separation 
distances of p = 218 )liD, and p = 2 mm (withy= 2.03). Reflectance spectra were then 
analyzed using a model assuming the material above the tissue to be air. · 
p a b fi /2 r f.l s 1 ,111 ean f.la,mean 
250 ).!ill 2.8% 4.4% 4.0% 3.7% 6.5% 2.8% 4.2% 
2mm 14.6% 34.4% 24.0% 17.8% 55.0% 15.4% 32.6% 
Table 5.12 Average errors resulting from using an inverse model that assumes an air-tissue 
interface to analyze reflectance spectra when the true interface is metal-tissue. Reported as 
averages over all test f.l s ' and f.la test spectra, for two different fiber separations. 
The errors that result from a model assuming an air-tissue interface to analyze 
reflectance spectra built with a metal-tissue interface are presented in Table 5.12 for both 
fiber separation geometries. For p = 218 )liD, the errors are all quite low. In contrast, the 
errors for the p = 2 mm case are significantly larger: 30% on average. Errors were also 
examined for the case where the inverse model represents an epoxy-tissue interface, but 
the reflectance spectra were built assuming a metal-tissue interface, corresponding to 
uncertainty in the refractive index or reflectivity of the probe construction material. The 
results were comparable to the errors in Table 5.12, indicating that knowledge of the 
probe fabrication is essential when building a forward model. Fortunately, with the MC 
program developed as part of this thesis, this is not difficult to do. 
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5.5 CALffiRATION PHANTOM 
As was discussed in section 2.2 and 2.3, because absolute reflectance is nearly 
impossible to measure directly, reflectance is measured and reported as relative 
reflectance, which is the raw reflectance signal (all wavelengths) divided by the raw 
reflectance signal from a calibration phantom (at a single wavelength). This allows for 
scaling of the reflectance spectra such that their amplitudes are directly related to the 
magnitude of the reduced scattering coefficient. The choices for calibration 
characteristics and wavelength are arbitrary as long as the same ones are consistently 
used. When using the same calibration phantom, relative reflectance measurements are 
then comparable between systems and over time. It is helpful to remember that the 
purpose of this calibration phantom is not the same as that of the Spectral on calibration, 
whose purpose is to correct for the system spectral response. 
In Chapter 4, the calibration phantom was assumed to be a mixture of titanium dioxide 
dispersed in epoxy, with f..ls' = 10 cm-1 at Ao = 600 nm. These specifications were used 
when simulating the calibration reflectance measurements in Monte Carlo. A variety of 
factors can influence the simulated/observed reflectance measurement aside from choice 
of 1-ls' and f-la, including the exact form of the phase function and the refractive index of 
the phantom. Uncertainties in these parameters will lead to uncertainty in the calibration 
reflectance amplitude, and consequently uncertainty in the relative reflectance 
relationships described by the forward model. The effects of these uncertainties are 
explored here. 
Inaccurate assumptions about any of the characteristics of the calibration phantom will 
175 
cause all of the relative reflectance measurements described by the forward model to be 
'off by a constant factor. So, instead of investigating the direct effects of inaccuracies in 
phantom phase function and refractive index, we simply examine how relative errors in 
the simulated reflectance amplitude of the phantom impact the accurate extraction of 
physiological and optical coefficients when using the inverse model. The error analysis 
procedure from section 5.1 is used with the standard probe geometry (withy = 2.03). 
Reflectance spectra are generated and scaled by a constant factor, emulating error in the 
calibration reflectance value of 5%, 10%, or 20%. The resulting errors in physiological 
and optical coefficient values are listed in Table 5.13. The largest errors occur for the 
amplitude of the scattering coefficient (a and #s'), while errors for the absorption related 
terms and the scattering slope, b, are relatively low (on average, < 5%). This indicates 
that building the forward model using inaccurate assumptions about the characteristics of 
the calibration phantom (which leads to error in the resulting reflectance measurement) 
primarily causes a uniform shift in the amplitude of the extracted #s' spectra, since errors 
in the scattering slope, b, are minimal. This amplitude error is directly proportional to the 
error in the estimated calibration reflectance. 
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Error in b Ji /2 Ps' ,mea11 calibration R a r Jla,mea11 
5% 4.5% 1.1% 1.5% 1.1% 1.2% 4.6% 1.9% 
10% 9.2% 1.8% 3.1% 1.5% 2.1% 9.2% 3.6% 
20% 19% 3.5% 5.9% 3.2% 4.1% 18.9% 6.8% 
Table 5.13 Average errors in the physiological and optical property values resulting from error 
in the simulated reflectance of the reference phantom as compared to the 'real' reflectance of the 
physical calibration phantom. Averaged over all test f.ia and J.ls' spectra. 
While this error in J.ls' is not ideal, it is encouraging to note that, as was the case for 
errors in average blood vessel radius due to inaccurate vessel packing expressions, the 
error is consistent. Therefore, all extracted Ps' values will be biased by the same amount 
and in the same direction, while errors in the other extracted values will be relatively 
unaffected. One way to reduce the potential error that results from inaccurate 
assumptions about the phase function of the phantom is to design the calibration phantom 
to have ps' equal to the value at the isosbestic point of the reflectance relationships, 
because reflectance is not dependent on y at that point. For a probe geometry with a 
source detector separation of 250 J..Lm, this corresponds to a Jls' of approximately 32 cm-1. 
The impact of this was demonstrated experimentally in section 5.7, where the MC results 
that used a calibration reference with a Jls'P value close to the isosbestic point were in 
excellent agreement with the experimental results, while the MC results that used a 
calibration reference with J.is'P below the isosbestic point demonstrated a scaled 
difference of approximately 15% as compared to the experimental results. 
5.6 CONCLUSIONS 
At present there are no "gold standard" methods for in vivo measurement of 
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physiological and optical properties of tissue for volumes on the order of cubic 
millimeters or less; therefore, it is not possible to directly verify the experimental results 
of in vivo reflectance measurements. Instead, in this chapter we identified a variety of 
sources of uncertainty that may contribute to errors in the extracted physiological and 
optical properties of a tissue, such as tissue phase function, wavelength-dependent 
relationships describing scattering and absorption of tissue, probe geometry, and 
calibration phantom characterization. Reflectance spectra representing variations in these 
sources of error were constructed and analyzed computationally using the model 
relationships developed in Chapter 4. This provided a means to empirically observe how 
uncertainties can be expected to contribute to overall accuracy and performance under 
realistic experimental conditions. 
The results presented indicate that the sources of uncertainty that lead to the largest 
errors in the scattering related parameters (a, b, and !ls') are unknown tissue phase 
function, and poorly characterized calibration phantoms, both of which are related to 
variation in the overall amplitude of the reflectance spectra. It was observed that, in 
general, these sources of error do not affect the ability of the least-squares algorithm to 
fmd a fit with minimal residual, indicating that goodness of fit alone is not sufficient to 
verify the validity of a model. Thus, there is no certainty that the results of a reflectance 
spectral analysis are accurate even if the fit is perfect. Conversely, errors stemming from 
inaccurate descriptions of the wavelength-dependent fl s' and fla expressions are due to 
variations in the expected shape of the reflectance spectra, and are the source of the 
largest errors in absorption related parameters (jj, J2, r, and JLa). These errors will 
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manifest as poor fits to the reflectance data. These observations concerning the goodness 
of fit to a spectrum are not hard rules, however. As an exception, because wavelength 
dependence of the phase function variable, y, can also contribute to spectral shape 
changes, it too can contribute to poor fitting, but to a lesser extent. 
The role of source-detector separation was shown to be a significant factor affecting 
the amount of error expected from tissue related uncertainties. Because of the existence 
of an isosbestic point in the middle of the physiologically relevant range of scattering 
values, at a fiber separation of 500 )lm- (at which point reflectance is insensitive to phase 
function), the errors due to uncertainty in y, particularly in Jls', are minimized at this 
distance. The insensitivity of pathlength, and hence absorption, due to scattering at a 
separation distance between 1 and 2 mm is the reason for the reduction in errors for Jla at 
this distance. With a single measurement, the errors resulting from even small sources of 
uncertainty can be large, easily surpassing 100% under certain conditions, for fiber 
separation distances above 3 mm, due to limited dynamic range of reflectance values at 
these distances. However, the introduction of a second measurement at a second fiber 
separation distance dramatically reduces error, for all sources of uncertainty. The 
introduction of a second measurement also provides an opportunity to estimate the phase 
function parameter, y. Estimating y ensures that phase function variation will be a 
negligible source of error, and it also provides a desirable piece of information 
concerning the physiological characteristics of the tissue. 
Errors resulting from inaccurate description of the dimensions and construction 
materials of the measurement probe were found to result in only moderate error (except 
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for large source-detector separations), which was comparable for both scattering and 
absorption related parameters. However, when considering all sources of error, the 
description of the fiber probe is one area where uncertainties can be reduced simply by 
accurately characterizing the probe. And with the speed of GPU-enabled Monte Carlo 
simulations, it is not unrealistic to develop a separate model for each unique probe 
geometry used in a study. 
Based on these results, we propose a set of measurement and analysis conditions that 
are expected to maximize the accuracy of the desired physiological and optical property 
values as calculated from experimental reflectance spectra. These recommended 
parameters are suitable when there is no need to restrict the measurement volume to a 
very thin superficial (epithelial) layer. Ideally, reflectance measurements should be 
collected using two fiber separation distances, one near 500 )liD, and one between 1 and 2 
mm. This can be achieved using a probe with three fibers: one for illumination, and two 
for collection, with the two collection fibers placed as close together as possible such that 
the photons collected by each fiber sample the same volume of tissue. If only one pair of 
fibers is used, a fiber separation distance should be selected near 500 )liD to minimize the 
errors due to phase function uncertainty. Simultaneous analysis of the collected spectra 
should be performed using inverse models built specifically for the unique characteristics 
of the probe, as determined with Monte Carlo simulations. The wavelength-dependent 
f..is' expression should include the additional Rayleigh component, and the f..ia expression 
should include the vessel packing correction factor. The calibration phantom should be a 
purely scattering phantom with f..is' selected such that its dimensionless scattering value, 
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for large source-detector separations), which was comparable for both scattering and 
absorption related parameters. However, when considering all sources of error, the 
description of the fiber probe is one area where uncertainties can be reduced simply by 
accurately characterizing the probe. And with the speed of GPU-enabled Monte Carlo 
simulations, it is not unrealistic to develop a separate model for each unique probe 
geometry used in a study. 
Based on these results, we propose a set of measurement and analysis conditions that 
are expected to maximize the accuracy of the desired physiological and optical property 
values as calculated from experimental reflectance spectra. These recommended 
parameters are suitable when there is no need to restrict the measurement volume to a 
very thin superficial (epithelial) layer. Ideally, reflectance measurements should be 
collected using two fiber separation distances, one near 500 IJ.m, and one between 1 and 2 
mm. This can be achieved using a probe with three fibers: one for illumination, and two 
for collection, with the two collection fibers placed as close together as possible such that 
the photons collected by each fiber sample the same volume of tissue. If only one pair of 
fibers is used, a fiber separation distance should be selected near 500 IJ.m to minimize the 
errors due to phase function uncertainty. Simultaneous analysis of the collected spectra 
should be performed using inverse models built specifically for the unique characteristics 
of the probe, as determined with Monte Carlo simulations. The wavelength-dependent 
f.ls' expression should include the additional Rayleigh component, and the f.la expression 
should include the vessel packing correction factor. The calibration phantom should be a 
purely scattering phantom with f.ls' selected such that its dimensionless scattering value, 
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f.ls'P is close to 0.7, which is the isosbestic point at which reflectance is insensitive to 
phase function. For a fiber separation of 500 ).!ill, this corresponds to f.ls' = 14 cm-1• 
Fortunately, solid phantoms are now available commercially that are very well 
characterized, at least for f.ls' and f.la, thus providing a higher degree of certainty in the 
calibration reflectance [83]. 
181 
CHAPTER 6 IN VIVO APPLICATIONS 
This chapter includes two studies which demonstrate the applicability of diffuse 
reflectance spectroscopy, and specifically the extraction of physiological and optical 
property information from tissue in vivo. Both studies were completed as part of a 
collaborative relationship with Novartis Pharmaceuticals (Cambridge, MA) involving the 
optical characterization of mouse skin. Our collaboration was originally motivated by a 
question they wished to address regarding the optical impact of melanin in the skin of 
mice on studies they conduct using bioluminescent imaging. From this, surprising and 
interesting observations regarding the optical differences between male and female 
mouse skin were made, leading to a second study. The work reported in the two 
following sections is largely reproduced from the publications that resulted from these 
two studies [131,132]. 
6.1 MELANIN PIGMENTATION 
Introduction 
In drug discovery and development, quantitative molecular imaging of small animals, 
such as bioluminescence imaging (BLI) and fluorescence imaging (FLI), is used to non-
invasively measure specific cellular and molecular events in investigating a variety of 
disease processes [133 ,134]. Bioluminescence light is produced through the oxidation of 
luciferin in the presence of oxygen, adenosine triphosphate (ATP), magnesium, and 
luciferase [133,135]. In creating transgenic reporter animals, to test whether a drug in 
fact activated a gene, luciferase expression can be under the transcription control of a 
gene of interest such that in vivo luciferase production reports specific gene activation 
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that is quantifiable. C57Bl/6 nnce are the preferred background for genetically 
engineered transgenic mice modeling disease, but due to the dark color of their hair, hair 
removal by shaving and/or chemical depilation prior to imaging is required to allow for 
maximum signal collection [134]. However, hair removal disrupts the normal hair growth 
cycle, leading to variations in skin pigmentation. 
The hair growth cycle consists of three phases: a resting telogen phase, where C57Bl/6 
skin is a pale pink color, an active hair growth anagen phase, where the skin becomes 
dark grey or black, and finally, a catagen phase where hair growth stops, and the skin 
transitions back to the telogen phase, returning to a pale pink color [136]. Depilation 
triggers the transition from the resting telogen phase to the active anagen phase, and thus 
a transition from light skin to dark skin. The dark pigmentation may result from the 
collection of melanin in the hair follicles, in preparation for new hair growth during the 
anagen phase [136]. 
Because bioluminescent signal travels through the tissue and skin of an animal before 
being collected, it is subject to optical scattering and absorption interactions along its 
path. These interactions alter the intensity and distribution of signal emerging from the 
animal which is ultimately imaged by the detector. The presence of melanin not only 
makes the skin appear darker, but it is suspected to be a significant source of 
bioluminescence signal attenuation due to its high absorption coefficient [137]. More 
importantly, variability in melanin concentration, either among animals or over time, 
leads to variations in the degree of signal attenuation. Such variability can result in 
misleading interpretations of the actual bioluminescent signal, introducing significant 
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experimental error in in vivo studies. This is particularly problematic for long term in 
vivo studies, where it is necessary to image the same animal multiple times over the 
course of several weeks, and for which depilation is required every 1-2 weeks. This 
limitation in BLI has been discussed [134], but never fully investigated. 
In this work, we quantitatively examined the attenuation ofbioluminescent signals due 
to skin pigmentation in C57Bl/6 mice. A study was performed to systematically measure 
the levels of skin pigmentation in depilated transgenic C57Bl/6 mice over time, and to 
determine how this affects the bioluminescent signal. Bioluminescent signal 
transmission was measured ex vivo by placing dorsal skin from sacrificed animals over a 
BLI simulating phantom. The phantom provided consistent and stable bioluminescent 
light, minimizing experimental variability. 
Diffuse reflectance spectroscopy was used was used here to estimate the level of 
melanin in the skin. Reflectance measurements are collected in conjunction with BLI 
measurements, and the correlation between the reflectance signal and the percentage of 
BLI signal loss is examined. Ideally, this correlation function can be used to estimate the 
percentage of BLI signal loss, based on a reflectance measurement. Applying the 
predicted signal loss percentage to the measured BLI signal produces a corrected value 
that estimates the BLI signal in the absence of pigmentation. This procedure constitutes a 
simple correction method that can numerically compensate for signal attenuation. Use of 
such a method will allow for more flexibility and accuracy in bioluminescent imaging 
studies involving mice with pigmented skin by compensating for one source of 
measurement variability. This will reduce experimental error, which is particularly 
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important during long term studies and reducing number of animals per group. Overall, 
this work highlights the significant effect that variations in mouse skin can have on a BLI 
study, and indicates that these variations should be taken into account in measurements, 
especially when sensitivity to small signal changes is required. 
Materials And Methods 
All animal handling and care was conducted in accordance with the Animal Care and 
Use Committee at the Novartis Institutes for BioMedical Research, Inc. in Cambridge, 
Massachusetts. A total of 18 C57Bl/6 transgenic mice were used for the studies. All mice 
were housed under a normal 12h light/dark cycle, and fed ad libitum standard rodent 
chow, and handled for a week prior to imaging to avoid any nonspecific response. The 
week following handling, mice were depilated. Mice were anesthetized with 2% 
isoflurane in oxygen, and all hair removal took place under a hood. A rectangular region 
of hair on the dorsal side, from the hind legs to the front legs, was first removed using an 
electric razor (Norelco G390, Philips), and the skin was then depilated using the chemical 
Nair® (Church & Dwight Co., Inc.). After reflectance spectroscopy measurements were 
collected, mice were euthanized ·the mice by cervical dislocation while under deep 
anesthesia (isoflurane). The dorsal skin (from the hind to front legs) was sampled, pinned 
to a corkboard and fixed in 4% paraformaldehyde. Skin samples were then routinely 
processed to paraffin block, sectioned at 4 J..Lm and stained with hematoxylin and eosin 
(H&E) for light microscopy examination. 
18 mice were divided into three groups (3 males and 3 females per group), each being 
depilated during a different week of the hair cycle. A total of 3 weeks of depilation were 
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included in this study to capture the transition from telogen to anagen phase. The day 
after the last group was depilated, reflectance spectroscopy measurements were taken in 
vivo on all mice. Animals were then euthanized by cervical dislocation under deep 
anesthesia. Dorsal skin samples were removed and each was placed over the center of 
the bioluminescence-mimicking light source, which was located on the lower left dorsal 
side of the BLI phantom (Caliper Life Sciences). BLI images were taken with a 1 second 
exposure time. This procedure was repeated for all three groups of animals. To ensure 
consistency, histological examination was performed to confirm that the excised skin 
samples were uniform in layer composition. Week 1, week 2, and week 3 data refers to 
data that was collected from groups depilated for the first time on the day before the 
study, one week prior to the study, and two weeks prior to the study, respectively. 
Grayscale values were recorded as a quantitative measure of our visual interpretation 
of skin pigmentation. Using Living Image 2.50.02 software (Caliper Life Sciences), 
regions of interest were drawn over the depilated region of photographic images and the 
average grayscale value, as defmed by average counts per pixel, was used as a measure of 
skin pigmentation level. Image acquisition time was kept constant at 0.2 seconds. 
Pigmentation was found to be relatively consistent over the entire region of interest, so an 
averaged grayscale measurement was deemed appropriate. 
For the diffuse reflectance spectroscopy measurements, the equipment setup described 
in section 2.5 is used. The fiber probe used for delivery and collection of light is 
comprised of two optical fibers with core diameters of 200 )liD, numerical aperture values 
of 0.22, with a center-to-center separation of 250 )liD. The tip of the probe is faceted at 
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45 degrees which, when in optical contact with the skin, limits the photon penetration 
depth to approximately 300 flm. This allows for measurements that are sensitive 
primarily to the layers of skin while minimizing effects from underlying tissues [24]. To 
account for system response, a reference measurement is taken on a solid material that 
diffusely reflects equally at all wavelengths (Spectralon, Labsphere ). All reflectance 
measurements were taken while the mice were under anesthesia (2% isoflurane in 
oxygen), and before acquiring the photographic and BLI images. The mice were probed 
at two separate locations on their dorsal side. These were consistently taken over the left 
shoulder blade, and just above the right hip. 
Grayscale values are reported as the average number of counts per pixel collected in 
the photographic region of interest, which correlates to the depilated area. Reflectance 
values are given as the relative reflectance intensity at 560 nm, the peak emission 
wavelength of firefly luciferase. BLI measurements are reported as the average radiance 
(avg. photons s-1 cm-2 sr-1) in the same region of interest used for grayscale 
measurements. Correlation between reflectance measurements and BLI signal loss was 
modeled as a linear function with the form: 
BLI%Loss =A* Reflectance+ B 
The corrected BLI signal was calculated as: 
B Ll Predicted = B Ll Measured I ( B Ll %Loss I 10 0) 
[7.1] 
[7.2] 
These equations constitute a simple correction method. With experimentally pre-
determined values of A and B (ideally provided from the literature), equations 1 and 2 
can be combined to estimate BLI intensity in the absence of melanin. Percent error 
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results were calculated between predicted BLI values and the average BLI signal of all 
mice in the phantom study week 1 group. 
Results 
Microscopic examination of the skin of a subset of transgenic mice showed that 
depilation induces the anagen phase of the hair growth cycle. The presence of 
melanocytes and melanin pigments in bulbs of fully developed hair follicles in the anagen 
phase accounted for the dark skin pigmentation noted macroscopically (Figure 6.1 ). This 
is consistent with other findings in the literature [ 13 8]. 
Anagen Phase 
Telogen Phase 
.. :l'i •;. 
Figure 6.1 H&E staining of male C57Bl/6 dorsal skin sample at 2 weeks post-depilation. The 
right half shows telogen phase, and the left half shows anagen phase. The assumed source of skin 
pigmentation is from the collection of melanin in the hair follicles during the anagen phase. 
A representative set of BLI images, one from each week is shown in Figure 6.2, and 
Figure 6.3 presents the temporal signal trends for BLI, grayscale and reflectance signals. 
The grayscale and reflectance measurements show minimal change between week 1 and 
week 2 (+/- 4%), and a statistically significant reduction in signal during week 3 (p < 
0.001), which corresponds to high skin pigmentation. The BLI signal trend also shows 
low signal during week 3 and higher signals in week 1 and week 2. BLI signal differences 
between all weeks are statistically significant (p < 0.001). Note in Fig. 6.2 that, at week 
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3, signal attenuation is so great that the skin shows no visible BLI signal transmission due 
to the limits of the false color scale dynamic range of the image. From this we find that, 
on average, strongly pigmented skin, such as that measured in the week 3 group, causes a 
90% attenuation of BLI signal, evidently an amount that can cause significant 
experimental errors. 
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Figure 6.2 Phantom photographic images with BLI signal overlaid. Skin sample is 
placed over light source in week I, 2, 3 images. BLI measurements taken as the average 
signal from the ROI marked. The lack of BLI signal through the highly pigmented sldn 
sample in week 3 illustrates the significant attenuation effects of melanin. 
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Figure 6. 3 Temporal variations in signal from the phantom study. All three measurement 
modalities share a similar temporal trend 
Correlation between the measurements was examined for the purpose of fmding a 
correction factor. As can be seen from the results in Figure 6.4, the correlation between 
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reflectance values and BLI attenuation was found to be slightly stronger than that 
between grayscale and BLI signals. This may be partially attributed to temporal intensity 
fluctuations of the light source for grayscale measurements. Reflectance measurements 
take these variations into account by normalizing the spectra with a signal response 
measurement from the calibration phantom. This makes reflectance spectroscopy the 
more reliable source of melanin estimation. Using the relationship between reflectance 
and BLI signal loss, corrected BLI values were calculated using equation 2, but with a 
40% average error between the corrected and expected BLI values. Errors were 
magnified in cases of small reflectance values and large percent attenuation predictions. 
Thus, these correlation equations are not strong enough to use in a reliable correction 
method. 
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Figure 6.4 . Correlation of ELI versus reflectance, and ELI versus grayscale measurements 
To better understand the cause of the high variability, the role that gender played in 
these studies was further investigated. The data from the phantom study was separated by 
gender and plotted to examine correlation (Figure 6.5). While BLI values were 
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comparable between males and females, reflectance measurements were found to be 1.5 
times larger in males as compared to females . This resulted in data that was well 
separable, and correlation between reflectance values and BLI attenuation was greatly 
improved for each gender. R-squared correlation values rose from 0.66 with no gender 
separation to 0. 73 and 0.92 in this analysis, for females and males, respectively. Similar 
results were observed in the grayscale vs. BLI correlations with gender separation, but 
with slightly poorer correlation values. Corrected BLI values still had errors of 33% and 
39% for females and males, respectively. 
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Figure 6.5 ELI and reflectance signal correlation, separated by gender, suggesting some 
experimental variability is the result of gender differences. 
Discussion and Conclusion 
Results from this study revealed that heavily pigmented skin contributes to an average 
90% loss in bioluminescent signal as a result of melanin absorption. Unfortunately, 
correlation between reflectance measurements and bioluminescence attenuation was not 
strong enough to form a reliable correction factor. A separation of data based on gender 
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improved correlation. However, usmg these correlations to correct for BLI signal 
attenuation still resulted in significant error. 
The observed poor correlation between reflectance measurements and BLI signal loss 
can be attributed to several factors. First is the fundamental difference in measurement 
geometry between BLI (transmission geometry), and gray scale/ reflectance spectroscopy 
(reflection geometry). The tissue-photon optical interaction of BLI signal originating far 
below the skin surface is significantly different from that of photons collected in the 
reflection geometry, where signal is confined to the skin. Thus, the collected signal will 
represent different scattering and absorption properties. Ideally, a technique to quantify 
melanin levels for use in a correction method should collect signal in the transmission 
geometry to best emulate the BLI signal path. Transmission measurements, however, are 
not practical for in vivo applications due to the difficulty in positioning the skin between 
the illumination and collection fibers. 
Another significant factor to consider is that of variation in tissue scattering properties. 
According to Hansen et al., during transition from the anagen phase to the telogen phase, 
not only is there an increase in melanin content, but the combined skin thickness of the 
mouse also increases by approximately 63% [138]. The dermal layer, which is composed 
of high levels of collagen, accounts for over half of this increase. Collagen is a highly 
scattering medium, which produces high reflectance values. The decrease in reflectance 
due to melanin absorption in the anagen phase is thus partially offset by the increased 
amount of highly scattering collagen. This effect may also explain the slightly higher 
reflectance measurements reported in week 2 as illustrated in Figure 6.3. During this 
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transition week (from telogen to anagen), both the melanin concentration and dermal 
thickness are changing. Depending on the relative rates of change, the increased 
scattering from collagen may offset the absorption from melanin, resulting in higher 
reflectance signals as compared to week 1. Increased scattering may also be attributed to 
the inherent scattering properties of melanin. Melanin's high refractive index, coupled 
with its packing in hair follicles, produces significant Rayleigh scattering [139]. 
Increased scattering from thicker skin layers also accounts for the differences m 
reflectance measurements between males and females. As has been reported, male mice 
have a dermal skin layer that is 50% thicker than that of females, and this difference 
results in a significant increase in scattering, and thus reflectance, due to a higher amount 
of collagen [131,140]. Such gender differences not only explain the source of some 
experimental variability, but they also reveal the importance of controlling for gender in 
experimental design by using a single gender, or by analyzing data from males and 
females separately. 
The observations reported here demonstrate that the effects of scattering and 
absorption are highly intertwined with one another, and that variability from non-melanin 
sources limits the reliability of raw reflectance measurements as an estimate of melanin 
concentration. To achieve stronger correlation between reflectance measurements and 
BLI attenuation, it is necessary to isolate the melanin contribution by separating the 
effects of scattering and absorption. Fortunately, a more complex reflectance model has 
recently been developed that is capable of separating scattering and absorption 
contributions through examination of the broadband reflectance signal [24]. This model 
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is capable of estimating the relative concentration of melanin, which can then be used in 
our proposed correction method (equations 1 and 2) in place of the raw reflectance value. 
It is promising that this approach will improve correlation and provide a reliable method 
to compensate for BLI signal loss. One of the challenges in implementing this method is 
in determining the extinction coefficient spectrum of mouse melanin, since the spectrum 
is needed as an input to the model (along with the extinction coefficient spectra of all 
other absorbers). Initial findings suggest that the spectral shape is quite different in 
C57Bl/6 mice as compared to humans. This is a reasonable observation based on the 
visual difference in the color of human melanin (brown) as compared to melanin in our 
mouse model (gray). Because broadband analysis is not possible with grayscale 
measurements, a correction method using digital grayscale photographs is not likely. In 
additional future work, we plan to examine strain-specific differences in skin response 
due to depilation, comparing C57Bl/6, white-haired CD-I mice, and nude mice. These 
results will allow us to determine the exclusive roles that melanin and hair follicles play 
in light attenuation through the skin. 
We conclude that skin pigmentation effects in in vivo bioluminescent imaging studies 
are significant and should be taken into consideration when designing and implementing 
longitudinal studies, particularly if sensitivity to small signal changes is important. 
6.2 GENDER DIFFERENCES 
By some estimates, mice and rats account for up to 95% of all laboratory animals used 
in biomedical testing and research [141] . This includes research in the biomedical optics 
field, where rodents, particularly mice, are used in the development of diagnostic and 
194 
therapeutic technologies. Most of these technologies aim to be non-invasive, and thus 
measurements are often taken directly of or through the skin. Consequently, research that 
either directly or indirectly involves optical measurement of mouse skin is considerable. 
This includes work in photodynamic therapy [142], fluorescence spectroscopy [143], in 
vivo bioluminescence and fluorescence imaging [132], in vivo monitoring of 
hemodynamics and tumor growth [144], skin disease research [145], in vivo glucose 
monitoring [146], and pharmacokinetics [147]. As in all research studies, controlling for 
sources of biological variability is essential. When mice are involved, this entails 
maintaining consistency in strain, age, and housing conditions. For this paper, we 
explore a parameter that is rarely considered in biomedical optics: gender. 
The layered structure of mammalian skin consists of the epidermis, dermis, and 
hypodermis. The epidermis, the outer layer, is a non-vascularized stratified squamous 
keratinizing epithelium. Especially in mice, in non-acral areas, this layer is thin (less 
than 20 Jlm). While keratin is a strong scatterer, its optical effect is minimal in our 
measurements since the photon pathlength through the epidermis is so short. The dermal 
layer lies directly below the epidermis, and is composed of high levels of structural 
proteins, such as collagen and elastin, providing mechanical integrity and elasticity to the 
skin, and hair follicles in haired areas. Often referred to as the subcutaneous fat layer, the 
hypodermis lies beneath the dermis, and is composed primarily of adipose tissue, loose 
fibrous connective tissue and larger blood vessels [148]. A skeletal muscle layer, the 
panniculuc camosus, is usually present under the hypodermis of the mouse dorsal skin. 
Optically, absorption in the dermal and hypodermal layers is due to hemoglobin (both 
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oxygenated and deoxygenated) from blood in the capillary network. Melanin also 
contributes to skin absorption, primarily in the epidermis and hair follicles. In the 
dermis, scattering is due to collagen, one of the strongest scattering structures found in 
soft tissue. In the hypodermis, scattering is due primarily to adipocytes [149]. 
In the field of dermatology, it has long been known that male and female human skin 
differs significantly, primarily in the skin's overall thickness and the thicknesses of its 
constituent layers [ 150]. Differences in the thickness of the skin layers are regulated 
primarily by sex hormones [151]. The hypodermis is thicker in females than in males due 
to a greater number of fat cells [152]. However, the overall thickness of male skin is 
greater than in females due to a higher concentration of collagen in the dermis, which has 
been shown to correlate with dermal thickness [153]. Similar thickness differences have 
also been reported in mice [140], although to a much lesser extent. These differences are 
likely to result in variations in the observed optical characteristics of the skin. Given the 
extensive involvement of mouse skin in biomedical optics research, we sought to study 
this important factor, and examine the mechanisms that underlie experimental variability 
of optical measurements due to variations in skin thickness and optical properties. 
Motivation for this paper is the result of experimental observation during the melanin 
study presented in the previous section. Preliminary reflectance spectroscopy results 
from the previous study of murine skin revealed significant differences between males 
and females, in both spectral amplitude and shape, indicating a difference in the observed 
optical properties of the tissue. The implications of this observation are important for any 
research that involves photon travel through mouse skin. In direct study of the skin, 
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gender differences may mask other, more subtle optical changes being investigated; and 
for optical measurements that are collected from sub-dermal areas, gender variations in 
absorption and scattering will directly affect the amount of signal being collected through 
the skin. In both cases, the result can be significant experimental error if gender 
differences are unaccounted for. It is important to note that the results reported in this 
study are specific to the measurement geometry and probe dimensions employed. 
Measurements taken with other geometries should exhibit different results, but it is 
expected that the same general trends would be observed. 
Materials and Methods 
All animal handling and care was conducted in accordance with the Animal Care and 
Use Committee at Novartis Institutes for BioMedical Research, Inc. in Cambridge, 
Massachusetts. A total of 60 mice (8 weeks old) were used in this study, with equal 
numbers of C57Bl/6 mice, CD-1 mice (Charles River Laboratories, Wilmington MA), 
and athymic nude mice (Harlan, Boston MA). For each strain, 10 males and 10 females 
were used. Except for the nude mice, hair was removed from the mice one day prior to 
experiments to reduce signal attenuation. A rectangular region of hair on the dorsal side, 
from the hind legs to the front legs, was first removed using an electric razor (Norelco 
G390, Philips), and the skin was then depilated using the chemical Nair (Church & 
Dwight Co., Inc.). A one day lag was allowed for any inflammation from the hair 
removal process to subside. 
The reflectance spectroscopy equipment setup described in section 2.5 is used. A fiber 
probe is used for delivery and collection of light; the probe used in these experiments 
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consisted of two optical fibers with core diameters of 200um, numerical aperture of 0.22, 
and a center-to-center separation of approximately 250um. A single probe was used for 
all measurements to avoid variability. All measurements were taken while the mice were 
under anesthesia (2% isoflurane in oxygen). Animals were first placed in an anesthesia 
induction chamber with 2% isoflurane in oxygen flowing at 150 ml/min for five minutes, 
and then transferred to a nose cone apparatus to maintain anesthesia levels. In collecting 
ESS measurements, the mice were consistently probed at three separate locations on their 
dorsal side: over the left and right shoulder blades, and just above the right hip. To 
improve optical contact between the fiber probe tip and tissue, water was applied to wet 
the skin surface. The locations of reflectance measurements were circled for co-
registration with histological examination. 
After collecting the reflectance data, the mice were euthanized by cervical dislocation 
while under deep anesthesia. The dorsal skin (from the hind to front legs) was sampled, 
pinned to a corkboard and fixed in 10% neutral buffered formalin. Skin samples from 
each of the probed areas were routinely processed to paraffin block, sectioned at 4 Jlm 
and stained with hematoxylin and eosin (H&E) for light microscopy examination. Each 
skin section was examined under light microscopy to assess the hair follicle stage. In 
addition, each section was scanned using a Scanscope console from Aperio (Version 
9 .0.0.1516). Using the Aperio software, the thickness of the epidermis (E), epidermis plus 
dermis (E+D), and epidermis plus dermis plus hypodermis (E+D+H) were recorded. 
To extract optical and physiological information about the tissue, the collected spectra 
were analyzed using the original empirical model developed by Reif et al., and described 
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in section 2.3.3. The concentration of melanin was not considered in the model for 
several reasons. First, the levels of melanin in gray mice are expected to be negligible 
since they were depilated to remove melanin from hair follicles. Further, based on visual 
observation, the appearance of the skin in gray mice after depilation was found to be 
similar to the appearance of skin in CD-1 white mice and nude mice, which is absent 
melanin. Unnecessary inclusion of melanin absorption in the model would increase the 
number of fitting variables, limiting the accuracy of the fitting results. 
To model the observed in vivo results, multi-layer Monte Carlo simulations were 
performed using a program based on previous codes (see Chapter 3). The delivery and 
collection fibers were modeled to match the actual geometry of the probe used in the 
experiments. The Henyey-Greenstein (HG) phase function is assumed with a g value 
equal to 0.9. The index of refraction of the fibers and the medium were set to 1.45 and 
1.35, respectively; however, variation in the refractive index of the medium between 1.34 
and 1.38 caused only minor differences in results. Simulations were terminated once 
10,000 photons were successfully collected by the collection fiber. 
Results 
Figure 6.6 plots the averages of thickness values for each layer of mouse skin, as 
determined by histology. Data are separated by strain and gender ('Gray' refers to 
C57Bl/6 mice, and 'White' refers to CD-1 mice), and is consistent with previous fmdings 
in mice22 • For all strains, the difference in the overall thickness of the skin between 
males and females is statistically significant. (Throughout this section, statistical 
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significance was determined using the unpaired t-test, with p values less than 0.01 being 
considered significant.) The thickness of the dermis is the most substantial difference 
between genders for all three breeds. Gender difference in the thickness of the 
hypodermis is statistically significant only for gray mice, while gender differences in 
epidermal thickness were not significant for any breed. As a general trend, the p values 
comparing gender differences are most significant for gray mice (p<1e-8), and are least 
significant for nude mice (.001 <p<.002), indicating that gender differences are most 
prominent in gray mice. Because hair follicle stage also influences skin thickness [138], 
we ensured that the observed thickness differences were not gender biased based on hair 
cycle. Microscopic assessment of skin samples demonstrated a comparable distribution 
of anagen, telogen and catagen hair cycle stages between strain-matched male and female 
mtce. 
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Figure 6. 6 Averaged values of the epidermis, dermis, and hypodermis thicknesses as measured by 
histology, separated by breed and gender. 'Gray' refers to C57Bl/6 mice, and 'White' refers to 
CD-I mice. Variation in the thickness of the dermis is the most significant difference between 
genders. Error bars correspond to the standard error of the mean. 
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The average ESS spectra for males and females of each breed are presented in Figure 
6.7. The red and blue lines represent female and male mice, respectively. The solid, 
dashed, and dotted curves represent gray, white, and nude mice, respectively. Note that 
the difference between male and female spectra is greatest for gray mice, and smallest for 
nude mice. This is consistent with the degree of difference between genders in the layer 
thickness values. 
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Figure 6. 7 Relative reflectance spectra of skin, averaged for each gender and breed. 
To understand the physiological differences that lead to these spectral variations, the 
empirical model was used to calculate (from the reflectance spectra), the average optical 
properties of the skin. Figure 6.8 presents the average extracted values of the reduced 
scattering and absorption coefficients, Jl.s' and Jl.a, along with the measured relative 
reflectance values. These values are reported at the wavelength A.=550nm, which falls 
within the Hemoglobin absorption q-bands. Note that because the reduced scattering 
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coefficient, fls', is linearly proportional to relative reflectance [24], the scattering 
coefficient and reflectance values follow similar trends. 
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Figure 6.8 Averaged values of the measured reflectance, and calculated scattering and 
absorption coefficients, separated by breed and gender. Error bars correspond to the 
standard error of the mean. 
The gender differences in reflectance and scattering values are significant for all three 
breeds, with gray mice showing the greatest significance (p< 2e-10). We posit that this 
difference is due to the larger dermal thickness in males as compared to females; an 
increase in dermal thickness increases the photon pathlength in the dermis, and decreases 
the pathlength in the hypodermis and structural muscle layers (assuming similar total 
pathlengths and penetration depths). The total collected reflectance signal is thus 
composed of a larger contribution from the dermis, and the observed average scattering 
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coefficient is weighted more heavily by the optical properties of that layer. Given the 
strong scattering properties of collagen in the dermis, this leads to higher reflectance and 
scattering coefficient values. In terms of the fitting parameters in equation 3, the increase 
in reduced scattering coefficient is due to an average 81% increase in the value of c, and 
an average 24% increase in the value of din males as compared to females. 
For the absorption coefficient values, strong statistical significance was observed only 
in grey mice (p= 1 e-7), while the gender differences for white and nude mice were 
marginal (p=0.019, and p=0.0043, respectively). The increase in absorption observed in 
females is due to an average 28% increase in blood volume fraction (jj) compared to 
males, as determined from the spectral analysis. We deduce that this is from increased 
blood profusion in either the hypodermis fat layer, the subjacent structural muscle layer, 
or both, as compared to the dermis. With an increased proportion of the pathlength 
lying in the hypodermis and muscle layers, increased hemoglobin/myoglobin absorption 
in these deeper layers result in slightly higher absorption coefficient values as compared 
to males. However, we emphasize that this effect is small; the strongest source of signal 
variation is due to differences in scattering. 
To better visualize the relationship of dermal thickness and observed optical 
properties, scatter plots are presented in Figure 6.9. Because gray mice were observed to 
have the greatest gender differences in both thickness values and optical properties, we 
use their data to illustrate these relationships. In both plots of Figure 6.9, the data points 
of males and females are well-separable. The positive correlation between dermal 
thickness and scattering, and the negative correlation between dermal thickness and 
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absorption in Figures 6.9 a and b, respectively, support the previous conclusions that 
measured scattering and absorption values are a function of the thickness of the dermis. 
The relationships between hypodermis thickness and optical properties (not shown) were 
not found to have a strong correlation, indicating that the thickness of the hypodermis 
does not significantly impact reflectance signal variations. Additionally, relationships 
between the total skin thickness (epidermis + dermis +hypodermis) and optical properties 
(not shown) reveal very similar trends to those in Figure 6.9, confirming that the 
dominant variable is the thickness of the dermis as opposed to the hypodermis. It also 
suggests that variation in photon pathlength in the muscle layer does not greatly 
contribute to reflectance variation for the fiber probe geometry used here. 
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Figure 6.9 Scatter plots relating dermal thickness to observed scattering and absorption 
coefficients for gray mice. 
Monte Carlo simulations were run to further validate our conclusions concerning the 
mechanisms underlying gender variations in reflectance signals. The tissue structure was 
modeled with three layers. The top layer represents the combined epidermis and dermis. 
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Because of its small thickness, and thus minimal optical contribution, the epidermis is 
grouped with the dermis. Further, the optical properties in the epidermis have been 
reported to be similar to those in the dermis [154]. The middle layer represents the 
hypodermis fat layer, and the bottom layer represents the muscle below the skin. 
Thickness values for the dermis and hypodermis layers were chosen to cover the range of 
values observed in histology (Figure 6.6), while the muscle layer was modeled to be 
semi-infinite. For dermal thickness, five values were chosen: 200 Jlm, 250 Jlm, 300 Jlm, 
350 )lffi, and 400 )lffi. For each dermis thickness value, four values of hypodermis 
thickness were chosen: 100 Jlm, 150 Jlm, 200 Jlm, and 250 Jlm. This resulted in a set of 
20 simulations. Six additional simulations were also run, corresponding to the average 
dermis and hypodermis thickness values observed in males and females of each breed 
(Figure 6.6). Unfortunately, representative optical property values could not be obtained 
from literature because there are few sources that report on the optical properties of 
mouse skin [28] , and none that report on the separate property values for the individual 
layers of skin. While the optical properties of skin layers in humans cannot be directly 
assumed for mice, these values were used as guidelines in defining the relative 
differences among layers [52,154]. Hence, optical property values at the wavelength 
550nm were defmed for each of the layers as: fla = 2, 3, and 3 cm-1 and 11s'= 27, 14, and 
7.5 cm-1, for the dermis, hypodermis and muscle layers, respectively. Note that for our 
purpose of observing reflectance trends, the actual values of the properties are less 
important than the relative differences between them 
Figure 6.10 illustrates the results of the simulations in a plot relating the hypodermal 
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thickness, to reflectance. The data are separated into five sets, each representing a 
different dermal thickness. Confirming experimental conclusions, the primary variable in 
the determination of reflectance is shown to be the thickness of the dermis. Conversely, 
the thickness of the hypodermis plays only a minor role; for each dermis thickness, an 
increase in hypodermis thickness produces only a marginal increase in reflectance. This 
increase is the result of the hypodermis having a higher scattering coefficient value than 
the muscle layer. The effects of absorption on the simulations were also examined by 
performing the simulations with different absorption coefficient values. Changes in 
absorption coefficient values of up to 50% in the hypodermis and subjacent skeletal 
muscle layers did not result in significant changes to reflectance, supporting the minimal 
correlation between absorption coefficient and layer thickness observed experimentally. 
It should be noted that all of these parametric dependences of reflectance on skin layer 
properties are specific to the optical geometry described here. Results are likely to 
change for different fiber separation, NA, angle of incidence, etc., but the general trends 
are expected to hold. 
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Figure 6.10 Monte Carlo simulation data: reflectance versus hypodermis thickness. Data is 
separated into five sets, each representing a different dermal thickness. 
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Figure 6.11 illustrates the percentage of the pathlength traveling through each layer of 
the skin as the dermal thickness increases. This plot indicates that over 60% of the 
photon pathlength occurs in the dermis, while pathlengths through the hypodermis and 
muscle layers each accmmt for less than 20%. This data assumes a constant hypodermal 
thickness of 200J..Lm; variations in hypodermis thickness result in minimal differences to 
the plot. Because the signal contribution from the dermal layer is so much larger, 
changes in its thickness are much more influential than changes in hypodermis thickness. 
This clarifies why dermal thickness plays such a dominant role in the variation of 
reflectance. In comparing the percentage pathlength values for the simulations 
representing male and female geometries in our experimental study, an average increase 
in dermal pathlength percentage from 67% in females to 88% in males results in an 
average reflectance increase of 40%. An alternative approach to conceptualizing these 
results is to consider the hypodermis and muscle layers as a 'photon-sink.' Once a 
photon reaches the hypodermis, it experiences much less scattering because of the lower 
scattering coefficient values of the sub-dermal layers. Consequently, it has a low 
probability of scattering enough to reverse direction back towards the collection probe 
before it is absorbed. 
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as determined from Monte Carlo simulations 
Discussion and Conclusion 
In this study, experimental variation in optical measurements from the skin of mice 
was examined as a function of gender. However, other factors such as location on the 
body, age, hydration level, and hair growth phase have also been reported as factors 
influencing skin thickness [138,155]. These additional factors likely contributed to the 
experimental variability observed in our study, but were likely less significant than layer 
thickness differences; as was presented in the results, the influence of hair growth phase 
was specifically investigated to ensure that there was no gender bias based on hair cycle. 
It is also important to consider that gender differences in the skin may not be limited to 
changes in geometrical thickness. Variations in the physical and optical properties of the 
skin are possible, and would also result in measurement variability, independent of layer 
thickness. Some factors that would alter the optical properties of the skin include 
variation in collagen density [153], larger sebaceous gland size in males [140] , and 
variations in blood volume based on vasoconstriction, vasodilatation, or opemng of 
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reserve capillaries, all in response to various stimuli (e.g. heat, cold, irritation, exercise, 
hypotension, etc.). However, as demonstrated in the Monte Carlo simulations, variation 
in layer thickness is more influential than variation in optical property values. These 
confounding factors highlight the challenges involved in biological measurements, and 
underscore the importance of proper experimental controls; even unlikely factors can 
result in measurement variability, which may be significant enough to obscure desired 
information. 
While the trends observed here are likely to be observed in other optical applications, 
the degree of observed optical variation will differ depending on measurement geometry. 
In general, variations will be considerable when a significant percentage of the pathlength 
is in the skin, and when the optical path travels through multiple layers. These conditions 
are often achieved when measurements are taken in the reflection geometry with diffuse 
illumination. Alternatively, in applications such as fluorescence spectroscopy and 
Bioluminescence imaging, in cases where the source of collected light is deeper in the 
tissue, the skin only accounts for a small percentage of the total optical pathlength. In 
this case, differences in dermal thickness will have much less impact on collected signal 
than other variables. Given the probe geometry used in this study, little gender variation 
would be expected in measurements of human skin since the combined thickness of the 
epidermis and dermis is much thicker than in mice, and thus very little, if any, of the 
optical signal will be collected from a secondary layer. It is plausible, however, that 
gender variations would be significant when probes are used that have larger source 
detection separations, and signal penetration is deeper. 
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Aside from identifying the importance of gender in optical measurement variability in 
mouse skin, these results highlight the more general concern of optical measurement 
variation in any layered tissue. When identifying epithelial disease, for example, 
differences in spectra are considered to be the result of variation in the local optical 
properties due to histological changes at the cellular level. However, if layer thicknesses 
are not consistent among samples, large spectral changes may be the result of geometry 
changes, and differences in observed optical properties would be based on pathlength 
variations, and not necessarily disease. Thus, in layered tissues, it is important to 
distinguish microscopic changes based on disease from macroscopic changes based on 
structure. 
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CHAPTER 7 CONCLUSIONS AND FUTURE DIRECTIONS 
7.1 CONCLUSIONS 
This thesis constitutes a thorough and critical examination of the use of diffuse 
reflectance spectroscopy as a method to obtain estimates about the optical and 
physiological properties of small volumes of tissue. Prior to this work, even though 
numerous reflectance models had been developed for this purpose, nearly all were 
constrained to a narrow range of applicability because they were developed for either a 
single probe geometry or for a single tissue phase function. The work presented here 
represents the first time that reflectance models have been comprehensively studied with 
regard to the numerous factors that are known to influence reflectance measurements. 
This work demonstrates that forward reflectance models can be developed relatively 
easily over the entire range of parameters investigated, but more importantly, it shows 
how the reflectance relationships are influenced by variations in these parameters and, in 
turn, how this variation impacts the accuracy of the inverse model analysis. Regardless 
of the type of model of interest (i.e. empirical equations, look -up tables, etc.), this work 
serves as a resource from which to better understand, from an intuitive perspective, how 
various input parameters are expected to influence reflectance measurements, and what 
changes in probe or experimental design can be made to allow the greatest performance 
in accurate retrieval of the desired tissue properties. 
The more important achievements and insights that were presented across all chapters 
of this work are: 
• A GPU-enabled Monte Carlo (MC) photon propagation program was developed, 
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providing a means to simulate reflectance measurements for a wide range of tissue and 
probe geometry conditions, and with significant computational time savings as 
compared to previous versions. 
• The traditional algorithm (MCML) used to account for absorption in MC simulations 
was evaluated for its equivalency to several other approaches that are more 
representative of photon interactions from a fundamental physics perspective. 
o Failing to account for absorption on the last propagation step before collection in 
the original MCML algorithm was shown to create a large bias in the final results, 
as compared to a corrected version that does account for absorption on the last step, 
particularly when the source-detection distance is small. 
o Surprisingly, the uncorrected MCML algorithm was found to be equivalent, within 
a small degree of statistical error, to all the alternative approaches (which 
accurately account for absorption on the last propagation step). An algorithm 
which accounts for absorption during post processing by applying Beer's-Law, and 
using knowledge of the photon pathlengths for all collected photons, serves as the 
most computationally-efficient approach. 
• Variations in tissue phase function and probe geometry were shown to significantly 
alter the reflectance relationships that form the basis of forward reflectance models. 
o The relationship between lls' and reflectance in the absence of absorption is 
primarily dependent on source-detector fiber separation. Reflectance can be 
described as a function of the combined influences of both scattering and 
separation distance using a dimensionless scattering term: f.ls'P· Reflectance 
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increases quasi-linearly with Jls'P at small dimensionless scattering values, reaching 
a peak at a Jls'P value between 4 and 5, and decrease monotonically thereafter. 
o The majority of the variation in reflectance due to scattering phase function is 
dependent not on the traditional anisotropy factor, g, but on a previously 
established anisotropy variable, y, that relates (inversely) to the relative 
contribution from near-backward scattering. For Jls'P :5 0.7, reflectance is larger 
when y is low, and for Jls'P :5 0.7, reflectance is larger when y is high. Jls'P:::::: 0.7 is 
an isosbestic point for which reflectance is insensitive to phase function. 
o Fiber diameter and fiber NA both have large impacts on absolute reflectance. But 
when normalized to a calibration reflectance measurement, the differences in 
relative reflectance are fairly modest. 
o The probability of internal photon reflection at the tissue interface is dependent on 
the media present above the tissue surface (representing different probe 
construction materials), which in tum affects measured reflectance. The impact is 
more prominent for larger source detector separations, where the location of the 
peak of the reflectance versus dimensionless scattering curve is dependent on the 
reflection mismatch at the interface. 
• Given the number of input factors that need to be accounted for when describing 
reflectance, it is not practical to use one universal model, as a single analytical forward 
model cannot accurately account for all sources of variance. 
• When using reflectance models in the inverse direction, the least-squares fitting 
algorithm is insensitive to the exact form of the forward model, as long as the 
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difference in modeled reflectance is negligible over the set of f.i.a and f.i.s' values. 
Hence, the choice of forward model-- analytical, empirical, or look-up table-- is 
irrelevant as long as it accurately accounts for all sources of variance. 
• An error analysis study investigated how inaccuracies in the assumptions made during 
the inverse spectral fitting can manifest as errors in extracted optical and physiological 
parameters. 
o Uncertainty and/or variation in tissue phase function, probe geometry, and the 
optical characteristics of the calibration phantom can result in substantial property 
extraction errors, particularly in the reduced scattering coefficient spectrum. In 
general, these sources of error do not affect the ability of the least-squares 
algorithm to find a fit with minimal residual, indicating that goodness of.fit alone is 
not sufficient to verify the validity of a model. 
o Uncertainty and/or variation in the wavelength-dependent functions for f..la and f..ls' 
in tissue can result in substantial property extraction errors, particularly in the 
absorption coefficient spectrum. In general, these sources of uncertainty result in 
poor least-squares fits to the reflectance data. 
o The magnitudes of the errors resulting from all sources of uncertainty depend on 
source-detector separation. Reduced scattering coefficient errors are minimized 
when the separation distance is close to 500 J..tm, due to the phase function 
isosbestic point being within the physiologically relevant range of f..ls' for this 
distance. Absorption coefficient errors are minimized when the separation distance 
is approximately 1- 2 mm due to the insensitivity of pathlength to scattering at a 
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distance within this range. 
• By simultaneously fitting multiple reflectance spectra measured usmg different 
source-detector separation distances, an estimate of the phase function value, y, can be 
extracted in addition to the scattering and absorption coefficient results. 
o Fitting using multiple reflectance spectra significantly reduces extraction errors 
from all sources of uncertainty. The optimal combination of separation distances 
that will minimize error includes one fiber pair with a separation distance of 500 
)liD, and one fiber pair with a separation distance between 1 and 3 mm. 
• In addition to the GPU-enabled Monte Carlo code, analysis scripts and functions 
written in Matlab were developed to generate MC input files, read and organize results 
from the MC output files, construct data structures containing both empirical and 
look-up table forward models, and analyze reflectance spectra in the inverse direction 
using the forward model data structures. As a whole, this package of computational 
tools will streamline the process of developing and using customized reflectance 
models. 
• Two collaborative studies conducted with Novartis provided insight into the use of 
mice for in vivo optical experiments when skin is involved. 
o Absorption due to melanin pigmentation in the skin can attenuate optical signals, 
specifically bioluminescent signals during molecular imaging, by up to 90%. 
o Male mouse skin has a significantly higher diffuse reflectance signal and average 
reduced scattering coefficient as compared to female skin due to differences in the 
average thicknesses of the constituent layers of the skin, and the variable optical 
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properties between each layer. For optical experiments involving mouse skin, care 
should be taken to separate data from males and females. The findings also 
highlight how layered tissue can influence reflectance measurements, and that 
differences in reflectance can be the result not only of microscopic changes due to 
disease, but also from macroscopic changes based on structure. 
7.2 FUTURE DIRECTIONS 
This work represents a substantial step forward in the understanding and general 
knowledge of modeling for diffuse reflectance spectroscopy. However, there are still 
avenues of study that would be beneficial; particularly those related to in vivo 
applications. Some of these potential future directions are discussed here. 
1) A natural next step following from this work would be to conduct clinical studies 
using the suggested probe design of three fibers: one for illumination, and two for 
collection at center-to-center separation distances from the illumination fiber of 
500 )liD and 1 mm. This could be easily amended to current protocols for optically 
examining colon polyps during colonoscopies, especially since our lab already has 
equipment that contains multiple collection channels. This would allow for 
estimation of the phase function parameter, y, which could serve as another 
diagnostic marker when classifying potentially pre-cancerous polyps. 
2) Despite the fact that the majority of groups involved in diffuse reflectance 
spectroscopy use a power law description for the wavelength dependence of Jls' 
during spectral fitting, a handful of others have suggested that the Jls' spectral 
shape should be described assuming a single average particle size based on Mie 
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theory [8,10]. While it is unlikely that the spectral shape includes the periodic 
oscillations characteristic of single particle scattering, it is possible that the shape 
may have a positive slope (higher scattering at higher wavelengths), rather than the 
assumed negative slope tmder certain conditions. This should be examined 
through reflectance measurements of tissue that is exsanguinated of blood; for 
example, sacrificed mouse tissue. 
3) The primary drawback for using probes with multiple collection fibers is the 
complication of heterogeneous tissue, specifically tissue layers. Because photon 
penetration depth scales with source-detector separation, each collection fiber is 
sampling a different tissue volume. Additional Monte Carlo studies examining 
this potential complicating factor should be conducted, and if possible, future 
reflectance models should be developed to either mitigate the effects of layers, or 
uniquely identify the optical characteristics of each layer separately. 
4) The topic of angled fiber tips was not investigated in this thesis because the 
fabrication of such probes is substantially more complicated than normally-
oriented fiber tips. Further, angled tip probes, even when constructed using 
identical methods, rarely measure reflectance consistently. However, if restricting 
photon interaction to the superficial epithelial layer is of key concern, angled 
probes are an effective way to do this. Studies similar to the ones conducted in 
Chapters 4 and 5 could be performed to investigate reflectance trends and 
sensitivity to error for angled illumination and detection of photons. 
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5) The inverse fitting procedure used in Chapter 5 for extracting optical and 
physiological parameters from reflectance spectra consisted of a single fit over the 
entire wavelength range: 400 nm to 800 nm. Several authors have proposed a 
multi-wavelength-range fitting procedure instead to improve the property 
extraction [15,25,156]. For example, at longer wavelengths, absorption is much 
weaker than scattering, and so the reduced scattering coefficient power law curve 
could be retrieved from fitting to the wavelength range 600 nm - 800 nm. With 
knowledge of the scattering spectrum, the influence of absorption could then be 
extracted from the shorter wavelength range, 400 nm- 600 nm. Theoretically, the 
results from fitting over the entire wavelength range versus a multi-wavelength-
range fitting approach should produce identical results. But in the event of 
inaccuracies in the wavelength dependence of the scattering or absorption spectra, 
the multi-range approach may reduce extraction errors. This possibility should be 
investigated further. 
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APPENDIX 
This appendix contains description of the code used to both simulate and analyze 
reflectance data. It is broken down into three sections: 1) scattering phase function code 
2) Monte Carlo simulation code, and 3) forward and inverse reflectance modeling code. 
The lengths of the codes are prohibitively long to include as text, but where possible, the 
full code is provided. All code is included on a disk located on the back cover of the 
thesis. Below is a list of all the individual programs and supporting documents, with 
their corresponding page numbers within the appendix. 
A.l Scattering Phase Function Codes ...... .. ...... .............. .......... .. ..... ......................... ...... .220 
A.l.l Mie Theory (Matlab) ..... ................... ....... ....... ...... ... .................................... .... 220 
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A.2.3 CUDA Monte Carlo program (C++/CUDA) ......... ............................ ............. 236 
A.2.4 Sample output file (*.mco) ....... .................... ................. ... ............................... 238 
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A.l SCATTERING PHASE FUNCTION CODES 
A.l.l Mie Theory (Matlab) 
The make · Mie Phase Function function is written in Matlab and computes the 
scattering phase function of a turbid media containing a range of particle sizes, which are 
listed in the function itself and are representative of tissue. The relative number of each 
sized particle is described by a fractal model (d-a) [60]. Multiple phase functions can be 
constructed for multiple alpha (a) input values. Other inputs include the index of 
refraction of the medium, the index of refraction of the particle, the fractal dimension 
(alpha), and the wavelength. The outputs include the first two anisotropy moments (gl 
and g2), the discritized angular phase function (Pmie) along with the corresponding angle 
values, and the scattering cross-section as a function of angle. Multiple supporting sub-
functions are also included here. 
function [glmie,g2mie,gammaMie,angles,PMie,sigmap_scatt]= 
make_Mie_Phase_Function(n_medium_input, n_particle_input, alpha, 
lambda) 
%%%Generates a phase function using Mie scattering theory. Base code 
and theory taken from Bohren and Huffman. 
%Inputs: 
%n_medium_input: refractive index of medium 
%n_particle_input: refractive index of particles in medium 
%alpha: the power term that relates to the fractal distribution of 
sizes 
%lambda: wavelength (nm) 
%Outputs: 
%glmie: First phase function moment, and standard 'g' value 
%g2mie: Second phase function moment 
%gammaMie: gamma similarity value (l - g2 )/ (l-gl) 
%angles: vector of angles corresponding to PMie phase function 
%PMie: desired Mie phase function 
%sigmap_scatt: the scattering cross section 
for k=l:length(alpha) %use can input more than one value of alpha, and 
phase functions will be generated for each one 
diameters=[l0,100,150,400,600,800,1000,3000,10000,20000]; %(in nm) 
these values are representative of assumed particle sizes in tissue-
can be modified as desired . 
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distribution=diameters.A(-alpha(k)); %fractal distribution of 
sizes- more smaller s izes than larger sizes. Based on Schmitt et al. 
"Optical scattering properties of soft tissue: a discrete particle 
model" 
sumphasefunc=O; 
sumg=O; 
sumdenominator=O; 
sumdistribution=O; 
for i=1:length(diameters) %calculate Mie results for each size 
value and combined scaled results 
[angles,g,S11,qscat,Qk]=CreateMatrix(n_medium_input, 
n_particle_input, diameters(i)/2, lambda); 
angles=deg2rad(angles) '; 
sigma(i)=qscat*pi*(diameters(i)/2)A2; 
sumdenominator=sumdenominator+distribution(i)*sigma(i); 
sumg=sumg+distribution(i)*sigma(i)*g; 
sumdistribution=sumdistribution+distribution(i) .*811; %add 
angular contribution from each particle 
end 
end 
gcalcnewfromeqn=sumg/sumdenominator; 
PMie=sumdistribution/sum(sumdistribution); %combined phase func tion 
sigmap_scatt=sum(sigma)*(1-gcalcnewfromeqn); 
sumdistribution=sumdistribution.*sin(angles); 
sumdistribution=sumdistribution/sum(sumdistribution); 
mie_cos=(cos(angles) .*sumdistribution); 
mie_cos_g2=sumdistribution'*.5*(3*cos(angles) .* cos(angles)-1); 
g1mie(k)=sum(mie cos)/sum(sumdistribution); 
g2mie(k)=sum(mie_cos_g2)/(sum(sumdistribution)); 
gammaMie(k)=(1-g2mie)/(1-g1mie); 
function [Angle,G,S11,Qscat,Qk]=CreateMatrix(n_medium_input , 
n_particle_input, radius, lambda) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% CreateMatrix(abc_medium,abc_particle, radius ) 
% Arguments : 
% - n_medium_input: coefficients a, b and c for the index of 
refraction 
% of the medium or just the s ingle number for the index 
% - n_particle_input: coefficients a, b and c for the index of 
refraction 
% of the particle or just the singl e number for the index 
% - radius: radii of the particle size (nm) 
% - lambda: wavelength of the light (array in nm) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %%%%%%% %%%%%%%%% 
%lambda = 400:1:760; 
if length(n_medium_input)==3 
% calculates the wave length dependent index of the medium using 
%a + b / lambdaA2 + c/lambdaA4 where lambda is in nm 
index medium= n medium input(1) + n_medium_input(2) ./lambda.A2 + 
n_medium_input(3) ./l~mbda . A4; 
elseif length(n_medium_input)==1 
index_medium=n_medium_input*ones(1,length(lambda)); 
end 
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if length(n_particle_input)==3 
% calculates the wavelength dependent index of the particle using 
%a + b / lambda"'2 + c/lambda"'4 where lambda is in nm 
index_particle = n_particle_input(1) + 
n_particle_input(2) ./lambda."'2 + n_particle_input(3) ./lambda."'4; 
elseif length(n_particle_input)==1 
index_particle=n_particle_input*ones(1,length(lambda)); 
end 
m index_particle./index_medium; 
% loops for each wave length 
for lambdaloop = 1:length(lambda2) 
X= 2*pi*radius*index_medium(lambdaloop)/(lambda2(lambdaloop)); 
Nmax = round(2 +X+ 4*X"'(1/3)); 
Result= Mie_abcd(m(lambdaloop),X); 
a= Result(1, :) ; 
b = Result(2, :) ; 
Q=O; 
for var 1:Nmax 
Q = Q + (2*var+1)*(abs(a(var))"'2 + abs(b(var))"'2); 
end 
Qscat(lambdaloop) = 2/X"'2 * Q; 
[ANG,NOTPOL,PPOL,8POL,P,G(lambdaloop) ,811(:,lambdaloop},Qk(:,lambdaloop 
)] = CALLBH(X,m(lambdaloop)); 
Angle = ANG; 
NOTPOLout(:,lambdaloop)=NOTPOL; 
PQ8caUnpol(:,lambdaloop) = NOTPOL.*Qscat(lambdaloop); 
PQ8caPPol(:,lambdaloop) PPOL.*Qscat(lambdaloop); 
PQ8ca8Pol(:,lambdaloop) = 8POL.*Qscat(lambdaloop); 
end 
end 
function [ANG,NOTPOL,IPAR,IPER,P,G,811,Qk] = CALLBH(X,REFREL) 
%Calculates the size paramete r "X" and relative refractive index 
(REFREL )for a given sphere refractive index, medium refractive index, 
radius a nd free space wave length. 
% REFMED = n of medium 
% REFRE = real part of n sphere 
% REFIM = imaginary part of n sphere 
% RAD = radius of sphere (urn ) 
% WAVEL = wave length (urn) 
% NANG = number of angles btwen 0-90 degrees 
% DANG= 90(rad)/(NANG-1 ) '"'radians per division 
NANG = 180; 
DANG= pi/(2*(NANG-1)); 
% REFREL = relative re fractive index 
% X = size parameter 
%REFREL = (REFRE +REFI M*i)/REFMED; 
%X = 2*pi*RAD*REFMED/WAVEL; 
[81,82] = BHMIE(X,REFREL,NANG); 
Qk=((abs(81)) ."'2+(abs(82)) ."'2) ./X"'2; 
Qk=Qk'; 
811NOR = 0. 5* (abs (82 (1)). "'2 +abs (81 (1)) . "'2); 
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NAN = 2*NANG - 1; 
for J = 1:NAN 
811(J) 0.5*abs(82(J))A2; 
811(J) 811(J) + 0.5 *abs(81(J))A2; 
812(J) 0.5*abs(82(J))A2; 
812(J) 812(J) - 0.5*abs(81(J))A2; 
POL(J) -812(J)/811(J); 
833 (J) real (82 (J) *conj (81 (J))); 
833(J) 833(J)/811(J); 
834(J) imag(82(J)*conj (81(J))); 
834(J) 834(J)/811(J); 
ANG(J) DANG*(J-1)*180/pi ; 
end 
IPAR = 811 + 812; 
IPER = 811 - 812; 
NOTPOL = 811; 
p = -812./811; 
RADANG = ANG.*pi/180; 
NOTPOLNORM = sum(NOTPOL.*2.*pi.*sin(RADANG)); 
NOTPOL = NOTPOL./NOTPOLNORM; 
IPARNORM = sum(IPAR.*2.*pi.*sin(RADANG)); 
IPAR = IPAR ./ IPARNORM; 
IPERNORM = sum(IPER.*2.*pi.*sin(RADANG)); 
IPER = IPER./IPERNORM; 
G = sum(cos(RADANG) .*NOTPOL.*2.*pi.*sin(RADANG)); 
end 
function [81,82,THETA] = BHMIE(X,REFREL,NANG) 
% Decides which will be the value of NMX, explained in the Appendix A 
of BH 
DX = X; 
Y = X*REFREL; 
X8TOP = (X+4.*X.A(1/3)+2); 
N8TOP = X8TOP; 
YMOD = abs (Y) ; 
NMX = ceil(max([X8TOP YMOD]) + 15); 
DANG= pi/(2*(NANG- 1)); 
% obtains all the angles and the cos of the angles 
THETA = [] ; 
for J=1:NANG 
end 
THETA(J) = (J-1)*DANG; 
AMU(J) = cos(THETA(J)); 
% Calculates the logarithmic derivative D(J ) by downward recurrence 
% beginning with the initial value of 0 at J = NMX 
D = [] ; 
D(NMX) = 0 . 0001 + 0.0001*i; 
NN = NMX - 1; 
for N = 1:NN 
RN = NMX - N + 1; 
D(NMX- N) (RN/Y)-(1/(D(NMX- N + 1) + (RN I Y))); 
end 
PI 0 [] ; 
Pil [] ; 
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81 = [] ; 
82 = [] ; 
for J = 1:NANG 
PIO(J) 0; 
Pil (J) = 1; 
end 
NN = 2*NANG - 1; 
for J = 1:NN 
end 
S1(J) 0 + Oi; 
82 (J) = 0 + Oi; 
% RI CCATI-BESSEL FUNCTI ONS WITH REAL ARGUMENT X CALCULATED BY UPWARD 
RECURRENCE 
PSIO cos (DX) ; 
PSil sin (DX); 
CHIO -sin (X); 
CHI1 cos (X); 
APSIO = PSIO; 
APSI1 = PSil; 
XIO = APSIO - CHIO*i; 
XI1 = APSI1 - CHI1*i ; 
QSCA = 0; 
N = 1; 
AN = [] ; 
BN = []; 
for N=1:NSTOP 
DN N; 
RN = N; 
FN = (2*RN + 1)/(RN * (RN+1)); 
PSI = (2*DN - 1) * PSI1 / DX - PSIO; 
APSI = PSI; 
CHI = (2 * RN - 1) * CHI1/X - CHIO; 
XI = APSI - CHI * i ; 
AN(N) ((D(N)/REFREL) + RN/X)*APSI- APSI1; 
AN(N) AN(N)/(((D(N)/REFREL) + RN/X)*XI- XI1); 
BN(N) ((REFREL * D(N)) + RN /X)*APSI- APSI1; 
BN(N) BN(N)/(((REFREL*D(N))+RN/X)*XI- XI1); 
QSCA = QSCA + (2*RN+1)*((abs(AN(N)))A2 + (abs(BN(N)))A2); 
for J=1:NANG 
JJ = 2*NANG - J; 
PI (J) = Pil (J) ; 
TAU(J) = RN*AMU(J) * PI(J) - (RN+1)*PIO(J) ; 
p = (-1) A (N-1); 
S1(J) = S1(J) + FN*(AN(N)*PI(J)+BN(N)*TAU(J)); 
T = ( -1) AN; 
S2(J) = S2(J) + FN * (AN(N)*TAU(J) + BN(N)*PI(J)); 
if J-=JJ 
S1(JJ) = S1(JJ) + FN * 
(AN(N)*PI(J)*P+BN(N)*TAU(J)*T); 
S2(JJ) = S2(JJ) + 
FN*(AN(N)*TAU(J)*T+BN(N)*PI(J)*P); 
end 
end 
PSIO = PSI1; 
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PSI1 = PSI; 
APSI1 = PSI1; 
CHIO = CHI1; 
CHI1 = CHI; 
XI1 = APSI1 - CHI1*i; 
RN = N + 1; 
for J =1:NANG 
PI1(J) ((2*RN-1)/(RN-1))*AMU(J)*PI(J); 
PI1(J) PI1(J) - RN*PIO(J)/(RN- 1); 
PIO(J) PI(J); 
end 
end 
QSCA = (2/(X*X)}*QSCA; 
QEXT = (4/(X*X))*real(S1(1)); 
QBACK = (4/(X*X))*abs(S1(2*NANG-1))*abs(S1(2*NANG-1)); 
end 
function result = Mie_abcd(m, x) 
% Computes a matrix of Mie coefficients, a_n, b_n, c_n, d_n of orders 
n=1 to nmax, complex refractive index m=m'+im", and size parametr 
x=kO*a, where kO= wave number in the ambient medium, a=sphere radius; 
p. 100, 477 in Bohren and Huffman (1983) 
nmax=round(2+x+4*x.A(1/3)); 
n=(1 : nmax); nu = (n+0.5); z=m . *x; m2=m.*m; 
sqx= sqrt(0.5*pi./x); sqz= sqrt(0.5*pi./z); 
bx besselj (nu, x) .*sqx; 
bz besselj (nu, z) .*sqz; 
yx bessely(nu, x) .*sqx; 
hx bx+i*yx; 
b1x=[sin(x)/x, bx(1:nmax-1)]; 
b1z=[sin(z)/z, bz(1:nmax-1)]; 
y1x=[-cos(x)/x, yx(1:nmax-1)]; 
h1x= b1x+i*y1x; 
ax= x.*b1x-n.*bx; 
az = z.*b1z-n.*bz; 
ahx= x.*h1x-n.*hx; 
an (m2.*bz.*ax-bx.*az) ./(m2.*bz.*ahx-hx.*az); 
bn (bz . *ax-bx.*az) ./(bz.*ahx-hx.*az); 
en (bx.*ahx-hx.*ax) ./(bz.*ahx-hx.*az); 
dn m.*(bx.*ahx-hx.*ax) ./(m2.*bz.*ahx-hx.*az); 
result=[an; bn; en; dn]; 
end 
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A.1.2 Henyey-Greenstein and Modified Henyey-Greenstein (Matlab) 
The makeModHGphasefunc function is written in Matlab and computes the scattering 
phase function of a turbid media based on the Modified Henyey-Greenstein 
approximation. The inputs consist of the two desired anisotropy variables, g andy, and 
then an optional input being the array of angle values for which the phase function will be 
calculated at. If no angle array is included, a default array of angles will be used. The 
outputs include the phase function array, the first two anisotropy moments (gl and g2), y 
(which as a check should be the same as the input value y), and a binary integer that 
indicates if the function cannot be constructed with the given g and y inputs (1= 
error, 0 =no error). The function also calls the subfunction, makeHGphasefunc, which 
constructs the standard Henyey-Greenstein phase function based on an input g value. 
This can also be used as a stand alone function. 
function [PModHGout,glModHG , g2ModHG,gammaModHg,error_check]= 
makeModHGphasefunc(g,gamma,varargin) 
%From specified g and gamma variables, generates the associated 
modified 
%henyey-greenstein phase f unction 
if nargin==3 %%i f array of angles is included in input, use it, 
otherwise set an angles v ector 
angles=varargin{l}; 
else 
angles=[O: .l:pi]; 
end 
%build MHG phase func using the mathematical construct from Bevilaqua 
et .al . "Monte Carlo study of diffuse reflectance at source - detector 
separations c lose to one transport mean free path" 
error_check=O.O; 
a=2/5; 
b=3/5-gamma*(l-g); 
C=-g*g; 
fractionl=(-b+sqrt(b*b-4*a*c))/2/a; 
fraction2=(-b-sqrt(b*b-4*a*c))/2/a; 
fraction=max(fractionl,fraction2); %calculate what the fraction and ghg 
v alues should be that would produce a mhg phase function with desired g 
and gamma 
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if (fraction>1.0) %% cannot have fraction larger than 1, function with 
specified g and gamma not possible 
error_check=1.0; 
end 
ghg=g/fraction; 
PHG=makeHGphasefunc(angles,ghg); 
PModHG=fraction*PHG+(1-fraction)*3/4/pi*(cos(angles)) .A2; %formula for 
mhg phase function 
PModHGout=PModHG; 
PModHG=PModHG.*sin(angles); 
PModHG=PModHG/sum(PModHG); %normalized phase function 
PModHG_cos=PModHG.*cos(angles); 
PModHG_cos_g2=PModHG'*.5*(3*cos(angles) .*cos(angles)-1); 
glModHG=sum(PModHG_cos)/sum(PModHG); %anisotropy factor 
g2ModHG=sum(PModHG_cos_g2)/sum(PModHG); %second anisotropy moment 
gammaModHg=(1-g2ModHG)/(l-glModHG); %gamma similarity variable 
function [PHG]=makeHGphasefunc(angles,g) 
%make the standard HG phase function 
for i=l:length(angles) 
end 
temp(i)=(l+g*g-2*g*cos(angles(i)))A(3/2); 
PHG (i) = ( 1/ 4/pi) * ( ( l-gA2) . /temp ( i) ) i 
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A.2 MONTE CARLO PHOTON SIMULATION PROGRAM 
A.2.1 Input File Builder (Matlab Gill) 
The purpose of the input file builder is to construct the text files (* .mci) that are used 
as input to the CUDA Monte Carlo simulation program. It simplifies the construction of 
multiple simulation input instructions at once. For the sake of space, the supporting code 
for the input builder is not included, but its functions are described here. The input file 
builder 'InputBuilder' is composed of a figure file, and a *.m file. To launch the GUI, 
type 'InputBuilder' on the command line. 
' CUDA_/.\Carlo Input filo Duilder G::l '8] 
--Prqatleo-----------.ll~s.::=Proporl!oo RolrodiYehlexoflhe- ~ 
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~ ~ --- ~ 
FL____·_--· ·-"-_· _ ;_ ____ L ___ j ____ ___,ll i I~?=~ 
I ---· '-;~~~============~~~;;~~========~ ~--~ , --.Proportlet r ""'""""----------, 
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Tissue Properties 
The tissues properties box contains fields for the average refractive index of the 
medium (default is 1.37), the refractive index of the medium above the tissue surface 
(default is air= 1.0), and a choice of scattering phase function. Once a phase function is 
selected from the dropdown list, hit 'Apply' to populate the customized table of optical 
property values. If Henyey-Greenstein is selected, the fields in the table will be Layer 
thickness, reduced scattering coefficient, absorption coefficient, and anisotropy value, g. 
For Modified Henyey-Greenstein, the fields are layer thickness, reduced scattering 
coefficient, absorption coefficient, anisotropy value, g, andy. If a combination of g and 
y is not possible mathematically, a dialogue box will indicate this when the build and 
save button is selected at the end. For Mie phase function, the fields are layer thickness, 
reduced scattering coefficient, absorption coefficient, particle refractive index, medium 
refractive index, and the fractal dimension for the distribution of sizes. Refer to the 
make Mie Phase Function function in A.1.1 for the assumed particle sizes. These same 
- - -
sizes are also assumed in the CUDA Monte Carlo code. If the user-defined section is 
chosen, a box will pop up that will ask for the *.mat file containing the desired phase 
function. That *.mat file should contain two arrays of equal size: one with angles 
between 0 and TI, and one with the corresponding phase function values. The phase 
function should be in the form of intensity probability (see section 2.1.2.2). The table 
will also contain entries for layer thickness, reduced scattering coefficient, and absorption 
coefficient. In all cases, the layer thickness is in units of em, and the reduced scattering 
and absorption coefficients are in units of inverse em. Suggested default values for all 
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the entries are included in the table when it loads, but can be altered. 
For the reduced scattering coefficient, absorption coefficient, anisotropy value (g), y 
value, and fractal dimension table entries, multiple values can be entered, separated by a 
comma. Separate input files will be created for each unique phase function. For 
example, a separate file will be created for each g value when Henyey-Greenstein is 
selected, for each combination of g and y values when Modified Henyey-Greenstein is 
selected, and for each value of a when Mie theory is selected. Within each of these 
separate files, separate simulation conditions will be constructed to represent each 
combination of different reduced scattering coefficients and absorption coefficients. 
Note that the CUDA Monte Carlo program takes the scattering coefficient, and not the 
reduced scattering coefficient as input. The scattering coefficient used to build the input 
file is calculated from the reduced scattering coefficient and the anisotropy factor (g) of 
the given phase function (p,s=f.ls'/(1-g)). This is because the reduced scattering coefficient 
is the more commonly referred to value. It is suggested that the absorption coefficient be 
set to 0, and that the effect of absorption on the simulated reflectance be calculated during 
post processing using Beer's law, as described in section 3.3.1. 
Fiber Properties 
The fiber properties are separated by source fiber and detector fiber. Currently, the 
CUDA Monte Carlo program is restricted to a single source and a single detector. For 
the source fiber, the required inputs are the diameter (in )liD), the numerical aperture 
(NA), the tilt angle, and the refractive index. Default values are provided. For both the 
source and detector fibers, tilt angle is defined with respect to the y-axis. 0 degrees 
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corresponds to the fiber being perpendicular to the tissue surface, positive angles 
correspond to the fiber being tilted towards the positive y-axis, and negative angles 
correspond to the fiber being tilted towards the negative y-axis. (See section 3 .2.3 for 
more details). 
Four options exist for the detector 'fiber. ' For a detailed description ofthese options, 
see section 3.2.3. Note that the detector fiber fields may or may not be active depending 
on the geometry selection. For example, for the ring collection geometry, the fiber tilt is 
not an option-the collection cone is restricted to being perpendicular to the tissue surface 
for this geometry. 
Simulation Properties 
In the simulation properties box, the maximum number of photons to be launched and 
collected are required as input. At runtime, the program can be instructed to terminate 
after the maximum number of launched photons, the maximum number of collected 
photons, or whichever comes first. For the purpose of building the input file however, 
both numbers are necessary. The R and Z axis resolutions and lengths correspond to the 
absorption grid details. Again, at runtime, the program can be instructed not to record the 
absorption of photons in the absorption grid, but for the purpose ofbuilding the input file, 
they are necessary. 
For naming both the input files, and the output files, a single base name is used. This 
can be either user defined, or program generated. The program-defined constructed base 
name is descriptive of the probe geometry, with a letter corresponding to the combination 
of sizes of the fibers (see table below with letter prefix selections), and a number 
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corresponding to the center-to-center separation between the fibers. The second part of 
the name describes the phase function using a prefix corresponding to the type of phase 
function (hg, mhg, mie) followed by the values for g, y, or a (rounded to a finite number 
of significant figures, and with decimal points removed). As an example, for a 
simulation assuming a modified HG phase function with g=0.95, y=l.9, and a probe 
geometry with a 200)lm source, 200 Jlm detector, and separated at 250J.!m, the input 
name will be A250_mhg_95_19.mci. For a simulation assuming a mie phase function 
with a=3.50, and a probe geometry with a 200J.!m source, a 400J.!m detector, and 
separated at 525J.!m, the input name will be F525_mie_350.mci. If the base name is user 
defmed, the letter-number prefix corresponding to the collection geometry will be 
replaced with the desired user defmed name, but the phase function descriptors will still 
be included. 
Prefix Source (b!m) Detector (b!m) 
A 200 200 
B 100 100 
c 400 400 
D 600 600 
E 1000 1000 
F 200 400 
G 200 600 
H 400 200 
I 600 200 
J 400 600 
K 600 400 
s All other combination 
Table A. I File name prefix letters corresponding to source and detector fiber diameters 
The output file names will be identical to the input file names, except an additional 
number is included at the end to specify the simulation number in the file. Using the 
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example above, for the second simulation specified in the input file, the output file name 
will be: A250_mhg_95_19_2.mco. 
Reference Simulation 
As described in numerous places within the thesis, modeling of reflectance spectra 
requires the measurement of relative reflectance values. This involves normalization to 
the intensity of a reflectance measurement of a calibration reference of known optical 
properties. The option to build an input file corresponding to this calibration reference is 
included as an option in the GUI. By checking the appropriate box, a new window pops 
up, with the same options as the tissue properties box in the main window. This only 
needs to be completed once, and when the build and save button is pressed, an input file 
corresponding to the calibration reference is constructed (along with all the others) using 
the specified material properties as recorded and stored from the second pop-up window, 
and the current probe geometry specifications. 
Upon selecting 'Build and Save,' the input file(s) will be generated and saved to the 
current directory. An additional text file will also be generated that contains a list of the 
input files created. Its file name will use the fiber geometry prefix followed by 
'_file_names.txt.' This text file will be used to import the MC simulation output data, as 
described in section A.2.5 . 
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A.2.2 Sample input file (* .mci) 
Below is a sample input file (* .mci) that is used to pass the simulation specifics to the 
CUDA Monte Carlo program. The # symbol indicates that the rest of that line 1s a 
comment, and should not actually be included in the input file. 
2 #number of separate simulation inputs included in the file 
#Start first simulation details 
A250_mhg_95_19_1.mco #output file name 
10000000 #max number of launched photons 
10000 #max number of collected photons 
10.000000 10.000000 #R- and z- resolution values (microns) 
1000.000000 1000.000000 #R- and z- absorption grid lengths (microns) 
3 # Detector type (1=Area, 2=Ring fiber, 3=Single fiber, 4=Advanced 
#single fiber) 
#If detector type = 3, the next line should specify the following: 
#Source diam, source NA, source tilt, source index or reflectivity, 
#detector area diameter, detector NA, detector index or reflectivity 
200 .22 0 1.46 2000 .22 1.46 
#If detector type = 2 or 3, the next line should specify the following : 
#Sour ce diam, source NA, source tilt, source index or reflectivity, 
#source-detector separation, detector diameter, detector tilt, detector 
#NA, detector index or reflectivity 
200 .22 0 1.46 250 200 0 .22 1.46 
#If detector type = 4, the next line should specify the following: 
#Source diam, source NA, source tilt, source index or reflectivity, 
#source-detector separation, detector diameter, detector tilt, detector 
#NA, detector index or reflectivity 
200 .22 0 1.46 200 0 .22 1.46 
# . .. followed by a second line specifying the following: 
#Source X, Source Y, Detector X, Detector Y, Core Radius, Core 
#refractive index or reflectivity, Shell Radius, Shell refractive 
#index or reflectivity 
0 0 0 250 1000 1.0 2000 1.0 
#All length units in microns, and angles in degrees 
#Reflectivity specified as a fraction (0-1), and a negative sign 
1 #number of lay ers 
1.370000 -.7000000 #Refractive index or reflectivity of the tissue (for 
#all layers), and the medium above the tissue, respectively 
0.000000 100.000000 -2 100 #Absorption coeff (1/cm), scattering coeff 
#(1/cm), anisotropy value or phase function indicator, layer thickness 
#(em) 
#if anisotropy value / phase function indicator >-1 and <=1, HG phase 
#function should be used; no further information needed . 
#if anisotropy value/phase function indicator = -1, mie phase function 
#should be used, and the next line should specify the following: 
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#Anisotropy value (g), and gamma value 
0.95 1.9 
#if anisotropy value / phase function indicator = -2, MHG phse function 
#should be used, and the next line should specify the following: 
#Refractive index of medium, refractive index of particles, fractal 
#dimension 
1.35 1.42 3.5 
#if anisotrpy value / phase function indicator = -3, a user defined 
#function #should be used, and is listed at the end of the input file . 
#With this choice, all simulations (and layers)must use the same custom 
#phase function. 
#End first simulation details 
#Start second simulation details 
A250_mhg_95_ 19_ 1.mco #output file name 
#End second simulation details 
#If a user defined phase function was indicated, collect the details 
#here: 
359.000000 #Number of discrete angle values 
#Each of the following lines corresponds to a discrete angle, and its 
#phase function value (total lines=total number of discrete angles) 
0.000000 4.672815 
0 . 008775 
0.017551 
#End file 
4.672013 
4.669608 
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A.2.3 CUDA Monte Carlo Program (C++/CUDA) 
This code is a CUDA-based Monte Carlo simulation of photon migration for fiber 
probe geometry illumination and detection. If is based on the CUDAMCML code 
developed by Lund University. Documentation for the original CUDAMCML code can 
be found at their website: http://www.atomic.physics.lu.se/fileadmin/atomfysik 
/Biophotonics/Software/CUDAMCML.zip. If you use this modified code, please also 
reference their efforts with the following reference: E. Alerstam, T. Svensson and S. 
Andersson-Engels, "Parallel computing with graphics processing units for high-speed 
Monte Carlo simulations of photon migration", Journal of Biomedical Optics Letters, 
13(6) 060504 (2008). The compilation and running of CUDA based code is well 
described in the documention of CUDAMCML. For more details please visit 
www.nvidia.com and download the necessary CUDA Toolkit and SKD. This code is 
distributed under the terms of the GNU General Public Licence. 
Because of the length of the code, it is not reproduced here, but the specifics of its use 
are instead described. The purpose, features, and general algorithm for the code is 
described in Chapter 3. The range of input conditions are detailed above in A.2.1, as part 
of the input builder code description. In addition to the input file simulation conditions, 
several simulation options can be specified at runtime on the command line. These 
include the termination condition: -C to terminate after max number of collected photons, 
-L to terminate after max number of launched photons, and -B to terminate after 
whichever condition (max collected or max launched) comes first. The command -A 
indicates that the absorption grid should not be constructed. This eliminates the need to 
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store photon abosorption information during each scattering step, and therefore reduces 
the simulation time. Finally, the program allows for a choice in photon absorption 
method (see section 3.3.1 for description of different absorption methods): -M for 
traditional (uncorrected) MCML absorption, -Q for the quantum absorption method, and 
-P for the Beer's Law absorption method (weight reduced after each scattering step). As 
was concluded in Chapter 3, these three methods produce identical results, and for 
efficiency, it was suggested that absorption not be accounted for during the simulation, 
but be included during post processing using Beer's law and the total pathlength of each 
collected photon. The absorption coefficient should then be set to 0 for the simulation, 
and the choice of absorption method is irrelevant. The default simulation conitions are to 
use the standard MCML absorption method, and terminate the simulation after the 
maximum number of collected photons. 
Use of these runtime options would be included in the program run command as (for 
example, in Linux): './CUDA_MCarlo input_file.mci -M -C -A' 
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A.2.4 Sample Output File (* .mco) 
Below is a sample output file (* .mci) that is used to report the result of the CUDA 
Monte Carlo program. The # symbol indicates that the rest of that line is a comment, and 
does not actually appear in the output file. 
User time: 11477.43 sec 
Input parameters: 
B500 mie 490 1.mco 
- -
10000000 
10000 
10.000000 10.000000 
1000.000000 1000.000000 
3 
100 .22 0 1.46 500 100 0 .22 1.46 
1 
1.370000 1 . 000000 
0.000000 2.220293 -1 100 
1.352 1.42 4.9 
#End Input parameters 
Final result: 
1.984471e+09 #Number photons launched 
10000 #Number photons collected 
10000.000000 #Total Photon Weight Collected 
#Photons launched and weight collected at 4 evenly spaced times during 
#the simulation (used for simulation statistics) 
4.969479e+08 2500.000000 
1.001543e+09 
1 . 492417e+09 
1.984473e+09 
5000.000000 
7500.000000 
10000.000000 
End of Interval Results 
Collected Photon Statistical Data: 
Pathelngth (em), Max Depth Reached(cm) 
#One line for each collected photon. If the ring geometry was used, a 
#third column would also be included specifying collection radius. 
0.479269 0.204123 
0.578800 
0.418826 
0.287407 
0. 207321 ... 
# continue for all collected photons 
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# If HG phase function NOT used, provide information about the phase 
#function sampling: 
Check g from actual simulation sampling: g=0.551970 
Check gamma from actual simulation sampling: gamma=1.233202 
Angle, PDF 
0.000000 0.000000 
0.008727 
0.017453 
0.026180 
0.034907 
0.001037 
0.001968 
0.002826 
0. 003630 ... 
#continue through Angle=3.14 
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A.2.5 Output File Reader Functions (Matlab) 
The set of functions described in this section are used to extract the Monte Carlo 
results from the output files (* .mco ), organize them, and store them in data structures. 
There are several different layers of functions, each that can be used individually, or can 
be called from a higher level function. For the sake of space, the code for these functions 
are not provided here, but are available on the disk at the back of the thesis. 
The top layer function is 'lmport_Simulation_Set.' It takes in as input the name of a 
text file that contains the file names of all the * .mci files that were generated as a set with 
the InputBuilder GUI (ex: 'A250_file_names.txt'). In general, this means they all share a 
common collection geometry, but each has a different phase function. The second input 
is a Boolean value (yes= 1, no=O) that indicates to the program once all the data is 
imported, whether or not it should be used to create a reflectance model. The specifics of 
creating the reflectance models are described in section A.3. 'Import_Simulation_Set' 
first generates a variable name for the new data structure based on the names of the files 
in 'inputfile.' This is possible due to the standard naming convention described in 
section A.2.1. For each *.mci file, the function 'LoadOutput_from_mci' is called, which 
imports the * .mco data from all the separate simulation output files listed in the * .mci 
file. It is described in further detail below. Once all of the data is imported, a function 
called 'putvar,' developed by a Matlab community member for public use is used to place 
the generated data structure directly in to the base workspace. 
The next layer of the import functions is 'LoadOutput_from_mci.' It takes in as 
input the name of a * .mci file that contains all the simulation specifications, and the 
240 
names of the output files (* .mco) that were generated from the simulations. A second 
optional input is a Boolean value (yes= 1, no=O) that indicates to the program if the data 
should be used to create a reflectance model. If this value is 1, a third input variable 
should be given which is the structure containing the data from a reference simulation. 
This reference data is necessary to build a model since our models use relative reflectance 
values instead of absolute reflectance values. The function then loops through each of 
the specified * .mco simulation output files, and calls the function 
'Load Output_ from_ mco' which reads each of the * .mco files and saves the information 
in a data structure. It is described in more detail below. If all ofthe simulations specified 
in the ·* .mci file have Jla = 0, and if the Boolean input indicates that a reflectance model 
should be created, reflectance values for a range of different Jla values are calculated 
using a function called 'post_proecess_absorption' using Beer's law and the collected 
photon pathlengths. (See section 3.3.1). The output for the function is a structure 
containing all the simulation data for all of the * .mco files. 
The last layer ofthe import functions is 'LoadOutput_from_mco.' It takes in as input 
the name of a * .mco file which contains the simulation results for a single combination of 
collection geometry, phase function, and optical coefficients. A second optional input is 
used only when the function is called from 'LoadOutput_from_mci' and relates to 
indexing. It reads in the simulation conditions and simulation results, storing them in a 
single output structure. If the collection geometry used was a ring, it normalizes the 
calculated reflectance to represent reflectance from a single fiber (see section 3.3.2). The 
output from the function is a data structure with the simulation inputs and results. 
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A.3 REFLECTANCE MODELING AND TESTING 
There are two general modeling approaches that can be used when dealing with 
forward and inverse reflectance models: empirical and look-up table. The functions 
related to creating the reflectance models and fitting experimental reflectance spectra to 
the models to extract f.l s' and f.l a data are given here for both the empirical and look-up 
table approaches. All functions use the data structures built using the output file reader 
functions, described in section A.2.5, above. For each of the sections below, functions 
will be described for three different model constructs: 1) an empirical model that is built 
with f.l s' and Jla reflectance values assuming a single phase function, 2) a 2D look-up-table 
object that is built with f.ls' and f.l a reflectance values assuming a single phase function, 
and 3) a 3D look-up-table object that is built with f.l s' and f.l a reflectance values for many 
phase functions (each with a specific y value). 
A.3.1 Making Reflectance Models (Matlab) 
For building an empirical model, the function make_empirical_model is used. It 
takes in as input a data structure (OutputStruct) that contains the reflectance simulation 
data from many combinations of f.l s' and f.la input conditions, all with the same phase 
function. The second input, RefStruct, is the data structure that contains the reflectance 
simulation data for the single reference simulation. The third input, num _ scatt _ coeffs, 
indicates the order of the polynomial that should be used to model the Ro vs. f.ls' data; 2 
for linear data, 3 for cubic, etc. (up to 5). To use the function without collecting Monte 
Carlo data, the following fields should exist in the input data structure: 'musp ' , 'mua', 
and 'Reflection'. They should each be equal length vectors where Reflection(i) is the 
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absolute reflectance for conditions ,Us'(i) and ,Ua(i). The reference data structure should 
have a field, 'Reflectance' which is the absolute reflectance measurement for the 
calibration phantom which is used to normalize the absolute reflectance into relative 
reflectance. The function fits the data to equation 4.2, solving for the least squares fit for 
the variables Sn and ln. 'OutputStruct' is updated with these model coefficients in a 
substruct field called 'model.' The updated 'OutputStruct' is returned along with a vector 
containing the model coefficients, 'out_ coeffs.' 
For building a 2D look-up-table, the function make_spline_model is used. It uses the 
same input fields as make_empirical_model (except 'num_scatt_coeffs'). Instead of 
fitting the data to an empirical models, it packages the ,Us', ,Ua, and corresponding relative 
reflectance data into a TriScatteredinterp object that can later be used to calculate relative 
reflectance given any arbitrary ,Us' and ,Ua values (within their max and min values). This 
object is stored in OutputStruct in the field 'spline_model.' The function output is the 
updated OutputStruct. 
For building a 3D look-up-table, the function make_spline_model_gamma is used. 
It takes in as input a data structure 'OutputStruct' that is composed of multiple sub 
structures of the form used for make_ spline_ model. An additional field in the structure, 
'substructnames' lists the names of each of the sub structures, each representing a full set 
of data for a single phase function with specific y value. (OutputStruct is the output 
structure from the Import_Simulation_Set function) The make_spline_model_ 
gamma function uses the 'spline_model' fields in each of the sub structures to build a 
new TriScatteredinterp object with an added dimension: y. This three dimensional 
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look-up-table is stored in OutputStruct as 'spline_model,' which can later be used to 
calculate relative reflectance given any arbitrary set of f..Ls', f..La, andy values (within their 
max and min values).Note that this is distinct from the spline_model fields in each of 
the sub structures representing a single y value, and which are only 2 dimensional. 
All three of these functions are called within the function Import~Simulation_Set, 
and therefore do not need to be called individually by the user as long as the 
Import_Simulation_Set function was directed to make the models. 
function [OutputStruct,out_coeffs]=make_empirical_model(OutputStruct, 
RefStruct,num_scatt_coeffs) 
% from data collected in OutputStruct, fit reflectance to empirical 
model as a function of us' and ua. 
%Input: 
% OutputStruct: the structure containing the reflectance information to 
% build the model 
% RefStruct : the structure for the reference simulation needed to 
convert reflectance into relative reflectance 
% num_scatt_coeffs: the number of polynomial orders to use when 
modeling usp vs RO 
%Output: 
% OutputStruct: the same as the OutputStruct that was input , but now 
with information about the model stored in it 
% out_coeffs: the model fitting coefficients that represent the fit of 
the data to the empirical model 
scatter_values=OutputStruct.musp(l); 
absorp values=OutputStruct.mua(l); 
OutputStruct.Relative_Reflection=OutputStruct.Reflection ./RefStruct . Ref 
lection; 
for i=2:length(OutputStruct . musp) 
tempmusp=OutputStruct.musp(i); 
tempmua=OutputStruct.mua(i); 
if isempty(find(scatter_values==tempmusp)) 
scatter_values(length(scatter_values)+l)=tempmusp; 
end 
if isempty(find(absorp_values==tempmua)) 
absorp_values(length(absorp_values)+l)=tempmua; 
end 
end 
for i=l:length(scatter_values) 
for j=l:length(absorp_values) 
for k=l:length(OutputStruct.musp) 
if(OutputStruct.musp(k)==scatter_values(i) && 
OutputStruct.mua(k)==absorp_values(j)) 
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end 
end 
end 
index_table(i,j)=k; 
reflection(i,j)=OutputStruct.Relative_Reflection(k); 
end 
OutputStruct.scatter_values=scatter_values; 
OutputStruct.absorp_values=absorp_values; 
OutputStruct.index_table=index_table; 
%%%% Fit scattering only vs reflectance 
model_only_usp_index=find(scatter_values>4 & scatter_values<31); 
if num scatt coeffs==S 
gl:fittype(['a4.*usp.A4+a3.*usp.A3+a2.*usp.A2+al.*usp+a0'], 
'indep', 'usp'); 
reflection_scatt=OutputStruct.Reflection(index_table(model_only_usp_ind 
ex,l)) ./RefStruct.Reflection; 
[fitobject,gofstruct]=fit(scatter_values(model_only_usp_index) ',reflect 
ion_scatt',gl); 
scatt_coeffs=coeffvalues(fitobject); 
scatt model reflection=scatt coeffs(S) .*scatter values(model only usp i 
ndex)~A4+sc~tt coeffs(4) .*sc~tter values(model ;nly usp inde~) .A3~scatt 
_coeffs(3) .*sc~tter_values(model_only_usp_inde~) .A2~scatt_coeffs(2) .*sc 
atter_values(model_only_usp_index)+scatt_coeffs(l); 
OutputStruct.model.a4=scatt_coeffs(5); 
OutputStruct.model . a3=scatt_coeffs(4); 
OutputStruct.model.a2=scatt_coeffs(3); 
OutputStruct.model.al=scatt_coeffs(2); 
OutputStruct.model.aO=scatt_coeffs(l); 
out_coeffs(l)=scatt_coeffs(l); 
out_coeffs(2)=scatt_coeffs(2); 
out_coeffs(3)=scatt_coeffs(3); 
out_coeffs(4)=scatt_coeffs(4); 
out_coeffs(5)=scatt_coeffs(5); 
elseif num scatt coeffs==4 
gl=fittype([~a3.*usp.A3+a2.*usp.A2+al.*usp+a0'], 'indep', •usp'); 
reflection_scatt=OutputStruct.Reflection(index_table(model_only_usp_ind 
ex,l)) ./RefStruct.Reflection; 
[fitobject,gofstruct]=fit(scatter_values(model_only_usp_index) ',reflect 
ion_scatt',gl); 
scatt_coeffs=coeffvalues(fitobject); 
scatt_coeffs(5)=0; 
scatt model reflection=scatt coeffs(4) .*scatter values(model only usp i 
ndex)~A3+scatt_coeffs(3) . *scatter_values(model_only_usp_inde~) .A2~scatt 
_coeffs(2) .*scatter_values(model_only_usp_index)+scatt_coeffs(l); 
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OutputStruct.model.a4=0; 
OutputStruct.model.a3=scatt coeffs(4); 
OutputStruct.model.a2=scatt_coeffs(3); 
OutputStruct.model.al=scatt_coeffs(2); 
OutputStruct.model.aO=scatt_coeffs(l); 
out_coeffs(l)=scatt_coeffs(l); 
out_coeffs(2)=scatt_coeffs(2); 
out_coeffs(3)=scatt_coeffs(3); 
out_coeffs(4)=scatt coeffs(4); 
out_coeffs(5)=0; 
elseif num scatt coeffs==3 
gl=fittype([~a2.*usp . A2+al.*usp+a0'], 'indep', 'usp'); 
reflection_scatt=OutputStruct.Reflection(index_table(model_only_usp_ind 
ex,l)) ./RefStruct.Reflection; 
[fitobject,gofstruct]=fit(scatter_values(model_only_usp_index) ',reflect 
ion_scatt', gl); 
scatt coeffs=coeffvalues(fitobject); 
scatt_coeffs(4)=0; 
scatt coeffs(S)=O; 
scatt_model_reflection=scatt_coeffs(3) .*scatter_values(model_only_usp_i 
ndex) .A2+scatt_coeffs(2) .*scatter_values(model_only_usp_index)+scatt_co 
effs (1); 
end 
OutputStruct.model.a4=0; 
OutputStruct.model.a3=0; 
OutputStruct.model.a2=scatt_coeffs(3); 
OutputStruct.model.al=scatt_coeffs(2); 
OutputStruct.model.aO=scatt_coeffs(l); 
out_coeffs(l)=scatt_coeffs(l); 
out_coeffs(2)=scatt_coeffs(2); 
out_coeffs(3)=scatt_coeffs(3); 
out_coeffs(4)=0; 
out_coeffs(5)=0; 
figure 
subplot(2,2,1) 
hold all 
plot(scatter_values(model_only_usp_index) ,reflection_scatt); 
plot(scatter_values(model_only_usp_index) ,scatt_model_reflection, '--
k') i 
xlabel('Reduced Scattering Coefficient'); 
ylabel('Reflection'); 
title('Reduced Scattering vs. Scattering only Reflection'); 
%%%% Fit absorption vs reflectance 
subplot(2,2,2) 
hold all 
scatt_model_only_values=scatter_values(model_only_usp_index); 
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scatt_model_only_values=round(scatt_model_only_values) i 
model_only_ua_index=find(absorp_values>O) i 
abs_model_only_values=absorp_values(model_only_ua_index) i 
model_reflection=reflection(model_only_usp_index,model_only_ua_index) i 
k=1i 
for i=1:length(scatt_model_only_values) 
end 
for j=1:length(abs_model_only_values) 
indep_input(k,1) =scatt_model_only_values(i) i 
indep_input(k,2)=abs_model_only_values(j) i 
reflection_input(k)=model_reflection(i,j) i 
k=k+1i 
end 
for i=1:length(scatt_model_only_values) 
plot(abs_model_only_values,model_reflection(i, :)) i 
end 
g1= fittype(' (a4.*us.A4+a3.*us.A3+a2.*us.A2+a1.*us+a0)*exp(-
b.*ua./(us.Ad*ua.Ac))', 'problem', {'a4', 'a3', 'a2','a1','a0'}, 
'independent' , {'us', 'ua'}l i 
[fitobject,gofstruct]=fit(indep input,reflection input' ,g1, 
'problem' ,{scatt_coeffs(5), scatt_coeffs(4), scatt_coeffs(3), 
scatt coeffs(2), scatt coeffs(1)},'Lower', [-2 -2 -2],'Upper', 
- -[2 2 2],'StartPoint', [.5 .5 .5], 'Weight', 1./(reflection_input'))i 
coeffs=coeffvalues(fitobject)i 
x label('Absorption Coefficient') i 
ylabel('Reflection') i 
title('Absorption vs. Reflection') i 
for i=1:length(scatt_model_only_values) 
eqn_part1=scatt_model_reflection(i) i 
model_reflection=eqn_part1*exp(-coeffs(1) .*absorp_values.A(1-
coeffs(2)) ./(scatt_model_only_values(i) .Acoeffs(3))) i 
plot(absorp_values,model_reflection, '--k') i 
temp=length(num2str(scatt_model_only_values(i))) i 
if ( temp==3) 
legendarray(i, :)=strcat('\mu_s' '=', 
num2str(scatt_model_only_values(i)),' (1/cm) ') i 
elseif(temp==2) 
legendarray(i, :)=strcat('\mu_s' '=', 
num2str(scatt_model_only_values(i)),' (1/cm) ') i 
else 
legendarray(i, :)=strcat('\mu_s' '=', 
num2str(scatt_model_only_values(i)),' (1/cm) ') i 
end 
end 
legend(legendarray) i 
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function [OutputStruct]=make_spline_model(OutputStruct, RefStruct) 
%sort data 
scatter_values=OutputStruct.musp(l); 
absorp_values=OutputStruct.mua(l); 
OutputStruct.Relative_Reflection=OutputStruct.Reflection./RefStruct.Ref 
lection; 
for i=2:length(OutputStruct.musp) 
tempmusp=OutputStruct.musp(i); 
tempmua=OutputStruct.mua(i); 
end 
if isempty(find(scatter_values==tempmusp)) 
scatter_values(length(scatter_values)+l)=tempmusp; 
end 
if isempty(find(absorp_values==tempmua)) 
absorp_values(length(absorp_values)+l)=tempmua; 
end 
for i=l:length(scatter_values) 
for j=l:length(absorp_values) 
for k=l:length(OutputStruct.musp) 
if(OutputStruct.musp(k)==scatter_values(i) && 
OutputStruct.mua(k)==absorp_values(j)) 
end 
end 
end 
index_table(i,j)=k; 
reflection(i,j)=OutputStruct.Relative_Reflection(k); 
end 
OutputStruct . scatter_values=scatter_values; 
OutputStruct.absorp_values=absorp_values; 
OutputStruct.index_table=index_table; 
interp_scatt_vals=linspace(min(scatter_values) ,max(scatter_values) ,50); 
interp_scatt_vals=linspace(min(absorp_values) ,max(absorp_values) ,50); 
%create an interpolation object that uses a cubic interpolation between 
%all data points 
m=l; 
for i=l:length(interp_scatt_vals) 
for j=l:length(interp_abs_vals) 
xi(m)=interp_scatt_vals(i); 
yi(m)=interp_abs_vals(j); 
m=m+l; 
end 
end 
r interp=griddata(OutputStruct.musp,OutputStruct.mua,OutputStruct.Relat 
i;e_Reflection,xi,yi, 'cubic'); 
OutputStruct.R_interp=TriScatteredinterp(xi' ,yi',r_interp'); 
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function [OutputStruct]=make_spline_model_gamma(OutputStruct) 
substructs=OutputStruct.substructnames; 
ua_list=[] ; 
usp_list=[]; 
gamma_list=[]; 
R_list=[]; 
for i=l:size(substructs,l) %% loop gamma 
istruct=eval(['OutputStruct.' substructs(i, :)]); 
index table=istruct.index_table; 
scatter_v alues=istruct.scatter_values; 
absorp_values=istruct.absorp_values; 
end 
m=l; 
for k=min(scatter_values): .S:max(scatter_values) 
%for j=min (absorp_v alues) ;l :max(absor p_values) 
for j=min(absorp_values) :1:50 
end 
uspi (m) =k; 
uai(m ) =j; 
gammai(m)=istruct . gamma ; 
m=m+l; 
end 
R=istruct.R_interp(uspi,uai); 
ua_list=[ua_list, uai] ; 
usp_list=[usp_list, uspi]; 
gamma_list=[gamma_list,gammai]; 
R_list=[R_list,R]; 
usp_only =find(uai==O); 
F = TriScatteredinterp(usp_list' , ua_list' ,gamma_list' ,R_list'); 
OutputStruct.spline_model=F; 
A.3.2 Fitting Reflectance to Models (Matlab) 
The models that were built by the functions in the previous section can then be applied 
to the task of solving the inverse problem: extracting f.l s' and f.l a from a given reflectance 
spectrum, or spectra. For using the empirical model for inverse fitting, the 
fit _reflectance_ empirical function should be used; for the standard look-up-table inverse 
fitting, the fit _reflectance_ interp should be used; and when fitting more than one 
reflectance curve simultaneously, the fit_reflectance_3D function should be used. For 
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the first two, a single, supposedly known, phase function is assumed. For the 3D 
function, y is left as a free parameter and is estimated along with f.l s' and f.la· All three 
require three inputs: a wavelength vector (wl), the corresponding reflectance data 
(reflectance or reflectance_ array), and a structure or structures containing the inverse 
model (ModelStruct or input_struct_array). In the cases of fit_reflectance_interp and 
fit_reflectance _empirical, the reflectance data is a single vector, the same size as the 
wavelength vector, and ModelStruct is a single structure corresponding to an assumed 
phase function. This structure has the form of the structure output from the function 
LoadOutput_ from_ mci. In the case of fit _reflectance_ 3D, the input, reflectance_ array is 
a matrix, with each column being a separate reflectance measurement, and 
input_struct_array is an array of structures, with each data structure corresponding to a 
separate reflectance measurement. The structures in this array are of the form that are 
output from the function Import_ Simulation_ Set. 
The output for all three functions contains the least-squares fit to the reflectance data, 
the corresponding Jls' and Jla spectra, and the fitting coefficients that correspond to the 
physiological parameters of the tissue. 
function [R_fit,usp_fit,ua_fit,fit_coeffs] 
fit_reflectance_empirical(wl,reflectance,ModelStruct) 
%e stimate scattering and absorption coefficients from the input 
reflectance data, using the empirical mode l coefficients in the 
ModelStruct 
%Input: 
%wl: wave length corresponding to reflectance data 
%reflectance: experimental reflectance plot 
%Mode1Struct: the specific phase function data structure to use when 
%analyzing the reflectance data. 
%Ou tput: 
%R_fit: the least-squares model fit to reflectance 
%usp_fit: the estimated scattering spectra 
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%ua_fit: the e stimated absorption spectra 
%fit coeffs: the estimated fitting coefficients which correspond to the 
%physiological parameters of the tissue 
load('BloodStruct.mat') 
WLBlood = BloodStruct.WLBlood; 
% Here, OxyAbs and DeOxyAbs is the ua per unit concentration of 
Hemoglobin 
% in Blood. (cmA -1 /( g / L )) 
OxyAbs = spline(WLBlood 1 BloodStruct . Oxy 1 wl); 
DeOxyAbs = spline(WLBlood 1 BloodStruct . DeOxy 1 wl); 
usp = '(c.*(wl/600)."'(-d))'; 
uab = '(e2.*0xyAbs + (1-e2) .*DeOxyAbs) '; 
Ccorr = ['((1-exp(-' uab '.*2.*r))./(' uab ' . *2.*r))']; 
uat=[Ccorr ' .*el.*' uab]; 
%uat=[' (el.*' uab ' ) ']; 
eqn=[' (a4.*( ' usp ') ."'4+a3.*(' usp ') ."'3+a2.*(' usp ') ."'2+al.*(' usp 
')+aO) .*exp(-1*(' uat ') . "'(1 -c_m) .*b_m. /(' usp ') ."'(d_m)) ']; 
a4=ModelStruct.model.a4; 
a3=ModelStruct.model.a3; 
a2=ModelStruct.model.a2; 
al=ModelStruct.model.al; 
aO=ModelStruct.model.aO; 
b_m=ModelStruct.model . b; 
c_m=ModelStruct.model . c; 
d_m=ModelStruct.model.d; 
gl = fittype(eqn 1 'indep' 1 'wl' 1 'problem' ~{'OxyAbs' 'DeOxyAbs' 'aO' 'al' 
I a 2 I I a 3 I I a 4 I I b m I I C m I I d-m I } ) ; 
[fitobject 1 gofstruct] 
DeOxyAbs' ao al a2 a3 
= fit(wl' 1 reflectance 1 gl 1 'problem' 1 {0xyAbs ' 
a4 b_m c_m d_m} 1 'maxfuneval' 1 1000000 1 
'Lower' 1 [0 0.37 0 0 .0003 ] 
1 'Upper' I [100 4 0 3 
1 .03 .8 .001] ) ; 
scatt_coeffs=coeffvalues(fitobject); 
c=scatt_coeffs(l); 
d=scatt_coeffs(2); 
el=scatt_coeffs(3); 
e2=scatt_coeffs(4); 
r=scatt_coeffs(S); 
R_fit=eval(eqn); 
usp_fit=eval(usp); 
ua_fit=eval(uat); 
fit_coeffs=scatt_coeffs; 
% figure 
% hold all 
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1 . 01 ] 1 'StartPoint' 1 [20 
% plot (wl,reflectance); 
% plot (wl,R_fit, 1 --k'); 
end 
function [R_fit,usp_fit,ua_fit,fit_coeffs] = 
fit_reflectance_interp(wl,reflectance,ModelStruct) 
%estimate scattering and absorption coefficients from the input 
reflectance data, using the TriScatteredinterp object in the 
ModelStruct 
%Input: 
%wl : wavelength corresponding to reflectance data 
%refl ectance: experimental reflectance plot 
%ModelStruct: the specific phase function data structure to use when 
%analy zing the reflectance data . 
%Output: 
%R fit: the least-squares model fit to reflectance 
%usp_fit: the estimated scattering spectra 
%u a_ fi t: the estimated absorption spectra 
%fit_coeffs: the estimated fitting coefficients which correspond to the 
%phy siological parameters of the tissue 
global OxyAbs 
global DeOxyAbs 
global usp 
global uat 
usp = 1 (a(1) .*(wl/600) .A(-1*a(2))) '; 
uab = 1 (a(4) . *OxyAbs + (1-a(4)) .*DeOxyAbs) '; 
Ccorr = ['((1-exp(- 1 uab '.*2.*a(S)))./(' uab 1 .*2.*a(5))) 1 ]; 
uat=[Ccorr 1 .*a(3) .* ' uab]; 
load('BloodStructCombo.mat'); 
WLBlood = BloodStructCombo.WLBlood; 
% Here, OxyAbs and DeOxyAbs is the ua per unit concentration of 
Hemoglobin 
% in Blood . (cmA-1 / (g / L)) assuming a Hematocr it of 150 g / L 
OxyAbs = spline(WLBlood,BloodStructCombo.Oxy,wl); 
DeOxyAbs = spline(WLB1ood,BloodStructCombo.DeOxy,wl); 
model=ModelStruct.R_interp; 
predicted=®(a,xdata)myfun(a,xdata,model); 
a= [7, 1, . OS, . 7, . 0014] ; %start values 
lb= [ 1' . 3 7' 0' 0' 0] ; 
ub= [ 3 0, 4, . 2, 1, . 1] ; 
[x,resnorm]=lsqcurvefit(predicted,a,wl,reflectance 1 ,lb,ub); 
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if resnorm>l % try sev eral differ ent fitting start points to get best 
f i t t o data. 
a=[20,1, .05, .7, .0009]; 
[x,resnorml=lsqcurvefit(predicted,a,wl,reflectance',lb,ub); 
end 
if resnorm>l 
a=[12,2, .02, .7, .0009]; 
[x,resnorm]=lsqcurvefit(predicted,a,wl,reflectance',lb,ub); 
end 
a=x; 
fit_coeffs=a; 
usp_fit=eval(usp); 
ua_fit=eval(uat); 
R_fit=model(usp_fit,ua_fit); 
%figur e 
hold all 
plot(wl,reflectance) 
plot(wl,R fit, '--k') 
end 
function [F]=myfun(a,wl,model) 
global OxyAbs 
global DeOxyAbs 
global usp 
global uat 
usp_eval=eval(usp); 
ua_eval=eval(uat); 
F=model(usp_eval,ua_eval); 
if ( i snan (F) ) 
error('myApp:argChk', 'Values of usp and/or ua are outside of 
the bounds of the interpolation field'); 
end 
end 
function [R_fit,uspres,uares,fit_coeffs]=fit_reflectance_3D(wl, 
reflectance_array, input_struct_array) 
global OxyAbs 
global DeOxyAbs 
global usp 
global uat 
global model_array 
load('BloodStruct.mat') 
WLBlood = BloodStruct.WLBlood; 
% Here , oxyAbs and DeOxyAbs are the ua per unit concentration of 
He moglobin in Blood. (cmA-1 / (g / L) ) 
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OxyAbs = spline(WLBlood,BloodStruct.Oxy,wl); 
DeOxyAbs = spline(WLBlood,BloodStruct.DeOxy,wl); 
model_array=input_struct_array; 
usp = 1 (a(1).*(wl/600).A(-a(2))) 1 ; 
uab = 1 (a(4) .*OxyAbs + (1-a(4)) .*DeOxyAbs) 1 ; 
Ccorr = [ 1 ((1-exp(- 1 uab 1 .*2.*a(5)))./( 1 uab 1 .*2.*a(5))) 1 ]; 
uat=[Ccorr 1 .*a(3) .* 1 uab]; 
m=1; 
for k=1:length(input_struct_array) 
for n=1:length(wl) 
reflection_true(m)=reflectance_array(n,k); 
xdata(m,1)=wl(n); 
xdata(m,2)=k; 
m=m+1; 
end 
end 
predicted=®(a,xdata)myfun(a,xdata); 
a=[7,1, .05, .7, . 0014,2.0]; %start values 
lb= [ 1, . 3 7, 0, 0, 0, 1. 5] ; 
ub= [ 44, 4, . 1, 1, . 1, 2 . 2 9] ; 
[x,resnorm]=lsqcurvefit(predicted,a,xdata,reflection_true,lb,ub); 
if resnorm>1 
a=[20,1, .05, .7, .0009, 2.0]; 
[x,resnorm]=lsqcurvefit(predicted,a,xdata,reflection_true,lb,ub); 
end 
if resnorm>1 
a=[12,2, .02, .7, .0009, 2.0]; 
[x,resnorm]=lsqcurvefit(predicted,a,xdata,reflection_true,lb,ub); 
end 
a=x; 
uspres=eval(usp); 
uares=eval(uat); 
for i=1:length(input_struct_array) 
indexi=find(xdata(:,2)==i); 
R_fit(:,i)=model_array(i) .spline_model(uspres,uares,ones(size(uspres))* 
a (6)); 
reflection_real(:,i)=reflection_true(indexi); 
end 
% figure 
% hold all 
% plot (wl,reflection real) 
% plot(wl,R fit, 1 --k 1 ) 
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fit_coeffs=a; 
end 
function [F]=myfun(a,xdata) 
global usp; 
global uat; 
global model_array; 
global OxyAbs ; 
global DeOxyAbs; 
for i=1:length(model_array) 
indexi=find(xdata(:,2)==i); 
wl=xdata(indexi,1); 
usp_eval=eval(usp); 
ua_eval=eval(uat); 
usp_eval=reshape(usp_eval, [] ,1); 
ua_eval=reshape(ua_eval, [] ,1); 
gamma_eval=ones(size(usp_eval))*a(6); 
gamma_eval=reshape(gamma_eval, [] ,1); 
F(indexi)=model_array(i) .spline_model(usp_eval, 
ua_eval,gamma_eval); 
end 
if (isnan (F)) 
error('myApp:argChk', 'Values of usp and/or ua are outside of 
the bounds of the interpolation field'); 
end 
end 
255 
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