where ‫ޔ‬ is an arbitrary time scale (any nonempty closed set of real numbers) unbounded above, with the special cases of ‫ޔ‬ = ‫ޚ‬ and ‫ޔ‬ = ‫ޒ‬ yielding systems (1-1) and (1-2), respectively, as important corollaries. In this general time-scale setting, represents the delta (or Hilger) derivative [Bohner and Peterson 2001, Definition 1.10] , and ∇ represents the nabla derivative, introduced in [Atici and Guseinov 2002 , Section 2]:
where σ (t) := inf{s ∈ ‫ޔ‬ : s > t} is the forward jump operator and ρ(t) := sup{s ∈ ‫ޔ‬ : s < t} is the backward jump operator. Moreover, µ(t) := σ (t)−t is the forward graininess function, and ν(t) := t − ρ(t) is the backward graininess function. In particular, if ‫ޔ‬ = ‫,ޒ‬ then σ (t) = t = ρ(t) and x = x = x ∇ , while if ‫ޔ‬ = h‫ޚ‬ for any h > 0, then σ (t) = t + h and ρ(t) = t − h, so that
respectively. A function f : ‫ޔ‬ → ‫ޒ‬ is right-dense continuous provided it is continuous at each right-dense point t ∈ ‫ޔ‬ (a point where σ (t) = t) and has a left-sided limit at each left-dense point t ∈ ‫ޔ‬ (a point where ρ(t) = t). The set of right-dense continuous functions on ‫ޔ‬ is denoted by C rd ‫.)ޔ(‬ It can be shown that any rightdense continuous function f has an antiderivative (a function F : ‫ޔ‬ → ‫ޒ‬ with the property F (t) = f (t) for all t ∈ ‫.)ޔ‬ The Cauchy delta integral of f is defined by
Throughout we assume that t 0 < t 1 are points in ‫,ޔ‬ and define the time-scale interval
Other time-scale intervals are defined similarly. For convenience, the composition x • σ is denoted x σ , and x • ρ is denoted x ρ . For more on time scales and time-scale notation, see the fundamental texts [Bohner and Peterson 2001; 2003] .
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System (1-3) is a generalization of a key second-order linear dynamic equation. To see this, suppose the potential p is nabla differentiable and strictly positive. Then we have
which we can rewrite in the (formally) self-adjoint form
see [Bohner and Peterson 2003, Section 4.3] . Thus the system (1-3) is an extension of the second-order self-adjoint Equation (1-4), and many important equations are included under the rubric of our discussion below, including the second-order selfadjoint differential equation
the second-order self-adjoint difference equation
x n−1 + q n x n = 0, n ∈ ‫,ޚ‬ and the second-order self-adjoint q-difference (quantum) equation (q > 1)
where -5) are the quantum backward and forward derivatives, respectively.
Preliminary results on oscillation
Let ‫ޔ‬ be a time scale that is unbounded above, and let t 0 ∈ ‫.ޔ‬ In (1-3), assume p : ‫ޔ‬ → ‫ޒ‬ is right-dense continuous with p > 0 on [t 0 , ∞) ‫ޔ‬ , and q : ‫ޔ‬ → ‫ޒ‬ is continuous with q ≥ 0 on [t 0 , ∞) ‫ޔ‬ ; then p is delta integrable and q is integrable. Note the stronger continuity condition on the potential q; from the right-hand equation in (1-3), we then have that y ∇ is continuous, so that y is delta differentiable as well, with y = y ∇σ = −q σ x σ . An alternative approach would be to use only delta derivatives in (1-3), with p and q both right-dense continuous functions. The results in the sequel would be analogous to those derived below, but would not incorporate the self-adjoint form (1-4), nor directly extend (1-1). Our techniques are modelled after those found in [Jiang and Tang 2007; Lomtatidze and Partsvania 1999] and the references therein.
A solution (x, y) of (1-3) is oscillatory if both component functions x and y are oscillatory, that is to say neither eventually positive nor eventually negative; otherwise, the solution is nonoscillatory. The dynamic system (1-3) is oscillatory if all its solutions are oscillatory.
Lemma 2.1. The component functions x and y of a nonoscillatory solution (x, y) of (1-3) are themselves nonoscillatory.
Proof. Assume to the contrary that x oscillates but y is eventually positive. Then x = py > 0 eventually, so that x(t) > 0 or x(t) < 0 for all large t ∈ ‫,ޔ‬ a contradiction. The case where y is eventually negative is similar. Likewise, assuming that y oscillates while x is eventually positive or eventually negative leads to comparable contradictions.
then each solution of (1-3) is oscillatory.
Proof. Let (x, y) be a nonoscillatory solution of (1-3). Without loss of generality, we may assume that x > 0; then y ∇ = −q x ≤ 0, and in view of Lemma 2.1, y must be of constant sign eventually. If y(t 1 ) < 0 for some t 1 ∈ [t 0 , ∞) ‫ޔ‬ , then y < 0 on [t 1 , ∞) ‫ޔ‬ and x = py < 0 on [t 1 , ∞) ‫ޔ‬ ; after delta integrating from t 1 to t, we have
Since y is negative and nonincreasing, by the first assumption in (2-1) the righthand side tends to −∞, in contradiction with x > 0. Consequently, y > 0 with y ∇ ≤ 0 on [t 0 , ∞) ‫ޔ‬ , and x > 0 on [t 0 , ∞) ‫ޔ‬ by the first equation of (1-3). Thus there exists a constant c > 0 and
Nabla integrating the second equation of (1-3), we obtain
and this contradicts the second assumption in (2-1).
then the system (1-3) is nonoscillatory.
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Proof. Suppose that (2-2) holds. Then there exists
Let Ꮾ = C rd ‫)ޔ(‬ be the Banach space of right-dense continuous functions on ‫,ޔ‬ with norm x = sup t≥t 1 ,t∈‫ޔ‬ |x(t)| and the usual pointwise ordering ≤. Define a subset of Ꮾ by
For any subset ᏽ of , we have that inf ᏽ ∈ and sup ᏽ ∈ . Let L : → Ꮾ be the functional given via
By the assumptions on x ∈ and p and q, (L x)(t) ≥ 1 for all t ∈ [t 1 , ∞) ‫ޔ‬ , and
ensuring that L : → is increasing. By Knaster's fixed-point theorem [Knaster 1928 ], we can conclude that there exists an x ∈ such that x = L x. If we let
using the fixed point x ∈ , then we have
for t ∈ [t 1 , ∞) ‫ޔ‬ by using (2-4). Thus (x, y) is a nonoscillatory solution of (1-3).
In light of Lemmas 2.2 and 2.3, respectively, we could assume that either
q(s)∇s = ∞; 6 DOUGLAS R. ANDERSON AND WILLIAM R. HALL in fact, we will focus on (2-5). Moreover, in preparation for what follows, we introduce the following notation. Let
Lemma 2.4. Assume that (2-5) holds, P is given by (2-6), and λ ∈ [0, 1) is a real number. If
then given ε > 0 there exists a t 1 ≡ t 1 (ε) ∈ (t 0 , ∞) ‫ޔ‬ such that for any t ∈ [t 1 , ∞) ‫ޔ‬ ,
, and (2-8) 
By [Bohner and Peterson 2001, Theorem 1.16 (iv) ], µP = P σ − P, so that µp = P σ − P on ‫.ޔ‬ If r ∈ (t 0 , ∞) ‫ޔ‬ is a right-scattered point, then µ(r ) > 0 and, suppressing the r ,
If r ∈ (t 0 , ∞) ‫ޔ‬ is a right-dense point, then µ(r ) = 0 and
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It follows that in either case,
Similarly, if r ∈ (t 0 , ∞) ‫ޔ‬ is a right-scattered point, then once again µ(r ) > 0 and, suppressing the r ,
If r is a right-dense point, then P σ = P, µ(r ) = 0, and p(1−λ)P λ−2 = −(P λ−1 ) . Summarizing, in either case we have
Combining (2-10) and (2-11), we see that
By (2-7), given ε > 0 there exists a t 1 ∈ [t 0 , ∞) ‫ޔ‬ such that P σ /P ≤ (1 + ε) on
which is (2-8). Moreover, again for any r ∈ [t 1 , ∞) ‫ޔ‬ ,
Delta integrating (2-12) from t to infinity, we obtain
which is (2-9).
Note that if ‫ޔ‬ = ‫,ޒ‬ then (2-7) is automatically satisfied, as µ(t) ≡ 0.
DOUGLAS R. ANDERSON AND WILLIAM R. HALL
Lemma 2.5. Assume that (2-5) holds, that P is given by (2-6), and that (2-7) holds. If for some real number λ < 1 we have
then the system (1-3) is oscillatory.
Proof. By Lemma 2.3, we can focus on λ ∈ (0, 1). Assume that (x, y) is a nonoscillatory solution of the system (1-3); without loss of generality, assume that x > 0 on [t 0 , ∞) ‫ޔ‬ . As in the proof of Lemma 2.2, y > 0 with y ∇ ≤ 0 and x > 0 on [t 0 , ∞) ‫ޔ‬ . Let w := y/x. Then w > 0, and suppressing the argument, we have by the delta quotient rule and (1-3) that on [t 0 , ∞) ‫ޔ‬ ,
In fact this gives us (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) and from the previous line we obtain on [t 0 , ∞) ‫ޔ‬ that
delta integrating from t 0 to t we see that
Again by the mean value theorem, (P λ ) ≤ λp P λ−1 for λ ∈ (0, 1). Recall that q is assumed to be continuous, so q σ is right-dense continuous, and thus delta integrable. Multiplying (2-15) by P λ and delta integrating from t 1 > σ (t 0 ) to t gives
Since by (2-16) we have
there exists a positive real number k such that P(r )w σ (r ) λ − P(r )w σ (r ) < k.
As a result we have lim t→∞ −P λ (t)w(t) = 0 by (2-16) for 0 < λ < 1, and
for all t ∈ [t 1 , ∞) ‫ޔ‬ . Therefore we get
with (2-13).
Due to (2-5) and the establishment of Lemma 2.5, we will henceforth restrict our analysis to the case where
We also adopt the following notation. Set
Lemma 2.6. Assume that (2-18) holds, that P is given by (2-6), and that (2-7) holds. If (x, y) is a nonoscillatory solution of the system (1-3), then
where again w := y/x.
Proof. By (2-16), we can introduce the constants
and by (2-18), we must have lim
From (2-14) we have w ≤ −q σ − pww σ ; delta integrate this from t to ∞, use (2-22), and multiply by P to see that
This time multiply (2-15) by P 2 and delta integrate from t 1 to t to get
for t ∈ [t 1 , ∞) ‫ޔ‬ , which leads to
Using (2-17), we obtain 0
Applying l'Hôpital's rule [Bohner and Peterson 2001, Theorem 1.120] , (2-17) again, and (2-7) we have
Altogether then, inequality (2-25) implies that
If g * (0) = 0 = g * (2), then estimates (2-19) and (2-20) follow directly from (2-24) and (2-26), respectively. Thus we pick a real number ε ∈ 0, min{g * (0), g * (2)} and t 2 ∈ [t 1 , ∞) ‫ޔ‬ such that for t ∈ [t 2 , ∞) ‫ޔ‬ , r − ε < w(t)P(t) < R + ε, w(t)P(t) ≥ P(t)
From (2-23) and l'Hôpital's rule we have w(t)P(t) ≥ g * (0) − ε + (r − ε) 2 for t ∈ [t 2 , ∞) ‫ޔ‬ , Multiply (2-14) by P 2 and delta integrate from t 1 to t to see that this leads to
From (2-27) we have, for t ∈ [t 2 , ∞) ‫ޔ‬ ,
since w σ P ≤ w P < 1. These two inequalities lead to
Consequently we have r ≥
, and the lemma is proven.
Main oscillation results
We use the lemmas obtained previously to prove our main results.
Theorem 3.1. Assume that (2-18) holds, that P is given by (2-6), and that (2-7) holds. If
then every solution of the system (1-3) is oscillatory.
Proof. Suppose to the contrary that (x, y) is a nonoscillatory solution of (1-3) with x(t) > 0 for t ∈ [t 0 , ∞) ‫ޔ‬ . Let r := lim inf t→∞ w(t)P(t), R := lim sup t→∞ w(t)P(t),
where w = y/x. By Lemma 2.6 and its proof (in particular (2-28)) and simple calculus, we have g * (0) ≤ r − r in contradiction with both (3-1) and (3-2).
Theorem 3.2. Assume that (2-18) holds, that P is given by (2-6), and that (2-7) holds. Let g * (2) ≤ Then every solution of the system (1-3) is oscillatory.
Proof. Suppose to the contrary that (x, y) is a nonoscillatory solution of (1-3) with x(t) > 0 for t ∈ [t 0 , ∞) ‫ޔ‬ . By (2-15) we have q σ (t) ≤ −w (t) − p(t)(w σ ) 2 (t), t ∈ [t 0 , ∞) ‫ޔ‬ , where w = y/x; multiply this by P λ and delta integrate from t to infinity to get It follows that P 1−λ (t) ∞ t q σ (τ )P λ (τ ) τ < P(t)w(t)+ P 1−λ (t) 4 (3) (4) 
