We analyze whether newspaper content can predict aggregate future stock returns. Our study is based on articles published in the Handelsblatt, a leading German financial newspaper, from July 1989 to March 2011. We summarize newspaper content in a systematic way by constructing word-count indices for a large number of words. Wordcount indices are instantly available and therefore potentially valuable financial indicators. Our main finding is that the predictive power of newspaper content has increased over time, particularly since 2000. We find that a cluster analysis approach increases the predictive power of newspaper articles substantially. To obtain optimal predictive power, we need at least seven clusters. Our analysis shows that newspaper content is a valuable predictor of future DAX returns in and out of sample.
Introduction
We analyze the predictive power of newspaper articles for stock market returns in Germany. Stock market prediction has attracted much attention in financial research. Popular predictors studied include economic and financial data such as past stock returns, macroeconomic variables, and time series of balance-sheet data. In addition to economic and financial data, daily newspapers also may contain relevant information for financial markets. We find that newspaper articles predict future DAX excess returns in and out of sample. Our results show that words such as "claim," "minus,"
and "black" predict stock returns. We find that the predictive power of newspaper content increased after 2000.
Text mining-similar to data mining-aims at finding patterns in unstructured text documents. Word-count indices are one technique for summarizing and quantifying text content. Word-count indices count the number of articles mentioning a specific word. A well-known word-count index is the "R-Word Index" constructed by The Economist (The Economist (1998)). The R-Word Index counts how many stories in a particular range of newspapers include the word "recession" within a certain period of time.
The index can be regarded as an alternative indicator of economic activity and has accurately predicted the start and end of several recessions (The Economist (2002) ). A similar indicator is the MarketPsych Fear Index.
This index shows the relation between a moving average of the percentage of "fear" words in the U.S. financial news press and the Nasdaq 100 index (MarketPsych (2010) ).
Word-count indices have major advantages. They are-unlike official and commonly used statistics-instantly available at any given point in time.
Adverse time delays and lags can be avoided. Furthermore, word-count indices are potentially uncorrelated with other predicting variables, such as, for example, macroeconomic data. This makes them a valuable source of additional information that cannot be exploited by common predictors. In principle, increasing media coverage broadens the spectrum of structured language to describe financial markets.
The goal of this paper is to analyze whether quantitative measures of newspaper language predict stock market returns in Germany. We particularly aim at assessing how including newspaper content-in addition to well-established predictor variables-impacts the performance of a market prediction model. We analyze the predictive power of both single words and clusters of words.
We make several contributions to the literature. First, we analyze the relation between information in newspaper articles and future stock market returns. Specifically, we conduct an in-and out-of-sample analysis to assess the predictive power of summarized newspaper content for the aggregated German stock market. We show whether newspaper articles provide valuable information that can be used for investment purposes. Second, instead of manually aggregating words into a few sentiment, interest, or relevance classes as is done in most other studies, we perform a cluster analysis and study the optimal level of fragmentation of quantitative measures of newspaper content for stock market prediction. Finally, we extend our study by analyzing the relation between newspaper articles and the development of Germany's real economy.
We find that newspaper articles predict German stock market returns in and out of sample. Summarized newspaper content is significantly correlated with and Granger-causes future stock returns. Our results show that this predictive power has increased in recent years. We find that using certain groupings of words-constructed by a cluster analysis-achieves the highest forecasting power for Germany's aggregated stock market. To obtain optimal predictive power, we need at least seven clusters. Our findings suggest that apparently random newspaper data can be structured and used to predict stock market changes.
The remainder of this paper proceeds as follows. Section 2 provides a brief literature review. Section 3 describes the dataset and the algorithm used to obtain the data. Section 4 discusses the different research designs implemented in this study, and Section 5 presents the empirical in-and out-of-sample results. Section 6 discusses the robustness of our empirical findings. Section 7 concludes.
Literature Review
The body of literature analyzing the role the media plays in financial markets and the economy is growing rapidly. Here, we confine ourselves to briefly summarizing those studies that are most similar to our paper. Tetlock (2007) measures the interactions between the media and the stock market using content from a popular Wall Street Journal column. He finds that high media pessimism robustly predicts downward pressure on market prices and that unusually high or low pessimism forecasts high market trading volume. individual firms' accounting earnings and stock returns. They find that stock prices under react to negative information and that the predictive power of negative words is largest for stories that focus on fundamentals. Bollen, Mao & Zeng (2011) investigate whether public mood, as measured from tweets posted on twitter.com, is correlated with or even predictive of Dow Jones Industrial Average values. They find that the accuracy of Dow Jones predictions can be significantly improved by the inclusion of the public mood dimension. Tetlock (2011) shows that stock market returns generally respond less to old (stale) than to new information about firms. Griffin, Hirschey & Kelly (2011) find that in most developed countries, a firm's stock is more volatile on days on which there is public news about the firm. In emerging markets, however, volatility does not respond to either news or no-news days. Gross-Klussmann & Hautsch (2011) show that sentiment news items predict high-frequency returns, trading volume, and volatility on the London Stock Exchange. Carretta, Fiordelisi & Schwizer (2011) study the interactions between corporate governance news and the Italian stock market. They find that investors are sensitive to news stories about profitable corporations. Fang & Peress (2009) 
Data
This study uses the following datasets: newspaper stories (i.e., word-count indices), German stock market data, data on Germany's real economy, data on different control variables, and the risk-free interest rate.
The main dataset comprises newspaper articles. We obtain news stories from the Handelsblatt, a leading German financial newspaper. We summarize and quantify the newspaper data by constructing word-count indices.
Word-count indices count the number of articles mentioning a specific word.
The indices compiled in this study are based on articles published in the Handelsblatt from July 1989 through March 2011. Our study is based on a sample of 236 words. Table 1 in Appendix A.1 provides a list of all the words considered in this analysis, irrespective of any levels of significance found later in this paper. In addition the English word, we provide the original German word for which we actually searched. Our empirical results are presented by the English word. We collect newspaper data in a monthly interval.
We construct the word-count indices as follows. First, we take a list of words frequently used in newspaper articles. We choose a wide range of words, i.e., words of every word class (e.g., nouns, verbs, adjectives, etc.) and category (e.g., positive, negative, different sentiments, etc.). This allows us to capture different market sentiments and conditions for several time periods. In a second step, we browse the online archive of the Handelsblatt and search for the occurrence of the individual words. Every article containing at least one instance of a specified word is counted as one hit. The output of the newspaper data collection described above is a matrix containing the number of occurrences of each word and time step, i.e., the values of the word-count indices.
For the aggregate stock market data, we use Germany's main stock market index, the DAX. We obtained the DAX price levels from July 1989 through March 2011 from Bloomberg. For the risk-free interest rate, we take the time series of monthly average of the three-month interest rates (code: SU0107) from the website of the Federal Reserve Bank of Germany (Bundesbank). Furthermore, as a proxy for Germany's economic activity we use data on industrial production in Germany (seasonally adjusted), retrieved from Bloomberg (ticker: GRIPI Index).
Research Design
This section presents the univariate, multivariate, and cluster analyses we conduct in the empirical section of the paper. We start with a univariate approach computing the linear correlations between future stock returns and word-count indices. Second, we implement a stepwise linear predictive regression. This approach regresses future stock returns-in excess of the risk-free rate-on a set of predictor variables. In addition to an in-sample regression analysis, we assess the out-of-sample performance. Finally, we discuss the theory of cluster analysis.
To improve statistical properties of the estimators, we apply a common technique in empirical finance (e.g., Tetlock et al. (2008) ). We standardize the word-count indices by using z-scores. The z-score standardization is defined as
where i = 1, . . . , N words and t = θ, . . . , T , while ∆t = 1 month. z i,t denotes the standardized word-count index of word i at time t while x i,t denotes the number of occurrences of the same word. µ x and σ x are the mean and the standard deviation of x i over the previous θ months. We choose θ = 24 months.
Univariate Analysis
We provide a general overview of possible relations between the structured language content of the Handelsblatt and future DAX returns by conducting an univariate analysis. Our goal is to gain some initial insight into the development and the persistence of relations between newspaper stories and stock market behavior.
We compute the correlation coefficients, ρ(z i,t , r t+1 ), between the individual standardized word-count indices and future DAX excess returns, r t+1 .
Furthermore, we determine the causal direction of the forecasting relationship by conducting a bivariate Granger causality test (Granger (1969) ). If quantitative language measures partially cause stock market movements, then they, by definition, must precede these movements and therefore will be valuable for stock market prediction.
Multivariate Analysis: Stepwise Regression
There is a wide range of econometric tools for predicting asset returns. Since this study is based on a highly multivariate dataset, we apply a stepwise regression procedure according to Draper & Smith (1998 The stepwise algorithm thus ends as soon as consideration of any further regressors would lead to a deterioration of the overall model fit.
We define the general stepwise regression equation described in the algorithm above as
where r t+1 denotes the excess return of the dependent variable at time t + 1.
α is the intercept of the regression and β j denotes the exposures of r t+1 to the J word-count indices z t at time t. γ reflects the vector of factor loadings for the control variables. C t refers to the vector containing all control variables considered in the stepwise regression. ε t denotes the zero-mean normally distributed residual.
In each stepwise regression, we include a set of control variables. The motivation for doing so is to evaluate whether newspaper articles predict future stock returns beyond established origins of predictability. Basically, we rely on standard variables found to have potential forecasting power in previous studies (e.g., Schrimpf, Schröder & Stehle (2007) , Walkshaeusel & Lobe (2011) ). If a control variable is a return itself, we take excess returns over DAX returns to avoid multicollinearity. In particular, we include the German Fama & French (1993) factors for the size (SM B) and the bookto-market ratio (HM L). These are based on the S&P German Growth and Value indices. To control for possible autocorrelation in DAX log returns, we take a lagged DAX excess return, r t . In addition, we control for influences from foreign stock markets by including a lagged MSCI Europe ex Germany, M SCI EeG , return factor.
For macroeconomic influences we add the term spread, T S. Term spread is defined as the difference between the 10-year and the 1-year government bond yield. Additionally, we control for the development of Germany's consumer price index. Since the index level is not stationary, we take a detrended log of the index, CP I. We compute the CP I trend component as a rolling average of the previous 12 months of the log CP I.
Finally, we control for past volatility in Germany's stock market. As a proxy for past volatility we include the first lag of the detrended squared DAX return residuals according to Tetlock et al. (2008) . We demean the DAX log returns to obtain return residuals. After squaring the residuals, we subtract the past 36-month moving average of the squared DAX residuals.
This procedure yields the control variable vola. The vector C t containing all control variables we consider is given by
Out-of-Sample Analysis
In this subsection, we focus on the actual forecasting power of newspaper articles. In-sample analyses primarily assess the models' goodness of fit. Thus, the pure in-sample stepwise regression approach is prone to data mining. It might yield high R 2 , giving the appearance of good model fit, but which, in fact, may be at least partially due to over-fitting. Therefore, we conduct an out-of-sample analysis to test the actual predicting power of word-count indices. In this paper, out-of-sample performance is defined as the ability of newspaper articles to predict the one-step-ahead development of DAX returns.
We assess the forecasting performance of newspaper stories with a rolling stepwise regression. Using rolling windows maximizes the number of possible forecasts we can produce. For the rolling regression we take a standard rolling window size of 60 months, k = 60. Additionally, we run the regression based on different rolling window sizes to check for any dependence on particular lengths of the time window. We stepwise regress the dependent variable on the standardized word-count indices
while t = k, . . . , T − 1 observations. Based on the length of the time series of our sample, we obtain T − k estimates of the regression coefficients. We denote them by α l , β j,l , and γ l , while l is the rolling window index and
After computing the regression coefficients based on the rolling regression in Equation (3), we calculate the fitted one-step-ahead forecasts of the dependent variable:r
where t = k, . . . , T − 1 and l = 1, . . . , T − k.
We take two approaches to assess the accuracy of the forecasted values, r. First, we plot the realized (observed) against the predicted returns and compute the best-fitting regression line. We run this test by regressing
where v and w are the intercept and the slope, respectively, and estimated by ordinary least squares. If w is statistically different from zero, it can be concluded that the underlying model has statistically relevant forecasting power. We test w by an ordinary test statistic t w = w/se(w), where se(w) denotes the standard error of w.
In our second approach we look at the difference between effectively realized values and the forecasted values. In particular, we compute a root mean squared error (RMSE) for each rolling window described above:
where h = 1, . . . , T − k − m + 1. m denotes the window size on which the RMSE computation is based. We take m = 36 months. The variable k again denotes the rolling window size of the rolling regression.
Cluster Analysis
The goal of a cluster analysis is to find useful classifications in multivariate data that are closely knit statistically and yet distinct from each other (Kettenring (2006) ). It is a sort of learning process, meaning that we aim to discover hidden patterns in certain groupings recognizable in seemingly random data-in this paper, language in newspapers.
The empirical analysis of this paper builds on numerous word-count indices and is thus highly multivariate. In other empirical papers analyzing media content, e.g., Doms & Morin (2004) , Tetlock (2007) , and Tetlock et al. (2008) , dimensionality is reduced by manually categorizing language.
Tetlock ( Our approach is different in that instead of categorizing words according to exogenous norms, we follow data directly. By running a cluster analysis algorithm, newspaper data are assigned to different groupings based on statistically similar patterns. Therefore, clusters are built and thus dimensionality reduced according to information comprised in newspaper articles.
Accordingly, we believe cluster analysis to be an appropriate methodology for reducing dimensionality in structured newspaper language.
We build hierarchical clusters according to a linkage algorithm using
Euclidean distances between the word-count indices. At each step, the cluster algorithm identifies the two clusters closest to each other and combines them into a new one (Allik & McCrae (2004) ). We run this algorithm until all clusters-and thus all words of our dataset-are linked. Specifically, we implement a complete linkage method, also called furthest distance. This method considers the largest distance between objects in two clusters:
a and b denote clusters, while s ai is the ith object in cluster a. q denotes the number of objects in a cluster.
We use the output of the cluster analysis, i.e., the groupings of words, in a graphical and formal approach. In the graphical method, we show the results of the cluster analysis as a hierarchical tree diagram, also called a dendrogram. A dendrogram starts by taking single words. Then, the statistically closest two words are combined in one cluster. Intuitively, we would expect early joints to be words related in some way, e.g., by connotation, relevance, or interest.
With this formal methodology we determine the optimal number of clusters for explaining and forecasting future DAX excess returns. We again conduct an in-and out-of-sample analysis, but based on word-count clusters instead of individual words. In contrast, for a stepwise regression approach, it is the stepwise algorithm that-based on statistical significance-determines which words to include in the predicting analysis. In this subsection, we do not exclude any words but, instead, build clusters in a first step considering the entire sample, i.e., all word-count indices. Afterward, we run the regression analysis again based on the different clusters built from the word-count indices.
In the forecasting analysis we follow an approach very similar to that described for the out-of-sample analysis in Section 4.3. We first compute the predicted future DAX excess returns as defined in Equations (3) and (4). However, instead of the stepwise approach, we now instead use wordcount clusters as explanatory variables. Second, to assess the quality of the predicted DAX excess returns, we regress the realized on the predicted DAX returns as denoted in Equation (5) and test the resulting slope coefficients for being statistically different from zero.
The goal of this approach is twofold. First, we run the regressions on a different number of clusters and check the individual goodness of fit of the regression-measured by the adjusted R 2 . This allows us to determine the optimal level of fragmentation and thus the number of clusters that best explain future stock returns. Second, we analyze the effective forecasting power of word-count clusters-compared to individual words as predicting variables-for future stock market developments.
Empirical Results
In this section, we present the empirical results of the univariate, multivariate, out-of-sample, and cluster analyses. We perform the empirical analysis for six subperiods: the entire sample (All, 1989 (All, /7-2011 These subperiods are chosen for their different characteristics-primarily the magnitude of average return and volatility-so as to assess whether the predictive power of newspaper articles depends on specific market sentiments. We investigate whether the predictive power is constant over time or if it depends on financial market development.
Univariate Analysis: Results
The results of the correlation and the Granger causality analysis provide a first understanding of possible relations and causalities between Germany's aggregate stock market index and newspaper stories. Occurrence of the recession word soared during the subprime crisis, resulting in a structural break. We account for changing market conditions by computing the correlation for two subperiods individually. We find that the correlation coefficient based on a sample that ends at the beginning of the subprime period is −0.40. Taking Considering the subperiods, we find that during both the first half of our For the subprime crisis, however, we only find words with a negative connotation. As the number of articles containing negative words increased, the DAX index lost half its value. Therefore, news coverage was not less positive, but increasingly negative, during the subprime period.
To analyze the causal direction of the relation between newspaper stories and DAX returns we employ a bivariate Granger causality test. We find that word-count indices Granger-cause DAX returns. Our results show that the majority of words in our sample Granger-cause DAX returns at a 5% significance level. We also test the reverse causal direction and find that DAX returns Granger-cause only a third of all tested words at the same significance level. In both tests we allow for a maximum of five lags. We take this finding not as actual causality, but to mean that newspaper content has predictive power regarding future DAX movements.
Multivariate Analysis: Stepwise Regression Results
In this section, we present the results of the stepwise regression analysis. We run the stepwise regression according to the algorithm described in Section 4.2. To avoid multicollinearity among predictor variables, we check correlations between all control variables, finding them to be low to moderate. Table 3 presents the results of the stepwise regression of future DAX excess returns on word-count indices and control variables as defined in Equation
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(2). We find that during the entire sample period, five words-two positive and three negative-have a factor loading statistically significant for an entrance and exit threshold of 2.5%. For the various subsamples, we find newspaper articles to have stronger explanatory power during the second half of the sample period. During the boom period in the 1990s, no words are significant. We find three and six significant word-count indices for the dotcom and the subprime periods, respectively. In general, the multivariate analysis-including control variables-yields fewer words with significant explanatory power than the univariate analysis.
The main result of Table 3 is that newspaper articles continue to have significant explanatory power for the aggregate stock market after including a set of control variables. Our findings are in line with the results of the univariate analysis. Coefficients of words that are significant in both the univariate and multivariate analysis have the same algebraic signs. We find "claim [v] ," "consumption," "minus," "private," and "worse" to have significant coefficients in both analyses within the same subperiod. Again, it is primarily nouns that have significant explanatory power.
Interestingly, for the second half we not only find more significant words but also larger coefficients. One possible interpretation is that the first decade of 2000 was characterized by strong market movements during economic turmoil. Consequently, the general news coverage was dense and might have increasingly affected aggregate stock markets. This interpreta-tion is confirmed by results for the dotcom and subprime subperiods. For both periods we find considerably larger coefficients than for the first half of the sample or the boom period during 1990s. Figure 2 is a heat map of words found to have significant explanatory power for future DAX development. We run the stepwise algorithm based on a rolling window of 60 months, i.e., for each window we run the algorithm once. Figure 2 shows the persistence of significant words during the sample period. First, we find that no word is consistently chosen by the algorithm.
However, "claim [v]"-as already found in the univariate and multivariate analyses-is the word that attains significance most often. Second, during the first six years, i.e., from 1990 to 1996, negative words such as "black,"
"recession," "panic [n]," "collapse [n]," and "bear market" are often selected.
At the beginning of the second half of the sample, we find that "claim [v] ," "minus," "anger [n]," and "optimistic" are often significant.
To summarize, we find that newspaper stories explain stock market movements in a multivariate setting. We find that the explanatory power is not persistently loaded on specific words over time. Although there are significant coefficients on words during most of the rolling windows, which words are significant changes. Nonetheless, our findings suggest that during different time periods, words expressing certain sentiments dominate. Turmoil on financial markets seems to stimulate news coverage which enforces explanatory power of newspaper articles.
Real Economy
We next analyze the relation between newspaper content and Germany's real economy. We are interested in whether newspaper stories can explain changes in industrial production, which we take as a proxy for the real economy. Furthermore, we compare coefficients on words found to be significant for the real economy with those significant for the aggregate stock market. Table 4 reports significant factor loadings on words selected by the stepwise regression approach for explaining changes in industrial production.
The entrance and exit threshold of the stepwise algorithm is 2.5%. During the entire sample period, there are only two words-"decline [n]" and "deflation"-with significant coefficients. Both coefficients are negative and comparatively small. Also, for the first and second halves of the sample we find only two significant factor loadings. Regarding the subperiods, there are nine words significant during the boom phase and non during the dotcom period. During the subprime period, there are eight significant word-count indices; six of them are negative.
Interestingly, it is words having an economic interest or background that tend to be significant, e.g., "deflation," "export [n]," "global economy," etc.
Furthermore, during the boom period, the coefficient of the word "government" is −0.95, even though government is not necessarily associated with a negative connotation. A possible interpretation of this finding might have to do with expected interventions by the government. During the mid-1990s the economy was mainly prospering. Therefore, it might have been expected that government would intervene to cool things down, rather than act to stimulate economic development.
In contrast to the results obtained in the previous section based on the stock market, for the real economy we find most significant word-count indices during the boom period of the 1990's, whereas the stock market was most influenced by newspaper content during the first decade of 2000. Finally, we also find that factor loadings for the real economy are substantially smaller than for the stock market analysis.
Out-of-Sample Analysis: Results
In this section, we present the results of the out-of-sample analysis based on a stepwise regression approach. As all the previously reported results in this paper are in-sample based, the goal of this section is to discover whether individual words of newspaper stories not only explain but also predict stock markets.
In Figure 3 we plot the effectively realized, r, and the predicted,r, DAX excess returns. The predicted DAX excess returns are computed according to Equation (4) and based on the standard rolling window of 60 months.
The regression line through the scatter plot of Figure 3 is computed by Equation (5). The main result of Figure 3 is that observed and predicted DAX excess returns are positively related during the entire sample period.
The regression line in Figure 3 has a slope coefficient of w = 0.128 with a corresponding standard error of se(w) = 0.081.
To check for possible dependencies due to the length of the rolling window, we conduct the forecasting analysis for different window sizes. Table 5 reports the results of the out-of-sample regression analysis based on window sizes k = {54, 60, 66, 72, 78, 84, 90, 96}. The adjusted R 2 and the t-statistics, In general, the out-of-sample analysis reveals that words in newspapers can be used to predict future stock market movements. The predictive power is superior for longer rolling windows. The forecasting performance varies over time but is increasing during the second half of our sample period.
Cluster Analysis: Results
In this section, we present the results of the cluster analysis. The main purpose of this approach is to reduce the dimensionality of our highly multivariate word-count dataset. We first report the result of the graphical analysis based on a dendrogram, in which we aimed at finding structures in seemingly random newspaper data. We then present the results of the regression analysis on the optimal level of fragmentation of our dataset to explain and predict future changes in the DAX index. selected by a stepwise regression based on an entrance and exit threshold of 10%. We find that 26 words are significant. We take these initial words to start the dendrogram.
As Figure 5 reveals, early joints in the dendrogram are mostly in line with the interest, meaning, and relevance they carry. For example, "long term" and "future" share a positive perspective of time, "threats [v]" and "falls" are closely linked to failure, "minus" and "shaky" are influenced by uncertainty. At higher levels of clustering, the structure shows patterns according to connotation: "supply [n]" and "resources" are added to the cluster of "long term" and "future," while "negative" joins the "threats
[v]" and "falls" cluster. Ultimately, two main clusters of words-except for the term "deflation"-are formed. The top branch is dominated by strong negative words; the majority of words in the bottom carry a positive connotation. In general, the classification in Figure 5 reveals that language in newspaper stories comprises a structure and is not purely random.
Regression Analysis with Word Clusters
The purpose of this section is to identify the optimal level of fragmentation in clustering newspaper language to explain and predict future DAX returns.
In the previous section, we predict future stock market movements based on individual words. In this section, we do not use individual words directly but combine them in different clusters. The question we want to answer now is how many clusters yield optimal forecasting accuracy.
We find that the optimal number of clusters for explaining future DAX returns in-sample is 8. We regress future DAX returns on 2 to 10 clus- Next, we extend the cluster regression analysis by performing an out-ofsample or forecasting test. As defined in Equation (5), we regress realized, r t , on predicted,r t , DAX returns. Predicted returns are again determined by a regression analysis based on 2 to 10 clusters. We find that newspaper articles have highest predictive power if combined in 7 clusters, which yields an adjusted R 2 of 10.37%. In line with the in-sample results, we again find that a very low number of clusters is not sufficient to predict the stock market.
The most interesting finding is that the forecasting performance of wordcount clusters is significantly better than that of a stepwise regression approach. Compared to the stepwise out-of-sample results of Table 5 , a cluster analysis obtains substantially higher R 2 . Furthermore, the slope coefficient in Equation (5), w, of the prediction methodology based on 7 clusters is significant at a level of 1%.
In summary, our findings suggest two major conclusions. First, combining word-count indices in a reasonable number of clusters predicts the stock market better than do individual words. Second, to obtain optimal explanatory and predictive power, we need at least 7 clusters of words in the clustering algorithm.
Robustness Analysis
We now check the robustness of our results. As a dependent variable we replace the 1-month DAX return with the 3-month forward return. The question we focus on is how the predictive power of newspaper articles depends on the time horizon of the stock returns. Table 6 reports the results of Equation (2) based on 3 months DAX forward excess returns. We take the 3-month average of the word-count indices as the independent variables. Table 6 shows that based on 3 months, more words are significant at an entrance and exit threshold of 2.5%. During the entire sample period, 14 words obtain a significant coefficient, eight of which are negative.
Thus our results for the DAX 3-month forward returns are consistent with previous findings. We find that the explanatory power of newspapers for forward returns increases over time. Furthermore, coefficients of significant word-count indices tend to be larger during the dotcom and the subprime periods. The majority of significant words are nouns. Although explanatory power is not loaded on the same words, our main findings are robust against different investment horizons.
Conclusion
In this paper, we analyze the predictive power of newspaper articles for German stock market returns. Based on newspaper articles published between
July 1989 and March 2011 in the Handelsblatt, a leading German financial newspaper, we use word-count indices as a quantitative language measure.
Word-count indices are instantly available and therefore potentially valuable financial indicators. Our main finding is that newspaper content predicts future DAX returns, both in and out of sample.
Our first result is that word-count indices are significantly correlated with stock returns. Most of these words are also Granger causative of the DAX. Our second result is that newspaper articles explain future stock market movements beyond well-established predictor variables. In the out-ofsample analysis we find that the predictive power of quantitative newspaper language has increased over time, particularly since 2000.
The cluster analysis shows that language in newspaper articles is not random. We find clusters that are consistent with the words' meaning and relevance. Our analysis indicates that seven or more clusters are required to predict stock returns. Therefore, classifying words into a very low number of groups-as previous studies do-does not result in optimal forecasting power. We find that using clusters instead of single words substantially increases the predictive power of newspaper articles.
In summary, we find newspapers to provide additional information valuable for predicting future stock market developments, information that is not considered by common predictors. We therefore conclude that seemingly random newspaper data can be structured and used to predict future stock market returns in Germany.
A Appendix
A. The table presents the results of the out-of-sample analysis based on a rolling window stepwise regression approach as defined in Equations (3) and (4). We report the adjusted R 2 , the regression coefficients v (intercept) and w (slope) with their t-statistics tv and tw, respectively.
The results are indicated for different rolling window sizes denoted by k months. Specifically, we regress the realized, rt, on the predicted,rt, DAX excess returns. The regression equation is defined as rt = v + w ·rt. The scatter plot including the linear regression line for a window size of k = 60 months is shown in Figure 3 . * and * * denote statistical significance at a level of 10% and 5%, respectively. The figure depicts a heat map of words possessing significant explanatory power for future DAX returns. We select words by a stepwise regression algorithm based on rolling windows. The regression is based on the standard window size of 60 months. The entrance and exit threshold of the algorithm is 2.5%. The x-axis indicates the rolling windows. The y-axis shows significant words. For each window, the stepwise regression is run once. If a particular word enters the regression by a significant factor loading, it is indicated by a dark spot in the heat map. To ensure legibility, we only report words that are selected in nine or more rolling windows. This figure shows a hierarchical cluster tree, i.e., a dendrogram, of all words found to be significant by the stepwise algorithm. The horizontal axis represents the Euclidean distance between the clusters. We select the entrance and exit threshold of the stepwise regression approach to be 10%.
At each step of the tree, the clustering algorithm identifies the two clusters closest to each other and eventually combines them in a new cluster. This procedure is followed until all words and clusters are eventually linked, respectively.
