Nearly all model-reduction techniques project the governing equations onto a linear subspace of the original state space. Such subspaces are typically computed using methods such as balanced truncation, rational interpolation, the reduced-basis method, and (balanced) proper orthogonal decomposition (POD). Unfortunately, restricting the state to evolve in a linear subspace imposes a fundamental limitation to the accuracy of the resulting reduced-order model (ROM). In particular, linear-subspace ROMs can be expected to produce low-dimensional models with high accuracy only if the problem admits a fast decaying Kolmogorov n-width (e.g., diffusion-dominated problems). Unfortunately, many problems of interest exhibit a slowly decaying Kolmogorov n-width (e.g., advection-dominated problems). To address this, we propose a novel framework for projecting dynamical systems onto nonlinear manifolds using minimum-residual formulations at the time-continuous and time-discrete levels; the former leads to manifold Galerkin projection, while the latter leads to manifold least-squares Petrov-Galerkin (LSPG) projection. We perform analyses that provide insight into the relationship between these proposed approaches and classical linear-subspace reduced-order models. We also propose a computationally practical approach for computing the nonlinear manifold, which is based on convolutional autoencoders from deep learning. Finally, we demonstrate the ability of the method to significantly outperform even the optimal linear-subspace ROM on benchmark advection-dominated problems, thereby demonstrating the method's ability to overcome the intrinsic n-width limitations of linear subspaces.
Introduction
Physics-based modeling and simulation has become indispensable across many applications in engineering and science, ranging from aircraft design to monitoring national critical infrastructure. However, as simulation is playing an increasingly important role in scientific discovery, decision making, and design, greater demands are being placed on model fidelity. Achieving high fidelity often necessitates including fine spatiotemporal resolution in computational models of the system of interest; this can lead to very large-scale models whose simulations consume months on thousands of computing cores. This computational burden precludes the integration of such high-fidelity models in important scenarios that are real time or many query in nature, as these scenarios require the (parameterized) computational model to be simulated very rapidly (e.g., model predictive control) or thousands of times (e.g., uncertainty propagation)
Projection-based reduced-order models (ROMs) provide one approach for overcoming this computational burden. These techniques comprise two stages: an offline stage and an online stage. During the offline stage, these methods perform computationally expensive training tasks (e.g., simulating the high-fidelity model at several points in the parameter space) to compute a representative low-dimensional 'trial' subspace for the system state. Next, during the inexpensive online stage, these methods rapidly compute approximate solutions for different points in the parameter space via projection: they compute solutions in the low-dimensional trial subspace by enforcing the high-fidelity-model residual to be orthogonal to a low-dimensional test subspace of the same dimension.
As suggested above, nearly all projection-based model-reduction approaches employ linear trial subspaces. This includes the reduced-basis technique [59, 64] and proper orthogonal decomposition (POD) [36, 15] for parameterized stationary problems; balanced truncation [52] , rational interpolation [4, 31] , and Craig-Bampton model reduction [20] for linear time invariant (LTI) systems; and Galerkin projection [36] , least-squares Petrov-Galerkin projection [13] , and other Petrov-Galerkin projections [75] with (balanced) POD [36, 43, 75, 63] for nonlinear dynamical systems.
The Kolmogorov n-width [58] provides one way to quantify the optimal linear trial subspace; it is defined as
where the first infimum is taken over all n-dimensional subspaces of the state space, and M denotes the manifold of solutions over all time and parameters. Assuming the dynamical system has a unique trajectory for each parameter instance, the intrinsic solution-manifold dimensionality is (at most) equal to the number of parameters plus one (time). For problems that exhibit a fast decaying Kolmogorov n-width (e.g., diffusiondominated problems), employing a linear trial subspace is theoretically justifiable [3, 6] and has enjoyed many successful demonstrations. Unfortunately, many computational problems exhibit slowly decaying Kolmogorov n-width (e.g., advection-dominated problems). In such cases, the use of low-dimensional linear trial subspaces often produces inaccurate results; the ROM dimensionality must be significantly increased to yield acceptable accuracy [55] . Indeed, the Komolgorov n-width with n equal to the intrinsic solution-manifold dimensionality is often quite large for such problems. Several approaches have been pursued to address this n-width limitation of linear trial subspaces. One set of approaches transforms the trial basis to improve its approximation properties for advection-dominated problems. Such methods include separating transport dynamics via 'freezing' [54] , applying a coordinate transformation to the trial basis [39, 10] , shifting the POD basis [60] , transforming the physical domain of the snapshots [74, 73] , constructing the trial basis on a Lagrangian formulation of the governing equations [51] , and using Lax pairs of the Schrödinger operator to construct a time-evolving trial basis [27] . Other approaches pursue the use of multiple linear subspaces instead of employing a single global linear trial subspace; these local subspaces can be tailored to different regions of the time domain [24, 22] , physical domain [68] , or state space [2, 57] . Ref. [11] aims to overcome the limitations of using a linear trial subspace by providing online-adaptive h-refinement mechanism that constructs a hierarchical sequence of linear subspaces that converges to the original state space. However, all of these methods attempt to construct, manually transform, or refine a linear basis to be locally accurate; they do not consider nonlinear trial manifolds of more general structure. Further, many of these approaches rely on substantial additional knowledge about the problem, such as the particular advection phenomena governing basis shifting.
This work aims to address the fundamental n-width deficiency of linear trial subspaces. However, in contrast to the above methods, we pursue an approach that is both more general (i.e., it should not be limited to piecewise linear manifolds or mode transformations) and only requires the same snapshot data as typical POD-based approaches (e.g., it should require no special knowledge about any particular advection phenomena). To accomplish this objective, we propose an approach that (1) performs optimal projection of dynamical systems onto arbitrary nonlinear trial manifolds (during the online stage), and (2) computes this nonlinear trial manifold from snapshot data alone (during the offline stage).
For the first component, we perform optimal projection onto arbitrary (continuously differentiable) nonlinear trial manifolds by applying minimum-residual formulations at the time-continuous (ODE) and time-discrete (O∆E) levels. The time-continuous formulation leads to manifold Galerkin projection, which can be interpreted as performing orthogonal projection of the velocity onto the tangent space of the trial manifold. The time-discrete formulation leads to manifold least-squares Petrov-Galerkin (LSPG) projection, which can also be straightforwardly extended to stationary (i.e., steady-state) problems. We also perform analyses that illustrate the relationship between these manifold ROMs and classical linear-subspace ROMs. Manifold Galerkin and manifold LSPG projection require the trial manifold be characterized as a (generally nonlinear) mapping from the low-dimensional reduced state to the high-dimensional state; the mapping from the high-dimensional state to the low-dimensional state is not required.
The second component aims to compute a nonlinear trial manifold from snapshot data alone. Many machine-learning methods exist to perform nonlinear dimensionality reduction. However, many of these methods do not provide the required mapping from the low-dimensional embedding to the high-dimensional input; examples include Isomap [70] , locally linear embedding (LLE) [62] , Hessian eigenmaps [23] , spectral embedding [5] , and t-SNE [48] . Methods that do provide this required mapping include self-organizing maps [42] , generative topographic mapping [7] , kernel principal component analysis (PCA) [67] , Gaussian process latent variable model [44] , diffeomorphic dimensionality reduction [72] , and autoencoders [34] . In principle, manifold Galerkin and manifold LSPG projection could be applied with manifolds constructed by any of the methods in the latter category. However, this study restricts focus to autoencoders-more specifically deep convolutional autoencoders-due to their expressiveness and scalability, as well as the availability of high-performance software tools for their construction.
Autoencoders (also known as auto-associators [21] ) comprise a specific type of feedforward neural network that aim to learn the identity mapping: they attempt to copy the input to an accurate approximation of itself. Learning the identity mapping is not a particularly useful task unless, however, it associates with a dimensionality-reduction procedure comprising data compression and subsequent recovery. This is precisely what autoencoders accomplish by employing a neural-network architecture consisting of two parts: an encoder that provides a nonlinear mapping from the high-dimensional input to a low-dimensional embedding, and a decoder that provides a nonlinear mapping from the low-dimensional embedding to an approximation of the high-dimensional input. Convolutional autoencoders are a specific type of autoencoder that employ convolutional layers, which have been shown to be effective for extracting representative features in images [50] . Inspired by the analogy betweeen images and spatially distributed dynamical-system states (e.g., when the dynamical system corresponds to the spatial discretization of a partial-differential-equations model), we propose a specific deep convolutional autoencoder architecture tailored to dynamical systems with states that are spatially distributed. Critically, training this autoencoder requires only the same snapshot data as POD; no additional problem-specific information is needed.
In summary, new contributions of this work include:
1. Manifold Galerkin (Section 3.2) and manifold LSPG (Section 3.3) projection techniques, which project the dynamical-system model onto arbitrary continuously-differentiable manifolds. We equip these methods with (a) the ability to exactly satisfy the initial condition (Remark 3.1), and (b) quasi-Newton solvers (Section 3.4) to solve the system of algebraic equations arising from implicit time integration. 2. Analysis (Section 4), which includes (a) demonstrating that employing an affine trial manifold recovers classical linear-subspace Galerkin and LSPG projection (Proposition 4.1), (b) sufficient conditions for commutativity of time discretization and manifold Galerkin projection (Theorem 4.1), and (c) conditions under which manifold Galerkin and manifold LSPG projection are equivalent (Theorem 4.2). 3. A novel convolutional autoencoder architecture tailored to spatially distributed dynamical-system states (Section 5.2) with accompanying offline training algorithm that requires only the same snapshot data as POD (Section 6). 4. Numerical experiments on advection-dominated benchmark problems (Section 7). These experiments illustrate the ability of the method to outperform even the projection of the solution onto the linear subspace; further, the proposed method is close to achieving the optimal performance of any nonlinearmanifold method. This demonstrates the method's ability to overcome the intrinsic n-width limitations of linear trial subspaces.
We note that the methodology is applicable to both linear and nonlinear dynamical systems.
To the best of our knowledge, Refs. [32, 40] comprise the only attempts to incorporate an autoencoder within a projection-based ROM. These methods seek solutions in the nonlinear trial manifold provided by an autoencoder; however, these methods reduce the number of equations by applying the encoder to the velocity. Unfortunately, as we discuss in Remark 3.5, this approach is kinematically inconsistent, as the velocity resides in the tangent space to the manifold, not the manifold itself. Thus, encoding the velocity can produce significant approximation errors. Instead, the proposed manifold Galerkin and manifold LSPG projection methods produce approximations that associate with minimum-residual formulations and adhere to the kinematics imposed by the trial manifold.
Relatedly, Ref. [30] proposes a general framework for projection of dynamical systems onto nonlinear manifolds. However, the proposed method constructs a piecewise linear trial manifold by generating local linear subspaces and concatenating those subspaces. Then, the method projects the residual of the governing equations onto a nonlinear test manifold that is also piecewise linear; this is referred to as a 'piecewise linear projection function'. Thus, the approach is limited to piecewise-linear manifolds, and the resulting approximation does not associate with any optimality property.
We also note that autoencoders have been applied to various non-intrusive model-reduction methods that are purely data driven in nature and are not based on a projection process. Examples include Ref. [28] , which applies an autoencoder to compress the state, followed by a recurrent neural network (RNN) [65] to learn the dynamics; Refs. [69, 56, 47, 53] , which apply autoencoders to learn approximate invariant subspaces of the Koopman operator; and Ref. [17] , which applies hierarchical dimensionality reduction comprising autoencoders and PCA followed by dynamics learning to recover missing CFD data.
The paper is organized as follows. Section 2 describes the full-order model, which corresponds to a parameterized system of (linear or nonlinear) ordinary differential equations. Section 3 describes model reduction on nonlinear manifolds, including the mathematical characterization of the nonlinear trial manifold (Section 3.1), manifold Galerkin projection (Section 3.2), manifold LSPG projection (Section 3.3), and associated quasi-Newton methods to solve the system of algebraic equations arising at each time instance in the case of implicit time integration (Section 3.4). Section 5 describes a practical approach for constructing the nonlinear trial manifold using deep convolutional autoencoders, including a brief description of autoencoders (Section 5.1), the proposed autoencoder architecture applicable to spatially distributed states (Section 5.2), and the way in which the proposed autoencoder can be used to satisfy the initial condition (Section 5.3). When the manifold Galerkin and manifold LSPG ROMs employ this choice of decoder, we refer to them as Deep Galerkin and Deep LSPG ROMs, respectively. Section 6 describes offline training, which entails snapshot-based data collection (Section 6.1), data standardization (Section 6.2), and autoencoder training (Section 6.3); Algorithm 1 summarizes the offline training stage. Section 7 assesses the performance of the proposed Deep Galerkin and Deep LSPG ROMs compared to (linear-subspace) POD-Galerkin and POD-LSPG ROMs on two advection-dominated benchmark problems. Finally, Section 8 concludes the paper.
Full-order model
This work considers the full-order model (FOM) to correspond to a dynamical system expressed as a parameterized system of ordinary differential equations (ODEs)
where t ∈ [0, T ] denotes time with final time T ∈ R + , and x : [0, T ] × D → R N denotes the time-dependent, parameterized state implicitly defined as the solution to problem (2.1) given the parameters µ ∈ D. Here, D ⊆ R nµ denotes the parameter space, x 0 : D → R N denotes the parameterized initial condition, and f : R N × [0, T ] × D → R N denotes the velocity, which may be linear or nonlinear in its first argument. We denote differentiation of a variable x with respect to time byẋ. Such dynamical systems may arise from the semidiscretization of a partial-differential-equations (PDE) model, for example. We refer to Eq. (2.1) as the FOM ODE.
Numerically solving the FOM ODE (2.1) requires application of a time-discretization method. For simplicity, this work restricts attention to linear multistep methods; see Ref. [12] for analysis of both (linearsubspace) Galerkin and LSPG reduced-order models with Runge-Kutta schemes. A linear k-step method applied to numerically solve the FOM ODE (2.1) leads to solving the system of algebraic equations r n (x n ; µ) = 0, n = 1, . . . , N t ,
where the time-discrete residual r n : R N × D → R N is defined as
Here, ∆t ∈ R + denotes the time step, x k denotes the numerical approximation to x(k∆t; µ), and the coefficients α j and β j , j = 0, . . . , k with k j=0 α j = 0 define a particular linear multistep scheme. These methods are implicit if β 0 = 0. For notational simplicity, we have assumed a uniform time step ∆t and a fixed number of steps k for each time instance; the extension to nonuniform grids and a non-constant value of k are straightforward. We refer to Eq. (2.2) as the FOM O∆E.
Remark 2.1 (Intrinsic solution-manifold dimensionality). Assuming the initial value problem (2.2) has a unique solution for each parameter instance µ ∈ D, the intrinsic dimensionality of the solution manifold {x(t; µ) | t ∈ [0, T ], µ ∈ D} is (at most) p = n µ + 1, as the mapping (t; µ) → x is unique in this case. This provides a practical lower bound on the dimension of a nonlinear trial manifold for exactly representing the dynamical-system state.
Model reduction on nonlinear manifolds
This section proposes two classes of residual-minimizing ROMs on nonlinear manifolds. The first minimizes the (time-continuous) FOM ODE residual and is analogous to classical Galerkin projection, while the second minimizes the (time-discrete) FOM O∆E residual and is analogous to least-squares Petrov-Galerkin (LSPG) projection [13, 16, 12] . Section 3.1 introduces the notion of a nonlinear trial manifold, Section 3.2 describes the manifold Galerkin ROM resulting from time-continuous residual minimization, and Section 3.3 describes the manifold LSPG ROM resulting from time-discrete residual minimization.
Nonlinear trial manifold
We begin by prescribing the subset of the original state space R N on which the ROM techniques will seek approximate solutions. Rather than introducing a classical affine trial subspace for this purpose, we instead introduce a continuously differentiable nonlinear trial manifold. In particular, we seek approximate solutions
wherex : R + × D → S and S := {g(ξ) |ξ ∈ R p } denotes the nonlinear trial manifold. Here, x ref : D → R N denotes a parameterized reference state and g :ξ → g(ξ) with g : R p → R N and p ≤ N denotes the decoder, which comprises a nonlinear mapping from low-dimensional generalized coordinatesx : R + × D → R p to the high-dimensional state approximation. From application of the chain rule, the approximated velocity is theṅ
where J :ξ → dg dξ (ξ) with J : R p → R N ×p denotes the Jacobian of the decoder. This Jacobian defines the tangent space to the manifold TxS ≡ Ran(J (x)),
where Ran(A) denotes the range of matrix A. From Remark 2.1, we observe that the nonlinear trial manifold dimension must be greater than or equal to the intrinsic solution-manifold dimension, i.e., p ≥ p , to be able to exactly represresent the state.
Remark 3.1 (Initial-condition satisfaction). Satisfaction of the initial conditions requires the initial generalized coordinatesx(0; µ) =x 0 (µ) to satisfy g(x 0 (µ)) = x 0 (µ). This can be achieved for any choice ofx 0 (µ) provided the reference state is set to
However, doing so must ensure that the decoder can accurately represent deviations from this reference state (3.4) . In the context of the proposed autoencoder-based trial manifold, Section 5.3 describes a strategy for computing the initial generalized coordinatesx 0 (µ) and defining training data for manifold construction such that the decoder accomplishes this.
Remark 3.2 (Linear trial subspace). The classical linear (or more precisely affine) trial subspace corresponds to a specific case of a nonlinear trial manifold; this occurs when the decoder is linear. In this case, the decoder can be expressed as g :ξ → Φξ, where Φ ∈ R N ×p denotes trial-basis matrix and R n×m denotes the set of full-column-rank n × m matrices (the non-compact Stiefel manifold). In this case, the approximated state and velocity can be expressed as
respectively, such that the trial manifold is affine, i.e., S = x 0 (µ) + Ran(Φ), and the decoder Jacobian is the constant matrix J (x(t; µ)) = J = Φ. Note that this approach can enforce the initial condition by setting the initial generalized coordinatesx 0 (µ) to zero and subsequently setting x ref (µ) = x 0 (µ). Common choices for computing the reduced-basis matrix Φ when the velocity is linear in its first argument include balanced truncation [52] , rational interpolation [4, 31] , the reduced-basis method [59, 64] , Rayleigh-Ritz eigenvectors [20] ; common choices when the velocity is nonlinear include POD [35] and balanced POD [43, 75, 63] .
Manifold Galerkin ROM: time-continuous residual minimization
We now derive the ROM corresponding to time-continuous residual minimization. To do so, define the FOM ODE residual as r :
It can be easily verified that the FOM ODE (2.1) is equivalent to r (ẋ, x, t; µ) = 0, x(0; µ) = x 0 (µ). with initial conditionx(0; µ) =x 0 (µ). If the Jacobian J (x(t; µ)) has full column rank, then Problem (3.7) is convex and has a unique solution that leads to the manifold Galerkin ODĖ
where the superscript + denotes the Moore-Penrose pseudoinverse. We note that although the state evolves on the nonlinear manifold S, the generalized coordinates evolve in the Euclidean space R p , which facilitates time integration of the manifold Galerkin ODE (3.8) . Indeed, this can be accomplished using any time integrator. If a linear multistep scheme is employed, then the manifold Galerkin O∆E corresponds tor n G (x n ; µ) = 0, (3.9) where the manifold Galerkin O∆E residual iŝ
We note that the manifold Galerkin O∆E is nonlinear if either the velocity is nonlinear in its first argument or if the trial manifold is nonlinear.
Remark 3.3 (Manifold Galerkin projection as orthogonal projection onto the tangent space). Eq. (3.7) can be written equivalently asẋ
where the tangent space is defined in Eq. (3.3). The solution to this minimization problem isẋ(t;
. Thus, Manifold Galerkin projection can be interpreted as computing the orthogonal (i.e., 2 -optimal) projection of the velocity onto the tangent space Tx (t;µ) S of the trial manifold.
Remark 3.4 (Weighted 2 -norms for manifold Galerkin projection). We note that the minimization problem (3.7) could be posed in other norms. For example, if we consider residual minimization in the weighted
leading to the manifold Galerkin ODĖ
and manifold Galerkin O∆E residual
For notational simplicity, this work restricts attention to the 2 -norm; future work will consider such weighted norms, e.g., to enable hyper-reduction.
Remark 3.5 (Alternative Galerkin projection). Refs. [32, 40] provide an alternative way to perform Galerkin projection on nonlinear manifolds constructed from autoencoders. In contrast to the proposed manifold Galerkin ROM (and manifold LSPG ROM introduced in Section 3.3 below), these methods additionally require the existence of an encoderḡ : R N → R p that satisfies g •ḡ :
x →x withx ≈ x, which is trained on state-snapshot data. These methods then form the low-dimensional system of ODEṡ
One problem with this approach is that it implicitly assumes that the velocity f can be represented on the manifold used to represent the state. This is kinematically inconsistent, as the velocity resides in the tangent space to this manifold as derived in Eq. (3.2), i.e.,ẋ(t; µ) ∈ Tx (t;µ) S; the tangent space and the manifold coincide if and only if the trial manifold associates with a linear trial subspace. Thus, encoding the velocity is likely to produce a poor approximation of the reduced-state velocityẋ(t; µ). Instead, the proposed manifold Galerkin ROM performs orthogonal projection of the velocity onto the tangent space (see Remark 3.3). We also note the approaches proposed in Refs. [32, 40] compute the initial state by encoding the initial condition, which is not guaranteed to satisfy the initial conditions as discussed in Remark 3.1.
Manifold LSPG ROM: time-discrete residual minimization
Analogously to the previous section, we now derive the ROM corresponding to time-discrete residual minimization. To do so, we simply substitute the approximated state x ←x defined in Eq. (3.1) into the FOM O∆E (2.2) and minimize the 2 -norm of the residual, i.e.,
which is solved sequentially for n = 1, . . . , N t with initial conditionx(0; µ) =x 0 (µ). Necessary optimality conditions for Problem (3.17) correspond to stationarity of the objective function, i.e., the solutionx n satisfies the manifold LSPG O∆E
where the test basis matrix Ψ n :
As with the manifold Galerkin O∆E, the manifold LSPG O∆E is nonlinear if either the velocity is nonlinear in its first argument or if the trial manifold is nonlinear.
Remark 3.6 (Weighted 2 -norms for manifold LSPG projection). As discussed in Remark 3.4, the minimization problem in (3.17) could be posed in other norms. If the weighted 2 -norm · Θ is employed, then Problem (3.17) becomesx 20) and the test basis matrix in the manifold LSPG O∆E(3.18) becomes
As with manifold Galerkin projection, this work restricts attention to the 2 -norm for notational simplicity. 
which has the same nonlinear-least-squares form as manifold LSPG projection applied to the dynamical system model (3.17) . In this case, necessary optimality conditions for Problem (3.22) correspond to stationarity of the objective function, i.e., the solutionx(µ) satisfies the system of algebraic equations
where the test basis matrix Ψ :
Note that we do not consider a manifold Galerkin projection applied to stationary problems, as the manifold Galerkin ROM was derived by minimizing the time-continuous residual, and a Galerkin-like projection of the form J (x(µ)) T f (x ref (µ) + g(x(µ)); µ) = 0 does not generally associate with any optimality property.
Quasi-Newton methods for implicit integrators
When an implicit time integrator is employed such that β 0 = 0 and the trial manifold is nonlinear, then solving the manifold Galerkin O∆E (3.10) and manifold LSPG O∆E (3.18) using Newton's method is challenging, as the residual Jacobians involve high-order derivatives of the decoder. For this purpose, we propose quasi-Newton methods that approximate these Jacobians while retaining convergence of the nonlinear solver to the solution of the O∆Es under certain conditions. Manifold Galerkin. We first consider the manifold Galerkin case. If an implicit integrator is employed (i.e., β 0 = 0), then the manifold Galerkin O∆E (3.9) corresponds to a system of algebraic equations. Applying Newton's method to solve this system can be challenging for nonlinear decoders, as the Jacobian of the residual requires computing a third-order tensor of second derivatives in this case. Indeed, the ith column of the Jacobian is
1} p denotes the ith canonical unit vector. The gradient of the pseudo-inverse of the decoder Jacobian, which appears in the second term of the right-hand side, can be computed from the gradients of this Jacobian as
The primary difficulty of computing this term is the requirement of computing second derivatives of the form ∂J /∂ξ i = ∂ 2 g/∂ξ∂ξ i . For this reason, we propose to approximate the residual Jacobian asJ n r G ≈ ∂r G /∂ξ by neglecting this term such that
The resulting quasi-Newton method to solve the manifold Galerkin O∆E (3.9) takes the form
for k = 0, . . . , K. Here,x n(0) is the initial guess (often taken to bex n−1 or a data-driven extrapolation [18] ), and α n(k) ∈ R is the step length. Convergence of the quasi-Newton iterations (3.24) to a root ofr G (·; µ) is ensured ifr
and α n(k) ∈ R, k = 0, . . . , K is computed to satisfy the strong Wolfe conditions, as this ensures that the search direction p n(k) is a descent direction of the function r G (ξ; ν) 2 2 evaluated at (ξ; ν) = (x n(k) ; µ) for k = 0, . . . , K [49] .
Manifold LSPG. We now consider the manifold LSPG case. As in previous works that considered applying LSPG on affine trial subspaces [13, 16, 12] , we propose to solve the nonlinear least-squares problem (3.17) using the Gauss-Newton method, which leads to the iterations
for k = 0, . . . , K withx n(0) a provided initial guess, and α n(k) ∈ R is a step length chosen to satisfy the strong Wolfe conditions, which ensure global convergence to a local minimum of the manifold LSPG objective function in (3.17 ) that satisfies the stationarity conditions associated with the LSPG O∆E (3.18) .
To show the connection between the Gauss-Newton method and the quasi-Newton approach proposed for the manifold Galerkin method, we define the discrete residual associated with manifold LSPG projection aŝ
such that the manifold LSPG O∆E (3.18) can be expressed simply as the system of algebraic equationŝ
Solving Eq. (3.27) using Newton's method requires computing the residual Jacobian, whose ith column is
Thus, it is clear that the Gauss-Newton iterations (3.25) are equivalent to employing a quasi-Newton method to solve the manifold LSPG O∆E (3.27) with an approximated residual JacobianJ n r L ≈ ∂r n L /∂ξ defined as
, which is obtained from neglecting the term containing second derivatives of the decoder, namely ∂J /∂ξ i = ∂ 2 g/∂ξ∂ξ i .
Analysis
We now perform analysis of the proposed manifold Galerkin and manifold LSPG projection methods. For notational simplicity, this section omits the dependence of operators on parameters µ. Proof. If the trial manifold is affine, then the decoder can be expressed as the linear mapping
Manifold Galerkin. Substituting the linear decoder (4.1) into the manifold Galerkin ODE (3.8) yieldṡ
Similarly, substituting the linear decoder (4.1) into the manifold Galerkin O∆E Eq. (3.9) yields the same system, but with the residual defined asr
If additionally the trial-basis matrix is orthogonal, i.e., then Φ + = Φ T and the ODE (4.2) is equivalent to the classical Galerkin ODEẋ 
with classical LSPG test basis
The manifold Galerkin O∆E (3.9)-(3.10) was derived using a project-then-discretize approach, as we formulated the residual-minimization problem (3.7) at the time-continuous level, and subsequently discretized the equivalent ODE (3.8) in time. We now derive conditions under which an equivalent model could have been derived using a discretize-then-project approach, i.e., by substituting the approximated state x ←x defined in Eq. (3.1) into the FOM O∆E (2.2) and subsequently premultiplying the overdetermined system by a test basis. (1) the trial manifold corresponds to an affine subspace, or (2) the nonlinear trial manifold is twice continuously differentiable;
x n−j −x n = O(∆t) for all n ∈ {1, . . . , N t }, j ∈ {1, . . . , k}; and the limit ∆t → 0 is taken.
Proof. Project then discretize. The discrete residual characterizing the manifold Galerkin O∆E (3.9), which was derived using a project-then-discretize approach, is defined asr n G in Eq. (3.10). Discretize then project. Substituting the approximated state x ←x defined in Eq. (3.1) into the FOM O∆E (2.2) yields r n (x ref + g(x n )) = 0. This is an overdetermined system of equations and thus may not have a solution. As such, we perform projection by enforcing orthgonality of this residual to a test basis Ψ G : R p → R N ×p such that the discretize-then-project manifold Galerkin O∆E corresponds tor n G,disc (x n ) = 0 withr n G,disc :ξ → Ψ G (ξ) T r n (x ref + g(ξ)).
(4.7)
The discretize-then-project manifold Galerkin ROM is equivalent to the proposed manifold Galerkin ROM if and only if there exists a full-rank matrix A n G :
Case 1. We now consider the general (non-asymptotic) case. Eq. (4.8) holds for any sequence of approximate solutionsx n , n = 1, . . . , N t if and only if each term in this expansion matches, i.e.,
where we have used k j=0 α j = 0. We first consider the first and third conditions of (4.9). Because the inverse of a nonlinear operator-if it exists-must also be nonlinear, a necessary condition for these two requirements is that the trial manifold corresponds is affine such that the decoder satisfies (4.1). Substituting Eq. (4.1) into the first and third of the conditions of (4.9) yieldŝ
for j = 1, . . . , k. A necessary and sufficient conditions for these to hold is
We now consider the second and fourth conditions of (4.9). Substituting Eqs. (4.1) and (4.11) into these conditions yields
for j = 1, . . . , k. Noting that Φ + = [Φ T Φ] −1 Φ T , a necessary and sufficient condition for (4.12) to hold is
Because Φ has no dependence on the generalized state, the test basis must also be independent of the generalized state, which yields Substituting these expressions into the definition of the discretize-then-project manifold Galerkin residual r n G,disc and enforcing equivalence of each term in the matching conditions (4.8) and taking the limit ∆t → 0 yieldsξ
where we have used k j=0 α j = 0. A necessary and sufficient condition for the first and third conditions to hold is
Then, a necessary and sufficient condition for the second and fourth conditions to hold is
Examples of test bases that satisfy Eq. (4.17) include Ψ G (ξ) = [J (x n ) + ] T and Ψ G = γJ (x n ) for some nonzero scalar γ ∈ R.
Theorem 4.1 shows that manifold Galerkin can be derived using a discretize-then-project approach for nonlinear trial manifolds. This shows that previous analysis [12, Theorem 3.4] related to commutativity of (residual-minimizing) Galerkin projection and time discretization extends to the case of nonlinear trial manifolds.
We now show that the limiting equivalence result reported in [12, Section 5] between Galerkin and LSPG projection for linear subspaces also extends to nonlinear trial manifolds. (1) the trial manifold corresponds to an affine subspace and either an explicit scheme is employed or the limit ∆t → 0 is taken, or (2) the nonlinear manifold is twice continuously differentiable; x n−j −x n = O(∆t) for all n ∈ {1, . . . , N t }, j ∈ {1, . . . , k}; and the limit ∆t → 0 is taken.
Proof. The proof follows similar steps to those applied in the proof of Theorem 4.1. The discrete residualr n L defined in (3.27) , which characterizes the manifold LSPG O∆E (3.18), can be written aŝ
where we have used k i=0 α i = 0. Manifold LSPG projection is equivalent to manifold Galerkin projection if and only if the O∆Es characterizing the two methods are equivalent, which is equivalent to requiring the existence of a full-rank matrix A n : R p → R p×p such that
Case 1. We now consider the general (non-asymptotic) case. Eq. (4.19) holds for any sequence of approximate solutionsx n , n = 1, . . . , N t if and only if each term in this expansion matches, i.e., for j = 1, . . . , k. Comparing Conditions (4.20) with (4.9), we see that the requirements are the same as in Theorem 4.1, but with Ψ n (ξ; ν) replacing Ψ G and A n replacing A n G . Thus, we arrive at the same result: necessary and sufficient conditions for equivalence are that the trial manifold corresponds to an affine subspace such that the decoder satisfies (4.1) and the test basis Ψ n (ξ) satisfies
(4.21)
Note that necessary conditions for Eq. (4.21) to hold are Ran(Ψ n (ξ)) = Ran(Φ). Examples of test basis that satisfy this condition include Ψ n (ξ) = [Φ + ] T and Ψ n (ξ) = γΦ for some nonzero scalar γ ∈ R. However, unlike in Theorem 4.1, we are not free to choose the test basis; rather, it is defined as
For the necessary condition Ran(Ψ n (ξ)) = Ran(Φ) to hold, the second term in Eq. (4.22) must be zero. This occurs if and only if either (1) an explicit scheme is employed such that β 0 = 0, or (2) the limit ∆t → 0 is taken. In both cases, Ψ n (ξ) = γΦ holds with γ = α 0 . Case 2. We now consider asymptotic arguments. Assuming the nonlinear trial manifold is twice continuously differentiable, and x n−j −x n = O(∆t), then forξ in a neighborhood ofx n such that ξ −x n = O(∆t), we obtain the expressions (4.14) . Substituting these expressions into the definition of ther n L in Eq. (4.18), enforcing equivalence of each term in the matching conditions (4.19), and taking the limit ∆t → 0 yieldŝ where we have used k j=0 α j = 0. A necessary and sufficient condition for the first and third conditions to hold is
As in Case 1 above, a necessary condition for (4.25) to hold is that Ran(Ψ n (ξ)) = Ran(J (x n )). Due to the definition of the test basis, this requires the second term on the right-hand side of Eq. (3.19) to be zero. This is already satisfied by the stated assumption that the limit ∆t → 0 is taken, in which case Ψ n (ξ) = γJ (ξ) holds with γ = α 0 . It can be easily verified that this test basis satisfies the condition (4.25).
Nonlinear trial manifold based on deep convolutional autoencoders
This section describes the approach we propose for constructing the decoder g : R p → R N that defines the nonlinear trial manifold. As described in the introduction, any nonlinear-manifold learning method equipped with a continuously differentiable mapping from the generalized coordinates (i.e., the latent state) to an approximation of the state (i.e., the data) is compatible with the manifold Galerkin and manifold LSPG methods proposed in Section 3. Here, we pursue deep convolutional autoencoders for this purpose, as they are very expressive and scalable; there is also high-performance software available for their construction. When the nonlinear trial manifold is constructed using the proposed deep convolutional autoencoder, we refer to the Manifold Galerkin ROM as the Deep Galerkin ROM and the Manifold LSPG ROM as the Deep LSPG ROM. 1 Section 5.1 describes the mathematical structure of autoencoders, which provides a neural-network model for the decoder g(·; θ) : R p → R N , where θ denotes the neural-network parameters to be computed during training; Section 5.2 describes the proposed autoencoder architecture, which is tailored to spatially distributed dynamical-system states; Section 5.3 describes how we propose to satisfy the initial condition using the proposed autoencoder in line with Remark 3.1.
Autoencoder
An autoencoder is a type of feedforward neural network that aims to learn the identity mapping, i.e., h : x →x withx ≈ x and h : R nx → R nx . Autoencoders achieve this using an architecture composed of two parts: the encoder h enc : x →x with h enc : R nx → R nx and nx n x , which maps a high-dimensional vector x to a low-dimensional codex; and the decoder h dec :x →x with h dec : R nx → R nx , which maps the codê x to an approximation of the original high-dimensional vectorx. Thus, the resulting autoencoder takes the form h : x → h dec (·) • h enc (x).
If h(x) ≈ x over a data set x ∈ {x (i) } i , then the low-dimensional codes h enc (x (i) ) contain sufficient information to recover accurate approximations of the datax (i) ≈ x (i) via the application of the decoder h dec . In this work, we propose to employ the autoencoder decoder h dec for the decoder g used to define the nonlinear trial manifold introduced in Section 3.1. In feedforward networks, each network layer typically corresponds to a vector or tensor, whose values are computed by applying an affine transformation to the previous layer followed by a nonlinear activation function. An encoder with n L layers takes the form
where h i (·; Θ i ) : R pi−1 → R pi , i = 1, . . . , n L denotes the function applied at layer i of the neural network; Θ i , i = 1, . . . , n L denotes the weights and the biases employed at layer i with θ enc ≡ (Θ 1 , . . . , Θ n L ); and p i , i = 1, . . . , n L denotes the dimensionality of the output at layer i. The input has dimension p 0 = n x and the final layer produces a code with dimension p n L = nx. The nonlinear activation function is applied in layers 1 to n L to a function of the weights, biases, and the outputs from the previous layer such that
where φ i is an element-wise nonlinear activation function. For fully-connected layers as in the traditional multilayer perceptron (MLP),
For convolutional layers, h i corresponds to a convolution operator with Θ i providing the convolutional-filter weights.
A decoder withn L layers also corresponds to a feedforward network; it takes the form
. . ,n L , and θ dec ≡ (Θ 1 , . . . ,Θn L ). The dimension of the input isp 0 = nx and the dimension of the final layer (i.e., the output layer) ispn L = n x . Again, the nonlinear activation is applied to the output of the previous layer such that
As in the encoder,h
x T ] T withΘ i ∈ Rp i×(pi−1+1) a real-valued matrix for fully-connected layers, whileh i corresponds to a covolution operator withh i providing transposed convolutional-filter weights for convolutional layers. Because MLP autoencoders are fully connected, the number of parameters (corresponding to the edge weights and biases) be extremely large when the number of inputs n x is large; in such scenarios, these models typically require a large amount of training data. As this work aims to enable model reduction for large-scale dynamical systems, directly applying an MLP autoencoder to the state such that n x = N is not practical in many scenarios. To address this, alternative neural-network architectures have been devised that make use of parameter sharing to reduce the total number of parameters in the model, and thus the amount of data needed for training. In the context of dynamical systems characterized by a state that can be represented as spatially distributed data, we propose to apply convolutional autoencoders. Such methods are applicable to multi-channel spatially distributed input data and employ parameter sharing such that they can be trained with less data. Further, such models tend to generalize well to unseen test data [45, 46] because they exploit three key properties of natural signals: local connectivity, parameter sharing, and equivariance to translation [29, 45] .
Deep convolutional autoencoders for spatially distributed states
Many dynamical systems are characterized by a state that can be represented as spatially distributed data, e.g., spatially discretized partial-differential-equations models. In such cases, there is a restriction operator R that maps the state to a tensor representing spatially distributed data, i.e.,
where n i denotes the number of discrete points in spatial dimension i; d ∈ {1, 2, 3} denotes the spatial dimension, and n chan denotes the number of channels. For images, typically n chan = 3 (i.e., red, green blue).
For dynamical system models the number of channels n chan is equal to the number of state variables defined at a given spatial location; for example, n chan is equal to the number of conserved variables when the dynamical system arises from the spatial discretization of a conservation law. We also write the associated prolongation operator, which aims to provide the inverse mapping such that
For coarse discretizations of the spatial domain, it is possible to ensure R(·) • P (·) corresponds to the identity map; for fine discretizations, it is possible to ensure P (·) • R(·) corresponds to the identity map; for cases where underlying grid provides an isomorphic representation of the state, it is possible to achieve both [17] . After reformatting the state from a vector to a tensor by applying the restriction operator R, we apply an invertible affine scaling operator S : R n1×···×n d ×n chan → R n1×···×n d ×n chan for data-standardization purposes. Section 6.2 defines the specific elements of this operator, which are computed from the training data. Figure 1 depicts the architecture of the proposed deep convolutional autoencoder. Before the first convolutional layer, the autoencoder applies the restriction operator R and scaling operator S, while after the last convolutional layer, the autoencoder applies the inverse scaling operator S −1 and prolongation operator P ; these are not subject to training. We consider the combination of convolutional layers (gray boxes) and fully-connected layers (blue rectangles). Appendix B provides a description of convolutional layers, including hyperparameters and parameters that are subject to optimization. The encoder network is composed the restriction and scaling, followed by of a sequence of n conv convolutional layers and n full fully-connected layers. The decoder network is composed of sequence of n full fully-connected layers and n conv transposed convolutional layers with no nonlinear activation in the last layer, followed by inverse scaling and prolongation. As a result, the dimension of the input to the first convolutional layer is p 0 = n chan d i=1 n i . The dimension p nconv of the output of encoder layer n conv (i.e., the final convolutional layer) is determined by the hyperparameters defining the kernels used in the convolutional layers (i.e., depth, stride, zero-padding). Similarly, the dimensionp n full of the output of decoder layer n full (i.e., the final fully connected layer) is determined by the hyperparameters defining the kernels in the subsequent convolutional layers. The dimension of the output of the final decoder layer isp n L = p 0 = n chan d i=1 n i . A particular instance of the network architecture can be defined by specifying the number of convolutional layers n conv , the number of fully-connected layers n full , the number of units in each layer, and the types of nonlinear activations. Such architecture-related parameters are typically considered hyperparameters, as they are not subject to optimization during training.
We propose to set the decoder for the proposed manifold ROMs to the decoder arising from the deep convolutional autoencoder architecture described in Figure 1 , i.e., g = h dec . When the Manifold Galerkin and Manifold LSPG ROMs employ this choice of decoder, we refer to them as Deep Galerkin and Deep LSPG ROMs, respectively.
Initial condition satisfaction
As discussed in Remark 3.1, the initial generalized coordinatesx 0 (µ) can be ensured to satisfy the initial conditions by employing a reference state defined by Eq. (3.4) ; however, this implies that the decoder must be able to accurately represent deviations from this reference state. To accomplish this for the proposed autoencoder, we propose (1) to train the autoencoder with snapshot data centered on the initial condition along with the zero vector (as described in Section 6.1), and (2) to set the initial generalized coordinates to an encoding of zero, i.e.,x 0 (µ) = h enc (0) for all µ ∈ D. Then, setting the reference state according to Eq. (3.4) leads to a reference state of x ref (µ) = x 0 (µ) − g(h enc (0)). Further, if h dec (h enc (0)) ≈ 0, as is encouraged by including the zero vector in training, then the reference state comprises a perturbation of the initial condition, and the decoder h dec must only represent deviations from this perturbation. This is consistent with the training of the autoencoder, as the snapshots have been centered on the initial condition. x by applying the restriction operator (Eq. (5.1) ) and a set of convolutional layers (gray boxes), followed by a set of fully-connected layers (blue rectangles). The decoder approximately reconstructs the high-dimensional vector h(x; θ) by performing the inverse operations of the encoder, applying fully-connected layers (blue rectangles), followed by the transposed convolutional layers (gray boxes), then applying the prolongation operator (Eq. (5.2)) to the resulting quantity.
Offline training
This section describes the offline training process used to train the deep convolutional autoencoder proposed in Section 5.2. The approach employs precisely the same snapshot data used by POD. Section 6.1 describes the (snapshot-based) data collection procedure, which is identical to that employed by POD. Section 6.2 describes how the data are scaled to improve numerical stability of autoencoder training. Section 6.3 summarizes the gradient-based-optimization approach employed for training the autoencoder (i.e., computing the optimal parameters θ ) given the scaled training data. Algorithm 1 provides a summary of offline training. 
The resulting POD trial basis matrix Φ satisfies the minimization problem
where w i denotes the ith column of W and V k (R n ) and denotes the set of orthogonal k × n matrices (the compact Stiefel manifold). The solution is unique up to a rotation. This technique is equivalent (up to the data-centering process) to principal component analysis [37] , an unsupervised machine-learning method for linear dimensionality reduction.
Data standardization
As described in Section 5.2, the first layer of the proposed autoencoder applies a restriction operator R, which reformats the input vector into a tensor compatible with convolutional layers, followed by an affine scaling operator S; the last layer applies the inverse of this scaling operator S −1 and subsequently applies the prolongation operator P to reformat the data into a vector. We now define the scaling operator from the training data to ensure that all elements of the training data lie between zero and one. This scaling improves numerical stability of the gradient-based optimization for training [38, 66] , which will be described in Section 6.3. We adopt a standard scaling procedure also followed, e.g., by Ref. [28] . Namely, defining the restriction of the ith snapshot as W i := R(w i ) ∈ R n1×···×n d ×n chan , we set the elements of the scaling operator S to 
Autoencoder training
Once the autoencoder architecture has been defined (including the restriction, prolongation and scaling operators), it takes the form h(x; θ) = h dec (; θ dec ) • h enc (x; θ enc ), where the undefined parameters θ correspond to convolutional-filter weights and weights and biases for the fully connected layers. We compute optimal values of these parameters θ using a standard approach from deep learning: stochastic gradient descent (SGD) with minibatching and early stopping [8] . Appendix A provides additional details, where Algorithm 2 provides the training algorithm.
Numerical experiments
This section assesses the performance of the proposed Deep Galerkin and Deep LSPG ROMs, which employ nonlinear trial manifolds, compared to POD-Galerkin and POD-LSPG ROMs, which employ affine trial subspaces. We consider two advection-dominated benchmark problems: 1D Burgers' equation and a chemically reacting flow. We employ the numerical PDE tools and ROM functionality provided by pyMORTestbed [76] , and we construct the autoencoder using TensorFlow [1] .
For both benchmark problems, the Deep Galerkin and Deep LSPG ROMs employ a 12-layer convolutional autoencoder corresponding to the architecture depicted in Figure 1 . The encoder h enc consists of n L = 6 layers with n conv = 4 convolutional layers, followed by n full = 2 fully-connected layers. The decoder h dec consists of n full = 2 fully-connected layers, followed by n L = 6 transposed-convolution layers. The latent code of the autoencoder is of dimension p (i.e., p n L =p 0 = p), which will vary during the experiments to define different reduced-state dimensions. Table 1 specifies attributes of the kernels used in convolutional and transposed-convolutional layers.
For the nonlinear activation functions φ i , i = 1, . . . , n L andφ i , i = 1, . . . ,n L − 1, we use exponential linear units (ELU) [19] , which is defined as
and an identity activation function in the output at layern L in decoder (as is common practice). We employ the 2 -loss function defined in Eq. (A.2) in the minimization problem (A.1), which is equivalent to the loss function minimized by POD (see Remark 6.1). We apply the Adam optimizer [41] , which is compatible with the stochastic gradient descent (SGD) algorithm reported in Algorithm 2; here, the adaptive learning rate strategy computes rates for different parameters using estimates of first and second moments of the gradients.
Using the same snapshots as that to train the autoencoder, we also compute a POD basis Φ following the steps discussed in Remark 6.1.
We compare the performance of four ROMs: 1) POD-Galerkin: linear-subspace Galerkin projection (Eq. Table 1 : Parameters of the autoencoder architecture described in Figure 1 applied to both benchmark problems. The encoder consists of n L = 6 layers with nconv = 4 convolutional layers, followed by n full = 2 fully-connected layers. The decoder consists of n full = 2 fully-connected layers, followed by n L = 6 transposed-convolution layers. For the parameterized 1D Burgers' equation, we employ length-1 stride (s = 1) encoder layer 1 and the decoder layer 6, and length-2 stride (s = 2) for other convolutional layers and transposed convolutional layers. For the chemically reacting flow, we apply length-2 stride (s = 2). For zero-padding, we use half padding [26, 29] . To solve the O∆Es arising at each time instance, we apply Newton's method for POD-Galerkin, the Gauss-Newton method for POD-LSPG, and the quasi-Newton methods proposed in Section 3.4 for the Deep Galerkin and Deep LSPG. We terminate the (quasi)-Newton iterations when the residual norm drops below 10 −6 of its initial guess at that time instance; the initial guess corresponds to the solution at the previous time instance.
Encoder network

Convolution layers
To assess the ROM accuracy, we compute the relative 2 -norm of the state error relative error = Nt n=1
x n (µ) −x n (µ) 2
2
Nt n=1
x n (µ) 2 2 . (7.1)
We also include the projection error of the solution
x n (µ) 2 2 , (7.2) onto both (1) the POD basis, in which case Φ is the POD basis employed by POD-Galerkin and POD-LSPG, and (2) the optimal basis, in which case Φ = Φ , which consists of the first p left singular vectors of the snapshot matrix collected at the online point W (µ). The former metric provides a lower bound for the POD-Galerkin and POD-LSPG relative errors; the latter metric provides an 2 -norm counterpart to the Kolmogorov p-width.
1D Burgers' equation
We first consider a parameterized inviscid Burgers' equation [61] , as it comprises a very simple benchmark problem for which linear subspaces are ill suited due to its slowly decaying Kolmogorov n-width. The governing system of partial differential equations (with initial and boundary conditions) is
w(x, 0) = 1, ∀x ∈ [0, 100], where the flux is f (w) = 0.5w 2 and there are n µ = 2 parameters; thus, the intrinsic solution-manifold dimension is p = 3 (see Remark 2.1). We set the parameter domain to D = [4.25, 5.5] × [0.015, 0.03] and the final time to T = 35. We apply Godunov's scheme with 256 control volumes to spatially discretize Eq. (7.3), which results in a system of parameterized ODEs of the form (2.1) with N = 256 spatial degrees of freedom and initial condition x 0 (µ) = x 0 = 1. For time discretization, we use the backward-Euler scheme, which corresponds to a linear multistep scheme with k = 1, α 0 = β 0 = 1, α 1 = −1, and β 1 = 0 in Eq. (2.3). We consider a uniform time step ∆t = 0.07, resulting in N t = 500 time instances.
For offline training, we set the training-parameter instances to D train = {(4.25 + (1.25/9)i, 0.015 + (0.015/7)j} i=0,...,9; j=0,...7 , resulting in n train = 80 training-parameter instances. Because TensorFlow reshapes one-dimensional data into two-dimensional data before applying convolutional layers, the restriction operator R and prolongation operator P correspond to reshaping operators (without interpolation) onto a 16 × 16 grid such that d = 2, n 1 = n 2 = 16, and n chan = 1 in definitions (5.1) and (5.2) . Then, we apply Algorithm 1 with inputs specified above and the following SGD hyperparameters: the fraction of snapshots to use for validation ω = 0.1; Adam optimizer learning-rate strategy with an initial uniform learning rate η = 10 −4 ; initial parameters parameters θ (0) computed via He initialization [33] (as the nonlinearity (ELU) used in the network is a variant of ReLU) for weights and zero for biases; the number of minibatches determined by a fixed batch size of m I(i) = 20, i = 1, . . . , n batch ; a maximum number of epochs n epoch = 1000; and early-stopping enforced if the loss on the validation set fails to decrease over 100 epochs. For the online stage, we consider two parameter instances µ 1 test = (4.3, 0.021), and µ 2 test = (5.15, 0.0285), which are not included in D train . Figure 2 reports solutions at four different time indices computed by using FOM O∆E and the four considered ROMs. All ROMs employ the same reduced dimensions of p = 10 in Figure 2 (left) and p = 20 in Figure 2 (right). These results demonstrate that nonlinear-manifold ROMs Deep Galerkin and Deep LSPG produce extremely accurate solutions, while the linear-subspace ROMs-constructed using the same training data-exhibit significant errors. This is due to the fundamental ill-suitedness of linear trial subspaces to advection-dominated problems. Figure 3 reports the convergence of the relative error as a function of reduced dimension p. These results illustrate the promise of employing nonlinear trial manifolds. First, we note that employing a linear trial subspace immediately introduces significant errors: the projection error onto the optimal basis of dimension p = p = 3 is over 10%; the optimal nonlinear trial manifold (corresponding to the solution manifold) of the same dimension yields zero error. Even with a reduced dimension p = 50, the relative projection error onto the optimal basis has not yet reached 0.1%. Second, we note that with a reduced dimension of only p = 5 = p + 2, the Deep LSPG ROM realizes relative errors near 0.1%, while linear-subspace ROMs (including the projection error with the optimal basis) exhibit relative errors near 10%. Thus, the proposed convolutional autoencoder is very close to achieving the optimal performance of any nonlinear trial manifold; the dimension it requires to realize sub-0.1% errors is only two larger than the intrinsic solution-manifold dimension p = 3. We also observe that the POD-Galerkin and POD-LSPG ROMs are also nearly able to achieve optimal performance for linear-subspace ROMs, as their relative errors are close to the projection error onto the optimal basis; unfortunately, this error remains quite large relative to the Deep Galerkin and Deep LSPG ROMs. This highlights that the proposed nonlinear-manifold ROMs are able to overcome the fundamental limitations of linear-subspace ROMs on problems exhibiting a slowly decaying Kolmogorov n-width. We also observe that the POD basis is very close to the optimal basis, which implies that the training data are sufficient to accurately represent the online solution.
Additionally, we note that Deep LSPG outperforms Deep Galerkin for this problem, likely due to the fact that the residual-minimization problem is defined over a finite time step rather at time-instantaneously; similar results have been shown in the case of linear trial subspaces, e.g., in Refs. [12] .
Chemically reacting flow
We now consider a model of the reaction of a premixed H 2 -air flame at constant uniform pressure [9] . The evolution of the flame is modeled by the nonlinear convection-diffusion-reaction equation
where ∇ denotes the gradient with respect to physical space, κ denotes the molecular diffusivity, v denotes the velocity field, and
denotes the thermo-chemical composition vector consisting of the temperature w T ( x, t; µ) and the mass fractions of chemical species H 2 , O 2 , and
T is of Arrhenius type and is defined as
where (ν H2 , ν O2 , ν H2O ) = (2, 1, −2) denote stoichiometric coefficients, (W H2 , W O2 , W H2O ) = (2.016, 31.9, 18) denote molecular weights with units g·mol −1 , ρ = 1.39 × 10 −3 g · cm −3 denotes the density mixture, R = 8.314 J · mol −1 · K −1 denotes the universal gas constant, and Q = 9800K denotes the heat of the reaction. The n µ = 2 parameters correspond to µ = (A, E), which are the pre-exponential factor A and the activation energy E; we set the corresponding parameter domain to D = [2.3375 × 10 12 , 6.5 × 10 12 ] × [5.625 × 10 3 , 9 × 10 3 ]. Thus, thus, the intrinsic solution-manifold dimension is p = 3 (see Remark 2.1). We set the molecular diffusivity to κ = 2 cm 2 ·s −1 , and the velocity field set to be constant and divergence-free with v = [50 cm · s −1 , 0] T . We set the final time to T = 0.06 s. Figure 4 reports the geometry of the spatial domain. On the inflow boundary Γ 2 , we impose Dirichlet boundary conditions w H2 = 0.0282, w O2 = 0.2259 and w H2O = 0 for the chemical-species mass fractions and w T = 950K for the temperature. On boundaries Γ 1 and Γ 3 , we impose homogeneous Dirichlet boundary conditions for the chemical-species mass fractions, and we set the temperature w T = 300 K. On Γ 4 , Γ 5 , and Γ 6 , we impose homogeneous Neumann conditions on the temperature and mass fractions. We consider a uniform initial condition corresponding to a domain that is empty of chemical species such that w H2 = w O2 = w H2O = 0 and we set the temperature to w T = 300 K. We employ a finite-difference method with 65 grid points in the horizontal direction and 32 grid points in the vertical direction to spatially discretize Eq. (7.4), which results in a system of parameterized ODEs of the form (2.1) with N = 8192 degrees of freedom.
For time discretization, we employ the second order backward difference scheme (BDF2), which corresponds to a linear multistep scheme with k = 2, α 0 = 1, α 1 = − 4 3 , α 2 = 1 3 , β 0 = 2 3 , and β 1 = β 2 = 0 in Eq. (2.3). We consider a uniform time step ∆t = 10 −4 , resulting in N t = 600 time instances.
For offline training, we set the training-parameter instances to D train = {(2.3375 × 10 12 + (3.2725i × 10 12 )7, 5.625×10 3 +(3.375×10 3 /7)j} i=0,...,7; j=0,...7 , resulting in n train = 64 training-parameter instances. The restriction operator R and prolongation operator P correspond to reshaping operators (without interpolation); the restiction operator reshapes the state vector into a tensor corresponding to the finite-difference grid such that d = 2, n 1 = 64, n 2 = 32, and n chan = 4 in definitions (5.1) and (5.2) . We emphasize that each of the 4 unknown variables is considered a different channel for the input data. Then, we apply Algorithm 1 with inputs specified above and the following SGD hyperparameters: the fraction of snapshots to use for validation ω = 0.1; Adam optimizer learning-rate strategy with an initial uniform learning rate η = 10 −4 ; initial parameters parameters θ (0) computed via He initialization for weights and zero for biases; number of minibatches determined by a fixed batch size of m I(i) = 20, i = 1, . . . , n batch ; a maximum number of epochs n epoch = 5000; and early-stopping enforced if the loss on the validation set fails to decrease over 500 epochs. For the online stage, we consider a parameter instance µ 1 test = (2.5 × 10 12 , 5.85 × 10 3 ) that is not included in D train . Figure 5 reports the FOM solution for online parameter instance µ 1 test and final time t = T = 0.06 s. Figures 6 and 7 report relative errors of the temperature solutions and the H 2 mass fraction solutions at the final time t = T computed using all considered ROMs with the same reduced dimension p = 3. Again, we observe that the proposed nonlinear-manifold ROMs produce significantly lower errors as compared with the linear-subspace ROMs. Figure 8 reports the convergence of the relative error as a function of reduced dimension p along with the projection errors Eq. 7.2 onto the POD basis and the optimal basis. This figure again shows that the proposed manifold ROMs significantly outperform the linear-subspace ROMs, as well as the projection error onto both the POD and optimal bases. First, we observe that employing a linear trial subspace again introduces significant errors, as the projection error onto the optimal basis of dimension p = p = 3 is around 5%; the optimal nonlinear trial manifold (corresponding to the solution manifold) of the same dimension yields zero error. Second, we note that for a reduced dimension of only p = p = 3, both the Deep Galerkin and Deep LSPG ROMs yield relative errors of less than 0.1%, while the projection errors onto the POD and optimal bases exceed 5%, and the linear-subspace ROMs yield relative errors in excess of 40%. Thus, the proposed convolutional autoencoder nearly achieves optimal performance, as the dimension it requires to realize sub-0.1% errors is exactly equal to the intrinsic solution-manifold dimension p = 3.
We also observe that there is a significant gap between the performance of the linear-subspace ROMs and the POD projection error; this gap is attributable to the closure problem. We also observe that-in contrast with the previous example-there is a non-trivial gap between the POD projection error and the optimal-basis projection error, which suggests that the online solution is less well represented by the training data than in the previous case.
Finally, we observe that for a reduced dimension of p = 10, the projection error onto the optimal basis begins to become smaller than the relative error of the proposed Deep Galerkin and Deep LSPG ROMs; however this occurs for (already small) errors less than 0.1%. The error saturation of the Deep Galerkin and Deep LSPG ROMs is likely due to the fact that the online solution cannot be perfectly represented using the training data, as illustrated by the gap between the projection errors associated with POD and the optimal basis.
Conclusion
This work has proposed novel manifold Galerkin and manifold LSPG projection techniques, which project dynamical-system models onto arbitrary continuously-differentiable nonlinear manifolds. We demonstrated how these methods can exactly satisfy the initial condition, and provided quasi-Newton solvers for implicit time integration.
We performed analyses that demonstrated that employing an affine trial manifold recovers classical linear-subspace Galerkin and LSPG projection. We also derived sufficient conditions for commutativity of time discretization and manifold Galerkin projection, as well as conditions under which manifold Galerkin and manifold LSPG projection are equivalent.
We also proposed a practical strategy for computing a representative low-dimensional nonlinear trial manifold that employs a specific convolutional autoencoder tailored to spatially distributed dynamical-system states. When the Manifold Galerkin and Manifold LSPG ROMs employ this choice of decoder, we refer to them as Deep Galerkin and Deep LSPG ROMs, respectively.
Finally, numerical experiments demonstrated the ability of the method to produce substantially lower errors for low-dimensional reduced states than even the projection onto the optimal basis. Indeed, the proposed methodology is nearly able to achieve optimal performance for a nonlinear-manifold method; in the first case, the reduced dimension required to achieve sub-0.1% errors is only two larger than the intrinsic solution-manifold dimension; in the second case, the reduced dimension required to achieve such errors is exactly equal to the intrinsic solution-manifold dimension.
Future work involves integrating the proposed manifold Galerkin and manifold LSPG projection methods within a full hyper-reduction framework to realize computational cost savings; this investigation will leverage sparse norms as discussed in Remarks 3.4 and 3.6, and will also consider specific instances of the proposed autoencoder architecture that enable computationally efficient hyper-reduction. Additional future work includes appending structure-preserving constraints to the minimum-residual formulations [14] , implementing the proposed techniques in a production-level simulation code and demonstrating the methods on truly large-scale dynamical-system models.
which minimizes the empirical risk over the training data. Here,p data denotes the empirical distribution associated with the training data W train and the loss function L provides a measure of discrepancy between training snapshot x i train and its reconstruction h(x i train ; θ); for example, the 2 -loss function is often employed such that L : (x, θ) → x − h(x; θ) 2 2 , (A. 2) in which case the loss function is equivalent to that employed for POD (compare with Problem (6.3)). Note that autoencoder training is categorized as an unsupervised learning (or semi-supervised learning) problem, as there is no target response variable other than recovery of the original input data. We apply SGD to (approximately) solve optimization problem (A.1), which leads to parameter updates at the ith iteration of the form
Here, η ∈ R denotes the step length or learning rate and ∇J (i) (≈ ∇J ) denotes a gradient approximation at optimization iteration i. The gradient approximation corresponds to the sample mean of the gradient over a minibatch W mini,I(i) ∈ R N ×m I(i) , where [W mini,1 · · · W mini,n batch ] = W train P train , where I : i → ((i − 1) mod n batch ) + 1 provides the mapping from optimization iteration i to batch index, and P train ∈ {0, 1} N ×m denotes a random permutation matrix. That is, the gradient approximation at optimization iteration i is
For small batch sizes, this gradient approximation not only significantly reduces the per-iteration cost of the optimization algorithm, it can also improve generalization performance, and-for early iterations and for minibatch size 1-leads to the same sublinear rate of convergence of the expected risk as the empirical risk [8] . In practice, each gradient contribution ∇ θ L(x j mini,I(i) , θ) is computed from the chain rule via automatic differentiation, which is referred to in deep learning as backpropagation [65] .
Some optimization methods employ adaptive learning rates that are tailored for each parameter, which comprises a modification of the parameter update (A.3) to
where η (i) denotes a vector of learning rates and denotes the (element-wise) Hadamard product. Examples include AdaGrad [25] , RMSProp [71] , and Adam. Although we have presented the specific case of non-adaptive minibatches (which we employ in the numerical experiments), it is also possible to employ adaptive batch sizes; often, the batch size increases with iteration count to produce a lower-variance gradient estimate as a local minimum is approached [8] Rather than terminating iterations when a local minimum of the objective function J is reached, we instead employ early stopping, which is a widely used form of regularization that has been shown to improve generalization performance in many applications [29, 8] . Here, we terminate iterations when the loss function on the validation snapshots 1 mm i=1 L(x i val , θ)
does not decrease for a certain number of epochs, where an epoch is equivalent to n batch iterations, i.e., a single pass through the training data. Early stopping effectively treats the number of optimization iterations as a hyperparameter, as allowing a large number of iterations can be associated with a higher-capacity model. Algorithm 2 describes autoencoder training using SGD with minibatching and early stopping. Note that the adaptive learning rate strategy, initial parameters θ (0) , number of minibatches n batch , maximum number of epochs n epoch , and early-stopping criterion are all SGD hyperparameters that comprise inputs to the algorithm. Line 6 of Algorithm 2 applies the adaptive learning rate strategy. For example, AdaGrad scales the learning rate to be inversely proportional to the square root of the sum of all the historical squared values of the gradient [25] ; Adam updates the learning rate based on estimates of the first moment (the mean) and the second moment (the uncentered variance) of the gradients [41] . Alternatively, the learning rate can be kept to a single constant for all parameters over the entire training procedure, which simplifies the parameter update procedure in Line (7) of Algorithm 2 to the typical SGD update (A.3). See Ref. [8] for a review of training deep neural networks.
