Different linguistic aggregation methods have been proposed and applied in the linguistic decision making problems. Generally, weights for experts or criteria are considered in linguistic aggregation processes. In this paper, we provide a method to discovery new forms to compute weights and new interpretations in the linguistic ordered weighted averaging operator. In linguistic decision analysis, it can be noticed that some of initial linguistic values used by experts have priority over others linguistic values in evaluation processes. We formalize the priority over initial linguistic values as weights for linguistic values, by considering weights for linguistic values as well as weights for experts, we provide an alternative method to discovery weights information of the linguistic ordered weighted averaging operator, its properties show that such linguistic aggregation operator is extensions of the 2-tuple arithmetic mean, the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator. By an illustrative example, we compare the linguistic aggregation operator with the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator in a decision making problem. From the practical point of view, we provide an optimization model to obtain such weights information in linguistic aggregation processes, examples show the linguistic aggregation operator as an alternative linguistic ordered weighted averaging operator in practice.
Introduction
In many cases, information of decision making problems cannot be assessed precisely in a quantitative form but may be in a qualitative one, people use natural language instead of numerical values to express their evaluations of decision making problems, 10 in this case, we need the linguistic approach to solve group decision making problems with linguistic assessment. [6] [7] [8] 18, 23 Recently, many linguistic approaches have been proposed and applied to solve problems with linguistic assessment, e.g., environmental assessment, 5 personnel management, 9,24 software developing, [31] [32] [33] material selection, 2 web information processing, 16, 22 sensor evaluation and fuzzy risk analysis. 15, 25, 27, [43] [44] [45] In, 12 Herrera, et al make a review of the developments of Computing with Words in decision making and explore different linguistic computational models that have been applied to the decision making field.
In linguistic decision making analysis, the problems are associated with:
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(1) The choice of the linguistic value set with its semantic; (2) The choice of the aggregation operator of linguistic information; (3) The choice of the best alternatives. In the above mentioned three steps, the aim of (1) consists of establishing the linguistic variable 42 or linguistic expression domain with a view to provide the linguistic performance values. In practice, fuzzy numbers or an ordered structure of linguistic values can be used to explain their semantic. 23, 42 The aim of (2) is to carry out the aggregation of linguistic information, there are many numeric aggregation operators 4, 28, 29, 34, 35, [37] [38] [39] and linguistic aggregation operators 6, 10, 13, 19, 21, 24, 26, 36 to process them. The aim of (3) consists of obtaining a collective performance value over each alternative and finding a solution set of alternatives. The solution set of alternatives is the best alternative that is the most satisfied alternative for the experts.
Ordering and weights for linguistic information are two important aspects in all linguistic aggregation operators. In the 2-tuple fuzzy linguistic representation model, 6 ordering of linguistic information is processed by the linear ordered structure of linguistic values, and its natural number indexes is used to explain the ordering, i.e., for linguistic values s i and s j , s i ≤ s j ⇔ i ≤ j. Generally, weights information in linguistic decision making problems are weights for criteria or weights for experts. Obviously, different weights are corresponding to different linguistic aggregation operators, such as in, 14 according to the majority of the evaluation judgments provided by different visitors, the majority guided linguistic induced ordered weighted averaging (MLIOWA) and weighted MLIOWA operators have been proposed, which have been used to improve tasks such as information filtering and evaluation on the World Wide Web. In linguistic decision analysis, a set of linguistic values is generally provided for experts as initial linguistic values to evaluate decision making problems, some of initial linguistic values used by experts have priority over others linguistic values in evaluation process, i.e., experts appreciate some of initial linguistic values than others, the case is associated with experts' perceptions for linguistic values and the habits of language use. In this paper, we formalize the priority over initial linguistic values as weights for linguistic values, by considering weights for linguistic values as well as weights for experts in linguistic aggregation processes, we provide a new method to compute the weights in the linguistic ordered weighted averaging operator (LOWA operator) proposed in, 11 Formally, some interesting properties of such linguistic aggregation operator are discussed, these properties show that the LOWA operator with such weights is extensions of the 2-tuple arithmetic mean, the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator. Moreover, we provide an optimization model to obtain such weights, and compare the linguistic aggregation operator with the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator in an illustrative example. This paper is structured as follows: In Sec. 2, we briefly review the 2-tuple linguistic representation model and some numerical aggregation operators. In Sec. 3, we analyze experts' perceptions for linguistic values and the habits of language use, and formalize them as weights for linguistic values. Then, we provide a new method to compute the weights in the LOWA operator, we investigate the properties of the LOWA operator with such weights, in which, we prove that the LOWA operator with such weights is extensions of the 2-tuple arithmetic mean, the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator. Moreover, we provide an optimization model to obtain such weights in practice. In Sec. 4, we compare the linguistic aggregation operator with the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator in an illustrative example. We draw some conclusions in Sec. 5.
Preliminaries
In this section, we briefly review the 2-tuple linguistic representation model and some aggregation operators, we refer to 1, 6, 20, 29, 40 for more details.
The 2-tuple linguistic representation model
Let S = {s 0 , . . . , s g } be the initial finite linguistic value set. Formally, the 2-tuple linguistic representation model 6 is formed by (s i , α), in which, s i ∈ S(i ∈ {0, 1, . . . , g}) and α ∈ [−0.5, 0.5), i.e., linguistic information is encoded in the space S × [−0.5, 0.5). Based on the representation (s i , α), we can easily obtain the following symbolic translation of linguistic values from β ∈ [0, g] to S × [−0.5, 0.5):
in which, i = round(β) (round(·) is the usual round operation), α = β − i ∈ [−0.5, 0.5). Intuitively, ∆(β) = (s i , α) expresses that s i is the closest linguistic value to β, and α is the value of the symbolic translation. Additionally, there is a ∆ −1 function such that from a 2-tuple it returns its equivalent numerical value
In fact, this model defines a set of transformation functions between linguistic values and 2-tuples linguistic representations as well as numeric values and 2-tuples linguistic representations. This makes us easily to process linguistic information by numeric value, e.g., we have the following linguistic aggregation operators: Let a set of the 2-tuples linguistic representations be x = {(s 1 , α 1 ), . . . , (s n , α n )} and W = {w 1 , . . . , w n } be an associated weights such that w i ∈ [0, 1] and
(1) The 2-tuple arithmetic mean operator x e :
(2) The 2-tuple weighted aggregation operator Fw:
(3) The 2-tuple ordered weighted aggregation operator (The LOWA operator) F e :
2.2. The WA, OWA and WOWA operator
Definition 2.
40 Let w be a weigh vector of dimension n, w = {w 1 , w 2 , . . . , w n } such that w i ∈ [0, 1] and Σ i w i = 1. A mapping f owa : R n −→ R is called an ordered weighted averaging (OWA) operator of dimension n if
where {σ (1), . . . , σ(n)} is a permutation of {1, . . . , n} such that a σ(i−1) ≥ a σ(i) for all i = 2, . . . , n, i.e., a σ(i) is the ith largest element in the collection {a 1 , . . . , a n }.
The weighted ordered weighted averaging operator (the WOWA operator) is used to aggregate numerical information. In the WOWA operator, there are two kinds of weights for information, one is used to explain weights for information sources, the other to information itself. Formally, the WOWA operator can be defined as follows:
29 Let P and W be weigh vectors of dimension n such that
In this case, a mapping f wowa :
Where {σ (1), . . . , σ(n)} is a permutation of {1, . . . , n} such that a σ(i−1) ≥ a σ(i) for any i = 2, . . . , n, i.e., a σ(i) is the ith largest element in the collection {a 1 , . . . , a n }, the weight ω i is defined as
with w * a monotone increasing function that interpolates the points ( i n , j≤i w j ) together with the point (0, 0).
A New Method to Compute Weights in Linguistic Aggregation Processes
In this section, we analyze weights for linguistic values in group decision making, then we provide a new method to compute weights of linguistic aggregation operator, which include weights for linguistic values as well as experts in linguistic group decision making. Formally, we provide the LOWA operator with such weights, and investigate properties of the linguistic aggregation operator.
Weights for linguistic values in group decision making
In linguistic group decision making, the initial finite linguistic value set is provided for experts to evaluate decision making problems, every expert selects linguistic values to evaluate alternatives according to his or her perceptions, attitudes, motivations and personalities. Due to different perception for linguistic values and the habit of language use, experts appreciate some of initial linguistic values than others in evaluation processes. Such appreciation can be understood as weights for linguistic values. Formally, we adopt the following three steps to obtain weights for linguistic values, let the initial finite linguistic value set be S = {s 0 , . . . , s g }.
(1) In linguistic group decision making, evaluations can be rewritten as the following linguistic evaluation matrix
in which, n is the number of alternatives, m is the number of experts, ith row vector of R n×m expresses the evaluation of alternative i given by all experts, jth column vector expresses the evaluation of all alternatives provided by expert j, r ij ∈ S is the evaluation of ith alternative provided by jth expert. (2) In R n×m , for every i ∈ {1, 2, . . . , n} and s k , we denote the set
k means how many experts use linguistic value s k to evaluate alternative i, i.e., n ik = |L i s k | (the cardinality of the set) can be used to explain experts'perception for s k and the habit of language use when they use S = {s 0 , . . . , s g } to evaluate alternative i. (3) For every alternative i and s k in R n×m , weight for linguistic value s k is calculated by
Intuitively, w ik can be understood by rate of s k used to evaluate alternative i. Obviously, if s k ∈ S doesn't appears in R n×m , then for every alternative i, w ik = 0, hence, it is easily to obtain |S| k=1 w ik = 1(i ∈ {1, 2, . . . , n}). Formally, the more w ik is, the more experts appreciate linguistic value s k to evaluate alternative i in decision making processes.
Example 1.
6 A distribution company needs to upgrade its computing system, so it hires a consulting company to survey the different possibilities existing on the market, to decide which is the best option for its needs. The options (alternatives) are shown in Table 1 . The consulting company has a group of four consultancy departments (shown in Table 2 ). In each of departments, there is one expert provides evaluation for each alternative (shown in Table 3 ), these evaluations are assessed in the initial finite linguistic value set According to Table 3 , we can obtain the linguistic evaluation matrix is UNIX WINDOWS−NT AS /400 VMS Table 2 . The four consultancy departments.
Cost System Risk Technology analysis analysis analysis analysis Table 3 .
for alternative x 3 and linguistic value s 3 , we have
Similarly, L Weights for experts are generally considered in group decision making, i.e., different experts have a different importance in decision-making processes. From the information processing point of view, because experts provide linguistic values to evaluate decision making problems, hence, weights for experts can be understood by weights for information sources.
Linguistic values are used to evaluate decision making problem, weights for linguistic values can be understood by weights for information itself, they are concentrated on explaining experts' perceptions for linguistic values and the habits of language use. Accordingly, there are two kinds of weights information for any linguistic group decision making, i.e., weights (p 1 , p 2 , . . . , p m ) for experts and weights (w i0 , w i1 , . . . , w ig ) for linguistic values. The final decision making depends on the two kinds of weights information, in other words, we need synthetically to consider the two kinds of weights information in linguistic aggregation process. Inspired by the WOWA operator, an alternative method to synthesize the two kinds of weights information is a monotone increasing function w * that interpolates the points ( j g+1 , k≤j w ik )(k ∈ {0, 1, 2, . . . , g}) together with the point (0, 0), and new weights is computed by
The LOWA operator with weights for linguistic values and experts
If only weights for experts are considered in linguistic group decision making, then the 2-tuple weighted aggregation operator Fw is used to aggregate linguistic assessments. If weights for linguistic values as well as experts are considered in linguistic aggregation processes, then the 2-tuple ordered weighted aggregation operator can be used to aggregate linguistic assessments. In this paper, the LOWA operator with weights for linguistic values and experts can be formalized as follows. 
in which, (σ(1), σ(2), . . . , σ(m)) is a permutation of (1, 2 
the weight ω i is decided by
w * is a monotone increasing function that interpolates the points ( b v , c≤b w c ) together with the point (0, 0), b ∈ {1, 2, . . . , v} and c ∈ {1, 2, . . . , b}.
In Definition 4, m i=1 ω i = 1 due to for any i ∈ {1, 2, . . . , m}, w (4) can be rewritten as
in which, β * j is the jth largest of
. . , m}. Formally, the LWOWA operator is a LOWA operator proposed in, 11 only difference is shown in weights information of the operator. In the LWOWA operator, weights are depended on weights information for linguistic values as well as experts. In decision making process, weights for experts are depended on the importance degrees (the reliability degrees or the relevance degrees) of alternatives to experts. Weights for linguistic values are depended on all experts' perceptions for linguistic values and the habits of language use. Naturally, different weights for linguistic values are corresponding to different aggregation results.
On the other hand, forms of the monotone increasing function w * is an important aspect in the LWOWA operator, formally, function w * is decided by weights for linguistic values, i.e., it is decided by experts' perceptions for linguistic values and the habits of language use, hence for the same weights for experts, different function w * are corresponding to different aggregations. Selection of w * is an optimization problem, 30, 41 i.e., the monotone increasing interpolated functions w * is obtained by solving the following mathematical programming problem
In which, ω i is decided by (5), − m i=1 ω i ln ω i is the dispersion of f lwowa , α is the desired attitudinal character.
Example 2. Continues Example 1. In Table 3 , assume that weights for four experts are (p 1 , p 2 , p 3 , p 4 ) = (0.2, 0.3, 0.15, 0.35 ). Considering alternatives x 1 and x 2 , we can obtain weights for linguistic values (s 1 , s 3 , s 4 ) of x 1 and (s 3 , s 4 , s 1 ) of x 2 are W 1 = (w 11 , w 12 , w 13 ) = (0.25, 0.25, 0.5) and W 2 = (w 21 , w 21 , w 23 ) = (0.25, 0.5, 0.25), respectively.
In this example, functions w * 1 for x 1 and w * 2 for x 2 are selected as strictly piecewise linear functions which interpolate the points ( 
(4) If ω i = 1 and ω j = 0 for all j = 1, . . . , m but j = i, then Proof. Because w * is a strictly piecewise linear interpolation, if Proof. According to conditions (1) and (2), we have w 
Illustrate Example
In this section, we continues Example 1 to compare the LWOWA operator with operators Fw and F e in the decision making problem. According to the final evaluations, we analyze differences among f lwowa , Fw and F e . In Table 3 , weights for four experts are (p 1 , p 2 , p 3 , p 4 ) = (0.2, 0.3, 0.15, 0.35).
(1) Evaluations based on Fw When weights for four experts are associated with their evaluations, Fw can be used to evaluate alternatives, e.g., for alternative Table 4 . In Table 4 , we notice that using operator F e to evaluate x 1 and x 2 obtains the same results, i.e., (M, −0.2), the reason is that evaluation (s 1 , s 3 , s 4 , s 4 ) of x 1 and evaluation (s 3 , s 4 , s 1 , s 4 ) of x 2 are corresponding to the same reordering result (s 4 , s 4 , s 3 , s 1 ) . However, using operator f lwowa to evaluate x 1 and x 2 obtains different results.
It is important to emphasize the fact that f lwowa can be optimized by (7) . This means that we can modify influences of weights for experts by selection of function w * , in fact, according to Proposition 3, f lwowa is Fw when w * (x) = x, hence, influences of weights for experts will be modified by w * (x) > x or w * (x) < x, e.g., for x 2 , Fw(s 3 , s 4 , s 1 , s 4 ) = (M, 0.35) > f lwowa (s 3 , s 4 , s 1 , s 4 ) = (M, 0.2) due to x > 0.75 × x, for x 4 , Fw(s 2 , s 4 , s 3 , s 2 ) = (M, −0.25) < f lwowa (s 2 , s 4 , s 3 , s 2 ) = (M, 0.0375) due to x < 1.5 × x, all of these will be discussed another paper.
Conclusion
From the practical point of view, group decision making is associated with multiinformation sources fusion. In this paper, we provide the LWOWA operator with weights for linguistic values and weights for experts to solve linguistic group decision making problems, the properties of the operator shown that it is extensions of the 2-tuple arithmetic mean, the 2-tuple weighted aggregation operator and the 2-tuple ordered weighted averaging operator. In practice, weights of the operator can be obtained by solving a mathematical programming problem, this means that we can adjust influences of weights for experts by selecting the monotone increasing function of the operator, hence, the operator is an alternative linguistic aggregation operator in linguistic decision making problems.
