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ВВЕДЕНИЕ 
 
Во второй половине XX в. произошло бурное развитие вычислитель-
ной техники и численных методов, в ходе которого произошло изменение 
взглядов на требования к численным методам. К центральным вопросам 
относятся, например, понятия корректности, устойчивости и обусловлен-
ности вычислительной задачи и вычислительного алгоритма, а также пове-
дения вычислительной погрешности. Пособие содержит много примеров, 
показывающих работу алгоритмов и особенности различных вычислитель-
ных методов при решении конкретных задач. 
В первых двух главах дается общее представление об источниках по-
грешности, корректности и обусловленности вычислительной задачи, кор-
ректности вычислительных алгоритмов. В приведенных примерах, в част-
ности, показана плохая обусловленность задачи вычисления производной 
функции и задачи вычисления кратных корней и корней многочленов вы-
сокой степени. 
В гл. 3 рассматриваются методы отыскания корней нелинейных 
уравнений. Подробно излагается метод простой итерации, метод Ньютона 
и его модификации.  
В гл. 4 исследованы прямые и итерационные методы решения систем 
линейных алгебраических уравнений. Подробно изложен метод Якоби, 
рассмотрены двухслойные итерационные методы, такие как, метод про-
стой итерации, метод Зейделя, метод релаксации и исследованы условия 
их сходимости. Основное внимание при рассмотрении прямых методов 
уделено методу Гаусса и его модификациям.  
В гл. 5 рассматривается задача отыскания решений систем нелиней-
ных уравнений. Излагаются различные подходы к решению сложной зада-
чи локализации, обсуждаются особенности метода спуска и метода Нью-
тона для решения системы нелинейных уравнений.  
В гл. 6 даются часто встречающиеся в приложениях методы прибли-
жения функций. Значительное внимание уделено интерполяции алгебраи-
ческими многочленами и сплайнами. Подробно обсуждается метод 
наименьших квадратов. 
В гл. 7 излагаются методы вычисления определенных интегралов. 
Выводятся квадратурные формулы интерполяционного типа и квадратур-
ные формулы Гаусса, а также апостериорные оценки их погрешности. 
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Глава 8 посвящена численным методам решения задачи Коши для 
дифференциального уравнения первого порядка. Значительное внимание 
уделено классическим методам Рунге-Кутты и Адамса. Рассмотрены во-
просы устойчивости численных методов решения задачи Коши. Приведе-
ны примеры жестких задач и методы их решения. 
В гл. 9 рассмотрены некоторые разностные методы решения уравне-
ния теплопроводности и проанализированы условия их устойчивости. 
В гл. 10 приведен пример решения краевой задачи методом конеч-
ных элементов. 
В пособии приведены задания для практической реализации на ПК 
вычислительных методов, изложенных в теоретическом разделе. Практи-
ческое решение задач позволит сформировать понимание математического 
содержания каждого метода (границ его применения, погрешности метода, 
устойчивости и т. д.) и умение их реализации на ПК в современном мате-
матическом программном обеспечении. 
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ГЛАВА 1 
 
КРАТКИЕ СВЕДЕНИЯ ИЗ ТЕОРИИ ПОГРЕШНОСТЕЙ 
 
1.1. Источники и классификация погрешностей 
 
Численное решение задачи у* почти всегда содержит погрешность, 
т. е. является приближенным. Перечислим основные причины погреш-
ности результата численного решения задачи. 
1. Любая математическая модель является лишь приближенным опи-
санием реального процесса. Из большого числа характеристик явления 
и действующих на него факторов в математической модели выделяются 
основные, определяющие, второстепенные при этом отбрасываются. По-
грешность характеристик процесса зависит от степени адекватности мо-
дели реальному процессу. 
2. Исходные данные содержат погрешности, поскольку они получа-
ются в результате экспериментов, либо вводятся как решения вспомога-
тельных задач. 
3. Численные методы решения практических задач в большинстве 
случаев являются приближенными. Найти решение задачи в виде конечной 
формулы удается лишь в упрощенных ситуациях. 
4. Погрешность, возникающая из-за округлений при вводе исходных 
данных, выводе результатов и выполнении арифметических операций. 
Пусть у – точное решение задачи. Погрешность í ,ó являющаяся 
следствием первых двух причин, называется неустранимой погрешностью. 
Единственный способ уменьшить эту погрешность – применить более точ-
ную математическую модель и задать более точные исходные данные. 
Погрешность ум , источником которой является выбранный числен-
ный метод, называется погрешностью метода.  
Погрешность ув , возникающая из-за округлений, называется вы-
числительной погрешностью. 
 
 
1.2. Вычислительная погрешность 
 
Пусть а – неизвестное, точное значение некоторой величины, а* – из-
вестное приближенное значение той же величины. 
Мерой погрешности служит абсолютная погрешность 
 
**
)( aaa  , (1.1) 
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и относительная погрешность 
 
a
a
a
aa
a
**
* )(
)(



 , (1.2) 
 
более точно отражающая качество приближения. 
Так как точное значение а неизвестно, то вычисление погрешностей  
по формулам (1.1), (1.2) невозможно. Поэтому более реальная задача со-
стоит в определении границ абсолютной и относительной погрешностей: 
 
)(
**
aaa  , (1.3) 
 
тогда 
*
* ( )
( ) .
a
a
a

   (1.4) 
 
Поскольку значение а неизвестно, при практическом применении 
формулы (1.3), (1.4) заменяют приближенными равенствами: 
 
*
*
* )(
)(
a
a
a

 ,    *** )()( aaa  . (1.5) 
 
Значащими цифрами числа а*  называют все цифры в его записи, 
начиная с первого ненулевого слева. 
 
П р и м е р  1. У чисел а* = 1250,0 , а* = 1000,0  значащие цифры под-
черкнуты. 
Значащую цифру числа а* называют верной, если абсолютная по-
грешность числа не превосходит единицы разряда соответствующего этой 
цифре. 
 
П р и м е р  2.  Пусть а  = 1,000000, а*  = 999999,0 . Все верные цифры 
числа а*    подчеркнуты, т. к. 000001,0)( *  a . 
Очевидно, что для того чтобы число а*  содержало N верных зна-
чащих цифр, необходимо и достаточно, чтобы  
 
N
a
 10)( * . 
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Наиболее простой способ округления числа до n значащих цифр со-
стоит в усечении, т. е. в отбрасывании всех цифр, расположенных справа от 
n-й значащей цифры. Более предпочтительным является округление по до-
полнению. Если первая слева отбрасываемая цифра больше или равна 5, то 
в младший сохраняемый разряд добавляется единица, иначе сохраняемые 
цифры остаются без изменения. Абсолютное значение погрешности округ-
ления при округлении по дополнению не превышает половины единицы 
разряда, соответствующей последней оставляемой цифре, а при округле-
нии усечением – единице того же разряда. 
Исследуем погрешности арифметических операций над прибли-
женными числами. Пусть а*, b*– приближенные значения чисел a и b. То-
гда для абсолютной погрешности суммы и разности имеем 
 
)()()()()()()(
*******
babbaabababa  . (1.6) 
 
Тогда естественно положить 
 
)()()(
****
baba  . (1.7) 
 
Лемма 1.  Пусть a и b – ненулевые числа одного знака. Тогда спра-
ведливы неравенства 
max
**
)(  ba ,   max
**
)( 



ba
ba
ba , (1.8) 
где  )(),(max **max ba  . 
 
Д о к а з а т е л ь с т в о . Используя  формулу (1.2) и неравенство (1.6), 
имеем 
 
max
********
)()()()()()(  babbaababababa  . 
 
Из полученного неравенства следуют оценки (1.8). 
 
П р и м е р  3. Пусть  y = 1 – а, а*  = 999999,0 .  
Тогда   у* = 1 – 0,999999 = 0,0000001. Если учесть, что 6* 10)(  x , 
а ,2010/102)( 76*  y то следует признать, что произошла катастро-
фическая потеря точности. 
 
Замечание 1. При построении численного метода решения задачи 
следует избегать вычитания близких чисел одного знака. 
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Лемма 2. Для относительных погрешностей произведения и част-
ного приближенных чисел верны оценки  
 
)()()()()(
******
bababa  ,       (1.9) 
)(1
)()(
)/(
*
**
**
b
ba
ba


 . (1.10) 
 
Д о к а з а т е л ь с т в о . Используя формулу (1.2) и неравенство (1.6), 
имеем 
* * * * * *
* * * *
* * * * * * * *
( ) ( )
( ) ( ) ( )( )
( ( ) ( ) ( ) ( )).
ab a b a b ab a b
a a b b b a a a b b
b a a b a b ab a b a b
    
       
          

   
 
 
Из полученного неравенства следует оценка (1.9). 
Для вывода второй оценки заметим, что 
 
)).(1()()(
****
bbbbbbbb    
Тогда 
* * * * * *
* *
* *
* * * *
* *
/ / ( ) ( )
( / )
/
( ) ( ) ( ) ( )
.
(1 ( )) 1 ( )
a b a b ab a b a b b b a a
a b
a b ab ab
a b b a a b
ab b b
    
    
   
 
   
 
 
 
Замечание 2. Если 1)( *  a  и 1)( *  b , то для оценки верхних гра-
ниц приближенных равенств используются следующие приближения: 
 
),()()(
****
baba     ).()()/(
****
baba   
 
Выполнение арифметических операций над приближенными чис-
лами, как правило, сопровождается потерей точности. Единственная опе-
рация, при которой потеря не происходит, – это сложение чисел одного 
знака.  
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1.3. Погрешность функции 
 
Рассмотрим функцию m переменных ),...,,( 21 mxxxf , дифференцируе-
мую в области G. Оценим неустранимую погрешность при вычислении 
функции ),...,,( 21 mxxxf  при приближенно заданных значениях аргумента 
),...,,(
**
2
*
1 mxxx
*
x .  
 
Лемма 3. Для абсолютной погрешности значения у*= f (x*) спра-
ведлива следующая оценка: 
 
                            


mj
j
jx xfу j
1
*
)()~(max)( x ,    *xx,x~ . (1.11) 
 
Д о к а з а т е л ь с т в о . Данная оценка непосредственно следует из 
формулы конечных приращений Лагранжа: 
 
 


mj
j
jjx
*
xxfff
j
1
*
)()~(max)()( xxx ,    *xx,x~ . 
 
Из оценки (1.11) при 
*
xx  следуют формулы для практических оце-
нок: 
 


mj
j
j
*
x xfу j
1
**
)()()( x , (1.12) 
 




mj
j
j*
*
xj
x
f
fx
у
j
1
*
*
*
)(
)(
)(
)(
x
x
. (1.13) 
 
Для функции одной переменной из формулы (1.12) и (1.13) следуют 
оценки: 
)()()(
**
xfу *x  x , 
)(
)(
)(
)(
*
*
*
x
f
fx
у
*
*
x



x
x
. 
 
П р и м е р  4. Вычислить значение функции xey  . 
В силу (1.12) и (1.13) для функции одной переменной xey   имеем 
 
*
* *
( )
x
ó e x  , 
***
)( xxу  . 
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Можно сделать вывод, что  при больших значениях аргумента функ-
ции xey   происходит значительный рост абсолютной погрешности значе-
ний функции. 
 
П р и м е р  5. Вычислить значение функции yxf 2sin . 
В силу (1.12) и (1.13) для функции двух переменных yxf 2sin  имеем 
   
*2*****2*2***2****
2)cos()cos(2)( yxxyxyyxxxyxyxf  , 
**2**2***2**2**
)(ctg)(ctg2)( yyxyxxyxyxf  . 
 
Очевидно, что относительная погрешность )( *f   при 
*2*
yx т  ( ...,2,1 m ). При *
2*
yx т  ( ...,2,1 m  ) абсолютная 
погрешность 
*2****
2)( yxxyxf  . 
 
 
ГЛАВА 2 
 
 ВЫЧИСЛИТЕЛЬНЫЕ ЗАДАЧИ. ОСНОВНЫЕ ПОНЯТИЯ 
 
2.1. Корректность вычислительной задачи 
 
Цель вычислительной задачи состоит в нахождении решения y  мно-
жества возможных решений Y  по заданному входному данному x из мно-
жества допустимых входных данных X. Вычислительная задача называется 
корректной по Адамару, если выполняются следующие условия: 
1) ее решение Yy  существует при любых входных данных ;Xx  
2) это решение единственно; 
3) решение устойчиво по отношению к малым изменениям входных 
данных. 
Если хотя бы одно из перечисленных условий не выполнено, то за-
дача называется некорректной. 
Рассмотрим третье условие подробнее. Решение y будет устойчивым 
по входным данным, если для любого 0  найдется 0)(   такое, что 
всякому исходному данному x*, удовлетворяющему условию  *xx , 
отвечает приближенное решение y*, для которого  *yy .  
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Требование увеличить точность решения приводит к требованию 
увеличить точность входных данных, что не всегда возможно. 
П р и м е р  1. Пусть приближенная функция  f *(x) функции f(x) на 
некотором интервале задана формулой )/cos()()( 2*  xxfxf , где .1  
Очевидно, что  )()(* xfxf . Для производной приближенной функции 
имеем 
,
)/sin(
)(
)(
2*



x
xf
dx
xdf
     .
1
)(
)(
*

 xf
dx
xdf
 
 
Таким образом, сколь угодно малой погрешности задания функции 
f(x) может отвечать сколь угодно большая погрешность ее производной, 
т. е. задача вычисления производной является неустойчивой.  
 
П р и м е р  2. Задача вычисления ранга матрицы в общем случае не-
устойчива. Для матрицы 






00
52
А  ранг равен 1. Изменим элемент a22 
матрицы на сколь угодно малое число  , 







0
52
*А . Ранг А* равен 2. 
 
П р и м е р  3. Задача вычисления определенного интеграла 

b
a
dxxfI )(  на конечном интервале устойчива по входным данным.  
Пусть f *(x) – приближено заданная интегрируемая функция. Опреде-
лим абсолютную погрешность функции  f * равенством 
  
 
)()(max)(
*
,
*
xfxff
bax


. 
Поскольку 
)()()()(()(
****
fabdxxfxfIII
b
a
 

, 
то для любого 0  неравенство  )( *I  выполняется при 
ab
f


 )( * . 
Устойчивость или неустойчивость решения зависит от выбора меры 
погрешности входных данных и численного решения задачи.  
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П р и м е р  4. Рассмотрим задачу вычисления суммы сходящегося 
ряда 

0k
kaS с приближенно заданными слагаемыми 
*
k k ka a   , 
0 1  . 
Если положить ** max)( kk
k
aaa  , то *
0
( ) maxN k
k N
S N
 
     при 
N , т. е. в такой постановке задача неустойчива. 
В то же время, если ввести меру погрешности входных данных по 
формуле 



0
**
)(
k
kk
aaa , то ),()()( *
0
**
aaaS
k
kk  


 и в такой поста-
новке задача устойчива. 
 
Замечание 1. Во многих случаях предпочтительней рассматривать 
относительную устойчивость, определение которой отличается от при-
веденного выше определения абсолютной устойчивости только тем, что 
абсолютные погрешности заменяют относительными погрешностями. 
 
П р и м е р  5. Если в задаче вычисления суммы сходящегося ряда 


0k
kaS с приближенно заданными слагаемыми ввести меру относитель-
ной погрешности входных данных по формуле )/(max)( ** kkk
k
aaaa  , 
тогда )()( ** aaa kk   и  

0
**
)(
k
k aaS . 
Таким образом, )()/)( *
00
*
aaaS
k
k
k
k 




. Следовательно, задача 
вычисления суммы ряда относительно устойчива, если ряд сходится аб-
солютно. 
 
 
2.2. Обусловленность вычислительной задачи 
 
Задачу называют хорошо обусловленной, если малым погрешностям 
входных данных отвечают малые погрешности решения, и плохо обусловлен-
ной, если возможны сильные изменения решения. Количественная мера сте-
пени обусловленности вычислительной задачи есть число обусловленности. 
Величина v  называется абсолютным числом обусловленности, если 
между абсолютными погрешностями установлено неравенство  
 
)()(
**
xvy   .   (2.1) 
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Величина v  называется относительным числом обусловленности, 
если между относительными погрешностями установлено неравенство  
 
)()(
**
xvy   . (2.2) 
 
П р и м е р  6. В примере 3 было установлено, что задача вычисления 
определенного интеграла 
b
a
dxxfI )(  на конечном интервале устойчива по 
входным данным. Пусть )(* xf  – приближено заданная интегрируемая 
функция. Определим относительную погрешность функции )(* xf  ра-
венством  
 
)(/)()(max)(
*
,
*
xfxfxff
bax


, для тех x, что 0)( xf . 
 
Поскольку 
,)()()()()(
****
 
b
a
b
a
dxxffdxxfxfIII  
 
то получаем оценку 
 
)())(/)()(
**
fdxxfdxxfI
b
a
b
a






 , т. е. v = ))(/)( 
b
a
b
a
dxxfdxxf . 
 
Относительное число обусловленности v = 1 для положительной 
подынтегральной функции и задача хорошо обусловлена. Если же функция 
на заданном интервале принимает значения разных знаков, то v > 1. Для 
сильно осциллирующих около нуля функций может оказаться, что v >> 1, 
и тогда задача вычисления интеграла будет плохо обусловленной. 
 
П р и м е р  7. Рассмотрим  простое уравнение с кратным корнем 
.0)2(
4 x  Погрешность в свободном члене, равная 10−8, приводит к урав-
нению 84 10)2( x , имеющему следующие корни: 22,1 102
x , 
2
4,3 102
 ix . 
В этом случае абсолютная погрешность, равная 10−8 в одном из ко-
эффициентов, привела к погрешности примерно в 10−2. 
 
Замечание 2. Задача вычисления корней многочленов высокой сте-
пени и кратных корней многочленов невысокой степени часто оказывается 
плохо обусловленной. 
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Для задачи вычисления по заданному x значения дифференцируемой 
функции y = f (x) оценки для абсолютного и относительного числа обу-
словленности следуют из (1.12), (1.13): 
 
)(xfvΔ  ,   
)(
)(
xf
xfx
v

 .  (2.3) 
 
П р и м е р  8. Для задачи вычисления xy sin в силу (2.3) имеем 
 
,1)cos(  xv    )(ctg xxv  . 
 
Очевидно, что v   при x т  ( ...,2,1 m ). Если значение x  
очень велико, то v >>1 и вычислять значение синуса просто бессмыс-
ленно. Если x < 2, то v < 1 и желательно проводить вычисления функции 
xy sin  в диапазоне x < 2. 
 
 
2.3. Корректность вычислительных алгоритмов 
 
Вычислительный алгоритм называется корректным, если выполнены 
три условия: 
1) любое входное данное Xx  в результате конечного числа эле-
ментарных для вычислительных машин операций преобразовывается в ре-
зультат Yy ; 
2) результат Yy  устойчив по отношению к малым изменениям 
входных данных Xx ; 
3) результат Yy  обладает вычислительной устойчивостью. 
Назовем алгоритм вычислительно устойчивым, если вычислительная 
погрешность стремится к нулю, когда машинная точность 0М  . 
Обычно алгоритм называют устойчивым, если он устойчив по вход-
ным данным и вычислительно устойчив. 
Неустойчивость алгоритма к малым погрешностям округления вход-
ных данных автоматически свидетельствует о вычислительной не-
устойчивости.  
 
П р и м е р  9.  Рассмотрим вычисления по рекуррентной формуле 
 
111   nnnn yy ,    
*
00 yy  ,  ....,2,1,0n   
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Приближенные значения содержат погрешности, связанные равен-
ством 
.)(
*
1
*
11 nnnnn yyyy    
 
Откуда )()( *1
*
1 nnn yy   , следовательно, при 1 n  алгоритм 
устойчив по входным данным. Если же 1 qn , то )()(
*
0
1*
1 yqy
n
n 

 , 
и абсолютная погрешность неограниченно возрастает при n , алго-
ритм неустойчив по входным данным.  
 
П р и м е р  10. Рассмотрим задачу вычисления суммы сходящегося 
ряда 

0k
k .aS  Ее частичная сумма вычисляется по формуле 
***
1 nnn aSS  . 
Погрешность значения * 1nS  складывается из погрешности значения 
*
nS  
и погрешности операции сложения ** nn aS  .  
Следовательно,  
 
М
*
1
*
1
*
)()()(   NNNN aSSS . 
 
Из анализа последней рекуррентной формулы видно, что вычис-
лительная погрешность будет наименьшей, если суммировать числа в по-
рядке их возрастания. 
 
 
ГЛАВА 3  
 
ЧИСЛЕННОЕ РЕШЕНИЕ НЕЛИНЕЙНЫХ УРАВНЕНИЙ 
 
3.1. Постановка задачи. Основные этапы решения 
 
Рассмотрим нелинейное уравнение .0)( xf  Корнем уравнения на-
зывается такое число с, что .0)( cf  Корень будет простым, если 0)(  cf , 
и кратным порядка m, если ,0)()( cf k  .1...,,2,1  mk  Графически про-
стой корень соответствует точке пересечения графика функции )(xfy   
с осью Оx под ненулевым углом, а кратный корень соответствует точке пе-
ресечения под нулевым углом (рис. 1). 
Решение задачи отыскания корней нелинейного уравнения осуще-
ствляется в два этапа. Первый этап – этап отделения корней, второй – этап 
итерационного уточнения корней. 
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В большинстве случаев отделение корней можно провести графи-
чески. В сомнительных случаях графическое отделение корней необхо-
димо подкрепить вычислениями. При этом используются очевидные по-
ложения: 
1) если непрерывная функция принимает на концах отрезка  ba,  
значения разных знаков (т. е. 0)()(  bfaf ), то уравнение имеет на этом 
отрезке, по крайней мере, один корень; 
2) если же непрерывная функция к тому же строго монотонна, то ко-
рень на отрезке единственный. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Будем считать, что входными данными для вычисления корня с яв-
ляются значения )(xf  в окрестности корня. Погрешности в значениях 
)(
*
xf  могут быть связаны с неизбежными ошибками округления и с ис-
пользованием для вычисления )(* xf  приближенных методов. 
y 
x 
0 
1с  2с  3с  4с  
Рис. 1 
y 
x 
с  с  
с  
0 
(          ) 
 
Рис. 2 
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Пусть в окрестности корня  )()( * xfxf . Как видно на рис. 2, 
найдется окрестность корня с,   cc , , в которой выполняется нера-
венство )(xf . Будем называть этот интервал радиуса   интервалом 
неопределенности корня с. Оценим величину . 
Из приближенного равенства ))(())(()()( cxcfcxcfcfxf   
следует  ))(( cxcf , откуда получаем  
)()( cf
cx
cf
c





 . 
 
Следовательно, 
)(cf 

  и 
)(
1
cf
v

  – абсолютное число обуслов-
ленности. 
Для корня кратности m в силу формулы Тейлора справедливо при-
ближенное равенство   
m
m
cx
m
cf
xf )(
!
)(
)(
)(
 . 
 
Следовательно, m
m
cf
m /1
)(
)
)(
!
(

 , что свидетельствует о плохой обу-
словленности задачи вычисления кратных корней уравнения. 
В условиях неопределенности, вызванных приближенным заданием 
функции, любое значение из интервала неопределенности корня может 
быть принято за решение уравнения. 
 
 
3.2. Метод бисекции и метод простой итерации 
 
Пусть уравнение 0)( xf  на отрезке  ba,  имеет единственное ре-
шение, причем )(xf  непрерывная функция на данном отрезке. Разделим 
отрезок  ba,  пополам в точке d = (a+b)/2. Если 0)( df , то возможны два 
случая: 
1) функция )(xf  меняет знак на отрезке  da, ; 
2) функция )(xf  меняет знак на отрезке  bd , . 
Выбирая в каждом случае отрезок  
nn
ba , , на котором функция )(xf  
меняет знак, и, продолжая процесс половинного деления дальше, можно 
дойти до сколь угодно малого отрезка, содержащего корень уравнения.  
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Середина n-го отрезка – точка 2/)( nnn bax   дает приближение 
корню с 
1
2/)(2/)(
 nnnn ababcx . 
 
Критерием окончания итерационного процесса служит неравенство 
 
 2/)( nn ab . 
 
Можно принять 2/)( nnn bax   за приближение к корню с точно-
стью  . 
 
П р и м е р  1. Вычислить корень уравнения xx cos2   методом би-
секций с точностью .00001,0   
Так как функция xxxf cos)( 2  – четная, и 0x  не является кор-
нем уравнения, то исходное уравнение имеет четное число симметричных 
корней.  
Пусть ,0а 5b  (52 – cos5 > 0, 02 – cos0 < 0), тогда d = (a + b)/2 = 
= 2,5. Следующий отрезок, на котором функция меняет знак, есть 
   5,2;0, 11 ba . Делим отрезок пополам, при этом d = 1,25, и получаем сле-
дующий отрезок    .25,1;0, 22 ba  Делим отрезок   2 2, 0;1,25a b   пополам, 
при этом d = 0,625 и следующий отрезок, на котором функция меняет знак, 
есть    25,1;625,0, 33 ba  и т. д.    
Для отрезка    824146,0;824127,0, 1818 ba  выполнено условие 
 2/)( nn ab , поэтому можно принять 82414,02/)( 181818  bax  за при-
ближение к корню с заданной точностью  . 
Чтобы применить метод простой итерации необходимо преобразо-
вать уравнение 0)( xf  к следующему виду: 
 
).(xx   (3.1)    
 
Функцию )(x  далее будем называть итерационной функцией. Вы-
берем приближенное значение корня x0 и будем строить последователь-
ность чисел  nx  (итерационную последовательность), определенную 
с помощью рекуррентной формулы 
 
).(1 nn xx   (3.2) 
 
Рис. 3, 4 иллюстрируют случаи, когда итерационная последователь-
ность сходится  при произвольном начальном приближении. Напротив, 
рис. 5, 6 показывают, что итерационная последовательность расходится  
при любом начальном приближении. 
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Теорема 3.1 (о сходимости итерационной последовательности). 
Пусть с – корень уравнения (3.1) и пусть функция )(x  удовлетворяет 
в некоторой  -окрестности корня с условию Липшица с константой L, 
0 1L   
1212
)()( xxLxx       ccxx ,, 12 . 
 
Тогда независимо от выбора начального приближения x0 из ука-
занной  -окрестности корня итерационная последовательность не выхо-
дит из этой окрестности, сходится к корню уравнения (3.1) и имеет место 
следующая оценка погрешности: 
 
cxLcx
n
n

0
.   (3.3) 
   
y 
x 
0 
с  x0 
y 
x 
0 
с  x0 
 
Рис. 3 Рис. 4 
y 
x 
0 
x0 
 
с  
Рис. 5 
 
y 
x 
0 
с  x0 
 
Рис. 6 
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Д о к а з а т е л ь с т в о . Пусть ).(
01
xx   При этом будем иметь 
 
 LcxLсxcx 001 )()( . 
 
Продолжим построение итерационной последовательности. Вы-
числим ).( 12 xx    
При этом 
 2112 )()( LcxLсxcx . 
 
По индукции легко показать, что все последующие итерации не вы-
водят последовательность  
n
x  из  -окрестности корня с и удовлетворяют 
неравенствам 
 nnn LcxLcx 0 . 
 
Откуда следует, что 
cxn
n


lim . 
 
Замечание 1. Условие Липшица с константой L < 1 будет заведомо 
обеспечиваться, если предположить, что )(x  на   cc ,  имеет не-
прерывную производную и 1)(  qx . В этом случае L = q. 
 
Выведем апостериорную оценку погрешности, пригодную для прак-
тического применения в качестве критерия окончания. 
Пусть 1)(  qx . Из формулы конечных приращений Лагранжа, по-
лучаем 
 
))(())(())(()()( 111 cxxxcxcxcx nnnnnnnnn   , 
 
где n  находится между с и 1nx  . 
Откуда 
11
1)(1
)(
 




 nnnn
n
n
n xx
q
q
xxcx . 
 
Если значение q известно, то вычисление корня с точностью   сле-
дует вести до выполнения неравенства 

1
1
nn xx
q
q
 или равносиль-
ного ему неравенства 


 
q
q
xx nn
1
1 . (3.4) 
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Чтобы применить метод простой итерации, необходимо преобразо-
вать уравнение 0)( xf  к виду ).(xx    
Для этого положим 
 
)(xmfxx  ,  или  ).()( xmfxx   
 
Для выполнения условий теоремы 3.1, достаточно подобрать m так, 
чтобы в  -окрестности корня с выполнялось неравенство 
.1)(1)(  xfmx  
 
 
3.3. Метод Ньютона и его модификации 
 
Выведем расчетную формулу метода для решения нелинейного 
уравнения 0)( xf из простых геометрических соображений. Иллюстрация 
метода приведена на рис. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Пусть x0 – заданное начальное приближение к корню с. В точке 
М0(x0, f(x0)) проведем касательную к графику функции )(xfy   и за новое 
приближение x1 примем абсциссу точки пересечения этой касательной 
с осью Оx. За приближение x2 примем абсциссу точки пересечения с осью 
Оx касательной, проведенной к графику функции в точке М1(x1, f(x1)). Про-
должая этот процесс далее, получим последовательность  nx  приближе-
ний метода Ньютона к корню с. 
Уравнение касательной к графику функции )(xfy   в точке 
( , ( ))n n nM x f x  имеет вид 
 
))(()( nnn xxxfxfy  . 
Рис. 7 
y 
x 
y = f(x) 
0 
x3 x2 x1 x0 
с  
M2 
M1 
M0 
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Полагая в уравнении касательной y = 0, получим расчетную формулу 
для 1nx  метода Ньютона: 
)(
)(
1
n
n
nn
xf
xf
xx



,   .0n  (3.5)  
 
Теорема 3.2 (о сходимости метода Ньютона). Пусть с – простой ко-
рень уравнения 0)( xf , в некоторой окрестности которого функция )(xf  
дважды непрерывно дифференцируема.  
Тогда найдется такая малая  -окрестность корня с, что при произ-
вольном выборе начального приближения x0 из этой окрестности итераци-
онная последовательность метода Ньютона не выходит за пределы этой 
окрестности и сходится к корню с. 
Д о к а з а т е л ь с т в о . Пусть 0)(  mxf , Mxf  )( ,  bax , . 
Уравнение 0)( xf  на отрезке  ba,  эквивалентно уравнению ),(xx   где 
.
)(
)(
)(
xf
xf
xx

  Вычислим и оценим производную функции )(x : 
 
,
)(
)()(
)(
)()()(
1)(
22
2
xf
xfxf
xf
xfxfxf
x





  
.
)(
)(
2
m
Mxf
x   
 
Поскольку функция )(xf  непрерывна и 0)( cf , то найдется малая 
 -окрестность корня с, что будет выполняться неравенство 
 
M
m
xfcfxf
2
)()()(
2
 . 
 
Учитывая это, получаем окончательную оценку производной: 
 
,2/1)(  x      ccx , . 
 
Это означает, что выполнены условия теоремы 3.1 в малой  -окрест-
ности корня с. 
Выведем апостериорную оценку погрешности, пригодную для прак-
тического применения в качестве критерия окончания  метода Ньютона. 
Поскольку ,2/1)(  qx  то 1
1


q
q
 и из оценки (3.4) для метода 
простой итерации следует, что в качестве критерия окончания метода 
Ньютона можно использовать простую оценку  
 
 1nn xx . (3.6) 
25 
 
Замечание 2. Практическое применение метода Ньютона имеет две 
существенные трудности. Одна из них состоит в необходимости вы-
числения производной )(xf  . Вторая трудность состоит в том, что для схо-
димости необходимо выбирать хорошее начальное приближение, по-
падающее в малую  -окрестность корня. 
Неудачный выбор начального приближения может дать расходя-
щуюся последовательность (рис. 8). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Замечание 3. Метод Ньютона сходится с квадратичной скоростью 
2
1 сxСсx nn  . 
 
П р и м е р  2. На отрезке  1,0  найти приближенное значение уравне-
ния 0cos)(  xxxf  методом Ньютона.  
Рекуррентная формула (3.5) в данном случае принимает вид 
 
.
sin1
cos
1
n
nn
nn
x
xx
xx


  
 
Выберем в  качестве первого приближения 0 0,5.x    
Тогда  
.157390851332,0
;157390851332,0
;217390851339,0
;507391416661,0
;067552224171,0
5
4
3
2
1





x
x
x
x
x
 
 
Приведенный пример показывает очень высокую скорость сходи-
мости метода Ньютона. 
Рис. 8 
x3 x2 
y 
x 
0 
x1 x0 с  
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Пример 3. Вычислить 2  как задачу решения методом Ньютона 
уравнения 02)( 2  xxf .  
Рекуррентная формула (3.5) в данном случае принимает вид 
 
.
2
2
2
1
n
n
nn
x
x
xx

  
 
Выберем в качестве первого приближения .20 x   
Тогда  
1
2
3
1,5;
0,416666;
0,414216.
x
x
x



 
 
Третья итерация определяет 2  с абсолютной погрешностью 
.000002,02
3
 x  
Замена в формуле (3.5) метода Ньютона производной приближением 
nn
nn
n
xx
xfxf
xf





1
1
)()(
)(  приводит к расчетной формуле метода секущих: 
 
)(
)()( 1
1
1 n
nn
nn
nn xf
xfxf
xx
xx





 ,   .0n  (3.7) 
 
П р и м е р  4. Вычислить корень уравнения xx cos2   методом секу-
щих с точностью .00001,0  
Так как xxxf cos)( 2  , то формула (3.7) примет вид 
 
)cos(
)cos()cos(
2
2
1
2
1
1
1 nn
nnnn
nn
nn xx
xxxx
xx
xx 





 . 
 
Положим ,50 x 101 x , тогда по формуле метода секущих последо-
вательно вычисляем 
376547,32 x ; 
450130,23 x ; 
………........... 
824190,08 x ; 
824132,09 x ; 
824132,010 x . 
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Критерий окончания итераций  910 xx  выполнен, поэтому мож-
но принять 82413,010 x  за приближение к корню с заданной точностью  . 
Метод секущих является двухшаговым (необходимо задать две на-
чальные точки x0  и  x1  из окрестности решения уравнения) и обладает ло-
кальной сходимостью. Геометрическая иллюстрация метода секущих при-
ведена на рис. 9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Замена в формуле (3.5) метода Ньютона производной приближением 
nn
nn
n
xz
xfzf
xf



)()(
)( ,  где )( nnn xfxz  , приводит к расчетной форму-
ле метода Стеффенсена: 
 
)(
)())((
)(
1 n
nnn
n
nn xf
xfxfxf
xf
xx

 , .0n  (3.8) 
 
П р и м е р  5. Вычислить корень уравнения )2/cos(3 xx   методом 
Стеффенсена с точностью .00001,0  
Так как  
)2/cos()(
3
xxxf  , 
 
то формула (3.8) примет вид  
 
2
1 3
( ( ))
,
( ( )) cos(( ( )) / 2) ( ( ))
n
n n
n n n n n
f x
x x
x f x x f x f x
  
   
 
3
( ) cos( / 2).n n nf x x x   
Рис. 9 
с  x4   x0 
y 
x 
0 
x3 x2 x1 
M2 
M1 
M0 
M3 
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Пусть ,30 x  тогда 
972924,21 x , 
945241,22 x , 
916919,23 x , 
………........... 
,961912,038 x  
,960759,039 x  
960753,040 x . 
 
Критерий окончания итераций 40 39x x    выполнен, поэтому 
можно принять 96075,040 x  за приближение к корню с заданной точно-
стью  . 
Для вычисления корня уравнения кратности m используют следующую 
модификацию метода Ньютона, сохраняющую квадратичную скорость сходи-
мости:  
1
( )
( )
n
n n
n
f x
x x m
f x
  

, .0n  (3.9) 
 
Замена в формуле (3.5) метода Ньютона производной приближением 
( ) ( )
( ) nn
n
f d f x
f x
d x

 

, где d – фиксированная точка из окрестности просто-
го корня, приводит к расчетной формуле метода ложного положения: 
 
1 ( )
( ) ( )
n
n n n
n
d x
x x f x
f d f x


 

, .0n  (3.10) 
 
Метод ложного положения имеет линейную сходимость 
1n nx с С x с    .   
Геометрическая иллюстрация метода приведена на рис. 10. 
 
 
 
 
 
 
 
 
 
 
 Рис. 10 
M1 
с    x0 
y 
x 
0 x2 x1 
M2 M0 
d 
М 
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П р и м е р  6. Вычислить корень уравнения xx cos2   методом лож-
ного положения с точностью .00001,0  Для функции xxxf cos)(
2   
в качестве фиксированной точки из окрестности корня выберем 4d , то-
гда 6536,16)( df  и формула (3.10) примет вид 
 
)cos(
)cos(6536,16
4 2
21 nn
nn
n
nn xx
xx
x
xx 


 . 
 
Положим ,50 x  тогда по формуле метода ложного положения по-
следовательно вычисляем 
 
;9934482,11 x  
;260336,12 x  
;031664,13 x  
…………….. 
;824201,016 x  
;824170,017 x  
.824153,018 x  
 
Критерий окончания итераций 18 17x x    выполнен, поэтому мож-
но принять 18 0,82415x   за приближение к корню с заданной точностью  . 
Для вычисления корня с точностью 00001,0  методом ложного положе-
ния потребовалось на 10 итераций больше, чем при вычислении методом 
секущих. 
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ГЛАВА 4  
 
ЧИСЛЕННОЕ РЕШЕНИЕ СИСТЕМ ЛИНЕЙНЫХ 
АЛГЕБРАИЧЕСКИХ УРАВНЕНИЙ 
 
4.1. Норма матрицы. Обусловленность систем  
линейных алгебраических уравнений 
 
Рассмотрим задачу определения решения системы линейных ал-
гебраических уравнений (СЛАУ), в которой число неизвестных равно числу 
уравнений: 
11 1 12 2 1 1
21 2 22 2 2 2
1 2 2 2
... ,
... ,
...............................................
... .
n n
n n
n n nn n n
a x a x a x b
a x a x a x b
a x a x a x b
   
   
   
 (4.1) 
 
В матричной форме записи эта система принимает вид 
 
bx A , (4.2) 
 
где A – невырожденная матрица коэффициентов;  
      b – вектор-столбец свободных членов. 
В приложениях часто встречаются матрицы, в которых число нену-
левых элементов много меньше общего числа элементов. Такие матрицы 
называются разреженными. Напротив, матрицы общего вида называют 
плотными. В частности, к разряженным относятся диагональные, трех-
диагональные матрицы. 
Говорят, что в Rn задана норма, если каждому вектору x из Rn по-
ставлено вещественное число x , называемое нормой вектора x и обла-
дающая следующими свойствами: 
1) x >0, причем x  = 0, тогда и только тогда, когда x = 0; 
2) xx  , для любого вектора x и любого числа  ; 
3) yxyx  , для любых векторов x и y. 
В вычислительных методах наиболее употребительными являются 
следующие нормы: 
 
1
1
,x
i n
i
i
x


    
1 2
2
2
1
/
x
i n
i
i
x


 
  
 
 ,   
1
maxx i
i n
x
  
 . (4.3) 
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Указанные нормы являются частными случаями более общей нормы: 
 
p
pni
i
ip
x
/1
1








 


x , 
 
соответственно при  p = 1,  p = 2,  p = .  
 
Замечание 1. Справедливы неравенства 
 

 xxxx m
12
, 
 
указывающие на то, что все три нормы эквивалентны. Норму 
2
x  назы-
вают евклидовой (
2
x x
Е
 ). 
 
Введем абсолютную и относительную погрешность вектора x* с по-
мощью формул 
**
xxx  )( ,    ( ) .
*
*

 
x x
x
x
 (4.4) 
 
Введем величину 
 
,max
0 x
x
x
A
A

     
1
max ,
x
xA A

  (4.5) 
 
которую принято называть нормой матрицы А, подчиненной норме век-
тора x .  
Известно, что нормам ,
1
x  ,
2
x  

x  подчинены нормы
1
A , ,
2
A  

A , вычисляемые по формулам: 
 
1 1
1
max
i n
ij
j n
i
A a

 

  ,   2 1max ( )
T
j
j n
A A A
 
  , 
1
1
max
j n
ij
i n
j
A a

  

  , (4.6)  
 
где ( )Tj A A  – собственные числа матрицы AA
T . 
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Замечание 2. Для оценки нормы 
2
A  можно использовать неравен-
ство 
2
2 1
, 1
max ( )
n
T
j ij Ej n
j i
A A A a A
 

    . 
 
Норма A  имеет простую геометрическую интерпретацию. Если 
рассматривать матрицу А, как матрицу линейного преобразования, которое 
переводит вектор x в новый вектор y = Ax, то норма матрицы есть макси-
мальный коэффициент растяжения вектора x под действием матрицы А. 
Из формулы (4.5) следует 
 
xx AA  . (4.7) 
 
Пусть x* решение уравнения ** bx A , тогда  
 
)()(
***
xbbbxx AA  . (4.8) 
 
Невязка )( *xbr A  показывает, насколько правая часть системы 
отличается от левой, если в нее подставить приближенное решение x*. 
Из формул (4.8), (4.7) находим оценку абсолютной погрешности ре-
шения через невязку: 
rxxx
** 1
)(
 A . (4.9) 
 
Замечая, что rb  )( * ,  из (4.9) имеем 
 
.
)(
)(
)(
*1
*
1
b
b
x
b
b
xx
x
* 



AA
 
 
Учитывая, что xAAxb   и (4.4), получаем оценку для относи-
тельной погрешности решения СЛАУ: 
 
)()(
*1*
bx  AA . (4.10) 
 
Число cond(A) = 1 AA  называется числом обусловленности мат-
рицы А. Чем больше cond(A), тем резче решение системы реагирует на 
возмущение правой части. Поэтому матрицы с большим числом обу-
словленности и соответствующие им СЛАУ называют плохо обуслов-
ленными. 
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Расчет нормы матрицы непосредственно по формуле (4.5) доста-
точно сложен. Выведем оценку числа обусловленности через собственные 
характеристические числа матрицы. Пусть y, z – собственные вектора мат-
рицы А, соответствующие максимальному max   и минимальному min   по 
модулю характеристическому числу матрицы А.  
Тогда 
yy maxA ,   zz minA ,  или  min
1
/ zzA ; 
 
2222max
yyy  AA ,   2
2
1
min22
1
/ zzz
  AA . 
 
Откуда   max2 A ,   min2
1
/1 A ,   
и                            cond(A) = 
2
A minmax
2
1
/ A .                        (4.11) 
 
Замечания:  
3. Если матрица А симметричная, то все ее характеристические зна-
чения вещественны, причем maxA , min
2
1
/1 A  и для таких мат-
риц  cond(A) = minmax /  .    
4. Если матрица А симметричная и положительная ( 0),( xxA , при 
всех 0x ), то все ее характеристические значения вещественны и положи-
тельны, ,maxA   min
2
1
/1 A  и для таких матриц cond(A) = ./ minmax     
 
5. Число обусловленности тем больше, чем больше разброс ха-
рактеристических чисел матрицы А, поэтому с увеличением размера матри-
цы, ее число обусловленности имеет тенденцию к ухудшению.   
 
П р и м е р  1. Рассмотрим систему уравнений 
1 2
1 2
2 4 6,
4 9 13.
x x
x x
 

 
 
Легко проверить, что ее решение ,1
1
x .1
2
x  
Матрица 






94
42
А  симметричная и положительная, т. к. ее главные 
миноры положительные (критерий Сильвестра). Ее характеристические 
значения  81507,101   и  184927,02  ; cond(A) = minmax / = 58,482915, 
что говорит о плохой обусловленности матрицы А.  
Изменим правую часть рассматриваемой системы 
1 2
1 2
2 4 6,
4 9 12,9.
x x
x x
 

 
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Тогда  
 
*
1 1,2,x     
*
2 0,9;x  .158114,0
2
1,02,0
)(
22*
* 




x
xx
x  
 
С геометрической точки зрения решение системы есть точка пересе-
чения двух прямых с близкими угловыми коэффициентами, поэтому даже не-
значительная погрешность в задании положения этих прямых существенно 
меняет положение точки пересечения (рис. 11). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2. Метод Гаусса 
 
Метод Гаусса относится к прямым методам, позволяющим получить 
решение системы после выполнения конечного числа операций. Метод 
Гаусса состоит из двух основных этапов, называемых прямым ходом и об-
ратным ходом. На первом этапе система приводится к треугольному виду. 
Затем на втором этапе осуществляется последовательное отыскание неиз-
вестных. 
Прямой  ход состоит из n – 1 шага исключения. На первом шаге во 
всех уравнениях системы (4.1), кроме первого, исключается переменная x1. 
 
1 12 2 1 1
1 1 1
22 2 2 2
1 1 1
2 2
... ,
... ,
..............................
... .
n n
n n
n nn n n
x c x ñ x y
a x a x b
a x a x b
   
  
  
 
Рис. 11 
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Здесь 
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a
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b
y  ;  
,
11
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a
a
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j
iijij
          
11
1
1
1
a
b
abb
iii
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Выделяем укороченную систему 
 
1 1 1 1
22 2 23 3 2 2
1 1 1 1
2 2 3 3
... ,
................................................
... .
n n
n n nn n n
a x a x a x b
a x a x a x b
   
   
 
 
Продолжая далее процесс исключения, после n – 1 шага редуцируем 
систему к треугольному виду с верхней треугольной матрицей: 
 
  
1 12 2 13 3 1 1
2 23 3 2 2
... ,
... ,
.....................................................
,
n n
n n
n n
x c x c x с x y
x c x с x y
x y
    
   

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



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...1000
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...10
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3
223
11312
n
n
n
c
cc
ссс
C . (4.13) 
 
Обратный ход состоит в последовательном определении неизвест-
ных из системы (4.13) в обратном порядке. 
Описанная выше процедура решения системы может оказаться не-
устойчивой по отношению к случайным ошибкам. Чтобы избежать этого, 
естественно потребовать выполнения условия  
 
1
ij
c . (4.14) 
 
Приступая к первому шагу прямого хода, найдем в первой строке 
матрицы максимальный по модулю коэффициент ja1 . Переставляя пер-
вый столбец с j-м, сделаем ведущим элементом 11a  первого шага наи-
больший по модулю элемент первой строки. Благодаря этому элементы 
jc1 , вычисленные по (4.12), будут удовлетворять неравенству (4.14).  
(4.12) 
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Продолжая эту процедуру на каждом шаге прямого хода для укоро-
ченных систем, обеспечим выполнение неравенства (4.14) для всех элемен-
тов треугольной матрицы С. Такой способ коррекции называется выбором 
ведущего элемента по строке. 
Поскольку определитель приведенной матрицы С равен 1, то опре-
делитель исходной системы 
 
1 1
11 22det ( 1) ... ,
k n
nnA a a a
     (4.15) 
 
где k – число перестановок столбцов в процессе редукции матрицы А к тре-
угольной матрице С. 
Из курса алгебры известно, что система (4.1) имеет единственное 
решение, тогда и только тогда, когда .0det A  Задача вычисления опреде-
лителя матрицы в общем случае плохо обусловлена (см. прим. 2 гл. 2). 
Матрицы, обладающие свойством 
 
1
n
ii ij
j
j i
a a


 , (4.16) 
 
называются матрицами с диагональным преобладанием. 
 
Лемма 1. Система с диагональным преобладанием всегда имеет, 
и притом единственное решение. 
Д о к а з а т е л ь с т в о . Рассмотрим однородную систему 0x A . 
Предположим, что она имеет нетривиальное решение и 0kx , 
jk xx  , nj 1 . Перепишем k-е уравнение в виде 
 
1
n
kk k kj j
j
j k
a x a x


  . 
Откуда получим 
 
 




n
kj
j
kjk
n
kj
j
jkjkkk axxaxa
11
. 
 
Сокращая последнее неравенство на множитель kx , придем к проти-
воречию с условием (4.16). 
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4.3. Метод прогонки 
 
Системы с трехдиагональными матрицами возникают при решении 
задач математической физики, интерполяции сплайнами и других вычис-
лительных задачах. Метод прогонки относится к прямым методам и явля-
ется эффективным методом решения СЛАУ с трехдиагональными мат-
рицами вида 

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
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
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
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

nn
nnn
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333
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11
, 
 
1 1i i i i i i iа x b x c x d    ,   ni 1 ,   01 a ,   .0nс  (4.17) 
 
Преобразуем первое уравнение при i = 1 к виду 
 
,1211  xx  
где 
,/ 111 bc    ./ 111 bd  (4.18) 
 
Подставим полученное для 
1
x  выражение во второе уравнение сис-
темы: 
232221212 )( dxcxbxа  . 
 
Преобразуем это уравнение к виду 
 
,2322  xx  
где   
),/( 12222  abc   )./()( 1221222  abad  
 
Продолжая процесс далее, на i-м ( ni 1 ) шаге этого процесса i-е 
уравнение системы преобразуется к виду 
 
,1 iiii xx    (4.19) 
где  
),/( 1 iiiii abc    1 1( ) / ( ).i i i i i i id a b a        (4.20) 
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При ni   из последнего уравнения системы находим  
 
nnnnnnnn abadx   )/()( 11 . (4.21) 
 
Полученные рекуррентные формулы позволяют решить систему 
(4.17) в два этапа. Прямой ход метода прогонки состоит в вычислении про-
гоночных коэффициентов i  и i  ( ni 1 ) по формулам (4.18), (4.20) 
и (4.21). 
Обратный ход прогонки состоит в вычислении неизвестных 
i
x . Сна-
чала полагают nnx  . Затем значения остальных неизвестных после-
довательно вычисляют по формуле (4.19). 
 
Замечание 6. Если трехдиагональная матрица удовлетворяет усло-
виям диагонального преобладания, то прогоночные коэффициенты 1i  , 
и обратная прогонка устойчива по входным данным. 
 
 
4.4. Метод Якоби 
 
Итерационные методы применяются, главным образом, для решения 
задач большой размерности. Большие системы уравнений, возникающие 
в приложениях, как правило, являются разреженными. 
Преобразуем систему bx A к виду, пригодному для итераций 
 
cxx  B , 
или  
 

n
j
ijiji cxbx
1
,   ni 1 . (4.22) 
 
Правая часть определяет отображение F: 
 
F:  

n
j
ijiji cxby
1
, 
 
преобразующее точку  ),...,,( 21 nxxxx  n-мерного векторного простран-
ства в точку ),...,,( 21 nyyyy  того же пространства. Выбрав начальную 
точку 0 0 0 01 2( , ,..., )òx x xx , можно построить итерационную последователь-
ность ,1x ,2x ,3x  ..., ,nx  ... точек n-мерного векторного пространства анало-
гично методу простой итерации для скалярного уравнения ( )x x  : 
 
                                                  x n+1= F(xn).  (4.23) 
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При определенных условиях последовательность (4.23) сходится, 
и ее предел является решением системы (4.22). Напомним некоторые оп-
ределения из курса математического анализа. 
 
О п р е д е л е н и я :   
1. Если в n-мерном векторном пространстве ввести одну из норм 
(4.3), позволяющую определить расстояние между произвольными точ-
ками x  и y , то пространство будет метрическим. 
 
,
1
11
 


ni
i
ii yxyx      ,)(
2/1
1
2
22
 


ni
i
ii yxyx  
ii
ni
yx 
 1
3 maxyx . (4.24) 
 
2. Если в метрическом пространстве любая фундаментальная после-
довательность сходится, то пространство называется полным. 
3. Пусть F – отображение, действующее в метрическом пространстве 
Е с метрикой  , тогда отображение называется сжимающим, если суще-
ствует такое число ,  10  , что для любых двух точек x , y Е  выпол-
няется неравенство 
 
),())(),(( yxyFxF  . 
 
Аналогично  теореме 3.1 для одномерного случая доказывается сле-
дующая теорема. 
Теорема 4.1. Если F – сжимающее отображение, определенное в пол-
ном метрическом пространстве, то существует единственная неподвижная 
точка x , такая, что x = F(x). При этом итерационная последовательность, 
построенная для отображения F с любым начальным приближением 0x , 
сходится к x . 
Имеет место критерий окончания итерационного процесса, анало-
гичный (3.4). Если значение   известно, то вычисление корня с точностью 
ε следует вести до выполнения неравенства  
 


 
)(
1
1nn
xx , 
 
или равносильного ему неравенства 
 



 
1
),(
1nn
xx . (4.25) 
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Для того чтобы отображение F: 
, 1
n
i ij j i
i j
y b x c

   было сжимающим, 
достаточно выполнения одного из следующих условий:  
1) в пространстве с метрикой 1 : 
;1max
11



ni
i
ij
nj
b  (4.26) 
2) в пространстве с метрикой 2 : 
2
, 1
1;
n
ij
j i
b

    (4.27) 
3) в пространстве с метрикой 3 : 
.1max
11



nj
j
ij
ni
b  (4.28) 
 
Приведем алгоритм решения системы методом Якоби.   
1. Привести систему (4.1) к виду с преобладающими диагональными 
элементами. 
2. Разделить каждое уравнение на диагональный элемент. 
 
)...( 13132121
1
111 nn xaxaxabax 

, 
  )...( 23231212
1
222 nn xaxaxabax 

, (4.29) 
  .............................................................. 
   
1
1 1 2 2 1 1( ... ).n nn n n n nn nx a b a x a x a x

       
 
3. Проверить выполнение условий (4.26)–(4.28) и выбрать метрику, 
для которой выполняется условие сходимости итерационного процесса. 
4. Реализовать итерационный процесс (обычно за начальное при-
ближение берется столбец из свободных членов). 
 
П р и м е р  2. Решить систему уравнений методом Якоби 
 
.16424752
,11272394
,2559193
,2024318
4321
4321
4321
4321




xxxx
xxxx
xxxx
xxxx
 
 
с точностью .00001,0  
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Заметим, что матрица коэффициентов системы имеет диагональное 
преобладание. 
Приведем исходную систему к виду cxx  B , пригодному для ите-
раций, для этого в каждом i-м уравнении исходной системы выразим ix . 
 
;
029167,020833,008333,0
30435,003913,017391,0
26316,047368,00015789,0
11111,022222,016667,00


















B    .
83333,6
86957,4
31579,1
11111,1
















С  
 
1. В пространстве с метрикой  


ni
i
ii yx
1
11
yx : 
 
.189474,0max
11



ni
i
ij
nj
b  
 
2. В пространстве с метрикой   2/1
1
2
22
)( 


ni
i
ii yxyx : 
 
.190525,0
2
1,


n
ij
ijb  
 
3. В пространстве с метрикой ii
ni
yx 
 1
3 maxyx : 
.198757,0max
11



nj
j
ij
ni
b  
 
Выберем метрику  
 
  2/1
1
2
22
)( 


ni
i
ii yxyx  с 0,905251.   
 
В качестве начального приближения )164,112,25,20(0  colonx  
возьмем столбец из свободных членов исходной матрицы. Вычисление 
корня с точностью     следует вести до выполнения неравенства 
 
  


 

 1
)(),(
2/1
4
1
211
2
i
n
i
n
i
nn
xxxx  
по формуле 
,
4
1
1


 
j
i
n
jij
n
i cxbx      ,1i  2, 3, 4;  n = 1, 2, ...  . 
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На 53-м шаге итерационного процесса имеем 
 
,
99726,5
00311,4
000777,2
999865,0
53















x  
 
  .10655,1)(),( 2/1
4
1
252535253
2 


 

Еxx
i
iixx  
 
На 54-м шаге итерационного процесса имеем 
 
,
99726,5
00311,4
000777,2
999865,0
54















x  
 
  


 

1
0608,1)(),(
2/1
4
1
253545354
2 Еxx
i
iixx . 
 
Тогда решение системы с точностью :00001,0  
 
.
99726,5
00311,4
00078,2
99987,0
54















 xx  
 
 
4.5. Метод Зейделя 
 
Основная идея метода Зейделя состоит в том, что на каждом шаге ите-
рационного процесса при вычислении очередного (k + 1)-го приближения 
учитываются уже найденные на этом этапе итерации приближения к неиз-
вестным.  
Пусть система bx A преобразована к виду (4.29), пригодному для 
итераций  
cxx  B ,   ,
ii
ij
ij
a
a
b     
ii
i
i
a
b
c  . 
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На (k+1)-й итерации компоненты приближения xk+1 вычисляются по 
формулам 
 
,
1
11
1
1 

 
n
j
k
jj
k
cxbx     




n
ij
i
k
jij
i
j
k
jij
k
i cxbxbx
1
1
11 ,  .2 ni     (4.30)  
 
Введем нижнюю и верхнюю треугольные матрицы  
 













 0...
............
000
0000
11
21
nnn
Н
bb
b
Т ,           













0000
............
...00
...0
2
112
n
n
В
b
bb
Т , 
 
тогда матрица  .ВН TTB   
Расчетные формулы метода в компактном виде: 
 
сxxx   kВ
k
Н
k ТТ 11 . (4.31) 
 
Достаточные условия сходимости (4.26)–(4.28) являются доста-
точными условиями сходимости метода Зейделя. В случае, когда матрица 
А системы bx A  симметричная и положительная, имеет место сле-
дующая теорема. 
Теорема 4.2. Пусть А – симметричная и положительная матрица. То-
гда при любом выборе начального приближения ),...,,( 002
0
1
0
тxxxx  метод 
Зейделя сходится со скоростью геометрической прогрессии. 
 
Замечание 7. В случае, когда матрица  А  системы bx A  обладает 
свойством диагонального преобладания или является симметричной с по-
ложительными диагональными элементами, имеет место аналогичная тео-
рема.  
 
Систему (4.1) всегда можно привести к виду, для которой метод Зей-
деля сходится. Умножая обе части уравнения (4.1) на AT, получим 
 
bx
TT
AAA  , 
 
где AAC T  есть диагональная матрица с положительными диагональ-
ными элементами. 
Геометрическая интерпретация метода  в случае решения системы 
двух уравнений методом Зейделя приведена на рис. 12. 
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П р и м е р  2. Решить систему уравнений методом Зейделя 
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с точностью .00001,0  
Заметим, что матрица коэффициентов системы имеет диагональное 
преобладание. 
Приведем исходную систему к виду cxx  B , пригодному для ите-
раций, для этого в каждом i-м уравнении исходной системы выразим ix . 
 
;
029167,020833,008333,0
30435,003913,017391,0
26316,047368,00015789,0
11111,022222,016667,00


















B  .
83333,6
86957,4
31579,1
11111,1
















С  
 
Как и в методе Якоби выберем метрику 
 
  2/1
4
1
2
22
)( 
i
ii yxyx   с  .905251,0  
 
В качестве начального приближения 0x  возьмем столбец 
)164,112,25,20( colon  из свободных членов исходной системы линей-
ных уравнений.  
Рис. 12 
  x(0) 
  x(2) 
  x(1) 
0 
x2 
l2 
l1 
x1 
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Вычисление корня с точностью     следует вести до выполнения 
критерия 
 
  


 

 1
)(),(
2/1
4
1
211
2
i
n
i
n
i
nn
xxxx , 
по формулам 
,
4
1
11
1
1 

 
j
k
jj
k
cxbx  
  




41
1
11
ij
i
k
jij
i
j
k
jij
k
i cxbxbx ,   ;4,3,2i    ...,2,1,0k  . 
 
На 13-м шаге итерационного процесса имеем 
 
,
997265,5
003115,4
000779,2
999864,0
13















x  
 
  


 

1
0627,2)(),(
2/1
4
1
212131213
2 Еxx
i
iixx . 
 
На 14-м шаге итерационного процесса получили 
 
,
9972642,5
0031117,4
000777,2
999864,0
14















x  
 
  .10739,4)(),( 2/1
4
1
213141314
2 


 

Еxx
i
iixx  
 
Решение системы с точностью 00001,0  достигается уже на 14-м 
шаге итераций 
.
99726,5
00311,4
00078,2
99986,0
14



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

 xx  
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4.6. Другие двухслойные итерационные методы 
 
Двухслойные итерационные методы могут быть записаны в кано-
нической форме 
 
,
1
1
1 bx
xx






k
k
kk
k AB     ,0k 1, 2, ... . (4.32) 
 
Здесь 
1kB  – некоторая невырожденная матрица, 1k  > 0 – итераци-
онные параметры. В случае, когда параметры
1kB  и 1k  не зависят от но-
мера итерации, метод называют стационарным. 
Если  EB  – единичной матрице, то итерационный метод  называ-
ется явным, поскольку в нем очередное приближение явным образом вы-
ражается через предыдущее: 
 
)b(1
1  
 k
k
kk
Axxx , 
или 
 



n
j
i
k
jijk
k
i
k
i bxaxx
1
1
1
).(  
 
В общем случае, при EB  , метод является неявным, т. к. на каждой 
итерации требуется решать систему уравнений 
 
)(1
1
bxxx  
 k
k
kk
ABB . 
 
Выбирают простые матрицы В. Например, диагональные, трехдиа-
гональные, треугольные. 
Метод Якоби соответствует выбору DB  – диагональной матрице 
и 11 k .  
Метод Зейделя (4.30) является неявным методом и соответствует вы-
бору  НТDB  ,  и  11 k . 
Для стационарного итерационного процесса  приведем без доказа-
тельства достаточное условие сходимости. 
Теорема 4.3 (Самарского). Пусть А – симметричная и положительно 
определенная матрица;  AB
2

  – положительно определенная матрица; 
  – положительное число. Тогда при любом выборе начального прибли-
жения 0x  итерационный процесс, который определяется рекуррентной 
формулой (4.30), сходится к решению исходной системы (4.1).  
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Определим интервал, в котором может меняться параметр : 
 
),(
2
),( xxxx AB

 . 
Откуда  
 
.
),(
),(2
min0
0
0
xx
xx
A
B
x
  (4.33) 
 
Рассмотрим метод простой итерации ( EB  ) с параметром   в ка-
нонической форме:  
 
)(
1
bxxx  kkk A . (4.34) 
 
Будем считать, что А – симметричная и положительно определенная 
матрица, тогда из (4.33) и замечания 4, находим верхнюю границу интер-
вала сходимости по итерационному параметру: 
 
max
0
00
0
2
),(
),(
max
2
),(
),(
2
min
),(
),(2
min




xx
xx
xx
xxxx
xx
AAA
x
xx
. 
 
П р и м е р  3. Решить систему уравнений  из прим. 2 методом про-
стой итерации с выбором параметра  . 
При помощи одной из стандартных программ найдем собственные 
значения матрицы А: ,69064,111   ,37067,132   ,20059,223   
.73809,364    
Параметр   в силу (4.33) удовлетворяет неравенству 
.05444,0
2
0
max
0 

  Возьмем 02722,02/0   и будем искать ка-
ждое очередное приближение решения  исходной системы уравнений по 
формуле 
)(02722,0
1
bxxx  kkk A , 
где 
 
;
24752
72394
59193
24318

















A    .
164
112
25
20
















b  
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Выберем метрику     2/1
1
2
22
)( 


ni
i
ii yxyx   с   .905251,0      
В качестве начального приближения 0x  возьмем столбец b  из сво-
бодных членов исходной системы уравнений. Вычисление корня с точно-
стью   следует вести до выполнения неравенства 
 
  


 

 1
)(),(
2/1
4
1
21
2
i
ii
nn
yxxx . 
 
На 38-м шаге итерационного процесса имеем 
 
,
999998,5
000010,4
000013,2
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






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



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

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2/1
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1
37383738
2 Еxx
i
iixx . 
 
На  39-м шаге итерационного процесса имеем 
 
,
999999,5
000001,4
000009,2
000001,1
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



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

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
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
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.
1
0603022,9)37(),(
2/1
24
1
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2 


 

Еxx
i
iixx  
 
Решение системы с точностью 00001,0  достигается на 39-м шаге 
итераций 
.
99999,5
00001,4
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39



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



 xx  
 
Скорость сходимости метода простой итерации оказалась сущест-
венно ниже скорости сходимости метода Зейделя, но выше метода Якоби 
при решении одной и той же системы линейных уравнений при одинако-
вом начальном приближении. 
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Модифицируем метод Зейделя. С этой целью введем параметр   
и запишем рекуррентное соотношение (4.32) метода верхней релаксации 
в виде 
bx
xx





k
kk
Н AТD
1
)( , 
или 
1
( ) .
k k k
Í
D
Ò A
     
 
x x x b  (4.35) 
 
В данном случае  
 
НТDB  ,   .0k  
 
Подставляя вместо матрицы А выражение ВН TDTA   в (4.35), 
получим  
 1 1 1k kÍ Â
D
Ò / D T .
       
 
x x ( ) b  
 
Перейдем от векторной записи к записи в виде отдельных уравнений:  
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При 1  мы возвращаемся к методу Зейделя (4.30). 
Выведем достаточное условие для сходимости метода верхней ре-
лаксации (4.35) из теоремы Самарского:  
 
     1
2 2 2 2
Í Í Â Í ÂB A D Ò D Ò Ò D Ò Ò
    
           
 
. 
 
Из симметричности и положительности матрицы А  соответственно 
следует: 
),(),(),( xxxxxx В
Т
НН ТТТ  ,   0),( xxD . 
 
Поэтому неравенство 
 
, 1 , 0
1 1
x x x xB A D
        
         
      
 
 
выполняется при 20  .  
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Условие теоремы Самарского выполняется, когда параметр метода 
20  .  
Метод Зейделя, соответствующий случаю 1 , сходится, тем са-
мым доказана теорема 4.2 и замечание к ней. 
Если сравнить метод Зейделя с методом верхней релаксации, то суть 
метода состоит в следующем. На (k + 1)-й итерации компоненты приближе-
ния xk+1 вычисляются по формулам метода Зейделя: 
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а затем  производят дополнительно смещение  на величину  
).~)(1(
1 k
i
k
i xx 

 
Таким образом, компонента (k + 1)-го приближения вычисляется по 
формуле 
 
.)1(~)~)(1(~
1111 k
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i
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i
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i xxxxxx 

 
 
Геометрическая интерпретация метода верхней релаксации в случае 
решения системы двух уравнений приведена на рис. 13. 
 
 
 
 
 
 
 
 
 
 
 
 
 
П р и м е р  4. Решить систему уравнений из примера 2 методом 
верхней релаксации с точностью .00001,0  
Выберем метрику     2/1
24
1
22
)( 
i
ii yxyx  с  .905251,0     
В качестве начального приближения 0x  в итерационном методе верхней 
релаксации возьмем )164,112,25,20( colon  из свободных членов исход-
ной системы уравнений.  
Рис. 13 
  x(0) 
  x(2) 
  x(1) 
0 
x2 
l2 
l1 
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Вычисление корня с точностью   следует вести до выполнения не-
равенства 
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Выберем параметр 5,0 . 
На 37-м шаге итерационного процесса имеем 
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На 38-м шаге итерационного процесса получили 
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Решение системы с точностью 00001,0  достигается  на 38-м шаге 
итерационного приближения 
.
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Скорость сходимости метода верхней релаксации при выборе па-
раметра 5,0  оказалась существенно ниже скорости сходимости метода 
Зейделя, т. е. не произошло улучшение метода Зейделя за счет введения 
параметра 5,0 . 
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ГЛАВА 5  
 
ЧИСЛЕННОЕ РЕШЕНИЕ  СИСТЕМ  
НЕЛИНЕЙНЫХ  УРАВНЕНИЙ 
 
Задача отыскания решения системы нелинейных уравнений является 
существенно более сложной, чем рассмотренная ранее задача отыскания 
решения одного нелинейного уравнения с одним неизвестным. Рассмотрим 
систему m уравнений с m неизвестными. 
 
.0),...,,(
..............................
,0),...,,(
,0),...,,(
21
212
211



mm
m
m
xxxf
xxxf
xxxf
 (5.1) 
 
Единственный реальный путь решения системы (5.1) состоит в ис-
пользовании итерационного метода для получения приближенного ре-
шения Tmxxx ),...,,(
**
2
*
1
* x , удовлетворяющего при заданном   неравен-
ству  cx* , где Tmccc )...,,,( 21c – точное решение системы (5.1). Ос-
новная трудность в построении итерационной последовательности за-
ключается в локализации решения, т. е. в указании достаточно малой ок-
рестности, содержащей c . В простейших системах, содержащих два урав-
нения, могут быть использованы графические методы. 
Введем в рассмотрение вектор-функцию Tmfff ),...,,( 21f , тогда си-
стема (5.1) примет вид 
.)( 0xf                                                    (5.2)  
 
Будем считать функции )(xfi  непрерывно дифференцируемыми 
в некоторой окрестности решения c . Для системы функций mfff ...,,, 21  
введем в рассмотрение  матрицу Якоби. 
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В дальнейшем будем считать, что матрица Якоби невырожденная, 
.0))(det(  xf  
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5.1. Метод простой итерации 
 
Имеет место существенная аналогия с методами простой итерации 
для решения одного нелинейного уравнения (3.2) и системы линейных ал-
гебраических уравнений (4.3).  
Преобразуем систему (5.1) к виду удобному для итераций: 
 
).,...,,(
...........................
),,...,,(
),,...,(
21
2122
2111
mmm
m
m
xxxx
xxxx
xxxx



 (5.4) 
 
Правая часть (5.4) определяет отображение F: 
 
F: ),...,,( 21 mii xxxy  , 
 
преобразующее  точку  ),...,,( 21 mxxxx  m-мерного векторного простран-
ства в точку  ),...,,( 21 myyyy  того же пространства.  
Выбрав начальную точку ),...,,( 002
0
1
0
тxxxx , можно построить ите-
рационную последовательность ,1x ,2x ,3x ..., ,nx ... точек m-мерного век-
торного пространства аналогично методу простой итерации для системы 
линейных уравнений: 
x n+1 = )
n
F (x . (5.5) 
 
При определенных условиях последовательность (5.5) сходится, и ее 
предел является решением системы (5.1).  Имеет место теорема о схо-
димости, аналогичная теореме 3.1. 
Теорема 5.1. Пусть функции )(x
i
  ( mi ...,,2,1  ) непрерывно диф-
ференцируемые в некоторой  -окрестности решения c  и  в некоторой 
норме выполнено неравенство   
 
,q(x)  
где 10  q .  
Тогда независимо от выбора начального приближения 0x  из указан-
ной  -окрестности корня итерационная последовательность не выходит из 
этой окрестности,  сходится к  корню уравнения (3.1) и имеет место сле-
дующая оценка погрешности: 
 
cxcx  0nn q . 
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В условиях теоремы 5.1 верна апостериорная оценка погрешности  
      
1
1


 nnn
q
q
xxcx . 
 
Откуда следует практический критерий окончания итерационного 
процесса: 


 
q
qnn 11
xx . (5.6) 
 
 
5.2. Метод Ньютона для решения системы 
нелинейных уравнений 
 
Будем исходить из трактовки метода Ньютона как метода линеари-
зации. Предполагая, что приближения ,1x ,2x ,3x ..., nx  построены, заменим 
в системе (5.1) каждую из функций mfff ,...,, 21  главной линейной частью 
ее разложения по формуле Тейлора в точке nx : 
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В результате получили систему линейных алгебраических уравнений 
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имеющую в матричной форме записи следующий вид: 
 
.0))(()(  nnn xxxfxf  (5.8) 
 
Здесь  )(xf   – матрица Якоби, .0))(det(  xf  
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В предположении, что матрица Якоби невырожденная, получаем 
итерационную формулу метода Ньютона:  
 
;0))(()(
1   nnnn xxxfxf    
1 1
( ( )) ( ).x x f x f x
n n n n    (5.9) 
 
Формула (5.9) предполагает обращение матрицы Якоби, что является 
довольно трудоемкой операцией. Поэтому сначала решают систему линей-
ных алгебраических уравнений  
 
)()(
1 nnn
xfxxf    (5.10) 
 
относительно поправки )( 11 nnn xxx   .  
Затем определяют 
 
.
11 nnn
xxx    (5.11) 
 
Метод Ньютона сходится с квадратичной скоростью и имеет простой 
критерий окончания итераций 
 
 1nn xx , (5.12) 
 
как и в случае одного нелинейного уравнения. 
 
Замечание 1. Использование метода Ньютона имеет сложность, ко-
торая, во-первых, заключается в вычислении на каждом шаге итерации 
матрицы Якоби, содержащей m2 частных производных. Во вторых, суще-
ствует трудность в нахождении начального приближения. 
 
П р и м е р  1. Решить методом Ньютона систему уравнений  
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Составим матрицу Якоби  
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В качестве начального приближения возьмем точку x0 = (0,8;0,8).  
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Тогда уравнение (5.10) примет вид 
 
)8,0;8,0()8,0;8,0(
1
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1 1
1 1
3,2 1,6 1,08,
0,8 2,4 0,36.
x y
x y
 
 
 
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Откуда ,225,01 x 225,01 y .  
Тогда 025,1225,08,01 x , .025,11 y   
Следующую поправку ),( 222 yx x  находим из уравнения 
 
)025,1;025,1()025,1;025,1(
2
fxf  , 
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,151875,005,11,4
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Откуда ,029813,02 x  028230,02 y . 
Тогда 
995819,0029813,00250,1
2 x ;    
.996770,0028230,0025,1
2 y  
 
Следующую поправку ),( 333 yx x  находим из уравнения 
  
)996770,0;995819,0()996770,0;995819,0(
3
fxf  , 
 
Откуда ,0005803,03 x  000067,03 y .  
Тогда  
996349,00005803,0995819,0
3 x , 
.996837,0000067,0996770,0
3 y  
 
Легко проверить, что решение данной системы .1 yx  Из приве-
денных итераций видно, что метод Ньютона быстро сходится при хорошем 
начальном приближении. 
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5.3. Модификации метода Ньютона  
для решения системы нелинейных уравнений 
 
Если в расчетной формуле (5.10) заменить матрицу )( nxf   постоян-
ной матрицей )( 0xf A , то получим формулы упрощенного метода Нью-
тона 
)(
1 nn
A xfx   ,   .11 nnn xxx    (5.13) 
 
По сравнению с методом Ньютона число итераций, необходимое для 
достижения заданной точности, существенно возрастает. 
Элементы матрицы )( nxf   приближенно можно вычислять с помо-
щью формул конечно-разностной аппроксимации частной производной: 
   
1 1 1
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
 
(5.14)
 
 
Если в формуле (5.10) матрицу )( nxf   заменить аппроксимирующей 
ее матрицей ( nijJ ) по формуле (5.14) с шагом 
nnn
xxh  1 , то получим 
метод секущих: 
  
)(
1 nn
J xfx   ,   .11 nnn xxx    (5.15) 
 
Для того чтобы начать вычисления, необходимо задать два на-
чальных приближения 0x , 1x . 
Если матрицу )( nxf   заменить аппроксимирующей ее матрицей ( nijJ ) 
по формуле (5.14) с шагом )( nn xfh  , то получим метод Стеффенсена. 
Этот метод обладает свойством квадратичной сходимости и является од-
ношаговым, как и метод Ньютона. 
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5.4. Методы спуска для решения системы 
нелинейных уравнений 
 
Иногда эффективным способом решения системы нелинейных урав-
нений является сведение к задаче отыскания минимума функции многих 
переменных. Введем функцию  
 
2 2 2
1 1 2 2 1 2 1 2Ô( ) ( , ,..., ) ( , ,..., ) ... ( , ,..., ).x m m m mf x x x f x x x f x x x     (5.16) 
 
Она неотрицательна и достигает своего минимума тогда и только то-
гда, когда 
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Рассмотрим один из итерационных методов минимизации функции 
многих переменных – метод спуска. Методы спуска, как правило, имеют 
более широкую область сходимости, чем рассмотренные ранее методы. 
Для простой графической иллюстрации метода спуска рассмотрим случай 
двух нелинейных уравнений, тогда целевая функция 
),(),(),(Ф
21
2
221
2
121
xxfxxfxx  . Множество точек, для которых 
,),(Ф
21
Сxx   называется поверхностью уровня.  
 
 
0 
х
3 
х
2 
х
1 
с 
   Рис. 14 
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В трехмерном пространстве функция 3 1 2Ф( , )x x x  задает некоторую 
поверхность, низшая точка которой и дает решение задачи минимизации. 
Если провести плоскости ,3 Сx   то проекции на плоскость Оx1x2 линий 
пересечения этих плоскостей с поверхностями дают линии уровня (поверх-
ности уровня) (рис. 14). 
Как известно, 1 2
1 2
Ô Ô
Ô( , )x x
x x
 
 
 
grad i j  перпендикулярен поверх-
ности уровня в точке ),( 21 xxx  и указывает направление наискорейшего 
возрастания функции ).,(Ф
21
xx  Вектор 1 2Ô( , )p grad x x   называется ан-
тиградиентом и указывает направление наискорейшего убывания функ-
ции (рис. 15). 
 
 
 
 
 
 
 
 
 
 
 
 
При построении итерационной последовательности в задаче без-
условной минимизации некоторой функции )(Ф x  от n переменных стро-
ится  последовательность ,1x ,2x ,3x ..., nx , такая, что )(Ф)(Ф 1 nn xx  . Крат-
ко опишем шаги метода спуска для построения итерационной по-
следовательности. 
1. На каждом шаге итерации находят вектор np  – направление спус-
ка, что при всех достаточно малых 0  выполняется неравенство 
Ф( ) Ф( )x p xn n n   . Если ввести функцию одной переменной 
),Ф()( nnn px   то ).0()( nn   
2. Вычисляют положительное число n  – шаг спуска, для которого 
выполняется неравенство или ).0()( nnn   
3. За очередное приближение к точке минимума принимают 
n
n
nn
pxx 1 . 
4. Проверяют выполнение критерия окончания итераций. Если кри-
терий выполняется, то итерации прекращаются и полагают 1 nxc . 
Градиент 
Антиградиент 
Рис. 15 
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Замечание 2. Из неравенства )0()( nnn   следует, что .0)0( n  
Так как  ( ) Ô ,grad x p pn n nn      то вектор np  должен удовлетворять 
условию Ô( ) 0.grad x pn n    
 
Выбор в качестве вектора  pn  антиградиента 
 
Ô( )p grad x
n n   (5.17) 
 
задает градиентный метод.  
В этом случае  
 
2
Ô( ) ( Ô( )) 0.grad p grad x
n n n
x     
 
Шаг спуска n  связан с «истинной» величиной шага nh  формулой 
nn
nn
nh pxx 
1 . Одним из простейших методов определения шага 
n  заключается в дроблении шага по формуле 
n
n )2/1( , где   – неко-
торое фиксированное положительное число, а n определяется из условия.   
На практике используются следующие критерии окончания итера-
ций: 
1
1  nn xx , (5.18) 
2
1
)(Ф)(Ф  nn xx , (5.19) 
3)(Ф 
n
x . (5.20) 
 
Замечание 3. Известно, что градиентный метод сходится очень мед-
ленно, если поверхности уровня минимизируемой функции сильно вытя-
нуты в некоторых направлениях. В двумерном случае линии уровня напо-
минают рельеф местности с оврагом.  
 
В таких случаях для ускорения градиентного метода разработаны 
специальные методы. Сначала совершают градиентный спуск «на дно 
оврага» из двух соседних точек 0z  и 1z  (рис. 16). Через две найденные 
точки 0x  и 1x  проводят прямую, вдоль которой совершают большой шаг 
через «овраг». Из найденной точки 2z  делают один градиентный спуск 
в точку 2x  и совершают большой шаг вдоль прямой, проходящей через 
точки 1x  и 2x , и т. д. 
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П р и м е р  2. Решить методом градиентного спуска систему уравне-
ний  
.0132
,032
2
2


xyx
xyx
 
 
Составляем целевую функцию: 
 
2222
)132()32(),(Ф  xyxxyxyx . 
 
Вычислим градиент этой функции: 
 
2 2
2 2
Ô Ô
Ô( , )
2((2 2 )( 2 3) (4 3 )(2 3 1))
2(2 ( 2 3) 3 (2 3 1)) .
grad i j
i
j
x y
x y
x y x xy x y x xy
x x xy x x xy
 
  
 
        
     
 
 
В качестве начального приближения возьмем точку 
   0 0 0, 0,5; 0,5x   x y  .  
Тогда  
0 0
Ô( ) 8,25 6,75p grad x i j    . 
 
х0 
* 
х1 
х2 
* 
х0 
х1 
х2 
х3 
z0 
z1 
z2 
z3 
Рис. 16 
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Выберем шаг спуска 0  из условия  
 
0 0Ф(0,5 8,25 ;0,5 6,75 ) Ф(0,5; 0,5)      . 
 
Примем 01,00  , тогда 470065,4)5675,0;5825,0Ф(   
и Ф(0,5; 0,5) 5,625  . Поэтому можно положить x1 = (0,5825; 0,5675).  
Следующее направление спуска найдем по формуле  
 
1 1
Ô( ) 8,33589 7,05970p grad x i j    . 
 
Возьмем 01,01  , тогда Ф(0,66586; 0,63810) 3,28805  . Поэтому 
можно положить 2 (0,66586; 0,63810)x   .  
Следующее направление спуска найдем по формуле 
 
2 2
Ô( ) 7,98563 6,99152p grad x i j      
и т. д. 
При вычислениях методом спуска уже при небольшом количестве 
шагов происходит довольно быстрое приближение к решению системы, но 
затем скорость сходимости приближений к решению системы заметно 
уменьшается. За сорок итераций метода спуска с параметром 01,0  по-
лучили менее точное решение ,00002,1x  ,99997,0y чем при вычисле-
нии методом Ньютона за четыре итерации при хорошем начальном при-
ближении. 
На практике часто используют  комбинацию методов: сначала метод 
спуска для определения начального приближения, а затем метод Ньютона 
для быстрого нахождения решения системы.  
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ГЛАВА 6  
 
ПРИБЛИЖЕНИЕ ФУНКЦИЙ 
 
Пусть на  ba,  определена некоторая функция )(xfy  , однако пол-
ная информация о ней неизвестна. Известны лишь ее значения в конечном 
числе точек x0, x1, …, xn , этого отрезка, которые будем считать занумеро-
ванными в порядке возрастания: 
 
.......
110
bxxxxxa
nii
   
 
Требуется по известным табличным значениям 
 
)(
ii
xfy  ,         ,0i  1, ..., n; (6.1) 
 
«восстановить» исходную функцию )(xfy  , т. е. построить на отрезке 
 ba,  функцию F(x), достаточно близкую к )(xf . Функцию F(x) называют 
интерполирующей, точки 0 1, , ..., nx x x x x x    – узлами интерполяции. 
Иногда, непосредственное вычисление функции )(xfy   связано 
с проведением сложных расчетов. Нередко значения (6.1) находятся из экс-
перимента, и табличные значения *iy  отличаются от «истинных» iy , т. к. за-
ведомо содержат ошибки эксперимента. В такой ситуации строят прибли-
женную функцию F(x), так, чтобы погрешность приближения была доста-
точно мала. 
 
 
6.1. Интерполирование полиномами.  
Полином Лагранжа 
 
Для заданных значений (6.1) многочлен 
0
( )
n
k
n k
k
P x a x

  называется 
интерполяционным, если он удовлетворяет условиям 
 
( )n i iP x y ,    ,0i  1, ..., n; (6.2) 
 
Равенство (6.2) можно записать в виде системы уравнений 
 
n
n
nnnn
n
n
n
n
yxaxaxaa
yxaxaxaa
yxaxaxaa



...
..,.............................................
,...
,...
2
210
11
2
12110
00
2
02010
 
 
относительно коэффициентов многочлена.  
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Однозначная разрешимость следует из хорошо известного факта, что 
определитель этой системы (определитель Вандермонда) 
 
0 0
1 1
0
1 ...
1 ...
Ï ( ) 0.
... ... ... ...
1 ...
n
n
i j
j i n
n
n n
x x
x x
x x
x x
  
    
 
Замечание 1. На практике система (6.2) не используется для вы-
числения коэффициентов интерполяционного многочлена, т. к. она являет-
ся плохо обусловленной.   
 
Будем искать полином Лагранжа в виде  
 
0 1( ) ( ) ( ) ... ( ),n nL x l x l x l x     
 
где  )(xl
i
 – многочлен степени n, причем  
 
, если ,
( )
0, если .
 
 
i
i k
y i k
l x
i k

 

 (6.3) 
 
Для выполнения последнего условия многочлены  )(xli   составим 
следующим способом: 
 
0 1 1 1( ) ( )( )...( )( )...( ).i i i i nl x c x x x x x x x x x x        
 
Здесь  сi – постоянный коэффициент, значение которого находится из 
(6.3): 
0 1 1 1
.
( )( )...( )( )...( )
i
i
i i i i i i i n
y
c
x x x x x x x x x x 

    
 
 
Для полинома Лагранжа получили окончательную формулу: 
 
.
))...()()...()((
))...()()...()((
)(
0 1110
1110

 




n
i niiiiiii
nii
in
xxxxxxxxxx
xxxxxxxxxx
yxL  (6.4) 
 
В частности полиномы Лагранжа первой и второй степени соот-
ветственно имеют вид 
 
h
xx
y
h
xx
yxL 01
1
01 )(



 , 
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0 2 0 11 2
2 0 1 22 2 2
( )( ) ( )( )( )( )
( ) .
2 ( ) 2
x x x x x x x xx x x x
L x y y y
h h h
    
  
  
Приведем без доказательства теорему о погрешности интерполяции. 
Теорема 6.1. Пусть функция  f  дифференцируема 1n  раз на от-
резке  ba, , содержащим узлы интерполяции  xi, ,0i  1, ..., n. Тогда для по-
грешности интерполяции в каждой точке отрезка  ba,  справедливо ра-
венство 
1
1
( )
( ) ( ) ( ),
( 1)!
n
n n
f
f x P x x
n



  

 (6.5) 
 
в котором 1 0 1( ) ( )( )...( ),n nx x x x x x x      а ).,( ba  
 
С л е д с т в и е . Пусть 
 
( 1)
1
,
max ( )
n
n
a b
M f x

  , тогда справедлива оцен-
ка максимума модуля интерполяции на отрезке  ba, , имеющая вид 
 
   
1
1
, ,
max ( ) ( ) max ( ) .
( 1)!
n
n n
a b a b
М
f x P x x
n

  

 (6.6) 
 
Характерное поведение функции 1 0 1( ) ( )( )...( )n nx x x x x x x      
представлено на рис. 17. Внутри отрезка  0 , nx x  множитель 1( )n x  не обес-
ценивает оценку (6.6). Случай, когда x выходит за пределы отрезка  0 , nx x , 
называют экстраполяцией функции  f. Если аргумент x выходит за пределы 
отрезка  0 , nx x , то значение функции 1( )n x  резко возрастает, что показыва-
ет ненадежность экстраполяции функции  f (x)  для x,  удаленных от концов 
отрезка  0 , nx x .  
 
 
 
 
 
 
 
 
 
 
 
 Рис. 17 
x0 x1 
y 
x 0 x5 x2 x3 x4 
y = ω6(x) 
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6.2. Интерполяция с кратными узлами.  
Полином Эрмита 
 
Пусть теперь требуется по известным значениям функции и ее про-
изводных 
( )i iy f x ,   ( )i iy f x  , ...,   
( 1) ( 1)
( )i i
k k
i iy f x
 
 ,   0,1, ...,i m  
 
«восстановить» исходную функцию )(xfy  . В этом случае число ki на-
зывают кратностью корня xi. В каждой точке xi задано ki величин. Пусть 
1...
10

m
kkkn , можно доказать, что существует единственный 
многочлен порядка n, удовлетворяющий условиям: 
 
( )n i iP x y ,   ( ) ,n i iP x y  ...,   
( 1) ( 1)i ik k
n iP y
 
 ,   0,1, ...,i m          (6.7)   
 
Этот многочлен называют интерполяционным многочленом с крат-
ными узлами или интерполяционным многочленом Эрмита. В общем слу-
чае построение многочлена Эрмита приводит к довольно громоздким вы-
ражениям. Поэтому ограничимся двумя простыми случаями. 
1. Пусть на концах отрезка  0 1,x x  заданы значения функции и ее 
первой производной  у0, 0y , у1, 1y . Кубический интерполяционный много-
член Эрмита P3(x), удовлетворяющий условиям 
 
3 0 0( )P x y ,   3 1 1( )P x y ,   3 0 0( ) ,P x y     3 1 1( )P x y  , 
 
может быть представлен в следующей форме: 
 
2 2
1 0 1 0
3 0 03 2
2 2
0 1 0 1
1 13 2
( ) (2( ) ) ( ) ( )
( )
( ) (2( ) ) ( ) ( )
,
x x x x h x x x x
P x y y
h h
x x x x h x x x x
y y
h h
    
  
    
 
  
 
где  
01
xxh  . 
2. Пусть в точке x0 задано n значений у0, 0y , 0y  , ..., 
( 1)
0
n
y
 . Тогда, как 
следует из формулы Тейлора, многочлен )(xP
n
 представляется в виде 
 
1
( ) 0
0
0
( )
( )
!
kn
k
n
k
x x
P x y
k



 . (6.9) 
 
Замечание 2. Для погрешности интерполяции с кратными узлами 
справедливы формулы, аналогичные (6.5),(6.6), в которых  
 
.)...()()()( 10 101
mk
m
kk
n xxxxxxx    
(6.8) 
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6.3. Конечные разности. Интерполяционный полином  
Ньютона для равноотстоящих узлов 
 
Для функций, заданных (6.1) с постоянным шагом, определим раз-
ности между значениями функции в соседних узлах интерполяции: 
 
iii yyy  1 , (6.10)  
                                                    
iiiiiiiiii yyyyyyyyyy   121121
2
2)()( , (6.11) 
 
3 2 2
1
3 2 1 2 1
3 2 1
( 2 ) ( 2 )
3 3 ,
i i i
i i i i i i
i i i i
y y y
y y y y y y
y y y y

    
  
  
      
   
  
 
(6.12)
 
 
которые соответственно называются конечными разностями первого, вто-
рого и третьего порядка. 
Методом математической индукции можно доказать, что  
 
    i
k
kikikii
k
yy
kk
kyyy )1(...
!2
)1(
21 

  .               (6.13) 
 
Будем искать интерполяционный многочлен Ньютона в виде: 
 
0 1 0 2 0 1
0 1 1
( ) ( ) ( )( ) ...
( )( )...( ).
n
n n
P x a a x x a x x x x
a x x x x x x 
       
   
               
(6.14)
 
 
Значения коэффициентов аi найдем из условий (6.2). Полагая в (6.14) 
0xx  , найдем 000 )( yaxPn  . Далее, полагая 1xx  , 2xx  , получаем 
 
,)()( 11001101 yhayxxaaxPn   
откуда ;01
h
y
a

  
,22))(()()( 2
2
2
0
00102202102 yhah
h
y
yxxxxaxxaaxPn 

  
или  
,2)(222 0
2
01200120022
2
yyyyyyyyyyyah   
 
откуда .
!2
2
0
2
2
h
y
a

  
68 
 
Затем, проведя аналогичные выкладки, можно получить .
!3
3
0
3
3
h
y
a

  
В общем случае выражение для  аk  будет иметь вид 
 
.
!
0
k
k
k
hk
y
a

  
 
Первая интерполяционная формула Ньютона записывается в форме 
 
2
0 0
0 0 0 12
0
0 1 1
( ) ( ) ( )( ) ...
2!
( )( )...( ).
!
n
n
nn
y y
P x y x x x x x x
h h
y
x x x x x x
n h
 


       
   
 
 
Когда значение аргумента находится ближе к концу отрезка ин-
терполяции, используется вторая интерполяционная формула Ньютона, 
которая получается, если искать интерполяционный многочлен в виде: 
 
0 1 2 1
1 1
( ) ( ) ( )( ) ...
( )( )...( ).
n n n n
n n n
P x a a x x a x x x x
a x x x x x x


       
   
 
 
Выражение для   коэффициентов  аk  будет иметь вид 
 
.
!
k
kn
k
k
hk
y
a 

  (6.15) 
 
В практическом плане формула (6.14) обладает преимуществом пе-
ред формулой Лагранжа (6.4). Если нужно добавить в таблицу еще один 
узел xn+1, то формулу Лагранжа (6.4) придется перестраивать заново, в то 
время как, в формулы Ньютона добавляется лишь одно очередное слагае-
мое. 
 
Замечание 3. Для достаточно гладких функций )(xf величину 
 
)()(1 xPxP nnn    
 
можно использовать для практической оценки погрешности интерполяции 
по формулам Ньютона. 
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6.4. Минимизация оценки погрешности интерполяции. 
Многочлены Чебышева 
 
Предположим, что вычисление значений функции )(xf  – достаточно 
трудоемкая операция, и целесообразнее заменить прямое вычисление 
функции  f  вычислением ее интерполяционного многочлена 
n
P . Для такой 
замены необходимо один раз получить таблицу значений функции  f  в вы-
бранных точках x0, x1, …, xn отрезка  ba, . При этом выбор узлов ин-
терполяции должен быть таким, чтобы погрешность интерполяции была 
наименьшей.  
Из теоремы (6.1) для верхней границы погрешность интерполяции 
имеем 
   
.)(max
)!1(
)()(max)( 1
,
1
,
x
n
М
xPxfP n
ba
n
n
ba
n 
 

  (6.16) 
 
Поставим задачу определения набора узлов  x0, x1, …, xn, при котором 
величина )( nP  минимальна. Решение этой задачи опирается на свойства 
многочленов Чебышева. 
Многочлены Чебышева определяются рекуррентным способом: 
 
0 ( ) 1,Т x     1( ) ,Т x x    1 2( ) 2 ( ) ( ),n n nТ x xТ x Т x    .2n  (6.17) 
 
Явные формулы при :3,2n  
 
2
2 1 0( ) 2 ( ) ( ) 2 1,Т x xТ x Т x x     
3
3 2 1( ) 2 ( ) ( ) 4 3 .Т x xТ x Т x x x     
 
Приведем основные свойства многочленов Чебышева. 
1. При четном n многочлен )(xТ
n
 является четной функцией, при не-
четном n многочлен )(xТ
n
 – нечетной функцией. 
2. При 1n  старший коэффициент многочлена  )(xТ
n
 равен 12n . 
3. Для  1,1x   имеется явная формула  для многочлена  )(xТ n : 
 
).arccoscos()( xnxТ n   (6.18) 
 
4. При 1n  многочлен )(xТ
n
 имеет ровно  n  действительных корней 
 1,1
i
x , вычисляемых по формуле 
 
(2 1)
cos ,
2
k
k
x
n
 
    .1...,,1,0  nk  (6.19) 
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5. При 0n   
 1,1
max ( ) 1nТ x

 . Если 1n , то этот максимум достига-
ется ровно в 1n  точках, которые находятся по формуле 
 
.cos
n
k
xk

  
 
При этом ,)1()( kkn xТ   т. е. максимумы и минимумы многочлена 
Чебышева чередуются. 
6. Среди всех многочленов фиксированной степени 1n  со старшим 
единичным коэффициентом, наименьшее уклонение от нуля (равное 12 n ) 
имеет многочлен 
)(2)(
1
xТxТ n
n
n
 , т. е.   
                               
   
.)(max)(max2
1,11,1
1
xPxТ nn
n

   
 
Геометрически корни уравнения и точки экстремума многочлена 
)(xТ
n
 можно получить, если полуокружность единичного радиуса разде-
лить на 2n равных частей, а затем спроецировать на ось абсцисс.  
Пронумеровав полученные точки вдоль оси абсцисс справа налево, 
получим корни уравнения – точки с нечетными номерами (на рис. 18 они 
помечены кружочками), а точки экстремума – с четными номерами (на 
рис. 18 они помечены крестиками). Корни и точки экстремума сгущаются 
к концам интервала. 
 
 
 
 
 
 
 
 
 
 
 
 
Пусть отрезок интерполяции  1,1 , в этом случае  оценка (6.16) бу-
дет минимальна, если минимальна величина 
 
.)(max 1
1,1
xn

   
Рис. 18 
y 
x 
1 
–1 0 1 
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В силу свойств 4…6 многочленов Чебышева минимальное уклоне-
ние многочлена 
 
))...()(()( 101 nn xxxxxxx    
дает набор узлов 
,
)1(2
)12(
cos



n
k
xk   ,...,,1,0 nk   
 
т. к. в этом случае ).()( 11 xТx nn    
Заметим, что при этом выборе .
2)!1(
)( 1
n
n
n
n
М
P

   
 
Пусть теперь отрезок интерполяции  ba,  произволен.  
Заменой  
22
ab
t
ba
x



 ,     1,1t  
 
он приводится к стандартному отрезку  1,1 . Легко увидеть, что в этом 
случае 
1
1 0 1( ) ( )( )...( )
2
n
n n
b a
x t t t t t t


 
     
 
, 
1
1( ) .
2( 1)!2
n
n
n n
М b a
P
n

     
  
 
 
 
6.5. Интерполяция сплайнами 
 
Сплайн – это функция, которая на каждом частичном отрезке ин-
терполяции является алгебраическим многочленом невысокого порядка, 
а на всем заданном отрезке непрерывна с несколькими своими произ-
водными. 
На каждом частичном отрезке  ii xx ,1  с длиной 1 iii xxh  будем 
искать кубический сплайн в виде 
 
2 3
( ) ( ) ( ) ( )
2 6
i i
i i i i i
c d
S x a b x x x x x x       ,   ,0i  1, ... n; (6.20) 
 
с неизвестной четверкой коэффициентов  .,,, iiii dcba  
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При этом очевидно, что 
 
,)(
2
)()(
2
i
i
iii xx
d
xxcbxS   (6.21) 
 
).()( iii xxdcxS   (6.22) 
 
Потребуем совпадения сплайна )(xS  в узлах с табличными значе-
ниями  (6.1): 
iii yaxS )( , (6.23) 
 
1
32
1
62
)(   ii
i
i
i
iiii yh
d
h
c
hbaxS . (6.24) 
 
Требуя непрерывности сплайна, а также непрерывности первой 
и второй производной, во всех точках, включая внутренние узлы, из ра-
венств (6.21)–(6.24) имеем 
 
1
32
62
 iii
i
i
i
ii yah
d
h
c
hb ,   ,0i  1,..., n; 
)0()0( 11   ii xSxS ,   или   1
2
2
 ii
i
iii bh
d
hcb ; 
)0()0( 11   ii xSxS ,   или   1.i i i ic d h c    
 
Если дополнительно потребовать для естественного кубического 
сплайна нулевой кривизны на концах отрезка, (т. е. равенства нулю второй 
производной), то получим еще два соотношения: 
 
0nc ,     .0111  hdc  
 
Исключив ,ia  по формуле (6.23), для определения , ,i i ib c d , 
ni ...,,2,1   получаем систему из  3n  уравнений: 
 
2 3
1,
2 6
i i
i i i i i i
c d
b h h h y y      
,
2
1
2
 iii
i
ii bbh
d
hc  
1 iiii cchd , 
0nc , 
.0111  hdc  
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Если последовательно исключить id  из третьего уравнения системы, 
а затем ib  из первого уравнения и подставить полученные выражения во 
второе уравнение, то получим линейную систему с трехдиагональной мат-
рицей относительно ic . 
,6)(2 1
1
1
1111 




 


 



i
ii
i
ii
iiiiiii
h
yy
h
yy
chchhch  
,0i  1, ..., n – 1. (6.25) 
 
Кроме того, 0nc , и для единообразия положили 00 c . Система 
(6.25) имеет диагональное преобладание, и решение таких систем эф-
фективно осуществляется методом прогонки. 
Приведем без доказательства теорему о погрешности интерполяции 
кубическим сплайном. 
Теорема 6.2. Пусть функция  )(xf  дифференцируема четыре раза на 
отрезке  ba, , дополнительно удовлетворяет условию )()( bfaf  . Тогда 
для погрешности интерполяции функци  f  и ее производных в каждой точ-
ке отрезка  ba,  имеют место оценки: 
 
,)()(
4
4hMxSxf   
,)()(
3
4hMxSxf   
,)()(
2
4hMxSxf   
 
в которых  
 
)(max
)4(
,
4 xfM
ba
 , i
i
hh max . 
 
 
6.6. Метод наименьших квадратов 
 
Если число узлов  x0, x1, …, xn, в которых производятся измерения, 
велико, а значения iy  в точках ix  определяются приближенно в связи 
с неизбежными ошибками измерения, то строить функцию F(x), в виде 
суммы большого количества слагаемых и добиваться ее точного равенства 
в узлах сетки значениям iy  становится нецелесообразным. 
В методе наименьших квадратов аппроксимирующая функция F(x) 
ищется в виде суммы, содержащей сравнительно небольшое число сла-
гаемых: 
0
( ) ( ),
m
k k
k
F x a x

     .nm                                   (6.26) 
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Здесь 0 1( ), ( ), ..., ( )mx x x    – заданные базисные, линейно незави-
симые функции; 0 1, , ..., ma a a  – параметры модели, являющиеся ко-
эффициентами обобщенного многочлена )(xF . 
Пусть )( ii xFy  . Составим суммарную квадратичную погрешность 
приближения: 
   
 
n
i
m
k
ikki
n
i
ii xayyyJ
0
2
00
2
.))(()(  (6.27) 
 
Возникает задача найти такой набор коэффициентов 0 1, , ..., ma a a , 
при котором суммарная квадратичная погрешность (6.27) оказывается ми-
нимальной. При этом F(x) называют наилучшим приближением по методу 
наименьших квадратов. 
Построение наилучшего приближения сводится к классической за-
даче математического анализа об экстремуме функции нескольких пере-
менных. Необходимым условием экстремума является выполнение в точ-
ках экстремума равенств :0


J
al
 
 
0 0
2 ( )( ( )) 0,
n m
l i i k k i
i kl
J x y a x
a  

     

     0, 1, ..., .l m  (6.28) 
 
Меняя порядок суммирования, уравнение (6.28) можно записать 
в виде нормальной системы линейных уравнений относительно 
0 1, , ..., ma a a : 
 

m
k
lklk bad
0
,     ,...,,1,0 ml   (6.29) 
где 
,)()(
0
 

n
i
ikillk xxd    .)(
0


n
i
iill yxb  
 
Представим систему (6.29) для определения коэффициентов 0 1,a a  
для случая, когда приближающая функция )()()( 1100 xaxaxF   есть 
линейная комбинация двух линейно независимых известных функций 
)(),( 10 xx   подробно: 
 
2
0 0 1 0
0 0 00
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0 1 1 1
0 0 0
( ) ( ) ( ) ( )
.
( ) ( ) ( ) ( )
n n n
i i i i i
i i i
n n n
i i i i i
i i i
x x x x у
a
a
x x x x у
  
  
   
      
         
      
   
  
  
 (6.30) 
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Матрица коэффициентов lkd  является диагональной и положительно 
определенной, если  0 1( ), ( ), ..., ( )mx x x    – линейно независимые функ-
ции в точках x0, x1, …, xn. 
Пусть система (6.29) имеет единственное решение 0 1, , ..., ma a a . 
Рассмотрим любой другой набор переменных 0 1, , ..., ma a a : 
 
iii aaa  ,   ....,,1,0 mi   
 
Тогда можно показать, что имеет место неравенство 
 
 





 
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n
i
m
m
k
ikkmm aaaJxaaaaJaaaJ
0
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2
0
1010 ).,...,,()(),...,,(),...,,(  
 
Последнее неравенство показывает, что решение системы (6.29) дей-
ствительно минимизирует суммарную погрешность (6.27).  
 
Замечание 4. Будучи формально линейно независимой, система 
0 1( ), ( ), ..., ( )mx x x    функций может оказаться очень близкой к линейно 
зависимой системе, что делает задачу плохо обусловленной. Нормальная 
система (6.29) оказывается, как правило, плохо обусловленной уже для 
набора степенных функций ,1  
5
, ...,x x . Чтобы избежать этого, иногда 
предварительно проводят ортогонализацию системы функции 
0 1( ), ( ), ..., ( )mx x x   . 
 
П р и м е р  1. Найти приближающую функцию в виде линейной 
функции baxxF )( . 
Здесь ,1)(
0
 x  ;)(
1
xx   неизвестные коэффициенты – a и b. Соста-
вим суммарную квадратичную погрешность приближения: 
 

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i
ii baxybaJ
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))((),( . 
 
Из равенств  ,0


J
a
  0


J
b
 следует: 
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Последние равенства можно переписать в виде  
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
 



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1
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 (6.31) 
 
Из системы (6.31) находим a и b. 
 
П р и м е р  2. Найти приближающую функцию в виде квадратичного 
трехчлена  
cbxaxxF  2)( . 
 
Здесь ,1)(0  x  ;)(2 xx   ;)(
2
3 xx   неизвестные коэффициенты – 
a, b и c. Составим суммарную квадратичную погрешность приближения: 
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Последние равенства можно переписать в следующей форме: 
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Из последней системы находим  a,  b  и  c. 
 
П р и м е р  3. Найти приближающую функцию в виде степенной 
функции maxxF )(  с параметрами a > 0 и m. 
Прологарифмируем данную функцию в предположение, что все ее 
значения положительны: 
 
.lnln)(ln xmaxF   
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Функция  )(ln xF   будет приближающей для функции )(ln xf . Вве-
дем новую переменную ,ln xu   тогда ,ln)(Ф)(ln muauxF   т. е. функ-
ция )(Ф u  будет линейной относительно .ln xu   Пришли к линейной зада-
че определения новых параметров aln  и m по значениям ifln , рассмот-
ренной в прим. 1. 
 
П р и м е р  4. Найти приближающую функцию в виде показательной 
функции mxaexF )(  с параметрами a > 0 и m. 
Прологарифмируем данную функцию в предположение, что все ее 
значения положительны: 
 
.ln)(ln mxaxF   
 
Функция  )(ln xF   будет приближающей для функции )(ln xf . При-
шли к линейной задаче определения новых параметров aln  и m по значе-
ниям ifln , рассмотренной в прим. 1. 
 
П р и м е р  5. Найти приближающую функцию в виде дробно-линей-
ной функции 
bax
xF


1
)(  с параметрами a  и  b. 
Обратим данную функцию в предположение, что все ее значения от-
личны от нуля. 
.
)(
1
bax
xF
  
 
Функция )(/1 xF  будет приближающей для функции )(/1 xf . Пришли 
вновь к линейной задаче определения параметров a  и b по значениям if/1 , 
рассмотренной в прим. 1. 
 
Замечание 5. Задачи определения приближающих функций вида 
bax
x
xF

)( , b
x
a
xF )( , bxaxF  ln)(   так же приводятся к линейной 
задаче, рассмотренной в прим. 1. 
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ГЛАВА 7  
 
ЧИСЛЕННОЕ ИНТЕГРИРОВАНИЕ 
 
7.1. Простейшие квадратурные формулы. 
Формула прямоугольников, трапеции и формула Симпсона 
 
Для вычисления значения определенного интеграла на практике ши-
роко используют квадратурные формулы – приближенные равенства вида 
 
 

n
i
ii
b
a
fAdxxf
0
)()( .  (7.1) 
 
Здесь i  – некоторые точки из отрезка  ba,  – узлы квадратурной 
формулы; iA  – числовые коэффициенты, называемые весами квадратур-
ной формулы.  
Сумма  

n
i
ii fA
0
)( , принимаемая за приближенное значение интегра-
ла, называется квадратурной суммой. 
Если для любого многочлена )(xPk степени не выше m  квадратурная 
формула (7.1) дает точное значение интеграла 
 
 

n
i
iki
b
a
k PAdxxP
0
)()( , 
 
то говорят, что квадратурная формула точна для многочленов степени m. 
Рассмотрим простейшие квадратурные формулы.   
Для этого разобьем отрезок  ba,  на элементарные отрезки  ii xx ,1  
точками bxxxa n  ...10 .  
Интеграл при этом 
 



n
i
i
b
a
IdxxfI
1
)( ,   где   .)(
1
dxxfI
i
i
x
x
i 

 
 
Для краткости введем обозначения:  
 
)( ii xff  , )( 2/12/1   ii xff , 
 
где 2/)( 12/1 iii xxx    – середина элементарного отрезка.  
Пусть шаг 1 iii xxh  будет постоянным. 
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Приблизим на каждом элементарном отрезке площадь криволи-
нейной трапеции площадью прямоугольника, с основанием 1 ii xxh  
и высотой 2/1if  (рис. 19). Площадь каждого элементарного прямоуголь-
ника 2/1 ii hfI , тогда просуммировав по всем элементарным отрезкам, 
для площади криволинейной трапеции имеем квадратурную формулу пря-
моугольников:  




n
i
i
h
пр
n
i
i fhIII
1
2/1
1
. (7.2)  
 
Здесь все iA  – весы квадратурной формулы (7.2) равны h.  
Иногда используют формулы 
 



1
0
n
i
iпр fhI ,    

n
i
iпр fhI
1
, (7.3) 
 
называемые соответственно составными квадратурными формулами ле-
вых и правых прямоугольников (рис. 20, а и б). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 y 
 x  0  a=x0  x1  x2  xn=b 
M1/2 
M3/2 
Mn1/2 
Рис. 19 
 y 
 x  0 a=x0  x1  x2  xn=b 
 M0 
 M1 
 Mn1 
   а         б 
 y 
 x  a=x0  0  x1  x2  xn=b 
M1 
M2 Mn 
Рис. 20 
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Приблизим на каждом элементарном отрезке площадь криволи-
нейной трапеции площадью трапеции, с высотой 1 ii xxh  и основа-
ниями if   и  1if , соединив точки ),( 111  iii fxM  и ),( iii fxM  (рис. 21).  
Площадь каждой элементарной криволинейной трапеции 
2/)( 1 iii ffhI   , тогда  просуммировав по всем элементарным отрезкам,  
для площади криволинейной трапеции имеем квадратурную формулу тра-
пеций:                                 
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
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22
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2
n
i
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nn
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h
тр f
ff
h
f
fff
f
hII . (7.4) 
 
Здесь iA  – весы квадратурной формулы (6.4) равны h, за исключе-
нием .2/0 hAA т    
Вывод формулы Симпсона развивает описанный подход дальше. Но 
теперь для аппроксимации функции используется не кусочно-линейное, 
а кусочно-квадратичное интерполирование. 
Будем считать n четным и сгруппируем отрезки парами:  1, xa , 
 21, xx ; вторая пара  32 , xx ,  43 , xx  и т. д. Для каждого двойного отрезка 
 jj xx 222 ,  построим интерполяционный полином второй степени в форме 
Лагранжа, принимающий в узлах значения )( 2222   jj xff , 
)( 1212   jj xff , )( 22 jj xff  . 
 
2 1 2 2 2 2
2 2 2 2 12 2
2 2 2 1
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( ) , , , 1 / 2. (7.5)
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Рис. 21 
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Проинтегрировав (7.5) по отрезку  2 2 2,j jx x   , получим  
 
  .,)()(4)(3/)( 212222
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22
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hxfxfxfhdxxLI jjj
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Тогда квадратурная формула Симпсона или парабол примет вид 
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(7.6)
 
 
Напомним, что  n – четное число. 
 
 
7.2. Оценка погрешности квадратурных формул 
прямоугольников, трапеции и формулы Симпсона 
 
Докажем теорему об оценке погрешности формул прямоугольников 
и трапеций. Предположим, что подынтегральная функция  f  достаточно 
гладкая и 
 
)(max
)(
,
xfM
k
ba
k  . 
Теорема 7.1. Пусть функция f дважды непрерывно дифференци-
руема на  ba, . Тогда для составных квадратурных формул прямоугольни-
ков и трапеций справедливы следующие оценки погрешности: 
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Д о к а з а т е л ь с т в о . Используя формулу Тейлора 
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где  ii xxx ,1 ,   ,,1 ii xx   имеем 
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Так как 


n
i
iRR
1
,  то  2232
24
)(
24
h
abM
nh
M
R

   ( abhn  ). 
Для вывода оценки (7.8) заметим, что отрезок, соединяющий точки 
1iM   и  iM  (рис. 21) представляет собой график интерполяционного мно-
гочлена первой степени 
h
xx
f
h
xx
fxL ii
i
i
1
11 )(





 . Поэтому верно ра-
венство 
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11 dxxLxfxfxf
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Используя теорему (6.1) об оценке погрешности линейной интер-
поляции и следствие к ней, имеем 
 
1
32 2
1( )( ) .
2 12
i
i
x
i i i
x
M M
R x x x x dx h

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Следовательно, для  hIIR тр   справедлива оценка 
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Аналогично доказывается теорема об оценке погрешности формулы 
Симпсона. 
Теорема 7.2. Пусть функция  f  на  ba,  имеет непрерывную произ-
водную четвертого порядка. Тогда для формулы Симпсона справедлива 
оценка погрешности: 
.
2880
)( 44
Сим h
abM
II
h   (7.9) 
 
Замечания:  
1. Оценки (7.7)–(7.9) означают, что формулы прямоугольников 
и трапеций имеют второй порядок точности относительно h, а формула 
Симпсона – четвертый порядок точности.  
2. Так как для многочленов первой степени и для многочленов треть-
ей степени 02 M  и 04 M , то квадратурная формула прямоугольников 
и трапеции точна для многочленов первой степени, а формула Симпсона – 
для многочленов третьей степени. 
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7.3. Квадратурные формулы интерполяционного типа 
Интеграл dxxfI
b
a
 )( представляют в виде суммы интегралов по эле-
ментарным отрезкам 

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
n
i
i
b
a
IdxxfI
1
)( ,  где  .)(
1


i
i
x
x
i dxxfI  
На каждом отрезке  ii xx ,1  функцию f аппроксимируют легко интег-
рируемой функцией gi(x). В результате получается составная формула 
.)()(
1 1
dxxgdxxfI
n
i
x
x
i
b
a
i
i
 
 
 
Рассмотрим случай, когда в качестве функции gi на отрезке  ii xx ,1  
берутся интерполяционные многочлены степени m. Пусть на  ii xx ,1  рас-
положен )1( m узел, каждый из них соответствует различным )1( m  зна-
чениям параметра t:  0 1, ,..., 1,1mt t t   .  
На каждом отрезке  ii xx ,1  занумеруем узлы интерполяции: 
 
,2/2/1 ikik htxz     ,...,,1,0 mk   
 
где 2/)( 12/1 iii xxx    – середина элементарного отрезка. На этом от-
резке интерполяционный многочлен степени m в форме Лагранжа: 
 
.)()(
0 ,0
П
jk
j
m
k
m
jkj
km
zz
zx
zfxL


 
 
 
 
Вычислим интеграл от mL  на отрезке  ii xx ,1 , использовав замену 
переменной 2/2/1 ii thxx   : 
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Для интеграла 


n
i
i
b
a
IxfI
1
)(  получили составную квадратурную 
формулу интерполяционного типа: 
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 (7.10) 
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Рассмотренные ранее простейшие квадратурные формулы являются 
частными случаями формулы (7.10) для случая равноотстоящих значений 
0 1, ,..., mt t t , которые в этом случае относятся к классу формул Ньютона – 
Котеса. 
Частный случай формулы Ньютона – Котеса при 3m  – правило 3/8: 
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и  4m  – формула Милана: 
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Приведем без доказательства теорему об оценке погрешности фор-
мулы (7.10), которая следует из теоремы (6.1). 
Теорема 7.3. Пусть функция  f  на  ba,  имеет непрерывную произ-
водную порядка )1( m . Тогда для формулы (7.10) справедлива оценка по-
грешности: 
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Замечание 3. Квадратурные формулы интерполяционного типа точ-
ны для всех многочленов степени m. 
 
Рассмотрим обусловленность квадратурных формул интерполяци-
онного типа. Определим абсолютную погрешность функции )(* xf  равен-
ством 
 
)()(sup)(
*
,
*
xfxff
bax


.   
Поскольку 
)()()()(()(
****
fabdxxfxfIII
b
a
  , 
 
то абсолютное число обусловленности этой задачи равно ab  , и задача 
вычисления интеграла от приближенно заданной функции является ус-
тойчивой.  
85 
 
Рассмотрим чувствительность общей формулы 
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i
ii
b
a
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)()(  
к погрешностям задания функции  f.  
Очевидно, что  
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Таким образом, абсолютное число обусловленности равно 
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n
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0
. Все квадратурные формулы точны для многочленов нулевой 
степени и поэтому  
.1
0



n
i
i
b
a
Adxab  
 
Следовательно, если все веса iA  – положительные, то  
0 0
n n
i i
i i
A A b a
 
      . 
 
При больших  m  среди весов формулы (7.10) появляются отрица-
тельные, и значения 
0
n
i
i
A

   становятся большими. При 10m  число 
обусловленности  )(1,3 abv  , при 30m   число  )(560 abv  . В силу 
плохой обусловленности эти формулы при  10m   не используются. 
 
 
7.4. Квадратурные формулы Гаусса. Полиномы Лежандра 
 
Квадратурная формула 

n
i
ii
b
a
xfAdxxf
0
)()( , построенная интегриро-
ванием интерполяционного многочлена степени n с фиксированными уз-
лами x0, x1, …, xn, точна для всех многочленов степени n. Рассмотрим зада-
чу построения квадратурной формулы, точной для многочленов наиболее 
высокой степени, чем n, при заданном количестве )1( n  узлов за счет вы-
бора узлов. 
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Рассмотрим построение квадратурной формулы Гаусса сначала для 
отрезка  1,1 .  


n
i
ii tfAdttf
0
1
1
)()( . (7.11) 
 
Переход к произвольному отрезку  ba,  осуществляется с помощью 
замены переменной 2/)(2/)( abtbax  . 
 





n
i
ii
b
a
abtbafA
ab
dxxf
0
)2/)(2/)((
2
)( . (7.12) 
 
Формула (7.11) точна для многочленов степени m, тогда и только то-
гда, когда она точна для всех функций: .,...,,,1 2 mttt  Это означает, что узлы 
 0 1, ,..., 1,1nt t t    и веса Ai должны удовлетворять системе нелинейных 
уравнений 
 
,
1
)1(1
)(
1
10
1
1





k
dtttAdttf
k
k
n
i
k
ii    ,0i  1, ..., m. (7.13) 
 
Система (7.13) имеет единственное решение  0 1, ,..., 1,1nt t t   , Ai,  
ni 0 ,  когда  221  nm   или  12  nm . 
 
П р и м е р  1. Построим квадратурную формулу Гаусса с двумя уз-
лами  0 1, 1,1t t   . В этом случае  3m ,  1n  и система (7.13) при 1,0k  
примет вид 
 
,2
1
1
0
10  

dttAA     ,0
1
1
1100  

tdttAtA  
,
3
21
1
22
11
2
00  

dtttAtA      

1
1
33
11
3
00 .0dtttAtA  
 
Решая ее, находим значения  A0 = A1 = 1,  0 11 / 3, 1 / 3t t   . Та-
ким образом, получили квадратурную формулу Гаусса с двумя узлами, 
точную для многочленов третьей степени: 
 
 .)2/)(3/12/)(()2/)(3/12/)((
2
)( abbafabbaf
ab
dxxf
b
a


  
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Для квадратурной формулы Гаусса справедлива следующая оценка 
погрешности: 
 
 
.)(
)!22()32(
)!1(
)()(
32
223
4
0






 
n
n
n
i
ii
b
a
abM
nn
n
xfAdxxf  
 
Уже при небольшом числе узлов ( 104  n ) формула Гаусса обеспе-
чивает очень высокую точность для достаточно гладких функций. 
Решить систему (7.13) при произвольном n достаточно сложно, 
но с помощью полиномов Лежандра, можно вычислить узлы 
 0 1 1, ,..., 1,1nt t t    , как корни полиномов. Полиномы Лежандра опреде-
ляются формулой 
n
n
n
nn
t
dt
d
n
tP )1(
!2
1
)(
2  . (7.14) 
 
Первые полиномы имеют вид 
,1)(0 tP    ,)(1 ttP     ,
2
1
2
3
)(
2
2  ttP    .
2
3
2
5
)(
3
3 tttP   
Полиномы Лежандра обладают рядом замечательных свойств, из ко-
торых следует: 
1. Узлы  0 1 1, ,..., 1,1nt t t     квадратурной формулы Гаусса с n узлами 
определяются как корни полинома Лежандра степени n; 
2. Веса Ai из формулы (7.11) находятся из интегральных формул 
 
1
0 1 1 1
0 1 1 11
( )...( )( )...( )
( )...( )( )...( )
i i n
i
i i i i i i n
t t t t t t t t
A dt
t t t t t t t t
  
  
   

   
. (7.15) 
 
П р и м е р  2. Построим квадратурную формулу Гаусса с тремя уз-
лами. В этом случае  5m ,  2n . 
Узлы ,5/30 t  ,01 t  5/32 t  находим как корни полинома тре-
тьей степени .0
2
3
2
5
)(
3
3  tttP  
Остается вычислить весовые коэффициенты: 
,9/5
)5/32)(5/3(
)5/3(
1
1
0 


 

dt
tt
A  
,9/8
)5/3(
)5/3)(5/3(
1
1
1 


 

dt
tt
A  
.9/5
)5/32(5/3
)5/3(
1
1
2 

 

dt
tt
A  
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В результате квадратурная формула Гаусса на интервале  1,1  
с тремя узлами запишется в виде 
 
).5/3(9/5)0(9/8)5/3(9/5)()(
2
0
1
1
ffftfAdttf
i
ii 

 
 
Она является точной для многочлена пятой степени. 
Квадратурная формула Гаусса с тремя узлами на произвольном от-
резке  ba,  осуществляется с помощью замены переменной 
2/)(2/)( abtbax   и имеет вид 
 
( ) [5 / 9 (( ) / 2 3 / 5)
2
8 / 9 (( ) / 2) 5 / 9 (( ) / 2 3 / 5)].
b
a
b a
f x dx f a b
f a b f a b

   
    
 
 
Квадратурная формула Гаусса с четырьмя узлами на произвольном 
отрезке  ba,  является точной для многочлена седьмой степени. Укажем 
узлы и соответствующие веса этой формулы: 
 
0 0
1 1
2 2
4 4
0,8611363115, 0,3478548451;
0,3399810436, 0,6521451549;
0,3399810436, 0,6521451549;
0,8611363115, 0,3478548451.
t A
t A
t A
t A
  
  
 
 
 
 
Замечание 4. Весовые коэффициенты квадратурной формулы Гаусса 
всегда положительны, что гарантирует хорошую обусловленность форму-
лы с абсолютным числом 
0 0
n n
i i
i i
A A b a
 
      . 
 
 
7.5. Апостериорные оценки погрешности 
 
Применение неравенств вида (7.7)–(7.9) для априорной оценки по-
грешности в большинстве случаев неэффективно или невозможно. Это 
связано с трудностью оценки производных подынтегральной функции 
и с тем, что полученные оценки, как правило, бывают сильно завышен-
ными. 
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Пусть hI  – приближенное значение интеграла dxxf
b
a
 )( , вычисленное 
по некоторой квадратурной формуле (7.10) с постоянным шагом 
,/)( nabh   либо с ihh max  для случая переменного шага. Предполо-
жим, что для погрешности этой формулы справедливо представление 
 
)(
kkh
hoChII  , (7.16) 
 
где 0С , и 0k .  
Тогда величина kCh  называется главным членом погрешности квад-
ратурной формулы, и число k представляет порядок точности формулы. 
При достаточно малом h для погрешности в предположении (7.16) спра-
ведливо приближенное равенство 
 
kh
ChII  . (7.17) 
 
Уменьшение шага в два раза приводит к уменьшению погрешности 
в k2  раз: 
)(
2
1
2
12/ h
k
k
k
h
IIChII  . (7.18) 
 
Вычитая из  равенства (7.17) равенство (7.18), получаем 
 
).12(
2
1
2
12/  kk
k
k
k
khh
ChChChII  
 
Учитывая формулу (7.18), имеем 
 
).12)((
2/2/  khhh IIII  
Откуда 
.
12
2/
2/



k
hh
h II
II  (7.19) 
 
Формула (7.19) дает апостериорную (на основании опыта) оценку 
погрешности значения 2/hI :  
,
12
2/



k
hh
II
 
 
которую принято называть правилом двойного пересчета или правилом 
Рунге. 
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Для формул прямоугольника и трапеций  (7.7)–(7.8) 2k , поэтому 
формула (7.19) для апостериорной оценки  погрешности принимает сле-
дующий вид: 
 
,
3
пр
2/
пр2/
пр 


hh
h
II
II    .
3
тр
2/
тр2/
тр 


hh
h
II
II  
 
Для формулы Симпсона (7.9) 4k , поэтому по формуле (7.19) име-
ем 
.
15
2/
2/ 


h
C
h
Ch
C
II
II  
 
Для формулы Милана 5k , поэтому по формуле (7.19) имеем 
 
.
31
2/
2/ 


h
М
h
Мh
М
II
II  
 
 
7.6. Построение первообразной с помощью 
численного интегрирования 
 
Рассмотрим задачу по известной функции f (x) на отрезке  ba, , вос-
становить ее первообразную  
 
,)()(  
x
a
dfxy     .,bax  (7.20) 
 
При каждом фиксированном x функцию  y(x)  можно рассматривать 
как определенный интеграл и вычислять с помощью одного из известных 
методов. Однако, если необходимо определить значения функции y(x) 
в большом количестве точек, то целесообразнее разбить отрезок  ba,  
на элементарные отрезки точками bxxxa n  ...10 , а затем составить 
таблицу значений )( ii xyy  , ni 0  по формуле 
 
,1
ih
iii Iyy      ni 1 . 
 
Здесь ,00 y  а 
ih
iI – приближенное значение интеграла  ,)(
1
 

i
i
x
x
df  по-
лученное с помощью одной из квадратурных формул.  
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Функцию y(x), можно в любой из промежуточных точек восстано-
вить, используя интерполяцию. Так как значения производной функции 
y(x) известно, )()( ii xfxy  , то для интерполяции на каждом элементарном 
отрезке  ii xx ,1  хорошо подходит кубический многочлен Эрмита (6.7). 
 
Замечание 5. Существует большой класс функций, которые не могут 
быть представлены через элементарные функции: 
 
dt
t
t
xSi
x

0
)sin(
)( ,     
2
0
2
( )
x
t
erf x e dt


  и др.  
 
Методы численного интегрирования позволяют вычислять значения 
такого рода функций при любом x. Графики функций )(xSi  и )(xerf  пред-
ставлены на рис. 22 и 23. 
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x
t
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Рис. 23 
     -1 
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ГЛАВА 8   
 
ЧИСЛЕННЫЕ МЕТОДЫ РЕШЕНИЯ ЗАДАЧИ КОШИ  
ДЛЯ ОБЫКНОВЕННЫХ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
 
Наиболее универсальные методы решения задачи Коши  есть раз-
ностные методы, когда производные заменяются разностными отноше-
ниями. В результате исходное дифференциальное уравнение сводится 
к системе алгебраических уравнений, которые называются разностными. 
Решение этой системы дает приближенное решение исходной задачи. 
Рассмотрим задачу Коши для дифференциального уравнения первого 
порядка: 
 
)),(,( xyxfy        .)( 00 yxy   (8.1) 
 
Если функция ),( yxf  непрерывна и удовлетворяет условию Лип-
шица по переменной y в некоторой окрестности точки  00 , yx , то можно 
указать такой отрезок    baxba ,,, 0  , на котором решение задачи сущест-
вует и является единственным. 
 
 
8.1. Разностная аппроксимация производных 
 
Пусть на отрезке  ba,  задан набор точек 
 
....... 110 bxxxxxa nii    
 
Будем называть его сеткой. Пусть сетка равномерная, т. е. 
 
  nabhxx ii /1  , .10  ni  
 
Пусть каждой точке сетки ix  сопоставлено по определенному закону 
число iy . Совокупность этих чисел назовем сеточной функцией 
 nyyyy ,...,,, 210y . Сеточные функции, определенные на сетке, образуют 
(n + 1)-мерное линейное пространство. Чтобы сравнить сеточные функции 
между собой введем в рассмотрение норму: 
 
i
ni
C
ymax
0 
y . (8.2) 
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Вместо производных первого порядка для сеточных функций вво-
дятся разностные отношения: 
 
 
h
yy
yL iiih

  1 ,    ;10  ni  (8.3) 
  ,1
h
yy
yL iiih
       ;1 ni     (8.4) 
  ,
2
110
h
yy
yL iiih
         .11  ni     (8.5) 
 
Отношение (8.3) называют правой разностной производной, отно-
шение (8.4) – левой разностной производной, (8.5) – центральной разно-
стной производной. 
Вычислим первую производную функции )( ixy  и сопоставим для 
каждого разностного отношения (8.3)–(8.4) погрешность аппроксимации 
производной в точках ix : 
 
  ),( iihi xyyL 

     ;10  ni  (8.6) 
  ),( iihi xyyL 

     ;1 ni   (8.7) 
  ),(00 iihi xyyL       .11  ni  (8.8) 
 
Предположим, что функция )(xy  дважды непрерывно дифференци-
руема на отрезке  ba, , и запишем для нее формулу Тейлора с остаточным 
членом в форме Лагранжа: 
 
,)(
2
1
)()(
2
1 hhxyhxyyhxyy iiiiii      .1,0i  (8.9) 
 
Тогда из формул (8.3), (8.6) находим  .)(
2
1
hhxy iii 

 
Аналогично получаем  .)(
2
1
hhxy iii 

 
Для оценки 0
i
  предположим, что функция )(xy  трижды непрерывно 
дифференцируема на отрезке  ba, , и запишем для нее формулу Тейлора 
с остаточным членом в форме Лагранжа, добавляя еще один член: 
 
,)(
6
1
)(
2
1
)()(
3
1
2
1 hhxyhxyhxyyhxyy iiiiiii   
.)(
6
1
)(
2
1
)()(
3
2
2
1 hhxyhxyhxyyhxyy iiiiiii   
94 
 
Из формул (8.5), (8.8) будем иметь 
 
.))()((
12
1 2
21
0
hhxyhxy iiiii   
 
Пусть для функции )(xf , k  раз непрерывно дифференцируемой, оп-
ределена величина  
 
)(max
)(
,
xfM
k
ba
k  , тогда для оценок погрешности ап-
проксимации  первых производных в точках ix  будем иметь 
 
,
2
1
2hМi 

    ,
2
1
2hМi 

    .
6
1 2
3
0
hМi   (8.10)  
 
Таким образом, центральная разностная производная дает более хо-
роший результат: она аппроксимирует производную )(xy  в точках ix  со 
вторым порядком точности относительно h для функций, трижды не-
прерывно дифференцируема на отрезке  ba, .   
Для разностной аппроксимации второй производной составим раз-
ностное отношение первых разностных производных:  
 
  ,
2/)(/)(
2
1111
h
yyy
h
hyyhyy
yL iiiiiiiih
 

   .11  ni  (8.11) 
 
Для оценки погрешности аппроксимации  второй производной в точ-
ках ix  будем иметь 
.
12
1 2
4hМi   (8.12) 
 
 
8.2. Метод Эйлера 
 
Пусть нам нужно построить решение задачи (8.1) на отрезке  ,,ba  
.0 ax   Введем шаг    nabh /  и образуем сетку: 
 
,0 ihxxi     .0 ni   
 
Сопоставим задаче (8.1) на отрезке разностную задачу  
 
  ),,(/1 iiii uxfhuu     ;10  ni     00 yu  . (8.13) 
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Уравнение является разностным уравнением первого порядка,  ко-
торое называется схемой Эйлера. Его можно переписать в виде явной  ре-
куррентной схемы: 
 
,),(1 huxfuu iiii      ;10  ni  (8.14) 
 
Для оценки точности решения исходной задачи Коши (8.1) функции 
)(xy образуем две сеточные функции – z и  : 
 
,iii yuz      ;0 ni   
),(1 ii
ii
i yxf
h
yy


  ,   .10  ni  
 
Сеточную функцию z называют погрешностью решения. Сеточную 
функцию   называют погрешностью аппроксимации схемы на решении 
)(xy . Погрешность аппроксимации схемы была бы равна нулю, если бы 
уравнения (8.1) и (8.13) совпадали. 
Подставим  выражение iii yzu   в уравнение (8.13), в результате 
получим 
    ),(// 11 iiiiiii zyxfhzzhyy   , 
или  
    1 1/ ( , ) ( , ) / ( , )
( , ) ( , ) .
i i i i i i i i i i i
i i i i i i
z z h f x y z f x y y y h f x y
f x y z f x y
        
   
 
 
Разность значений функции ),( yxf  с помощью формулы Лагранжа 
можно представить как  iiiiiiiiii zzyx
y
f
yxfzyxf ),(),(),( 


 , и запи-
сать для  iz   рекуррентную формулу с нулевым 0000  yuz  начальным 
значением: 
hzzyx
y
f
hz iiiiiii 


 )),(1(1 . (8.15) 
 
Пусть в рассматриваемой области решения  .),( Мyx
y
f



 Это позво-
ляет записать довольно грубую оценку 
 
,1),(1 qeМhzyx
y
f
h
Мh
iiii 


    .1q  
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Тогда из (8.15) следуют рекуррентные неравенства 
 
,1 hzqz Cii   
 
которые дают цепочку оценок: 
00 z , 
,1 hz C  
,)1(2 hqz C  
,)1(
2
3 hqqz C  
...................................... 
,)...1(
12
hqqqz
C
n
n 
  
 
где  )(12 ...1 abММhnnn nenenqqqq   . 
Для каждой погрешности  iz  получили оценку 
 
,)(
)()(
C
abМ
C
abМ
i eabnhez 
   
 
с учетом рассматриваемой нормы по формуле (7.2) оценка погрешности 
решения примет вид 
 
C
abМ
C
eab )()(z  . (8.16) 
 
Из оценки (8.16) следует, что чем лучше разностное уравнение ап-
проксимирует дифференциальное, тем меньше погрешность решения.  
Для погрешности аппроксимации в силу первого неравенства (8.10) 
имеем ,
2
1
2hМC   что позволяет переписать оценку (8.16) в форме 
 
.)(
2
1
2
)(
hМeab abМ
C
z  (8.17) 
 
Неравенство (8.17) показывает, что погрешность решения стремится 
к нулю со скоростью h. В связи с этим метод Эйлера называют методом 
первого порядка  точности относительно шага h. Геометрическая иллю-
страция явного метода Эйлера представлена на рис. 24. 
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8.3. Метод Рунге – Кутты 
 
Из оценки (8.17) метода Эйлера можно сделать вывод, чтобы по-
высить точность метода, нужно улучшить аппроксимацию дифференци-
ального уравнения разностной схемой. Запишем для решения уравнения 
(8.1) формулу Тейлора с остаточным членом в форме Лагранжа: 
 
...)(
6
1
)(
2
1
)()(
32
1  hxyhxyhxyyhxyy iiiiii  . (8.18) 
 
Оставим в этом разложении слагаемые до порядка 2h включительно 
и заменим )( ixy  и )( ixy  в силу уравнения (8.1) формулами 
 
),,()( iii yxfxy      ).,(),(),()( iiiiiii yxfyxy
f
yx
x
f
xy






 
 
В результате получим новое приближенное рекуррентное соотно-
шение, более сложное, чем (8.14): 
 
,),(),(),(
2
1
),(
2
1 huxfux
u
f
ux
x
f
huxfuu iiiiiiiiii 










  
 
которое можно записать в виде разностного уравнения: 
 
.),(),(),(
2
1
),(1 huxfux
u
f
ux
x
f
uxf
h
uu
iiiiiiii
ii












  (8.19) 
2.5
5
y1 x( )
y2 x( )
x
u 
u0 
u1 
u2 
0 x x0 x1 2 x3 
k1 
k2 
k3 
k4 
Рис. 24 
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При разработке разностных схем высокого порядка точности стре-
мятся заменить вычисление производных функции нахождением значений 
самой функции в нескольких точках. 
 
Замечание 6. Если в разложении (8.18) оставить члены порядка 3h  
или ,4h  то получатся разностные схемы третьего или четвертого порядка 
точности. 
 
Основная идея метода Рунге – Кутты состоит в том, чтобы заменить 
правую часть уравнения (8.19) на сумму значений функции  f  и двух раз-
личных точках с точностью до членов порядка 2h .  С этой целью положим 
 
),(),(),(
),(),(),(
2
1
),(
2
hOhuhxfuxf
huxfux
u
f
ux
x
f
uxf
iiii
iiiiiiii













 
 
где   ,,,   – четыре свободных параметра, подлежащих определению. 
Разложим функцию ),( huhxf ii   по степеням h: 
 
).(),(),(),(),(
2
hOhux
u
f
ux
x
f
uxfhuhxf iiiiiiii 










  
Тогда 
),())(),(),(),((
),(),(),(),(
2
1
),(
22
hOhOhux
u
f
ux
x
f
uxf
uxfhuxfux
u
f
ux
x
f
uxf
iiiiii
iiiiiiiiii
























 
 
приравнивая слева и справа члены, содержащие h, и члены, не содержащие 
h, получим три уравнения: 
 
,1     ,2/1     .2/),( ii uxf  
 
Они позволяют выразить параметры   ,,   через   : 
 
 1 ,    ),2/(1      ).2/(),(  ii uxf   
 
Уравнение (8.19) можно записать в форме рекуррентного однопа-
раметрического семейства: 
 
.)),(
2
,
2
(),()1(1 huxf
h
u
h
xfuxfuu iiiiiiii 








  (8.20) 
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Наиболее распространенные разностные схемы этого семейства схем 
Рунге – Кутты соответствуют двум значениям параметра :  2/1   
и 1 . При  2/1   формула (8.20) принимает вид 
 
 )),(,(),(
2
1 iiiiiiii uxhfuhxfuxf
h
uu  . (8.21) 
 
Ее можно разбить на два действия «предиктор – корректор»: 
 
),,(~ 1 iiii uxhfuu          .)
~,(),(
2
111   iiiiii uxfuxf
h
uu  (8.22) 
 
Первое действие происходит по схеме Эйлера – это грубое пред-
сказание результата, второе действие является уточнением результата, его 
коррекцией. 
При  1   формула (8.20) принимает вид 
 
)),(
2
,
2
(1 iiiiii uxf
h
u
h
xhfuu  . (8.23) 
 
Эту формулу также можно разбить на два действия «предиктор – 
корректор»: 
),,(
2
~
2/1 iiii uxf
h
uu      ).
~,
2
( 2/11   iiii u
h
xhfuu  
 
Как и в случае метода Эйлера, можно получить оценку погрешности 
решения вида 
.)(
2
1 2)( Кheab abМ
C
z  (8.24) 
 
Неравенство (8.24) показывает, что погрешность решения стремится 
к нулю со скоростью 2h . В связи с этим  метод Рунге – Кутты называют 
методом второго порядка  точности относительно шага h.  
Наиболее часто при проведении реальных расчетов используется 
схема Рунге – Кутты четвертого порядка точности: 
 
),22(
6
1
4321
1 kkkk
h
uu ii 
  (8.25) 
где 
),,(1 ii uxfk   ),
2
,
2
( 12 k
h
u
h
xfk ii   
),
2
,
2
( 23 k
h
u
h
xfk ii    ).,
2
( 34 hku
h
xfk ii   
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Предположим, что для погрешности явного одношагового метода 
справедливо следующее представление для оценки погрешности: 
 
)(
kk
C
hoCh z , 
 
где  0С ,  и  0k .  
Тогда метод имеет порядок точности, равный k, а локальная по-
грешность iii yuz   допускает представление 
 
)(
11   kk
Ci
hoLhz . 
 
Уменьшим шаг интегрирования вдвое и вычислим приближение 
к значению решения в точке 1ix  с помощью того же одношагового ме-
тода, но уже с помощью двух элементарных действий с половинным ша-
гом. Например, по формуле (8.21) имеем 
 
 ,)),(2/,2/(),(
4
2/1
2/1 iiiiiii
h
i uxfhuhxfuxf
h
uu   
1/ 2 1/ 2 1/ 2 1/ 2 1/ 2
1 1/ 2 1/ 2 1/ 2 1/ 2 1/ 2 1/ 2 1/ 2( , ) ( / 2, / 2 ( , ))
4
h h h h h
i i i i i i i i
h
u u f x u f x h u h f x u
    
       
      
. 
 
Тогда, аналогично формуле двойного пересчета (7.19), можно по-
лучить апостериорную оценку локальной погрешности значения 2/11


h
iu : 
 
.
12
1
1
2/1
12/1
11 



 


 ik
h
i
h
ih
ii
uu
uy  (8.26) 
 
Из последнего приближенного равенства имеем апостериорную 
оценку локальной погрешности  значения 2/11


h
iu . 
Уточненное значение  1
2/1
11 

  i
h
ii uu  в дальнейшем при расчетах 
принимается за приближенное решение задачи Коши в точке 1ix .  
Заметим, что этот способ контроля точности приводит к увеличению 
времени счета на 50 %. 
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8.4. Метод Адамса 
 
Из уравнения (8.1) находим  
 



1
)(,(1
i
i
x
x
ii dxxyxfyy . (8.27) 
 
Это соотношение непосредственно использовать нельзя, т. к. при пе-
реходе от точки сетки ix  к точке 1ix  подынтегральная функция не-
известна. 
Рассмотрим, как эта проблема решается в методе Адамса. Пусть 
в процессе численного решения задачи расчет доведен до точки ix  и из-
вестны величины iy  и ),( ii yxf . Построим интерполяционный многочлен 
)(xPm  некоторой фиксированной степени m, принимающий в точках jx , 
ijmi   значения ),( jj yxf . 
Полином можно записать в форме Лагранжа 
 
.
))...()()...()((
))...()()...()((
),()(
111
111




 

m
mij mjJjjjmijmij
mjjmimi
jjm
xxxxxxxxxx
xxxxxxxxxx
yxfxP
 
Многочлен )(xPm  легко интегрируется, поэтому  формула (8.27) при-
водит к рекуррентной формуле 
 
,),()(
1
1 

 
 i
mij
jjji
x
x
mii uxfaudxxPuu
i
i
 (8.28) 
 
где коэффициенты 
 
.
))...()()...()((
))...()()...()((1
111
111
dx
xxxxxxxxxx
xxxxxxxxxx
a
i
i
x
x mjljjjmijmij
mjjmimi
j 






 
 
Метод Адамса (8.28) является линейным многошаговым методом. 
При применении формулы (8.28) необходимо использовать (m +1) пре-
дыдущее значение дискретной функции u.  
Рассмотрим случай полинома первой степени:  
 
.),(),()( 11
1
1
h
xx
yxf
h
xx
yxfxP iii
i
ii



 
  
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Подставляя в интегральную формулу (8.27) и интегрируя, получаем 
двухшаговую явную схему Адамса второго порядка: 
 
 .),(),(3
2
111   iiiiii uxfuxf
h
uu   (8.29) 
 
Вычислить 1u  по формуле (8.29) нельзя, это значение приходится 
вычислять каким-то другим методом, напр., методом Рунге – Кутты. 
 
Замечание 7. Разностное уравнение метода Адамса, соответствующее 
случаю полинома степени m аппроксимирует уравнение с точностью по-
рядка 1mh  относительно h. 
Если применить интерполяционный многочлен третьей степени на 
равномерной сетке из четырех узлов 321 ,,,  iiii xxxx  и провести интегри-
рование (8.28), то рекуррентная явная формула метода Адамса четвертого 
порядка примет вид 
 
 .),(9),(37),(59),(55
24
3322111   iiiiiiiiii uxfuxfuxfuxf
h
uu  (8.30) 
 
Вычислить первые три значения 1u , 2u , 3u  по формуле (8.30) нельзя, 
эти значения приходится вычислять каким-то другим методом четвертого 
порядка точности относительно h. 
Рассмотрим двухшаговую неявную схему Адамса, используя мно-
гочлен второго порядка, принимающий в точках 11 ,,  iii xxx , значения 
11 ,,  iii fff . Его можно записать в форме Лагранжа  
 
.
2
))((
)(
))((
2
))((
)(
2
1
12
11
2
1
12
h
xxxx
f
h
xxxx
f
h
xxxx
fxP iii
ii
i
ii
i






 

  
 
Из интегральной формулы (8.28) после интегрирования получаем ис-
комую неявную схему: 
 

 





 


1
,
2
))((
)(
))((
2
))((
2
1
12
11
2
1
11
i
i
x
x
ii
i
ii
i
ii
iii dx
h
xxxx
f
h
xxxx
f
h
xxxx
fuu  
    
 )).,(),(8),(5( 11111   iiiiiiii uxfuxfuxfhuu  (8.31) 
 
Сложность использования неявных методов Адамса заключается 
в необходимости решать нелинейное уравнение (8.31) относительно 1iu . 
Значение 1iu  можно найти, используя, напр., метод простой итерации. 
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Методы Адамса  требуют меньшего числа вычислений правой части 
дифференциального уравнения по сравнению с методами Рунге – Кутты 
того же порядка точности. Для них существуют эффективные методы апо-
стериорной оценки локальной погрешности. Существенным недостатком 
метода Адамса является нестандартное начало вычислений.  
 
 
8.5. Устойчивость численных методов решения задачи Коши 
 
Напомним основные теоремы из курса дифференциальных уравне-
ний, связанных с решением задачи Коши  
 
)),(,( tytfy        .)( 00 yty   (8.32) 
  
Теорема 8.1. Пусть функция ),( ytf  определена и непрерывна в по-
лосе  
   yTttytT ;:,П 0  
 
и удовлетворяет условию Липшица по переменной y для всех Ttt 0 : 
 
2121 ),(),( yyLytfytf  . 
 
Тогда для каждого начального значения 0y
 существует единственное 
решение )(ty  задачи Коши, определенное при  Ttt ,0 . 
Теорема 8.2.  Пусть выполнены условия теоремы 8.1. Далее, пусть 
)(ty  – решение задачи (8.32), а )(* ty  – решение задачи  
 
),())(,()(
**
ttytfy      .)(
*
00
*
yty 
 
 
Тогда справедлива оценка 
 
,)()()()(max
0
0
*
00
*








 

T
tTtt
dttyyTKtyty  
 
выражающая устойчивость на конечном отрезке  Tt ,0  решение задачи 
Коши по начальным значениям и правой части. Здесь )( 0)( tTLeTK  . 
Величина )( 0)( tTLeTK   может неограниченно расти с ростом Т. Как 
следствие, при достаточно больших временных отрезках  Tt ,0  такая задача 
является плохо обусловленной. 
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Рассмотрим задачу (8.31) и задачу  
 
* *
( ) ( , ( )),y f t y t      ,)( *00
*
yty   
где *000 yy   есть погрешность начальных значений. Погрешность 
)()()(
*
tytyt   удовлетворяет уравнению  
 
))(,())(,()()()()(
**
tytftytftytyt  . 
 
По формуле конечных приращений Лагранжа 
 
)),()())((~,())(,())(,(
**
tytytytftytftytf y   
 
где )(~ ty  – некоторое промежуточное значение между )(ty  и )(* ty .  
Обозначим   ( ) , ( )yt f t y t  , тогда  
 
( ) ( ) ( )t t t      и  00 )(  t . (8.33) 
 
Погрешность решения по начальным значениям определяется фор-
мулой 






 
t
t
dt
0
exp)( 0 )( . 
 
Величина 






 
t
t
dtC
0
exp)( )(  при 0))(,(  tytf y  с ростом t моно-
тонно убывает и погрешность, внесенная в начальное значение, имеет тен-
денцию к затуханию. 
 
П р и м е р  1. Рассмотрим задачу Коши ,cossin)()( tttyty   
.0)0( y  Ее решением, как нетрудно проверить, является функция 
tty sin)(  .  
Внесем в начальное условие погрешность .)0( y  Решение задачи 
Коши при этом начальном условии есть tetty  sin)( . Погрешность ре-
шения при росте t неограниченно возрастает.  
Заметим, что  01))(,(  tytf y  и величина 
0
( ) exp ( )
t
t
C t d
  
    
  
  
для оценки погрешности решения с ростом t  монотонно возрастает. 
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Для изучения устойчивости по начальным данным задачи (8.1) будем 
рассматривать  модельное уравнение 
 
)()( tyty  ,   ;)0( 0yy   
 
которое моделирует локальное распространение погрешности 
).()()(
*
tytyt    
Его решение )exp()( 0 tyty   убывает при ,0  что соответствует 
условию 0))(,(  tytf y .  
Кроме того,  
 
0)( yty  ,  при   0 ,   для всех   ,0t  (8.34) 
 
т. е. модельное уравнение устойчиво при 0 . 
Вводится естественное требование: для разностных схем, аппрок-
симирующих модельное уравнение, должен выполняться аналог нера-
венства (8.34) 
0uui  ,   ,1i  2... . (8.35) 
 
Рассмотрим ряд примеров. 
1. Явная схема Эйлера 
 
  ,/1 iii uuu     .)1(1 ii uu   
 
Отсюда видно, что условие 
 
01 ... uuu ii   ,  при  0  (8.36) 
 
выполнено при  11    или  111  . Из последнего неравенства 
находим, что для устойчивости  шаг    по времени  t  должен удовлетво-
рять условию  /2 . Явная схема Эйлера условно устойчива. 
2. Неявная схема Эйлера 
 
  ,/ 11   iii uuu     .)1/(1  ii uu  
 
Условие (8.36) выполнено при любом  , т. к. 1)1/(1   при 0 . 
Неявная схема Эйлера безусловно устойчива.  
3. Схема с весами 
  ),)1((/ 11 iiii uuuu      ;10     .
1
)1(1
1


 ii uu  
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Неравенство  1)1(1  выполнено при весе 2/1  
при любом шаге  ; при весе 2/10   шаг    должен удовлетворять не-
равенству .
)21(
1


/
 
4. Схема Рунге – Кутты второго порядка. 
Подставляя в схему   
      
 ,)~,(),(
2
111  

 iiiiii utfutfuu     ),(
~
2/1 iiii utfuu   
 
вместо uf  , получаем 
 
  ),
2
1()(
2
22
1



 iiiiii uuuuuu     .0  
 
Неравенство 1)
2
1(
22


  выполняется, если  /2 . 
5. Неявная схема Адамса третьего порядка 
 
  ),85(
12
/ 111  

 iiiii uuuuu    .0  
 
Полагая ii qu  , получим характеристическое уравнение 
 
,0
2  cbqaq     
 
где   ,12/51 a    112/8 b ,   .12/1 c  
Условие (8.36) выполняется при 12,1 q .  
По теореме Виета  
 
,121 
a
c
qq    .221 
a
b
qq  
 
Откуда aс    и  ab 2 .  
В результате получаем, что схема устойчива, если 6/   . 
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8.6. Понятие о жестких задачах 
 
При решении некоторых задач Коши явными методами при уве-
личении шага происходит катастрофический рост погрешности решения. 
Обладающие таким свойством задачи получили название жестких задач. 
Явные методы оказались непригодными для решения жестких задач, 
т. к. они приводят к большим ограничениям на шаг из-за требований 
устойчивости в ущерб требованиям точности. 
 
П р и м е р  2. Рассмотрим задачу Коши 
,cossin40)(40)( tttyty   .1)0( y  Ее решением, как нетрудно прове-
рить, является функция 40( ) sin ty t t e  . На начальном временном отрезке 
1,00  t  функция 40te  очень быстро изменяется. Заметим, что, 
 ( , ( )) 40 0yf t y t    , и величина 
0
( ) exp ( )
t
t
C t d
  
    
  
  для оценки по-
грешности решения с ростом t монотонно убывает.  
Если воспользоваться явной схемой Рунге – Кутты второго порядка, 
то для устойчивости схемы необходимо, чтобы шаг  /2  или 0,05.   
При 1,0t  функция 
t
etty
40
sin)(
  не обладает быстро меняющейся 
жесткой компонентой, но  попытка увеличить шаг   при использовании 
явного метода приводит к неустойчивости решения. 
 
П р и м е р  3. Рассмотрим задачу Коши  для системы линейных диф-
ференциальных уравнений: 
 
,0)(
,0)(
222
111


уаty
уаty
    ,012  aa   .0t  
 
Ее решением, как нетрудно проверить, являются функции 
1
1 1( ) (0) ,
a t
y t y e

  22 2( ) (0)
a t
y t y e

 . Функция )(2 ty  очень быстро убывает. 
Возьмем явную схему  
 
 
 
1, 1 1, 1 1,
2, 1 2, 2 2,
/ 0,
/ 0.
i i i
i i i
u u a u
u u a u


   
   
 
 
Схема устойчива, если выполняются одновременно два условия 
1/2 a  и 2/2 a , что приводит к малому допустимому шагу  . 
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Для решения задачи Коши  для системы уравнений пригодна неявная 
схема 
 
 
1, 1 1, 1 1, 1
2, 1 2, 2 2, 1
/ 0,
/ 0,
i i i
i i i
u u a u
u u a u
 
 
   
   
 
 
которая устойчива при любых  . 
При использовании явных методов наличие в решении быстро ме-
няющейся жесткой компоненты даже на том участке, где ее значение 
пренебрежимо мало, заставляет выбирать шаг из условия абсолютной 
устойчивости. Применение неявных методов  может существенно облег-
чить решение жесткой задачи. 
 
 
ГЛАВА 9  
 
РАЗНОСТНЫЕ МЕТОДЫ РЕШЕНИЯ 
УРАВНЕНИЯ ТЕПЛОПРОВОДНОСТИ 
 
Процесс распространения тепла в одномерном стержне lx 0 опи-
сывается уравнением теплопроводности 
 
),,(0 txf
x
u
k
xt
u
c 












  (9.1) 
 
где ),( txuu   – температура в точке x в момент времени t, с – теплоемкость 
единицы массы; ρ  – плотность; с  – теплоемкость единицы длины; k – ко-
эффициент теплопроводности; 0f  – плотность тепловых источников. 
В общем случае k, с,  , 0f  могут зависеть не только от x и t, но и от темпе-
ратуры ),( txu . Если коэффициенты k, с,   постоянны, то (9.1) можно запи-
сать в виде 
),,(
2
2
2
txf
x
u
a
t
u






 
где )/(2  cka  – коэффициент температуропроводности.  
В дальнейшем без ограничения общности положим, что .1,1  la  
В самом деле, вводя переменные ,/1 lxx    ,/
22
1 ltat    
22
1 / aflf  , полу-
чим 
),,(12
1
2
1
txf
x
u
t
u






   .10 1  x  
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Будем рассматривать первую краевую задачу в области  
 
 П = 0 1; 0 x t T    . 
 
Требуется найти непрерывное в области П решение ),( txuu  задачи 
 
),,(
2
2
txf
x
u
t
u






 (9.2) 
 
),()0,( 0 xuxu    10  x ; (9.3) 
 
    ),(),0( 0 ttu    ).(),1( 1 ttu   (9.4) 
 
Условие (9.2) характеризует начальное распределение температуры 
в стержне. Краевые условия (9.3), (9.4) характеризуют распределение тем-
пературы на концах стержня. 
 
 
9.1. Разностные схемы для одномерного уравнения 
теплопроводности 
 
В области П введем сетку  
 
 , : , ,
0,1,2,..., , 1 / , 0,1,..., , /
i j i j
h
x t x ih t j
i N h N j L T L

    
   
      
 
 
с шагом h по x и с шагом   по t.  
Заменяя вторую производную в (9.2) по x разностным выражением 
 
 ih
iii
i uL
h
uuu
x
u




 
2
11
2
2 2
)( , 
 
а первую производную по t  разностным отношением 
 










j
i
j
ijiji
i
uututu
t
u
1
1 )()(
)( , 
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получим явную схему на 4-точечном шаблоне: 
 
j
i
j
i
j
i
j
i
j
i
j
i
h
vvvvv




 

2
11
1
2
,  
1
1 1
( , )
( , ) ( , ) ( , ).
i j
i j i j i j
x t
x t x t x t

 

  
 
 
Здесь ),,( ji
j
i txf  либо ),,( 2/1 ji
j
i txf  и т. д. Дополнительные 
условия для определения сеточной функции v: 
 
),(0
0
ii xuv    Ni ...,,2,1,0 ; (9.6) 
 
),(00 j
j
tv    ),(1 j
j
N tv    Lj ...,,1,0 . (9.7) 
 
Значения на  (j+1)-м временном слое находятся по явной формуле 
 
.)()
2
1( 1122
1 j
i
j
i
j
i
j
i
j
i vv
h
v
h
v 



 
  
 
Если в разностной схеме  ih uL  все значения iu  брать на (j+1)-м вре-
менном слое, то получаем полностью неявную схему с опережением на 4-х 
точечном шаблоне: 
 
,
2
2
1
1
11
1
1
j
i
j
i
j
i
j
i
j
i
j
i
h
vvvvv










  
1 1 1 1 1( , ) ( , ) ( , )
( , ).
i j i j i j
i j
x t x t x t
x t
    
  

     
 
Для определения 1jiv  из (9.8) получаем краевую задачу 
 
)()
2
1(
1
12
1
2
1
12
j
i
j
i
j
i
j
i
j
i vv
h
v
h
v
h





 


 ,     ;1...,,2,1  Ni  
),( 10
1
0 
  j
j
tv    ),( 11
1

  j
j
N tv    1...,,1,0  Lj , 
 
 
которая на каждом временном слое jt , Lj ...,,2,1  решается методом 
прогонки. 
 (9.5) 
(9.8) 
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Если правую часть взять в виде линейной комбинации iv  на (j+1)-м 
и j-м слоях, то получим разностную схему с весами: 
 
    ,)1(1
1
j
i
j
ih
j
ih
j
i
j
i vLvL
vv


 

   10  ; (9.9) 
),(0
0
ii xuv    Ni ...,,2,1,0 ; 
),(00 j
j
tv    ),(1 j
j
N tv    Lj ...,,1 . 
 
Схема (9.9) определена на 6-точечном шаблоне: 
 
).,(),(),(
),(),(),(
11
11111
jijiji
jijiji
txtxtx
txtxtx




 
 
В случае  1  получается чисто неявная схема, а при  0 – явная 
схема. 
При весе  2/1  (схема Кранка – Николсона) значения  1jiv  сеточ-
ной функции на новом слое определяются из краевой задачи: 
 
);)(
2
)1((
2
)1(
2
1122
1
12
1
2
1
12
j
i
j
i
j
i
j
i
j
i
j
i
j
i vv
h
v
h
v
h
v
h
v
h














  
1, 2, ..., 1i N  ; 
,0
1
0 
j
v   ,0
1 jNv   1...,,1,0  Lj ,  /L T  ; 
),0(
0
ii xuv   Ni ,...,2,1,0 . 
 
 
9.2. Устойчивость разностных схем 
 
Рассмотрим устойчивость и сходимость явной схемы. Разностная 
схема учитывает граничные и начальные условия точно. Рассмотрим за-
дачу определения сеточной функции по явной схеме: 
 
,)()
2
1( 1122
1 j
i
j
i
j
i
j
i
j
i vv
h
v
h
v 



 
 ;1,...,2,1  Ni  
),(0
0
ii xuv     Ni ...,,2,1,0 ; (9.10) 
,0
1
0 
j
v    ,0
1 jNv    1...,,1,0  Lj . 
112 
 
Если коэффициент при  jiv  неотрицателен, т. е. ,
2
2
h
 то из задачи 
(9.10) следует оценка 
 
C
j
C
j
C
j  vv 1 , 
 
где i
Ni
C
vmax
0 
v .  
Откуда находим 
 
.
1
0
01
 



j
k C
k
CC
j
vv  
 
Последнее неравенство и выражает устойчивость в сеточной норме С 
явной схемы по начальным данным и по правой части при условии ,
2
2
h
  
т. е. явная схема условно устойчива. 
Для определения 1jiv  из чисто неявной схемы имеем краевую задачу 
 
1 1 1
1 12 2 2
2
(1 ) ( )
j j j j j
i i i i iv v v v
h h h
  
 
  
       ,    1,...,2,1  Ni  (9.11) 
 
с граничными условиями ,010 
j
v   ,0
1

j
Nv   1...,,1,0  Lj , которая ре-
шается методом прогонки. Система (9.11) обладает свойством диаго-
нального преобладания (см. 4.2) и верна оценка  
 
C
j
C
j
C
j  vv 1 , 
 
при любых   и h.  
Таким образом, чисто неявная схема безусловно устойчива.  
В общем случае схемы с весами  2/1   безусловно устойчивы.  
При  2/10   схема с весами в сеточной норме  С  условно ус-
тойчива, если  
)1(2
2


h
,   или   .
2
1
2


h
 
 
Введем в рассмотрение погрешность аппроксимации   схемы с ве-
сами на решении  ),( txuu   (невязку схемы): 
 
   
t
u
uLuL
j
i
j
ih
j
ih
j
i


  )1(1 ,    htx ),( . 
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Тогда для погрешности решения vuz  ,  htx ),(  можно полу-
чить оценку 
1
0
1 / 2 .z
j
j k
C C
k


    
 
В общем случае погрешность аппроксимации схемы связана с по-
рядком погрешности аппроксимации производных, см. формулы (8.3), 
(8.12). Общая схема (9.9) сходится к решению задачи (9.1) в сеточной нор-
ме  С  со скоростью  
 
)(
2
hО
C
j
C
jj  zvu . 
 
Если в схеме с весами  (9.9) выбрать 
 
2/1   и  ),,( 2/1 jii
j
i txff  (9.12) 
 
то  
)(
22
hО
C
j
C
jj  zvu . 
 
Если в схеме с весами  (9.9) выбрать  
 
)12/(2/1
2
*  h   и  ),(
12
2
ihi
j
i fL
h
f

  
  ,2
2
11
h
fff
fL iiiih
     ),( 2/1 jii txff , 
 
то получим схему повышенного порядка аппроксимации:   
 
)(
42
hО
C
j
C
jj  zvu . 
 
Свойство асимптотической устойчивости задачи (9.2)–(9.4) при 
больших значениях  t  для явной схемы (9.10) и неявной схемы (9.11) сов-
падают с условиями обычной устойчивости. Однако при весе 2/1  схе-
ма асимптотически устойчива при условии 


h
. 
 
 
(9.13) 
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ГЛАВА 10  
 
МЕТОД КОНЕЧНЫХ ЭЛЕМЕНТОВ 
 
Наряду с методами конечных разностей широко используются про-
екционные методы Ритца и Галеркина, а точнее их современные вариан-
ты – «метод конечных элементов» или «проекционно-сеточные методы». 
Метод конечных элементов впервые был предложен Р. Курантом в 1943 г. 
Затем в начале 50-х годов двадцатого столетия специалистами по строи-
тельной механике был предложен новый метод решения задач теории 
упругости. Во многих случаях,  когда расчетная область  имела сложную 
геометрию, она разбивалась на подобласти простой геометрии, в каждой из 
которой решение могло быть найдено аналитически. Эти подобласти по-
лучили название конечных элементов, а сам подход  метод конечных 
элементов. На его основе в настоящее время разработано большое число 
прикладных пакетов для решения большого круга инженерных и научных 
задач. 
При численном решении краевых задач методом конечных элементов 
рассматриваемую область разбивают на конечное число элементарных 
подмножеств стандартной формы (которые и называют конечными эле-
ментами). Затем используются специально подобранные базисные функ-
ции j , которые имеют довольно простой вид (чаще всего  многочлены), 
отличные от нуля лишь на нескольких соседних элементах. 
Многие задачи физики, химии и техники математически описывают-
ся с помощью вариационных принципов, при этом решение задачи u(x) яв-
ляется стационарной точкой вариационного функционала 
 
( ) ( , , )
b
a
J u F x u u dx                                         (10,1) 
 
и удовлетворяет краевым условиям: 
 
         ( ) au a u ,   ( ) ,bu b u                                     (10.2) 
 
где значения ua, ub  фиксированы. 
Как известно из курса вариационного исчисления, непрерывно диф-
ференцируемая функция u(x) должна удовлетворять дифференциальному 
уравнению 
( , , ) ( , , ) 0,uu
d
F x u u F x u u
dx 
       
 
которое принято называть уравнением Эйлера. 
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Рассмотрим функционал 
 
 2 2
1
( ) ( ( ) ) ,
2
b b
a a
J u k u qu dx ufdx                             (10.3) 
 
задачи одномерной стационарной диффузии, удовлетворяют краевым 
условиям (10.2), где q(x), f(x), k(x)  кусочно-непрерывные функции, удо-
влетворяющие условиям  k(x)   k0 > 0,  q(x) 0 . 
Уравнение Эйлера для задачи одномерной стационарной диффузии 
принимает вид   
 
             ( ( )) .k u qu f                                              (10.4) 
 
Можно показать, что функция u является точкой минимума функци-
онала (10.3) тогда и только тогда, когда она является решением краевой за-
дачи (10.4), (10.2). 
Приведем решение краевой задачи для одномерной диффузии (10.3), 
(10.2). Разобьем отрезок  ,a b  точками  a = x0  <  x1 < …< xN  = b на N эле-
ментарных отрезков  1,i ix x  длины hi. В качестве конечного элемента 
здесь берутся отрезки  1,i ix x . 
Введем базовые кусочно-непрерывные функции ( )j x  при j = 1,2, 
…, N  1 следующим образом: 
 
            
1 1
1 1 1
1 1
( ) / , при , ,
( ) ( ) / , при , ,
0, при , .
j j j j
j j j j j
j j
x x h x x x
x x x h x x x
x x x
 
  
 
     


      

   
                 (10.5) 
 
Введем функции 0( )x  и ( )N x :  
 
 
 
1 1 0 1
0
0 1
( ) / , при , ,
( )
0, при , ;
x x h x x x
x
x x x
 
  

 
 
 
 
1 1
1 1
0 , при , ,
( )
( ) / , при , .
N N
N
N N N N
x x x
x
x x h x x x

 

  
 
    
 
(10.6) 
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Будем искать приближенное решение задачи в виде  
 
    
0
( ) ( ).
N
N
j j
j
u x x

                                      (10.7) 
 
В силу выбора базовых функций ( )j x  коэффициенты в (10.6) 
( ),
N
j ju x   т. к. ( ) 1j jx   и ( ) 1j ix   при i jx x . После введения обо-
значения ( )h Nj ju u x  равенство (10.6) можно переписать в виде 
 
0
( ) ( ).
N
N h
j j
j
u x u x

   
 
Согласно методу Ритца приближенные решения ( )Nu x  определяются 
как функции, минимизирующие функционал (10.3) на множестве UN  
множестве всех функции вида (10.7), удовлетворяющих краевому условию 
(10.2). 
( ) min ( )
N
N
v V
J u J v

 . 
 
Согласно необходимому условию экстремума, минимум функции 
(10.7) достигается при тех значениях j , при которых частные производ-
ные равны нулю: 
 
           
0
( ( )) 0.
N
j j
ji
J x


  

                                    (10.8) 
 
Добавляя к этим уравнениям условия (10.2), приходим к системе 
уравнений, из которой можно определить все значения j  и тем самым  
приближение (10.7). Система (10.8), (10.2) приводится к системе алгебраи-
ческих уравнений: 
 
    
1
, 1,2,..., 1;
N
ij j i
j
a b i N

                                (10.9) 
     0 ,au      ,N bu                                 (10.10) 
где ( ) ,
b
ij i j i j
a
a k q dx              .
b
i i
a
b f dx   
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Базовые функции ( )j x , ( )i x  одновременно могут быть отличны-
ми от нуля, если 1i j  , поэтому  при 1i j   коэффициенты  аij  в си-
стеме (10.9) равны нулю. Таким образом, для определения неизвестных 
h
j ju   получаем из (10.9) и (10.10) следующую систему уравнений 
с трехдиагональной матрицей: 
 
, 1 1 , , 1 1
h h h
i i i i i i i i i ia u a u a u b      ,   i = 1, 2, …, N1;              (10.11)    
      0 ,
h
au u    .
N
h
bu u                                        (10.12) 
 
Из равенств (10.5) легко видеть 
 
1
1 1
1 1
1 / , при , ,
( ) 1 / , при , ,
0, при , .
j j j
j j j j
j j
h x x x
x h x x x
x x x

 
 
    


       

   
 
 
Систему уравнений (10.11), (10.12) принято называть системой ме-
тода конечных элементов или проекционно-разностной системой, которая 
решается методом прогонки. 
В силу свойств выбранных  базовых функций ( )j x , коэффициенты  
аij и  bi  в системе (10.11) можно вычислить по следующим формулам: 
 
1/2
1
1/ 2 1/ 2, 1 ,i
h h
i i ii ia h k h q

      
 
1
1/ 2
1/2
1/ 2, 1 1 ,
h h
i
i
ii i ia h k h q



                              (10.13) 
 
1 1/ 2 1/ 21/2
1 1
, ,i i ii
h h h
i ii ia h k h k h q  
        1/ 2 ,
h
iiib h f  
где  
 
1
1
1/ 2
1
( ) ,
i
i
h
i
i
x
x
k k x dx
h


       
1
1
1/ 2 1/ 2
1/ 2
1
( ) ( ) ( ) ,
i
i
h
i i i
i
x
x
q q x x x dx
h


 

    
1
1
2
1/ 2
1
( ) ( ) ,
i
i
h
i i
i
x
x
q q x x dx
h



      
1
1
1/ 2
1
( ) ( ) .
i
i
h
i i
i
x
x
f f x x dx
h



   
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Замечание. При построении системы уравнений метода конечных 
элементов, как правило, возникает необходимость вычисления определен-
ных интегралов. Эта проблема легко решается применением квадратурных 
формул.                                                                                             
В заключении отметим, что никакие теоретические положения и со-
веты не могут заменить собственного практического опыта вычислитель-
ной работы. Такой опыт можно приобрести, переходя от решения учебных 
задач к серьезным практическим задачам.  
 
 
Задания для домашних работ 
 
1. Решить систему методом простой итерации и Зейделя. Сравнить 
скорости сходимости итераций: 
 
6,1 2,2 1,2 16,55
2,2 5,5 1,5 10,55
1,2 1,5 7,2 16,80
 
 
 
  
. 
 
2. Вычислить приближенно по формуле трапеций интеграл, полагая 
n = 10: 
2
1
0
(3 4 )x x dx . 
 
3. Вычислить приближенно по формуле Симпсона интеграл, пола-
гая n = 6: 
2
1
0
sin x dx . 
 
4. Вычислить интеграл по формуле трапеций с точностью до 10−2, 
величину h  определить с помощью двойного пересчета: 
 
2
1
lg x
dx
x
. 
 
5. Методом Адамса найти с точностью до 10−2 значения решения 
дифференциального уравнения. «Начальный отрезок» найти методом Рун-
ге − Кутта: 
2
, (0) 1.y x y y     
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Задания для лабораторных работ по численным методам 
 
Отчет по заданию должен содержать следующий материал по ка-
ждой задаче: 
1) постановка задачи; 
2) необходимый теоретический материал; 
3) графический материал; 
4) результаты вычислительного эксперимента; 
5) анализ полученных результатов с выводами; 
6) тексты программ. 
 
Задание 1. Численное решение нелинейного уравнения 
 
Теоретический материал к данной теме представлен в гл. 3. 
З а д а ч а  1 .  Дано уравнение 0)( xf  (g(x) = 0) в таблице согласно 
номеру варианта.  Найти с точностью 510  все решения заданного 
уравнения на интервале  ba, . Для решения задачи использовать методы: 
бисекции, простой итерации, Ньютона, секущих, ложного положения 
и Стеффенсена. 
 
Порядок решения 
1. Найти аналитическое решение уравнения 0)( xf . 
2. Используя пакет MathCAD, локализовать корни уравнения 
0)( xf  графически. 
3. Составить программу в пакете MathCAD, найти корни уравнения  
методами: бисекции, простой итерации (предварительно преобразовав 
уравнение), Ньютона, секущих, ложного положения и Стеффенсена при 
одном и том же начальном приближении. В качестве критерия окончания 
итераций  в методе Ньютона  и его модификациях можно   использовать 
простую оценку  1nn xx . 
4. В случае кратных корней кратности m найти корни уравнения при 
помощи модификации метода Ньютона по формуле (3.9).                              
5. Занести результаты в таблицу. Сделать анализ полученных резуль-
татов. 
 
xi 
Метод 
бисекции простой итерации Ньютона … 
x1     
x2     
…     
     
n     
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Исходные данные к задаче 1 
 
Ва-
ри-
ант 
f(x)   ba;  )(xg   ba;  
1 6/1sin6/5sin 2  xx   3;3  2/cos xx    2;2  
2 6/1sin6/1sin 2  xx   3;3  2cos xx    1;1  
3 8/1sin2/1sin 2  xx   3;3  2/)2cos( 2xx    5,1;5,1  
4 2cos 5 6cos 1/ 6x x    3;3  1sin 2  xx   5,1;5,1  
5 6/1cos6/1cos2  xx   3;3  2/)2sin( 2xx    5,1;5,1  
6 8/1ln4/1ln 2  xx   3;1,0  2/sin 2xx    5,1;5,1  
7 4,0ln3,0ln 2  xx   3;1,0  2/cos 2 xx    2;2  
8 3,0ln1,0ln 2  xx   3;1,0  xxcos   1;1  
9 3,0ln1,1ln 2  xx   3;1,0  12/sin 2  xx   2;2  
10 4,0cos3,0cos2  xx   3;3  2/sin 22 xx    5,1;5,1  
11 3,0cos1,0cos2  xx   3;3  2 2sin(2 ) 2x õ   5,1;5,1  
12 3,0cos1,1cos2  xx   3;3  4/)2/cos( xx    4;4  
13 24,0cos2,0cos2  xx   3;3  22cos xx    1;1  
14 35,0cos2,0cos2  xx   3;3  4/1tgtg 2  xx   5,1;5,1  
15 4,0cos3,0cos2  xx   3;3  64/14/tgtg2  xx   5,1;5,1  
16 24,0sin2,0sin 2  xx   3;3  64/14/tgtg2  xx   5,1;5,1  
17 35,0sin2,0sin 2  xx   3;3  4/1tgtg2  xx   5,1;5,1  
18 4,0sin3,0sin 2  xx   3;3  36,0tg2,1tg2  xx   5,1;5,1  
19 8/1cos4/1cos2  xx   3;3  36,0ln2,1ln 2  xx   2;1  
20 18/1cos2/1cos2  xx   3;3  64,0ln6,1ln 2  xx   3;1  
21 4,0sin3,0sin 2  xx   3;3  xx cos   1;0  
22 3,0sin1,0sin 2  xx   3;3  xx )2sin(   1;0  
23 3,0sin1,1sin 2  xx   3;3  5,12/  xe x   3;5  
24 4,0lg3,0lg 2  xx   10;1,0  5,12/  xe x   5;3  
25 3,0lg1,0lg 2  xx   10;1,0  2
2
xe
x    1;1  
26 3,0lg1,1lg 2  xx   10;1,0  22 xe x    5,1;5,1  
27 3,0tg1,0tg 2  xx   5,1;5,1  22/ 2 xe x    5,1;5,1  
28 4,0tg3,0tg2  xx   5,1;5,1  23/ 3 xe x    2;2  
29 3,0tg1,1tg2  xx   5,1;5,1  23/ 1
2
xe
x    1;1  
30 35,0tg2,0tg 2  xx   5,1;5,1  2/1 24/
2
xe
x    5,1;5,1  
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 З а д а ч а  1.2.1. Заземлитель в форме кольца 
радиусом r  расположен в грунте на глубине h.  
Его сопротивление при h >> r рассчитывается 
по формуле 
2
1 16
ln
4
r r
R
h drG
   
    
    , 
где    = 3,14…;  
       G − электропроводность грунта;  
        d − диаметр проводника, из которого изготовлено кольцо. 
Задавшись параметрами h и d, указанными в таблице, а также приняв 
G = 0,03 1/Ом⋅м, найдите радиус r, обеспечивающий требуемое сопротив-
ление заземления R .  
Для вычисления использовать метод Ньютона. 
 
Вариант h, м d, м R, Ом Вариант h, м d, м R, Ом 
1 1,2 0,03 17 9 0,9 0,02 19 
2 1,1 0,02 25 10 1,7 0,023 18 
3 0,9 0,015 22 11 1,1 0,016 15 
 4 1,5 0,025 15 12 1,4 0,03 20 
5 1,6 0,014 16 13 1 0,012 16 
6 1 0,035 21 14 1,2 0,025 21 
7 1,3 0,04 14 15 1,5 0,032 22 
8 1,4 0,012 20 16 1,3 0,038 24 
 
З а д а ч а  1.2.2. В интегральных схемах используются плоские ка-
тушки индуктивности в виде круглой металлической спирали. Индуктив-
ность такой катушки (в наногенри) приближенно определяется по формуле 
 
2
2 8 1 8 1
0,4 ln ln 3,583
24 2
    
        
     
a c a
L N a
c a c
, 
где   = 3,14…; 
      N − число витков;  
      a = (R1 + R2) / 2; 
       с = R2 – R1,  R1 и R2 − внутренний и внешний ра-
диусы.  
Все размеры в формулах указаны в миллимет-
рах. 
Найдите радиус R2, удовлетворяющий требуе-
мому значению индуктивности L при указанных 
в таблице  N и R1. Для вычисления использовать ме-
тод ложного положения. 
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Вариант R1, мм N L, нГн Вариант R1, мм N L, нГн 
17 1,5 6 250 24 0,9 4 190 
18 2 3,5 120 25 1,6 3 180 
19 1,3 5 230 26 1,2 2 150 
20 2 2 35 27 1,5 1,5 200 
21 1,5 3 77 28 1,8 2,3 260 
22 2 2,5 68 29 1,4 2 210 
23 1,3 4 140 30 1,3 1,7 220 
 
 
Примерные контрольные вопросы 
 
1. Как и зачем выполняется отделение корня? 
2. Каково условие сходимости метода ложного положения? 
3. Чем отличаются итерационные методы ложного положения и секущих? 
4. К какому виду нужно преобразовать уравнение для метода простых 
итераций? 
5. В чем заключается условие сходимости метода простых итераций? 
6. В чем отличие методов касательной и секущей, и что у них общего? 
 
 
Задание 2. Численное решение систем линейных уравнений  
прямыми методами 
 
Теоретический материал к данной теме представлен в гл. 4. 
З а д а ч а  2. Заданы матрица А и b системы уравнений порядка n 
в матричной форме bx A  в таблице согласно номеру варианта. Найти 
решение заданной системы уравнений. Для решения задачи использовать 
метод Гаусса. Исследовать зависимость погрешности решения системы от 
погрешности задания правой части системы. 
 
Порядок решения 
1. Найти решение системы с помощью встроенной функции 
X = lsolve(A,b). 
2. Составить программы в пакете MathCAD, найти решение x исход-
ной системы уравнения методом Гаусса и сравнить с полученным в п. 1. 
3. При помощи составленной программы в пакете MathCAD, найти 
решение систем  
kk
A bx
~
 , nk ,...,2,1 , 
где  kk  bb
~
 − измененная правая часть,  
       k  − компоненты погрешности равные: 
 а) 0,1 á) 0,2;       
k k
k k
 при i = k  и 0k
i
 при ki  .       
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Принимая решение x ,  полученное в п. 2 за точное, вычислить век-
тор относительных погрешностей                                    
1
1 2( , ,..., )n
     ,   ,
x x
x
i
i



    .,...,2,1 ni    
Норма 
i
ni
x


1
maxx . 
4. На основе вычисленного вектора  построить две гистограммы для 
указанных значений вектора погрешностей k .  
5. По гистограмме определить ту компоненту mb  вектора правой ча-
сти b, которая оказывает наибольшее влияние на погрешность решения. 
6. Оценить верхнюю границу теоретической погрешности по формуле 
( ) cond( ) ( )  m
mx A b . 
Сравнить значение ( )mE x  со значением практической погрешности 
m . Объяснить полученные результаты. 
 
Исходные данные к задаче 2 
 
Вариант Матрица А Матрица В 
1 A1
0.8
8.9
2
2
5.2
9.2
8.9
1.2
7.9
2.6
8.9
0.7
1.5
1.5
8
6.2
1.6
2.1
4.6
7.8
0.5
3.9
5.6
5.6
8.1
6.9
4.9
1.8
2.1
5.9
8.1
4.8
9.9
9.9
8.4
7.7
3
9
8.1
3.1
7.8
0.5
8.4
8.4
6.6
6.1
5.9
2.2
2.2
3.8
7.1
2
7.1
7.1
5.5
2.9
8.6
6.3
2.9
8.4
8.6
1.7
6.2
6.2
5.8
8.2
1.8
1.5
4.9
9.4
9.1
3.7
3.8
3.8
9.9
8.4
6
2.5
4.8
3.9
3.3
1.3
0.6
0.6
7.7
7
2.9
9
6
7.1
2
9.9
7.1
7.2
3.8
1.4
2.1
4.8
3.6
8.6



























 
B1
1.3
1.6
2.6
0.1
3.9
6.2
6.4
0.9
8.0
8.1





























 
2 A1
7.2
2.4
2.6
1.1
9.9
7.4
9.9
1.5
1.1
6.9
1
3.8
1.8
9.9
2.5
9.2
5.9
0.8
0.4
3.4
0.5
1.9
0.9
4.9
1.3
4.6
3
0.4
0.2
1.7
4
1
1
6.5
7.8
6.7
1.6
1.2
4.6
6
3.1
5.1
8.8
3.4
3
7.7
9.2
8.4
8.3
9.6
2.2
0.1
5
3.1
4.7
7.6
2.4
7.1
5.9
4.1
9.7
3.4
4.6
1.5
9.1
1.6
7.6
0.2
2.1
7.5
7
2.5
2.5
3.6
2.7
4.6
9.1
4.9
8.9
8
4.2
6
2.8
0
8.1
3.4
5.2
4.9
10
7.1
5.5
9.8
1.1
6.1
0.9
6.2
10
5.8
5.1
3.8



























 
B2
10.0
6.1
1.7
3.0
6.5
6.5
4.2
3.9
8.2
7.1





























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Вариант Матрица А Матрица В 
3 A1
1.8
0.5
1.1
5.0
4.4
8.0
3.2
0.1
5.7
5.9
2.0
9.5
1.2
3.1
9.6
3.5
0.3
8.6
8.3
2.7
0.5
0.9
0.3
3.3
1.9
1.4
6.8
9.6
7.3
1.9
9.0
7.3
5.4
8.7
7.4
3.0
0.8
2.3
1.3
6.1
6.7
5.7
4.0
7.9
2.0
4.2
1.4
2.6
2.6
5.4
6.0
5.9
3.6
1.2
2.9
8.5
2.8
7.2
0.9
5.2
7.4
3.2
4.4
7.9
0.4
6.1
5.2
5.2
3.3
1.9
8.8
5.6
5.3
7.4
9.0
3.7
6.8
9.0
4.3
4.6
8.9
6.8
5.2
2.2
9.7
5.3
5.7
6.6
7.5
2.4
7.4
0.0
4.5
3.4
0.3
4.4
1.2
5.6
7.4
5.9





























 
B3
9.8
7.6
9.8
0.6
2.0
6.7
1.0
8.9
5.7
0.4





























 
4 A1
2.1
3.4
8.0
1.9
2.1
1.6
2.4
4.7
6.6
9.9
2.8
9.9
9.5
3.2
3.7
5.5
2.8
8.4
8.7
4.2
9.5
2.1
4.8
8.9
7.1
7.0
1.4
6.9
9.3
7.2
7.9
4.2
5.4
10.0
6.0
8.3
1.6
2.8
1.1
4.1
9.1
4.9
7.2
9.0
0.6
0.6
2.2
8.1
6.4
8.4
6.0
8.2
9.0
1.6
1.3
3.3
2.7
6.2
0.6
8.1
2.9
2.1
8.9
2.1
1.6
2.3
2.6
8.3
5.0
8.5
4.2
5.7
8.3
1.7
1.6
4.4
2.5
3.8
4.5
2.3
8.0
0.9
9.3
2.5
3.3
1.2
2.8
3.2
6.4
0.3
4.2
2.1
7.6
9.9
9.0
5.6
2.3
4.6
2.6
7.2





























 
B4
2.5
3.5
9.8
4.5
1.8
6.8
0.3
4.9
0.8
4.9





























 
5 A1
10.0
9.8
7.5
2.5
2.0
7.0
9.0
0.6
0.6
4.9
6.1
7.6
9.1
3.5
4.7
7.2
5.5
6.9
6.9
10.0
1.7
9.8
0.8
9.8
1.4
3.9
1.5
0.9
3.2
6.1
3.0
0.6
0.8
4.5
7.0
1.5
2.7
9.7
6.8
5.8
6.5
2.0
7.2
1.8
1.5
9.3
5.8
4.8
7.8
1.1
6.5
6.7
5.6
6.8
0.3
6.9
5.9
6.1
3.7
7.7
4.2
1.0
9.9
0.3
5.0
6.4
3.8
6.8
4.3
5.0
3.9
8.9
2.2
4.9
6.6
6.2
3.5
0.0
7.2
0.9
8.2
5.7
4.7
0.8
0.2
6.3
7.4
9.5
6.7
1.3
7.1
0.4
6.8
4.9
4.0
6.9
6.4
1.5
2.0
3.9





























 
B5
7.0
7.2
3.9
1.5
9.3
6.9
6.4
6.2
6.3
6.9





























 
6 A1
1.9
8.1
1.8
8.9
0.7
0.8
5.9
8.3
1.9
6.4
7.5
3.7
1.5
7.2
7.0
5.0
6.0
6.4
3.3
8.1
5.3
6.6
1.8
8.8
3.0
2.9
5.2
2.4
8.5
4.2
5.3
0.1
0.8
3.9
7.7
9.1
9.1
9.6
9.5
2.3
3.1
8.4
0.3
1.5
1.0
7.1
2.7
9.6
2.7
4.5
5.2
7.7
0.4
2.1
5.3
7.2
1.5
8.9
7.9
2.3
0.2
1.6
1.3
6.7
8.4
4.8
2.1
1.7
2.0
6.8
1.6
9.9
1.8
9.0
5.8
6.1
5.3
2.0
9.6
2.9
9.7
9.4
0.1
0.0
1.0
7.6
3.8
4.0
9.6
9.2
9.6
7.6
1.9
9.7
7.5
8.9
0.0
9.0
8.5
9.0





























 
B6
0.6
6.9
0.9
9.7
4.8
6.1
6.8
0.0
9.5
1.5





























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Вариант Матрица А Матрица В 
7 A1
8.0
0.9
3.4
2.5
1.6
7.6
5.9
6.4
6.8
5.2
3.3
8.0
6.8
3.9
0.7
7.6
7.2
2.2
2.8
8.9
1.8
4.9
6.2
4.2
0.4
7.9
3.9
8.3
7.7
6.3
3.3
7.2
10.0
9.9
0.7
9.5
2.3
6.1
2.2
3.1
0.2
7.8
6.8
7.1
0.1
4.9
4.0
4.4
6.5
3.0
9.8
7.7
8.6
0.3
2.0
7.2
9.9
2.7
0.4
4.1
1.0
5.2
7.1
2.9
0.2
4.4
5.4
3.0
9.1
0.7
8.3
1.1
4.6
2.8
1.7
0.3
5.3
0.2
5.8
3.3
4.5
9.7
3.4
7.6
0.9
4.7
7.6
3.8
9.8
2.0
2.5
4.2
10.0
7.3
0.5
2.3
3.5
6.4
9.3
6.5





























 
B7
4.9
10.0
6.1
5.8
1.1
7.7
5.0
0.9
1.3
3.9





























 
8 A1
0.1
8.5
0.1
3.6
6.3
4.3
6.5
5.5
2.5
4.0
8.0
4.6
6.5
9.7
5.7
2.3
3.8
7.8
2.6
6.4
5.4
3.7
3.7
5.4
6.2
1.9
7.1
7.9
5.9
5.0
4.2
4.8
5.0
3.0
8.6
2.4
2.2
0.1
6.7
8.5
4.3
0.9
5.2
9.1
0.5
0.5
4.5
3.6
0.7
2.4
3.9
6.3
3.4
0.8
0.6
3.1
7.7
0.7
0.9
3.3
5.6
9.3
6.4
1.3
10.0
4.7
6.5
4.1
3.6
8.3
9.2
9.1
9.5
4.5
4.0
4.6
1.0
2.3
6.7
5.0
5.9
0.4
3.6
1.4
0.5
0.2
0.7
5.5
3.7
6.7
9.1
4.7
9.4
6.9
6.9
2.4
3.9
3.2
0.9
7.0





























 
B8
8.6
7.9
5.5
1.8
2.6
1.0
2.0
7.1
2.5
1.3





























 
9 A1
6.6
6.4
4.4
4.7
4.8
6.9
2.5
5.3
4.3
2.7
9.9
1.4
1.7
8.5
1.4
6.3
10.0
7.9
6.4
8.7
8.1
7.5
6.4
1.1
6.2
0.9
5.8
0.8
0.5
6.4
4.0
6.4
6.3
4.7
9.4
0.9
8.2
7.0
5.6
7.1
8.2
3.5
0.6
4.5
2.4
1.0
9.6
6.3
5.1
6.6
3.0
7.0
1.1
6.9
7.6
8.6
2.0
6.1
4.9
5.0
8.8
6.5
3.1
5.1
4.1
8.6
5.6
2.3
1.8
9.6
8.6
9.5
1.4
5.8
0.8
0.6
5.4
2.3
1.9
6.0
4.9
3.5
9.4
5.1
3.9
3.1
8.3
8.1
6.5
0.8
9.3
2.8
0.7
2.9
2.8
3.3
4.4
8.3
6.6
2.7





























 
B9
8.2
4.6
3.4
3.7
3.9
7.8
7.0
6.9
8.4
2.8





























 
10 A1
2.4
4.6
3.8
2.3
6.2
2.7
9.2
1.4
6.7
6.7
3.8
1.7
0.2
0.9
1.5
8.1
5.0
5.1
7.8
5.0
0.4
4.5
3.4
2.2
8.8
0.1
4.8
0.7
5.3
9.6
5.1
8.8
3.8
4.4
8.9
1.2
3.1
9.3
5.1
0.5
9.8
3.2
3.8
1.6
9.1
2.5
9.4
3.4
4.1
4.5
6.3
8.5
3.1
4.3
9.1
3.5
6.0
2.1
2.9
1.4
4.7
5.4
7.1
2.7
2.0
1.6
0.3
7.3
5.4
9.7
9.3
9.7
9.2
4.8
8.8
1.9
5.5
1.7
7.9
9.2
7.9
2.3
4.2
1.1
4.3
1.8
1.3
4.7
6.8
8.1
1.4
2.9
7.9
1.5
6.2
3.2
2.2
4.8
9.9
1.4





























 
B10
2.2
8.6
3.1
7.9
5.5
8.4
3.3
0.1
0.1
0.2





























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Вариант Матрица А Матрица В 
11 A1
0.3
9.2
9.9
4.2
9.2
0.7
4.4
4.1
2.0
0.7
7.4
7.1
2.4
7.7
3.8
8.0
1.8
1.0
1.4
9.6
9.4
4.2
2.2
2.8
1.2
2.8
5.1
0.9
4.4
4.3
1.1
4.6
0.6
4.2
0.3
5.3
9.2
0.3
5.8
5.5
4.0
2.4
8.9
4.4
6.0
5.3
6.5
3.6
10.0
1.8
1.1
3.6
0.4
4.2
6.8
7.2
2.3
0.2
7.5
2.2
6.0
3.0
9.8
4.3
3.3
1.7
3.6
3.9
4.9
5.3
9.1
0.0
4.1
2.2
9.3
2.1
5.3
1.6
0.2
3.3
5.2
6.4
6.8
9.5
8.3
9.6
2.1
2.7
4.9
1.0
8.7
0.6
9.3
9.9
6.7
3.7
6.6
3.7
1.2
3.5





























 
B11
7.4
9.0
9.4
8.9
7.4
7.3
4.4
9.7
4.2
5.6





























 
12 A1
9.8
0.5
5.3
8.7
7.0
8.8
1.7
6.1
0.6
5.3
2.7
0.1
0.8
8.7
6.8
6.6
5.3
6.1
2.4
6.4
9.4
4.5
6.4
6.0
3.7
6.9
0.4
4.2
6.2
1.3
8.2
4.5
9.0
7.5
7.3
7.4
3.4
5.3
5.4
1.4
4.8
3.4
5.8
9.7
9.4
7.8
2.3
6.8
9.1
4.5
5.0
8.4
8.3
2.3
9.3
2.1
4.5
1.6
9.8
8.8
2.4
2.4
6.8
9.0
1.4
2.5
6.2
6.3
4.3
4.6
8.1
9.8
7.6
1.8
8.2
4.8
2.6
1.3
0.1
7.6
1.4
8.2
5.6
2.1
0.6
0.1
10.0
1.4
3.4
5.0
0.6
7.9
1.0
1.5
1.2
8.9
6.7
1.2
4.5
3.0





























 
B12
4.6
9.4
2.9
8.3
9.0
4.5
9.6
4.2
2.6
5.6





























 
13 A1
7.6
3.7
2.7
5.4
1.0
3.0
4.1
6.8
5.0
6.6
3.7
6.1
3.2
0.2
1.8
0.6
3.3
5.8
8.9
3.7
7.1
4.6
4.4
6.0
0.3
6.3
4.2
7.1
1.4
6.5
3.6
9.5
1.0
5.2
0.5
6.4
8.3
1.6
2.7
4.9
0.3
9.9
4.9
3.4
1.9
0.1
7.7
6.2
9.7
5.0
1.0
1.1
6.3
5.2
0.8
7.3
2.5
8.0
3.9
3.0
5.4
7.3
4.6
8.6
1.8
8.0
3.5
8.9
9.2
9.6
2.1
1.8
4.9
3.9
0.1
10.0
9.1
2.7
0.2
7.0
8.9
1.4
3.6
7.7
1.1
2.2
5.2
6.9
5.3
7.5
7.5
0.6
7.1
5.8
1.5
6.1
0.8
2.9
7.7
3.8





























 
B13
8.9
0.7
3.9
4.8
0.5
2.0
1.7
3.7
1.3
9.9





























 
14 A1
2.7
3.4
6.5
0.9
4.1
7.1
7.2
9.9
6.9
2.3
3.4
1.0
5.0
7.0
7.5
1.8
7.7
4.0
2.8
9.7
5.2
3.2
6.7
1.8
8.3
0.9
9.8
8.2
5.8
5.9
0.1
8.4
7.5
9.4
5.6
3.6
1.8
5.4
3.8
9.8
0.8
8.1
2.7
5.8
7.0
4.2
5.7
4.9
3.4
8.6
3.0
1.5
2.9
8.2
4.7
5.0
7.3
2.4
1.7
5.9
7.5
6.2
3.8
2.8
7.7
5.6
2.7
2.1
1.5
5.3
3.6
8.9
3.3
6.8
8.1
4.7
6.6
1.2
0.9
1.4
0.0
9.1
2.0
0.7
0.3
3.7
3.3
4.8
3.2
9.4
3.6
2.1
4.4
4.4
5.7
7.1
3.2
9.9
6.9
5.8





























 
B14
9.2
6.2
6.9
7.7
6.1
2.9
8.2
8.4
7.0
1.4





























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Вариант Матрица А Матрица В 
15 A1
8.4
2.5
3.2
1.0
3.7
7.8
3.3
7.9
8.2
5.0
2.6
6.1
9.6
2.4
8.4
1.8
7.3
0.9
3.9
7.1
7.7
2.9
8.6
1.1
8.4
8.5
2.7
9.2
1.6
2.7
2.5
1.4
2.6
0.6
5.2
0.4
4.5
8.9
1.6
7.8
6.1
4.6
2.9
1.8
2.3
4.4
7.4
3.9
6.9
1.5
3.0
3.0
9.3
1.2
3.2
3.7
7.1
2.9
7.8
4.5
8.1
1.1
4.5
0.4
8.3
8.7
1.4
3.0
8.9
1.3
0.9
4.3
9.0
1.7
3.1
7.8
1.5
7.4
3.3
3.2
2.2
0.8
8.1
0.3
0.1
5.9
7.3
8.6
0.6
4.0
6.0
6.3
2.0
2.4
8.0
4.8
4.0
7.4
6.6
5.6





























 
B15
1.2
2.1
1.8
9.0
2.2
6.3
1.5
2.5
9.0
4.8





























 
16 A1
1.3
8.6
6.3
8.2
0.9
2.2
3.8
7.4
5.2
1.5
1.6
7.9
1.1
4.6
1.8
8.6
2.1
9
6.3
1
2.6
5.5
5.1
3.4
0.7
3.1
9.9
9.4
6.6
3.8
0.1
1.8
2.1
3.7
6.9
7.9
8
8.9
6.2
6.2
3.9
2.6
1.7
3.9
4.8
5.5
7.3
7.4
5.1
4.3
6.2
1
0.1
7.8
6.5
8.4
4.9
7.3
5.1
7.9
6.4
2
4.8
7
7.5
3.3
2.4
4.4
3.1
4.9
0.9
7.1
2.4
6.9
4
0.1
1.1
9.7
6.8
2.8
8
2.5
6.1
8.4
7.5
0.1
9.1
4.2
2.9
5.4
8.1
1.3
1.5
2.8
5.7
0.2
6.5
5.6
3.9
5.4



























 
B16
2.6
7.8
5.9
3.1
3.8
8.4
9.4
3.9
7.1
8.6





























 
17 A1
4.5
6.6
7.3
5.9
0.7
8.4
1.7
0.4
2.9
3.7
3.9
3.8
3.9
1.8
5.6
7.1
5.3
3.4
6.6
6.9
3.1
5.8
9.5
1.4
6.1
3.9
5.4
3.6
7.4
9
8
0.3
2.2
3.5
5.9
0.5
9.4
3.6
8.3
9.6
9
1.2
9.4
9.8
7
6.2
9.5
4.2
1.2
3
0.7
2.1
7.2
3.2
2.6
9.9
7
1.4
2.9
8.3
4.6
2
2
5.4
2.3
3
9.8
1.4
1.4
1.4
3.6
6.9
2.2
7.4
5
6.5
2.9
3
10
5.1
2.6
2.5
7.5
4.5
5.8
4.5
1.7
3.5
5.5
3.1
9
8.9
1.9
7.9
4.3
6.8
8.2
2.6
8.2
9.5



























 
B17
6.6
3.8
5.8
0.3
1.2
2.1
2.0
6.9
2.5
8.9





























 
18 A1
8.5
7.1
9.1
8.2
6.5
5.0
8.9
1.2
5.6
9.3
8.3
0.3
3.4
2.6
9.3
0.2
0.5
2.4
3.7
2.0
5.1
6.7
7.8
5.8
6.0
9.8
8.4
1.2
2.1
3.3
8.0
2.2
1.3
9.0
9.1
7.6
2.7
6.7
9.1
2.5
3.6
2.6
4.7
5.0
9.3
4.1
3.2
9.8
2.3
4.2
6.5
0.1
0.6
7.1
8.4
4.1
0.1
9.2
5.3
8.0
4.6
3.5
5.9
2.2
1.4
0.5
4.4
4.9
1.8
3.4
7.4
4.7
0.3
6.1
5.6
0.3
5.8
4.2
9.7
0.8
9.4
5.7
1.2
5.2
3.9
6.6
7.2
7.3
8.3
1.7
5.6
0.6
3.1
2.7
1.8
7.9
0.7
7.1
5.5
7.6





























 
B18
5.9
1.8
1.4
3.5
9.8
3.2
5.4
7.4
4.5
7.9





























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19 A1
4.9
2.5
5.5
4.2
10.0
1.4
0.8
5.1
9.9
2.1
3.6
7.1
4.0
4.3
5.0
7.8
9.0
1.9
2.1
7.9
2.6
4.9
2.9
4.0
5.9
4.7
4.8
4.3
1.7
5.3
3.1
5.3
3.4
7.5
4.5
0.2
3.0
7.7
4.6
0.6
3.2
5.7
3.6
2.4
0.8
6.0
5.3
2.1
5.5
1.4
6.1
1.3
6.7
7.3
8.0
3.0
9.9
0.2
2.8
0.2
4.0
7.5
4.5
0.1
8.1
10.0
7.9
5.2
7.6
9.4
4.7
1.7
5.3
3.4
6.8
9.0
7.8
3.3
1.8
4.0
2.2
6.6
2.5
3.0
3.4
2.6
2.3
2.8
9.3
7.9
1.4
5.2
1.7
5.3
7.8
7.1
4.6
8.4
3.2
0.7





























 
B19
8.4
7.1
3.9
0.5
6.2
9.9
3.0
6.5
4.5
6.8





























 
20 A1
9.0
7.8
3.7
2.2
2.5
9.0
1.3
6.0
0.5
9.2
7.7
7.0
5.9
9.6
8.0
9.8
8.4
6.3
3.3
8.7
4.8
1.5
9.0
3.4
0.1
2.9
2.5
8.4
1.1
7.9
9.9
6.5
5.0
2.5
4.1
8.0
3.5
9.7
1.4
5.5
9.1
6.7
7.3
0.2
2.6
8.3
0.3
0.0
0.1
6.2
5.0
7.2
5.9
4.6
9.2
0.4
1.2
1.3
0.5
7.9
3.6
9.7
5.1
8.7
0.9
5.2
3.9
7.2
1.6
8.9
3.3
4.2
2.5
0.9
0.4
4.9
2.0
9.8
0.8
4.4
8.6
6.3
2.6
2.9
5.8
2.7
7.8
1.9
3.1
1.0
7.2
9.5
4.7
4.7
4.8
6.4
2.1
2.0
0.9
7.8





























 
B20
2.6
5.3
5.4
9.4
9.5
7.0
9.8
2.9
1.7
8.2





























 
21 A1
1.1
10.0
0.1
4.5
8.0
6.1
1.0
6.4
2.0
0.9
9.7
3.5
4.1
1.5
1.1
9.2
6.2
0.9
4.9
6.0
0.9
1.8
7.7
8.7
4.6
7.4
8.9
3.7
1.4
2.6
6.3
8.1
6.0
2.1
2.6
0.6
6.7
2.1
1.1
9.9
5.7
2.8
1.6
2.9
6.9
1.3
6.8
5.5
1.1
3.6
4.8
6.4
1.4
5.5
7.5
8.6
7.5
6.0
3.1
3.6
5.0
5.9
9.2
3.3
1.6
9.0
4.9
1.2
6.2
8.0
5.1
5.7
0.1
7.7
5.5
6.4
7.7
4.3
0.3
0.0
9.2
4.8
9.2
3.1
0.1
5.7
7.9
0.0
2.7
6.3
9.3
2.0
1.4
3.0
7.7
7.0
10.0
6.1
8.8
5.5





























 
B21
2.9
6.6
7.4
8.3
1.2
2.9
1.4
10.0
5.5
8.2





























 
22 A1
1.6
4.6
1.9
8.9
1.6
3.3
6.8
9.3
5.9
4.7
6.1
8.8
3.0
4.9
5.9
7.5
4.6
1.1
6.3
7.6
2.0
3.8
0.9
6.4
6.1
9.6
7.1
0.2
1.0
2.2
6.1
0.9
3.7
6.7
5.2
7.0
6.9
6.0
0.7
9.0
7.5
1.6
3.9
1.2
7.1
4.6
8.2
9.6
8.5
9.7
6.5
5.9
3.5
2.3
5.4
2.7
5.0
1.9
4.5
8.8
7.2
1.4
3.7
10.0
3.5
2.9
2.5
8.8
0.9
9.2
2.4
5.0
2.9
9.3
4.7
5.8
2.3
3.7
7.7
7.3
5.4
2.1
1.9
9.1
9.6
8.1
1.9
2.4
6.8
4.7
7.3
7.3
1.8
4.6
6.4
2.9
6.4
5.2
0.2
4.4





























 
B22
7.2
1.0
0.7
4.0
3.1
2.2
9.7
7.0
4.2
5.5





























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23 A1
3.0
4.3
4.0
5.8
7.0
7.3
7.2
9.9
5.7
1.9
9.7
1.8
4.1
8.6
3.1
1.2
9.3
8.6
5.8
1.2
6.7
9.7
0.2
8.5
5.0
4.4
2.3
6.9
0.2
2.0
5.4
8.0
3.9
6.4
7.8
7.8
3.6
8.3
5.5
2.3
6.0
5.0
4.1
9.8
2.3
5.5
1.5
1.6
5.8
7.9
7.8
5.8
4.1
8.6
4.0
9.5
7.3
0.4
5.9
4.1
8.8
8.7
3.1
1.7
4.4
9.0
8.5
7.3
4.4
9.0
9.3
7.7
0.0
9.1
8.9
7.6
0.4
7.0
0.1
5.3
6.0
1.0
5.5
4.0
9.8
1.6
5.6
1.7
7.9
9.6
6.0
8.8
0.3
0.7
6.1
8.1
0.2
2.4
0.5
8.5





























 
B23
2.6
1.8
0.1
1.0
8.8
5.0
4.6
2.5
2.8
1.1





























 
24 A1
0.3
3.9
3.8
9.3
3.8
3.2
9.6
8.4
6.5
8.0
3.4
2.5
7.7
6.8
2.4
2.3
5.9
2.7
9.4
1.2
4.3
1.5
7.8
5.0
6.3
1.5
3.8
0.8
6.6
10.0
6.8
0.8
0.4
8.7
8.4
7.4
1.9
0.9
0.5
2.0
4.7
2.0
7.2
5.8
1.4
4.7
4.9
9.9
5.3
4.3
1.4
2.6
0.5
0.8
7.7
9.5
6.5
8.5
6.4
8.4
0.3
2.9
2.6
6.8
9.9
5.7
7.2
5.8
7.2
6.8
0.6
0.5
7.3
5.4
1.3
7.4
1.2
4.9
3.5
8.4
7.8
1.1
2.3
10.0
5.9
4.8
2.9
0.5
6.9
7.8
0.9
0.7
5.8
7.0
7.1
4.8
1.7
3.6
3.8
5.7





























 
B24
9.9
2.5
6.5
7.8
3.0
4.7
9.1
2.7
8.1
0.9





























 
25 A1
1.5
8.4
1.3
6.6
3.0
0.7
3.2
7.6
9.7
8.4
5.0
7.9
6.5
2.0
10.0
1.1
1.9
6.0
8.5
9.7
0.9
6.9
4.4
4.3
1.8
5.1
7.9
7.5
2.5
1.2
0.3
2.8
0.9
6.6
0.7
6.9
3.4
2.9
8.5
6.0
2.0
4.4
8.0
4.6
4.0
5.8
0.0
5.7
4.5
6.0
2.4
1.2
8.9
2.6
4.8
1.7
6.5
3.0
6.3
9.1
2.1
5.3
8.0
8.1
4.2
4.7
5.3
3.5
1.0
9.1
1.6
4.9
1.0
0.3
3.2
5.5
4.9
4.2
6.4
4.3
2.7
9.3
4.0
2.5
5.7
4.6
7.0
0.7
6.1
5.3
1.1
8.9
5.3
9.4
2.1
6.5
7.9
8.4
0.3
0.9





























 
B25
9.9
5.9
2.2
1.6
9.2
2.4
7.6
9.1
5.2
10.0





























 
26 A1
1.1
5.4
1.2
7.7
6.0
9.1
10.0
8.4
2.8
4.8
0.5
3.3
9.5
4.7
1.3
8.8
4.0
8.1
1.1
1.4
8.0
0.6
6.8
0.8
8.0
0.3
8.1
7.9
3.4
0.1
3.0
1.6
6.3
2.2
9.5
8.3
0.5
3.5
6.1
9.6
6.2
2.9
9.9
4.2
1.2
1.2
3.1
5.1
8.4
9.9
9.9
4.3
1.7
6.2
3.7
2.4
3.3
9.3
5.1
2.3
5.6
5.0
5.3
7.1
3.2
9.5
0.5
5.8
5.3
2.5
1.4
5.1
3.4
7.2
4.3
6.5
5.8
9.8
9.8
6.0
1.8
2.0
9.9
2.8
5.4
7.3
2.8
7.0
2.7
2.0
2.6
0.3
2.2
0.4
2.3
8.9
8.4
5.2
9.8
2.0





























 
B26
1.1
0.4
4.1
4.6
8.3
5.9
2.1
8.9
10.0
5.1





























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Вариант Матрица А Матрица В 
27 A1
0.1
8.5
0.1
3.6
0.0
5.7
6.5
5.5
2.5
4.0
8.0
4.6
6.5
9.7
3.3
4.1
3.8
7.8
2.6
6.4
5.4
3.7
3.7
5.4
1.9
6.2
7.1
7.9
5.9
5.0
4.2
4.8
5.0
3.0
2.4
5.5
2.2
0.1
6.7
8.5
4.3
0.9
5.2
9.1
2.6
7.6
4.5
3.6
0.7
2.4
3.9
6.3
3.4
0.8
1.7
7.0
7.7
0.7
0.9
3.3
5.6
9.3
6.4
1.3
3.2
6.6
6.5
4.1
3.6
8.3
9.2
9.1
9.5
4.5
4.8
6.3
1.0
2.3
6.7
5.0
5.9
0.4
3.6
1.4
1.8
3.6
0.7
5.5
3.7
6.7
9.1
4.7
9.4
6.9
4.7
2.0
3.9
3.2
0.9
7.0





























 
B27
6.3
6.3
8.0
4.6
5.4
7.5
6.9
9.2
6.3
1.0





























 
28 A1
3.5
1.5
9.2
9.6
8.1
7.3
4.4
7.7
7.2
2.5
1.9
5.2
9.4
5.3
6.3
4.9
8.1
7.9
0.8
8.7
4.4
1.8
1.0
1.4
6.6
9.4
5.6
9.6
7.3
3.0
1.9
2.7
1.4
6.4
6.3
5.5
4.0
7.8
1.5
4.5
0.6
1.3
0.5
8.7
2.7
2.9
0.6
2.7
2.9
2.2
4.0
2.6
8.5
6.2
9.5
8.4
9.7
1.8
5.9
4.4
5.5
4.4
0.1
2.1
6.7
2.5
5.5
0.8
5.9
7.4
1.2
4.8
0.4
7.5
7.3
4.9
8.5
1.1
8.7
8.0
1.3
4.1
0.6
4.5
1.1
6.4
2.7
2.7
6.6
6.6
5.9
3.4
2.4
0.7
9.0
2.7
8.6
2.9
7.3
5.7





























 
B28
4.7
7.5
2.5
8.3
9.4
1.0
5.4
6.9
0.0
5.1





























 
29 A1
7.5
7.3
0.8
9.4
4.5
4.4
4.8
3.8
4.6
3.8
5.0
5.8
7.7
8.2
5.2
2.1
9.9
2.5
1.6
9.7
2.7
7.2
4.8
9.1
1.5
5.1
1.0
1.4
5.8
9.0
2.6
5.1
1.8
9.6
3.4
5.3
4.8
1.3
9.5
3.2
5.9
9.8
5.0
3.1
5.2
1.7
8.0
2.9
0.7
2.6
8.8
8.2
8.9
2.3
6.4
5.1
0.1
4.4
3.7
4.4
7.6
6.3
3.9
2.1
9.1
5.6
8.5
3.8
6.2
6.1
4.5
6.7
0.6
6.1
1.3
1.6
5.0
2.3
9.6
7.0
5.7
7.9
9.2
0.8
8.2
6.6
2.2
2.8
7.1
4.9
4.5
9.5
6.6
1.8
4.4
3.6
7.1
2.2
0.1
6.1





























 
B29
3.5
6.0
7.5
7.9
5.6
1.2
1.5
7.3
4.7
3.6





























 
30 A1
1.4
2.9
1.6
2.6
5.7
5.9
6.8
1.4
1.4
0.2
6.1
0.5
0.6
3.9
1.0
1.0
8.8
8.5
1.7
5.8
9.3
4.0
8.6
8.7
4.3
7.9
7.0
5.1
5.9
9.0
0.6
0.5
2.9
1.8
3.2
0.9
3.7
0.8
9.0
1.4
6.4
2.4
5.8
6.7
3.4
4.8
7.4
8.5
1.0
1.3
4.7
5.0
5.0
8.0
4.9
9.9
8.3
4.6
5.5
9.9
1.2
1.2
1.5
8.6
8.6
2.3
7.2
1.2
2.5
9.9
7.4
2.8
6.6
0.5
4.6
5.5
7.4
3.3
3.7
5.1
6.5
3.5
1.5
8.4
7.0
7.1
7.6
2.7
1.8
8.5
0.8
3.9
1.8
2.2
9.2
7.7
0.4
7.2
4.0
0.3





























 
B30
1.7
1.9
0.0
7.5
5.6
1.8
4.4
7.5
4.0
7.3





























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Примерные контрольные вопросы 
 
1. Чем отличаются прямые методы от итерационных? 
2. В чем преимущество метода Гаусса с выбором ведущего элемента? 
3. Что такое число обусловленности матрицы? 
 
 
Задание 3. Численное решение систем линейных уравнений 
итерационными методами 
 
З а д а ч а  3. Заданы матрица А и b системы уравнений порядка n 
в матричной форме bx A  в таблице согласно номеру варианта. Найти 
решение заданной системы уравнений с точностью 610  . Для решения 
задачи использовать методы: Якоби, простой итерации с выбором пара-
метра, Зейделя, верхней релаксации с одним и тем же начальным прибли-
жением. В качестве начального приближения можно взять столбец b пра-
вой части системы уравнений.  
 
Порядок решения  
1. Найти решение системы с помощью встроенной функции 
X = lsolve(A,b). 
2. Составить программы в пакете MathCAD, найти решение x исход-
ной системы уравнения методом Якоби, указать число итераций и срав-
нить с полученным в п. 1. 
3. В качестве критерия окончания итераций используется условие 



 
1
),(
1nn
xx  в выбранной норме. Норма выбирается из условия, что-
бы значение   имело наименьшее значение:  
 
а) в пространстве с метрикой 1 1
1
,x y
i n
i i
i
x y


       
 
1
1
max 1;
i n
ij
j n
i
b

 

    
в) в пространстве с метрикой  
2 1/2
2 2
1
( ) ,x y
i n
i i
i
x y


      
 
2
, 1
1;
n
ij
i j
b

    
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с) в пространстве с метрикой ii
ni
yx 
 1
3 maxyx , 
 
.1max
11
 


nj
j
ij
ni
b  
 
4. Составить программу в пакете MathCAD, найти решение системы 
bx A  методом простой итерации с выбором параметра  , указать число 
итераций. За условие окончаний итераций принять условие п. 3.  
 
)(
1
bxxx  kkk A , 
0
max
2
   

. 
 
Для нахождения собственных значений матрицы А воспользоваться 
встроенной функцией eigenvals(A), возвращающей собственные значения 
матрицы А.   
5. Составить программу в пакете MathCAD, найти решение системы 
bx A  методом Зейделя ( 1 ) и методом верхней релаксации с выбором 
параметра : 0,1; 0,2; ...1,9   .   
  
         ,
1
1
11










  

 

i
j
n
ij
k
jij
k
jiji
ii
k
i
k
i xaxab
a
xx  .,...,2,1 ni      
             
Указать число итераций для каждого значения  . За условие окон-
чаний итераций принять условие п. 3.  Определить параметр релаксации 
 , при котором точность 610   достигается при наименьшем числе ите-
раций. 
6. Сравнить методы по числу итераций, необходимых для достиже-
ния заданной точности решения. Объяснить полученные результаты. 
        
Исходные данные к задаче 3 
 
 
Вариант 
 
 
А 
 
 
b 
 
 
Вариант 
 
 
А 
 
 
b 
 
1 




















72,12,021,0
2,151,03,02,0
2,01,09,429,0
23,023,71
1,02,09,015,3
 
















5
4
3
2
1
 
16 





















2,49,14,02,01,0
9,15,111,26,11,0
4,01,22,1235,2
2,06,137,94,1
1,01,05,24,18,9
 
















 1,1
3,0
8,4
9
2,0
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Вариант 
 
 
А 
 
 
b 
 
 
Вариант 
 
 
А 
 
 
b 
 
2 
7,05 3 0,27 0,06 0,03
0,3 2,19 0,6 0,09 0,6
0,27 0,6 1,47 0,03 0,06
0,06 0,09 0,03 1,5 0,36
0,03 0,6 0,06 0,36 2,1
 
 

 
 
 
 
 
 
 
















5,0
4,0
3,0
2,0
1,0
 
17 





















4,16,01,01,01,0
6,08,37,05,01,0
1,07,01,418,0
1,05,012,35,0
1,01,08,05,03,3
 
















 2,1
3,0
4,5
2,10
2,0
 
3 




















1,956,126,06,213,0
56,15,613,039,026,0
26,013,037,66,217,1
6,239,06,249,93,1
13,026,017,13,155,4
 
















5,7
6
5,4
3
5,1
 18 





















6,56,25,03,02,0
6,24,157,21,22,0
5,07,23,1644,3
3,01,24139,1
2,02,04,39,11,13
 
















 6,0
2,0
6,2
8,4
1,0
 
4 




















7,1452,242,02,421,0
52,25,1021,063,042,0
42,021,029,102,489,1
2,463,02,433,151,2
21,042,089,11,235,7
 
















5,2
2
5,1
1
5,0
 19 





















6,41,24,03,01,0
1,25,122,27,11,0
4,02,23,133,37,2
3,07,13,35,106,1
1,01,07,26,17,10
 
















 2,0
1,0
9,0
8,1
1,0
 
5 




















7,012,002,02,001,0
12,05,001,003,002,0
02,001,049,02,009,0
2,003,02,073,01,0
01,002,009,01,035,0
 
















5,10
4,8
3,6
2,4
1,2
 20 





















7,03,01,01,01,0
3,09,13,03,01,0
1,03,01,25,04,0
1,03,05,06,12,0
1,01,04,02,07,1
 
















 6,0
2,0
9,2
4,5
1,0
 
6 




















1,1676,246,06,423,0
76,25,1123,069,046,0
46,023,027,116,407,2
6,469,06,479,163,2
23,046,007,23,205,8
 
















5,8
8,6
1,5
4,3
7,1
 21 





















46,02,08,01,1
6,06,31,027,0
2,01,01,48,19,0
8,028,11,83,0
1,17,09,03,02,3
 


















3
2
2,3
0
1
 
7 




















2,472,012,02,106,0
72,0306,018,012,0
12,006,094,22,154,0
2,118,02,138,46,0
06,012,054,06,01,2
 
















5,10
4,8
3,6
2,4
1,2
 22 





















8,01,01,02,02,0
1,07,01,04,01,0
1,01,08,04,02,0
2,04,04,06,11,0
2,01,02,01,06,0
 


















7,2
8,1
9,2
0
9,0
 
8 




















2,1812,352,02,526,0
12,31326,078,052,0
52,026,074,122,534,2
2,578,02,598,186,2
26,052,034,26,210.9
 
















5,3
8,2
1,2
4,1
7,0
 23 





















4,24,01,05,07,0
4,02,21,02,14,0
1,01,05,21,15,0
5,02,11,19,42,0
7,04,05,02,09,1
 


















6,3
4,2
8,3
0
2,1
 
9 




















8,1688,248,08,424,0
88,21224,072,048,0
48,024,076,118,416,2
8,472,08,452,174,2
24,048,016,24,24.8
 
















5,6
2,5
9,3
6,2
3,1
 24 





















23,01,04,06,0
3,08,11,014,0
1,01,01,29,05,0
4,019,01,42,0
6,04,05,02,06,1
 


















4,2
6,1
6,2
0
8,0
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Вариант 
 
 
А 
 
 
b 
 
 
Вариант 
 
 
А 
 
 
b 
 
10 




















7,1452,242,02,421,0
52,25,1021,063,042,0
42,021,029,102,489,1
2,463,02,433,151,2
21,042,089,11,235.7
 
















3
4,2
8,1
2,1
6,0
 25 





















6,35,02,07,01
5,02,31,08,16,0
2,01,07,36,18,0
7,08,16,13,73,0
16,08,03,09,2
 


















9,3
6,2
2,4
0
3,1
 
11 





















5,36,13,02,01,0
6,16,97,13,11,0
3,07,12,105,21,2
2,03,15,21,82,1
1,01,01,22,12,8
 
















 7,0
2,0
2,3
6
1,0
 26 





















2,12,01,02,03,0
2,01,11,06,02,0
1,01,02,15,03,0
2,06,05,04,21,0
3,02,03,01,01
 


















2,1
8,0
3,1
0
4,0
 
12 





















1,148,009,006,003,0
48,09,251,039,003,0
09,051,01,375,063,0
06,039,075,04,236,0
03,003,063,036,05,2
 
















 35,0
1,0
6,1
3
05,0
 27 





















8,47,02,013,1
7,03,41,04,28,0
2,01,09,42,208,1
14,22,27,94,0
3,18,01,14,08,3
 


















9,0
6,0
1
0
3,0
 
13 





















6,556,248,032,016,0
56,236,1572,208,216,0
48,072,232,16436,3
32,008,2496,1292,1
16,016,036,392,112,13
 
















 42,0
12,0
92,1
6,3
06,0
 
28 





















6,12,01,03,04,0
2,04,11,08,03,0
1,01,06,17,04,0
3,08,07,02,31,0
4,03,04,01,03,1
 


















1,2
4,1
2,2
0
7,0
 
14 





















8,228,124,016,008,0
28,168,736,104,108,0
24,036,116,8268,1
16,004,1248,696,0
08,008,068,196,056,6
 
















 84,0
24,0
84,3
2,7
12,0
 
29 





















8,24,01,06,08,0
4,05,21,04,15,0
2,01,09,23,16,0
6,04,13,17,52,0
8,05,06,02,02,2
 


















1,5
4,3
4,5
0
7,1
 
15 





















3,69,25,04,02,0
9,23,171,33,22,0
5,01,34,185,48,3
4,03,25,46,142,2
2,02,08,32,28,14
 
















 49,0
14,0
24,2
2,4
07,0
 
30 





















6,58,03,01,15,1
8,051,08,21
3,01,07,55,23,1
1,18,25,23,114,0
5,113,14,05,4
 


















5,1
1
6,1
0
5,0
 
 
 
Примерные контрольные вопросы 
 
1. Чем отличаются прямые методы от итерационных? 
2. Что такое метрическое пространство? 
3. Описать принцип сжимающих отображений. 
4. Преимущества метода Зейделя. 
5. Привести графические иллюстрации методов для случая систем двух 
уравнений. 
6. Какова скорость сходимости метода Зейделя? 
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Задание 4. Численное решение систем нелинейных уравнений  
 
Теоретический материал к данной теме представлен в гл. 3. 
З а д а ч а  4.1. Две системы нелинейных уравнений заданы в таблице 
согласно номеру варианта. Найти с точностью 510  все решения задан-
ной системы уравнений на указанном интервале x  ba, ,  dcy , . Для 
решения задачи использовать методы: Ньютона, упрощенный Ньютона, 
секущих и Стеффенсена. 
 
Порядок решения 
1. Используя пакет MathCAD, локализовать корни системы уравне-
ний 0)( xf , 0)( xg  графически. Для этого привести систему к виду 
)(1 yfx   и )(1 xgy  . 
2. Составить программы в пакете MathCAD, найти корни системы 
уравнения при помощи метода Ньютона, упрощенного метода Ньютона, 
метода секущих и метода Стеффенсена при одном и том же начальном 
приближении. В качестве критерия окончания итераций в методе Ньютона 
и его модификациях можно использовать простую оценку  1nn xx . 
3. Используя составленную программу, вычислить корни системы 
с заданной точностью 510 . 
4. Сделать анализ полученных результатов, указав число итераций 
для каждого метода. 
 
З а д а ч а  4.2. Система нелинейных уравнений задана в таблице со-
гласно номеру варианта. Найти с точностью 510  все решения заданной 
системы уравнений на указанном интервале x  ba, ,  dcy , . Для реше-
ния задачи использовать метод Ньютона и метод градиентного спуска. 
 
Порядок решения 
1. Используя пакет MathCAD, локализовать корни системы уравне-
ний 0)( xf , ( ) 0g x   графически. Для этого привести систему к виду 
)(1 yfx   или )(1 xgy  . 
2. Составить программы в пакете MathCAD, найти корни системы 
уравнения при помощи метода Ньютона и метода градиентного спуска. 
В качестве критерия окончания итераций в методах Ньютона и градиент-
ного спуска можно использовать простую оценку  
 
 1nn xx . 
136 
 
3. Используя составленные программы, вычислить корни системы 
с заданной точностью 510 . 
4. Вычислить корни системы, комбинируя методы. После некоторого 
числа итераций согласно методу градиентного спуска продолжить счет по 
методу Ньютона. Указать при этом число итерации каждого метода. Изме-
нить число итераций метода градиентного спуска и вновь вычислить корни 
системы уравнений, комбинируя методы. 
5. Сделать анализ полученных результатов, указав число итераций 
для каждого метода решения. 
 
Исходные данные к задаче 4.1 
 
Вариант Система Интервал 
1 
  3
4
3
1
1
2
, 


 y
x
x
yxf  
  2
2
2
,
3
2



 x
y
yy
yxg  
 4,3;2,0x  
 2;1y  
2 
  3
4
3
3
3
4
, 


 y
x
x
yxf  
  4
12
12
,
3
2



 x
y
yy
yxg  
 7,3;5,0x  
 4;1y  
3 
  3
4
3
3
3
8
, 


 y
x
x
yxf  
  8
48
245
,
3
2



 x
y
yy
yxg  
 4;1x  
 4;1y  
4 
  3
4
3
4
4
3
, 


 y
x
x
yxf  
  3
9
12
,
3
2



 x
y
yy
yxg  
 4;4,0x  
 5;2y  
5 
  3
4
3
5,0
5,0
1
, 


 y
x
x
yxf  
  1
81
12
2,
3
2



 x
y
yy
yxg  
 3;2,0x  
 1;2,0y  
6 
  3
4
3
7
7
2
, 


 y
x
x
yxf  
  2
7
145
,
3
2



 x
y
yy
yxg  
 3;3,0x  
 8;5y  
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7 
    12
8
1
,
5
3
2



 y
x
x
yxf  
   12
1
1
,
2



 x
yy
y
yxg  
 4,2;1x  
 2;2y  
8 
    12
24
9
,
5
3
2



 y
x
x
yxf  
   9
3
2
1
33
,
2



 x
yy
y
yxg  
 10;7x  
 2;2y  
9 
    11
24
14
,
5
3
2



 y
x
x
yxf  
 
24
14
22
,
2




x
yy
y
yxg  
 25,1;75,0x  
 1;1y  
10 
  1
2
3
818
728
,
5
3
2









 y
x
x
yxf  
 
2
9
434
126
,
2





x
yy
y
yxg  
 10;5,7x  
 5,1;5,1y  
11 
    12
164
14
,
5
3
2



 y
x
x
yxf  
 
2
14
44
22
,
2





x
yy
y
yxg  
 6,1;7,1x  
 5,1;5,1y  
12 
    11
3
9
,
5
3
2



 y
x
x
yxf  
 
3
9
22
6
,
2




x
yy
y
yxg  
 10;5,8x  
 5,0;1y  
13 
      32 3232,  yxxxyxf  
      32 2121,  xyyyyxg  
 3;5,1x  
 6;2y  
14 
      32 9344,  yxxxyxf  
      32 321081,  xyyyyxg  
 4;5,2x  
 12;8y  
15 
      32 6454,  yxxxyxf  
      32 44821,  xyyyyxg  
 6;3x  
 9;5y  
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16 
     32 643
2
1
42, 





 yxxxyxf  
     32 4485
2
1
52, 





 xyyyyxg  
 5;5,3x  
 8;5y  
17 
   
3
2
2
3
1
2
3
2
1
42, 











 yxxxyxf  
     32 13
4
5
2
1
52, 





 xyyyyxg  
 5,1;1x  
 4;5,0y  
18 
     32 3252
2
2
, 

 yxx
x
yxf  
     32 21222
2
2
, 

 xyy
y
yxg  
 3;1x  
 5,3;2y  
19 
     32 21, yxxxyxf   
      322 21,  xyyyyxg  
 4;5,1x  
 5,0;2y  
20 
    
2
62,
3
2 y
xxxyxf   
      
2
3
4,
3
22 
x
yyyyxg  
 5;5,2x  
 5,0;2y  
21 
      
3
7
108129,
3
2 
y
xxxyxf  
      
2
6
6329,
3
22 
x
yyyyxg  
 8;4x  
 6;9 y  
22 
      
3
11
112912,
3
2 
y
xxxyxf  
      322 717659,  xyyyyxg  
 8;5x  
 10;13 y  
23 
      
2
6
192268,
3
2 
y
xxxyxf  
      
2
6
96104,
3
22 
x
yyyyxg  
 7;4x  
 5;8 y  
24 
      
2
5
4546,
3
2 
y
xxxyxf  
      322 54544,  xyyyyxg  
 5,5;3x  
 3;6 y  
25 
   3
2
6
9
2
cos
17
1
3
2
sin
17
1
, 



 y
xx
yxf  
 
 
8
32
18
sin
12
cos,
32 





xyy
yxg  
 5,2;1x  
 5,7;5y  
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26 
   3
2
9
18
cos
38
1
3
sin
38
1
, 



 y
xx
yxf  
 
 
8
62
81
2
sin
18
cos,
32 





xyy
yxg  
 4;5,2x  
 5,10;8y  
27 
   3
2
6
8
cos
21
1
2
sin
21
1
, 



 y
xx
yxf  
 
 
8
42
18
sin
12
cos,
32 





xyy
yxg  
 3;5,1x  
 5,4;7 y  
28 
   3
2
3
50
cos
20
1
5
sin
20
1
, 



 y
xx
yxf  
 
 
8
102
9
2
sin
6
cos,
32 





xyy
yxg  
 6;5,4x  
 5,1;4 y  
29 
   3
2
12
2
cos
16
1
sin
16
1
, 

 y
x
xyxf  
 
 
8
22
72
sin
24
cos,
32 





xyy
yxg  
 2;5,0x  
 5,13;11y  
30 
   32 62cos
4
1
2sin
4
1
, 

 yxxyxf  
 
 
8
12
18
sin
12
cos,
32 





xyy
yxg  
 5,0;1x  
 5,4;7 y  
 
 
Исходные данные к задаче  4.1 (2) 
 
 
Вариант Система Интервал 
1 
   5
2
2
32
1
4
cos
5
1
4
sin
5
1
, 

 y
xx
yxf  
  3)(4sin3cos,  xyyyxg  
 5,3;2x  
 0,2;5,0y  
2 
   5
2
4
32
1
16
cos
5
4
8
sin
5
4
, 

 y
xx
yxf  
  3)2(8sin6cos,  xyyyxg  
 5,6;5x  
 25,1;25,0y  
3 
 
52
3
2
32
1
9
4
cos
80
9
3
sin
80
9
, 








yxx
yxf  
  3)
3
4
(
64
27
3
4
sincos, 
xy
yyxg  
 3;25,1x  
 25,5;5,3y  
140 
 
Вариант Система Интервал 
4 
   5
2
2
32
14
cos
80
1
sin
80
1
, 

 y
x
xyxf  
  3)4(
64
1
4sin3cos,  xyyyxg  
 25,1;25,0x  
 1;5.2 y  
5 
 
52
5
2
32
1
16
cos
5
4
8
sin
5
4
, 










yxx
yxf  
  3)
2
(8
5
4
sin
5
3
cos, 
xyy
yxg  
 75,5;7 x  
 5,8;7y  
6 
 
52
7
6
32
1
25
4
cos
16
5
5
sin
16
5
, 








yxx
yxf  
  3)
5
4
(
64
125
7
12
sin
7
9
cos, 
xyy
yxg  
 5,4;3x  
 4;5,2y  
7 
  2ln16, 2   yeyxf x  
  2ln212,   xeyxg y  
 6,0;3,2x  
 3,1;5,1y  
8 
  yeyxf x  
2
3
,  
  )5,1ln(
2
3
2
3
,   xeyxg y  
 6,1;4,1x  
 2;1y  
9 
  2ln256, 2   yeyxf x  
  4ln224,   xeyxg y  
 2,1;8,3 x  
 3,1;7,1y  
10 
 
4
3
ln4,
9 164
3


yeyxf
x
 
 
4
4ln3
3
16
4,   xeyxg y  
 1;2x  
 3,2;7,0y  
11 
 
2
3
ln24, 42
3


yeyxf
x
 
  2ln
2
3
3
4
2,   xeyxg y  
 1;2x  
 6,1;4,1y  
12 
  2ln81, 2   yeyxf x  
  3ln2
2
3
3,   xeyxg y  
 2,0;2,3 x  
 3,1;7,1y  
13 
  2ln42, 22ln2
2
  yeyxf x  
  2ln2, 2ln22  

xeyxg
y
 
 4,2;7,0x  
 3;9,0y  
14 
  3ln43, 28
3ln
2
2



yeyxf
x  
 
4
3ln
3,
3ln22  

xeyxg
y
 
 1,2;72,0x  
 8,6;8,3y  
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15 
  4ln44, 22
4ln
2
2



yeyxf
x  
  2ln4, 4ln22  

xeyxg
y
 
 
 7,2;3,0x  
 10;7,6y  
16 
  3ln43, 23ln22
2
  yeyxf x  
  3ln3, 4ln22  

xeyxg
y
 
 9,0;1,2x  
 8,6;8,3y  
17 
  2ln42, 22
2ln
2
2



yeyxf
x  
  2ln2, 2ln22  

xeyxg
y
 
 7,1;3,1x  
 8,2;9,0y  
18 
  16, 22
2
  yeeyxf x  
  1, 82  

xeeyxg
y
 
 1;2x  
 18,15y  
19 
  3
4
3
1
1
2
, 


 y
x
x
yxf  
  2
2
2
,
3
2



 x
y
yy
yxg  
 4,3;2,0x  
 2;1y  
20 
  3
4
3
3
3
4
, 


 y
x
x
yxf  
  4
12
12
,
3
2



 x
y
yy
yxg  
 7,3;5,0x  
 4;1y  
21 
  3
4
3
3
3
8
, 


 y
x
x
yxf  
  8
48
245
,
3
2



 x
y
yy
yxg  
 4;1x  
 4;1y  
22 
  3
4
3
4
4
3
, 


 y
x
x
yxf  
  3
9
12
,
3
2



 x
y
yy
yxg  
 4;4,0x  
 5;2y  
23 
  3
4
3
5,0
5,0
1
, 


 y
x
x
yxf  
  1
81
12
2,
3
2



 x
y
yy
yxg  
 3;2,0x  
 1;2,0y  
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Вариант Система Интервал 
24 
  3
4
3
7
7
2
, 


 y
x
x
yxf  
  2
7
145
,
3
2



 x
y
yy
yxg  
 3;3,0x  
 8;5y  
25 
    12
8
1
,
5
3
2



 y
x
x
yxf  
   12
1
1
,
2



 x
yy
y
yxg  
 4,2;1x  
 2;2y  
26 
    12
24
9
,
5
3
2



 y
x
x
yxf  
   9
3
2
1
33
,
2



 x
yy
y
yxg  
 10;7x  
 2;2y  
27 
    11
24
14
,
5
3
2



 y
x
x
yxf  
 
24
14
22
,
2




x
yy
y
yxg  
 25,1;75,0x  
 1;1y  
28 
  1
2
3
818
728
,
5
3
2









 y
x
x
yxf  
 
2
9
434
126
,
2





x
yy
y
yxg  
 10;5,7x  
 5,1;5,1y  
29 
    12
164
14
,
5
3
2



 y
x
x
yxf  
 
2
14
44
22
,
2





x
yy
y
yxg  
 6,1;7,1x  
 5,1;5,1y  
30 
    11
3
9
,
5
3
2



 y
x
x
yxf  
 
3
9
22
6
,
2




x
yy
y
yxg  
 
 10;5,8x  
 5,0;1y  
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Исходные данные к задаче 4.2 
 
Вариант f(x) g(x)  ba,   dc,  
1  xyx 22   – 12 xyx 32 2  + 4  5;0   4;0  
2  xyx 42   – 20 1252 2  xyx   8;0   6;0  
3  xyx 42 2  –14 12 2  xyx   4;0   5;0  
4  xyx 42 2   – 8 123 2  xyx   4;0   5;5  
5  xyy 22   – 4 xyy 32 2   – 8  5;5   5;5  
6  xyy 22   – 16 xyx 32 2  + y – 4  5;5   6;0  
7  xyy 23 2   – 1 xyx 52 2  – 7  4;4   4;4  
8  xyy 23 2  + 3x – 12 xyx 52 2   + 4y – 16  8;0   5;5  
9  xyy 23 2  + 2x – 10 xyx 52   + 4y + 25  8;1   5;5  
10  xyx 42 2   – 5x – 6 252 2  xyx   5;5   5;5  
11  xyx 42 2   – x – 6 yxyx 252 2  – 8  4;0   5;5  
12  xyy 23 2   + 7x – 8 xyx 52 2   + 2x3 + 1  4;4   4;4  
13  61252 32  xxyx  32 23 xyy  + 1  5;5   4;4  
14  xyx 52 2   + 4x +15 xyx 22   – 12x + 9  5;0   4;0  
15  2252 2  xyx   xyx 42   – 28  7;0   6;0  
16  42 2  xyx  xyx 42 2   – 24  4;0   5;0  
17  53 2  xyx  xyx 42 2   + 6  4;0   5;5  
18  xyy 32 2   –18 xyy 22  –5y + 6  4;5   4;0  
19  xyx 32 2  + y –5 xyy 22   – 3y – 15  5;5   6;0  
20  xyx 52 2   + 3 xyy 23 2   – y – 6  4;4   4;4  
21  xyx 52 2   + 4y + 7 xyy 23 2   + 3x – 2  8;2   5;5  
22  xyx 52   + 4y – 2 xyy 23 2   + 2x – 3  8;1   5;5  
23  8252 2  xxyx  xyx 42 2   – 5x + 2  5;5   5;5  
24  yxyx 252 2  – 1 xyx 42 2  + 7x – 9  5;5   5;5  
25  xyx 52 2   + 2x3 + 2 xyy 23 2   + 7x + 7  4;4   4;4  
26  xyx 32 2   + 4 16122 32  xxyx   5;5   4;4  
27  xyy 23 2   + 3x + 2 xyx 52 2   – 7y –14  5;5   8;2  
28  xyy 23 2  + 2x – 6 xyx 52   + 4y – 1  5;5   4;0  
29  xyx 42 2   – 5x + 3 3254 2  xxyx   5;5   5;5  
30  xyx 42 2  – 7x – 3 9652 2  yxyx   5;5   5;5  
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Примерные контрольные вопросы 
 
1. К какому виду приводится система нелинейных уравнений в методе 
простой итерации? 
2. Какова скорость сходимости метода Ньютона? 
3. Недостатки метода Ньютона. 
4. В чем заключается модификация метода Ньютона и как при этом из-
меняется скорость сходимости? 
5. Что такое градиент и антиградиент? 
6. Привести графическую и интерпретацию метода спуска для случая си-
стем двух уравнений. 
 
 
Задание 5. Численное интегрирование 
 
Теоретический материал к данной теме представлен в гл. 7. 
З а д а ч а  5.1. Задана функция )(xPn  в таблице согласно номеру вари-
анта. Найти значение определенного интеграла с подынтегральной функ-
цией )(xPn на заданном интервале  ba, . Для решения задачи использовать 
квадратурные формулы левых, правых и центральных прямоугольников, 
формулы трапеций, Симпсона, формулу 3/8, формулу Милана, формулы 
Гаусса с двумя и тремя узлами.  
 
Порядок решения 
1. Вычислить значение интеграла 
b
a
n dxxPI )(  аналитически. 
2. Составив программы в пакете MathCAD, найти приближенное 
значение интеграла по квадратурным формулам левых, правых и цен-
тральных прямоугольников, формуле трапеций, Симпсона, формуле 3/8 
и формуле Милана. Отрезок  ba,  считать элементарным отрезком инте-
грирования, шаг h  постоянным. 
3. Для формул прямоугольников, трапеций и Симпсона из априор-
ных оценок погрешности (7.7)–(7.9) найти шаг ha для достижения заданной 
точности 610 .  
4. В качестве оценки погрешности вычисления интеграла для дости-
жения заданной точности 610  в программе применить правило двойно-
го пересчета (7.19). Начальный шаг 2/)( abh  , затем nabh 2/)(  , 
n = 2,3,….  
Для каждой квадратурной формулы интерполяционного типа найти 
значение конечного шага hd и соответствующее ему приближенное значе-
ние интеграла.  
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Сравнить полученные из апостериорных оценок значения hd с соот-
ветствующими значениями ha, вычисленными теоретически в предыдущем 
пункте. 
5. Считая отрезок  ba,  элементарным отрезком интегрирования, 
найти приближенное значение интеграла по формулам Гаусса с двумя 
и тремя узлами (см. 7.4).   
6. Найти для каждой формулы абсолютную погрешность результата. 
В каком случае погрешность равна нулю и почему? 
 
З а д а ч а  5.2. Задана функция )(xg  в таблице согласно номеру вари-
анта. Найти значение определенного интеграла с подынтегральной функ-
цией )(xg  на заданном интервале  ba, . Для решения задачи использовать 
квадратурные формулы трапеций, Симпсона, формулу 3/8, формулу Мила-
на и формулы Гаусса с двумя, тремя и четырьмя узлами.  
 
Порядок решения 
1. Используя пакет MathCAD, графически построить криволинейную 
трапецию, площадь которой следует вычислить. 
2. Используя составленные программы для решения задачи 5.1 найти 
приближенное значение интеграла по квадратурным формулам централь-
ных прямоугольников, трапеций, Симпсона, формуле 3/8 и формуле Мила-
на. Отрезок  ba,  считать элементарным отрезком интегрирования, шаг h  
постоянным. 
3. В качестве оценки погрешности вычисления интеграла по квадра-
турным формулам интерполяционного типа для достижения заданной точ-
ности 510  в программе применить правило двойного пересчета (7.19), 
изменяя шаг от 2/)( abh   до nabh 2/)(  , n = 2,3,… . Для каждой 
формулы найти значение конечного шага hd и соответствующее ему при-
ближенное значение интеграла.  
4. Разделить отрезок  ba,  точками с и d. Выбор точек c и d зависит 
от поведения функции )(xg  (адаптивный метод).  
Очевидно, что на интервале, где функция имеет резкие изменения, 
целесообразно использовать больше узлов. Применяя аддитивное свойство 
интеграла  
  
b
d
c
a
d
c
b
a
dxxfdxxfdxxfdxxf )()()()( , 
 
для каждого отрезка   сa, ,  dc,  и  bd ,   найти приближенные значения 
интеграла по квадратурным формулам трапеций, Симпсона, формуле 3/8 
и формуле Милана.  
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Для каждого отрезка  сa, ,  dc, ,  bd ,  используемой формулы ука-
зать соответствующий шаг ,1h  ,2h  3h  для достижения заданной точности 
5
10 / 3
   по правилу двойного пересчета. Определить общее количество 
узлов 
321 /)(/)(/)( hdbhcdhacn  . 
 
5. Применить адаптивный метод для формул Гаусса с двумя, тремя 
и четырьмя узлами.  
6. Сравнить результаты вычислений до применения адаптивной про-
цедуры и после. 
7. Проанализировать все полученные результаты. Для каждой фор-
мулы и метода указать абсолютную погрешность вычисления, шаг и число 
узлов; данные свести в таблицу. 
 
 
Метод Значения     Метод Значения  
Левых 
прямоугольников 
h, n  
Трапеций 
h, n  
ha, n  ha, n  
hd, n 
 hd, n  
hadap, n  
Правых 
прямоугольников 
h, n  
… … 
… 
ha, n 
hd, n 
Центральных 
прямоугольников 
h, n  
  
 
ha, n 
hd, n 
… 
 
… 
 
… 
  
 
 
 
Исходные данные к задачам 5.1, 5.2 
 
Вари-
ант 
)(xPn   ba;  )(xg   ba;  
1 5 4 3 21,6 1,6 2,1 0,3 2,1 5, 4x x x x x       1;1,5  xx cos/   2;0  
2 5 4 3 22,3 1,9 0, 4 0,3 2,9 2x x x x x       5,1;1  22 cos/20 xx   2,1;2,1  
3 5 4 3 22,5 2,9 1, 4 1,3 2,1 3x x x x x       4,1;1  )2/cos(/4 3x   2,1;2,1  
4 5 4 3 21,5 2,5 1,5 1,9 2, 4 3x x x x x       4,1;1  xx sin/)14( 2    2;25,0  
5 5 4 3 22,5 2,5 1,7 8 2, 4 8x x x x x        6,1;1  2(2 8 1) / sinx x x    2;2,0  
6 5 4 3 24,5 2,5 1,7 0,5 5,1 2, 2x x x x x        6,1;1  3(4 3 2) / sinx x x    2;4,0  
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Вари-
ант 
)(xPn   ba;  )(xg   ba;  
7 5 4 3 26,5 2,5 1,7 0,5 5,5 3, 4x x x x x       4,1;1  xxx sin/)133( 23    2;2,0  
8 5 4 3 24, 2 2, 2 1,7 0,5 5,5 8, 2x x x x x        8,1;1  3(5 3 4) / sinx x x    5,2;2,0  
9 5 4 3 22,7 2,8 5,7 0,5 6,5 0,9x x x x x        8,1;1  3 2(2 0,5) / sinx x x    5,2;2,0  
10 5 4 3 23,7 5,8 5,7 6,5 7,5 1, 2x x x x x       4,1;1  4 2(2 4 1) / cosx x x    4,1;4,1  
11 5 4 3 20,7 1,8 6,8 4,5 7,5 2, 2x x x x x        5,1;1  4 2(2 0,5) / cosx x x    4,1;4,1  
12 5 4 3 21,6 1,6 2,1 0,3 2,1 5, 4x x x x x       5,1;1  xx cos/2 2   2;0  
13 5 4 3 23 1,9 0, 4 0,3 2,9 2x x x x x       5,1;1  22 cos/3 xx   2,1;2,1  
14 5 4 3 22,5 2,9 1, 4 1,3 2,1 3x x x x x       4,1;1  )2/cos(/5 3x   2,1;2,1  
15 5 4 3 21,5 2,5 4,5 2,9 2, 4 2x x x x x       4,1;1  xx sin/)13( 2    2;25,0  
16 5 4 3 23,8 3,5 1,5 8 2, 4 2x x x x x        6,1;1  xxx sin/)14( 2    2;2,0  
17 5 4 3 22,5 3,5 1,7 5 0, 2 2,5x x x x x        6,1;1  xxx sin/)24( 3    2;4,0  
18 5 4 3 23,5 2,5 1, 2 0,5 5,8 2, 4x x x x x       4,1;1  3 2(3 0,5) / sinx x x    2;2,0  
19 5 4 3 26, 2 4, 2 3,7 0,5 7,5 0,5x x x x x        8,1;1  3(6 3 0,8) / sinx x x    5,2;2,0  
20 5 4 3 22, 4 1,8 5,7 0,5 6,5 2x x x x x        8,1;1  3 2( 3 0,5) / sinx x x    5,2;2,0  
21 5 4 3 22,7 3,8 5,7 6,5 4,5 1, 2x x x x x       4,1;1  4 2(2 0, 4) / cosx x x    4,1;4,1  
22 5 4 3 22,7 1,8 6,8 4,5 7,5 2,8x x x x x        5,1;1  4 2(2 0, 2) / cosx x x    4,1;4,1  
23 5 4 3 21,6 1,6 2,1 0,3 5, 4x x x x      5,1;1  xx cos/)2,03(    2;0  
24 5 4 3 22,3 1,9 0, 4 0,3 2,9 2x x x x x       5,1;1  xx cos/)4,04(    2,1;2,1  
25 5 4 3 22,5 2,9 1, 4 1,3 3x x x x      4,1;1  )2/cos(/)6,0( 3xx    2,1;2,1  
26 5 4 3 21,5 2,5 1,5 1,9 6x x x x      4,1;1  xx sin/)8,04( 2    2;25,0  
27 5 4 22,5 2,5 8,5 2, 4 4, 2x x x x       6,1;1  3(2 5 0, 4) / sinx x x    5,2;2,0  
28 5 4 34,5 2,5 1,7 2,1 5, 4x x x x       6,1;1  3 2(2 3 0, 2) / sinx x x    5,2;2,0  
29 5 4 3 23,3 1,9 0, 4 0,3 2,9 5x x x x x       4,1;1  4 2(5 0,5 0, 2) / cosx x x    4,1;4,1  
30 5 4 3 20,7 1,8 5,7 6,5 7,5 1, 2x x x x x       5,1;1  4 2( 0, 2 0,6) / cosx x x    4,1;4,1  
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Примерные контрольные вопросы 
 
1. Геометрический смысл определенного интеграла? 
2. Какой зависимость связан шаг интегрирования с количеством интерва-
лов? 
3. От чего зависит точность получаемого результата интегрирования? 
4. Как получить квадратурную формулу для неравноотстоящих узлов ин-
тегрирования? 
5. Какие методы дают точное значение при интегрировании линейной 
функции? 
6. Почему для метода Симпсона число интервалов должно быть четным? 
7. Что такое апостериорная оценка погрешности результата? 
8. Может ли значение интеграла получиться отрицательным числом? 
9. Что такое адаптивный метод? 
 
 
Задание 6. Численное решение задачи Коши для обыкновенного  
дифференциального уравнения 
 
Теоретический материал к данной теме представлен в гл. 8. 
З а д а ч а  6.1. Численно решить задачу Коши ),( yxfy   с началь-
ным условием 00 )( yxy   на интервале  Lx ,0 .  
В таблице заданы функция ),,( yxf  начальное условие 0y , значе-
ние L. Найти решение задачи Коши, используя явную схему Эйлера (8.14), 
схемы Рунге – Кутты второго порядка точности (8.22) и (8.23); схему Рунге 
– Кутты четвертого порядка точности (8.25) и формулу метода Адамса 
четвертого порядка точности (8.30).  
 
Порядок решения 
1. Решить задачу Коши ),( yxfy   с начальным условием 00 )( yxy   
аналитически. Построить график точного решения )(xyy  на заданном 
интервале  Lx ,0 . 
2. Принять, что постоянный шаг 1,0h . Составить программы в па-
кете MathCAD и найти приближенное решение задачи Коши 
),...,,( 21 nuuuu , hxLn /)( 0  по вышеуказанным формулам (для начала 
счета метода Адамса взять значения, вычисленные по схеме Рунге – Кутты 
четвертого порядка точности).  
3. Для каждого метода найти абсолютную погрешность решения 
C
z , зная точное аналитическое решение задачи Коши )( ii xyy  , 
ihxxi  0 , по формуле 
0
maxz i iC
i n
y u
 
  . 
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4. На одном графике построить точное решение и полученные сеточ-
ные функции.  
5. Проанализировать  полученные результаты. Какой из методов дает 
наиболее и наименее точное решение задачи Коши? 
 
З а д а ч а  6.2. Численно решить задачу Коши ),( yxgy   с началь-
ным условием 00 )( yxy   на интервале  Lx ,0 .  
В таблице заданы функция ),,( yxg  начальное условие ,0x  0y , значе-
ние L. Найти решение задачи Коши, применяя одну из схем Рунге – Кутты 
второго порядка точности (8.22) или (8.23), схему Рунге – Кутты четвер-
того порядка точности (8.25).  
 
Порядок решения 
 
1. Принять, что шаг 15,0h . Используя программы, составленные 
для задачи 6.1, найти приближенное решение задачи Коши 
),...,,( 21 nuuuu , hxLn /)( 0  по указанным в условии схемам для шага 
15,0h , а затем половинного шага 075,0h . 
2. Для повышения точности решения задачи Коши с постоянным 
шагом 15,0h  в программе применить правило двойного пересчета (8.26), 
на каждом шаге внося поправку 1 i : 
 
,1
2/1
11 

  i
h
ii uu  
где  
.
12
1
2/1
1
1


 


 k
h
i
h
i
i
uu
 
 
Здесь для явной схемы Рунге – Кутты второго порядка точности k =2. 
Значение 2/11


h
iu  при )1(0  ihxx  вычисляется двумя последовательны-
ми действиями с половинным шагом: 
 
 ,)),(2/,2/(),(
4
2/1
2/1 iiiiiii
h
i uxfhuhxfuxf
h
uu   
 .)),(2/,2/(),(
4
2/1
2/12/1
2/1
2/12/1
2/1
2/12/1
2/1
2/1
2/1
1









 
h
ii
h
ii
h
ii
h
i
h
i uxfhuhxfuxf
h
uu  
 
Для  явной  схемы Рунге – Кутты четвертого порядка точности k = 4 
и  
),22(
12
4321
2/1
2/1 kkkk
h
uu i
h
i 

       
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где 
),,(1 ii uxfk                      ),
4
,
4
( 12 k
h
u
h
xfk ii   
),
4
,
4
( 23 k
h
u
h
xfk ii     ).
2
,
4
( 34 k
h
u
h
xfk ii   
 
Следующий шаг: 
 
),
~~
2
~
2
~
(
12
4321
2/1
2/1
2/1
1 kkkk
h
uu
h
i
h
i 



  
где 
),,(
~ 2/1
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h
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~
4
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4
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1
2/1
2/12/12 k
h
u
h
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~
4
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~
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2/12/13 k
h
u
h
xfk
h
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    ).
~
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,
4
(
~
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2/1
2/12/14 k
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u
h
xfk
h
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
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3. На одном графике построить полученные приближенные сеточные 
функции по схеме Рунге – Кутты второго порядка точности, и с уточнени-
ем решения по правилу двойного пересчета с шагом 15,0h . Здесь же 
привести график полученной сеточной функции по схеме Рунге – Кутты 
второго порядка точности с половинным шагом 075,0h . 
4. На одном графике построить полученные приближенные сеточные 
функции для схемы Рунге – Кутты четвертого порядка точности с перво-
начальным шагом 15,0h , и с уточнением решения по правилу двойного 
пересчета. Здесь же привести график полученной приближенной сеточной 
функции по схеме Рунге – Кутты четвертого порядка точности с половин-
ным шагом 075,0h . 
5. Оценить точность приближенного решения задачи Коши 
),...,,( 21 nuuuu  для явной схемы Рунге – Кутты второго порядка точности 
с половинным шагом 075,0h , применяя апостериорную оценку локаль-
ной погрешности значения 2/11


h
iu  в каждом узле: 
 
,
12
12
1
2/1
12/1
11 



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0
i
ni
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  
 
 
6. Оценить точность приближенного решения задачи Коши 
),...,,( 21 nuuuu  для явной схемы Рунге – Кутты четвертого порядка точ-
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ности с половинным шагом 075,0h , применяя апостериорную оценку 
локальной погрешности значения 2/11


h
iu : 
 
,
12
14
1
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

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7. Проанализировать полученные результаты. Какой из методов дает 
наиболее и наименее точное решение задачи Коши? 
 
Исходные данные к задачам 6.1, 6.2 
 
 
Вариант )(xf  0x  0y  L )(xg  0x  0y  L 
1 xxy 2sincos   0 –1 1 3
2
2
x
x
y
  1 
6
5
  2,5 
2 
 
3
)1(
3
32
2 xx
yx

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0 0 1 
3
2
12
xx
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  1 4 2,5 
3 
x
x
x
y ln
  1 1 2 
x
x
x
у ln22
  1 1 2,5 
4 344 xxy   0 –1 2 xe
x
x
x
у 12 
  1 3 2,5 
5 xxy 2sincos   0 3 1 5
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
у
x
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 2 4 4,5 
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3
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x
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1
2
1
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x
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 0 
3
2
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x
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2
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x
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2
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x
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x
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3
1
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x
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2
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2
2
1
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
 –1 1,5 0,5 
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Вариант )(xf  0x  0y  L )(xg  0x  0y  L 
12 
2
23
xx
y
  1 1 2 xxy 23 5 costg   0,5 0,5 2 
13 1
12
2


y
x
x
 1 1 2 2
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5 x
xy 
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

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Вариант )(xf  0x  0y  L )(xg  0x  0y  L 
28 
2
2sin
cos
x
xy   0 0 1 1
12
3
5
2


y
x
x
 1 1 2,5 
29 xxxy sin2сtg   
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y
3
3
5
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Примерные контрольные вопросы 
 
1. Что получается в результате применения численного метода для реше-
ния обыкновенных дифференциальных уравнений? 
2. От чего зависит точность получаемого результата? 
3. Насколько точнее модифицированный метод Эйлера простого? 
4. Зависит ли получаемое решение каким-либо методом от начального 
условия? 
 
 
Задание 7. Приближение функций 
 
Теоретический материал к данной теме представлен в гл. 6. 
З а д а ч а  7.1. Задана функция )(xf  и отрезок  ba,  в таблице соглас-
но номеру варианта. Приблизить )(xf  интерполяционными многочленами 
Лагранжа при равномерном и чебышевском распределении узлов интерпо-
ляции. Сравнить результаты. 
 
Порядок решения 
 
1. Составить программу-функцию построения интерполяционного 
многочлена при произвольном распределении n узлов 
 
.
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2. Используя составленную программу, найти приближение в форме 
интерполяционными многочленами Лагранжа при равномерном распреде-
лении n узлов. Вычислить  при этом приближенные значения функции 
)(xf  в 3n точках отрезка  ba, .  
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3. Используя составленную программу, найти приближение в форме 
интерполяционными многочленами Лагранжа при чебышевском распреде-
лении n узлов  
 
,
2
)12(
cos
n
k
tk

   ;1,...,1,0  nk   
22
ab
t
ba
x kk



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Вычислить при этом приближенные значения функции )(xf  в тех же 
самых 3n точках отрезка  ba, , что и в предыдущем пункте.  
4. На одном чертеже построить графики приближающих интерполя-
ционных многочленов с равномерным, чебышевском распределением уз-
лов и исходной функции.  
5. В 3n точках отрезка  ba,  вычислить практическую величину по-
грешностей   
)()( 1 inii xLxf  , .3...,,2,1 ni   
 
На одном чертеже построить графики погрешностей при равномер-
ном и чебышевском  распределении узлов интерполяции.  
6. Оценить для каждого случая погрешность приближения по фор-
муле
3
2
1
n
i
i
 

  . Сравнить качество приближений функции при разном 
распределении узлов. 
7. Выполнить п. 2−6, строя интерполяционный многочлен по 2n уз-
лам интерполяции.  
8. Сравнить качество приближений функции при разном количестве 
узлов. 
     
З а д а ч а  7.2. Задана функция )(xg  отрезок  ba,  в таблице согласно 
номеру варианта.  Приблизить )(xf  методом глобальной интерполяции 
и естественным кубическим сплайном. Сравнить результаты.  
 
Порядок решения 
 
1. Составить программу-функцию построения интерполяционного 
многочлена степени n по одной из формул (6.4), (6.15).  
2. Используя составленную программу, найти приближение функ-
ция )(xg  методом глобальной интерполяции. Вычислить при этом прибли-
женные значения функции )(xg  в 3n-точках отрезка  ba, .  
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3. Построить естественный кубический сплайн (см. 6.5), используя те 
же узлы, что и в методе глобальной интерполяции.  
Вычислить при этом приближенные значения функции )(xf  в тех же 
самых 3n-точках отрезка  ba, , что и в предыдущем пункте.  
4. На одном чертеже по найденным значениям в 3n-точках построить 
график интерполяционного многочлена, кубического сплайна и исходной 
функции )(xg .  
5. В 3n-точках отрезка  ba,  вычислить практическую величину по-
грешностей )()( 1 inii xLxf  , .3,...2,1 ni   На одном чертеже построить 
графики погрешностей для интерполяционного многочлена и кубического 
сплайна. 
6. Оценить для каждого случая погрешность приближения по фор-
муле 
3
2
1
n
i
i
 

  . Сравнить качество приближений функции. 
7. Выполнить пп. 2–6, увеличивая количество узлов и соответственно 
степень многочлена интерполяции. 
8. Сравнить качество приближений функции при разном количестве 
узлов. 
Исходные данные к задачам 7.1, 7.2 
 
 
Вари-
ант 
)(xf   ba;  )(xg   ba;  
1 xe x sin2/   3;0  xx cos   4;0  
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2
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3
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4 xе x sin2/)1(
2 
  2;2  )4sin()14(
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5 xе x sin2/)1(
2 
  6,1;0  xxx sin)182( 2    3;2,0  
6 22/)1( sin
2
xе x    2;2  xxx sin)23( 3    3;1  
7 xe x cos   4;0  xxx sin)133( 23    3;0  
8 2cos xe x   4;0  xxx sin)435( 3    5,2;1  
9 xe x cos1   3;0  xxx sin)5,02( 23    0, 2;2,5  
10 xe x cos2   3;0  xxx cos)142( 24    5,1;5,1  
11 1cos2  xe x   3;1  xxx cos)5,02( 24    5,1;5,1  
12 xex cos2/   2;2  xx cos2 2   4;0  
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Вари-
ант 
)(xf   ba;  )(xg   ba;  
13 xе x cos3/
2
  2;2  22 cos3 xx   2;2  
14 xе x 2cos2/
2
  2;2  )2/cos(5
32
xx   5,1;5,1  
15 xе x cos3/)1(
2    2;2  xxx sin)2(
2    2;2  
16 )2sin( 24/)1(
2
xе x    2; 2  xxx sin)14( 2    2;2  
17 )1sin( 22/
2
xе x   2;2  xxx sin)24( 3    2;2  
18 )2sin(2/
2
xе x   2;2  xxx sin)5,03( 23    1;2  
19 22/)1( sin
2
xе x    2; 2  xxx sin)8,03(
3    2;2  
20 )3sin(2/)1(
2
xе x    2;2  xxx sin)5,03( 23    3;0  
21 )2sin(2/)1(
2
xе x    2;2  xxx cos)4,02( 24    5,1;5,1  
22 )2/cos(xe x   4;0  xxx cos)2,02( 24    5,1;5,1  
23 22/ )1cos( xe x   0; 4  xx cos)2,03( 2    2;0  
24 1cos1  xe x   4;1  xx cos)4,0( 3    0; 2  
25 xe x cos2   4;0  )2/cos()6,0( 32 xx    2;2  
26 1cos22  xe x   2;1  xx sin)23( 2    2;2  
27 xex 2cos2/   2;2  xxx sin)4,05( 3    2;2  
28 )5,1cos(2/
2
xе x   2;2  xxx sin)2,032( 23    2;2  
29 )5,2cos(2/
2
xе x   2;2  xxx cos)2,05,0( 24    5,1;5,1  
30 xе x 3cos2/)1(
2    2;2  xxx cos)6,02,0(
24    5,1;5,1  
 
 
Примерные контрольные вопросы 
 
1. Как ставится задача интерполяции? 
2. В чем отличие интерполирования от экстраполирования? 
3. Какие формулы используются для интерполирования в равноотстоя-
щих узлах, а какие в неравноотстоящих? 
4. Что такое узлы интерполяции? 
5. Чем отличаются первая и вторая формулы Ньютона? 
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Задание 8. Метод наименьших квадратов 
 
З а д а ч а  8. Задана таблица приближенных значений yi функции  f(x) 
и узлах xi  согласно номеру варианта. Приблизить  f(x) методом наимень-
ших квадратов. В качестве приближающей функции взять указанные в ва-
рианте две функции. Сравнить результаты.  
Перечислим приближающие функции: 
 
2
1( )F x ax bx c    с параметрами a, b и с;  
2 ( )
m
F x ax  с параметрами a > 0 и m; 
3( )
mx
F x ae  с параметрами a > 0 и m;  
4
1
( )F x
ax b


 с параметрами a и b;  
5( )
x
F x
ax b


, с параметрами a и b; 
 6( )
a
F x b
x
  , с параметрами a и b; 
7( ) lnF x a x b   с параметрами a и b; 
8( ) cos sinF x a x b x   с параметрами a и b. 
 
Порядок решения 
 
1. Составить систему уравнений метода наименьших квадратов.  
Приближающие функции F2 – F7  предварительно с помощью замены 
переменной следует привести к линейной форме (см. разд. 6.6 с примера-
ми). Из системы (6.31) с помощью встроенной функции Isolve пакета 
MathCAD найти параметры линейной приближающей функции и восста-
новить параметры исходной приближающей функции.  
В случае квадратичной функции )(1 xF  неизвестные параметры нахо-
дятся из системы (6.32).   
Функция )(8 xF  представлена в виде линейной комбинации извест-
ных функции, коэффициенты a и b определяются из системы (6.30) метода 
наименьших квадратов. Функции )(),( 10 xx   соответственно равны 
cos , sin .x x  
2. На одном чертеже построить графики приближающих функций 
и заданные приближенные значения искомой функции.  
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3. Сравнить степень приближения по сумме квадратов отклонений 
найденных приближающих функций от соответствующих табличных зна-
чений 
8
2
1
( ( ) )
i ij
i
F x y

  . 
 
Исходные данные к задаче 8 
 
Вариант 
x1 x2 x3 x4 x5 x6 x7 x8 
Функции 
0,4 0,8 1 1,5 1,8 2 2,5 3 
1 12,962 10,245 9,152 6,250 1,440 4,201 2,500 1,022 F1 и F7 
2 13,963 11,242 10,121 7,250 2,144 5,050 3,250 2,020 F1 и F7 
3 10,960 8,241 7,041 4,251 −0,562 2,022 0,250 −1,022 F1 и F4 
4 15,961 13,242 12,152 9,250 4,400 7,012 5,250 4,022 F1 и F4 
5 11,961 9,240 8,051 5,250 0,441 3,041 1,250 0,061 F1 и F6 
6 9,960 7,240 6,002 3,250 −1,560 1,001 −0,750 −2,002 F1 и F5 
7 16,960 14,240 13,002 10,250 5,440 8,002 6,250 5,003 F1 и F5 
8 12, 500 6,250 5,005 3,333 2,780 2,501 2,041 1,670 F6 и F7 
9 10,500 4,250 3,002 1,333 0,778 0,500 0,001 −0,333 F6 и F5 
10 13,500 7,250 6,002 4,333 3,778 3,500 3,002 2,666 F6 и F4 
11 9,500 3,250 2,100 0,333 −0,222 −0,500 −1,150 −1,333 F6 и F5 
12 13,001 6,750 5,500 3,832 3,280 3,120 2,500 2,165 F6 и F4 
13 8,500 2,250 1,001 −0,666 −1,222 −1,5 −2,023 −2,332 F6 и F5 
14 12,800 6,552 5,320 3,325 3,068 2,811 2,320 1,957 F6 и F7 
15 0,064 0,512 1,020 3,375 5,832 8,002 15,625 27,001 F2 и F3 
16 0,128 1,024 2,002 6,750 11,666 16,112 31,250 54,201 F2 и F3 
17 0,032 0,256 0,52 1,678 2,915 4,004 7,802 13,502 F1 и F2 
18 0,096 0,768 1,500 5,062 8,750 12,078 23,440 40,502 F2 и F3 
19 0,016 0,128 0,250 0,843 1,458 2,105 3,905 6,750 F1 и F2 
20 0,115 0,920 1,801 6,075 10,502 14,401 28,125 48,604 F2 и F3 
21 0,048 0,615 1,203 4,005 7,001 9,602 18,750 32,402 F2 и F4 
22 0,032 0,102 0,201 0,675 1,167 1,602 35,125 5,402 F1 и F2 
23 −0,916 −0,223 0,002 0,405 0,587 0,687 0,914 1,101 F7 и F8 
24 0,084 0,777 1,001 1,401 1,587 1,687 1,916 2,087 F7 и F8 
25 −1,832 −0,446 0,01 0,901 1,174 1,378 1,802 2,878 F5 и F7 
26 −0,458 −0,112 0,002 0,202 0,294 0,345 0,458 0,500 F7 и F8 
27 −1,916 −1,223 −1,002 −0,595 −0,413 −0,301 −0,084 −0,001 F7 и F8 
28 0,542 0,888 1,001 1,200 1,294 1,350 1,458 1,500 F7 и F8 
29 2,168 3,554 4,001 4,901 4,172 4,378 4,802 5,189 F1 и F7 
30 3,168 4,554 5,004 5,901 6,174 6,367 6,800 7,201 F5 и F7 
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Примерные контрольные вопросы 
 
1. Как ставится задача приближения функции? 
2. Как оценить отклонение точек от заданной функции? 
3. Как выполняется линеаризация аппроксимирующей функции? 
4. Как выбрать аппроксимирующую функцию? 
 
 
Задание 9. Численное решение краевой задачи для одномерного  
однородного и неоднородного уравнения теплопроводности 
 
Теоретический материал к данной теме представлен в гл. 9. 
З а д а ч а  9.1. Найти численное решение уравнения 2 ,t xxu a u   удо-
влетворяющего условиям (0, ) 0,    ( , ) 0u t u l t  , 
 







.2/),(
,2/0,
)0,(
lxlxlc
lxcx
xu  
 
В таблице заданы значения c, a, l и T. Найти  численное решение за-
дачи на временном интервале  T;0 , используя явную схему (9.5), неявную 
схему (9.8) и схему Кранка – Николсона при весе 2/1 .  
Значения  1jiv  сеточной функции по схеме Кранка – Николсона на 
новом временном слое определяются из краевой задачи: 
 
),)(
2
)1((
2
)1(
2
1122
1
12
1
2
1
12
j
i
j
i
j
i
j
i
j
i
j
i
j
i vv
h
v
h
v
h
v
h
v
h














  
,1,...,2,1  Ni    ;/hlN                                        
 ,0
1
0 
j
v   ,0
1

j
Nv   1,...,1,0  Lj ,   /TL ;  
),0(
0
ii xuv   
 
которая решается методом прогонки (см. 4.2). 
  
Порядок решения 
 
1. Решить задачу аналитически: 
 
2 2 2
2
(2 1)
2 2
0
4 ( 1) (2 1)
( , ) sin
(2 1)
n a tn
l
n
lñ n x
u x t e
n l
  

  

 
 . 
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2. Построить график приближенного решения ),( txuu   на интерва-
ле  lx ,0  при kTt / , где k = 16;4;2 и 1. Для решения в виде суммы ряда 
следует аналитически найти  необходимое число слагаемых для достиже-
ния заданной точности решения 410  .   
3. Принять, что постоянный шаг 05,0h  по переменной x вдоль 
стержня. Составить программы в пакете MathCAD и найти приближенное 
решение ),( txuu   по явной схеме (9.5) (
2
2
h
 ), неявной схеме (9.8) 
и схеме Кранка – Николсона ( h ).  
4. Для каждого метода найти абсолютную погрешность решения 
C
j
z на каждом временном слое kTt / , где k = 16;4;2 и 1. За точное ре-
шение принять решение, найденное в п.1, ),( txuu ii  , ihxi  . Приближен-
ные решения ),( ji
j
i txvv  , находятся из соответствующих разностных 
схем при tjt j  .  
Тогда  
j
ii
niC
j
vu 

max
0
z . 
 
5. На одном графике для каждого временного слоя построить «точ-
ное решение» и полученные сеточные функции по явной схеме, неявной 
схеме и схеме при весе 2/1 .  
6. Проанализировать полученные результаты. Какой из методов дает 
наиболее и наименее точное решение задачи? 
 
З а д а ч а  9.2. Дан тонкий однородный стержень длины l , изолиро-
ванный от внешнего пространства, начальная температура 
2
( ) ( ) /x cx l x l   . Концы стержня поддерживаются при температуре, рав-
ной нулю. Определить температуру стержня в заданный момент времени t. 
В таблице заданы значения  с, a, l и T .  Найти численное решение задачи 
на временном интервале  T;0 , используя явную схему (9.5), неявную схе-
му (9.8) и схему Кранка – Николсона при весе 1 / 2  . 
 
Порядок решения 
 
1. Решить задачу аналитически: 
 
2 2 2
2
(2 1)
3 3
1
8 1 (2 1)
( , ) sin
(2 1)
  

 

 

n a t
l
n
c n x
u x t e
ln
. 
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Построить график приближенного решения ),( txuu   на интервале 
 lx ,0  при kTt / , где k = 16;8;2 и 1. Для решения в виде суммы ряда 
следует аналитически найти  необходимое число слагаемых для достиже-
ния заданной точности решения 410  .   
2. Принять, что постоянный шаг 1,0h  по переменной x вдоль 
стержня. Составить программы в пакете MathCAD и найти приближенное 
решение ),( txuu   по явной схеме (9.5) (
2
2
h
  ), неявной схеме (9.8) 
и схеме Кранка – Николсона ( h ).  
3. Для каждого метода найти абсолютную погрешность решения 
C
j
z на каждом временном слое kTt / , где k = 16;8;2 и 1. За точное ре-
шение принять решение, определенное в п. 1, ),( txuu ii  , ihxi  . Прибли-
женные решения ),( ji
j
i txvv  , находятся из соответствующих разностных 
схем при tjt j  .  
Тогда  
j
ii
niC
j
vu 

max
0
z . 
 
4.  На одном графике для каждого временного слоя kTt /  постро-
ить «точное решение» и полученные сеточные функции по явной схеме, 
неявной схеме и схеме при весе 2/1 .  
5. Проанализировать полученные результаты. Какой из методов дает 
наиболее и наименее точное решение задачи при выбранных шагах h и  ? 
6. Уменьшить постоянный шаг по переменной x вдоль стержня 
вдвое, 05,0h . Найти приближенное решение ),( txuu   по явной схеме 
(9.5) (
2
2
h
 ), неявной схеме (9.8) и схеме Кранка – Николсона ( h2 ). 
Для каждого метода найти абсолютную погрешность решения 
C
j
z  на 
каждом временном слое kTt / , где k = 16;8;2 и 1.  
7. Провести исследование полученных решений согласно п. 3. 
 
З а д а ч а  9.3. Найти численное решение уравнения 
2
( , )t xxu a u f x t   , удовлетворяющего условиям (0, ) 0,    ( , ) 0 u t u l t , 
 







.2/),(
,2/0,
)0,(
lxlxlc
lxcx
xu  
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В таблице заданы значения  с, a, l, T и ),( txf . Найти численное ре-
шение задачи на временном интервале  T;0 , используя явную схему (9.5), 
неявную схему (9.8), схему Кранка – Николсона при весе 2/1  и схему 
повышенного порядка точности.  
  
Порядок решения 
 
1. Решить задачу аналитически: 
 
2 2
2 2
( )
1 10
( , ) ( ) sin sin
n nt a t a t
l l
n n
n n
nx nx
u x t e f d ñ e
l l
          
   
 
 
      
 
 
  , 
где  
1
( , ) ( )sin ,



 n
n
nx
f x t f t
l
 
0
2
( ) ( , )sin
 
  
l
n
n
f t f t d
l l
, 
0
2
( )sin
 
     
l
n n
n
C d
l l
. 
 
Построить график приближенного решения ),( txuu   на интервале 
 lx ,0  при kTt / , где k = 8; 4; 2 и 1. Для решения в виде суммы ряда 
следует аналитически найти необходимое число слагаемых для достиже-
ния заданной точности решения 410  .   
2. Принять, что постоянный шаг 05,0h  по переменной x вдоль 
стержня. Составить программы в пакете MathCAD и найти приближенное 
решение ),( txuu   по явной схеме (9.5) (
2
2
h
  ), неявной схеме (9.8) 
и схеме Кранка – Николсона ( h2 ).  
Положить 
).,( 2/1 ji
j
i txff   
     
При весе 2/1  значения 1jiv  сеточной функции на новом времен-
ном слое определяются из краевой задачи: 
 
),)(
2
)1((
2
)1(
2
1122
1
12
1
2
1
12
j
i
j
i
j
i
j
i
j
i
j
i
j
i vv
h
v
h
v
h
v
h
v
h















,1,...,2,1  Ni   ;/hlN                                         
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,0
1
0 
j
v   ,0
1

j
Nv   1,...,1,0  Lj ,  /TL ; 
),0(
0
ii xuv   
 
которая решается методом прогонки. 
В схеме с весами  
 
    ,)1(1
1
j
i
j
ih
j
ih
j
i
j
i vLvL
vv


 

 
 
повышенного порядка точности 
 
)12/(2/1
2
*  h   и  ),(
12
2
ihi
j
i fL
h
f

                           
  ,2
2
11
h
fff
fL iiiih
       ),( 2/1 jii txff .  
   
Для каждого метода найти абсолютную погрешность решения 
C
j
z  
на каждом временном слое kTt / , где k = 8; 4; 2 и 1. Если за точное ре-
шение принять решение, определенное в п. 1, ),( txuu ii  , ihxi  , тогда 
приближенные решения ),( ji
j
i txvv  , находятся из соответствующих раз-
ностных схем при tjt j  , и погрешность решения 
j
ii
niC
j
vu 

max
0
z . 
3. На одном графике  для каждого временного слоя построить «точ-
ное решение» и полученные сеточные функции  по явной схеме,  неявной 
схеме, схеме при весе 2/1  и схеме повышенного порядка точности.  
Проанализировать  полученные результаты.  Какой из методов дает наибо-
лее и наименее точное решение задачи при выбранных  шагах h и  ? 
4. Принять, что постоянный шаг 05,0h  по переменной x. В неявной 
схеме (9.8), схеме Кранка – Николсона и схеме повышенного порядка точ-
ности увеличить шаг по времени, h4 . Для каждой указанной схемы 
вновь найти абсолютную погрешность решения 
C
j
z  на каждом времен-
ном слое kTt / , где k = 8; 4; 2 и 1.   
5. На одном графике для каждого временного слоя вновь построить 
«точное решение» и полученные в п. 4 приближенные решения по неявной 
схеме, схеме с весом 2/1  и схеме повышенного порядка точности.  
6. Проанализировать полученные результаты. Какой из методов дает 
наиболее и наименее точное решение задачи при выбранных шагах h и  ? 
Сравнить с предыдущим результатом (п. 3). 
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Исходные данные к задачам 9.1, 9.2, 9.3 
 
Вари-
ант 
a l T с a l T a l T f (x,t) 
к задаче 9.1 
к задачам 
9.1, 9.2,9.3 
к задаче 9.2 к задаче 9.3 
1  0,4 1 2 16 0,81 1,2 4 1 1 16 et/8 
2  0,16 0,8 4 36 0,4 0,6 4 1 1 16 2et/8 
3  0,36 0,6 4 25 0,16 0,8 4 1 1 48 e–t/4 
4  0,25 0,6 4 14 0,36 0,6 2 2 1 16 et/2 
5  0,04 0,8 4 16 0,25 1 4 1 1 16 2e–t/2 
6  0,01 0,6 4 20 0,04 1,2 8 1 1 48 8e–t/2 
7  0,09 1 4 12 0,01 1,4 8 2 1 32 4e–t/2 
8  0,121 1,2 2 10 0,09 0,9 4 1 1 16 8et/8 
9  0,144 1,4 2 16 0,121 0,4 4 1 1 48 8xe–t 
10  0,625 0,9 4 8 0,144 0,6 4 1 1 32 6xe–2t 
11  0,169 0,4 4 12 0,625 1 2 1 1 32 xe–t/2 
12  0,256 0,6 4 10 0,04 1 8 1 1 32 4x e–t/4 
13  0,225 1 2 16 0,16 0,8 4 1 1 32 6xe–t/4 
14  0,289 0,8 4 36 0,36 1,2 4 1 1 16 4xet/4 
15  0,81 1,2 4 25 0,25 0,6 4 1 1 16 3xe–t/8 
16  0,4 0,6 4 14 0,04 0,8 8 2 1 48 8xe–t/6 
17  0,16 0,8 8 16 0,01 0,6 8 2 1 16 3et/8 
18  0,36 0,6 2 12 0,09 1 4 2 1 16 8e–t/2 
19  0,25 1 4 12 0,121 1,2 4 2 1 48 4xe–t/4 
20  0,04 1,2 8 10 0,144 1,4 4 2 1 16 6xet/8 
21  0,01 1,4 8 16 0,625 0,9 2 1 1 16 xe–t/2 
22  0,09 0,9 8 24 0,169 0,4 4 2 1 48 xe–t/8 
23  0,121 0,4 4 12 0,256 0,6 4 2 1 32 5e–t/8 
24  0,144 0,6 8 10 0,225 1 2 2 1 16 et/8 
25  0,625 1 4 16 0,289 0,8 8 1 1 16 et/4 
26  0,169 0,8 4 36 0,81 1,2 2 1 1 16 et/8 
27  0,256 1,2 4 16 0,4 0,6 4 2 1 48 2e–t/2 
28  0,225 0,6 8 36 0,16 0,8 4 1 1 32 2xe–t/2 
29  0,2 0,8 8 30 0,36 0,6 4 1 1 16 6xet/8 
 30 0,81 0,6 2 24 0,25 1 4 1 1 48 xe–t/4 
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Примерные контрольные вопросы 
 
1. В чем заключается суть разностного метода? 
2. Назовите виды шаблонов разностных схем. 
3. Какая разностная схема называется явной (неявной)? 
4. Назовите недостатки явной разностной схемы решения уравнения теп-
лопроводности. 
 
 
Задание 10. Численное решение краевой задачи  
для краевой задачи одномерной стационарной диффузии 
 
Теоретический материал к данной теме представлен в гл. 10. 
З а д а ч а  10. Найти численное решение уравнения  ( ( )) ,k u qu f     
удовлетворяющее нулевым граничным условиям ( ) 0au a u  , 
( ) 0bu b u  , методом конечных элементов. В таблице заданы функции  
k(x),  q(x), интервал  ,a b  и функция  f(x). 
 
Порядок решения 
 
1. Разбить интервал  ,a b  на элементарные отрезки с постоянным 
шагом h = 0,1. Выбрать базовые функции по (10.5), (10.6).  
Вычислить коэффициенты 
 
( ) ,
b
ij i j i j
a
a k q dx         
b
i i
a
b f dx   
 
в системе (10.9) по формулам (10.13) c помощью квадратурных формул 
второго порядка точности относительно h.  
2. Решая систему алгебраических уравнений (10.9), (10.10) методом 
прогонки, определить hju . 
3. По дискретным значениям hju  построить непрерывную функцию 
u(x) на интервале  ,a b , используя интерполяционный многочлен Ньютона. 
4. Уменьшить шаг в два раза и найти решение по изложенной выше 
схеме. Привести графики функций  u(x) на интервале  ,a b  для шага h = 0,1 
и шага h = 0,05. Сделать выводы. 
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Исходные данные к задаче 10 
 
Вариант ( )k x   ba;  ( )q x  f(x) 
1 /2xe   3;0  x  2 sin 3x  
2 
2
/2x
å   0; 2  2x  4 sin 4x  
3 
2
/2x
å   0; 2  4x  3 sin 3x  
4 
2
( 1)/2x
å

  1;2  24 1x   2 sin 4x  
5 
2
( 1)/2x
å

  6,1;0  2(2 8 1)x x   5 cos 4x  
6 
2
( 1)/2x
å

  1;2  3 3 2x x   2 sin 3x  
7 xe   4;0  3 23 3 1x x   4 sin 4x  
8 xe   4;0  35 3 4x x   3 sin 3x  
9 1xe    3;0  3 22 0,5x x   2 sin 4x  
10 2xe

  3;0  4 22 4 1x x   5 cos 4x  
11 2xe    1;3  
4 2
2 0,5x x   8 sin 4x  
12 /2xe   0; 2  22x  6 cos 4x  
13 
2
/3x
å   0; 2  23x  2 sin 3x  
14 
2
/2x
å   1;2  25x  4 sin 4x  
15 
2
( 1)/3x
å

  0; 2  2 2x x  –3 sin 3x  
16 
2
( 1)/4x
å

  0; 2  2 4 1x x   2 sin 4x  
17 
2
/2x
å   0; 2  34 2x x   5 cos 4x  
18 
2
/2x
å   0; 2  
3 2
3 0,5x x   2 sin 3x  
19 
2
( 1)/2x
å

  0; 2  
3
3 0,8x x   4 sin 4x  
20 
2
( 1)/2x
å

  0; 2  
3 2
3 0,5x x   3 sin 3x  
21 
2
( 1)/2x
å

  0; 2  
4 2
2 0, 4x x   –2 sin 4x  
22 xe   4;0  4 22 0, 2x x   5 cos 4x  
23 /2xe   4;0  23 0, 2x   8 sin 4x  
24 1xe    4;1  
3
0, 4x   6 cos 4x  
25 2xe    4;0  
2
0,6x   2 sin 3x  
26 2 2xe    2;1  23 2x   4 sin 4x  
27 /2xe   2;2  2 5 0, 4x x   3 sin 3x  
28 
2
/2x
å   2;2  
2
3 0, 2x   2 sin 4x  
29 
2
/2x
å   2;2  
4 2
0,5 0, 2x x   5 cos 4x  
30 
2
( 1)/2x
å

  2;2  
2
0, 4x   2 sin 3x  
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