Evaluation often involves integrating dissimilar determinants of value. A brain region can 38 therefore be placed either before or after a presumed evaluation stage by measuring whether 39 responses of its neurons depend simultaneously on multiple determinants of value. A brain 40 region could also, in principle, show partial integration, which would suggest that it occupies a 41 middle position between (pre-evaluative) non-integration and (post-evaluative) full integration.
signatures of value comparison, suggesting that comparison processes do not require evaluation 48 to be complete to proceed.
INTRODUCTION 51
To evaluate an option, we must consider all of the aspects of the option that influence 52 value and then combine them to generate an integrated value signal (Rangel et al., 2008; Kable & 7 124 Figure 1: A: Example trial from token-gambling task. B. Behavior for each subject, fit to a 125 sigmoid function. Subjects choose the left option more often as its value increases, as would be expected 126 given understanding of the task. EV: expected value of gamble. C: Regions of interest (for exact 127 coordinates, see Methods). Figure adapted with permission from Azab & Hayden, 2018. 128 129 130 Subject B (n = 66 sessions) Subject J (n = 74 sessions)
Regressor

Mean regression coefficient
Wilcoxon signrank Z-statistic (p-value)
Left offer -win 1.40 7.06 (p = 1.64 x 10 -12 ) 1.15 7.47 (p = 7.773 x 10 -14 )
Left offer -loss 0.486 6.97 (p = 3.26 x 10 -12 ) 0.293 7.22 (p = 6.35 x 10 -13 )
Left offerprobability of win 5.12 7.06 (p = 1.64 x 10 -12 ) 3.70 7.47 (p = 7.73 x 10 -14 )
Right offerwin -1.33 -7.06 (p = 1.65 x 10 -12 ) -1.33 -7.47 (p = 1.67 x 10 -12 )
Right offerloss -0.412 -6.83 (p = 8.37 x 10 -12 ) -0.237 -7.06 (p = 1.67 x 10 -12 )
Right offerprobability of win -4.85 -7.06 (p = 1.64 x 10 -12 ) -4.09 -7.47 (p = 7.73 x 10 -14 ) 145 the probability) of both gambles (see Table 1 ). 160 We first tested whether choices reflect the integrated values of the gambles or the 182 We recorded 129 neurons from dACC in two subjects (subject B: 55 neurons, subject J: 183 74 neurons; see Figure 1B for region of interest dACC neurons use partially integrated formats to encode gamble outcomes 217 We have used the term ensemble coding format (or just format) to refer to the vector of 218 tuning coefficients for all recorded neurons (Strait et al., 2014; Wang and Hayden, 2017) . We 219 then correlate formats across conditions to determine how they relate. Bayesian regression 220 allows us to draw samples from the likely format (rather than the single estimate conventional 221 regression provides, Gelman et al., 2013). All correlations below use Spearman (i.e. rank-order) 222 correlation, which is more robust to outliers than Pearson correlation, and is thus a more 223 conservative method. This analysis approach has a good deal of conceptual resemblance to difference is that it uses parameter tuning (specifically, regression weights) rather than raw 226 response (e.g. firing rates), making it more appropriate for the questions we want to ask here (see 227 Discussion). 228 We found that ensemble coding formats for large and small outcomes of each offer are 229 positively correlated (r=0.28, p<0.001, 1000 samples noise is a major factor). To differentiate these possibilities, we repeated the same analysis on a 238 shuffled dataset (where the values of the two variables of interest are shuffled within trial). This tells us the maximum correlation observable between the encoding of two variables given the 240 noise in our data, which we call the ceiling correlation. 241 The ceiling correlation for large and small outcomes in the first epoch was r=0.45
Responses of dACC neurons carry value-relevant information
242
(standard deviation = 0.047; Figure 3A) . This result indicates that noise is high in our dataset (as 243 it is in most neural recordings) and that good deal of the explanation for the low correlation we 244 observed is simply noise. However, our observed correlation (r = 0.28, see above) is nonetheless 245 significantly lower than this value (p=0.001, bootstrap significance test, 1,000 permutations). integration, and these vectors are combined in our sample of neurons. 253 We found a similar pattern when considering the second gamble in the second offer 254 epoch (t=100 to 600 ms after the second offer appears). Specifically, although we did not find 255 evidence of integration across the two dimensions (r=0.059, p=0.060, compared to zero), we 256 found that whatever integration existed was less than the ceiling correlation value (r=0.17; 257 p=0.028; Figure 3B ). Thus, it appears that dACC does not fully integrate either offer. (Note that, 258 because it is a null result, the lack of integration observed for the second offer does not prove no 259 integration occurred, although it is consistent with that possibility.) 260 We next asked whether full integration occurs when the information about the gamble is 261 transferred to working memory. It appears not. The coding of the first offer during the second 262 offer epoch (when it was no longer on screen) resulted in the same pattern: partial but not 263 complete integration (r=0.18, p<0.001 for comparison with zero. Ceiling correlation was r=0.27, 264 which was larger than the observed value, p=0.031; Figure 3C ). 265 266 dACC continues to show partial integration around the time of choice 267 We next examined the 500 ms immediately preceding choice fixation (pre-choice epoch).
268
Whereas above we focused on offered gambles, here we focused on the chosen gamble, with the 269 reasoning that identifying an option for choice would potentially result in full integration. The
270
formats for integration of the two stakes is, indeed, positive (r=0.16, p<0.001). However, as like 271 in previous epochs, this correlation is less than ceiling (r=0.25, p=0.047; Figure 3D ). These For the first gamble in the first epoch, we find that the large outcome and its probability 293 were encoded in similar formats (r=0.54, p<0.001). This degree of correlation was not 294 significantly less than our estimated ceiling (ceiling r=0.58, p=0.135; Figure 4A ). While we 295 cannot definitively conclude that there is full integration of these variables, the difference 296 between these results and the previous ones is striking. Indeed, for the first offer in the second 297 epoch (i.e. when it is in working memory), large outcomes and probabilities are also encoded in 298 similar formats (r=0.44, p<0.001) that are no different from ceiling (r=0.46, p=0.39; Figure 4B ).
299
For the second offer, large outcomes and their probabilities are also encoded in similar formats 300 (r=0.37, p<0.001), and again no different from ceiling (r=0.41, p=0.22; Figure 4C ). The chosen 301 gambles' large outcomes and probabilities are encoded in similar formats in the 500 ms 302 preceding choice (r=0.49, p<0.001), and again no different from ceiling (r=0.47, p=0.63; Figure   303 4D). Although the lack of a difference is not sufficient to prove identity, the matching patterns 304 for all four conditions, and their striking differences with the stakes analyses above, suggest that 305 large stakes and probability may be fully integrated in dACC.
306
These results are important because they indicate that the lack of integration observed for 307 large and small stakes is not a consequence of our task design, of the psychology of our subjects, 308 or of a limitation in our analysis approach. It appears that dACC is capable of fully integrating 309 some variables and maintaining some separation in others, and our methods are capable of 310 detecting this partial integration when it occurs.
311
This final point is further emphasized by our next analysis. In the first epoch, the small 312 outcomes and probabilities were encoded in similar formats (r=0.11, p=0.002), which are less DISCUSSION 326 We examined the neural encoding of risky offers in dACC. We made use of a recently-327 developed statistical method that can disambiguate variable encodings that are partially 328 correlated from ones that are fully correlated but different due solely to noise (Azab and Hayden, 329 2017). We find, first, that while dACC neurons encode both large and small prospective 330 outcomes of individual gambles on the screen and in working memory, the population tuning 331 formats for the two outcomes are only partially correlated-neither orthogonal nor collinear.
332
The "mid-evaluation" signal we observe is a type that is predicted by hierarchical The first major effect we observe suggests that dACC follows the initiation of value 347 integration but precedes its completion. Together these results suggest that dACC cannot be 
353
These results complement our recent findings using this dataset (Azab & Hayden, 2017) .
354
In that study, we concluded that dACC occupies a middle role in the comparison of values. Our 
360
The identification of abstract amodal value signals is a desideratum of neuroeconomics 361 (Shizgal, 1997; Padoa-Schioppa, 2011; O'Doherty, 2014; Montague & Berns, 2002; Levy & 362 Glimcher, 2012). Our results suggest that, if these exist, they are most likely to occur only 363 downstream of dACC. We envision two major possibilities about this site of value 364 representation. First, value representations may only be complete in the premotor or motor 365 system (see Cisek, & Kalaska 2010 , Cisek, 2007 , and Thura & Cisek, 2016 for related 366 arguments). Second, that may be no single location at which value is represented abstractly and 367 completely (Chen & Stuphorn, 2015; Cisek, 2012; Yoo & Hayden, 2018; Hunt et al., 2015; 368 Balasubramani et al., 2018) .
369
Ours is not the first study to consider representations of multi-attribute offers (O'Neill & 370 Schultz, 2018; Raghuraman & Padoa-Schioppa, 2014; Kennerley et al., 2009; Strait et al., 2014; Blanchard et al., 2015; Padoa-Schioppa & Assad, 2006; Hunt et al., 2015) . A broad finding from 372 these studies is that neurons in several regions show some overlap in the way they encode the 373 multiple dimensional determinants of value. integrating different levels of analysis when exploring the inner workings of a cognitive process, 400 and the many ways that a system (biological or otherwise) could potentially instantiate it.
MATERIALS AND METHODS
666
The data used here were analyzed and summarized in other manuscripts (Strait et al., 667 2015; Azab & Hayden, 2017; Azab & Hayden, 2018; Farashahi et al., 2018) . ms window. If 6 tokens were collected, a further delay of 500 ms was followed by a large liquid 758 reward (300 µL) within a 300 ms window, followed by a random inter-trial interval (ITI) 759 between 0.5 and 1.5 s. If 6 tokens were not collected, subjects proceeded immediately to the ITI.
760
Each gamble included at least one positive or zero-outcome, ensuring that every gamble 761 carried the possibility of a win (or at least no change in tokens). This decreased the number of 762 trivial choices presented to subjects, and maintained motivation.
764
Statistical Methods linear regression model including the same variables detailed above (for spatial location 803 analyses, we split trials by the side of offer appearance, and thus do not include that variable in 804 our regression model). We then combined the regression coefficients associated with the variable 805 of interest into a vector of the same length as the number of neurons in our sample. This vector 806 indicates the relative strength (after normalizing) and direction of modulation for each individual sometimes collected using different means. Rather than comparing raw neural responses, though, 849 our method relies on comparing regression coefficients; this allows us to hone in on the signal 850 associated with a particular variable, allowing us to compare the neural responses to different 851 variables at the same point in time.
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