Abstract. We derive a many-body method to evaluate photoelectron spectra of atoms, molecules and clusters from first principles. The excitation energies and the spectroscopic factors are calculated from the linear-response timedependent density functional theory. The method is applied to noble metal anions, anionic clusters and to neutral small molecules. Our approach shows significant improvement over a simple single-particle treatment and gives an insight into the necessary conditions under which the single-particle picture holds. The consideration of the spectroscopic factor is shown to be crucial for the correct description of inner valence photoelectron peaks.
Introduction
One of the basic ways to learn about the structure and electronic properties of atoms, molecules and clusters is the observation of their response to perturbation due to radiation. In particular, the absorption of photons and the measurement of the angular and energetic distributions of the emitted electrons gives important information about the electronic structure which is in turn often used to characterize the underlying ionic structure.
The process of photoionization may be viewed in two different ways. In the simplest interpretation, one may apply the single-particle picture of assuming the electrons of a given system ('parent') to be in some state from which they can be emitted to the continuum. In this picture, the single-particle states of some state-based theories, such as Hartree-Fock or Kohn-Sham density functional theory (KS-DFT), are directly connected to the observed electrons in the experiment. Consequently, the energies of the peaks in the photoelectron spectrum (PES) are interpreted as the states' energies. In fact, in exact KS-DFT the energy of the highest occupied molecular orbital is the electron removal energy of the system [1] . The energies of the other orbitals do not have a rigorous meaning in principle, nevertheless they often give a very reasonable description of the experimentally observed electron binding energies (BEs) [2] . Therefore, this simple picture has become a popular concept for interpretation, e.g. of PES of small metal clusters, and can be used to help the characterization of unknown structures [3] . However, on the occasions where this approach fails, it is difficult to decide whether this failure is due to insufficient knowledge of the atomic structures, to the approximations used in the determination of the single-particle energies, or to the breakup of the single-particle description itself.
On the other hand, one can apply the more profound many-body picture and view the process from the final state. There, the 'daughter' system, after emitting the electron, is left either in the electronic ground state or in an electronically excited state when the released electron has reached the detector. In this picture, the emitted electron is completely decoupled from the daughter system, and the measured kinetic energy distribution of the electrons in the detector corresponds to the excitation energies of the daughter system. These excitation energies can be calculated from the many-body theory, e.g. by using configuration interaction methods [4, 5] .
The method of choice for electronic structure calculations of larger systems is the density functional theory (DFT) due to its computational efficiency and the rigorous theoretical framework. The accuracy of DFT is in practice limited to the accuracy of the exchangecorrelation functional used. The extension of DFT to the time domain, time-dependent density functional theory (TDDFT) makes it possible to also calculate excited state properties [6, 7] . In recent approaches the excitation energies from TDDFT in the form of the density of excited states is used to describe PES [8, 9] . However, it is not only the energies that determine the amount of electrons in the detector, but also the probability for the ionization which is not taken into account in these approaches. The importance of the transition probabilities becomes clear if one notes, that the number of electrons in the parent system is finite, but the number of excited states of the daughter system is infinite. That is, not all excited states of the daughter system can be reached by ionizing the parent.
In this work, we derive a practical scheme of calculating PES from first principles using the KS-DFT frameworks, both in the ground-state and in the time-dependent forms. In section 2, the theory starting from the many-body picture is presented. Section 3 contains the comparison 3 of the test of our method against established experimental PES data of noble metal anions, anionic clusters and small neutral molecules. We find significant improvement over the singleparticle picture and show the importance of the transition probabilities, in particular, for inner valence photoelectron peaks. The work is summarized in section 4.
Theoretical background
In the following, we derive the expressions that allow us to obtain approximate transition probabilities from linear response TDDFT calculations. Most of the expressions derived are well known in the Hartree-Fock framework (see e.g. [4] and references therein). Our aim is therefore to point out the necessary approximations to employ a similar description using TDDFT.
Consider a system containing N electrons (N -system) that absorbs a single photon of a defined energy ω (atomic units, e =h = m e = 1, are used throughout). The system is assumed to be in its electronic ground state with energy E N 0 before the absorption of the photon. When the emitted electron is measured with momentum k in the detector, the 'daughter' system is left in some state I of N − 1 electrons ((N − 1)-system) with energy E N −1 I . The perturbation theory photoionization cross-section for this process is given by [10, 11] 
where M 0I is the velocity form dipole matrix element. The energy difference E N −1 I − E N 0 can be interpreted as the BE of the emitted electron, despite it strictly speaking corresponding to a given excitation I of the (N − 1)-system. One may assign an emitted electron peak to every excitation of the daughter system. This is the approach already used in the framework of the time-dependent theory in linear response [8] as well as in the explicit time propagation [9] . However, not all excitations can be reached by the photoionization process. The photoionization probability, i.e. the probability to reach the excited state I of the daughter system, is given by the square of the matrix element M 0I . In order to analyse the behaviour of this matrix element, we need the many-electron wavefunctions in the initial and the final channel. We denote the set of N electronic coordinates by {x}, where x i = (r i , σ i ) is the position vector r i and spin projection σ i of the ith electron. First, we consider the final state which consists of either the ground or the excited state of the (N − 1)-system,
, and the emitted electron in the continuum. We neglect the correlation between the continuum electron and the electrons in the (N − 1)-system in the usual sudden approximation picture [10] . The antisymmetrized final state then reads
where ψ k denotes the single electron continuum state and {x \ i} is the set of coordinates without x i . Now, we use the fact, that the dipole operator is a sum of single-particle operatorŝ o j , j = 1, . . . , N and the matrix element can be written as
where N 0 is the N -system ground state. Inserting the final state (2) and retaining only the direct terms, i.e. the terms where the overlap with the continuum state contains the corresponding 4 perturbation operator, leads to the expression
where d I (x) is the Dyson orbital [4, 12] 
Consequently, M 0I is determined by the single-particle-like matrix element of the Dyson orbital and the continuum state. However, we are still working in the many-particle picture: there is one Dyson orbital associated to each of the infinite number of many-particle eigenstates in the (N − 1)-system. The PES cross-section is determined by two factors: (i) the energy-dependent overlap in equation (4) and (ii) the energy-independent norm of the Dyson orbital. The latter is known as a spectroscopic factor [13] and represents the pole strength of the ionization part of the one-particle Green's function [4] . The form of the matrix element (4) is the result of our approximations, namely the product form of the final state (2) and the neglect of indirect processes. Indirect processes would result in a different form of the matrix element that cannot be expressed in terms of Dyson orbitals. Next, we consider the calculation of the Dyson orbital in a DFT/TDDFT framework. The usual procedure is to solve the Dyson equation by approximating the self-energy operator in an Hartree-Fock scheme [14] or to use Hartree-Fock-based configuration interaction wavefunctions to calculate the overlap in equation (5) directly [4] . We follow the latter approach here, but use Kohn-Sham-derived approximations to represent the wavefunctions . This allows us to use the rather accurate DFT energies and the corresponding Kohn-Sham orbitals to determine the PES spectrum in a compact scheme.
In our approach the ground-state wavefunction is represented by a Slater determinant of the Kohn-Sham states. This is, of course, an approximation, as can be seen by the fact that the Slater determinant of the Hartree-Fock orbitals would lead to a lower energy. The real manybody wavefunction is not a simple Slater determinant of single-particle orbitals however [15] , so this approach is the most crude approximation as Kohn-Sham and Hartree-Fock orbitals are usually very similar. The treatment of the excited states of the (N − 1)-system needs more care. There we calculate the excitation energies using the linear-response TDDFT in Casida's matrix formulation [6, 16] , where one solves the equation
to get the excitation energy ω I and the eigenvector F I corresponding to the excited state
. In brief, the matrix elements of , written in the basis of Kohn-Sham noninteracting singleparticle-single-hole excitations (i → j), contain the Kohn-Sham energy differences and mixing terms due to the linear response of the density on these excitations. The mixing terms involve a Coulomb and an exchange correlation kernel. We write the excited-state wavefunction in a configuration interaction form
whereâ i ,â † j are annihilation and creation operators of the (N − 1)-system Kohn-Sham orbital φ N −1 i , respectively. This treatment only takes the Kohn-Sham single-particle-singlehole excitations into account, but it provides the mutual orthogonality of the ground and the excited states, i.e.
Alternatively, one could use the assignment ansatz of Casida [6] recently used in the calculation of nonadiabatic couplings [17] which is very similar to equation (7) but with slightly different weights for the Kohn-Sham single-particle-singlehole excitations. However, the latter approach does not preserve the states' orthogonality.
To build the overlap needed in the Dyson orbital (5) we have to expand the ground-state Slater determinant of the N -system in minors [18] 
where φ 
i.e. as a sum of the occupied orbitals of the N system with the weights given by
The spectroscopic factor is then
We have now come to a central result of this paper: we have derived an approximate expression for the Dyson orbital using purely DFT. To our knowledge, this has not been given before.
The form of equation (10) also allows us to identify the necessary requirements of the Kohn-Sham single-particle picture to be valid in the description of PES: (i) the single-particle energies of the N -system have to match the excitation energies of the (N − 1)-system and (ii) the Kohn-Sham states must be equal to the Dyson orbitals. Both conditions are trivially fulfilled if there is no density change associated with the transition between the N -and (N − 1)-systems. Then the Kohn-Sham orbitals are the same in both systems and the excitations correspond to single-particle-single-hole transitions leading to g I i = δ I i due to equation (10) . However, the single-particle picture might also appear for a finite density change as we will see below.
Applications
In the following, we will show applications of our scheme to PES of noble metal anions, anionic clusters and to the neutral water molecule. The atomic and electronic structure of our test systems were calculated by DFT in the Born-Oppenheimer approximation as described in [19] . The Kohn-Sham wavefunctions were expanded in plane waves using an energy cutoff of 62 Ry. Gradient-corrected local density approximation [20] and Troullier-Martins scalarrelativistic pseudopotentials as described in [11, 21] were used. The atoms are fixed at their equilibrium positions. The calculation of the excitations according to equation (6) is described in detail in [22] . Gradient corrections [20] were applied in the exchange-correlation kernel in a finite difference scheme [23] . To simplify the discussion, we will concentrate on the energies and spectroscopic factors of the transitions and will not consider the energy-dependent overlap of the Dyson orbital with the continuum state in equation (4) . This approach will be called [3, 11] ) and the corresponding spectroscopic factor is unity for each occupied orbital.
As was said above, the spectroscopic factor is independent of the energy. The measured PES cross-section also depends on the value of the overlap with the continuum wavefunction (4) and integration over the electron emission angles according to the experimental situation. Therefore the spectroscopic factor will not, in all cases, describe the measured relative PES peak heights (which depend on the photon energy in general), but is often a good approximation to the experimental results as we will see in the following. The evaluation of the overlap (4) depends strongly on the accuracy of the representation of the continuum wavefunction. The accurate description of the continuum in extended systems is an active research field by itself [11, 24] and difficulties in this approach would rather obscure the discussion about the spectroscopic factor. In addition, the continuum wavefunction is not considered at all in the usual KS approach, which we want to contrast with the TDDFT method.
Noble metal ions and clusters
As the first example, we analyse the photelectron spectrum of Cu − . The excitation energies of the neutral copper atom from our calculation and from [25] together with the corresponding BEs and spectroscopic factors in the PES of Cu − are shown in table 1. The transitions are labelled by the usual single-particle nomenclature of many-particle excited states as given in [25] . The excitation energies by TDDFT agree within the known accuracy of ±0.2 eV [6, 22] for lower energy excitations, but there is a strong deviation for the 3d 10 5s state by 0.75 eV. The Cu ground state and the first excited state correspond to s-and d-holes of Cu − in the single-particle picture, respectively. Both configurations have a strong spectroscopic factor and hence can be expected to be clearly seen in the PES. Note that the splitting of 0.24 eV in the 3d 9 4s 2 state from [25] is due to the spin-orbit coupling and cannot be described by our scalar-relativistic DFT calculations. Higher energy excitations correspond to 'shake up' processes [26] which cannot be explained by a single hole. Here only the excitation to the 3d 10 5s state has a nonvanishing spectroscopic factor. This is easily understood as the 3d 10 4p excitation has no overlap in equation (10) (1.33 and 1.34 eV for Cu − and Ag − , respectively) match well with experiment (1.24 and 1.3 eV for Cu − and Ag − , respectively [29] ). Hence the lowest BE transition is well described both in the TDDFT and KS models. However, the KS model fails to describe the position of the next transition: the gap between the s and d valence orbitals is far too small. In the extreme case of copper these energies are nearly degenerate (our KS BEs are 1.33 and 1.41 eV). The TDDFT description however, gives good agreement with the experimental result. The same improvement of TDDFT over KS is seen in the spectrum of Ag − . Note, that the splitting of the d-derived photoelectron peak in the experimental spectrum is due to the spin-orbit coupling. There our scalar-relativistic calculation can only give an average of this peak energy.
Next, we discuss the spectra of Ag [5] . The silver dimer anion has an odd number of electrons and hence its ground state has a finite electronic total spin projection, where we assume S z = 1/2. In the TDDFT model, detachment of an electron leads to transitions into two different spin projection manifolds, i.e. S z = 0, 1 according to the spin projection of the emitted electron. The triplet ground state ( figure 2 shows a nice agreement between experiment and the TDDFT model, where the triplet energy in both spin manifolds is equal. In contrast, the KS model predicts an energy splitting for the two single-particle spin projection manifolds (see the split peak near 2.6 eV). This misleading effect is seen neither in the experiment nor in TDDFT. Also for Ag − 3 the TDDFT model is in much better agreement with the experiment compared to the KS model. Figure 3 compares the calculated BEs and spectroscopic factors from the TDDFT and KS models to the experimental PES [31] for the molecules CO, NH 3 and H 2 O. In the case of H 2 O, the experiment shows four peaks, which are usually interpreted as the photoelectrons from the states 1b 1 , 3a 1 , 1b 2 and 2a 1 in the order of increasing BE. In agreement with previous studies [2, 11] , the Kohn-Sham orbital energies agree perfectly with the experimental peak energies, except for the most tightly bound orbital 2a 1 where the experiment has a maximum at a higher BE than the corresponding Kohn-Sham orbital. The TDDFT model shows single excitations for the three lower BE peaks, but the peak around 33 eV consists of several excited states of a weak spectroscopic factor. Hence, there is a fundamental difference between the nature of the excitations seen in the experiment: the lower energy photoelectrons correspond to single excitations of the (N − 1)-system, well separated in energy, and can therefore be unambiguously associated to single-particle holes. The observed broadening of these peaks in the experiment is probably due to vibrational coupling. However, the highest-energy peak has a quasi-particle nature with a finite energy width that leads to the additional broadening in the experimental spectrum. The same effect is also seen in the PES spectra of CO and NH 3 : the outer valence electrons peaks correspond to well-defined excitations and are well described by the Kohn-Sham single-particle energies. In contrast, the inner valence electron peaks consist of many excited states of the daughter system, i.e. a photo-electron peak with a finite peak width. This effect is well known [2, 4] and is correctly described in our model. The simple Kohn-Sham single-particle picture cannot describe the broad peak adequately and it is not supposed to do that. The thin green lines in figure 3 show that the simple density of excited states approach [8] , i.e. assigning each excited state a spectroscopic factor of 1, also fails to describe these peaks. While the outer valence electrons are well described as they correspond to isolated excited states, the inner valence peak consists of a narrow energy range of excitations embedded in a large region of excited states that cannot be reached by photoionization at all. This effect can only be described properly by taking the spectroscopic factors into account.
Small molecules

Conclusions
We have derived an approach to describe PES in the many-body picture using purely Kohn-Sham DFT. The method not only uses the excitation energies of TDDFT, but can be used to evaluate the corresponding Dyson orbitals. This extends TDDFT to the description of spectroscopic factors, i.e. energy-independent probabilities for ionization to a specific excited state of the daughter system.
The comparison of our approach with experimental data shows that the many-particle scheme for evaluating PES presented here is superior to the single-particle picture and the latter has to be applied with care. Our method not only improves the agreement with experimental BEs, but also helps to clarify the nature of the observed transitions. Being formulated purely in the KS-DFT framework, the scheme gains from the computational efficiency of DFT. Consideration of the spectroscopic factor is shown to be needed for the inner valence electrons, where the density of excited states approach fails.
