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We introduce a two-dimensional generalisation of the quasiperiodic Aubry–André model. Even though this
model exhibits the same duality relation as the one-dimensional version, its localisation properties are found
to be substantially more complex. In particular, partially extended single-particle states appear for arbitrarily
strong quasiperiodic modulation. They are concentrated on a network of low-disorder lattice lines, while the rest
of the lattice hosts localised states. This spatial separation protects the localised states from delocalisation, so no
mobility edge emerges in the spectrum. Instead, localised and partially extended states are interspersed, giving
rise to an unusual type of mixed spectrum and enabling complex dynamics even in the absence of interactions. A
striking example is ballistic transport across the low-disorder lines while the rest of the system remains localised.
This behaviour is robust against disorder and other weak perturbations. Our model is thus directly amenable to
experimental studies and promises fascinating many-body localisation properties.
I. INTRODUCTION
Quasiperiodic systems have sparked interest among physi-
cists since the discovery of the Hofstadter butterfly [1–3] and
of quasicrystalline materials which combine long-range po-
sitional order with crystallographically forbidden rotational
symmetries [4]. More recently, quasiperodic models received
renewed attention in cold atom experiments on disordered
quantum gases, Bose glasses, and many-body localisation
(MBL) [5–14].
Such models present a wide range of intriguing localisa-
tion properties without match among randomly disordered
systems, including critical spectra and multifractal eigenstates
away from phase transitions [15–20] and Anderson localisa-
tion transitions in one dimension [19–21], as well as unusual
transport properties in higher dimensions [22, 23]. Further-
more, quasiperiodic potentials contain no rare regions in the
usual sense, i.e., patches in which the local disorder is by
chance substantially lower or higher than on average. Such
regions give rise to Griffiths effects [24] which are expected to
substantially affect MBL in disordered one-dimensional sys-
tems [25, 26] and might destabilise MBL completely in higher
dimensions [27]. Quasiperiodicity might therefore prove es-
sential to stabilising MBL in higher dimensions.
Quasiperiodic systems also inherit fascinating topological
properties from higher-dimensional periodic parent Hamilto-
nians [28] from which they can be derived using cut-and-
project methods [29]. As an example, two-dimensional qua-
sicrystals can exhibit the four-dimensional integer quantum
Hall effect [30, 31].
In this paper, we consider a two-dimensional generalisation
of the celebrated Aubry–André (1DAA) model [21],
H = −J
∑
n
(
a†nan+1 + H.c.
) − λJ ∑
n
cos(2piβn)a†nan, (1)
which we shall call the two-dimensional Aubry–André
(2DAA) model. It is defined on a square lattice by the Hamil-
tonian
H = −J
∑
nm
[
a†nm
(
a
n+1,m + an,m+1
)
+ H.c.
]
(2)
− λJ
∑
nm
{
cos[2piβ(n + m)] + cos[2piβ(n − m)]}a†nmanm.
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FIG. 1. Participation ratios of all eigenstates of the 2DAA model
as a function of λ for β = 70/99 (Nsites = 9801). A large number
of partially extended states persist at λ  2 in the middle of the
spectrum; due to Aubry duality, a similar number of eigenstates is not
fully extended for λ  2. Inset: participation ratios for the 1DAA
model with β = 987/1597 (Nsites = 1597). A sharp localisation
transition occurs at the self-dual point λ = 2.
In both models, β < Q and λ are the incommensurate wave
number and dimensionless amplitude of the quasiperiodic
modulation, and the a† are creation operators living on the lat-
tice sites. This form of quasiperiodic modulation can readily
be incorporated into existing optical lattice experiments using
two additional weak 1D lattices at 45◦ to the main lattice axes.
Throughout the paper, we set β = 1/√2, which amounts to set-
ting the wave vectors of the principal lattice and the perturba-
tion equal [12]. We emphasise that this model is non-separable
and hence fundamentally different from earlier separable ones
where the non-interacting localisation transition was directly
controlled by the underlying 1D Hamiltonians [9, 10, 32].
Both (1) and (2) admit an Aubry duality transformation [21,
22], that is, they can be reexpressed in momentum space in
the same form, with the parameter λ changed to 4/λ (see
Appendix A for details of the transformation). In the 1DAA
model, this induces a localisation transition at the self-dual
point λ = 2: All eigenstates are exponentially localised for
λ > 2 and extended for λ < 2 [21, 33–35], see inset of Fig. 1.
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FIG. 2. Wave function weight |ψnm |2 for selected eigenstates of the
2DAA model with β = 169/239 (L = 239). (a) Ground state at the
self-dual point λ = 2 (log scale from 10−7 to 100), which shows a
multifractal structure similar to the critical eigenstates of the 1DAA
model. (b) Ground state at λ = 40 (left half, log scale from 10−70 to
100) and at λ = 0.1 (linear scale to the right). The former is strongly
localised with a very small localisation length (ξ ≈ 0.1), the latter
is fully extended. (c) Median energy state (E ≈ 0) at λ = 40. The
wave function is concentrated on a few lattice lines, along which the
quasiperiodic potential is weaker than on average. (d)Median energy
state (E ≈ 0) at λ = 0.1. The wave function is concentrated on a few
diagonal lines of the lattice that arise as Aubry duals of the lines in
(c).
We find in this paper that this is not the case for the 2DAA
model: Namely, some states remain partially extended even
for λ  2, as illustrated in Fig. 1. Furthermore, these states
are not separated from localised ones by a mobility edge, as
expected on general grounds [36], but localised and partially
extended states are interspersed in the spectrum. We explain
this behaviour in terms of weakly disordered lines that ap-
pear deterministically in the quasiperiodic potential (2); these
also lead to strongly inhomogeneous expansion dynamics that
could be detected experimentally.
II. PARTIALLY EXTENDED STATES AT STRONG
DISORDER
We used exact diagonalisation to obtain the full single-
particle spectrum of the 2DAA model. We replaced the irra-
tional β = 1/√2 with close rational approximations β = M/L
derived from its continued fraction expansion [37]: This al-
lows us to use periodic boundary conditions on a square lattice
of Nsites = L × L sites. For each normalised eigenstate |ψ〉, we
evaluated its participation ratio (PR), defined as
PR =
(∑
nm
ψnm4)−1; (3)
n ±35 ±105 ±64 ±6 ±76 ±93 ±23 ±47λ˜n 0.526 1.577 2.628 3.679 4.729 5.779 6.827 7.874
TABLE I. The eight smallest local disorder amplitudes λ˜ for the
2DAA model with β = 169/239 and λ = 40. |λ˜| < 2 for the first
two; the resulting extended 1DAA eigenstates account for the bulk of
the statistical weight in Fig. 2(c). Subsequent lines define localised
1DAA models: these appear in the plotted state as progressively
shorter barbs close to the extended lines.
for a wave function evenly distributed on k sites, PR = k. We
plotted PR as a function of λ and position in the spectrum
in Fig. 1, together with the equivalent results for the 1DAA
model (inset). In the latter, one can clearly see a localisation
transition in all eigenstates at λ = 2, with PR close to either 1
or the number of sites everywhere except for a narrow region
at λ ≈ 2. The phase diagram of the 2D model is much more
complex: There is no sharp transition at the self-dual point, but
localised and delocalised states coexist in a wide region around
it. Most notably, there is a “funnel” of eigenstates that appear
neither fully localised nor fully extended (PR ∼ N0.5sites) in the
middle of the spectrum, interspersed with either localised (for
λ  2) or extended (for λ  2) states.
To further illustrate these features, we plot several represen-
tative eigenstates of the 2DAA model in Fig. 2. The ground
states (upper panels) follow a similar pattern as in the 1DAA
model: They show fractal properties at the self-dual point and
are extended and exponentially localised on either side of it.
In the middle of the spectrum, however, the picture away from
λ = 2 is very different (lower panels). For λ  2, we find
many states where most of the wave function weight is con-
centrated on a small number of horizontal and vertical lines,
with small, exponentially decaying weight close to them. In-
deed, all eigenstates with significant PR follow this pattern and
populate the same set of lines. For λ  2, we see a similar,
although less sharp pattern concentrated on a few diagonal
lines. We note that these two types of wave functions trans-
form into each other under the Aubry duality transformation
that includes both a Fourier transform and a 45◦ rotation (see
Appendix A).
The origin of these eigenstates at large λ can be explained
by rewriting the potential term of (2) as
Vnm = λJ
{
cos[2piβ(n + m)] + cos[2piβ(n − m)]}
= 2λJ cos(2piβn) cos(2piβm) = λ˜nJ cos(2piβm). (4)
Since the effective disorder amplitudes λ˜n = 2λ cos(2piβn)
along lattice lines form a quasiperiodic sequence, there will
always exist lines for which |λ˜|  λ, i.e., lines along which the
disorder is much weaker than it typically is across the system.
If one removed the horizontal hopping terms from (2), the
remaining model would consist of independent 1DAA Hamil-
tonians with parameter λ˜n: along lines where |λ˜n | < 2, all
eigenstates would be extended [21]. Reintroducing the hori-
zontal hopping terms will then hybridise the 1DAA eigenstates
on different lines. By the same argument, horizontal lines also
form 1DAAmodels, some of which are in the extended phase:
these hybridise with the aforementioned vertically extended
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FIG. 3. Participation ratios of the eigenstates of the 2DAA model
close to zero energy, as a function of λ and energy, for β = 169/239
(L = 239). Regardless of the value of λ, a large number of eigenstates
with energies within the bandwidth [38] of the critical (λ = 2) 1DAA
model (black lines) are partially extended and have large (L1..L1.7)
PR; no such states occur outside of this energy window.
states, leading to mesh-like eigenstates living on the quasiperi-
odic grid of low-disorder lines, as seen in Fig. 2. Since a finite
fraction of approximately 2/(piλ) of all lines is extended, the
PR of these states will, for sufficiently large system sizes, scale
as L2, i.e., extensively. On intermediate scales, however, they
appear one-dimensional, with their two-dimensional character
limited to the intersections of horizontally and vertically ex-
tended lines: therefore, we call these states partially extended.
On the other hand, the exponential localisation of 1DAA
lines with |λ˜| > 2 suppresses the statistical weight of partially
extended states away from the low-disorder lines. As a result,
partially extended and localised states at similar energies do
not hybridise. This prevents the formation of clean mobility
edges [36] and instead gives rise to the observedmixed spectra,
similarly to other quasiperiodic systems [39–43].
It is indeed easy to verify that the state shown in Fig. 2(c)
is extended precisely along the lines with |λ˜| < 2 and that
for |λ˜| > 2, the effective localisation length decreases with
growing local amplitude, see Table I. Furthermore, since the
partially extended eigenstates are effectively superpositions of
extended 1DAA eigenstates, we expect their energies to lie
within the spectrum of the relevant 1DAA model. In partic-
ular, they should only occur between the lowest and highest
eigenvalues of the critical (λ = 2) 1DAAHamiltonian, as these
bound the spectrum of (1) for all λ < 2 [38]. We show that
this is indeed the case in Fig. 3: The PR of eigenstates outside
of the critical bandwidth is substantially smaller than the large
values attained by many eigenstates inside. Note, however,
that some states remain localised even inside this bandwidth:
these appear on lattice sites with small |Vnm | away from the
extended lines. This gives rise to a peculiar mixed spectrum
with interspersed localised and partially extended states.
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FIG. 4. Top panels: Diagonal ensemble PR (6) as a function of
initial site for λ = 2 and 40. At the self-dual point, the distribution
appears almost uniformly delocalised for most initial sites; at λ 
2, by contrast, all sites except those along low-disorder lines show
strongly localised dynamics. Middle panels: Diagonal ensemble
densities %nm(n′,m′) for initial sites (n,m) = (0, 0) and (35, 35) (green
symbols) for λ = 2, 40. At the self-dual point, special initial sites like
the origin lead to pronounced fractal dynamics; for more generic
sites, however, the late-time distribution is almost uniform. At strong
modulation, delocalised dynamics only occurs on low-disorder lines.
Bottom panels: The mean radial density ρ(r) tends to a constant
≈ L−2 for almost all initial sites for λ ≤ 2, indicating 2D extended
dynamics [left; blue, red: λ = 2; green: λ = 0.1 (35,35)]. For λ  2
(right), initial sites on a low-disorder line lead to largely constant
total radial probability P(r), indicating partially extended (quasi-
1D) dynamics (blue curve); for a generic initial site (red curve),
exponential decay is capped at very low levels by the contribution of
delocalised lines.
III. DYNAMICS
In experimental settings, dynamics following a quantum
quench from a given initial state is often easier to access than
individual eigenstates. The coexistence of localised and par-
4tially extended eigenstates at λ  2, and the fact that the latter
are largely confined on a special set of low-disorder lattice
lines, indicates that the same lines will also show peculiar
dynamical properties. To confirm this intuition, we have con-
sidered the expansion dynamics of states initially localised on
a single lattice site (n,m) under the 2DAA Hamiltonian. In
particular, we focus on the long-time average of density, given
by the diagonal ensemble
ρnm =
∑
ψ
〈ψ |nm〉2 |ψ〉〈ψ |, (5)
the long-time average of the densitymatrix |Ψ(t)〉〈Ψ(t)|. Here,
|Ψ(0)〉 = |nm〉 and the sum runs over the eigenstates of (2).
Given the density distribution due to this diagonal ensemble,
%nm(n′,m′) = 〈n′m′ |ρnm |n′m′〉, we define its participation
ratio similarly to (3) as
PRnm =
( ∑
n′m′
〈n′m′ |ρnm |n′m′〉2)−1. (6)
Broadly speaking, this participation ratio captures over how
many lattice sites a particle initially localised to a given sitewill
expand. It is plotted in Fig. 4 as a function of initial site for λ =
2 and 40, along with two representative diagonal ensembles
for each. At the critical point, diagonal ensembles show fractal
properties, but altogether appear delocalised on the simulated
length scales; indeed, PR ' L2 for most initial sites. For
λ  2, the crucial difference between low-disorder lines and
the rest of the lattice appears very pointedly in the participation
ratios. For most initial sites (including the origin), the bulk
of the probability distribution remains localised close to the
starting point, with exponentially suppressed probability of
reaching the network of low-disorder lines. On the contrary,
starting from such a line leads to fast delocalisation across
the network of low-disorder lines, in a pattern similar to the
eigenstate shown in Fig. 2(c). We demonstrate in Appendix B
that this expansion occurs with constant speed, i.e., that it is
ballistic.
To quantify whether the diagonal ensembles in Fig. 4 are
extended, we evaluated the radial total probability P(r) and
mean radial density ρ(r) defined by
P(r) =
r+1/2∑
d=r−1/2
〈n′m′ |ρnm |n′m′〉; ρ(r) = P(r)N(r), (7)
where N(r) is the number of sites whose distance d =√
(m − m′)2 + (n − n′)2 from the initial site is between r − 1/2
and r+1/2. A constant P(r) indicates states that are uniformly
extended along individual lines, while a constant ρ(r) corre-
sponds to states extended over the whole plane. Indeed, for
λ ≤ 2, ρ(r) tends to a constant ≈ L−2 for most initial sites, indi-
cating almost uniform distributions compatible with extended
states. For λ  2, P(r) decays exponentially for most initial
sites before it is eventually capped by the contribution of de-
localised lines: Starting from such a line, by contrast, leads to
a nearly constant P(r), consistent with uniform delocalisation
in 1D.
IV. GENERALITY OF EFFECT
The model we considered so far is fine-tuned in the sense
that the quasiperiodic modulation must be applied at precisely
±45◦ to get infinitely long weakly modulated lines. In this
section, we study the effects of moving away from this ideal
case and of adding random disorder.
We furthermore show that the ground state localisation tran-
sition of the 2DAA model belongs to the same universality
class as the corresponding continuum quasiperiodic Hamilto-
nian [12], analogously to what we found earlier in the one-
dimensional case [44]. While this universality does not di-
rectly extend to all excited states, it does indicate that the
physics of the two models are very closely related to one an-
other.
A. Tilted lattices
To demonstrate the stability of partially extended states
against geometric imperfections such as small tilts of the nom-
inally diagonal [(m + n) and (m − n) in (2)] modulation, we
considered self-dual models (A4) where the modulation still
takes the form of two perpendicular cosine potentials, but at an
angle different from 45◦ to the axes. In particular, we consid-
ered the two cases (β1, β2) = (69, 71)/99 and (58, 82)/99 with
periodic boundary conditions on 99 × 99 sites, corresponding
to modulation angles ≈ 45.82◦ and ≈ 54.72◦, respectively.
The participation ratios of all eigenstates are plotted in Fig. 5,
along with the respective eigenstates of highest PR for λ = 5.
For modulation angles close to 45◦, the structure of the spec-
trum and eigenstates remains similar as long as λ is not much
larger than 2. One can understand these eigenstates as still
living on low-disorder lines, which however no longer align
perfectly with the lattice axes. As long as the modulation is
not too strong, it nonetheless remains possible for the wave
function to hop between adjacent lattice lines and thus follow
the low-disorder region. For larger rotation angles, this struc-
ture is effectively destroyed; nevertheless, there is still no sharp
transition at λ = 2 for all eigenstates, as also found recently in
Ref. [42].
A different kind of partially extended state is generated by
related non-self-dual models in which the wave vectors of the
two cosine terms in Eq. (A4) are no longer perpendicular but
instead make small angles with one another. As an exam-
ple, we considered in Fig. 5 also a model with wave vectors
2pi(77, 36)/85 and 2pi(75, 40)/85 with periodic boundary con-
ditions on 85 × 85 sites. We again see many eigenstates with
large participation ratios even at large λ. These eigenstates,
however, have a different structure: Adding two cosines of
similar wave vectors gives rise to wide channels (green lines
in Fig. 5) along the direction of the average wave vector in
which the potential remains close to zero. Wave functions at
E ≈ 0 can readily delocalise along these channels. Further-
more, there appear to be paths throughwhich different channels
can couple to one another, leading to a different kind of par-
tially extended “mesh”. This construction is manifestly more
robust than the self-dual one as long as the two modulating
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FIG. 5. Top row: Participation ratios of all eigenstates of (A4) as a function of λ for β1,2 = (69, 71)/99 (left column) and (58, 82)/99 (middle
column; L = 99), and for the non-self-dual model discussed in the text (right column). The pattern of partially extended states seen at 45◦
largely survives for the weakly tilted model, but not at substantial rotations. The non-self-dual model shows a similar localisation pattern, even
though the underlying mechanism is different.
Bottom row: Wave function weight |ψ |2 for the eigenstate of largest PR of each model at λ = 5. The slightly tilted model shows a network of
lines reminiscent of the 45◦ case, although the lines are broken up into shorter segments to follow low-disorder areas. At larger tilts, this gives
way to exponential localisation. In the non-self-dual model, adding two modulations with similar wave vectors gives rise to wide channels
(green lines) along which the wave function is extended, with quasirandom links connecting neighbouring channels.
wave vectors make small angles with one another.
B. Random disorder
Random disorder always leads to exponential localisation
in two dimensions, although with exponentially large localisa-
tion lengths [45]. This poses the question whether the effects
of quasiperiodicity discussed so far can ever be observed in a
real system, where some random disorder will inevitably be
present. In order to study this, we have added random on-site
disorder to the 2DAA Hamiltonian with λ = 1.8, i.e., some-
what below the self-dual point where most eigenstates are still
extended. The disorder is drawn from a uniform distribution
on [−W/2,W/2] for several values of W . The diagonal en-
semble participation ratio (6) is shown in Fig. 6 at W/J = 0,
0.1, and 0.2 (averaged over 64 disorder configurations), to-
gether with a representative diagonal ensemble for each. In
the clean system, particles released from almost all initial sites
delocalise almost uniformly over the whole system; further-
more, precursors to the fractal structures characteristic for the
self-dual point can be seen. With increasing random disorder,
these features become less pronounced and, eventually, much
of the long-time density distribution remains close to the ini-
tial lattice site. However, due to the very large localisation
lengths for weak random disorder in 2D, the main effects re-
main robust for moderate disorder values: While large-scale
fractal behaviour gets washed out, substantial participation ra-
tios remain on experimentally relevant system sizes, even at
relatively large disorder strengths on the order of 0.1J. Fur-
thermore, very different behaviours are observed for different
initial sites, namely, initial sites on the weak-disorder network
observed in the λ  2 case retain a substantially larger PR
than most other lattice sites.
Even though the diagonal ensemble displays a strong max-
imum around the initial site, substantial statistical weight can
still be seen far away from it even at relatively strong disorder,
indicating that it is not exponentially localised. To quantify
this, we evaluated the mean radial distribution (7) of diagonal
ensemble densities for a range ofW , averaged over initial sites.
These results are plotted on the right hand panels of Fig. 6:
the distribution decays only as a power of the distance from
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FIG. 6. Top left: Diagonal ensemble participation ratio of the disordered 2DAA model for λ = 1.8, β = 99/140, and three values of disorder
strength W , averaged over 64 disorder realisations. The typical PR changes little over this region, however, certain features (e.g. diagonal
modulation) seen in the absence of disorder disappear. Low-disorder lines, which dominate the dynamics of the clean system at large λ, are
visible as darker lines, indicating their larger than average PR.
Bottom left: Diagonal ensemble density after expanding from site (−35,−6) in the same models. Some large-scale, symmetry-related features
of the clean model are lost and most of the statistical weight remains close to the original site. Nevertheless, short-range features remain largely
intact and substantial weight can be seen away from the initial site.
Right: Radial density distributions averaged over all initial sites as a function of disorder strength (top) and system size (bottom). For the
simulated system sizes, all datasets are dominated by power-law decays. We note that for much larger distances, Anderson localisation due to
the random disorder would lead to exponential decay.
the initial site; interestingly, the exponent of the power law de-
pends onW (upper right panel). At large distances comparable
to the system size, the distribution tends to a constant, but as
shown on the lower right panel, this is most likely a finite size
effect.
To understand these results, it is important to remember that
random disorder in two dimensions localises weakly, with an
exponentially large localisation length [45]. It is likely that,
even atW = 1, these localisation lengths are far larger than the
system sizes available to our simulations and ultracold atom
experiments. Therefore, we are confident that the relatively
weak random disorder typically caused by experimental im-
perfections will not hinder the observation of the quasicrystal
physics.
C. Universality between lattice and continuum models
We consider an experimentally inspired [12] continuum
Hamiltonian with eightfold rotational symmetry,
H =
pˆ2
2m
+
3∑
n=0
Vn cos2(kn · r), (8)
where all the Vn are equal and the kn have the same mag-
nitude and make 45◦ angles with one another. This model
is continuously connected to the self-dual 2DAA model (2)
considered above. Namely, if V0 = V2 & 8Er  V1 = V3,
where Er = ~2k2/(2m) is the recoil energy, particles will be
confined to the minima of the square lattice generated by the
strong terms, while the weak terms act as the quasiperiodic
modulation of the resulting tight-binding model [46].
We showed earlier [44] that the ground state localisation
transition of the one-dimensional Aubry–André model and
an analogous continuum quasiperiodic Hamiltonian belong to
the same universality class, even though these classes are not
always adequately described by critical exponents. We now
show that this is also the case for the 2DAA model and the
continuum Hamiltonian (8).
Periodic approximants of (8) for numerical simulation were
constructed by replacing the kn with
k0 = k(1, 0) k2 = k(0, 1) k1,3 = k
(
M
L
,±M
L
)
,
where M/L is a rational approximation of 1/√2, leading to a
potential that is periodic on a square of size L×L wavelengths.
The resulting Hamiltonian was represented in the momentum
basis |a, b〉 = |p0 + 2k(a, b)/L〉 and the ground states of both
models were obtained to a high accuracy with the Lánczos
method which allows us to attain much larger systems than
would be possible with full diagonalisation.
We have used the ground state curvature [44, 47, 48], defined
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FIG. 7. Finite size scaling of the ground state curvature Γ for the
2DAA model (red dots) and the continuum model (8) (blue dots).
Both sets of data share the same critical exponents and fit to the same
scaling curve, indicating that their quantum localisation transitions
belong to the same universality class.
respectively as
Γ =
1
J
EΘ − E0
(Θ/L)2

Θ→0
Γ =
pi2
Er
EΘ − E0
(Θ/L)2

Θ→0
(9)
for lattice and continuum systems, as an order parameter of
the extended phase. In (9), EΘ and E0 are the ground state
energies of the periodic system of L × L sites with periodic
boundary conditions twisted by angle Θ and without twist,
respectively [49]. In the 2DAA model, this order parameter
vanishes at the self-dual point λ = 2, indicating a ground state
localisation transition. Likewise, the ground state curvature of
the continuum model (8) indicates a localisation transition at
a finite value of V , which is however not fixed by any special
property of the model, and likely depends on the parameters
of the Hamiltonian.
To extract the transition point and critical exponents of the
transition accurately, we have used finite-size scaling [50, 51]
on periodic approximants of different sizes L. Fitting results
are shown in Fig. 7. The two models share critical exponents
and fit well to the same scaling functions, indicating they
indeed belong to the same universality class. (Since the con-
tinued fraction expansion of 1/√2 is periodic, it was expected
to admit well-defined critical exponents [44].) Although this
universality does not extend directly to excited states, it does
indicate that the physics of the two models are closely related
to one another and that observations we made on the lattice
model may apply to the continuum version as well.
V. CONCLUSION
We studied a self-dual generalisation of the celebrated
Aubry–André model to two dimensions. We find that the
localisation transition is much richer than in 1D, with lo-
calised and (partially) extended states interspersed in a sig-
nificant part of the spectrum. This effect, which is present
up to large quasiperiodic modulations, stems from the pecu-
liar long-range ordered structure of the quasiperiodic potential
and provides a fascinating alternative to the typical notion of
rare regions in randomly disordered systems. This complex
spectrum with a mixture of ballistically expanding and fully
localised states gives rise to intriguing transport properties and
provides an interesting new opportunity for studying the fate of
many-body localisation in two dimensions. Namely, ourmodel
introduces locally one-dimensional “rare lines” into an Ander-
son localised system, which is qualitatively different from both
the two-dimensional rare regions in typical disordered systems
and the complete absence of rare regions normally envisaged
in the quasiperiodic case.
Similarly to the 1D case [44, 52], we find that the ground-
state localisation transitions of different models with the same
quasiperiodicity belong to the same universality class. We
therefore believe that corresponding continuum models, such
as the eightfold symmetric optical quasicrystal studied in
Ref. [12], will share some of the physics found here. In
future works it will be interesting to test, for example via
the gap-labelling theorem [53], whether these models are also
topologically equivalent. In general, quasiperiodic systems
will enable new studies of the interplay between localisation
and topology, as they inherit topological properties from their
higher-dimensional parent Hamiltonians [30]. Furthermore,
they might help realise novel topological structures in driven
systems without the detrimental influence of Floquet heat-
ing [54, 55], as many-body localised states can remain stable
in driven systems due to their non-ergodic character [56].
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Appendix A: Aubry duality in one and two dimensions
Under the Fourier transform
bk =
1√N
∑
n
exp (2piiβkn) an, (A1)
the one-dimensional Aubry–André model
H = −J
∑
n
(
a†nan+1 + H.c.
) − λJ ∑
n
cos(2piβn)a†nan (A2)
(β < Q) can be reexpressed as
H = −λJ
2
∑
k
(
b†
k
b
k+1 + H.c.
) − 2J ∑
k
cos(2piβk)b†
k
b
k
.
(A3)
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FIG. 8. Left: Wave function weight |ψ |2 of an initially localised wave packet at three different times after quenching onto the 2DAA model
with λ = 40. The initial sites (0, 35) (top row) and (35, 35) (bottom row) are marked by the green X and both lie on the network of delocalised
lines discussed in the main text. The wave packet only expands along the same network of low-disorder lines, over a region of size proportional
to time, consistently with ballistic expansion.
Right: Average displacement (first, second and fourth moments of Euclidean and Manhattan distances to the original site) as a function of
time. Initially, all measures are linear in time, as expected for ballistic expansion; they saturate at longer times due to the finite simulation box.
It is easy to see that this Hamiltonian is formally equivalent to
(A2) with λ replaced by 4/λ, and overall energy scale rescaled
by a factor of λ/2. In particular, (A2) and (A3) are the same
for λ = 2, indicating a self-dual point.
Similar self-dual models can also be constructed in two
dimensions. Consider the following tight binding Hamiltonian
on the square lattice:
H = −J
∑
nm
[
a†nm
(
a
n+1,m + an,m+1
)
+ H.c.
]
(A4)
− λJ
∑
nm
{
cos[2pi(β1n + β2m)] + cos[2pi(β2n − β1m)]
}
a†nmanm,
where β1,2 are irrational. In terms of the reciprocal space
operators
bjk =
1√N
∑
n
exp
[
2pii
{
β1( jn − km) + β2( jm + kn)
}]
anm,
(A5)
Equation (A4) can be rewritten as
H = −λJ
2
∑
jk
[
b†
jk
(
b
j+1,k + bj,k+1
)
+ H.c.
]
(A6)
− 2J
∑
jk
{
cos[2pi(β1 j + β2k)] + cos[2pi(β2 j − β1k)]
}
b†
jk
b
jk
,
which is again formally equivalent to (A4) with λ↔ 4/λ and
scaled by a factor of λ/2. We note that the 2DAA model (2)
is (A4) with β1 = β2, while two of the models in Sec. IVA
follow by setting β1 , β2.
In principle, it is also possible to choose two arbitrary wave
vectors (β1, β2) for the cosine terms in (A4) and construct a du-
ality transformation that exchanges the hopping and potential
terms. However, unless the twowave vectors are perpendicular
to each other, the wave vectors in the dual Hamiltonian will be
different from those in the original, and thus the transformation
does not give rise to a self-dual point.
We finally point out that the parameters β must be irrational
in order for the transformation to preserve the full Hilbert
space of the tight binding lattice. Indeed, if β1,2 were rational,
M1,2/L, bjk = bj+L,k+L , that is, at most L2 creation opera-
tors would remain independent. In our simulations, we have
studied (A4) for β1 = β2 on a tight-binding lattice with L2
sites with periodic boundary conditions, which implies that
β1,2 must be rational with denominator L. This is now not
a problem as the original Hilbert space only consists of L2
modes; however, one has to be careful to choose M1,2 such
that none of the reciprocal space modes (A5) coincide.
Appendix B: Ballistic expansion on low-disorder lines
We calculated the time evolution of particles initially lo-
calised on single sites using exact diagonalisation:
|ψ(t)〉 =
∑
n
|n〉e−iEn t 〈n|ψ(0)〉, (B1)
9where |n〉 are the eigenstates of the 2DAA Hamiltonian (2)
with energy En, and |ψ(0)〉 has support only on site (x0, y0).
We show the resulting wave functions for λ = 0 with initial
sites (35, 0) and (35, 35) in Fig. 8. We note that both initial
sites lie on the network of delocalised lines. As a consequence,
the wave functions initially expand along this network while
avoiding the rest of the lattice. At longer times, they cover
the entire network approximately uniformly, as seen for the
late-time diagonal ensembles shown in the main text. Wave
functions that do not start on or near this network will never
reach it and thus remain localised.
We evaluated the qth moments of the wave functions |ψ(t)〉,
defined as
`q =
〈
ψ(t) ˆ`q ψ(t)〉1/q , (B2)
where we used the Euclidean distance
√
(x − x0)2 + (y − y0)2
and the Manhattan distance |x− x0 |+ |y− y0 | as distance oper-
ators ˆ`. The first, second, and fourth moments corresponding
to both metrics and initial sites are shown in Fig. 8. At short
times, all curves are perfectly linear: this confirms that the
expansion is indeed ballistic and has no multicritical features.
At late times, they all saturate as the wave function expands
all across the finite simulation box. It is worth pointing out
that while moments of the Euclidean distance deviate from lin-
earity as soon as the wave function reaches an intersection of
low-disorder lines, Manhattan distances remain approximately
linear, indicating that the ballistic expansion is not impeded by
spreading out to several lines.
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