Conceptual urban runoff (CUR) models, such as the U.S. Environmental Protection Agency Storm Water Management Model (Huber and Dickinson, 1988), or SWMM, are commonly used for planning and design of urban drainage systems. These models require usually a large number of variables and parameters in order to describe adequately the complex relationships between rainfall, runoff and watershed characteristics. This requirement has frequently become a barrier to the use of these models because of the difficulties involved in the estimation of all the model parameters. More specifically, the successful application of conceptual runoff models depends on how accurate the model is calibrated. However, the calibration of these models has been recognized as a complex and difficult task because of the presence of multiple optimal solutions encountered in the calibration process (Duan et al., 1992; Cooper et al., 1997) . Such problem may be caused either by the limitations inherent in the calibration and verification data used, or by the typical nonlinear structure of the models.
for a robust and reliable automatic calibration procedure in order to assist in the identification of the best set of optimal parameters for a CUR model. Calibration procedures based on local optimization techniques have been found useful for cases where the response surface is relatively smooth and the optimal solution is unique (Johnston and Pilgrim, 1976; Gan and nifu, 1966) . Calibration procedures based on global optimization methods have been shown to be more robust and more reliable since they can locate the global optimal solution of highly irregular response surfaces (Duan et a1., 1992; Cooper et aI., 1997) . Further, while there have been several attempts to develop automatic calibration procedures for general conceptual rainfall-runoff models (Gupta and Sorooshian, Wang, 1991; Duan et at, 1992; Gan and Biftu, 1996; Franchini, 1996) , there were few studies dealing with the automatic calibration of urban runoff models (see, e.g. Liong et at, 1991) . Therefore, appropriate techniques should be developed for solving problems associated with the calibration of CUR models.
In view of the above problems, the main objective of the present study is to propose an automatic calibration scheme for CUR models using an appropriate optimization technique. T ... "o optimization methods \vere selected: the Dmvnhi1l Simplex (DHS) method (NeIder and Mead, 1965) , and the Shuffled Complex Evolution (SCE) technique (Duan et aI., 1992) . The DHS is chosen because it is one of the most popular procedures for calibrating hydrologic conceptual models. If available information regarding the mathematical properties of the """",,""'''''' function indicates that there is only one optimal value for a given feasible parameter range, then the use of a local optimization technique such as the DHS could be appropriate. Such information, however, is often not available for most practical problems. In such cases, the calibration problem should be treated as a global one. As shown by some recent studies (Duan et at, 1992; Cooper et at, 1997) , global optimization methods such as the SCE are capable of handling the existence of multi-local optima in the calibration of conceptual hydrologic models.
The proposed automatic calibration procedures were applied to the SWMM model. Two different scenarios were considered using "error-free" synthetic data, and using observed data available on the Upper Bukit Timah catchment in Singapore. Results of this study have indicated that, for the SWMM model, there are many local optima within a given feasible parameter range, and hence the use of the DHS local optimization technique would not be appropriate. In such cases, the calibration problem should be treated as a global optimization one. More specifically, it has been shown that the proposed SCE-based calibration scheme was able to provide consistent parameter estimates for the SWMM model. In summary, the proposed automatic calibration procedure is more efficient and more accurate than the trial-and-error and local optimization-based calibration methods, and it is capable of providing a unique set of optimal parameters.
Methodology
SWMM is one of the most widely accepted models for planning, design and management of urban drainage systems. This comprehensive conceptual urban runoff model (CUR) is capable of water quality and quantity simulations, and for both storm or combined sewer systems. All features of the hydrologic or qualitative cycles are simulated, in order to provide an accurate prediction. A detailed description of SWMM can be found in the literature (Huber and Dickinson, 1992; Nix, 1994; Viessman and Lewis, 1996) . In general, SWMM consists of two fundamental groups, the computational blocks which include the Runoff, Transport, Extended Transport (Extran) and Storagerrreatment Blocks, and the service blocks which include the Executive, Combine, Statistics, Rain, Temp and Graph blocks. The present study focuses on the capability of SWMM in water quantity simulation and, therefore, only that portion of the Runoff block was considered.
The Runoff block may be run for short duration storms (single events), or for a longer time period including several storms (continuous simulation). The input data requirements for the Runoff Block are quite substantial and detailed, and include hydraulic and geometric properties of the drainage network as well as rainfall and watershed physiographic characteristics. The watershed being considered is divided into several sub-catchments. These sub-catchments are mathematically idealized as spatially lumped, nonlinear reservoirs, and their flows are routed through the channel to which they attached (Huber and Dickinson, 1992) . With such a large data requirement, SWMM's application is often limited to small urban watersheds with well-known characteristics.
As mentioned above, the watershed considered in this study is the Upper Bukit Timah (UBT) catchment located in Singapore. This catchment covers an area of 6.11 km 2 , of which approximately 35% is developed. A forest reserve, an essentially pervious (90-100%) and steep sloped (6-10%) rough surfaced area, exists at the catchment uplands. The remaining area is relatively flat (roughly 4% slope) and consists of low-rise residential areas with some commercial and business buildings having approximately 16-30% impervious areas. The VET watershed is divided into 19 sub-catchments. The sub-catchment and gutter characteristics have been described in more detail in a study by lavaheri (1999). Table 9 .1 describes the eight parameters that were considered in the calibration of SWM};1 using the data available on the UBT catchment. These parameters were selected because they were found to be sensitive to the model output, based on the sensitivity analysis results obtained in several previous studies Liang, 1992, 1993; Liong and Ibrahim, 1994; and Liong et aI., 1995) for the same watershed. Further, as required by the search process of the calibration algorithm, a range of possible values for each parameter must be defined. Hence, it was considered important to determine the allowable range of parameter values such that the estimated parameters should be realistic in value. Therefore, based on various recommendations in the literature (e.g. Huber and Dickinson, 1992; WP-Software, 1993) , and on the basis of previous studies by Ibrahim and Liong (1992) , and Liong et al. (1995) for the tJBT watershed, a realistic and physically meaningful range of values for each parameter and corresponding variable was defined as shown in Table 9 .2. Table 9 .3 provides a summary of the characteristics of the twelve rainfall events considered. These different storms, six multiple burst (MB) and six single burst (SB) storms, were chosen to represent the wide range of rainfall characteristics in Singapore.
The calibration of SWMM can be considered as an optimization problem whose objective is to determine the optimal values of the model parameters in order to provide the best fit between observed and estimated runoffs. The fit between the measured and predicted values is assessed using an objective function. Based on the goodness of fit in each iteration, the optimization algorithm decides the direction in which the search should be continued, and the parameter values that can be used for the next iteration. These parameter values are repeatedly refined until the difference between the simulated and measured hydrographs is within an acceptable user-defined tolerance. The iterative process of parameter estimation requires a calibration algorithm that incorporates an objective function value to each iteration. When the stopping condition is fulfilled, the best set of parameters found in the search is assumed as optimaL Initially, the local optimization DHS technique (Nelder and Mead, 1965) was used to calibrate SWMM. The Nash coefficient was chosen as the objective function since it could provide the best estimates of conceptual model parameters as compared to other goodness-of-fit criteria (Cooper et at, 1997) . This coefficient is defined as follows:
(9.1) in which Q s is the simulated flow, Q m is the measured flow, and Q m is the mean of the measured flows. Hence, a Nash coefficient value of 1.0 represents the perfect fit.
The SWMM and DHS computer codes were combined to form the DHS-SWMM calibration procedure. Several iterations were carried out from different points in the feasible region in order to establish the characteristics of the resulting response surface. It is thus possible to ascertain whether the response surface was smooth with only one optimal solution, or whether it was irregular with many local optima. If only one optimal solution exists, the same set of optimal parameters will result, irrespective of the initial starting point. Otherwise, if there are many local optima, the DHS may get trapped in a local optimal region and converges to a local optimal solution, instead of a global one. In order to ensure that the DHS can find the best solution, the iteration process is stopped when it has passed through 50 loops with no change in the Nash coefficient value, or when a 10-9 tolerance level of the Nash coefficient has been achieved.
Similarly, the calibration of SWMM was performed using the global optimization SCE technique (Duan et aI., 1992) and using the Nash coefficient as objective function. The SWMM and SCE computer codes were combined to form the SCE-SWMM calibration method. To assess the performance of the SCE-SWMM procedure, as compared to the DHS-SWMM, in the search for the global optimal solution, different calibration runs from different starting points in the feasible region were carried out for several storms. If only one set of optimal parameters was obtained, independent of the starting location chosen, the resulting optimal solution can be expected as the global optimal one.
Results and Discussion
The DHS-SWMM calibration procedure was applied to the SWMM model considering all eight calibrating parameters and using real rainfall and runoff data. Several simulation runs were carried out using different starting seed values; that is, each run started at a different initial position in the feasible parameter space. In general, the DHS-SWMM procedure can provide a very good fit between observed and simulated flows as indicated, for instance, in Table 9 .4 for two storms MB1, and SB2 with Nash coefficient values mostly above 0.80. However, it can be seen that, for the different seed values selected, different sets of optimal values of the eight parameters were obtained. The presence of different optimal solutions means that the response surface corresponding to the Nash coefficient is irregular and has many local optima. Therefore, to efficiently find the best parameter set out of these many local optima, a global optimization technique is more appropriate.
Further, notice that many of the parameter values as shown in Table 9 .4 are converging to their specified limits (the feasible limits suggested in the literature as indicated in Table 9 .2). This convergence is not desirable since the optimai values of the parameters should not be equal to the limits imposed initially on them for the search process. Hence, the DHS-SWMM is not quite robust since, depending on the starting location, it may get trapped in the local optimal region and unable to provide the global optimal solution within the realistic range of the parameter values.
The SCE-SWMM procedure was applied to the SWMM model using the real rainfall and runoff data as described above for the DHS-SWMM method. In order to compare the performance of these two calibration methods, the same upper and lower limits of the eight parameters as given in Table 9 .2 were used. The results as shown in Table 9 .5 for storms MBl and SBl indicated that a unique set of optimal parameter values has been obtained for different seeds (i.e., different starting solutions). As compared with the results obtained by the DHS-SWMM method (see Table 9 .4), it can be seen that, while both sets of results have some parameter values converge to the imposed limits, in general the nonconverged parameter values of the SCE-SWMM technique remain constant for different seeds. Therefore, the SCE-SWMM procedure is more robust since it is able to find a unique global optimal solution. This conclusion is true even when the parameters do not converge to the limits, as will be shown later using synthetic data. The above assessment of the SCE-SWMM procedure using real data did not clearly indicate whether the convergence of some parameters to their limiting values and the different optimal solutions obtained for various stonns are due to the weakness of the SCE algorithm or due to the random noise inherent in the real data considered. Hence, it is necessary to perform an assessment of the SCE-SWMM method using "error-free" synthetic data. The synthetic flow series were generated using the real stonn data as input to the SWMM model with known parameter values. In such case, the resulting synthetic flow data can be considered as error-free because they were created from known rainfall input data and from a runoff model with known parameters. Further, in this assessment study the initial parameter limits were selected as from 0.001 to 4.0 for parameters XI-X5, and from 0.5 to 1.5 for parameters X6-XB. These widerange constraints were used in order to see if the optimal solution would take on non-realistic parameter values and to see whether any parameter would converge to its specified limits.
For purposes of illustration, Tables 9.6 and 9.7 present the results of the calibration of the SWMM model based on the DHS-SWMM and SCE-SWMM procedures using the synthetic flow series corresponding to the SB2 storm for several different seeds. It can be seen that the SCE-based calibration method is more robust than the DHS because it can obtain a unique global optimal solution regardless of the starting point. The robustness of the proposed SCE-SWMM method was supported as well by the calibration results presented in Table 9 .8 for several different storms. Therefore, the results based on synthetic data reconfirms the conclusion stated above, using real rainfall and runoff data, regarding the superior performance of the SCE-SWMM automatic calibration procedure in its ability to find a unique global optimal solution.
Notice further that there is no convergence to the limits occurred for any of the parameters estimated by the SCE-SWMM method as shown in Table 9 .8. Therefore, the convergence of the parameters to their limits is not due to the limitation of the SCE algorithm, but could probably be related to the uncertainty associated with the real data. Table 9 .6 Calibration by DHS·SWMM procedure using synthetic data for SB2 storm for different seeds. Table 9 . 7 Calibration by SCE-SWMM procedure using synthetic data for SB2 storm for different seeds. ..... 
Conclusions
Two automatic calibration procedures (DHS-SWMM and SCE-SWMM) have been proposed for calibrating the SWMM model. Results of the comparison of these two procedures using synthetic and real data have indicated the superior performance of the SCE-based method in terms of accuracy and robustness of the estimated model parameters. As the response surface of the SWMM was highly irregular, the local optimization DHS method was found trapped in a localized optimal region and converged to a local optimal solution. The global optimization SCE method, however, was able to provide more accurate parameter estimates, and consequently, a better fit between estimated and observed hydrographs for the SWMM model. Further, it should be noted that the calibration of CUR models can be more efficiently achieved if a minimum number of significant parameters could be identified since simpler search procedure is required for finding the global optimal solution when a smaller number of parameters are involved. Sensitivity analysis, therefore, should be performed to be able to identify an optimal set of significant parameters for calibration. For the application of the SWMM to the Upper Bukit Timah watershed, it has been found that the automatic calibration based on two parameters X6 (the sub-catchment width) and X7 (the percent impervious area) was able to provide results comparable to those given by the calibration using an eight parameters (Javaheri, 1999) .
