Abstract. The change in the electric potential due to lightning is evaluated. The potential along the lightning channel is a constant which is the projection of the pre-flash potential along a piecewise harmonic eigenfunction which is constant along the lightning channel. The change in the potential outside the lightning channel is a harmonic function whose boundary conditions are expressed in terms of the pre-flash potential and the post-flash potential along the lightning channel. The expression for the lightning induced electric potential change is derived both for the continuous equations, and for a spatially discretized formulation of the continuous equations. The results for the continuous equations are based on the properties of the eigenvalues and eigenfunctions of the following generalized eigenproblem:
Introduction
During lightning, a region of space, the lightning channel, becomes highly conductive leading to an abrupt change in the electric potential throughout the atmosphere. If the conductivity along the lightning channel became infinite, then lightning would cause a jump discontinuity in the electric potential. In this paper, we evaluate the change in the electric potential that results from infinite conductivity along the lightning channel.
The following equations model the evolution of the electric potential in a domain Ω, assuming the time derivative of the magnetic flux density can be neglected: where Ω ⊂ R n is a bounded domain with boundary ∂Ω, σ ≥ 0 lies in the space L ∞ (Ω) of essentially bounded functions defined on Ω, and the components of the forcing term J lie in L 2 (Ω), the usual space of square integrable functions defined on Ω. The initial condition φ 0 is assumed to lie in H 1 0 (Ω), the Sobolev space consisting of functions which vanish on ∂Ω and with first derivatives in L 2 (Ω). Although Maxwell's equations describe the electromagnetic fields in R 3 , the mathematical analysis throughout this paper is developed in R n , where n is an arbitrary positive integer.
Equation ( 
. In a thunderstorm, σ is the conductivity divided by the permittivity of the atmosphere, Ω is any large domain extending from the Earth to the ionosphere which contains the thundercloud in its interior, and J is due to transport by wind of charged ice and water particles in the cloud. Although J is a function of time, we focus on the potential change during lightning, which we consider infinitely fast. Hence, during a lightning event, J is essentially time invariant. The potential of the ionosphere is not zero, however, we can make a change of variables to subtract off the "fair-field potential" (the potential of the atmosphere when the thundercloud is removed) and transform the problem to the form (1.1)-(1.3) where the potential vanishes on ∂Ω.
A possible lightning channel is sketched in Figure 1 . Mathematically, the lightning channel L could be any connected, open set contained in Ω with its complement L c = Ω\L connected. More realistically, we should view L as a connected network of thin open tubes. The case where L touches ∂Ω, as would happen during a cloud-to-ground flash, is treated as a limit in which L approaches arbitrarily closely to the boundary of Ω.
Let Ψ be the characteristic function for L (Ψ is identically 0 except in L where Ψ is 1). The effect of lightning is to ionize the domain L, in essence, replacing σ in (1.1) by σ + τ Ψ where τ is large. If the lightning occurs at t = 0, then in the moments after the lightning, the electric potential is governed by the equation 5) subject to the boundary conditions (1.2) and (1.3). Here the scalar τ reflects the change in conductivity in the lightning channel. If φ τ (x, t) denotes the solution to (1.5) at position x ∈ Ω and time t, and if the lightning is infinitely fast and the conductivity of the channel is infinitely large, then the potential right after the lightning is given by φ
We show that φ + can be expressed in the following way: 
where 8) and where Π and ξ are harmonic functions in L c with boundary conditions as specified below:
Thus φ + has the constant value φ L along the lightning channel L and the change in the potential due to lightning has been expressed in terms of the potential φ 0 before the lightning and the lightning channel L. When L touches ∂Ω, as it would during a cloud-to-ground flash, φ L = 0 and Π can be eliminated. That is, as L approaches the boundary of Ω, Π develops a jump singularity since Π = 1 on L and Π = 0 on ∂Ω. Hence, ∇Π approaches a delta function as L approaches ∂Ω. Since the delta function is squared in the denominator of φ L while the numerator is finite, φ L tends to 0 as L approaches ∂Ω. Thus in a cloud-to-ground flash, the change ξ in electric potential due to the lightning is the solution to (1.10) with φ L = 0.
This formula for the potential change due to lightning can be exploited in a stepwise fashion to grow a lightning channel, as we show in [4, 6] . In other words, the lightning channel starts out as a tiny line segment where the magnitude of the electric field first reaches the local breakdown threshold of the atmosphere. A new channel segment is oriented along the electric field lines and appended to the existing channel at a point on ∂L where the electric field magnitude is largest. The channel continues to grow in small steps until the magnitude of the electric field drops beneath the breakdown threshold everywhere on the boundary of L. See [4, 6] for further discussion and simulations of channel growth. In this paper, we focus on the evaluation of the electric potential after a lightning discharge along a prescribed channel.
Lightning channels can be estimated using the time-of-arrival of VHF pulses generated during lightning [8, 9, 12, 13, 15, 17, 18] . These pulses can be used to form a graph, which we call the "pulse graph" of a flash [7] , and which approximates the lightning channel. Ground or balloon-based electric field mills or antenna systems can be used to estimate J in (1.1) (see [6, 7] ). Hence, by numerically integrating (1.1)-(1.3), we can compute φ, which gives us the pre-flash potential φ 0 of Theorem 1.1. The potential change associated with lightning, given by Theorem 1.1, can be used to compute both lightning charge transport, using Gauss' law, and the energy E associated with a lightning discharge using the formula
Previously, Marshall and Stolzenburg [10] (also see [14] , Sect. 4.2) have estimated the energy associated with a lightning flash from balloon soundings of the electric field in a thunderstorm and assumed minimum and maximum values for the charge transfer. The formula (1.12) would provide a more precise way to estimate flash energy without additional assumptions.
In our previous analysis of the potential change due to lightning, the continuous equation (1.5) was discretized and we studied limits in the discrete equations. Discretizing the spatial domain in (1.5) leads to a linear ordinary differential equation: 13) where the dot denotes time derivative, A and B are n by n symmetric, positive definite matrices, U is an n by m matrix with each column completely zero except for a +1 and −1 entry, and i ∈ R n (see [5] ). For each column of U, the location of the +1 and −1 correspond to an arc in the lightning channel connecting two points in the mesh associated with the spatial discretization. Let Φ τ (t) denote the solution to (1.13) at time t. The following limit is established for the discrete potential right after lightning at t = 0:
Theorem 1.2. If A and B are n by n symmetric matrices, A is positive definite, and U is an n by m matrix of rank m, then we have
In [5] this formula was obtained when the time derivative in (1.13) was approximated by an implicit Euler scheme. That is, the potential Φ(Δt) was approximated by the solution Φ 1 to the following equation, which corresponds to an implicit Euler discretization of (1.13):
We observed in [5] that as τ tends to ∞ and as Δt tends to 0, Φ 1 approaches the limit (1.14). In [4] we examined the continuous differential equation (1.13) without discretizing time. We showed that the formula (1.14) remains valid provided A and B commute (that is, they share a common set of eigenvectors [16] , p. 249). Now we will establish (1.14) in the more general setting where A is symmetric, positive definite and B is symmetric. Thus (1.14) is a rather general discrete analogue of (1.7).
By (1.14), U T Φ + = 0. Hence, in the lightning context, where each column of U is zero except for a single +1 and −1, U T Φ + = 0 is equivalent to the equality of components of Φ + corresponding to the location of the +1 and −1 in each column of U. Analogously, for the continuous equation (1.5) 
In the lightning context, the matrix A in the differential equation (1.13) is a discretization of the Laplacian. In (1.14), A −1 appears twice, in the capacitance matrix factor U T A −1 U as well as in the external factor A −1 . Analogously, in (1.9) and (1.10) we solve a harmonic equation twice, once to obtain Π, and then again when we compute ξ. The boundary condition for ξ on ∂L connects the potential φ 0 before the lightning with the potential φ L along the lightning channel.
The potential change in the discrete context is Φ + − Φ 0 . Let V be an n by n − m matrix of rank n − m whose columns are orthogonal to the columns of U. By (1.14) we have V T A(Φ + − Φ 0 ) = 0, which is the discrete analogue of the result (1.10) in Theorem 1.1 that the potential change ξ is harmonic in L c .
The evaluation of the limit (1.7) was motivated by the techniques developed to obtain the discrete limit (1.14). Even though the matrices A, B, and UU T in (1.13) are all symmetric, the solution Φ to the differential equation is not symmetric. The key step in our general derivation of (1.14) involves decomposing the solution into a product of symmetric factors where we could exploit symmetry, and could analyze how τ effects eigenvalues. 11) . In [2] we prove the following result which implies that the eigenfunctions associated with (1.15) form a complete orthonormal set: The eigenfunction Π is particularly important. According to Theorem 1.1, the potential along the lightning channel is the projection of the pre-flash potential φ 0 along the eigenfunction Π.
The paper is organized as follows: In Section 2 we explain how (1.1) is obtained from Maxwell's equation. In Section 3 we establish the discrete limit (1.14) in a general setting. In Section 4 we use the eigendecomposition given in Theorem 1.3 to reformulate the continuous equations (1.5). In Section 5 we evaluate the limit (1.7). A closed form solution for the limit in 1-dimension is given in Section 6. Final conclusions appear in Section 7.
Notation. Throughout the paper, we use the following notation. N is the set of positive integers (natural numbers) and 2 is the space of square summable sequences:
When M is finite dimensional, M is its largest singular value. The complement of L is L c = Ω \ L. We let I and 0 denote the n by n identity and zero matrices respectively. In general, I m×m and 0 m×n denote m by m and m by n versions of the identity and the zero matrices. 
Maxwell's equations
Equations (1.1) or (1.5) are derived from Maxwell's equations for linear materials. By Ampere's law, we have
where H is the magnetic field, J T is the total current density, E is the electric field, and is the permittivity of air. J T is partly due to the movement of charged ice and water particles in the cloud and partly due to the electrical conductivity in the cloud: J T = J p + σ a E, where σ a is the conductivity of the atmosphere. Hence,
Taking the divergence gives
By Faraday's law of induction,
where B is the magnetic flux density. Assuming the time derivative of B can be neglected, we have curl (E) = 0, which implies that E can be represented as the gradient of a potential. It is common to write E = −∇φ. With this substitution, (2.1) reduces to (1.1) where σ = σ a / and J = J p / .
Limit in the discrete equations
In this section, we will prove Theorem 1.2. The solution to (1.13) is given by
If the matrices A −1 B and A −1 UU T commute, then we could write
and the analysis of the limit, as τ tends to ∞, could be computed using the simple proof given in [4] . However, in general, when A might be the matrix associated with a discretization of the Laplacian, the matrices A −1 B and A −1 UU T are not expected to commute. The analysis which follows provides a strategy for obtaining the same limit given in [4] without assuming commutativity.
Suppose that X and Y are n by n matrices with X symmetric and positive definite. By a Taylor expansion for the exponential, we have
Hence, we have
where
Let WΛW T be a diagonalization of VV T where W is orthogonal and the diagonal elements of Λ are arranged in decreasing order:
There are precisely m positive eigenvalues since U and V have rank m. Replacing VV T by its diagonalization gives
T is a diagonalization of W T CW + τ Λ, with eigenvalues arranged in decreasing order, then
where I denotes the n by n identity matrix. By a result [11] , p. 191, concerning the perturbation in eigenvalues for symmetric matrices, we have
That is, the ith largest eigenvalue d ii (τ ) of W T CW + τ Λ differs from the ith largest eigenvalue τλ i of τ Λ by at most W T CW = C . For any square matrix M, the triangle inequality yields
Combine this with (3.6) to obtain
Hence, uniformly in τ , we have lim
For any t > 0, it follows from (3.3) that
where the subscripts on the matrices denote their dimensions, and 0 is a matrix whose entries are all zero. Combine (3.5), (3.7), and (3.8) to obtain
where the remainder term R has the property that
Suppose Q(τ ) is block partitioned in accordance with (3.8):
The eigenvector matrix Q(τ ) for W T CW + τ Λ, is the same as the eigenvector matrix for W T CW/τ + Λ. Since the eigenvector matrix for Λ is I, it follows that as τ tends to infinity, Q 21 (τ ) and Q 12 (τ ) approach zero. Since Q(τ ) is orthogonal, we have
Hence, Q(τ )I 0 Q(τ )
T approaches I 0 as τ tends to infinity, and by (3.4) and (3.9), we conclude that
where W 1 is the submatrix of W corresponding to the first m columns. Combining this with (3.2) gives
Recall that W 1 is a matrix whose columns are orthonormal eigenvectors associated with the m nonzero eigenvalues of VV T . We now show that
and XΣX T is a diagonalization of V T V with the eigenvalues arranged in decreasing order. First, observe that the columns of P are orthonormal since
The columns of P are eigenvectors of VV T since
We utilize (3.11) and the substitution V = A −1/2 U to obtain
Referring to (3.10), we have
By the uniform boundedness of the exponential in (3.9), the integral term in (3.1) tends to zero as t tends to 0. Relations (3.1) and (3.12) complete the proof of Theorem 1.2.
Reformulation of the continuous equation
Let (φ i , λ i ), i ∈ N, denote a complete orthonormal set of eigenfunctions for the generalized eigenproblem (1.15), as given by Theorem 1.3. We decompose N into the disjoint union of four sets corresponding to the four classes of eigenfunctions described in the introduction:
The set S Π contains precisely one element corresponding to the eigenfunction Π given by (1.9). The set S 0 corresponds to eigenfunctions supported on L c , while S 1 corresponds to eigenfunctions supported on L. The set S + corresponds to functions in H The weak form of (1.5) is to find φ such that
We substitute the eigenexpansion
into (4.1). Taking v = φ j , j = 1, 2, . . ., and utilizing the orthonormality of the eigenfunctions yields the linear systemα
3) where
Since the φ i are orthonormal eigenfunctions for (1.15), we have
Hence, D is a diagonal matrix with the eigenvalues λ i , i ∈ N, on the diagonal. Since the eigenvalues are nonnegative, D is positive semidefinite. We now consider A and f :
Lemma 4.1. The matrix A is positive semidefinite. The 2-norms of A and f , defined in (4.5) and (4.6) respectively, are both finite, and we have
The 2-norm of D satisfies D ≤ 1.
Proof. Since the eigenvalues of the generalized eigenproblem (1.15) satisfy 0 ≤ λ i ≤ 1, and since D is a diagonal matrix with the eigenvalues on the diagonal, the inequality D ≤ 1 follows immediately. By the definition of A, we have
for all x ∈ 2 since σ ≥ 0. Since A is positive semidefinite, the Cauchy-Schwarz inequality yields
for all x and y ∈ 2 . If x = 1, then by (4.8) we have
Hence, (4.9) yields the first inequality in (4.7). Let u ∈ H 1 0 (Ω) be the weak solution to Δu = −∇ · J:
We have
Dividing by ∇u gives ∇u ≤ J . (4.10) For f defined in (4.6),
The last equality is due to the fact that the φ i are a complete orthonormal basis relative to the H 1 0 (Ω) inner product, while the last inequality is (4.10). 
Potential change for the continuous equation
We now prove Theorem 1.1. Multiply (4.3) by α T and utilize the fact that D and A are positive semidefinite to obtain
Hence, we have 1 2
Multiplying by e −t and rearranging yields
Integration over the interval [0, t] gives
This shows that α(·) is uniformly bounded over any finite interval. For the remaining analysis, it is convenient to group the eigenvectors into two sets, corresponding to eigenvectors whose associated eigenvalues are positive (the index sets S 1 and S + ) and eigenvectors whose associated eigenvalues are zero (the index sets S Π and S 0 ). This grouping of the eigenvectors corresponds to a permutation of D which has the following structure: Here we have inserted a τ subscript on p to remind us that the p-component of the solution α to (4.3) depends on τ . Now consider the bottom half of equation (4.3): 4) where A 2 denotes the bottom half of A and f 2 is the bottom half of f . Since the bottom half of D is zero, the D term of (4.3) is not present in (5.4). Integrating (5.4) over the interval (0, t) yields 
independent of τ . Consequently, r τ (t) tends to 0 as t tends to 0, independent of τ . By (5.5) we conclude that z τ (t) converges to z(0) in 2 as t tends to 0, independent of τ . In summary, the vector α τ (t) = [p τ (t); z τ (t)] has the property that p τ (t) tends to 0 as τ tends to infinity for any fixed t (see (5.3)), while z τ (t) tends to z(0) as t tends to zero, independent of τ . More succinctly,
We now exploit these observations to analyze the expansion for φ in (4.2):
The coefficients α τ,i (t) for i ∈ S + ∪ S 1 are components of the vector p τ (t), which tend to 0 as τ tends to infinity by (5.3). The coefficients α τ,i (t) for i ∈ S 0 ∪ S Π are components of the vector z τ (t), which approaches z(0), as t tends to 0, independent of τ . Since the components of z(0) are the coefficients in the eigenfunction expansion of φ 0 corresponding to the eigenvalues λ i = 0, we have
Since φ i for i ∈ S Π is the normalized Π, α i (0)φ i (x) is simply the projection of φ 0 along Π:
Since Π(x) = 1 for x ∈ L, the top half of (1.7) has been established. Now suppose that x ∈ L c . By the completeness of the φ i , we have
Consequently, for x ∈ L c , (5.6) can be rewritten
since φ i for i ∈ S 1 vanishes on L c . Let ξ denote the final term in (5.9):
For i ∈ S + , we have Δφ i = 0 on L c since the eigenfunctions associated with indices in
To obtain the boundary values for ξ on ∂L, we examine the eigenexpansion (5.8), which can be rearranged in the form
(5.10)
Consequently, for x ∈ ∂L, it follows from (5.7) and (5.10) that
This completes the proof of Theorem 1.1.
Limit in one dimension
In this section, we focus on Theorem 1.1 in dimension 1 (n = 1) with Ω the open interval (0, 1) and L a subinterval (a, b) whose closure is contained in (0, 1). In this case, the equations describing Π reduce to
The solution is
, where
Let us define the parameters
1) where θ 1 > 0, θ 2 > 0, and θ 1 + θ 2 = 1. Thus the effect of the lightning is to make the potential φ L on the lightning channel (a, b) a convex combination of the potential φ 0 (a) and φ 0 (b) at the ends of the channel. The coefficients θ 1 and θ 2 in the convex combination depend on the distance between the ends of the channel and the boundary of the domain Ω. It is interesting to note that the potential φ L on the lightning channel only depends on the pre-flash potentials φ 0 (a) and φ 0 (b) at the ends of the channel; in other words, the pre-flash potential at interior points along the channel apparently has no effect on the potential that is achieved along the lightning channel after the flash. Also, notice that as one of the channel ends, say a approaches the boundary, φ L approaches zero since θ 2 and φ 0 (a) both approach 0 as a approaches 0 (recall that φ 0 (0) = 0). A more general discussion of a cloud-to-ground flash is given after Theorem 1. 
Conclusions
In Theorems 1.1 and 1.2, we evaluate the change in the electric potential induced by * The electric potential change in the discrete setting is evaluated by expressing the solution to (1.13) as a product of symmetric factors and analyzing the effect of τ on the eigenvalues. By (3.6), the eigenvalues grow in proportion to τ , with an error term which is bounded, independent of τ . The derivation of the formula for the lightning induced electric potential change in the continuous equation (1.5) is based on the properties of the eigenfunctions and eigenvalues of the generalized eigenproblem (1.15). There are four classes of eigenfunctions all of which enter into the analysis. However, the post-flash potential is represented using eigenfunctions of type 1 and type 4, functions in H 
