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Abstract
Let S ⊂ Zd be a finitely generated subsemigroup. Let E be a product system
over S. We show that there exists an infinite dimensional separable Hilbert space
H and a semigroup α := {αx}x∈S of unital normal ∗-endomorphisms of B(H) such
that E is isomorphic to the product system associated to α.
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1 Introduction
Product systems of Hilbert spaces over R+ were originally invented by Arveson ([1]) in his
classification programme of E0-semigroups. Later Dinh in [3] and Fowler and Raeburn
in [4] considered product systems over more general semigroups.
Let H be a complex separable Hilbert space and denote the algebra of bounded
operators on H by B(H). Let P be a discrete countable cancellative semigroup with
identity e. By an EP -semigroup on B(H), we mean a family α := {αt}t∈P of normal
∗-endomorphisms of B(H) such that
(1) for s ∈ P , αs is non-zero,
(2) for s, t ∈ P , αst = αs ◦ αt, and
(3) αe is the identity homomorphism.
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An EP -semigroup α := {αt}t∈P on B(H) is called an EP0 -semigroup if for every t ∈ P ,
αt(1) = 1.
Let α := {αt}t∈P be an EP -semigroup on B(H). For t ∈ P , set
E(t) := {T ∈ B(H) : αt(A)T = TA for all A ∈ B(H)}.
We have the following.
(1) Let t ∈ P be given. For S, T ∈ E(t), T ∗S is a scalar, for it commutes with every
element of B(H), which we denote by 〈S|T 〉. Then 〈 | 〉 defines an inner product
on E(t) and makes E(t) a Hilbert space.
(2) The linear span of {ST : S ∈ E(s), T ∈ E(t)} is dense in E(st) for every s, t ∈ P .
(3) The disjoint union of Hilbert spaces
∐
t∈P
E(t) has an associative multiplication where
the multiplication is given by the following rule
(s, S)(t, T ) := (st, ST ).
In other words,
∐
t∈P
E(t) forms a discrete product system of Hilbert spaces over P .
It is known that every discrete product system of Hilbert spaces over P is isomorphic
to a product system associated to an EP -semigroup ( See Remark 2.3). The relevant
question in Arveson’s theory is the following: Is every product system over P isomorphic
to a product system associated with an EP0 -semigroup on B(H) where H is an infinite
dimensional separable Hilbert space ?
So far the question is resolved for the semigroup N in the discrete case and for R+ in
the continuous case. See [2] and [6] for more details. The goal of this paper is to settle
this question in the affirmative for subsemigroups of Zd which are finitely generated.This
paper is heavily inspired by [2] and the purpose of this paper is to note down the fact
that Arveson’s technique in [2] works for finitely generated subsemigroups of Zd. A little
bit of notation. For us N denotes the set {0, 1, 2, 3, · · · }.
The authors would like to thank Prof. Partha Sarathi Chakraborty for his geometric
insight which helped us in proving Lemma 3.8.
2 Discrete product systems
In this section, we recall from [4], the notion of a discrete product system of Hilbert spaces
over a semigroup. What follows in this section is well known and is based on [4], the
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monograph [1] and [2]. The authors claim no originality of what follows in this section.
We have included this section to make the paper easily readable and self contained.
Let P be a countable cancellative semigroup containing the identity element e.
Definition 2.1 By a discrete product system of Hilbert spaces over P , we mean a set E
together with a surjection p : E → P such that
(1) for t ∈ P , E(t) := p−1(t) is a non-zero complex separable Hilbert space,
(2) there exists an associative multiplication E × E ∋ (x, y) → xy ∈ E such that
p(xy) = p(x)p(y) for every x, y ∈ E,
(3) for s, t ∈ P , there exists a unitary us,t : E(s)⊗E(t)→ Est such that us,t(x⊗y) = xy
for x ∈ E(s) and y ∈ E(t), and
(4) the fibre over the identity element e, E(e) = C and for s ∈ P , the multiplication
maps E(e)×E(s)→ E(s) and E(s)×E(e)→ E(s) are simply scalar multiplication.
We suppress the surjection p and simply write a product system E as E =
∐
t∈P
E(t) where
for t ∈ P , E(t) is the fibre over t. From now on, by a product system over P , we mean
a discrete product system of Hilbert spaces over P .
Let E :=
∐
t∈P
E(t) and F :=
∐
t∈P
F (t) be product systems over P . We say E is
isomorphic to F if for every t ∈ P , there exists a unitary operator θt : E(t)→ F (t) such
that θst(xy) = θs(x)θt(y) for s, t ∈ P and (x, y) ∈ E(s)× E(t).
Definition 2.2 Let E :=
∐
t∈P
E(t) be a product system over P . Let H be a separable
Hilbert space. By a representation of E on H, we mean a map φ : E → B(H) such that
(1) for x, y ∈ E, φ(xy) = φ(x)φ(y), and
(2) for s ∈ P and x, y ∈ E(s), φ(y)∗φ(x) = 〈x|y〉.
The representation φ is called essential if for every t ∈ P , φ(E(t))H = H.
Let E :=
∐
t∈P
E(t) be a product system over P and let φ : E → B(H) be a representa-
tion. Then there exists an EP -semigroup, αφ := {αφt }t∈P such that the product system
3
associated to αφ is
∐
t∈P
φ(E(t)) (See Prop. 1.11 of [4]). Also for t ∈ P , αφt is given by the
equation
αφt (A) =
d∑
i=1
φ(vi)Aφ(vi)
∗ (2.1)
where {vi}di=1 is an orthonormal basis for E(t). If d is infinite, the sum in Eq.2.1 is a
strongly convergent sum. It is clear that E is isomorphic to the product system associated
to αφ. Moreover αφt (1) is the projection onto the closed subspace φ(E(t))H. Thus the
EP -semigroup αφ is an EP0 -semigroup if and only if φ is essential.
Remark 2.3 It is known that a product system over P is isomorphic to a product system
associated to an EP -semigroup. This is due to the fact that any product system has a
representation on a separable Hilbert space. (See Lemma 1.10 of [4]).
For t, s ∈ P , we write t ≥ s if there exists a ∈ P such that t = sa. Since P is
cancellative, it follows that for t, s ∈ P , if t ≥ s then there exists a unique element in P ,
denoted s−1t, such that t = s(s−1t).
Let E :=
∐
t∈P
E(t) be a product system over P . Let t, s ∈ P be such that t ≥ s.
Choose a ∈ P such that t = sa. For v ∈ E(s) and w ∈ E(t), there exists a unique
element denoted v∗w ∈ E(a) such that 〈x|v∗w〉 = 〈vx|w〉 for every x ∈ E(a). Note that
||v∗w|| ≤ ||v||||w|| (2.2)
for v ∈ E(s) and w ∈ E(t).
Lemma 2.4 Let E :=
∐
t∈P
E(t) be a product system over P . Let t, s, r ∈ P be such that
t ≥ s. Then for v ∈ E(s), w1 ∈ E(t) and w2 ∈ E(r), v
∗(w1w2) = (v
∗w1)w2.
Proof. Let a ∈ P be such that t = sa. Consider elements v ∈ E(s), w1 ∈ E(t) and
w2 ∈ E(r). To show v∗(w1w2) = (v∗w1)w2, it is enough to show that
〈v∗(w1w2)|u〉 = 〈(v
∗w1)w2|u〉
for every u ∈ Ear. Since {xy : x ∈ E(a), y ∈ E(r)} is total in Ear, it suffices to show
that for x ∈ E(a), y ∈ E(r),
〈v∗(w1w2)|xy〉 = 〈(v
∗w1)w2|xy〉.
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To that end, let x ∈ E(a) and y ∈ E(r) be given. Calculate as follows to find that
〈v∗(w1w2)|xy〉 = 〈w1w2|v(xy)〉
= 〈w1w2|(vx)y〉
= 〈w1|vx〉〈w2|y〉
= 〈v∗w1|x〉〈w2|y〉
= 〈(v∗w1)w2|xy〉.
This completes the proof. ✷
We also need the following Lemma whose proof is obtained by merely translating the
proof of Lemma 2.4 of [2] to our setup. Thus we omit the proof.
Lemma 2.5 Let E :=
∐
t∈P
E(t) be a product system over P . Let t, s ∈ P be such that
t ≥ s. Suppose that {vi}di=1 is an orthonormal basis for E(s). Here d is the dimension
of E(s). Then
d∑
i=1
||v∗i ξ||
2 = ||ξ||2 for every ξ ∈ E(t).
3 Construction of an essential representation
Fix d ≥ 1. Let S ⊂ Zd be a non-zero finitely generated subsemigroup. Then S − S is a
subgroup of Zd and hence isomorphic to Zm for some m. Thus with no loss of generality,
we can assume that S − S = Zd. The semigroup S is fixed for the rest of this section.
Proposition 3.1 Let E :=
∐
s∈S
E(s) be a product system over S. Suppose that E(s) is
1-dimensional for every s ∈ S. Then there exists an ES0 -semigroup α := {αs}s∈S on
B(ℓ2(Zd)) such that the product system associated to α is isomorphic to E.
Proof. For s ∈ S, choose a unit vector es ∈ E(s). Then for every r, s ∈ S, there exists
a unique scalar, denoted ω(r, s) ∈ T, such that eres = ω(r, s)er+s. The associativity of
the multiplication of the product system E implies that ω is a multiplier on S i.e. for
r, s, t ∈ S,
ω(r, s)ω(r + s, t) = ω(r, s+ t)ω(s, t).
By Theorem 2.2 of [5], it follows that ω extends to a multiplier on Zd. We denote the
extension also by ω.
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Let {δz : z ∈ Zd} be the standard orthonormal basis for ℓ2(Zd). For x ∈ Zd, let Ux
be the unitary on ℓ2(Zd) defined by the equation
Ux(δz) = ω(x, z)δx+z.
Note that UxUy = ω(x, y)Ux+y for all x, y ∈ Zd.
For s ∈ S, let αs be the automorphism of B(ℓ2(Zd)) defined by the formula
αs(A) = UsAU
∗
s .
Then α := {αs}s∈S is an ES0 -semigroup on B(ℓ
2(Zd)). Let F :=
∐
s∈S
F (s) be the product
system associated to the ES0 -semigroup α. It is clear that for s ∈ S, F (s) is spanned
by Us. For s ∈ S, let θs : E(s) → F (s) be the unitary such that θs(es) = Us. Now
it is immediate that θ :=
∐
s∈S
θs : E → F is an isomorphism of product systems. This
completes the proof. ✷
Remark 3.2 Suppose S = Zd and E :=
∐
s∈Zd
E(s) is a product system over S. Then
for every s ∈ Zd, E(s)⊗ E(−s) ∼= C. This implies that E(s) is 1-dimensional for every
s ∈ S. Thus by Proposition 3.1, it follows that E is isomorphic to a product system
associated to an ES0 -semigroup.
Hereafter we assume that S 6= Zd. Let us make a few preliminary observations
regarding the semigroup S. Let {e1, e2, · · · , er} be a set of generators for the semigroup
S i.e. S = {
∑r
i=1miei : mi ∈ N}. Let a :=
∑r
i=1 ei. For x, y ∈ Z
d, we write x ≥ y if
x− y ∈ S. We use the above notations for the rest of this paper. We have the following
archimedean principle.
Lemma 3.3 Let x ∈ Zd be given. Then there exists n ≥ 1 such that na ≥ x. As a
consequence, we have −ka /∈ S for every k ≥ 1.
Proof. Since S − S = Zd, there exists integers m1, m2, · · · , mr such that x =
∑r
i=1miei.
Let n ≥ 1 be such that n ≥ mi for each i. Then na− x =
∑r
i=1(n−mi)ei ∈ S.
Suppose −ka ∈ S for some k ≥ 1. Then −a = −ka + (k − 1)a ∈ S. This implies
that −na ∈ S for every n ≥ 1. Let x ∈ Zd be given. Then there exists n ≥ 1 such that
na ≥ −x or in other words, na + x ∈ S. Hence x = (na + x) + (−na) ∈ S. This forces
that S = Zd which is a contradiction since we have assumed that S 6= Zd.
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Lemma 3.4 The intersection
⋂∞
n=0(S + na) = ∅. Moreover the sequence {S + na}n≥0
is a decreasing sequence of subsets of S.
Proof. Suppose y ∈
⋂∞
n=0(S+na). Then y−na ∈ S for every n ≥ 0. By Lemma 3.3, there
exists n0 ≥ 1 such that n0a−y ∈ S. Note that −a = (y−(n0+1)a)+(n0a−y) ∈ S which
is a contradiction to Lemma 3.3. It is clear that {S +na}n≥0 is a decreasing sequence of
subsets of S. This completes the proof. ✷
Notations: For k ≥ 0, let Lk := (S + ka)\(S + (k + 1)a). Then Lemma 3.4 implies
that {Lk : k ≥ 0} is a disjoint family of subsets of S whose union is S. Observe that for
k ≥ 0, ka ∈ Lk. Also note that for k ≥ 0, S + ka =
∐
m≥k
Lm. Since S =
∐
k≥0
Lk, for s ∈ S,
there exists a unique non-negative integer denoted n(s) such that s ∈ Ln(s). Note that
for s ∈ S, n(s+ a) = n(s) + 1. Also observe that for s ∈ S, s− n(s)a ∈ L0 and if s ∈ L0
then s + ka ∈ Lk for k ≥ 0. For z ∈ Zd, let Lz = (L0 + z) ∩ S. Note that for k ≥ 0,
Lk = Lka. We use the above notations throughout this paper.
Let E :=
∐
s∈S
E(s) be a product system over S which is fixed for the rest of this section.
We assume that there exists s ∈ S such that E(s) is not 1-dimensional. Our goal in
this section is to construct an essential representation of E on an infinite dimensional
separable Hilbert space. Let e ∈ E(a) be a unit vector which is fixed for the rest of this
section.
Let V denote the vector subspace of sections of E which are square integrable over
Lz for every z ∈ Zd. More precisely, let f : S → E be a section. Then f ∈ V if and only
if for every z ∈ Zd, ∑
s∈Lz
||f(s)||2 <∞.
As is customary, an empty sum equals zero. Let f ∈ V and k ≥ 0 be given. We say that
f is k-stable if f(s+ a) = f(s)e for s ≥ ka. Note that if f is k-stable then f is k1-stable
for k1 ≥ k. Let f ∈ V be given. We say that f is stable if f is k-stable for some k ≥ 0.
Denote the set of stable sections in V by S. Note that S is a vector subspace of V.
Let f ∈ V. We say that f is eventually zero if there exists k ≥ 0 such that f(s) = 0
for s ≥ ka. Denote the set of eventually zero sections in V by N . Note that N ⊂ S and
N is a vector subspace of S.
Let f, g ∈ S be given. Since f and g are square integrable over Lz for every z ∈ Z
d,
it follows that for every k ≥ 0, the sum
∑
s∈Lk
〈f(s)|g(s)〉 exists.
Proposition 3.5 Let f, g ∈ S. Then the sequence
(∑
s∈Lk
〈f(s)|g(s)〉
)∞
k=1
converges.
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Proof. Without loss of generality, we can assume that f and g are k0-stable for some
k0 ≥ 0. Let k ≥ k0 be given. Note that the map Lk0 ∋ s → s + (k − k0)a ∈ Lk is a
bijection. Now calculate as follows to observe that∑
s∈Lk
〈f(s)|g(s)〉 =
∑
s∈Lk0
〈f(s+ (k − k0)a)|g(s+ (k − k0)a〉
=
∑
s∈Lk0
〈f(s)ek−k0|g(s)ek−k0〉 (Since f and g are k0-stable)
=
∑
s∈Lk0
〈f(s)|g(s)〉.
This shows that the sequence
(∑
s∈Lk
〈f(s)|g(s)〉
)∞
k=1
is eventually constant and hence
converges. This completes the proof. ✷
For f, g ∈ S, let
〈f |g〉 := lim
k→∞
(∑
s∈Lk
〈f(s)|g(s)〉
)
.
Then 〈 | 〉 defines a semi-definite inner product on S. Let f ∈ S be given. Note that
〈f |f〉 = 0 if and only if f ∈ N . It is straightforward to see that if f ∈ N then 〈f |f〉 = 0.
Now let f ∈ S be such that 〈f |f〉 = 0. Assume that f is k0-stable for some k0 ≥ 0. Then
the proof of Proposition 3.5 implies that
∑
s∈Lk
||f(s)||2 = 0 for every k ≥ k0. This implies
that f vanishes on Lk for k ≥ k0. Hence f vanishes on
∐
k≥k0
Lk = S + k0a. Consequently,
we have f ∈ N . Thus 〈 | 〉 descends to a positive definite inner product on S/N which
we still denote by 〈 | 〉. Let H be the completion of the pre-Hilbert space S/N .
Remark 3.6 Let f, g ∈ S. Assume that f and g are k0-stable for some k0 ≥ 0. Then
the proof of Proposition 3.5 shows that
〈f |g〉 =
∑
s∈Lk0
〈f(s)|g(s)〉.
Proposition 3.7 The Hilbert space H is separable and is non-zero.
Proof. For k ≥ 0, let Hk :=
⊕
s∈Lk
E(s). Clearly Hk is separable for each k ≥ 0. Fix k ≥ 0.
Let ξ ∈ Hk be given. Define a section ξ˜ : S → E by the following formula:
ξ˜(s) :=


ξ(s− n(s)a + ka)en(s)−k if s ≥ ka,
0 elsewhere.
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Note that the above definition makes sense since for s ≥ ka, n(s) ≥ k. We claim the
following.
(1) The section ξ˜ ∈ V and is k-stable.
(2) For s ∈ Lk, ξ˜(s) = ξ(s).
Let z ∈ Zd be given. Note that
∑
s∈Lz
||ξ˜(s)||2 =
∑
s∈A
||ξ˜(s)||2 where A := {s ∈ Lz : s ≥ ka}.
If A is empty, there is nothing to prove. Suppose that A is non-empty. We claim
that the map A ∋ s → s − n(s)a + ka ∈ Lk is injective. Suppose s1, s2 ∈ A be
such that s1 − n(s1)a + ka = s2 − n(s2)a + ka. To show s1 = s2, it is enough to
prove n(s1) = n(s2). Suppose not. Without loss of generality, we can assume that
n(s2) > n(s1). Note that s2 − z = (s1 − z) + (n(s2)− n(s1))a ∈ S + a which contradicts
the fact that s2 ∈ Lz = ((S + z)\(S + z + a)) ∩ S. Let B be the image of the map
A ∋ s→ s− n(s)a+ ka ∈ Lk. Now calculate as follows to observe that
∑
s∈Lz
||ξ˜(s)||2 =
∑
s∈A
||ξ˜(s)||2
=
∑
s∈A
||ξ(s− n(s)a + ka)||2
=
∑
s∈B
||ξ(s)||2
≤
∑
s∈Lk
||ξ(s)||2
<∞.
This shows that ξ˜ ∈ V. Let s ≥ ka be given. Calculate as follows to observe that
ξ˜(s+ a) = ξ(s+ a− n(s+ a)a + ka)en(s+a)−k
= ξ(s+ a− (n(s) + 1)a+ ka)en(s)+1−k (Since n(s+ a) = n(s) + 1)
= ξ(s− n(s)a+ ka)en(s)−ke
= ξ˜(s)e.
This proves that ξ˜ is k-stable. This proves (1). Note that for s ∈ Lk, n(s) = k. Now (2)
follows from the definition. Remark 3.6 together with (1) and (2) implies that the map
Hk ∋ ξ → ξ˜ +N ∈ H is an isometry which we denote by Vk.
Let f ∈ S be given. Assume that f is k-stable for some k ≥ 0. Let ξ ∈ Hk be defined
by ξ(s) = f(s). Suppose s ≥ ka. Note that s = t+(n(s)−k)a where t = (s−n(s)a)+ka.
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Observe that t ∈ Lk and in particular t ≥ ka. Since f is k-stable it follows that
f(s) = f(t+ (n(s)− k)a)
= f(t)en(s)−k
= f(s− n(s)a + ka)en(s)−k
= ξ(s− n(s)a+ ka)en(s)−k
= ξ˜(s).
Thus we have shown that ξ˜− f is eventually zero. Consequently ξ˜+N = f +N . Hence
{f +N : f ∈ S} =
⋃∞
k=0 VkHk. This implies that
⋃∞
k=0 VkHk is dense in H. As each Hk
is separable, it follows that H is separable. Since each Hk is non-zero, it is clear that H
is non-zero. This completes the proof. ✷.
We need the following two important lemmas before defining a representation of E
on H.
Lemma 3.8 Let k ≥ 0 and b ≥ ka be given. For every x ∈ Lk, the intersection
{x+ma : m ≥ 0} ∩ Lb is singleton. For x ∈ Lk, let χ(x) ∈ Lb be such that
{χ(x)} = {x+ma : m ≥ 0} ∩ Lb.
Then the map Lk ∋ x→ χ(x) ∈ Lb is a bijection.
Proof. Recall that Lb = (S+b)\(S+b+a) and Lk = (S+ka)\(S+(k+1)a). Let x ∈ Lk
be given. By Lemma 3.3, there exists m ≥ 0 such thatma−(b−x) = x+ma−b ∈ S. Let
m(x) be the least non-negative integer such that x+m(x)a ∈ S + b. Suppose m(x) = 0.
Since b ≥ ka and x /∈ S+(k+1)a, it follows that x = x+m(x)a /∈ S+b+a. In this case,
x +m(x)a ∈ Lb. Now suppose m(x) ≥ 1. Then by definition x + (m(x) − 1)a /∈ S + b.
Hence x +m(x)a /∈ S + b + a. In this case too, x +m(x)a ∈ Lb. This proves that the
intersection {x+ma : m ≥ 0} ∩ Lb is non-empty.
Suppose x + ma ∈ (S + b)\(S + b + a). By the definition of m(x), it follows that
m ≥ m(x). Suppose m > m(x). Write m = n + m(x) with n ≥ 1. Observe that
x + ma = (x + m(x)a) + na ∈ S + b + na ⊂ S + b + a. Hence x + ma ∈ S + b + a
which contradicts the fact that x+ma ∈ (S+ b)\(S+ b+a). As a consequence, we have
m = m(x). This implies that the intersection {x+ma : m ≥ 0} ∩ Lb is singleton.
Let χ be the map described in the statement of the Lemma. We claim that χ is 1-1.
Let x1, x2 ∈ Lk be such that χ(x1) = χ(x2). Then x1+m(x1)a = x2+m(x2)a. It is enough
to prove that m(x1) = m(x2). Suppose not. Without loss of generality, we can assume
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that m(x1) < m(x2). Then x1 = x2 + (m(x2)−m(x1))a ∈ S + ka + (m(x2)−m(x1))a.
Since S+ka+(m(x2)−m(x1))a is a subset of S+(k+1)a, it follows that x1 ∈ S+(k+1)a.
This contradicts the fact that x1 ∈ (S + ka)\(S + (k + 1)a). Hence χ is 1-1.
We claim that χ is onto. Let y ∈ (S + b)\(S + b+ a) be given. Since y ∈ S + b and
b ≥ ka, it follows that y = y − 0.a ∈ S + ka. Hence the set {m ∈ N : y −ma ∈ S + ka}
is non-empty. We claim that {m ∈ N : y − ma ∈ S + ka} is bounded. Suppose not.
Then there exists a sequence (mℓ) such that mℓ →∞ and y−mℓa ∈ S+ka. By Lemma
3.3, it follows that there exists m0 ≥ 0 such that m0a− y + ka ∈ S. Choose ℓ such that
mℓ > m0. Then
(m0 −mℓ)a = (m0a− y + ka) + (y −mℓa− ka) ∈ S
which is a contradiction to Lemma 3.3 since m0 − mℓ < 0. This proves that the set
{m ∈ N : y−ma ∈ S+ ka} is bounded. Let m0 be the largest non-negative integer such
that y − m0a ∈ S + ka. Then y − (m0 + 1)a /∈ S + ka or in other words y − m0a /∈
S + (k + 1)a. Hence y − m0a ∈ (S + ka)\(S + (k + 1)a). Set x = y − m0a. Then
y = x +m0a ∈ {x +ma : m ≥ 0} ∩ Lb. Since the intersection {x +ma : m ≥ 0} ∩ Lb
is singleton, it follows that χ(x) = y. This proves that χ is onto. This completes the
proof. ✷
Lemma 3.9 Let f, g ∈ S be given. Assume that f and g are k-stable for some k ≥ 0.
Let b ∈ S be such that b ≥ ka. Then
〈f |g〉 =
∑
s∈Lb
〈f(s)|g(s)〉.
Proof. Let χ : Lk → Lb be the bijection described in Lemma 3.8. For x ∈ Lk, let
m(x) ≥ 0 be the unique non-negative integer such that χ(x) = x+m(x)a. Now calculate
as follows to observe that
∑
s∈Lb
〈f(s)|g(s)〉 =
∑
x∈Lk
〈f(χ(x))|g(χ(x))〉
=
∑
x∈Lk
〈f(x+m(x)a)|g(x+m(x)a)〉
=
∑
x∈Lk
〈f(x)em(x)|g(x)em(x)〉 (Since f and g are k-stable)
=
∑
x∈Lk
〈f(x)|g(x)〉
= 〈f |g〉 (by Remark 3.6).
11
This completes the proof. ✷
Let b ∈ S and v ∈ E(b) be given. For f ∈ S, let φ0(v)f : S → E be the section
defined by
(φ0(v)f)(s) :=


vf(s− b) if s ≥ b
0 elsewhere.
Let f ∈ S be given. We leave it to the reader to verify that φ0(v)f ∈ V. Suppose that
f is k-stable. Choose k0 ≥ 0 such that k0a ≥ b. Set k1 = k0 + k. Let s ∈ S be such that
s ≥ k1a. Then calculate as follows to observe that
(φ0(v)f)(s+ a) = vf(s+ a− b)
= vf(s− b)e (Since s− b ≥ k1a− b = ka + (k0a− b) ≥ ka)
= (φ0(v)f)(s)e.
This proves that φ0(v)f is k1-stable.
Proposition 3.10 Let b ∈ S and u, v ∈ E(b) be given. Then for f ∈ S,
〈φ0(u)f |φ0(v)f〉 = 〈u|v〉〈f |f〉.
Proof. Let f ∈ S be given. Assume that f is k-stable for some k ≥ 0. Choose k0 ≥ 0
such that k0a ≥ b and set k1 = k0 + k. Then φ0(u)f and φ0(v)f are k1-stable. Now
calculate as follows to observe that
〈φ0(u)f |φ0(v)f〉 =
∑
s∈Lk1
〈φ0(u)f(s)|φ0(v)f(s)〉 (by Remark 3.6)
=
∑
s∈Lk1
〈uf(s− b)|vf(s− b)〉
= 〈u|v〉
∑
s∈Lk1a
〈f(s− b)|f(s− b)〉
= 〈u|v〉
∑
s∈Lk1a−b
〈f(s)|f(s)〉
= 〈u|v〉〈f |f〉. (Since k1a− b ≥ ka and by Lemma 3.9)
In the above calculation, to obtain the fourth equality, we have used the fact that the
map Lk1a ∋ s→ s− b ∈ Lk1a−b is a bijection. This completes the proof. ✷
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Let b ∈ S and v ∈ E(b) be given. Prop. 3.10 implies that for f ∈ S,
〈φ0(v)f |φ0(v)f〉 = ||v||
2〈f |f〉.
As a consequence, it follows that there exists a unique bounded linear operator, denoted
φ(v), on H such that φ(v)(f + N ) = φ0(v)f + N for every f ∈ S. Prop. 3.10 implies
that for u, v ∈ E(b), φ(v)∗φ(u) = 〈u|v〉. It is clear that φ : E → B(H) is multiplicative.
Thus φ is a representation of E on H. Our goal is to show that φ is essential.
Remark 3.11 The Hilbert space H is infinite dimensional. To see this, observe that we
have assumed that there exists b ∈ S such that E(b) is not 1-dimensional. Let {vi}di=1 be
an orthonormal basis for E(b) where d is the dimension of E(b). Since φ is a represen-
tation {φ(vi)}di=1 is a family of isometries with orthogonal range projections. But d ≥ 2.
This implies that H is infinite dimensional.
Let v ∈ E(a) and f ∈ S be given. Define a section fv : S → E by the following
formula
fv(s) = v
∗f(s+ a).
We leave it to the reader to verify that fv ∈ S. We merely indicate that to show fv ∈ V,
one needs to use Eq. 2.2 and to show that fv is stable one needs to use Lemma 2.4. Note
that if f is k-stable then fv is k-stable.
Lemma 3.12 Let v ∈ E(a) be given. For f ∈ S, φ(v)∗(f +N ) = fv +N .
Proof. Let f ∈ S be given. To show that φ(v)∗(f + N ) = fv + N , it suffices to show
that for g ∈ S, 〈φ(v)∗(f +N )|g +N〉 = 〈fv +N|g +N〉. Let g ∈ S be given. Without
loss of generality, we can assume that f and g are k-stable for some k ≥ 0. Then φ0(v)g
is k + 1-stable. Now calculate as follows to observe that
〈φ(v)∗(f +N )|g +N〉 = 〈f +N|φ(v)(g +N )〉
=
∑
s∈Lk+1
〈f(s)|φ0(v)g(s)〉 (by Remark 3.6)
=
∑
s∈Lk+1
〈f(s)|vg(s− a)〉
=
∑
s∈Lk+1
〈v∗f(s)|g(s− a)〉
=
∑
s∈Lk
〈v∗f(s+ a)|g(s)〉
= 〈fv +N|g +N〉. (by Remark 3.6)
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In the above calculation, to obtain the fifth equality, we have used the fact that the map
Lk ∋ s→ s+ a ∈ Lk+1 is a bijection. This completes the proof. ✷
Recall that {ei : i = 1, 2, · · · , r} are the chosen generators of S and a =
r∑
i=1
ei.
Theorem 3.13 The representation φ is essential.
Proof. Let α := {αs}s∈S be the ES-semigroup associated to φ. To show that αs is unital
for every s, it suffices to show that αa is unital. To see this, note that αs(1) ≤ αt(1) if
s ≥ t. Hence if αa is unital, it follows that αei is unital for every i = 1, 2, · · · , r. But S is
generated by {ei : i = 1, 2, · · · , r}. This forces that αs is unital for every s ∈ S provided
αa is unital.
Let {vi}di=1 be an orthonormal basis for E(a) where d denotes the dimension of E(a).
We claim that
d∑
i=1
φ(vi)φ(vi)
∗ = 1. Here the sum is interpreted in the strong sense if d
is infinite. Since {φ(vi)φ(vi)∗}di=1 forms a mutually orthogonal family of projections, it
is enough to show that
d∑
i=1
〈φ(vi)φ(vi)
∗(f +N )|f +N〉 = ||f +N||2
for every f ∈ S.
Let f ∈ S be given. Assume that f is k-stable. Then fvi is k-stable for every i. Now
calculate as follows to observe that
d∑
i=1
||φ(vi)
∗(f +N )||2 =
d∑
i=1
||fvi +N||
2
=
d∑
i=1
∑
s∈Lk
||fvi(s)||
2
=
d∑
i=1
∑
s∈Lk
||v∗i f(s+ a)||
2
=
∑
s∈Lk
d∑
i=1
||v∗i f(s+ a)||
2
=
∑
s∈Lk
||f(s+ a)||2 ( by Lemma 2.5)
=
∑
s∈Lk
||f(s)||2 (since f is k-stable)
= ||f +N||2 (by Remark 3.6).
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In the fourth equality of the above calculation, we have interchanged the order of sum-
mation which is permissible since the terms involved are non-negative. This completes
the proof. ✷
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