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On-line Turing Machine Recognition 
PAVEL STRNAD 
VSST Liberec, Hdlkova 5, Liberec, Czechoslovakia 
Let U(n) be a monotone increasing function which is real-time 
computable, n ~ U(n) ~ n ~-~ (for e > 0). Then it is possible to de- 1 
scribe a set of words Av such that 
(1) Av is recognizable within the time bound T(n) = CI. U(n), 
for suitable C~ ; 
(2) if M is an on-line Turing machine which recognizes the set 
of words Av , then rM(n) > CM. V(n) for infinitely many values of n, 
where CM is a constant depending on the machine M (on the number 
of its tapes and on the number of tape symbols) and r~(n) is the 
minimum computational time needed by M to recognize any word of 
length n. 
Hence if lim~_~ T(n)/U(n) -= 0 (for T(n), U(n) monotone increas- 
ing functions, U(n) real time computable, n ~ U(n) =~ < n ~,  e > O) 
then the set of words Av is recognizable within the time bound U(n) 
but it is not recognizable within the time bound T(n). 
INTRODUCTION 
An on-line multi-tape Turing machine M begins its computation in 
a fixed state so (belonging to its state alphabet) with all tapes com- 
pletely empty. The input symbols of M form the input alphabet, the out- 
put symbols form the output alphabet of M. The machine produces an 
output symbol as an answer to an input symbol. This answer need not be 
immediate, it may come after several steps of activity of the machine. 
The machine does not accept any other input symbol during that ac- 
t ivity (during the elaboration of an answer). The (i + 1)st input symbol 
is accepted by the machine at a time which follows the time of the pro- 
duction of the ith output symbol. I f  the output alphabet of the machine 
is {0, 1} the machine may alternatively be thought of as recognizing the 
set of those input sequences for which the last symbol in the correspond- 
ing output sequence is a 1. 
In every step of its activity the machine can rewrite the symbols 
under its heads on the tapes, shift every one of its heads one square to the 
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right or to the left, and change its state. The total number of steps which 
the machine must carry out in order to produce the output sequence 
associated with the given input sequence is called the computation time 
for this input sequence. 
If the computation time for every input sequence of the length n is 
less or equal to T(n) (where T(n) is a given arithmetic function), then 
we say that the machine operates within the time bound T(n). A set of 
words B is recognizable within the time bound T(n) if and only if there 
exists an on-line Turing machine M such that 
(a) M recognizes the set of words B; 
(b) M operates within the time bound T(n). 
If an on-line machine M recognizes the set of words C then we denote 
ToM(n) = max t(u), 
luI=n 
where t(u) is the computation time for the input sequence u and l ul is 
the length of the word u from the input alphabet of the machine M. 
REAL TIME COMPUTABLE FUNCTIONS 
A time function V(n) is called real time computable if and only if 
there is a constant K and a multi-tape off-line Turing machine M such 
that if the machine M starts its computation with the record of n 
symbols written on one of the machine's tapes, then 
(a) ~4thin at most K. V(n) steps the machine will finish its compu- 
tation; 
(b) V(n) symbols are written after the stop of the machine on one 
of the machine's tapes. 
TI~E SET A 
The words of the set A are from the alphabet [0, 1, ,}. A word of the 
length i -t- 1 which consists of O's and l's and which is terminated by • 
will be called an/-block (i = 1, 2, • • • ). 
EXAMPLES. 001 * is a 3-block, 11010 • is a 5-block, • • • . A sequence of 
2 //-blocks will be called an/-base. 
Let us define the set A(~): w C A (~) if and only if there is a £ >= 1 such 
that w is a sequence of 2 ~ q- k/-blocks and the last/-block of the word w 
is equal to one of the initial 2 ~/-blocks of the word w. Then 
A (~) 
is the set A from Hennie (1966). 
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Hennie (1966) proved that for any on-line Turing machine M that 
recognizes the set A the inequality rA ~ (n) > n2/48, t. log s.log 2 n holds 
for sufficiently large values of n. (t is the number of tapes and s is the 
number of tape symbols of the machine M.) Throughout this paper log 
means logs. 
1. THE SET Av AND ITS RECOGNITION BY AN ON-LINE 
TURING MACHINE 
We shall write 
R(n) S(n) 
S(n) 
in tl~e sense of 
in the sense of 
lira sup R(n)/S(n) < ~, 
lira sup R(n)/S(n) < 1. 
DEFINITION. Let U(n) be a monotone increasing real time computable 
function with the property n -~ U(n) -~ n ~-', for a suitable e > 0. Then 
A .  is a set of words defined as follows: 
(1) A~ c A, where A is the set from the Introduction; 
(2) wCAvNA (~) if and only if the length of w is at most 
2 ~+1 . (i -~ I) and on the first If(i)] places of every/-block of w there are 
arbitrary symbols, on the remaining i-If(i)] places of the/-block there 
are only O's, wheref( i)  is defined by tile equality 2I(i) = U(21(i -~ 1) )/2~; 
hencef( i )  = log U(2~(i -~ 1)) - i. 
Remark. If r is a real number then [r] denotes an integer such that 
[r] < r < Jr] + 1. 
T~EOR~M 1. To every set of words A ~ it is possible to describe an on-line 
Turing machine M~ which recognizes the set Av- within the time bound 
C. U(n),  where C is a suitable constant. 
Proof. We give a description of the machine M~ which recognizes the 
set Av.  An/-word (i = 1, 2, • • • ) is a word which consists of a finite 
number k (k = 0, 1, 2, • • • ) of/-blocks. If a natural number i0 is given 
then all j-words from Au for j  = 1, 2, • • • , i0 can be recognized by a finite 
automaton. Therefore it is possible to consider only/-words with i > Q. 
One part of the machine My will be a device (a multitape off-line Turing 
machine) which computes the function U(n) in real time; if the device 
begins its computation with a record of n symbols written on one of the 
tapes of the machine M~ then the device will finish its activity within at 
most C~. U(n) steps and at the moment of finishing its activity it is 
written U(n) symbols on another tape of My.  
The activity of the machine Mu will be divided into several stages. 
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The 1st stage of the activity begins with the first input. Within this stage: 
(a) The machine determines the length of the first block and marks 
this length on the tape T1. During its whole activity the machine com- 
pares the lengths of the blocks of the input word with the length of the 
first block. If some block has a different length the machine will print a 0 
on its output tape as an answer to every subsequent input symbol. 
(b) As soon as the machine finds out the length i -[- 1 of the first 
block, it begins to write on the two tapes T2 and T~ groups of 
1, 2, 4, ..-  , 2 I-1 symbols. On the tape T2 the groups will be separated 
(the last symbol of every group will be indicated), on the tape T3 the 
groups will not be separated. The length of the record on each of the two 
tapes will be 2 ~ - 1. 
(c) By means of the tape T~ the machine finds out the initial 2; 
/-blocks and writes down the 2~(i -t- 1) symbols of the/-base of the input 
word on the tape T4. Simultaneously the machine unary encodes on the 
tape T5 the number 2i(i + 1). 
(d) On the tape T6 the machine writes down a copy of the (2 ~ + 1 )st 
input block. 
During the first stage of its activity the machine receives an input 
symbol in each step of the computation, the output symbol being all the 
time at 0. The first stage terminates by the (2 ~ -t- 1)(i ~- 1)st input 
symbol (it is ,, if all the blocks have had the length i -t- 1) ; in this step 
no output symbol is produced. 
The 2nd stage of the activity begins with the ( (2 ~ -t- 1) (i -t- 1) ) -t- 1st 
step of the computation. During this stage the machine will not receive 
any input symbol and will not give out any output symbol. 
(a) The tape T5 now serves as the tape of the device which com- 
putes the function U(n) in real time. During the activity of that device 
the head on the tape T, returns to the beginning of the record written on 
it (which the head marked beforehand). The device completes the com- 
putation of U(2~(i + 1)) in real time (during C1. u(2i(i zc 1)) steps) 
and unary encodes this number on the tape TT. 
(b) The machine computes [log U(2~(i H- 1))] during at most 
U(2i(i + 1) ) -t- 1 steps (using a Yamada (1962) machine which counts 
the function f(n) = 2~), subtracts i from this number and thereby com- 
putes If(i)]. The number [f(i)] will be unary encoded by the machine on 
the tape Ts. 
The 3rd stage of the activity begins after the termination of the 
second stage. In the third stage the machine does not receive any input 
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symbol and gives out no output symbol. On the tape T9 the machine 
codes uccessively the 2 ~/-blocks which are written on the tape T4. The 
machine simultaneously controls whether the/-blocks fulfil the 2nd con- 
dition from the definition of A u (concerning/-blocks of the words from 
A~7). The head on the tape T9 begins operating on a marked square of 
the tape and codes the blocks from T4 by shifts to the right; to theblock 
u lu2  • • • u~,  it assigns the tape square (and marks it) on which it comes 
by completing a shift of 
i 
Uk.  2 ~-1 
k~l  
squares to the right. The maximum shift for/-blocks of a word from A v is 
[ f ( i ) ]  
k=l  
squares and it corresponds to the block 
11 . . .  100 . . .0 .  
I f ( i ) ]  i--If(i)] 
No shift (i.e., the beginning square) is assigned to the/-block 00 .-. 0 *. 
i 
After having finished the coding of an/-block, the head on the tape T9 re- 
turns to the marked beginning square and the next/-block begins being 
coded until the record on the tape T4 is exhausted. The shifts of 
2 k-~ (k = 1, 2, . . .  , If(i)]) squares to the right are realized using the 
groups recorded on the tape T2. The number of squares needed for coding 
an arbitrary /-block of a word from Av is at most 2 [f(~)l < 2 s(~) = 
U(2~(i -}- 1))/2 ~, the coding being one-to-one. The coding of an/-block 
of a word from Av- takes the machine at most 2 s(~)+l steps, because the 
head on the tape T9 always returns to the marked beginning square. 
The 4th stage. After having coded the base (the first 2 ~/-blocks) the 
machine controls the (2 ~ -}- 1)st block (i.e., it verifies whether this block 
is equal to any block of the base or not). The head on the tape T9 moves 
similarly as when coding the block, but now it does not mark the square 
(as at the 3rd stage), but finds out whether it is yet marked or not; the 
head then returns to the beginning square and the machine gives out the 
output symbol 1 (or 0). 
The 5th stage. To the input the symbols of the next block come and 
the head on the tape T9 controls them again as at the 4th stage. If the 
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kth (k < [f(i)]) symbol of the block is u~, the head moves uk .2 ~-I 
squares to the right and the machine gives out the output symbol 0. 
Then the machine receives the (k ~- 1)st symbol of the considered 
/-block etc. In the step in which the input symbol is * the machine finds 
out whether the square under the head on the tape T9 is marked or not, 
the head on the tape T9 returns to the beginning square and the machine 
gives out the output symbol 1 or 0. This activity is repeated until the 
maximum possible length of the input word is reached, at most 
2'+1(i -b 1) symbols, i.e., at most 2 '+I/-blocks; then the machine gives 
out only zeroes (in agreement with the definition of Av). The number of 
blocks following after the (2' + 1)st one is controlled with the help of the 
tape Ts. 
THE ESTIMATION OF THE TIME FUNCTION OF THE MACHINE M[r 
Mu We want to estimate the time function ray (n). Let the length of the 
first block of the input word v of the length n be i + 1. Then three cases 
are possible: 
(1) n ( (2 ~ -t- 1)(i -]- 1), 
(2) (2' -b 1)(i -[- 1) ~ n _-_ 2~+~(i ~- 1), 
(3) n > 2'+1(i + 1). 
In the first case the time of processing the word v by the machine My is 
n steps (see the first stage of the activity of the machine My). In the 
second case the time of the elaboration will be 
t(v) <--_ (2 ~ + 1)(i + 1) 
+ C1.U(2'(i + 1)) 
-t- U(2'(i-t- 1)) 
+ i+1 
+ 2' .2.  U(2i(i ~ 1)) 
2 ~ 
-~ 2' .2.  U(2'(i -~ 1)) 
2 ~ 
• • • the record of 2 i ~- 1 i-blocks on the 
tapes T4 and T~ (lst stage of ac- 
tivity) ; 
• .. the record of U(2i(i ~ 1)) symbols 
on the tape T7 (2nd stage of (a)); 
• .. "computing" If(i)] and the record of 
the [f(i)] on the tape Ts (2nd stage 
(b)) 
• -. coding the base (3rd stage) 
• . • control of at most of 2'/-blocks (4th 
and 5th stages). 
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Therefore totally 
t(v) <= (2 4 -~ 2) : ( i  -~ 1) ~- (C1 Jr 5).U(2~(i -[- 1)), 
from which it follows (because n ~ U(n) ) that t(v) < C. U(2~(i -~ 1) ), 
the constant C is depending only on the function U(n) and on the way of 
its computation. As the time function U(n) is monotone increasing, 
t(v) <_ C. U(n) holds. 
In the third case the input word v can be written as vlv2, where the 
length of the word vl is 2~+1(i ~- 1). The time of processing the word v is 
t(v) = t(vl) -b (n 2~+1(i-t- 1)) 
<= C.U(2~+I(i-~ 1)) + n - -  2i-{-1(i--[- 1) < C.U(n). 
(The last inequality holds because of the function U(n) is monotone 
increasing and C > 1.) 
Considering all three cases, we have 
MU ray (n) < C. U(n) Q.E.D. 
2. THE LIMIT THEOREM 
Before coming to the limit theorem, we shall prove the next theorem. 
THEOREM 2. I f  an on-line Turing machine M recognizes the set A ~, 
then for infinitely many n the following inequality holds 
M ~(n)  > C.V(n), 
where C > 0 is a constant depending only on the number of tapes and on 
the number of symbols of the internal alphabet of the machine M. 
The proof is similar to Hennie's (1966) proof for the set A. We shall 
give only a short sketch. 
We shall consider two i-bases as "different" if and only if there exists 
an/-block which is a part of one/-base and is not a part of another i-base. 
It  is possible to choose 22~s(~)] - 1 pairwise different/-bases, consist- 
ing of/-blocks satisfying the condition of the set A u. Denote by as 
(j = 1, 2, . . . ,  2 ds(')l _ 1) different i-bases which correspond to a 
certain one of such choices of/-bases. Further let b~. (j = 1, 2, . . .  , 
22[f(~)l - 1) be arbitrary/-words (let us recall that an/-word is a word 
consisting of a finite number k = 0, 1, 2, . . .  of/-blocks) that consist 
at most of 24 -- 1/-blocks, satisfying the condition of an/-block of the 
set A ~. Then we have 
LEMMA. For each i >-_ 1 there xists a positive integer j (1 <= j < 2 2ts~)l )
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and an i-block d so that, at processing the word ajb~d, any Turing machine 
recognizing the set A~ needs for the processing of the last i-blocl~ (d) a 
time (the number of steps) greater than v~, where 
2 Ei(i)j -- log Q - t. log s - 1 
v~ = 2. t. log s ; 
here Q is the number of internal states, t is the number of tapes, s is the 
number of symbols of the internal alphabet of the considered machine. 
Proof. 
(a) Let Q.J  > 2 ~Es(~)l-1, then log Q d- t . log s > 2 EI(~)j - 1, 
therefore 2 EI")j - log Q - t .log s - 1 < 0. I t  follows that  
2 ~I(~)~ - log Q - t.log s - 1 
<0.  
2. t . log s 
(b) Let Q.s ~ =< 2 2Ez(~)j-~. We introduce the concept of the x-con- 
figuration of a Turing machine. An x-configuration i cludes the machine 
state, the symbol under the head on each tape and x symbols to the 
left and to the right from it (total ly 2x d- 1 symbols on each tape).  
Therefore there are at most Q .s ~(2~+~) different x-configurations of a 
given machine. 
Let x~ be the greatest integer satisfying 
.s < < -1 .  
Certainly xi >_- O, by assumption (b). 
Passing to logarithms we obtain 
log Q -~ 2x~t.log s -~ t.log s _-< 2 [1(~)j - i. 
From the last inequality and the fact that  x~ was the greatest integer 
j satisfying the inequality ~ t(~j+~) 22E~(~)1_I s -<_ , the inequality 
2 II(~)l -- log Q - t. log s - 1 
0 < xi =< < x~ + 1 
2.t . log s 
follows. 
As Q .s t(2~+1) < 2 ~If(~)1 - 1, the number of i-words a~b~ ( fo r j  = 1, 2, 
• .. , 2 2tf(~)~ -- 1) is greater than the number of different xcconfigura- 
tions of the considered machine. Thus there exist two /-words apbp 
and aqbq (for p ~ q) such that  for the input words asb~ and a~b~ thee  
w-configurations of the machine are in both cases equal at a time at 
which the last output  symbol is given out. But  the bases a~, a~ are 
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different., thus there exists an/-block which is a part of one and is not a 
part of the other base. Denote it by d. Assume that the time of processing 
the/-block d is shorter than x~ -t- 1 steps, i.e., that during processing 
the block d by the machine no head leaves the squares of the initial 
x~-configuration. The machine then works in the same way at processing 
the last/-block d of the input words aphid, a~bqd. Thus it either receives 
both of the words a~bpd, aqbqd or refuses them both simultaneously. 
This is a contradiction, because the/-block d is a part of one of the bases 
ap, a~ and is not a part of another one. Thus the time of processing the 
/-block d of the input word apbpd (and simultaneously also the time of 
processing the /-block d of the input word aqbqd) is greater than or 
equal to x~ + 1 > v~. Q.E.D. 
COaO~LA~Y tO the lemma. I f  aj ( j  = 1, 2, . . -  , 2 2Es(~)l -- 1) are 
different i-bases, then there exist a positive integer k and an i-word h such 
that 
(1) the i-word h consists of 2 ~ i-blocks, satisfying the condition of an 
i-block of the set A ~. 
(2) at processing the word akh by the Turing machine, the time of 
processing each of the 2 ~ i-blocks of the word h is greater than v~ (see the 
lemma ) . 
Proof. Let us have different i-bases aj ; then according to the lemma 
there exist positive integers p, q and an/-block dl such that at processing 
the words a~dl, a~dl the processing of the last /-block !d~) lasts longer 
than vi. Let us take/-words aj (j  = 1, 2, . . -  , 2 2~)1 - 1), where 
! ! ? 
ap = apd~, aq = aqd~, ai = aj otherwise, and repeat the lemma with 
tl 
them. We obtain again the same number of/-words ai , etc. The whole 
procedure will be finished when we obtain a group of/-words, at least 
one of which has the length 2i+~(i ~- 1); i.e., it consists of 2 I+~/-blocks. 
The i-word thus obtained evidently has the properties tated in the 
corollary. 
Now we come to the proof of Theorem 2. 
Let us denote ni = 2~'+1(j -t- 1). For each positive integer n there 
exists an i such that 
ni = 2i+1(i -}- 1) -< n < 2~+~(i ~- 2) = n~+l 
holds. Then ~-(n) >= r(ni) and according to the corollary 
2~(2 [j(1)l - log Q - t.log s - 1) 
r(nl) > 21v~ = 
2.t. log s 
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Q, t, s are constants, therefore for large values of i the inequality 
21+[f(i)l 21+/(i) 
~(n) > > 
3.t. log s 6.t. log s 
holds, since 2 Ef(e)J > 2 s(~)-*. As 2 s(1) = U(2~(i + 1)) /2 ~ (see the defini- 
tion of the set A~), we have further 
V(2e(i + 1)) r(n) > 
6.t. log s 
For i > 3 the inequality 2~(i q- 1) > 2~+2(i q- 2)/5 holds and since the 
function U is monotone increasing, the inequality 
r(n) > U(ni+I/5) 
6.t. log s 
holds• 
From that it follows that 
~(n) > - -  
u (n /5 )  
6t.log s ' 
because n~.+l > n. 
In what follows it is sufficient o prove that for infinitely many n's 
the inequality U(n/5) > U(n)/25 holds; this will finish the proof of 
Theorem 2. Assume that this assertion is not true, i.e., that for al- 
most all n the inequality U(n/5) < U(n)/25 holds, i.e., 25. U(n/5) 
< U(~). 
By this assumption it is possible to choose no such that 
U(no) > O, 
U(5n0) >= 25U(no), 
u(5%) > 5 ~' u(n0) 
According to the assumption U(n) ~ n 2-~, therefore 
lim sup U(n)/n 2-' < ~. 
n -->c¢ 
Thus also the selected sequence 
U(5~'n°) (for t = 0, 1, 2, . . . )  
(5 ' .n@-'  
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has  a l im sup~ less than  ~ ; but  
u(5t 'n°)  > 52tU(n°) • 5"--~ oo; 
(5,.n0)~-0 = 52,n~-~ 
which is a contradiction with the assumption. 
Let us sum up the results included in the preceding two theorems: 
To every monotone increasing function U(n) which is real time comput- 
able and for which n -~ U(n) -~ n 2-~ holds, it is possible to assign a set 
of words A ~ ~ A so that the following is true: 
(1) A ~ is recognizable by an on-line Turing machine M~ within the 
time bound T(n)  = C1. U(n),  according to Theorem 1; 
(2) if an on-line Turing machine recognizes A~, then for its time 
function rM(n) > C~. U(n) holds for infinitely many n's; CM is a 
constant depending on the number of tapes and on the number of symbols 
of the internal alphabet of the machine M, according to Theorem 2. 
An immediate corollary of the two preceding theorem is the following 
LIMIT T~IEOREM. Let T, U be monotone increasing time functions. 
Let the function U be real time computable and let n ~ U(n) ~- n 2-°, 
for a suitable ~ > O. Further let lim._~ T(n) /U(n)  = O. Then it is pos- 
sible to describe a set which is recognizable within the time bound U ( n ) but 
is not recognizable within the time bound T(n ). 
Proof. An example of such a set is the set A ~.. 
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