Hardness amplification results show that for every Boolean function f , there exists a Boolean function Amp(f ) such that if every size s circuit computes f correctly on at most a 1 − δ fraction of inputs, then every size s circuit computes Amp(f ) correctly on at most a 1/2+ fraction of inputs. All hardness amplification results in the literature suffer from "size loss" meaning that s ≤ · s. We show that proofs using "non-uniform reductions" must suffer from such size loss. A reduction is an oracle circuit R (·) which given oracle access to any function D that computes Amp(f ) correctly on a 1/2 + fraction of inputs, computes f correctly on a 1 − δ fraction of inputs. A nonuniform reduction is allowed to also receive a short advice string that may depend on both f and D. The well-known connection between hardness amplification and list-decodable error-correcting codes implies that reductions showing hardness amplification cannot be uniform for < 1/4. We show that every non-uniform reduction must make at least Ω(1/ ) queries to its oracle, which implies size loss. Our result is the first lower bound that applies to non-uniform reductions that are adaptive, whereas previous bounds by Shaltiel & Viola (SICOMP 2010) applied only to non-adaptive reductions. We also prove similar bounds for a stronger notion of "function-specific" reductions in which the reduction is only required to work for a specific function f .
1. Introduction 1.1. Background on hardness amplification. Hardness amplification results transform functions that are hard on the worst case (or sometimes mildly hard on average) into functions that are very hard on average. These results play an important role in computational complexity and cryptography. There are many results of this kind in the literature depending on the precise interpretation of "hard". In this paper, we focus on hardness against Boolean circuits and use the following notation.
Definition 1.1. Let g : {0, 1}
n → {0, 1} .
• Let C : {0, 1} n → {0, 1} . We say that C has agreement p with g if Pr X←Un [C(X) = g(X)] ≥ p.
• Let C : {0, 1} n → {0, 1} ∪ {⊥}. We say that C has errorless agreement p with g if C has agreement p with g, and for every x ∈ {0, 1} n , if C(x) = ⊥, then C(x) = g(x).
• We say that g is p-hard for size s if no circuit C of size s has agreement p with g. We say that g is p-hard for errorless size s if no circuit C of size s has errorless agreement p with g.
Typical hardness amplification results start from a function f : {0, 1}
k → {0, 1} that is assumed to be p-hard for size s and show that some related function g : {0, 1} n → {0, 1} is p -hard for size s (The reader should think of k, n, p, p , s, s and as parameters). These results "amplify hardness" in the sense that p is typically much smaller than p (meaning that g is harder on average than f ).
cc 23 (2014) {0, 1} is not Boolean. In the Boolean case, we set p = 1/2+ as it is trivial to have agreement of 1/2. For general , it is natural to set p = 1/2 + . In the literature, one typically considers log(1/ ) for which 1/2 + ≈ and it is therefore typical to set p = . Namely, it is required that no circuit of size s has agreement with g. An extensively studied special case is direct-product theorems in which g(x 1 , . . . , x t ) = (f (x 1 ), . . . , f(x t )) (Goldreich et al. 2011; Gopalan & Guruswami 2011; Impagliazzo 1995; Impagliazzo et al. 2009a Impagliazzo et al. ,b, 2010 Impagliazzo & Wigderson 1997) .
Errorless amplification. The three notions above are also studied when the circuits attempting to compute f and g are errorless (Bogdanov & Safra 2007; Watson 2011) .
Size loss in hardness amplification.
A common disadvantage of all hardness amplification results surveyed above is that when starting from a function that is hard for circuits of size s, one obtains a function that is hard for circuits of smaller size s ≤ · s.
(In fact, for Boolean target function all known results have s ≤ 2 · s.) This loss is a major disadvantage as it means that if one starts from a function that is hard for size s, existing results cannot achieve < 1/s. It is natural to ask whether such a loss is necessary. In this paper, we give a positive answer showing that a size loss of s ≤ O( · s) is unavoidable for a large family of proof techniques.
Basic hardness amplification: a unified framework.
We are interested in proving limitations on hardness amplification results. We want our limitations to hold for all the settings mentioned above. For this purpose, we will focus on a specific setting (which we refer to as "basic hardness amplification"). We define the notion of basic hardness amplification so that it is implied by all the settings mentioned above. This means that limitations on basic hardness amplification translate into limitations on all the settings above. n → {0, 1} be functions. Let , δ > 0 be parameters. The basic hardness amplification task is to show that if f is (1 − δ)-hard for size s then g is -hard for errorless size s . Stated in the contra-positive, the basic hardness amplification task is to show that if there exists a circuit D of size s that has errorless agreement p = with g, then there exists a circuit C of size s that has agreement p = 1 − δ with f .
We now explain why basic hardness amplification is implied by the settings above. We start by comparing basic hardness amplification to mildly average-case to average-case hardness amplification. Recall that the definition of the latter notion uses a different threshold p depending on whether or not g is Boolean. If g is nonBoolean, then p = (as in basic hardness amplification) and so basic hardness amplification trivially follows from mildly averagecase to average-case amplification. If g is Boolean, then p = 1/2+ (which is different than basic hardness amplification in which p = ). However, in basic hardness amplification, we consider errorless agreement, and it is easy to show that if there exists a circuit that has errorless agreement with g, then there exists a circuit (of essentially the same size) that has agreement 1/2 + /2 with g. This argument (that is explained in Section 1.4) shows that basic hardness amplification also follows in this case.
We now compare basic hardness amplification to errorless amplification. For this purpose, we consider the contra-positive statements. The basic hardness amplification task is to show that if there exists a circuit D that has errorless agreement p = with g, then there exists a circuit C that has agreement p = 1 − δ with f . However, in contrast to errorless amplification, it is not required that the agreement of C is errorless. Therefore, basic hardness amplification is implied by (and in fact weaker than) errorless amplification.
Non-uniform reductions for hardness amplification.
Our goal is to show that certain proof techniques showing hardness amplification cannot avoid size loss (and can only give s ≤ · s). We will focus on the setting of basic hardness amplification (and 48 Artemenko & Shaltiel cc 23 (2014) will later argue that this implies that size loss cannot be avoided in other settings as well).
The proof techniques that we study are "non-uniform reductions". As we explain later in Section 1.5, this notion captures the proofs of almost all hardness amplification results in the literature. We start with a precise definition of non-uniform reductions.
n → {0, 1} be functions. Let , δ and be parameters.
• A semi-uniform reduction showing basic hardness amplifica-
• In the discussion below, we explain the choices made in Definition 1.2.
Non-uniform reductions give hardness amplification. We first note that a non-uniform reduction indeed implies a basic hardness amplification result in the following sense: If there exists a cc 23 (2014) Lower bounds for hardness amplification 49 circuit D of size s that has errorless agreement with g, then there exists α ∈ {0, 1} a such that the function C(x) = R D (x, α) has agreement 1 − δ with f . Furthermore, C can be implemented by a circuit of size s = r + a + q · s where r is the size of R and q is the number of queries made by R. Summing-up, we indeed get a basic hardness amplification result for f, g, , δ.
The number of queries governs the size loss. By the discussion above, the number of queries q made by the reduction is the dominant factor in the ratio between s and s . More precisely, if we show that every reduction R must use at least q = Ω(1/ ) queries, then we get that s = Ω(s / ) which yields that the size loss is s = O(s · ).
What is non-uniform in this reduction? Let us first consider semi-uniform reductions. Such a reduction R is an oracle circuit and is allowed to be hardwired with non-uniform advice that may depend on the choice of f, g. A semi-uniform reduction is "blackbox" in the sense that it receives black-box access to its oracle.
Our main focus in this paper is on general non-uniform reductions. A general non-uniform reduction also receives a second input α ∈ {0, 1} a . The order of quantifiers in Definition 1.2 allows α to depend on the function D supplied to R as an oracle. There is no requirement that α can be efficiently computed using blackbox access to D (and this is why we refrain from using the term "black-box" when considering non-uniform reductions).
Extending the notion of non-uniform reductions to other settings of hardness amplification. Definition 1.2 is tailored for basic hardness amplification. However, the same reasoning can be used to define all the hardness amplification settings surveyed in Section 1.2. We will show that non-uniform reductions showing basic hardness amplification must suffer from size loss of s = O( · s), and as we now explain, this implies that non-uniform reductions for other settings also suffer from the same size loss.
More precisely, we define the notion of "non-uniform reduction showing mildly average-case to average-case hardness amplification" by replacing the requirement that "D has errorless agreement with g" in Definition 1.2 with the requirement that "D has cc 23 (2014) agreement p with g" where p = 1/2 + in case = 1 and p = in case > 1. It is easy to observe that such reductions can indeed be used to produce mildly average-case to average-case hardness amplification results (by the same logic used for basic hardness amplification). Moreover, as in the case of basic hardness amplification, a non-uniform reduction showing mildly average-case to average-case hardness amplification that makes q = Ω(1/ ) queries gives a mildly average-case to average-case hardness amplification result in which s = O( · s).
We also observe that a non-uniform reduction showing mildly average-case to average-case hardness amplification can be easily transformed into a non-uniform reduction showing basic hardness amplification with essentially the same parameters.
1 Consequently, proving a lower bound of q = Ω(1/ ) on the number of queries 1 For completeness, we now present this simple argument. Let f : {0, 1} k → {0, 1} and g : {0, 1} n → {0, 1} be some functions and let R (·) be a reduction showing mildly average-case to average-case hardness amplification for f, g and some parameters , δ and a usingueries. We will construct a non-uniform reduction R showing basic hardness amplification with related parameters. Recall that the threshold p used in the definition of mildly average-case to average-case hardness amplification is set differently depending on whether or not g is Boolean. If > 1 (meaning that g is non-Boolean) then p = in both settings and we can simply use R as R . If = 1 (meaning that g is Boolean) we will construct a non-uniform reduction R showing basic hardness amplification for the related parameters 2 , δ, a + 1, and using the same number of queries as R. The issue that we need to address is that the reduction R expects to receive oracle access to a function D that has errorless agreement 2 with g, while we are given a reduction R that expects to receive oracle access to a function D that has agreement 1/2 + with g. We construct R as follows: We interpret an advice string α ∈ {0, 1} a+1 for R as a pair (α, b) where α ∈ {0, 1} a and b ∈ {0, 1}. In Definition 1.3, we require that there exists a single nonuniform reduction R that is good for every function f . Note, however, that by the definition, when applied for a function f and an oracle D, the non-uniform reduction R receives an advice string α that may depend on both f and D.
cc 23 (2014) mildly average-case to average-case hardness amplification, Definition 1.3 is equivalent to the notion of "black-box hardness amplification" defined by Shaltiel & Viola (2010) .
It is known (see e.g., Sudan et al. 2001 ) that function-generic hardness amplification is equivalent to certain variants of list-decodable error-correcting codes. Loosely speaking, the map Amp can be seen as "encoding" the (truth table of) f into the (truth table of) Amp(f ), and the non-uniform reduction R can be seen as a "listdecoding" procedure in the following sense: Given a (truth table) D that has sufficiently high agreement with Amp(f ), R produces a list of 2 a candidates where one of them has agreement 1 − δ with f (where the candidates are R D (·, α) for α ∈ {0, 1} a ). In particular, semi-uniform reductions (in which a = 0) correspond to the special case of "unique-decoding". We elaborate on this connection in Section 3.
Why should we consider general non-uniform reductions?
It is not hard to show that semi-uniform reductions have to use q = Ω(1/ ) queries. This follows by a folklore argument (attributed to Steven Rudich by Goldreich et al. 2011 ) that we explain later on. This argument, however, does not apply to general nonuniform reductions. The main contribution of this paper is extending Rudich's argument so that it applies to non-uniform reductions even if they are allowed to be adaptive.
We stress that semi-uniform reductions are rare exceptions in the literature on hardness amplification. In fact, most of the reductions given in the literature are non-uniform and quite a few of them use "large values" of non-uniformity a. Consequently, if we want to show limitations of "existing proof techniques" we need to allow reductions to be non-uniform. Moreover, as mentioned above, reductions showing function-generic hardness amplification are equivalent to certain list-decodable error-correcting codes. This connection rules out the existence of semi-uniform reductions in many hardness amplification settings. Consequently, the use of non-uniform reductions rather than semi-uniform reductions (or in coding terminology, of "list-decoding" rather than "unique-decoding") is inevitable in many settings (see e.g., Trevisan & Vadhan 2007 and the discussion in Section 3). Function-generic hardness amplification. The vast majority of hardness amplification in the literature are function-generic reductions showing worst-case to average-case hardness amplification (or mildly average-case to average-case hardness amplification). To the best of our knowledge, all the proofs in the literature are captured by Definition 1.3. Moreover, by the aforementioned connection to error-correcting codes, the reductions in these settings cannot be semi-uniform in the "list-decoding regime" (that is for δ, < 1/4). Theorem 1.4 below asserts lower bounds on the number of queries made by function-generic reductions showing basic hardness amplification. 
queries.
We have stated Theorem 1.4 in a general form with many parameters. In typical hardness amplification results, the parameter setting is n = poly(k), = 1/k b for some constant b (or sometimes slightly super constant b), δ ≤ 1/3, and r, a = poly(k). Note that Theorem 1.4 holds for these choices. (In fact, the theorem holds even when poly(k) is replaced by 2 k/c for some universal constant c > 1). We remark that the constant 1/3 in Theorem 1.4 can be replaced by any constant smaller than 1/2.
The requirements that a, n, r ≤ 2 k/c are natural in the sense that reductions in which one of these parameters is larger than 2 k are not useful to prove hardness amplification results. This is because that such reductions produce circuits of size larger than 2 k for the source function f (and such circuits exist trivially without needing to rely on the reduction). Nevertheless, we mention that the requirement that r ≤ 2 k/c in Theorem 1.4 is unnecessary and the theorem can be proven without it. In the formal section, we prove the theorem with the requirement, and later sketch the modifications needed in order to remove it. (Goldreich et al. 2011; Impagliazzo et al. 2010; Watson 2011) . (In fact, some of these reductions are in a stronger setting, showing non-Boolean mildly average-case to average-case hardness amplification.) For general δ, these reductions make O( log(1/δ) ) queries. We believe that this is the right bound, but are unable to match it. We remark that it is possible to improve the bound in Theorem 1.4 to the "right bound" of Ω( log(1/δ) ) (which is tight for every δ) in the special case where the reduction is non-adaptive.
Comparison of Theorem 1.4 to Shaltiel & Viola (2010).
Theorem 1.4 is stated for basic hardness amplification. Nevertheless, by the previous discussion on the relationship between reductions showing various notions of hardness amplification, it follows that Theorem 1.4 applies also for Boolean mildly averagecase to average-case amplification and gives the same lower bound of Ω(1/ ) on the number of queries.
In this setup, the best known upper bounds (Impagliazzo 1995; Klivans & Servedio 2003 ) make a larger number of O(
) queries. The problem of giving a matching lower bound was considered by Shaltiel & Viola (2010) and a matching lower bound is shown for the special case of non-adaptive reductions. Using our terminology, the result of Shaltiel & Viola (2010) is a bound of Ω(
) on the number of queries of non-adaptive, non-uniform, function-generic reductions showing Boolean mildly average-case to average-case amplification. This result is incomparable to Theorem 1.4. On the one hand, it gives a stronger quantitative bound on the number of queries. On the other, it only handles non-adaptive reductions, and it only applies in the setting of Boolean mildly average-case to average-case amplification. We stress once again that in the setting of non-Boolean mildly average-case to average-case amplification, there exist non-uniform and non-adaptive reductions making only O( log(1/δ) ) queries (Impagliazzo 1995; Klivans & Servedio 2003) . The argument of Shaltiel & Viola (2010) heavily relies on the non-adaptivity of the reduction. The main contribution of this paper is developing techniques to handle reductions that are both cc 23 (2014) Lower bounds for hardness amplification 55 non-uniform and adaptive, and Theorem 1.4 is the first bound on such general reductions (of any kind). Most reductions in the literature are non-adaptive; however, there are some examples in the literature of adaptive reductions for hardness amplification and related tasks (Goldwasser et al. 2007; Shaltiel & Umans 2005) .
Finally, we remark that the technique of (Shaltiel & Viola 2010 ) (which is different from the one used in this paper) can be adapted to the setting of basic hardness amplification [as observed by Watson (2011)] showing our aforementioned lower bounds for the special case where the reduction is non-adaptive.
Function-specific hardness amplification. Function-generic non-uniform reductions (as in Definition 1.3) need to handle every possible function f : {0, 1} k → {0, 1}. In contrast, non-uniform reductions for specific functions f, g (as defined in Definition 1.2) are only required to work for that specific pair f, g. It is therefore harder to show lower bounds against such reductions.
Moreover, as we now explain, we cannot expect to prove that for every function f, g, every non-uniform reduction R showing basic hardness amplification must use Ω(1/ ) queries. This is because if f is a function such that there exists a small circuit C that has agreement 1−δ with f , then there exists a trivial non-uniform reduction R that makes no queries as the reduction R can ignore its oracle and set R (·) (x) = C(x). Consequently, the best result that we can hope for in this setting is of the form: for every functions f, g, and every non-uniform reduction R (·) for f, g, if R makes o(1/ ) queries then there exists a circuit C (with no oracle) of size comparable to that of R that has agreement almost 1 − δ with f . Theorem 1.5 stated below is of this form. (1)), then the mere existence of the reduction R implies the existence of a small circuit C that has agreement 1 − δ − o(1) with f . This can be interpreted as a lower bound on the number of queries in the following sense: Reductions making o(1/ ) queries are not useful as their existence implies that the hardness assumption does not hold.
Note that Theorem 1.5 is only interesting when q ≤ 1/10 as otherwise the requirement that ρ ≥ 10 q implies that ρ ≥ 1 and the conclusion of the theorem is meaningless.
We will later prove that Theorem 1.4 follows from Theorem 1.5. This will be done by applying Theorem 1.5 on a random function f . Loosely speaking, a random function is unlikely to have a small circuit that agrees with it on significantly more than half the inputs, and therefore, the existence of a function-generic reduction making q = o(1/ ) queries gives a contradiction, as by Theorem 1.5 it implies a small circuit that has high agreement with f . The precise details appear in Section 2.
Function-specific hardness amplification in the literature. Function-specific hardness amplification results are less common than function-generic results. One motivation for studying such results is that function-specific reductions can bypass the coding theoretic objection and be semi-uniform (or even completely uniform). Examples are the reductions in (Impagliazzo & Wigderson 2001; Trevisan 2003 Trevisan , 2005 Trevisan & Vadhan 2007) in which the reduction and the proof of its correctness relies on the fact that f has certain properties. Another example is in cryptography where protocols are often constructed assuming the hardness of some specific function (e.g., factoring or discrete log), and properties of this function are used to improve either security or efficiency. Theorem 1.5 shows that in these settings, non-uniform reductions must make Ω(1/ ) queries.
Reductions that are not captured by Definition 1.2. In the function-specific setting, there are few examples in the literature of reductions for tasks related to hardness amplification that have proofs not captured by Definition 1.2. It was pointed out by Lower bounds for hardness amplification 57 average-case reduction for NP) are not black-box in a sense that we now explain. Semi-uniform reductions are black-box in the sense that R has only black-box access to D. Non-uniform reductions allow R to also get some short advice string α about D. Recall that there is no requirement that α is generated using black-box access to D. However, even non-uniform reductions make no assumption about the oracle D and are required to perform for every function D (even if D is not computable by a small circuit). The reductions used in and Atserias (2006) are only guaranteed to perform in case D is efficient and are therefore not captured by Definition 1.2. The reader is referred to and Gutfreund & Vadhan (2008) for a discussion on such reductions.
Related work.
We have already surveyed many results on hardness amplification. We now survey some relevant previous work regarding limitations on proof techniques for hardness amplification. We focus on such previous work that is relevant to this paper, and the reader is referred to Shaltiel & Viola (2010) for a more comprehensive survey.
The complexity of reductions showing hardness amplification was studied by Gutfreund & Rothblum (2008) and Shaltiel & Viola (2010) . Both papers show that function-generic reductions for Boolean mildly average-case to average-case hardness amplification cannot be computed by small constant depth circuits if is small. Both results fail to rule out general reductions. The result of Gutfreund & Rothblum (2008) rules out adaptive reductions, but only if they use very low non-uniformity (meaning that a = O(log(1/ )) which is much smaller than k in typical settings). The result of Shaltiel & Viola (2010) rules out non-uniform reductions with large non-uniformity (allowing a = 2 Ω(k) ) but only if they are non-adaptive. As mentioned earlier, our results extend previous lower bounds on the number of queries that were proven by Shaltiel & Viola (2010) for non-adaptive reductions. This suggests that our techniques may be useful in extending the result of Shaltiel & Viola (2010) regarding constant depth circuits to adaptive reductions. We stress, however, that we are studying reductions showing basic hardness amplification and 58 Artemenko & Shaltiel cc 23 (2014) there are such reductions in the literature that can be computed by small constant depth circuits (Impagliazzo et al. 2010) . Therefore, to attack the problem above, we need techniques that distinguish between basic hardness amplification and Boolean mildly averagecase to average-case amplification.
In this paper, we are interested in the complexity of functiongeneric reductions showing hardness amplification. There is an orthogonal line of work (Lu et al. 2008; Viola 2005a ) that aims to show limitations on "fully black-box constructions" of hardness amplifications. In our terminology, these are function-generic nonuniform reductions (Amp, R) with the restriction that there exists an oracle machine M (·) called construction such that for every function f , Amp(f ) is implemented by M f . The goal in this direction is to prove lower bounds on the complexity of M (which corresponds to encoding), whereas we focus on the complexity of R (which corresponds to decoding).
There 1.7. Organization of this paper. In Section 2, we prove Theorems 1.4 and 1.5. In Section 3, we elaborate on the relationship between hardness amplification and error-correcting codes and point out that our results translate into lower bounds on the query complexity of local decoders for list-decodable codes.
Proof of main theorems
In this section, we prove Theorems 1.4 and 1.5. We start by proving Theorem 1.5 (and later show that Theorem 1.4 follows from Theorem 1.5). Let us start by recalling the setup of Theorem 1.5.
The setup of Theorem 1.5. We are given functions f :
n → {0, 1} and parameters , δ and a. We consider a non-uniform reduction R (·) for f, g, , δ and a, and let r be the size of R and q be the number of queries. Let ρ ≥ 10 q be the parameter from the theorem statement. We can cc 23 (2014) Lower bounds for hardness amplification 59 assume without loss of generality that ρ ≤ 1 and therefore that q ≤ 1/10 . We will use these choices in the remainder of Section 2. Our goal is to show that there exists a circuit C of size r + poly(a, q, n, 1/ρ) that has agreement 1 − δ − ρ with f .
The difference of our overall approach from that of Shaltiel & Viola (2010) . We stress that while our technique below relies on some of the ideas developed by Shaltiel & Viola (2010) , our overall approach is very different. The approach of Shaltiel & Viola (2010) (who consider non-adaptive function-generic reductions showing mildly average-case to average-case amplification) is to show that the existence of a "too good" function-generic reduction implies a "too good" statistical test that can distinguish between q independent fair coins and q independent biased coins. In contrast, our approach is to show that the existence of a "too good" function-specific reduction yields small circuits for the function f . We do not attempt to mimic the approach of Shaltiel & Viola (2010) , as it seems difficult to extend it to adaptive reductions.
A probability distribution over oracles. Let v : {0, 1}
n → {0, 1} be a function. We use v to define a function D(v) where
n → {0, 1} ∪ {⊥} is defined as follows:
Throughout the proof, we use the following probability space: The probability space consists of independent identically distributed random variables V = (V (y)) y∈{0,1} n where for each y ∈ {0, 1} n , V (y) = 1 with probability 2 and V (y) = 0 with probability 1 − 2 . We view the random variable V as a function V : {0, 1} n → {0, 1} and define the random variable D = D(V ). We will use this probability space throughout this section and all expressions involving probability or expectation refer to this space.
Rudich's argument and the case of semi-uniform reductions. We now point out that it is easy to prove Theorem 1.5 in case the reduction R is semi-uniform. The argument below is a cc 23 (2014) folklore argument attributed to Steven Rudich by Goldreich et al. (2011) . Recall that R makes q ≤ 1/10 queries. It follows that on every input x ∈ {0, 1} k , the reduction R is unlikely to receive an answer that is different from '⊥' from the oracle D = D(V ). It follows that the expected number of inputs x on which R gets an answer different from '⊥' from D is small. By the probabilistic method, there exists a fixed function v : {0, 1} n → {0, 1} such that for almost all inputs x ∈ {0, 1} k , R D(v) (x) sees only '⊥' when querying the oracle. On every such input, the oracle is not helpful and so it is easy to simulate R D(v) (x) by a small circuit C(x) (with no oracle) on all such inputs. We obtained a circuit C(x) that has high agreement with R D(v) (x), and therefore high agreement with f . This yields the theorem.
However, we want to consider reductions that are not necessarily semi-uniform and such reductions are given an advice string α. This advice string may depend on the oracle D, and it can allow R to ask queries that are answered by a value different from '⊥'. For example, the advice string may include a y ∈ {0, 1} n on which D(y) = ⊥. While this does not seem to help R in getting large agreement with f , the argument of Rudich no longer applies. Our high-level approach is to try and extend Rudich's argument so that we can handle general non-uniform and adaptive reductions.
Existence of a good advice string. Our first step is to try and in some sense "fix" the advice string of the reduction so that it "becomes semi-uniform".
Let α be a map that for every function D that has errorless agreement with g, assigns an advice string Lower bounds for hardness amplification 61 that for every v ∈ E, the function h(x) = R D(v) (x, α ) has agreement 1 − δ with f . Loosely speaking, we have that conditioned on the event {V ∈ E}, R is essentially semi-uniform (in the sense that the advice string α does not depend on D).
An information theoretic lemma. Following the previous discussion, we want to understand how are the random variables (V (y)) y∈{0,1} n distributed when conditioned on the event {V ∈ E}. For this purpose, we will use the following lemma by Raz (1998 In our setup, the lemma says that if we pick η = and apply the lemma on the random variables (V (y)) y∈{0,1} n , then there exists a small set B ⊆ {0, 1} n of "bad queries" such that for every y ∈ B, Pr[V (y) = 1|V ∈ E] ≤ Pr[V (y) = 1] + η ≤ 3 . This means that even conditioned on the event {V ∈ E}, except for few bad queries y ∈ B, the oracle D is likely to answer a good query y ∈ B by '⊥'. Loosely speaking, we can now hope to bound the "amount of information" that R gets from its oracle D by arguing that on "good queries", R is not likely to get meaningful information, and there are only few bad queries.
Remark 2.2 (Difficulty of handling adaptive reductions). This rationale is indeed suitable for lower bounds on non-adaptive reductions. In such reductions, every input x ∈ {0, 1}
k , defines queries y 
Jumping ahead, we mention that this rationale is problematic in case the reduction R is adaptive. This is because an adaptive reduction may first query the oracle D on bad queries y ∈ B and use the answers on bad queries (and in particular whether or not bad queries answer by '⊥') to gain additional information on the random variable (V |V ∈ E). This additional information may allow the adaptive reduction R to ask queries y ∈ B on which the probability that V (y) = 1 (and therefore D(y) = ⊥) is large. This means that we cannot hope to claim that the reduction R does not gain information from asking queries that are not in B.
We give an example of such a reduction in Section 2.4.
A canonical execution of reductions.
We now proceed with the proof. Let us start with some notation. Let v : {0, 1} n → {0, 1} be some function. For every x ∈ {0, 1} k and 1
n to be the i'th query asked by R D(v) (x, α ). Note that as R is allowed to be adaptive, these queries may depend on D(v) and therefore on v. This means that in our probability space, Q We consider a mental experiment which we call "the canonical execution" of R D(v) (x, α ). Loosely speaking, in the mental experiment, we simulate the "real execution" R D(v) (x, α ) while sometimes replacing the answers of the oracle D(v) by '⊥'. Analyzing the mental experiment will be helpful in understanding the real execution. We now give the precise definition. n → {0, 1} be some function. Let B 1 , . . . , B q be subsets of {0, 1} n that we determine later. (We think of B i as a set of "bad queries at stage i".) For every 1 ≤ i ≤ q, we defineB i = 1≤j≤i B j to be the set of all queries marked as "bad" at stage ≤ i.
In the canonical execution, when R asks the i'th query to its oracle, we answer it according to the following canonical rule: If the query is inB i , then we answer it the same way D(v) answers it. However, if the query is not inB i we answer it by '⊥' regardless of the answer of D(v).
More precisely, given sets B 1 , . . . , B q and for every x ∈ {0, 1} k , we define a sequence of queries W c (x, α )). Loosely speaking, the canonical execution describes an idealized situation in which queries that are considered good, are answered by '⊥'. Our proof will try to relate the real execution and the canonical execution. We first make a few observations:
• As we already pointed out, if R is adaptive, the canonical queries may be different from the real queries.
• In the canonical execution, the same query y ∈ {0, 1} n may be answered differently at different steps. For example, if y ∈B i and y ∈ B i+1 , then the query y is answered by '⊥' at step i, and by D(v)(y) (which can be different from '⊥') at step i + 1.
• The definition of W 
Roadmap of the proof.
Recall that our goal is to show that there exists a small circuit C(x) that has agreement 1 − δ − ρ with f . We have that for every v ∈ E, the "real execution" h(x) = R D(v) (x, α ) has agreement 1 − δ with f . Thus, to complete the proof, it is sufficient to show that there exists v ∈ E for which there exists a small circuit C(x) (that may depend on v and α ) such that for
. Summing-up, we want a construct a small circuit that simulates the real execution on almost all inputs.
We first observe that it is easy to simulate the canonical execution by a circuit C(x) that is small in case the sets B 1 , . . . , B q are small. Loosely speaking, this is because to simulate the canonical execution we do not need to know the answers to queries that are good. The precise statement appears in the next lemma.
Lemma 2.3. Let v : {0, 1}
n → {0, 1} be some function such that v ∈ E and let B 1 , . . . , B q be sets of size at most b that are used to define the canonical execution. There exists a circuit C(x) such that for every
c (x, α ) and furthermore the size of C is at most r + a + poly (n, q, b) .
Proof. The circuit C that we construct will use the circuit R (which is of size r) and will be hardwired with:
• The string α (which is of length a).
• The sets B 1 , . . . , B q (which can be encoded using qnb bits).
• The values (D(v)(y)) y∈Bq (which can be encoded using O(qb) bits).
On input x, the circuit C will simulate the canonical execution of R D(v) c (x, α ). Note that to answer the i'th query W 
Definition of canonically silent inputs. Let
We now observe that on a canonically silent input, the real execution coincides with the canonical execution.
Lemma 2.4. Let v : {0, 1}
n → {0, 1} be some function such that v ∈ E and let B 1 , . . . , B q be sets that are used to define the canonical execution. If x is canonically silent for v, then
Proof. Let x ∈ {0, 1} k be canonically silent for v. We will show that for every 1 (v) and that each such query is answered by the same answer in the two executions. We will prove this by induction on i. The base case is i = 1 and we have that Q 4 Therefore, the next query is the same in both executions and we have that Q
The same reasoning can be used to show that if the two executions coincide in the first i steps, then the fact that A x i+1 (v) = 0 implies that they continue to coincide in step i + 1. This means that the two executions coincide until the end and in particular that the output of R is identical in the two executions.
By the previous discussion, Theorem 1.5 will follow if we can find a function v ∈ E and small sets B 1 , . . . , B q on which the number of canonically silent inputs is at least (1 − ρ) · 2 k . This is the main technical part of the proof and is summarized in the next lemma.
Lemma 2.5. There exists v : {0, 1}
n → {0, 1} such that v ∈ E and there exist sets B 1 , . . . , B q ⊆ {0, 1} n such that
• The number of inputs x ∈ {0, 1} k that are canonically silent for v is at least
In Section 2.3, we formally verify that Theorems 1.4 and 1.5 follow from Lemma 2.5. The remainder of this section is devoted to proving Lemma 2.5. The proof is by the probabilistic method. We will show that with positive probability over choosing V , we obtain a function with the required properties. It is instructive to first consider the easier special case in which R is non-adaptive. We give this argument in Section 2.4. The reader may also skip directly to the proof of the general case given in Section 2.5.
4 A subtle point is that it may be the case that W x 1 (v) is not inB 1 but is in B 2 . This happens if this query is considered good at step 1 and bad at step 2. Nevertheless, the fact that A 
has agreement 1 − δ with f . By Lemma 2.5, the number of inputs x ∈ {0, 1} k that are canonically silent for v is at least (1 − ρ) · 2 k . Therefore, by Lemma 2.4, the canonical
c (x, α ) has agreement 1 − ρ with the real execution h(x). By Lemma 2.3, there exists a circuit C(x) of size r+a+poly(n, b, q) = r+poly(a, n, q, 1/ρ) that simulates the canonical execution h c (x). It follows that C has agreement 1 − ρ with the real execution h(x) and therefore C has agreement 1 − δ − ρ with f as required.
Proof of Theorem 1.4. Theorem 1.4 easily follows from Theorem 1.5. Let k, n, , , δ, r and a be parameters such that a, 1 , n, r ≤ 2 k/c for a constant c > 1 that we determine later and let δ ≤ 1/3. Let (Amp, R) be a function-generic reduction showing basic hardness amplification (for , δ, and a) and assume that R is of size r. Then, by Theorem 1.5, if R makes q ≤ 1 100 queries, we can set ρ = 10 q ≤ 1/10 and have that for every function f , there exists a circuit C of size r + poly(a, q, 1/ρ, n) = 2 O(k/c) that has agreement 1 − δ − ρ ≥ 1 − 1/3 − 1/10 with f (and note that the agreement is a constant that is strictly larger than 1/2). This is a contradiction for a sufficiently large constant c > 1, as a standard calculation shows that a random function is likely to not have such agreement with circuits of size 2 o(k) . We remark that any function f that cannot be approximated by circuits of size 2 o(k) can be used to show the failure of the functiongeneric reduction. In particular, the "counterexample function" f need not depend on the choice of Amp or R although the statement of Theorem 1.4 allows it to.
We also remark that we can use a more careful argument to get a contradiction without requiring that r ≤ 2 k/c . This is because a random function f is not likely to have a string of length 2
that describes a function C that has agreement significantly larger than 1/2 with f . Note that if it exists, a reduction R can be used cc 23 (2014) to describe any function by a string of length poly(a, q, 1/ρ, n) and we obtain the same contradiction.
2.4. Proof of Lemma 2.5 in the special case that R is non-adaptive. Consider the case that R is non-adaptive. This means that the queries asked on an input x and advice string α do not depend on the oracle. More formally, for every function
We apply Lemma 2.1 on the independent random variables (V (y)) y∈{0,1} n , the event E, and setting η = ρ/10q ≥ . We indeed have that Pr[V ∈ E] ≥ 2 −(a+1) and therefore by the lemma, there exists a set B ⊆ {0,
(This means that in case R is non-adaptive we can simplify the definition of the canonical execution and do not need to distinguish between bad queries at different steps.) Having defined the sets B 1 , . . . , B q , the canonical execution is now completely defined.
For every x ∈ {0, 1} k , we define S x (v) as follows:
We also define S(v) = x∈{0,1} k S x (v) to be the number of inputs that are canonically silent at v. We want to estimate E[S(V )|V ∈ E]. For this purpose, we consider some 1 ≤ i ≤ q and note that:
Lower bounds for hardness amplification 69 Therefore, by a union bound, we have that:
Therefore, by linearity of expectation:
By the probabilistic method we can conclude that there
, which means that the number of canonically silent inputs for v is as required.
Why this approach does not directly extend to the adaptive case. Let us first quickly summarize the approach above. In the case that R is non-adaptive we used Lemma 2.1 on event E to obtain a small set B of bad queries. We set B 1 = B 2 = · · · = B q = B to be the set of bad queries. We were then able to argue that for every input x, conditioned on the event {V ∈ E} it is unlikely that R D (x, α ) asks a query Q
(V )) = 1. We now observe that this is not necessarily true in case that R is adaptive. More precisely, we observe that there exists an oracle procedure R that makes n queries, and an event E such that Pr[V ∈ E] ≥ 2 −Ω(n log(1/ )) such that for every set B ⊆ {0, 1} n of size o(2 n ) (and in particular to the set chosen by Lemma 2.1 which is much smaller), for every input x, with high probability conditioned on {V ∈ E}, R asks a query Q x i (V ) ∈ B such that V (Q x i (V )) = 1. In particular, we cannot hope that the canonical execution and the real execution coincide on many inputs.
We now sketch this example. Fix some distinct y 1 , . . . , y n−1 , z 1 , . . . , z n−1 ∈ {0, 1} n and assume that n is large enough so that all these strings start with zero. We define event A = {∀i : V (y i ) = V (z i )}. We interpret the sequence P = (V (y 1 ), 70 Artemenko & Shaltiel cc 23 (2014) . . . , V (y n−1 )) as an n − 1 bit string. Note that (P |V ∈ A) is uniformly distributed over {0, 1} n−1 . This is because before conditioning, for every i the two events {V (y i ) = 0, V (z i ) = 1} and {V (y i ) = 1, V (z i ) = 0} are equally likely. (This is the same observation that is made in the analysis of the so called "von-Neumann extractor"). We now consider the event E = A ∩ {V (1 • P ) = 1} (where 1 • P refers to the n bit string that is the concatenation of '1' and P ). Note that conditioned on E, P is uniformly distributed over {0, 1}
n−1 and with probability one, V (1•P ) = 1. The adaptive procedure R described next makes n queries. On every input x, the procedure R first queries oracle D at y 1 , . . . , y n−1 and computes P . It then queries D at 1•P and note that Pr[V (1•P ) = 1|V ∈ E] = 1. Yet, for every set B,
n−1 . This indeed means that for any small set B, conditioned on {V ∈ E}, R is very likely to ask a query that is not in B, and yet D does not answer '⊥' on this query.
Modifications needed for the adaptive case. The main technical contribution of this paper is developing an approach to handle adaptive reductions. An inspection of the example above suggests how to extend the proof technique to adaptive reductions. When we apply Lemma 2.1 on the event E above we obtain the set B 1 = {y 1 , . . . , y n−1 , z 1 , . . . , z n−1 }. This gives hope as the lemma "correctly identifies" that this set of queries is special. Consider the most likely outcome z of the random variable V (B 1 ) = (V (y)) y∈B 1 and let
Recall that we are planning to use the probabilistic method to show the existence of a function v ∈ E with some nice properties. Since E 1 ⊆ E, we may as well perform the probabilistic analysis in the probability space (V |V ∈ E 1 ) rather than (V |V ∈ E). The advantage is that conditioned on E 1 , P is fixed to some constant value p. Furthermore, if we apply Lemma 2.1 with event E 1 we obtain a set B 2 ⊆ {0, 1}
n that contains 1 • p. At this point, we can decide that the set of bad queries is B = B 1 ∪ B 2 , and note that conditioned on E 1 , the reduction R is "handled correctly" in the sense that it does not ask a good query y on which V answers one.
Summing-up, we were able to perform the analysis conditioned on some event E 1 ⊆ E. We note that in the example above the cc 23 (2014) Lower bounds for hardness amplification 71 reduction R uses two "levels of adaptivity". In case R makes q levels of adaptivity, we will need to make q iterations of the process above. In each iteration, we will use Lemma 2.1 to identify a new set of bad queries B i and will "further condition" the probability space to some event E i ⊆ E i−1 by fixing the bad queries.
The actual proof given in the next section applies this highlevel idea. A difficulty that arises is that in the end, we want to perform the analysis conditioned on event E q (which is the final event in the "iterative further conditioning process"). However, the guarantees that we get from Lemma 2.1 on intermediate E i 's are not necessarily maintained in E q .
Proof of Lemma Let us start with some notation. For a function v : {0, 1}
n → {0, 1} and a set B ⊆ {0, 1} n we define v(B) = (v(y)) y∈B . We sometimes view v(B) as an element in {0, 1}
B , namely a string of length |B| that is defined by picking some order on the set B.
The first step toward proving Lemma 2.5 is to define sets B 1 , . . . , B q . We will do this by an iterative process which "further conditions" the probability space to smaller events.
Iterative further conditioning. We now describe an iterative process that defines a sequence of events E 0 , . . . , E q and sets B 0 , . . . , B q ⊆ {0, 1} n . Let E 0 = E and B 0 = ∅. Let i ≥ 0 and assume that we already defined E i , B i (note that this holds for i = 0). Recall thatB i = 1≤j≤i B j is the union of the sets we defined so far, and note thatB 0 = ∅.
We have already defined sets B 1 , . . . , B i , and therefore, the functions W We assume that the following invariant holds at step i: • There exists a fixed
(Note that this vacuously holds for i = 0 asB 0 = ∅ and therefore the event V (B 0 ) = b 0 is the entire probability space.)
|V ∈ E i ] = 1. (Note that this holds vacuously for i = 0.)
We next show that for every i ≥ 0 we can define an event E i+1 ⊆ E i and a set B i+1 ⊆ {0, 1} n that maintain the invariant for i + 1. By iteratively repeating this process, we define events E 0 , . . . , E q and sets B 0 , . . . , B q that maintain the invariant for i = q and these will be used to prove Lemma 2.5.
Obtaining the set B i+1 and event E i+1 that meet the invariant. We are planning to apply Lemma 2.1 to obtain the set B i+1 . We now state the choices with which we will apply the lemma. Let L = {0, 1} n \B i be the set of queries that we did not yet mark as "bad". Let Z = V (L) and N = |L|. We view Z as a sequence of N random variables defined by (V (y)) y∈L and note that these N variables are independent as required by Lemma 2.1. We are planning to use E i to play the role of E from the lemma. Note that E i is an event in our probability space, meaning that it is some subset of functions v : {0, 1} n → {0, 1}. For the lemma, we need to view E i as a subsetÊ i of {0, 1} N . For this purpose, we defineÊ i = {v(L) : v ∈ E i }. To apply the lemma on Z with event E i , we need to check that Pr[Z ∈Ê i ] is large. Toward this goal, we first note that:
Lower bounds for hardness amplification
We now use the computation above to verify that Pr[Z ∈Ê i ] is large:
We can now apply Lemma 2.1 setting η = ρ/10q and note that η ≥ by the requirement on ρ in Theorem 1.
n be the set obtained from Lemma 2.1. We have that
Thus, B i+1 indeed meets the size requirement of the invariant. By the lemma, for every y ∈ L \ B i+1 we have that (Z(y)|Z ∈Ê i ) is η-close to Z(y). Note that y ∈ L \ B i+1 iff y ∈ {0, 1} n \B i+1 . We use this to conclude that for every y ∈B i+1 ,
where the first equality follows because for y ∈B i+1 , (V (y)|V ∈ E i ) is distributed like (Z(y)|Z ∈Ê i ), and the second inequality follows by the consequence of Lemma 2.1. We now observe that conditioned on the event E i , for every x ∈ {0, 1} k , the random variable W (2014) already defined) andB i+1 . By the consequences of our application of Lemma 2.1 we have that for every x ∈ {0, 1} k :
Thus, by linearity of expectation we have that:
and by Markov's inequality:
We now define the event E i as follows:
As η = ρ/10q we have that 6η ≤ ρ/q. By the definition of E i , we have obtained that
The event E i+1 (that we need to define) will be a subset of E i , and therefore, the event above will hold with probability one conditioned on E i+1 as well. This means that we indeed maintain the requirement on the sum of A We define E i+1 = E i ∩ {V (B i+1 ) = z} so that E i+1 ⊆ V (B i+1 ) = b i+1 maintains the invariant. We also verify that −(a+1+(i+1)) .
At this point, we have defined event E i+1 and set B i+1 and we already showed that they maintain the invariant. This completes the description of the iterative process.
Finishing up. We are now ready to prove Lemma 2.5. Applying the iterative process above yields sets B 1 , . . . , B q and an event E q ⊆ E with positive probability for which the invariant above holds. We have that for every 1 ≤ i ≤ q, |B i | = O(aq 3 /ρ 2 ) as required in Lemma 2.5. Let v : {0, 1} n → {0, 1} be some function such that v ∈ E q ⊆ E. We have that for every 1 ≤ j ≤ q,
It follows that:
Therefore, there are at most ρ · 2 k inputs x ∈ {0, 1} k for which cc 23 (2014) this relationship using our terminology. For this purpose, we identify a function f : {0, 1} k → {0, 1} with its truth table which is a string f ∈ {0, 1} K for K = 2 k . It is well known that a map cannot be uniquely decodable for < 1/4 unless K is tiny. Let K = 2 k and let δ be a parameter. Local decoders (for uniquely decodable codes) are randomized oracle procedures Dec (·) which when given oracle access to D and input x ∈ {0, 1} k , returns f (x) with probability 1 − δ. In the case of list-decodable codes, the local decoder Dec also receives a second input α which is the index in the list. This leads to the following definition. The following lemma shows that local list-decoding implies function-generic hardness amplification. It follows that our lower bounds on function-generic hardness amplification also apply (with the same parameters) for local list-decoders (even if they make adaptive queries). (·, α) has agreement 1 − δ with f when its coins are fixed to β. We define Amp = Enc and R (·) (x; (α, β)) = Dec (·) (x, α) using β as coins.
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It is interesting to note that even in the special case of uniquedecoding, Lemma 3.3 gives a function-generic reduction that is non-uniform. The following corollary is obtained by applying Theorem 1.4. We remark that the main question in locally decodable codes is how many queries are needed for uniquely decodable codes with constant rate. In our terminology, this corresponds to constant and δ and our results are interesting for a different regime of parameters.
Decoding from erasures. The lower bound of Theorem 1.4 holds even for basic hardness amplification. The corresponding coding-theoretic setting is that of list-decoding from erasures. More precisely, in Definition 3.1, we can allow D to have errorless agreement with Enc(f ) (rather than agreement 1/2 + with Enc(f )). In coding-theoretic terminology, this corresponds to a noisy channel that corrupts Enc(f ) by erasing a 1 − fraction of the symbols (by replacing them with the special symbol '⊥') and
