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Abstract
Slimmable neural networks provide a flexible trade-off front between prediction error and computa-
tional cost (such as the number of floating-point operations or FLOPs) with the same storage cost
as a single model, have been proposed recently for resource-constrained settings such as mobile
devices. However, current slimmable neural networks use a single width-multiplier for all the
layers to arrive at sub-networks with different performance profiles, which neglects that different
layers affect the network’s prediction accuracy differently and have different FLOP requirements.
Hence, developing a principled approach for deciding width-multipliers across different layers
could potentially improve the performance of slimmable networks. To allow for heterogeneous
width-multipliers across different layers, we formulate the problem of optimizing slimmable networks
from a multi-objective optimization lens, which leads to a novel algorithm for optimizing both the
shared weights and the width-multipliers for the sub-networks. We perform extensive empirical
analysis with 14 network and dataset combinations and find that less over-parameterized networks
benefit more from a joint channel and weight optimization than extremely over-parameterized
networks. Quantitatively, improvements up to 1.7% and 1% in top-1 accuracy on the ImageNet
dataset can be attained for MobileNetV2 and MobileNetV3, respectively. Our results highlight
the potential of optimizing the channel counts for different layers jointly with the weights and
demonstrate the power of such techniques for slimmable networks.
1. Introduction
Slimmable neural networks have been proposed with the promise of enabling multiple neural networks
with different trade-offs between prediction error and the number of floating-point operations (FLOPs),
all at the storage cost of only a single neural network [54]. Such neural networks are useful for
applications on mobile and other resource-constrained devices. As an example, the ability to deploy
multiple versions of the same neural network would alleviate the maintenance costs for applications
which support a number of different mobile devices with different memory and storage constraints, as
only one model needs to be maintained. Similarly, one can deploy a single model which is configurable
at run-time to dynamically cope with different latency or accuracy requirements. For example, users
may care more about power efficiency when the battery of their devices is running low while the
accuracy of the ConvNet-powered application may be more important otherwise.
A slimmable neural network is trained by simultaneously training networks with different widths
(or channel counts) using a single set of shared weights. The width of a child network is specified by a
real number between 0 and 1, which is known as the “width-multiplier” [16]. Such a parameter specifies
how many channels per layer to use proportional to the full network. For example, a width-multiplier
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Figure 1: Conventional slimmable neural networks use a single width-multiplier for all the layers. We propose
to optimize the widths together with the shared weights, which results in heterogeneous width-multipliers
across different layers. α is the vector of the width-multipliers.
of 0.35× represents a network that has channel counts that are 35% of the full network for all the
layers. While specifying child networks using a single width-multiplier for all the layers has shown
empirical success [52, 54], such a specification neglects that different layers affect the network’s output
differently [56] and have different FLOP requirements [10], which may lead to sub-optimal results.
In a similar setting, as demonstrated in the model pruning literature [7, 10, 26, 33, 38], having
different pruning ratios for different layers of the network can further improve results over a single
ratio across layers. This raises an interesting question: can slimmable networks also benefit from
non-uniform width-multipliers? This question motivated us to develop a principled way to optimize
network widths for slimmable neural networks. To accomplish this goal, we take a multi-objective
optimization viewpoint, aiming to jointly optimize the width-multipliers for different layers and
the shared weights in a slimmable neural network. A schematic view of the difference between the
proposed and the conventional slimmable networks is shown in Figure 1.
The contributions of this work are three-fold. First, through a multi-objective optimization lens,
we provide the first principled formulation for jointly optimizing the weights and widths of slimmable
neural networks. The proposed formulation is general and can be applied to objectives other than
prediction error and FLOPs [52, 54]. Second, we propose Pareto-aware Channel Optimization or
PareCO, a novel algorithm which approaches the intractable problem formulation in an approximate
fashion using stochastic gradient descent, of which the conventional training method proposed for
universally slimmable neural networks [52] is a special case. Quantitatively, PareCO improves
conventional slimmable training by up to 1.7% and 1% in top-1 accuracy on the ImageNet dataset
for MobileNetV2 and MobileNetV3, respectively. Finally, we perform extensive empirical analysis
using 14 network and dataset combinations and find that less over-parameterized networks benefit
more from jointly optimizing widths and weights.
2. Related work
2.1 Slimmable neural networks
Slimmable neural networks [54] enable multiple sub-networks with different compression ratios to
be generated from a single network with one set of weights. This allows the FLOPs of network to
be dynamically configurable at run-time without increasing the storage cost of the model weights.
Based on this concept, better training methodologies have been proposed to enhance the performance
of slimmable networks [52]. One can view a slimmable network as a dynamic computation graph
where the graph can be constructed dynamically with different accuracy and FLOPs profiles. With
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this perspective, one can go beyond changing just the width of the network. For example, one
can alter the network’s sub-graphs [39], network’s depth [5, 8, 17, 21, 19], and network’s kernel
sizes and input resolutions [6, 53]. Complementing prior work primarily focusing on generalizing
slimmable networks to additional architectural paradigms, our work provides the first principled
multi-objective formulation for optimizing slimmable networks with tunable architecture decisions.
While our analysis focuses on the network widths, our proposed formulation can be easily extended
to other architectural parameters; we leave such instantiations to future work.
2.2 Neural architecture search
A slimmable neural network can be viewed as an instantiation of weight-sharing. In the literature
for neural architecture search (NAS), weight-sharing is commonly adopted to reduce the search
cost [23, 42, 11, 3, 4, 51]. Specifically, NAS methods use weight-sharing as a proxy for evaluating the
performance of the sub-networks to reduce the computational cost of iterative training and evaluation.
However, NAS methods are concerned with the architecture of the network and the found network is
re-trained from scratch, which is different from the weight-sharing mechanism adopted in slimmable
networks where the weights are used for multiple networks during test time.
2.3 Channel pruning
Reducing the channel or filter counts for a pre-trained model is also known as channel pruning. In
channel pruning, the goal is to maximize the accuracy of the pruned network subject to some resource
constraints. Several studies have investigated how to better characterize redundant channels to prune
them away. Channel pruning based on the magnitude of filter weights [20, 14], the magnitude of
γ in batch normalization layer [24, 50], and Taylor expansion [32, 31, 1] to the loss function have
been investigated. Besides a post-processing perspective to channel pruning, prior work has also
investigated channel pruning via an optimization lens. Specifically, channel pruning methods based
on Lasso [46, 24, 10], trimmed Lasso [55], stochastic `0 [28], Bayesian compression [27], soft filter
pruning [12], and ADMM [22, 48] have been developed. Liu et al. [26] later show that channel
counts for different layers are more important for the performance of channel pruning. As a result,
several studies have investigated pruning via an architecture search perspective. For example, using
greedy algorithm [49, 51], reinforcement learning [13], Bayesian optimization [43, 29], dynamic
programming [4], and evolutionary algorithms [7, 25, 44] to search for the channel counts for each
layer.
As shown across various channel pruning papers that a single pruning ratio for all the layers can
be sub-optimal [7, 13, 25, 10, 26, 49], it is natural to wonder: can slimmable networks also benefit
from non-uniform width-multipliers? This question motivated us to develop a principled way to
optimize network widths for slimmable neural networks. Compared to the channel pruning literature,
our target is a slimmable neural network where its weights are shared across different sub-networks.
This entails a different problem formulation. Specifically, in channel pruning, the weights of the
network are optimized solely to improve the performance of the pruned network. In contrast, in a
slimmable neural network, the weights of the network are optimized to improve the performance of
multiple sub-networks.
3. Methodology
In this work, we are interested in jointly optimizing the network widths and network weights.
Ultimately, when evaluating the performance of a slimmable neural network, we care about the
trade-off curve between multiple objectives, e.g., theoretical speedup and accuracy. This trade-off
curve is formed by evaluating multiple networks with width configurations sampled from a width
sampling distribution. Viewed from this perspective, the sampling distribution should be optimized
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in such a way that the resulting networks have a better trade-off curve (i.e., larger area under curve),
which is a multi-objective optimization problem. This section formalizes this idea and provides an
algorithm to solve it in an approximate fashion.
3.1 Problem formulation
Intuitively, our goal is to optimize the shared weights to maximize the area under the best trade-off
curve between the accuracy and theoretical speedup obtained by optimizing network’s widths. Since
accuracy is not differentiable w.r.t. the shared weights, we switch objectives from accuracy and
theoretical speedup to cross-entropy loss and FLOPs, respectively. In this setting, the objective
becomes to minimize the area under curve. To arrive at such an objective, we start by defining the
notion of optimality in minimizing multiple objectives (such as the cross-entropy loss and FLOPs).
Definition 1 (Pareto frontier) Let f(x) = (f1(x), . . . , fK(x)) be a vector of responses from K
different objectives. Define vector inequality x < y as xi ≤ yi ∀ i ∈ [K] with at least one inequality
being strict. We call a set of points P a Pareto frontier if f(x) < f(y), for any x ∈ P and y /∈ P.
With this definition, we essentially want the loss for the shared weights to be the area under
the curve formed by the Pareto frontier. To do so, we need an actionable way to obtain the Pareto
frontier and we make use of the following Lemma:
Lemma 2 (Augmented Tchebyshev Scalarization (Section 1.3.3 in [34])) Define a scalar-
ization of K objectives as
Tλ(x) = max
i∈[K]
λi(fi(x)− f¯i) + β
∑
i∈[K]
λifi(x), (1)
where f¯i is a baseline constant such that (fi(x)− f¯i) ≥ 0 ∀ x, and β > 0, the Pareto frontier can be
specified via P = {arg minx Tλ(x) ∀λ ∈ ∆K−1} where ∆K−1 is a K-1 simplex.
The second term of equation (1) is the commonly used weighted sum scalarization and it can be
depicted as a line in the objectives space. However, minimizing it alone is not sufficient if the Pareto
curve is non-convex [34]. This calls for the first term, which can be depicted as the axis-aligned lines
of a non-positive orthant in the objectives space. With Lemma 2, one can obtain the Pareto frontier
by solving multiple augmented Tchebyshev scalarized optimization problems with different λs. A
λ vector can be interpreted as a weighting on the objectives, which is used to summarize multiple
objectives into a single scalar. For instance, consider the case in which the cross-entropy loss and
FLOPs are the two objectives of interest. If taking λCE → 1 and λFLOPs → 0, the scalarized objective
is then dominated by the cross-entropy loss and we are effectively seeking width configurations
that minimize the cross entropy loss. In contrast, if taking λCE → 0 and λFLOPs → 1, we are then
effectively seeking width configurations that minimize FLOPs. One can further summarize the area
under the Pareto curve to a scalar for optimization by taking an expectation over λ, which takes
into account the loss incurs by multiple weightings. Since the shared weights θ only affect the
cross-entropy loss but not FLOPs, minimizing the cross-entropy loss induced by the Pareto width
configurations effectively minimizes the area under curve. Now, we can formally define our problem
of interest:
min
θ
E(x,y)∼DEλ∼L[fCE(θ,αλ,x, y)]
s.t. αλ = min
α
Tλ(α;θ,x, y)
(2)
where θ denotes the network weights we would like to optimize, α denotes the network widths, L
denotes the distribution that governs the regions of interest on the Pareto front and it has support
4
Preprint.
Figure 2: The PareCO framework for optimizing slimmable neural networks.
over ∆K−1. D denotes the distribution of the training data, and x and y are the training input and
label. The expectation over λ summarizes the area under the trade-off curve. Note that Tλ(·) is
implicitly conditioned on θ, x, and y because the cross-entropy loss depends on them.
While equation (2) precisely defines our goal, solving constraint can be intractable since the
function is usually highly non-convex with respect to α and does not have analytical gradient
information that admits first-order optimization algorithms. To cope with these challenges, we adopt
a multi-objective Bayesian Optimization approach to approximate the minimization in the constraint.
3.2 Approximation via multi-objective Bayesian optimization
The intuition for our approximation is to find an approximated minimizer α̂, which can be used to
admit gradient calculation w.r.t. θ. More formally,
min
θ
E(x,y)∼DEλ∈∆K−1 [fCE(θ,αλ,x, y)] ≈ min
θ
1
M
M∑
m=1
fCE(θ,αλ(m) ,x, y)
≈ min
θ
1
M
M∑
m=1
fCE(θ, α̂(m),x, y),
(3)
where αλ(m) = minα Tλ(m)(α;θ,x, y) and M is the λ sample size. To provide a close approximation
with few function evaluations, we resort to multi-objective Bayesian Optimization using random
scalarization (MOBO-RS) [35]. MOBO-RS is a sequential model-based optimization method that
aims to optimize multiple black-box objectives using fewest queries. Given a current state (θ, x,
and y), the goal of MOBO-RS is to optimize minα Tλ(α;θ,x, y). The two major components of
MOBO-RS are the surrogate functions that approximate the black-box functions and the acquisition
functions that balance exploration and exploitation for optimizing the black-box functions.
A surrogate function is built using a Gaussian Process (GP) [37] for each of the black-box
objectives fi(α;θ,x, y) ∀ i ∈ [K], using the queries observed so far St−1 = {α˜1, . . . , α˜t−1} and their
function responses fi(α˜`) ∀ i ∈ [K], ` ∈ [t− 1] where t denotes the current timestamp in MOBO-RS.
An acquisition function is defined for each surrogate function using the estimated function value
and the uncertainty of the estimated value to balance exploration and exploitation. We consider the
Upper Confidence Bound (UCB) acquisition function [41] in this paper.
In each optimization iteration of MOBO-RS, surrogate functions are first built based on St−1,
acquisition functions based on these surrogate functions are then constructed. Next, MOBO-RS uses
the augmented Tchebyshev scalarization to scalarize multiple acquisition functions with a λ, and
finally minimizes the scalarized function to obtain the next candidate to query. This minimization
is tractable because it minimizes the surrogate function instead of the unknown function. Under
properly set hyperparameters for UCB, it is known that MOBO-RS introduces no regret [35]. In
other words, if we allocate enough time for MOBO-RS and set the output of MOBO-RS α̂ .= α˜t, the
method provides a close approximation minα Tλ(α;θ,x, y) ≈ Tλ(α̂;θ,x, y).
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3.3 PareCO: Pareto-aware channel optimization
We now have a framework for joint widths-and-weights optimization, which is shown in Figure 2.
The framework has three steps: (1) sample λ(m), (2) solve for the corresponding Pareto-optimal
width configurations α̂(m) via MOBO-RS, and (3) update weights by running forward and backward
passes using these network widths. We avoid superscripts when possible in the sequel.
Relationship to slimmable training Conventional slimmable training [52] is a special case of
this framework where λ is ignored. In this case, α̂ has the same value which is shared across all
layers and which is obtained by sampling a width-multiplier from a uni-variate uniform distribution.
Note that sampling α̂ this way does not optimize the trade-off front explicitly. Next, we describe
the proposed λ sampling process, the implementation for MOBO-RS, and the weight optimization
process.
Pareto-aware sampling Each λ determines a point-of-interest on the Pareto curve when the
corresponding augmented Tchebyshev scalarized objective is solved. Thus, the distribution of λ
determines the distribution of the objectives fi(α̂) and the mapping between the two is non-trivial.
Since our goal is to obtain the Pareto curve as efficiently as possible, we would like to sample λ such
that it has a higher probability of visiting the under-explored regions on the Pareto curve.
Figure 3: An example of the various
notations used in Pareto-aware sam-
pling where zi is a minimizer in the
approximate Pareto frontier and Ai
quantifies under-exploration for the
regions between zi and zi+1.
To achieve this goal, we make use of the width configurations
obtained so far across full iterations H (a full iteration is one
iteration of Figure 2) to obtain an approximate Pareto frontier.
Specifically, the approximate Pareto frontier N ⊂ H is defined
such that f(x) < f(y) ∀ x ∈ N ,y /∈ N . Based on N , we
would like to quantify the level of under-exploration for the
Pareto curve. For example, in the Pareto frontier defined by
cross-entropy loss and FLOPs, the level of under-exploration can
be characterized by the area between two consecutive points for
both the cross-entropy loss and FLOPs. Formally,
Ai
.
= (fFLOPs(zi+1)− fFLOPs(zi)) (fCE(zi)− fCE(zi+1)) ,
(4)
where z ∈ N is ordered solutions sorted in ascending order
according to fFLOPs(·). We visualize an example in Figure 3.
Using Ai to quantify under-exploration, our strategy to sam-
ple λ involves first sampling a target function value f˜FLOPs with
probability proportional to Ai. We then find the λ that results
in the target f˜FLOPs (within ) with binary search. Concretely,
f˜FLOPs is sampled such that P(f˜FLOPs ∈ [fFLOPs(zi), fFLOPs(zi+1)]) ∝ Ai. Then, we solve the
scalarized acquisition function with an initial λ = {λFLOPs, λCE} to obtain α̂. If fFLOPs(α̂) is larger
than f˜FLOPs, λFLOPs is increased; otherwise λFLOPs is decreased. Binary search is repeated until
|fFLOPs(α̂)−f˜FLOPs|
FullModelFLOPs ≤  or until a pre-defined number of iterations is met.
Inner objective approximation Since MOBO-RS itself is a sequential optimization process,
running many iterations of MOBO-RS for each full iteration and λ could be computationally
expensive. To reduce this computational cost, our intuition is that the cross-entropy loss has high
variance throughout the early phase of training, which makes the precise minimizer α̂ less useful. As a
result, we propose to perform one-step optimization in each MOBO-RS by sharing the queries visited.
That is, the output of MOBO-RS at full iteration t is obtained by optimizing the posterior formed
by the minimizers obtained in earlier full iterations H = {α̂1, . . . , α̂t−1}. Note that to make use of
the historical data, |H| forward passes are needed to obtain the cross-entropy losses at each α̂ with
the latest θ,x, and y for building the Gaussian Process. This approximation effectively allocates less
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information in earlier full iterations and assumes that the underlying function fCE(α;θ,x, y) would
not change drastically across each full iteration. The computational overhead of the approximated
MOBO-RS is c1|H|+ c2|H|3 where the first term is for network forwards while the second term is for
matrix inversion used for building the Gaussian Process [37]. We note that the c1  c2 with modern
deep networks.
Increase the number of gradient descent iterations This computationally expensive opti-
mization procedure (i.e., MOBO-RS) is called every full iteration. To reduce the overall training time,
we can perform multiple gradient updates per full iteration of MOBO-RS, under the assumption
that a slightly stale H will not fundamentally change learning. We term this hyperparameter n and
evaluate its impact in Section 4.2.
PareCO Based on this preamble, we present our algorithm, PareCO, in Algorithm 1. In short,
PareCO has three steps: (1) build surrogate functions (i.e., GPs) and acquisition functions (i.e.,
UCBs) using historical data H and their function responses, (2) sample M λs and solve for the
corresponding widths (i.e., α̂) via pareto-aware sampling, and (3) perform n gradient descent steps
using the solved widths. One can recover slimmable training [52] by replacing lines 8 with randomly
sampling a single width-multiplier for all the layers and setting n = 1 in line 13.
Algorithm 1: PareCO
Input :Model parameters θ, lower bound for width-multipliers w0 ∈ [0, 1], number of full iterations
F , number of gradient descent updates n, number of λ samples M
Output :Trained parameter θ, approximate Pareto front N
1 H = {} (Historical minimizers α̂)
2 for i = 1...F do
3 x, y = sample_data()
4 fCE, fFLOPs = fCE(H;θ,x, y), fFLOPs(H) (Calculate the objectives for each α̂ ∈ H)
5 g = BuildGP-UCB( H, fCE, fFLOPs ) (Build acquisition functions via BoTorch [2])
6 widths = []
7 for m = 1...M do
8 α̂, N = PAS( g,H,fCE,fFLOPs ) (Algorithm 2)
9 widths.append(α̂)
10 end
11 H = H ∪ widths (update historical data)
12 widths.append(w0) (smallest width for the sandwich rule in [52])
13 for j = 1...n do
14 SlimmableTraining( θ, widths ) (line 3-16 of Algorithm 1 in [52] with provided widths)
15 end
16 end
4. Experiments
4.1 Performance gains introduced by PareCO
For all the PareCO experiments in this sub-section, we set n such that PareCO only visits 1000 width
configurations throughout the entire training (|H| = 1000). Also, we set M to be 2, which follows
the conventional slimmable training method [52] that samples two width configurations in between
the largest and the smallest widths. As for Pareto-aware sampling, we conduct at most 10 binary
searches with  set to 0.02, which means that the binary search terminates if the FLOPs difference is
within a two percent margin relative to the full model FLOPs. On average, the procedure terminates
by using 3.4 binary searches for results on ImageNet. The dimension of α is network-dependent and
is specified in Appendix A and the training hyperparameters are detailed in Appendix C.
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Algorithm 2: Pareto-aware sampling (PAS)
Input :Acquisition functions g, historical data H, fCE, fFLOPs, search precision 
Output : channel configurations α̂, an approximate Pareto front N
1 β = 10−6 (A small positive number according to [34])
2 A, N = computeArea( H, fCE, fFLOPs ) ( equation (4) )
3 f˜FLOPs = multinomial(A) (Sample a target FLOPs)
4 λFLOPs, λmin, λmax = 0.5, 0, 1
5 while | fFLOPs(α̂)−f˜FLOPsFullModelFLOPs | >  do // binary search
6 α̂ = arg minα
[
maxi∈{CE,FLOPs} λi(gi(α)− g¯i) + β
∑
i∈{CE,FLOPs} λigi(α)
]
7 if fFLOPs(α̂) > f˜FLOPs then
8 λmin = λFLOPs
9 λFLOPs = (λFLOPs + λmax)/2
10 else
11 λmax = λFLOPs
12 λFLOPs = (λFLOPs + λmin)/2
13 end
14 end
First, we are interested in the following question: Do PareCO-optimized models (PareCO) always
outperform conventional slimmable networks (Slim) [52]? To answer this question, we compare both
algorithms using the exact same code base and training hyperparameters. We consider ResNets with
various depths and widths targeting CIFAR-10 and CIFAR-100. As shown in Figure 4, PareCO
improves Slim in most cases for CIFAR-100 while PareCO performs similarly to or slightly better than
Slim for CIFAR-10. Interestingly, we find that when the network is relatively more over-parameterized,
the two perform more similarly, as it can be seen in Figure 4d. This is plausible since when a network
is more over-parameterized, there are many solutions to the optimization problem and it is easier
to find solutions with the constraints imposed by weight sharing. In contrast, when the network is
relatively less over-parameterized, compromises have to be made due to the constraints imposed
by weight sharing. In such scenarios, PareCO outperforms Slim significantly, as it can be seen
in Figure 4e. We conjecture that this is because PareCO introduces a new optimization variable
(width-multipliers), which allows better compromises to be attained.
We further conduct the same experiments on ImageNet using MobileNetV2 [40] and Mo-
bileNetV3 [15]. As shown in Figure 4m and Figure 4n, we observe the similar trend that PareCO
outperforms Slim. Quantitatively, up to 1.7% and 1% top-1 accuracy improvements can be achieved
for MobileNetV2 and MobileNetV3, respectively. Numerical results are detailed in Appendix D. We
contrast the widths of the sub-networks between PareCO and Slim in Appendix B. Thanks to the
large n and inner optimization approximation, PareCO only incurs approximately 20% additional
overhead compared to Slim in training.
While PareCO performs favorably compared to Slim, the results so far raise an interesting question.
What will be the outcome if we use slimmable training to train weights first and then optimize widths
later based on the shared weights? This paradigm resembles the methods used in OFA [6] and
BigNAS [53]; we denote this method TwoStage. We compare PareCO and TwoStage in Figure 4.
TwoStage is comparable or superior to Slim, but it is worse or comparable to PareCO in most cases.
In addition to comparing with these methods, we have also compared to independently trained
models using a single width-multiplier, which is a baseline employed in [52]. With optimized widths,
PareCO manages to outperform independently trained models in low-FLOPs regimes.
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(a) ResNet20 C10 (b) ResNet32 C10 (c) ResNet44 C10 (d) ResNet56 C10
(e) ResNet20 C100 (f) ResNet32 C100 (g) ResNet44 C100 (h) ResNet56 C100
(i) 2×ResNet20 C100 (j) 3×ResNet20 C100 (k) 4×ResNet20 C100 (l) 5×ResNet20 C100
(m) MobileNetV2 ImageNet (n) MobileNetV3 ImageNet
Figure 4: Comparisons among PareCO, Slim, and TwoStage. C10 and C100 denote CIFAR-10/100. We also
plot independently trained models (no weight sharing) as references. For the CIFAR dataset, we perform
three trials for each method and plot the mean and standard deviation. PareCO is better or comparable to
Slim. The numerical results for ImageNet are detailed in Table 1 in Appendix D.
4.2 Ablation studies
In this subsection, we ablate the hyperparameters that are specific to PareCO to understand their
impact. We use ResNet20 and CIFAR-100 for the ablation with the results summarized in Figure 5.
Pareto-aware sampling Without Pareto-aware sampling, one can also consider sampling λ
uniformly from the ∆K−1, which does not require any binary search and is easy to implement.
However, the issue with this sampling strategy is that uniform sampling λ does not necessarily imply
uniform sampling in the objective space, e.g., FLOPs. As shown in Figure 5a and Figure 5b, sampling
in the objective space is more effective than sampling the λ space.
Number of full iterations We reduce the number of full iterations by increasing the number of
gradient descent updates. In previous experiments, we have n = 313, which results in |H| = 1000.
Here, we ablate n to 156, 626, 1252, 3128 such that |H| = 2000, 500, 250, 100, respectively. With larger
9
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(a) Impact of Pareto-aware
sampling (PAS).
(b) Histogram of FLOPs
for H w/ and w/o PAS.
(c) Performance for differ-
ent n.
(d) Additional overhead
over Slim for different n.
Figure 5: Ablation study for Pareto-aware sampling and the number of gradient descent updates per full
iteration using ResNet20 and CIFAR-100. Experiments are conducted three times and we plot the mean and
standard deviation.
n, the algorithm introduce a worse approximation since there are overall less iterations put into
MOBO-RS. As shown in Figure 5c, we observe worse results with higher n. On the other hand, the
improvement introduced by lower n saturates quickly. The training overhead of PareCO as a function
of n compared to Slim is shown in Figure 5d where the dots are the employed n.
5. Discussion
In this work, we propose to tackle the problem of training slimmable networks via a multi-objective
optimization lens, which provides a novel and principled framework for optimizing slimmable networks.
With this formulation, we propose a novel training algorithm, PareCO, which trains slimmable neural
networks by jointly learning both channel configurations and the shared weights. In our empirical
analysis, we extensively verify the effectiveness of PareCO over conventional slimmable training on 14
dataset and network combinations. Moreover, we find that less over-parameterized networks benefit
more from joint channel and weight optimization. Our results highlight the potential of optimizing
the channel counts for different layers jointly with the weights and demonstrate the power of such
techniques for slimmable networks.
While this paper takes the first step to formalize the multi-objective optimization problem
of slimmable neural networks with tunable architectural decisions provides a novel algorithm for
practically solving the formulation, there are still several open questions remained. First, Bayesian
Optimization may suffer from the curse of dimensionality, which calls for exponentially more iterations
for MOBO-RS as the dimension of α grows. Studies along this line [45, 18, 47, 9] could potentially
further improve our results. Second, training slimmable networks is different from training a
standalone network. However, existing methods often use the training hyperparameters adopted in
training a standalone network. A systematic study on the training hyperparameters can shed light
on ways to advance the current practice. Finally, the transferability of slimmable networks can be
further explored. Specifically, how should one fine-tune a slimmable network for other tasks? Should
the widths be optimized again on target tasks?
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Appendix A. Width parameterization
For ResNets with CIFAR, α has six dimensions and is denoted by α1:6 ∈ [0.316, 1], i.e., one parameter
for each stage and one for each residual connected layers in three stages. More specifically, the
network is divided into three stages according to the output resolution, and as a result, there are
three stages for all the ResNets designed for CIFAR. For example, in ResNet20, there are 7, 6, and
6 layers for each of the stages, respectively. Also, the layers that are added together via residual
connection have to share the same width-multiplier, which results in one width-multiplier per stage
for the layers that are connected via residual connections.
For MobileNetV2, α1:25 ∈ [0.42, 1], and therefore there is one dimension for each independent
convolutional layer. Note that while there are in total 52 convolutional layers in MobileNetV2, not
all of them can be altered independently. More specifically, for layers that are added together via
residual connection, their widths should be identical. Similarly, the depth-wise convolutional layer
should have the same width as its preceding point-wise convolutional layers. The same logic applies
to MobileNetV3, which has 47 convolutional layers (excluding squeeze-and-excitation layers) and
α1:22 ∈ [0.42, 1]. In MobileNetV3, there are squeeze-and-excitation (SE) layers and we do not alter
the width for the expansion layer in the SE layer. The output width of the SE layer is set to be the
same as that of the convolutional layer where the SE layer is applied to. Note that there is no concept
of expansion ratio for the inverted residual block in MobileNets in our width optimization. More
specifically, the convolutional layer that acts upon expansion ratio is in itself just a convolutional
layer with tunable width. Also, we do not quantize the width to be multiples of 8 as adopted in the
previous work [40, 52]. Due to these reasons, our 0.42× MobileNetV2 has 59 MFLOPs, which has
the same FLOPs as the 0.35× MobileNetV2 in [52, 40].
Appendix B. Width differences
In Figure 6, we visualize the widths learned by PareCO and contrast them with Slim for MobileNetV2
and MobileNetV3. Note that both PareCO and Slim are slimmable networks with shared weights
and from the top row to the bottom row represent three points on the trade-off curve for Figure 4m
and Figure 4n.
Appendix C. Training hyperparameters
We use PyTorch [36] as our deep learning framework and we use BoTorch [2] for the implementation
of MOBO-RS, which works seamlessly with PyTorch. More specifically, for the covariance function of
Gaussian Processes, we use the commonly adopted Matérn Kernel [30] without changing the default
hyperparameters provided in BoTorch. Similarly, we use the default hyperparameter provided in
BoTorch for the Upper Confidence Bound acquisition function. To perform the optimization of line 6
in Algorithm 2, we make use of the API “optimize_acqf " provided in BoTorch.
CIFAR The training hyperparameters for the independent models are 0.1 initial learning rate, 200
training epochs, 0.0005 weight decay, 128 batch size, SGD with nesterov momentum, and cosine
learning rate decay. The accuracy on the validation set is reported using the model at the final epoch.
For slimmable training, we keep the same exact hyperparameters but train 2× longer compared to
independent models, i.e., 400 epochs.
ImageNet Our training hyperparameters follow that of [52]. Specifically, we use initial learning
rate of 0.5 with 5 epochs linear warmup (from 0 to 0.5), linear learning rate decay (from 0.5
to 0), 250 epochs, 4e−5 weight decay, 0.1 label smoothing, and we use SGD with 0.9 nesterov
momentum. We use a batch size of 1024. For data augmentation, we use the “RandomResizedCrop”
and “RandomHorizontalFlip” APIs in PyTorch. For MobileNetV2 we follow [52] and use random
scale between 0.25 to 1. For MobileNetV3, we use the default scale parameters, i.e., from 0.08 to
14
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(a) MobileNetV2 ImageNet (b) MobileNetV3 ImageNet
Figure 6: Comparing the width-multipliers between PareCO and Slim. The title for each plot denotes the
relative differences (PareCO - Slim) and the numbers in the parenthesis are for PareCO.
1. The input resolution we use is 224. Besides scaling and horizontal flip, we follow [52] and use
color and lighting jitters data augmentataion with parameter of 0.4 for brightness, contrast, and
saturation; and 0.1 for lighting. These augmentations can be found in the official repository of [52]1.
The entire training is done using 8 NVIDIA V100 GPUs.
Appendix D. Numerical results for ImageNet
We summarize the numbers from Figure 4m and Figure 4n in Table 1 for future work to compare
easily.
1. https://github.com/JiahuiYu/slimmable_networks/blob/master/train.py#L43
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MobileNetV2 MobileNetV3
MFLOPs Independently trained [40] Slim PareCO MFLOPs Independently trained [15] Slim PareCO
59 60.3 61.4 61.5 (+0.1) 40 64.2 - -
71 - 61.9 63.0 (+1.1) 42 - 65.8 65.9 (+0.1)
84 - 63.0 64.6 (+1.6) 51 - 66.3 66.6 (+0.3)
95 - 64.0 65.1 (+1.1) 60 - 67.2 67.7 (+0.5)
97 65.4 - - 69 68.8 - -
102 - 64.7 65.5 (+0.8) 73 - 68.1 68.8 (+0.7)
136 - 67.1 68.2 (+1.1) 84 - 69.0 70.0 (+1.0)
149 - 67.6 69.1 (+1.5) 118 - 71.0 71.4 (+0.4)
169 - 68.2 69.9 (+1.7) 121 - 71.0 71.6 (+0.6)
209 69.8 - - 155 73.3 - -
212 - 69.7 70.6 (+0.9) 168 - 72.7 72.8 (+0.1)
244 - 70.5 71.0 (+0.5) 183 - 73.0 73.2 (+0.2)
300 71.8 72.0 72.1 (+0.1) 217 75.2 73.5 73.7 (+0.2)
Table 1: MobileNetV2 and MobileNetV3 on ImageNet. The number in the parenthesis for PareCO
are the improvements compared to the corresponding Slim. Bold represents the highest accuracy of
a given FLOPs.
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