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Phase‐contrast Magnetic Resonance  Imaging  (MRI) provides a non‐invasive  technique  for  the 
assessment  of  time‐resolved  blood  velocity  vector  fields  within  arbitrary  imaging  volumes. 
Besides velocity vector field information, parameters related to turbulence can be calculated with 
advanced multi‐point velocity encoding  schemes. However,  long  scan  times are currently  the 
main barrier for the acceptance of the method in a clinical setting. 
The  following  work  presents  data‐driven  MRI  reconstruction  algorithms  for  undersampled 
measurements with the focus on accurate flow quantification and visualization. 
An extension of an auto‐calibrated parallel  imaging  reconstruction  framework  for arbitrary k‐
space  trajectories  is  proposed.  The  exploitation  of  temporal  correlations  as  present  in  time‐
resolved  data  demonstrates  further  advances  of  scan  time  reduction  when  assessing  mean 





image  reconstruction  of blood  velocity  vector  fields.  To  address  respiratory motion  artifacts, 
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The  heart  supplies  the  body  and  itself  with  blood  carrying  oxygen  and  nutrients.  The 





shear  stress  patterns due  to disturbed blood  transport  are  assumed  to  regulate biochemical 
responses in vessel walls and can cause arterial remodeling and the formation of atherosclerotic 
plaques  [2,  3].  The  resulting  narrowing  of  the  vessel  lumen  further  affects  hemodynamic 
conditions.  Plaque  formation  modulates  aortic  stiffness  and  retrograde  flow  channels, 
respectively,  and  increases  the  risk  of  an  embolic  stroke  [4].  Pathological  aortic  valves  can 
promote  pronounced  helical  flow  patterns,  retrograde  flow  jets  and  are  associated with  the 
formation of ascending aorta aneurysms  [5]. Heart muscle pathologies  lead  to altered vortex 
patterns  in the ventricles thereby reducing the efficiency of blood flow redirection (e.g. within 
the left ventricle from the left atrium through the aortic valve) [4]. These examples illustrate the 
importance  of  assessing  parameters  of  cardiovascular  fluid  dynamics  to  serve  diagnosis  and 
therapy monitoring in CVDs.  
Functional imaging modalities must provide tools to identify and quantify abnormal blood flow 
patterns  related  to  the patient’s pathogenesis,  to  guide,  control  and optimize  corresponding 
therapies,  surgical  interventions  or  implant  designs  (e.g.  stents,  valve  replacement). 
Echocardiography is a widespread imaging technique used in clinical routine for the assessment 










Phase‐contrast  (PC) MRI  is a non‐invasive  imaging technique allowing  for time‐resolved multi‐
dimensional  flow measurements  in arbitrary positioned  imaging volumes. Velocity component 







of 3D vector  fields  increases measurement  time by at  least a  factor of  four  relative  to a scan 
Figure 1.1 a)  Venous or deoxygenated blood (blue) is collected in the right atrium (RA), 
while arterial or oxygenated blood (red) flows from the lungs through the right (RPVs) and 













strategies  in conjunction with  reconstruction algorithms exploiting  receiver coil weighting  [9], 
spatio‐temporal correlations [10] or transform‐domain sparsity [11] have significantly decreased 
nominal scan times. However, the actual scan time is again increased by a factor of 2‐3 due to 
free‐breathing  acquisitions  employing  respiratory  gating.  Acquiring multiple  velocity  encodes 
along  a  given  direction  increases  the  sensitivity  to  low  and  high  velocities  and  enables  the 
estimation  of  velocity  distributions within  each  voxel.  This  concept  of multi‐point  PC  can  be 
applied to quantify turbulent flow [12] which is not resolved by current PC vector field mapping. 
However, the gain in information about local flow distributions comes at the expense of further 
prolonged  scan  times. Velocity  reconstruction accuracy may also be  compromised by  system 
imperfections,  noise,  misregistration  effects  between  calibration  and  actual  scan,  residual 
motion, and inappropriate prior knowledge.     
The objectives of  this  thesis are  to accelerate multi‐point PC MRI  for velocity vector  field and 





In  Chapter  3,  the  concept  of  image  reconstruction  formulated  as  an  inverse  problem  is 





Chapter  5  introduces  novel  algorithms  directly  incorporating  physical  prior  knowledge  about 
blood flow into the reconstruction from undersampled 3D PC data. 














approach  taking  into  account  physical  prior  information  on  the  divergence‐free  condition  of 
incompressible  fluids  is  proposed  (Chapter  5).  The  concept  is  incorporated  into  a  CS‐based 
separate magnitude and phase reconstruction framework. Non‐convex reconstruction algorithms 
regularizing phase difference maps using divergence‐free Wavelets or  finite difference‐based 
divergence  and  curl  operators  are  developed  and  compared  to  standard  convex  CS.  Using 
reconstructions of dynamic 3D PC data,  it  is  demonstrated  that  phase  specific  regularization 
efficiently reduces non‐divergent field components and improves vector field visualization.   
In  Chapter  6,  it  is  demonstrated  that  reconstruction  times  of  iterative  auto‐calibrated 
reconstruction methods can be reduced by a factor between 1.5 to 2 using efficient mathematical 
formulations of the encoding and PI operators. Furthermore, data‐driven non‐rigid respiratory 
motion  correction  in  conjunction  with  PI  is  presented  for  an  effective  combination  of  scan 
acceleration and time‐efficient respiratory motion compensation. Moreover, optimized Cartesian 
undersampling patterns are derived for dynamic PI in combination with CS reconstruction.        















the  z‐direction  ez  (0,1,1)T    in  a  (x,y,z)  coordinate  system  [13‐17].  The  measureable 
magnetization M is defined as the macroscopic magnetic moment per unit volume resulting from 
the superimposing nuclear angular moments or spins i: M  i i. For spin‐1/2 isotopes (e.g. 1H, 
13C or 31P), quantum mechanics allows the magnetic moment’s z‐component to assume only two 













  ,  (2.1)
with  spin  density  n,  gyromagnetic  ratio  ,  the  Planck  and  Boltzmann  constants  ħ  and  kb, 
respectively. 
2.1.2 Spin Dynamics 
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frequency  ω0  B0.  Simultaneously,  the  longitudinal  component  Mz  builds  up  to  M0  while 
transverse components Mx,y decay with tissue dependent constants T1 and T2, respectively. The 
relaxation time constants reflect spin‐lattice and spin‐spin interactions driving the spin ensembles 
back  to  thermal  equilibrium  state.  A  solution  of  (2.2)  can  be  obtained  by  neglecting  
relaxation effects (T1,2 → ) yielding precessing magnetization (Figure 2.1a). Then, (2.2) is locally 
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with  solutions  ˆ ˆ 2, ) ,0)exp( ( )( / )(x xtM tM T r r r ,  ˆ ˆ 2, ) ,0)exp( ( )( / )(y ytM tM T r r r   and 














The Bloch equations (neglecting relaxation effects) in the locally rotating frame  ˆ ˆ ˆ( , , )x y z ze e e e  
then read 
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describing  precessing  magnetization  around  Beff  in  the  rotating  frame  (Figure  2.1b).  Since  
B0  B1, the z‐component of Beff needs to disappear, i.e. the RF pulse needs to fulfil the resonance 
condition 
  0 0z B    .  (2.5)
Accordingly,  magnetization  is  tipped  around  xˆe   in  the  ˆ ˆ( , )y z ‐plane  with  the  flip  angle 
10
( ) ( )
t
t dB      (Figure 2.1c). 
2.2 Imaging 
Superimposing  the  main  magnetic  field  with  a  gradient  field  G(t)  (Gx(t),Gy(t),Gz(t))T,  
B(r,t)  (B0  G(t)r)ez, enables spatially selective excitation and spatial encoding of the MR signal. 
The resonance condition of the RF pulse ω(r)  γB0  G·r) becomes spatially dependent and, 
accordingly, a plane perpendicular to the gradient direction is excited.  
Upon  excitation,  the  initial  transverse  magnetization  precessing  with  
ω(r,t)  γB0  B0(r)  G(t)r)  around  the  axis  of  the  applied  longitudinal  field  is  denoted  
ρ(r)  ρ(r,t  0). The field map B0 incorporates deviations of the field strength from the nominal 
value  B0.  At  time  point  t  0,  the  rotating  magnetization  has  accumulated  a  net  phase  of 
0 0
( , ) ( , ) ,( )
t t
zt d B d        r r r . Consequently, the complex‐valued signal d(t) can be written 
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The  excited  volume  is  given  as  V,  c(r)  denotes  the  complex  receiver  coil  sensitivity,  and 
2 21/1 // 1 inhomT T T
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t d   k G ,  (2.7)
a  Fourier  relation  between  acquired  signal  d(k)  and  the  sensitivity‐weighted  object  ρ(r)  is 
obtained: 
  ) (( ) ( ) i
V
d c e d    k rk r r r .  (2.8)
The signal  is now sampled  in the so‐called k‐space by applying gradient waveforms. Figure 2.2 















encoding matrix E mapping  the  image  to  the acquired data.  In case of Cartesian sampling, E 
implements a concatenation of a (unitary) uniform Fourier transform (FT) F Î N´N and a sampling 
matrix Iu Î {0,1}M´N: E  Fu  IuF. Using Nc receiver coils, the encoding matrix reads 









space  range  [kx,maxkx,max]  given  by  the  spatial  resolution.  Partial‐echo  acquisitions 
consisting  of  smaller  prephasing  gradient  areas  sample  intervals  [kx,0kx,max]  with  
0  kx,0  kx,max enabling shorter TEs. 
  16   
 
if  the  multi‐coil  images  stacked  in  ρ    [ρ 1T ρ cNT ] T  are  related  to  all  channel’s  data  
d    [d 1T d cNT ] T , or 
  ( )cN u E I F S   (2.11)
with  S    [S 1T S cNT ] T where  the  coil  sensitivity  diagonal  matrices  Si  Î  N´N  are  known.  
For  FT  reconstruction,  the data  vector  is pre‐weighted with  a diagonal matrix  W Î NcM´NcM, 
compensating for variable sampling density, followed by a multiplication with EH: EHWd. When 
the  coil  sensitivities  are  used,  an  additional  diagonal  weighting  matrix  multiplication  with  
Ws Î N´N, s.t. WsSHS  IN, is added. An artifact‐free image is obtained when M  N and the k‐
space sampling distance ki along the direction i fulfills the Nyquist sampling theorem with voxel 
size Δxi, 
  1 1FOVi i i
k
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relative  to  Cartesian  imaging:  1)  The  absence  of  phase  encoding  gradients  allows  for  short 
minimum echo times (TE). Partial‐echo or ultra‐short TE (UTE) sequences [20] with short or no 
prephasing gradients permit extremely  short TEs, which are essential  for  imaging of  short  T2 




the phase‐encode direction  regardless of  the direction of motion  [26].  In  radial  imaging,  the 







On  the other hand,  the Nyquist  sampling  criterion  requires  a  larger  set of measurements  as 
compared to Cartesian imaging [17]: 
  2Nyquist PEP N
 ,  (2.13)




object  function ρ(r) over  the  (n1)‐dimensional  sub‐planes perpendicular  to  the direction  er: 
) ( ) ( )( , r rr dp r    e r r e r .  Filtered  backprojection  algorithms  are  implementations  of  the 
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where integration is performed over the unit semi‐circle  21/ 2S  or hemisphere  31/ 2S . Ideal filters h(k) 
are |k| and k2 for 2D and 3D projections, respectively. However, to avoid noise amplification, band‐
limited filters are applied [28]. 
Gridding Gridding reconstruction  implements a non‐uniform  inverse FT (IFT) from k‐ to  image‐
space. The signal on the non‐Cartesian sampling trajectory is interpolated onto a rectilinear grid 
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d hd w k k k k k ,  (2.15)
reveals  that gridding allows  interpolation between any two  trajectories, and thus, also  from a 
rectilinear onto an arbitrary one. This is referred to as inverse gridding [32]. In this case, the 2D 
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0 φi 2. A widely used separable gridding kernel h(k)  f(kx)f(ky) f(kz) is the Kaiser‐Bessel (KB) 
window [33]: 
   201( ) 1 (2 / )f k I k WW   ,  (2.17)
where W denotes the kernel width, I0() the zero‐order modified Bessel function of the first kind, 
and  β  a  shape  parameter.  [34]  provides  an  optimal  solution  for  a  given  kernel  width  and 










nX X x e m M
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
    ,  (2.18)
with frequencies ωm. Instead of directly evaluating (2.18), linear interpolation of an oversampled 
















by a multiplication with the sampling function Πnon-cart(k)  Σi δ(k  ki)w(ki) where {ki} 
denotes the sample coordinates, δ(·) the Dirac delta function and  w(ki) the corresponding 
sampling density compensating weights. The sampled signal  is then convolved with the 
kernel  h(k)  and  resampled  on  a  rectilinear  grid  by  means  of  the  delta  comb  
Πcart(k)  Σm,n,l δ(kx  mΔkx,ky  nΔky,kz  lΔkz)Δkx Δky Δkz. Upon uniform IFFT, the coil image 












m mX X  v x x  .  (2.20)
The  extension  to  higher‐dimensional  signals  is  outlined  in  [35].  The NUFFT  operator  actually 
implements an  inverse gridding operation. Gridding  in MRI,  i.e.  reconstructing an  image  from 
non‐Cartesian trajectories is then formulated as an inverse problem: 
  22arg min ρ d Fρ ,  (2.21)
where F implements the NUFFT matrix. Iterative solvers can then be used for the minimization 
problem (2.21) with the forward model F and without sampling density compensation. 
It  can  be  shown  that  the  sequence  of  points  {x0,x1,,xm}  where  
xn  {n}mod 1  (1 / Fi){nFi1}mod Fi (i → ) is distributed very evenly across the unit interval [0,1[ 
(Figure 2.6a) [36, 37]. The Golden ratio ξ is the irrational number 









(GA)  sampling  scheme  has  been  proposed  for  dynamic  imaging  providing  a  nearly  uniform 
distribution of profiles over the interval [0,180°[ for each reconstruction window [38]. Adjacent 
projections are acquired with the fixed angular increment 
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s t c t dt        r rr r k r r ,  (2.24)
is a band‐pass signal with a carrier frequency of ω0 and a bandwidth dependent on object size 
and  readout  gradient  strength.  ρ(r)  denotes  the  phase  of  transverse  magnetization  at  the 
beginning of sampling and c(r) the phase of the coil sensitivity. After  low‐pass  filtering, the so 
called  in‐phase  and  quadrature  component  are  centered  at  the  zero  frequency,  i.e.  the  B0 













New  receiver  designs  do  not  transform  precessing magnetization  to  the  rotating  coordinate 
system  using  analog  demodulation.  After  digitization,  the  signal  is  bandlimited  around  a 
frequency > 0 and centered to zero with digital filtering (Figure 2.7c). 
 
Figure 2.7 a)  Illustration  of  a  quadrature  detection  scheme  transforming  a  real‐valued 
signal s(t) into a complex‐valued d[ki] conforming with the k‐space models (2.8) and (2.9). 
Before  passing  to  the  reconstructor,  bandlimiting  and  resampling  filters  may  
be applied to the signal sI,lp[i]  isQ,lp[i]. b) Corresponding spectra of the bandpass signal 







The  signal  model  (2.8)  can  be  extended  to  additionally  encode  information  about  flow  by 
investigating the phase accumulation of moving spins in the presence of bipolar flow encoding 
gradients.  
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Expanding x(t) in the right‐hand term using a Taylor series about t0 yields:  
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t d    k G .  (2.27)
Bipolar waveforms of zero net area allow encoding velocity component along the direction of kv 
if terms after second order in (2.26) are neglected and t0  tm is assumed to be the center of gravity 
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reference segment (kv  0)  is subtracted from the phase of three segments acquired with first 
moments applied along three orthogonal directions (x,y,z). The velocity vector v  (vx,vy,vz) T at 
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    ,  (2.36)
with  standard  deviation  m,  signal  strength  Sm,  and  signal‐to‐noise  ratio  SNRm  of  the 










  ,  (2.37)
resulting in a velocity‐to‐noise ratio (VNR) which is inversely proportional to the encoding velocity 
and proportional to signal SNR: 
  2 mv encenc
v vVNR Sv NR
V V

    .  (2.38)
The SNR of the image magnitude itself is proportional to the voxel size and the square root of the 
total acquisition time Tacq [44]: 
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  k k k k ,  (2.40)
where  Ak denotes  the  k‐space area  covered by  the  trajectory and  w(k)  the  sampling density 
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current  induced  errors.  While  time‐invariant  field  effects  can  be  removed  by  the  phase 





B(r) has to obey B  div B  0 and B  curl B  0. The linear encoding field purely aligned 
with  the  z‐axis,  B(r)  B0ez  Gr,  fulfils  the  divergence‐  but  not  the  curl‐free  condition.  In 
consequence, it can be shown that components Bx and By perpendicular to the longitudinal axis 
are introduced, and thus, the net field is increased resulting in spatially dependent differences in 
precession  frequencies  (Figure  2.10).  With  current  MRI  systems,  the  altered  magnetic  field 
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This  adds  a  phase  accumulation  according  to   00( , ) , , , , ( , ( ,) ) ( )tc v c y zxB x y z B G G G d      r k . 
Since different gradient first moments have different concomitant field phase offsets, they are 
not  removed  by  the  phase  subtraction  in  PC  imaging.  However,  from  the  nominal  gradient 
waveforms,  coefficients  (a,b,c,d)  related  to  the  concomitant  gradient  cross‐  and  self‐squared 
terms can be calculated and the corresponding phase offset contribution in ϕe(r,kv) is eliminated 
by voxel‐wise subtraction prior to phase difference calculations: 
  2 2 2( ) ( ) ), (( , ( , () ) , )c vi i azv b x y cxzv dyzv e e       r kr k r k r k ,  (2.43)
with  2 20( ) [ ( ) (/ 2 )  ]x y dGBa G     ,  20/ 8( ( )) zb GB d    ,  0( ) ( ) (/ 2 )x zc GB dG        and 
0( ) ( ) (/ 2 ) y zd GB dG      .    
Another source of deviation of the actual from the nominal gradient waveform is related to eddy 
currents. According  to Faraday’s  law,  time‐varying magnetic  fields produced by gradient coils 
induce  currents  in  conductive  structures  within  the  scanner  system.  These  eddy  currents 
themselves build up magnetic fields counteracting the nominal pulse shapes resulting in distorted 
gradient  functions,  temporally  shifted  and  biased  in  strength,  which  translates  into  k‐space 
trajectory misalignment  and phase  fluctuations  [17].  To  correct  for  these  error  sources, MRI 
systems  are  equipped  with  gradient  shield  coils  cancelling  induction  effects  of  the  imaging 
gradients to some extent [48]. These are placed around the gradient coils and are driven by input 
Figure  2.10  Illustration  of  the  altered  net  magnetic  field  resulting  from  transverse 












  ( ) ( ) ( )k k kg t ai t a i t  .  (2.44)
Linear  time‐invariant  system  (LTI)  theory  directly  relates  the  input  current  to  the  resulting 
gradient shape in the Laplace transform domain: 
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s w
      .  (2.45)
Coefficients ck and wk collect model parameters and H(s) is the impulse response function of the 
LTI  system. Using  an  ideally  switching  gradient  and  a  step  function  input  current  I(s)  1/s, 
respectively, the eddy current gradients become exponentially decaying distortions: 
  ( ) 1 kk
k
w tg t a c e     .  (2.46)
Gradient waveform pre‐emphasis  then  corresponds  to  finding  an  input  current  i(t)/I(s)  for  a 
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where e.g. Hxy(s) accounts for the eddy current effects in the x‐channel when the y‐gradient is 









different  encoding  gradients,  remaining  eddy  current  related  phase  offsets  are  not nulled  in 
velocity  field  reconstructions.  Image‐based  methods  typically  employ  a  polynomial  phase 
correction  function derived  from static  tissue voxels which  is  then subtracted  from  the phase 
differences maps [50, 51]. Therefore, the success of these methods depends on the availability 
of  static  tissue  voxels with  sufficient  VNR.  Phase  offsets  can  also  be  derived  from  phantom 
calibration scans where the measurement is repeated, and thus, scan time doubled [52]. Recent 











   d Eρ η ,  (3.1)
where  the  elements  of  the  noise  vector  η Î NcM are  uncorrelated  over  time  and  k‐space, 
respectively, but may be correlated among receiver channels [56]. 
MR image reconstruction aims to invert the linear system of equations (3.1). Solutions minimizing 
the data  fidelity  least  squares  term  ||d  Eρ|| 22  fulfill  the normal equation  EHEρ  EHd. The 
corresponding minimum‐norm solution for underdetermined (NcM  N) and the projection onto 





term  by  a  positive  definite matrix  W  leads  then  to  the  following  formulation  of  the  image 
reconstruction problem: 
  2arg min( )( () )H i i
i
R  ρ d Eρ W d Eρ ρ ,  (3.2)
with  the  regularization  parameters  λi  trading  data  fidelity  and  regularization. When  the  Ri’s 
implement quadratic cost functions of the form Ri(ρ)  ρHRiρ with positive definite matrices Ri, 
the solution minimizing (3.2) becomes linear in d by setting the gradient of the error functional 
to zero. For an overdetermined system, the solution then reads (EHWE  i 2i Ri)1EHWd, while 





more columns than rows.  For the function Ri(ρ)  ||Aiρ|| 22 , Ri becomes  Hi iA A . 
3.1 Parallel Imaging 
Parallel  imaging (PI) reconstructs  images from undersampled data by exploiting redundancy  in 
the  encoding  process  due  to  coil  sensitivity  weighting.  Knowing  the  coil  sensitivities,  this 
redundancy  is reflected by the tall matrix structure (more rows than columns) of the encoding 
operator. When skipping k‐space profiles, aliasing artifacts are then composed of superpositions 
of  sensitivity weighted voxels which can be mapped back  to  the unfolded object using  linear 
algebra  [56,  59]. However,  the  estimation  of  accurate  sensitivity maps  is  essential  for  good 
reconstruction  quality  and  prone  to  different  sources  of  errors,  e.g.  spatial  misregistration 
between calibration and actual scan, field of view (FOV) limitations [60, 61], or extrapolation to 





In  the  sensitivity  encoding  (SENSE)  model,  redundancy  due  to  sensitivity  
weighting  of  the  Cartesian  object  vector  ρ  Î  N  is  reflected  by  the  structure  of  the  
encoding matrix E  (INc  Fu)S Î NcM´N with  the FFT or NUFFT operator Fu, when  the  total 
number of measurements NcM exceeds the Nyquist sampling rate given by the k‐space trajectory, 
the FOV and  resolution of  the  imaging volume. A noise optimal  inversion of  (3.1)  is given by 
minimizing a weighted least‐squares problem (3.2) with the weighting matrix W being the inverse 
of the noise covariance matrix or sample noise matrix [56] 
  H c M  Ψ ηη Ψ I ,  (3.3)
                                                            
 (AB1C  D)1AB1  D1A(CD1A  B)1 
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with Ψc  the Nc × Nc  receiver noise matrix. The noise matrix contains noise variances of each 
receiver channel along the diagonal, while reflecting inter‐channel noise correlations in the off‐
diagonal elements. The signal‐to‐noise optimal solution in this case is obtained as: 
  1 1 1( )H H  ρ E Ψ E E Ψ d .  (3.4)
The effect of the weighting matrix can be illustrated when Ψc is assumed to have entries on the 
diagonal only. In this case, each component of the data consistency term is weighted according 
to the coupling of the coil to the object of  interest. By modifying the data vector,  d d , and 
sensitivity maps,  E E , Ψ can be eliminated from (3.4) by a noise‐decorrelation process using 








While  SENSE  requires  explicit  knowledge  of  coil  sensitivities  to  provide  the  coil‐combined  
image ρ Î N, Cartesian generalized auto‐calibrating partially parallel acquisitions (GRAPPA) [63] 
inverts (3.1) by reconstructing multi‐coil k‐space data (INc  F)ρ Î  NcN by means of a k‐space 
interpolation scheme: 













  ,Ti i st i s d Ae AI g ,  (3.6)
with  tid  being the i‐th coil’s interpolation target points within the calibration area, ei a unit vector 





encodes  are  synthesized  from  acquired  (black)  lines within  a  predefined  neighborhood 
(gray blocks) across all coils (left). The coil specific and position dependent interpolation 












acquired  and missing projections onto  a Cartesian  grid with  the  two dimensions  referring  to 




Iterative  self‐consistent PI  reconstruction  (SPIRiT)  [23]  is a  recently proposed auto‐calibrating 
method  generalizing GRAPPA. A Cartesian multi‐coil  k‐space  dc  is  generated  from  samples  d 
acquired along an arbitrary  sampling  trajectory with  the  constraint of  calibration  consistency  
dc  Gdc,  i.e. each Cartesian k‐space point, whether acquired or not,  is expressed as a  linear 
combination of all k‐space points within a local neighborhood across all channels (Figure 3.2). In 
contrast to GRAPPA, G  implements a Cartesian shift‐invariant  interpolation scheme, assuming 
fixed  signal  correlations  over  a  fully  sampled  local  neighborhood,  independent  of  the  local 
sampling patterns. Data fidelity with arbitrary trajectories is imposed by using a linear operator 
Ek mapping  reconstructed Cartesian  k‐space  to  d:  d  Ekdc. Since  G  is  composed of  k‐space 
convolution matrices, the calibration consistency constraint can be easily reformulated in image 
space  by  means  of  a  matrix  Gx  replacing  the  convolution  operators  with  diagonal  matrices 
corresponding to the image‐domain representation of the k‐space interpolation kernels: ρ  Gxρ. 
Thereby,  voxel‐wise  multiplications  of  the  multi‐coil  images  ρ  with  the  IFTs  of  the  SPIRiT 
convolution  kernels  is  implemented  followed  by  summations  over  the  coil  dimension. 
Transforming G  into  image space, replacing Ec with the corresponding encoding matrix E and 
relaxing  these  two  linear  constraints,  image  reconstruction  can  then  be  formulated  as  an 
unconstrained Lagrangian optimization problem: 
  2 2 22 2arg min || ||| ) || )| ( (x R  ρ d Eρ G I ρ ρ ,  (3.7)
with λ trading data and calibration consistency and R() incorporating further regularization on 
the estimated multi‐channel image. 
Gx reduces to voxel‐wise matrix‐vector multiplications ρn(r)  Gx(r)ρn1(r), updating the Nc × 1 
multi‐channel  image vector ρn1(r) via the Nc × Nc matrix Gx(r) composed of the values of the 
inverse Fourier transformed convolution kernels at position r, during  iteration step n using an 
iterative solver  for  (3.7).  Ideally, the solution converges  to the scalar object  function ρ(r) Î  
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modulated by the coil sensitivity vector c(r) Î Nc: limn→ ρn(r)  ρ(r)c(r). With the above matrix‐
vector multiplication, this leads to: 
  (( ) ) ( )xc r G r c r ,  (3.8)
stating  that  the  coil  sensitivity  vectors  are  the eigenvectors of  the  calibration matrices  Gx(r) 
corresponding  to  the  eigenvalue  of 1.  In practice only  information  about  the  relative  spatial 
positioning between the coils can be extracted, and thus, the phase of an arbitrary reference coil 
needs  to be  subtracted  from  every  coil map  after  the  voxel‐wise  eigendecomposition of  Gx. 





















  1 T H  k k
k
G M I V V I  ,  (3.9)
with the diagonal matrix M  kI Tk I k . The rows of  HV V   can be viewed as multiple SPIRiT kernels 
working  in  parallel  whose  output  images  are  averaged  under  the  assumption  of  periodic 
boundary  conditions.  The  image‐domain  implementation  Gx  of  G  and  the  estimation  of 
normalized sensitivity maps (SHS  IN) are further detailed in [65]. 
3.2 Compressed Sensing 
Sparsity‐promoting  inversion  of  linear  systems  has  gained  a  lot  of  attention  in  the  signal 
processing community over recent years. Underdetermined linear systems of equations, y  Az, 
have  in general no or  infinitely many solutions.  If the system matrix has full rank, the pseudo‐
inverse gives the minimum‐norm solution. However, it has been shown that one can recover a 
unique sparse solution vector solving the  following non‐convex optimization problem when A 
fulfills certain requirements [70]: min ||z||0 s.t. y  Az with the 0‐norm  ||||0 counting a vector’s 
non‐zero entries.  In practice,  tractable  reconstruction algorithms need  to be applied on noisy 
data. When replacing the 0‐ with the convex 1‐norm 
  1|| | |||
i
izz ,  (3.10)
computationally  feasible  algorithms  can  be  used  for  approximate  solutions:  
min ||z||1 s.t. ||y  Az|| 22   , with  controlling data fidelity and is normally set at the noise level. 
Based on [71, 72], Lustig et al. [73] adapted this concept of compressed sensing (CS) for MRI by 
1‐regularizing the  inversion of  incomplete k‐space measurements.  If the object ρ has a sparse 
representation  in  a  linear  transform  domain,  Ψρ,  and  the  undersampling  pattern  leads  to 
incoherent (noise‐like) artifacts in the image and sparse domain, the object can be recovered by 
solving the unconstrained minimization problem 






while maintaining  the  significant  signal  components.  The  non‐linear  conjugate  gradient  (CG) 
solver  in [73] approximates the non‐differentiable sum  in (3.11) by  ||Ψρ||1  ρHΨHW1Ψρ, with 
the real‐valued diagonal matrix 
   ( ) ( )diag  W Ψρ Ψρ κ ,  (3.12)
where the complex conjugate (), the square root and the multiplication  denote element‐wise 
vector operations. κ adds a  small positive constant  to each component. The gradient update 
during  CG  iterations  is  then  calculated  according  to  ||Ψρ||1    2ΨHW1Ψρ.  Using  iterative 
reweighted least squares (IRLS) algorithms [74], the following problem which is quadratic in ρ is 
solved: 





ρ d Eρ ρ Ψ W Ψρ ,  (3.13)
with Wk being the diagonal matrix evaluated at ρk. The factor 1/2 origins from an auxiliary function 
defining an upper bound for the 1 terms, i.e. minimizing (3.13) for k →  also minimizes (3.11). 
The  above  update  can  then  be  calculated  by  running  a  few  CG  iterations  inverting 




   1 /2 ( )k H k H kS     ρ Ψ Ψ ρ E d Eρ .  (3.14)











so‐called  k‐t  space.  Time‐interleaved  Cartesian  and  non‐Cartesian  undersampling  introduces 


















exploiting prior knowledge about the signal covariance  Hxf Θ ρρ  and reduced aliasing due to 
sheared point‐spread function (Figure 3.3): 
  1 1 arg min ( () )H H xkt f  ρ d Eρ d Eρ ρ ρ  ,  (3.15)
with the noise covariance matrix Θkt, E  (INc  Fu)SF Ht  and the temporal FT Ft. In practice, Θxf is 
approximated by the diagonal matrix M 2xf  containing the squared estimated signal magnitude 
from  training  data. Higher  acceleration  factors  can  be  achieved  by  projecting  the  frequency 
distributions on a number of principle components derived from a principle component analysis 
(PCA) of  the  training data  [86].  This  constraint  reduces  the number of unknowns  and better 
temporal  fidelity  is  achieved.  The  object  vector  to  be  reconstructed  contains  the  x‐pc  space 
coefficients, the encoding matrix is extended with the operator Bpc→f implementing the transform 
from  x‐pc  to  x‐f  space,  E  (INc  Fu)SF Ht Bpc→f, and  the  covariance matrix  refers  to  the  x‐pc 































according to Tr  δr, with T Î 3´3 and translation vector δr Î 3. Rigid motion implies T being 
orthogonal: TT  T1. The k‐space signal model is then affected according to     
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scan  to  correct  for  corruption  in  real‐time.  For  example,  navigators  (NAVs)  monitor  the 
movement of the lung‐liver interface which is assumed to be linearly correlated with the position 
of the heart [102]. When the NAV signal falls within an acceptance window, the acquired data 





pronounced  as  compared  to  the  lower  spatial  frequencies.  Phase  encode  reordering  [105] 























motion compensation  is applied globally, artifacts originating  from outside  the ROI cannot be 
captured,  and  the model  fails when  breathing  patterns  deviate  between  the  actual  and  the 
calibration scan.  









A  reconstruction  framework  for  retrospective  motion  correction  incorporating  a  matrix 
description  of  general  non‐rigid  motion  has  been  proposed  in  [128].  The  linear  encoding  
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Given  the  2D  or  3D  spatial  transformation  fields  ui(r)  and  assuming  that  the  entries  of  the 
deformation matrix can be extracted from acquired profiles, a motion‐corrected  image can be 
reconstructed  by  using  standard  numerical  algorithms  for  inversion  of  the modified  forward 
encoding  model.  The  Ti’s  then  spatially  align  ρ  to  the  motion  states  via  bi‐  or  trilinear 




















(GRAPPA)  [10]  are  the  most  widely  used  and  commercially  available  parallel  imaging  (PI) 
reconstruction methods  among  various  other  techniques  [133‐139].  Accurate  coil  sensitivity 
estimation  is  essential  for  SENSE  reconstruction  quality  which  can  be  hampered  by 

















Recently,  iterative  self‐consistent  PI  reconstruction  (SPIRiT)  generalizing  GRAPPA  has  been 
proposed [23]. Correlated k‐space data are reconstructed iteratively with a full and shift‐invariant 
interpolation  kernel  enforcing  self‐consistency  with  calibration  data  for  arbitrary  sampling 
trajectories. The inclusion of prior knowledge by means of additional regularization terms offers 
a general reconstruction formalism similar to SENSE. Relative to GRAPPA, better reconstruction 
accuracy  and  noise  behavior  have  been  shown  [23].  Additionally,  using  low‐rank  matrix 
completion, the SPIRiT calibration data can be reconstructed from a partially sampled calibration 
area [145, 146]. A non‐linear k‐t SPIRiT method exploiting Wavelet‐domain sparsity in conjunction 
with  1‐norm minimization has also been proposed  [92].  In  that  study,  the SPIRiT  kernel was 




156]. Radially acquired one‐directional  through‐plane PC measurement  for aortic  flow volume 







( ) ( )v
t
k G dt      . However, due to the large number of 
encodings,  scan  time  becomes  critical.  One  major  advantage  of  FVE  is  that  it  allows  for 
quantification of both mean velocities and  turbulence  [12].  It has been  shown  that  turbulent 
kinetic energy (TKE) maps can also be calculated from undersampled velocity‐encodings assuming 
Gaussian distributed velocity spectra [12]. Originally, a standard PC kv‐sampling scheme has been 
proposed  requiring  estimation  of  velocity  standard  deviations  (SDs)  to  find  optimal  kv‐points 
potentially  causing  mean  velocity  phase  wrapping.  By  sampling  multiple  kv‐points,  phase 
wrapping can be avoided and sensitivity  is  increased for a wide range of velocities [159, 160]. 
However, this multi‐point velocity encoding scheme prolongs scan time further. 
In  this work,  following  the principle of k‐t GRAPPA  [85], we propose  to extend non‐Cartesian 
SPIRiT to include the temporal dimension thereby additionally exploiting temporal correlations in 
k‐t space. The performance of this  linear 2‐norm minimizing k‐t method relative to frame‐by‐
frame SPIRiT and auto‐calibrated radial k‐t GRAPPA  [22]  reconstruction  is evaluated based on 
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d E d G I d ,  (4.1)
with  the  regularization  parameter  λ  trading  data  and  calibration  consistency,  and  identity  
matrix I originating from the constraint Gdc  dc  0. Using an iterative solver for problem (4.1), 
each  coil’s  full  k‐space  is  re‐synthesized  from  the  k‐space  in  the  previous  iteration  step.  In 





imaging, SPIRiT is extended to this higher‐dimensional k‐t space to additionally exploit temporal 
correlations.  For  this  purpose the  calibration  consistency  operator  G  in  (4.1)  is modified  to 
include the temporal neighborhood of a Cartesian k‐space sample. Accordingly, every Cartesian 
k‐t point, whether  sampled  or  not,  is  represented  as  a weighted  sum  of  k‐t points within  a 
predefined full neighborhood over all coils and adjacent time frames (Figure 4.1a). Adapting Ek 
leads to a linear mapping of the reconstructed Cartesian k‐t space over all coils dc to a dynamic 
sampling trajectory d (Figure 4.1b). The weights of the interpolation kernels in G are again fitted 
to a fully sampled k‐t calibration area by means of the calibration matrix A stacking row by row 
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vectorized k‐t space data blocks (across all coils) containing target and source points. The data 
blocks are shifted in a row‐by‐row manner over the calibration area. Accordingly, adjacent rows 
correspond  to  overlapping  k‐t blocks.  The  coil  specific convolution  kernels  gi,  i  1,,Nc, 
assembling  G are then estimated by  solving  the  following Tikhonov  regularized least‐squares 
problem: 
  2 22 , 22arg min
i
t
i i i calib i i 
g
d A g g ,  (4.2)
 
Figure 4.1 a) Schematics of k‐t SPIRiT. Every Cartesian k‐t sample point is expressed as a 
linear  combination  of  neighboring  points  in  dynamic  k‐t  space  across  all  coils.  The 
corresponding  weights  are  indicated  by  the  arrows.  Calibration  consistency  for  every 
Cartesian  k‐t  space  point  is  enforced  over  a  full  neighborhood  (grey  blocks)  including 






with  vector  d ti   Aei  containing  the  target  points  within  the  calibration  area  of  coil  i,  and  


















Multiplying the vector difference with matrix [E Hk   λ(G  I)H] corresponds to solving the normal 
equation  of  the least‐squares  problem  in  expression  (4.3).  Because  G  also represents 
convolutions in k‐t space followed by appropriate summations over all coils, it can be equivalently 
implemented by point‐wise multiplications with the IFT of the corresponding kernels  in the x‐f 
domain. Therefore, the dynamic multi‐coil image ρ in x‐f space can efficiently be reconstructed 
by solving: 












reference  image  (Figure  4.2a).  For  k‐t  SPIRiT,  simulated  undersampled  radial  data  sets were 
obtained by separately regridding these 10‐point measurements onto GA profiles [38] rotated by 
(0.5πN / R)ΔφGA (N: image matrix dimension, R: undersampling factor relative to radial Nyquist, 
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ΔφGA  111.25°) between adjacent cardiac phases  (Figure 4.2b). For  standard  frame‐by‐frame 
SPIRiT reconstruction, regridding on equally spaced projections was performed. For comparison 
with  self‐calibrated  radial  k‐t GRAPPA  [22],  regridding  on  time‐interleaved  equally  spaced 
projections was used, s.t. each k‐space position was sampled in every R‐th time frame. 
A time‐interleaved GA sampling scheme was  implemented  for prospective undersampling and 
SPIRiT‐based  reconstruction.  A  fully  sampled  data  set  was  acquired  in  a  healthy  volunteer. 
Prospective  undersampling  by  a  factor  of  R  was  realized  by  retaining  the  first  
0.5πN / R projections in each heart phase. 
4.3.2 Image Reconstruction 
Each  velocity  encoded  image was  reconstructed  separately with  a  7  x  7  kx‐ky  and  7  x  7  x  3  
kx‐ky‐t  neighborhood  for  frame‐by‐frame  and  k‐t  SPIRiT,  respectively.  The  7  x  7  extension  in  
kx‐ky  direction  was  chosen  according  to  [23]  for  a  good  trade‐off  between  reconstruction 
convergence and accuracy. Based on simulations, a temporal  interpolation window width of 3 
was  found  to  be  optimal  for magnitude  and  velocity  reconstruction.  The  appropriate  kernel 
weights were calculated from a 30 x 30 x (no. of cardiac phases) calibration area from the data  
 
Figure  4.2  a)  Illustration  of  10‐point  kv‐space  sampling  (Δkv  π / (200 cm/s)).  Three 
orthogonal directions in the measurement coordinate system (M‐P‐S) are flow encoded. 
b) Stack of GA radials cine sampling trajectory for a velocity encoded direction (Δkv  π / 




each undersampled data set (R = 2, 4, 6, 8, 10, 12, 14), the calibration area for each heart phase 
was synthesized by means of structured  low‐rank matrix completion [146] (Figure 4.3). For an 
oversampled center of k‐space (R = 2, 4, 6, 8), this step is theoretically redundant, but was found 
to provide improved results in practice due to noise reduction. The iterative algorithm alternates 




gridded residual  from the current estimate. λcalib,i  in  (4.2) were calculated  for each experiment 
separately  with  the  L‐curve  method  using  the  SVDs  of  source  point  matrices  Ai.  Then,  the 
interpolation weights  gi were directly obtained by means of  the SVD matrices and  λcalib,i. The 
regularization parameter λ  for  image reconstruction was empirically set  to 0.125 and 0.25  for 
















position  r  and  frame  t  were  calculated  for  each  velocity  encoded  direction    
according to ρ(r,t,kv) / ρ(r,t,0)  exp(0.5σv(r,t)2k 2v   ivm(r,t)kv) and equation (2.32), respectively 
[12]. Magnitude images were combined using a sum‐of‐squares approach, while velocity induced 
phase was calculated with a magnitude weighted sum of phase differences [162]. σv(r,t) was fitted 
to |ρ(r,t,kv)| / |ρ(r,t,0)| for all kv  0 in a standard least‐squares sense. Turbulence intensity maps 
were then derived according to [163]. Following standard PC processing, vm(r,t) was assessed by 
taking the phase of the complex valued ratio ρ(r,t,kv) / ρ(r,t,0) for kv / Δkv  1 and kv / Δkv  2 
































  and ,  (4.5)
where rt,i and ot,i denote the i‐th pixel value of the reconstructed and the fully sampled reference 
measure  in  the dynamic  ROIt,  respectively.  r and o can  represent  image magnitude or SD. A 
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  2‐Point    3‐point 
R  SPIRiT  k‐t GRAPPA  k‐t SPIRiT    SPIRiT  k‐t GRAPPA  k‐t SPIRiT 
2  0.9968  0.9973  0.9981    0.9989  0.9990  0.9993 
4  0.9946  0.9951  0.9960    0.9977  0.9978  0.9983 
6  0.9884  0.9905  0.9942    0.9958  0.9962  0.9975 
8  0.9857  0.9860  0.9927    0.9938  0.9939  0.9967 
10  0.9798  0.9820  0.9911    0.9904  0.9914  0.9957 
12  0.9763  0.9792  0.9898    0.9874  0.9890  0.9949 
14  0.9734  0.9746  0.9887    0.9863  0.9839  0.9940 






lines  through  the ascending and descending aorta are compared  relative  to  the  fully sampled 
reference (black). Figure 4.5b shows a SPIRiT, k‐t GRAPPA and k‐t SPIRiT reconstructed systolic 
velocity map for different undersampling factors together with the reference. The corresponding 
















Figure  4.5  a)  Horizontal  velocity  profile  plots  along  the  indicated  lines  through  the 
ascending (top two rows) and descending (bottom two rows) aorta. Two‐ and three‐point 
reconstructed P components are shown for  the  fully  sampled reference  (black) and the 
three reconstruction techniques (blue, green and red). b) Reconstructed systolic velocity 






kv’s,  less  improvement  in  reconstruction accuracy by k‐t SPIRiT  is observed  for  the M‐ and P‐
directions. Figure 4.6b compares the temporally resolved error performance in a single volunteer 
of  SPIRiT,  k‐t GRAPPA  and  k‐t  SPIRiT.  The  temporal magnitude  RMSE  is  shown  for  different 
undersampling  factors  (columns) and encoding velocities  (rows)  for  the S‐direction. k‐t SPIRiT 
clearly  outperforms  frame‐by‐frame  SPIRiT  and  k‐t GRAPPA  reconstruction  for  high 
undersampling  factors.  Temporal  changes  in  magnitude  level  due  to  higher  gradient’s  first 
moments are reflected by increased RMSEs during systole. 
Systolic magnitude  frames  from  fully sampled signal are shown  together with  frame‐by‐frame 
SPIRiT (top), k‐t GRAPPA (middle) and k‐t SPIRiT (bottom) reconstructed data in Figure 4.7a for 
two kv‐points along the M‐direction. Corresponding difference maps relative to reference confirm 
reduced  reconstruction  error  of  k‐t SPIRiT  relative  to  SPIRiT  and  k‐t GRAPPA.  Data  
acquired at kv / Δkv  0 show larger error reduction by k‐t SPIRiT compared with data encoded 
with kv / Δkv  4. Temporal magnitude profiles for all acceleration factors are given in Figure 4.7b. 







velocity  map  is  shown  for  different  undersampling  factors  and  for  two‐  and  three‐point 
processing. Corresponding error maps (Figure 4.9b) confirm  increased reconstruction accuracy 
for k‐t SPIRiT. 
Systolic magnitude  frames  reconstructed  from prospectively undersampled data are shown  in 
Figure 4.10a along with the fully sampled reference. SPIRiT and k‐t SPIRiT reconstruction results 
are  shown  for  two  velocity  encodes  along  the  P‐direction.  Figure  4.10b  represents  the 
corresponding temporal profile plots along the  indicated  lines.  Improved reconstruction by k‐t 







reconstruction  for  reference  image  (kv / Δkv  0),  200  cm/s‐  (kv / Δkv  1),  100  cm/s‐  
(kv / Δkv  2) and 50 cm/s‐encoded (kv / Δkv  4) images. The RMSEs are assessed from ROIs 
as indicated in the systolic magnitude reference frame. The frames in the graphs illustrate 
the signal destruction in the blood pool due to velocity induced intravoxel phase dispersion 
at  higher  kv‐values.  b)  Temporal  magnitude  reconstruction  accuracy  of  the  three 





Figure 4.7 a)  Systolic magnitude  images of kv / Δkv  0  (top) and kv / Δkv  4  (bottom) 
encoded  segment  in  M  direction.  Fully  sampled  reference  and  reconstructed  frames 
(SPIRiT: top row, k‐t GRAPPA: middle row, k‐t SPIRiT: bottom row) from 4‐, 8‐, 10‐, 12‐, and 

















Figure 4.9 a)  SPIRiT  and  k‐t  SPIRiT  reconstructed  systolic mean  velocity maps  encoded 
along P direction of prospectively undersampled data. Results  from two‐  (top row) and 
















spatial  and  temporal  correlations.  The  proposed  k‐t SPIRiT  scheme  has  successfully  been 
implemented and tested on simulated and prospectively undersampled 2D radial multi‐kv flow 
encoded in vivo data of the aortic arch.  


























without calibration  for velocity encoded  frames). However,  it has already been demonstrated 
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that  SPIRiT  reconstruction  times  can  significantly  be  reduced  by  using  parallelized 
implementation on multi‐GPU and multi‐core systems [165]. 
Applying k‐t SPIRiT to generalized PC MRI has allowed assessing reconstruction accuracy of both 
image magnitude  and phase. Adaptation  of  the method  to  other dynamic  imaging protocols 
including cine imaging is straightforward. 
In  summary,  k‐t SPIRiT offers  improved  reconstruction accuracy at high  radial undersampling 
























  2‐Point    3‐point 
R  SPIRiT  k‐t GRAPPA  k‐t SPIRiT    SPIRiT  k‐t GRAPPA  k‐t SPIRiT 
2  0.9978  0.9946  0.9974    0.9987  0.9959  0.9984 
4  0.9905  0.9810  0.9923    0.9938  0.9854  0.9943 
6  0.9847  0.9683  0.9866    0.9897  0.9760  0.9892 
8  0.9800  0.9546  0.9779    0.9876  0.9700  0.9835 
10  0.9908  0.9356  0.9715    0.9963  0.9619  0.9766 
12  0.9792  0.9123  0.9666    0.9862  0.9548  0.9730 




  2‐Point    3‐point 
R  SPIRiT  k‐t GRAPPA  k‐t SPIRiT    SPIRiT  k‐t GRAPPA  k‐t SPIRiT 
2  ‐0.0044  ‐0.0189  0.0027    0.0129  0.0086  0.0253 
4  0.0119  ‐0.0415  0.0314    0.0440  0.0646  0.0967 
6  ‐0.0182  ‐0.0202  0.0591    0.0695  0.1249  0.1739 
8  ‐0.1558  0.1772  0.0879    0.1243  0.2294  0.2625 
10  ‐0.4621  0.2005  0.1409    0.0426  0.3124  0.3356 
12  0.1149  0.4894  0.0990    0.3172  0.5160  0.3252 
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basis  functions  (RBF)  [177]  and  divergence‐free  Wavelets  (DFWs)  thresholding  [180]  have 







Wavelet‐transformed magnitude  and  a  finite  difference  (FD)  penalty  using  either  2‐norm  or 
edge‐preserving  potential  functions.  Relative  to  standard  CS,  improved  reconstruction 
performance of magnitude and phase data could be demonstrated. 
Based on the concept to directly  incorporate physical priors about blood flow, which was first 
presented  in  [182], we propose  to use  the  separate magnitude and phase  framework  for 3D 









Let  ρ  m  ei Î N be  the  N‐dimensional  complex‐valued  image  vector with  real  valued 
magnitude m Î N and phase  Î N, E the encoding matrix mapping the reconstructed object 
to the acquired data d Î M, Ψ a sparsifying transform (e.g. an orthonormal Wavelet transform) 




ei.  For  multi‐coil  Cartesian  data  acquisition,  the  encoding  operator  is  
composed of coil  sensitivity weighting S Î  cN N N , FT F Î N´N and an undersampling matrix 
Iu Î {0,1}M´N: E  (INc  IuF)S. While standard 1‐norm regularized CS [73] minimizes the convex 
error functional 
  22 1d Eρ Ψρ ,  (5.1)





arg ( )mi )(n i m me R  
m
d E m Ψ m 

 ,  (5.2)
via alternating minimization of the error function f(m,)  ||d  E(m  ei)|| 22   λm||Ψmm||1  λR(). 
Thereby, f(m,) is minimized with respect to phase and magnitude with fixed magnitude mk and 
phase k1 obtained in iteration step k and k  1, respectively: 
  1 arg mi ( )n ,k kf  m     (5.3)
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with the FD gradient operators Dx,y,z along the three orthogonal directions. 
In contrast, 1‐penalization of the underlying 3D velocity vector field  is proposed for the three 





vectors  m Î 3N  and  v  Î 3N,  respectively.  FD  divergence  and  curl  penalization  is  
performed  with  a  divergence  matrix  Ddiv  [Dx Dy Dz]  and  a  curl  operator  
Dcurl  [0   Dz   Dy;   Dz   0   Dx;   Dy   Dx   0]:  

















divergence‐free  coefficients  can  depict  divergence  in  e.g.  partial  volume  voxels  at  vessel 
boundaries. Accordingly, 1‐phase‐regularization using DFWT reads: 
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with  ,  (5.7)
where Ψx,y,z perform 3D Wavelet decompositions with component and coordinate dependent 
scaling and Wavelet functions [179]. B implements linear combinations of the resulting standard 





) )(( ik km d eiag  E I E m    be the modified encoding matrix including object magnitudes 
















is  applied,  dividing  reconstruction  into  smaller  sub‐problems  which  can  efficiently  be 
implemented compared to direct solving of equation (5.8). 
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gradient  (CG)  iterations  [59]. Equation  (5.12)  is  solved using  soft‐thresholding  [76].  The non‐
convex sum in equation (5.13) is minimized using non‐linear CG with Fletcher‐Reeves update and 
a Newton‐Raphson  line  search using backtracking  [181]. Corresponding gradient  and Hessian 
operators are detailed in the Appendix Section 5.6.1.  
To exploit sparsity of the divergence‐free flow field while allowing for divergent components at 







Static  three‐dimensional 4‐point PC MR data were  simulated based on CFD data  in a U‐bend 
shaped  tube where  the  fluid  is modeled  to  be  approximately  divergence‐free.  The  encoding 
velocity was set at 110% peak velocity  in the CFD data set. A seven‐element coil array whose 
elements were uniformly distributed  around  the object was  incorporated. Complex Gaussian 
noise was  added  in  image  space  to obtain  a  signal‐to‐noise  ratio  (SNR) of 15  relative  to  the 







































was used (Table 5.1a). With normalized coil sensitivities (SHS Î {IN,I3N }), the algorithm reduces 
to iterative soft‐thresholding with a constant gradient step size of 1 [76]: 
   1 /2 ( )k H k H kS    ρ Ψ Ψ ρ E d Eρ ,  (5.15)
with the orthogonal 3D Wavelet transform matrix Ψ and the shrinkage function 
  ( ) max(1 / | |,0)t i i iS x t x x    (5.16)
operating on  the  vector elements  xi. A modified  version  keeping  the  image phase  fixed, was 
implemented (Table 5.1b) for the magnitude update steps (5.4). The diagonal matrix W fixes the 
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Parameter  CS  Magn./Phase  CS  FD  DFW 
λ 0.02 - 0.02 - - 
λm  - 0.02 - 0.02 0.02 
λ  - 0.2 - [1, 5] - 
 - - - 0.5 / [0.01, 0.03] - 
μ1  μ2  - - - 1 - 
tdf,1  tdf,2  - - - - manually 
tndf  - - - - [0.9tdf,1/2, 1.1 tdf,1/2] 
Table 5.1 a) POCS algorithm for complex‐valued image reconstruction. In the intermediate 
solution,  sampled  k‐space  points  are  replaced  with  acquired  signals.  Thereafter,  coil 





then applied on the  image magnitude only. c) Reconstruction parameters  for  reference 
segment and velocity encoded images. If not separated by “/”, values are valid for CFD and 
in  vivo  experiments  (tdf,1/2, tndf:  thresholds  for  divergence‐free  and  non‐divergence‐free 
coefficients). 
a) Complex‐Valued Image Reconstruction  b) Magnitude Update 
Init:      k  0, nIter,  ρ0, t0, ε   Init:       n  0, nIter, m0, t0, ε, W 
do 







          e  ||ρk1   ρk||2 
          k  k  1  
while  k  nIter and e  ε 
do 
          ρ  SH[SWmn  FHI Tu (d  EWmn)] 
          if   SHS  I 
               ρ  (SHS)1ρ 
          end 
          mn1  Ψ Tm S nt (Ψm|ρ|) 
          tn1  update(tn) 
          e  ||mn1   mn||2 
          n  n  1 
while   n  nIter and e  ε 
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Background  phase  images  0  were  reconstructed  using  the  regularizer  in  
equation  (5.5)  and  non‐linear  CGs  with  backtracking  line  search  [181] 
(http://web.eecs.umich.edu/~fessler/irt/irt/contrib/zhao,feng/separate‐mag‐phase/).  The 
optimization  problem  (5.8)  was  solved  for  velocity  phase  updates  using  the  algorithms  as 
described  in Section 5.2.3. Three detail  levels were used  in the DFW decomposition, while the 
scaling function coefficients remained unchanged during Wavelet shrinkage. Two different global 





Regularization  and  thresholding  parameters  were  tuned  manually  for  CFD  and  in  vivo 
experiments in order to reduce divergence without over‐regularizing flow values, as determined 
with divergence and flow measurements. Prior to reconstruction, multi‐coil data were normalized 
to maximum signal magnitude. λ’s were set 0.02 for convex CS, λ  0.2 for background phase 













noiseless  and  fully  sampled  reference  data  in  terms  of  directional  and  velocity  magnitude 
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where vr,i and vo,i Î 3 denote the reconstructed and reference velocity vector at the i‐th voxel 



























Figure  5.2  illustrates  velocity  magnitude  images  reconstructed  from  undersampled  data  







Axial velocity profiles and  in‐plane velocity vector plots along  the  indicated  line are  shown  in 
Figure 5.4 for CS, DFW and FD reconstructions relative to the noise‐free and noisy reference data. 
Improvements of in‐plane velocity pattern visualization by phase‐regularized reconstruction can 





















phantom  for  CS,  DFW  and  FD  reconstructions  from  3‐  and  6‐fold  undersampled  data 
relative to noise‐free and noisy references.  
divergence by DFW and FD  relative  to standard CS  is seen.  In agreement with  the directional 
error,  divergence  is  also  decreased  for  larger  R  with  all  reconstruction  methods.  The  SNR 





mean  absolute  divergence  of  the  flow  field  by  44.8%  and  50.9%  for  three‐  and  six‐fold 
undersampling, respectively. Corresponding numbers for FD phase regularization are 50.6% and 
54.2%. CS already decreased divergence to or even below the reference level. In vivo results also 




the  ascending  aorta  and  pulmonary  artery  of  a  healthy  volunteer.  The  background  image 
represents velocity magnitude. Relative to the reference, denoising of the flow field  is already 
obtained  using  CS,  confirming  the  divergence  statistics  in  Figure  5.5.  Further  reduction  in 














Figure  5.4   Through‐plane  velocity  profiles  a)  and  in‐plane  velocity  vectors  b)  across 





Improvements  in  streamline visualization were measured by comparing  streamline  lengths as 




absolute  divergence c)  and  the  dependency  of  divergence  reduction  on  SNR d)  for  the 




lines  crossing  a  plane  at  the  inferior  end  of  the  descending  aorta.    Relative  to  standard  CS, 
streamline lengths with DFW were 6.99% and 12.85% longer (R  3 and R  6). Streamline lengths 
with FD reconstruction were 19.95% and 19.41% longer. The number of streamlines crossing the 




reconstruction  of  undersampled  4D  flow  MRI  data.  Using  a  separate  magnitude/phase 
reconstruction  framework,  FD  divergence  and  curl  operators  have  been  incorporated  for  
1‐regularization of  velocity  encoded  phase differences. An  efficient  reconstruction  algorithm 
based  on  variable  splitting  was  implemented  for  the  non‐convex  phase  image  updates. 































error  reduction  of  velocity  direction  compared  to magnitude  is  due  to  the  proposed  phase 
regularizers  which  impose  a  penalty  on  velocity  direction  rather  than  on  magnitude.  Using 
variable‐density random undersampling, data consistency is mainly enforced for low frequency 
spatial harmonics  favoring  smooth phase maps, while  recovering high  frequency components 
relies on model assumptions to a larger degree. Thus, reconstructed vector fields are increasingly 
a)  R = 3  R = 6 
Method  Total Flow [%]  Peak Flow [%]  Total Flow [%]  Peak Flow [%] 
IFT  ‐17.37 ± 34.30  ‐19.63 ±  40.16  ‐65.13 ± 123.64  ‐65.63 ± 121.68 
CS  ‐3.74 ± 6.55  ‐2.42 ± 5.20  ‐7.24 ± 11.13  ‐4.45 ±11.53 
DFW  ‐5.53 ± 9.61  ‐3.09 ± 10.26  ‐8.89 ± 15.84  ‐5.12 ± 17.41 










IFT  ‐22.96  ‐89.31  ‐43.56  ‐95.13 
CS  ‐0.43  ‐14.81  2.54  ‐12.86 
DFW  6.56  3.88  15.39  12.01 
FD  19.52  40.31  21.95  39.00 
Table 5.2  a) Relative error (mean ± 1.96 x standard deviation) of peak flow and total flow 















enable  a  fair  comparison  with  convex  CS.  Furthermore,  the  gain  in  scan  efficiency  due  to 
undersampling  should  be  investigated  to  improve  spatial  resolution,  thereby  reducing  the 
influence of discrete spatial derivative operators. 
For DFW  phase  regularization,  coarse masking  of  the  blood  pool  prior  to  application  of  the 
Wavelet  filter  banks  resulted  in  minor  improvements  of  denoising  performance,  while  FD 
reconstruction was not affected by masking. 
In  vivo  experiments  confirmed  the  observation  of  reduced  divergence  with  increasing 
undersampling in conjunction with variable‐density sampling. Relative to standard CS, DFW and 
FD phase regularization, both  led  to a reduction  in mean absolute divergence within  the  flow 
volumes,  while  divergence  was  least  for  FD.  Vector  field  visualization  and  streamline 
quantification were improved by divergence regularization. Similar to post‐processing techniques 
[178],  vector  field  denoising  by  divergence‐free  reconstruction  was  confirmed  by  longer 
streamlines relative to the noisy  fully sampled data. The assessment of peak  flow revealed an 
underestimation by 2.4, 3.1, 3.5% (R  3) and 4.5, 5.1, 6.0% (R  6) for CS, DFW and FD. 
The  initialization  of  the  non‐convex  reconstruction  algorithms with  a  good  solution  estimate 
turned out to be crucial, and thus, a few preceding convex CS iterations were necessary. Due to 
the increased number of reconstruction parameters relative to standard CS, a limitation of this 
work  is  the  lack of a  fully optimized parameter  set, which may also be a potential  source of 
comprising the accuracy of the in vivo total and peak flow measures. In [180] , a data‐adaptive 
threshold  selection  procedure  was  applied  to  DFW  denoising.  However,  this  relied  on  the 
assumption of Gaussian distributed noise of the vector field components and for undersampled 
data reconstruction, manually tuned thresholds were used. 








direct minimization. However,  each  auxiliary  variable  comes  at  the  expense  of  an  additional 
regularization parameter weighting  the added quadratic  term. While  in convex problems,  the 
solution  is  not  affected  by  these  parameters  influencing  only  the  convergence  rate  [184],  a 
detailed analysis of their effect in non‐convex reconstruction is a remaining task. 
Errors due to eddy currents in PC MRI lead to low‐order phase offsets across the entire imaging 
volume.  The  addition  of  this  phase  offset  in  a  vessel  can  potentially  create  non‐stochastic 
divergence  in  the  measured  velocity  fields,  which  will  then  be  removed  by  divergence‐free 
methods. Divergence‐free methods will therefore correct some portion of eddy current errors, 
















The  gradient    and  Hessian  2  of  the  function 
2 2
1 1 2 2 , 22( ) ( / 2) || || ( / 2) || ||v
i
v div curl v vg e    y y Ψ K   with  11 1 1n n y u b  and  12 2 2n n y u b  
are given by [181]:  
   1 1 2 , 2 ,( ) Re ( ) ( )vi T Tv v div curl div curl v vg ie    y K Ψ y Ψ K  .  (5.19)
   2 1 1 2 , ,( ) Re ( )vi T Tv v div curl div curl vg diag e   y K Ψ Ψ K .  (5.20)
First  and  second  derivative  needed  to  optimize  the  step  size   during  the  line  search  along 

































SPIRiT  (Section 3.1.3)  is an auto‐calibrating parallel  imaging  (PI) method  for arbitrary  k‐space 
trajectories generalizing GRAPPA (Section 3.1.2). The computational complexity of the calibration 
operator  has  been  reduced  from  O( 2cN )  to  O(Nc)  (Nc:  number  of  coils)  by  extracting  coil 
sensitivity maps via eigendecomposition  (3.8) of  the  image‐based  interpolation kernel  [69].  In 
[69] only the forward operation of the modified kernel has been used in a projection onto convex 
sets algorithm  for Cartesian  sampling. However, general gradient‐based  iterative  solvers, e.g. 
conjugate  gradients  (CG)  for  non‐Cartesian  sampling  also  include  adjoint  besides  forward 
operations.  
Here  we  propose  to  reduce  the  computational  complexity  for  non‐Cartesian  SPIRiT  by 
incorporating the coil sensitivity‐based kernel into CG‐like reconstruction. Additionally, the two 













denoted  as  Gx.  It  has  been  shown  in  [69]  that  the  voxel‐wise  O( 2cN )  matrix  
multiplication  can  be  reduced  to  a  successive  O(Nc)  vector‐vector  and  scalar‐vector 
multiplication: Gx(r)  ||c(r)|| 22 c(r)c(r)H, where c(r)  is the coil sensitivity vector corresponding  
to the eigenvector of Gx(r) with eigenvalue 1. Defining the modified operator as  
  22) ( ) ( ) ( )( Hx C r c r c r c r   (6.1)
and C  for voxel‐by‐voxel and whole multi‐coil  image vector processing, respectively,  it  is seen 
that Cx(r)H = Cx(r) and CH = C. With the  identity I, the calibration consistency and its adjoint 
operation appearing as (Gx  I)H(Gx  I) in CG‐like reconstruction can then be simplified to  
  ( ()( ) )H    C I C I C I .  (6.2)
Following [186], the regridding‐gridding operation EHE with the encoding matrix E of the data 
consistency term is replaced with 
  0 )(H T Hzp zpdiagE E I F F Q FI ,  (6.3)
with the zero‐padding matrix Izp, doubling the image matrix dimensions, the unitary FT matrix F, 
the non‐unitary FT F0, and Q as defined  in  [186].  Instead of calculating Q according  to  [186], 




  2 ( )T H Hzp zp    I F KFI C I ρ E d ,  (6.4)
 






reference  multi‐coil  computer  model  data  set.  Complex‐valued  white  Gaussian  noise  with 

























Figure  6.3  a)  Coil‐combined  reference  and  gridded  3‐fold  undersampled  spirals. 
Reconstructed and error images shown for standard SPIRiT with operators Gx and E and 
for  the  proposed method  using  operators C  and K  or C  and E.  Reconstruction  times 






Scan  acceleration  and motion‐compensating  techniques  are  invaluable  to  reduce  acquisition 
times and breathing artifacts in cardiac imaging. Respiratory motion compensation with navigator 












































consistency  operator  for  motion  state  and  motion‐corrected  image  reconstruction  is 
derived from an image temporally averaged over all heartbeats. Motion state images are 
reconstructed  using  TV‐regularized  SPiRiT  for  each  heartbeat’s  cardiac  phases  from 
acquisition windows  symmetrically  placed around  corresponding phase  intervals. Upon 









NAV‐gated  reference,  SPIRiTmc  and  SPIRiT  reconstructions  from  4‐fold  undersampled  data 
acquired without  respiratory gating.  Image artifacts  induced by  respiratory motion were well 
corrected  for with  SPIRiTmc.  In  conjunction with  significant undersampling,  the method holds 
considerable potential for accelerating free‐breathing cardiac imaging protocols. 
 










(middle)  and  without  (right)  motion  correction.  The  arrows  point  out  regions  where 
motion‐correcting SPIRiT reduces blurring artifacts. The corresponding acquisition times 
are also depicted. 
6.3 Optimized  k‐t  Sampling  for  Combined 
Parallel Imaging and Compressed Sensing 
The  combination  of  PI  (Section  3.1)  and  compressed  sensing  (CS)  (Section  3.2)  has  shown 














high‐frequency components, respectively,  is proposed. Using cardiac short‐axis view data,  it  is 




the conventional (top) and proposed (bottom) k‐t sampling scheme. δ(x  x0,t  t0 / f  f0) 
denotes a unit vector with the non‐zero component at the position corresponding to voxel   
x0 = (x0,y0)  and  time/frequency  t0/f0.  The  zoomed  area  shows  the  transition  between 




In  1‐norm  regularized  SENSE‐based  reconstruction,  a  coil‐combined  image ρ  is  estimated by 






center  of  k‐t  space  is  replaced with  a  regular  time‐interleaved  pattern, while  the  degree  of 
incoherent  random  undersampling  is  increased  for  higher  phase  encodes  (Figure  6.7).  The 
corresponding PSF in the spatio‐temporal x‐t domain features well‐separated peaks generating 
coherent aliasing, which is well suited for PI. Upon temporal FT Ft, the coherent Nyquist replicas 










full  center  of  k‐space  [73,  79]  was  used  for  comparison.  Image  series  ρ  were  
reconstructed  with Ψ = Ft  using  an  iterative  soft‐thresholding  algorithm  (3.14)  leaving  the 
acquired data unchanged (τ  1). Normalized root‐mean‐square errors (nRMSE’s) were calculated 
according to:  ||mr  mo||2 / ||mo||2 with vectors mr and mo stacking reconstructed and reference 
magnitude pixels within a ROI, respectively. 




Even  though  sensitivity  information  in  this  study  was  not  obtained  frame‐by‐frame  from 
decimated data, temporally resolved auto‐calibration data can be easily derived by averaging of 
adjacent  frames  or  via  low‐rank  matrix  completion  [189].  The  application  to  k‐space‐based 
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methods, e.g. SPIRiT  [23], 3D  imaging or further sparsification of the x‐f representation  [86]  is 
straightforward. 
Figure  6.8  Systolic  (first  row)  and  diastolic  (second  row)  reference  and  reconstructed 
























scan  protocols  [154],  future work must  focus  on  the  extension  of  the  proposed method  to 
dynamic 3D flow imaging, where 100% scan efficiency is essential. 3D volume imaging is further 
expected  to  reduce  through‐plane  motion  artifacts.  Relative  to  isotropic  3D  projection 
acquisition, stacked 2D radial trajectories are beneficial in terms of SNR. Relaxing the fixed Golden 
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with  m  and    being  the  object  magnitude  and  phase,  respectively.  Following  the  principle 
described in Section 3.4.3, both magnitude and phase should be warped prior to FT. If the Ti ’s 
implement linear operations, the discrete encoding model in (3.18) is modified according to 
  ( ) (( ) )i idiag e e   T Td E Tm η E Tm η  ,  (6.7)
where  denotes the element‐wise vector multiplication between Tm and the phase exponential 
vector eiT. Under which conditions the  following approximation holds  in  flow encoded MRI  is 
another remaining task: 
  )( ( )i ie e TTρ T m Tm   .  (6.8)
Problem  (6.7)  may  also  be  inverted  via  a  separate  magnitude  and  phase  reconstruction 
framework used  in  [181] and Chapter 5. However,  reconstruction  times are  then assumed  to 


























In  congenital  heart  disease  (CHD)  patients,  2D  phase‐contrast  (PC)  MRI  is  considered  as  a 
reference  method  for  blood  flow  measurements  of  various  anatomical  conditions  [198]. 











































phases  Venc [cm/s]  Nc  GA 
1  4y/7m  SP sten.  2x2x4  250x250x52  22  400/200/100  2  Yes 
2  9m  PV sten.  2x2x2  250x250x20  19  200/100/50  2  Yes 
3  2y/4m  LPA sten.  2x2x4  250x250x48  20  180/90/60  2  Yes 
4  10y/11m  PA sten.  2x2x4  250x250x52  21  270/135/90  5  Yes 





2x2x4  250x250x48  21  200/100/50  2  Yes 



















From  the  resulting  coil‐combined  image  series  ρ(r,t,kv),  mean  velocity  vm(r,t)  and  standard 
deviation  v(r,t) were  calculated  for  each  velocity  encoding  direction  according  to  equation 
(2.32): 
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with a magnitude weighted sum of phase differences  [162],  respectively. v(r,t) was  fitted  to  
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with i  indexing the three orthogonal directions and  being the fluid density [163]. vm(r,t) was 







SPIRiT.  Data  sets  for  each  patient  show  the  slices  along  the  kz‐direction.  Magnitude  image 










with  a mild  stenosis  at  level  of  pulmonary  valve  and  dilated  PAs  causing mild  narrowing  of 
proximal branch PAs at their origins. The jet formation across the indicated MPA rises up to 230 
cm/s under GA comes along with TKE values larger than 400 J/m3. 










































resulting  in  net  measurement  times  of  11‐17  minutes  depending  on  the  NAV  efficiency. 
Qualitative illustrations revealed TKE formation around jet areas, but turbulence formation was 
also  associated  with  low  velocities  in  dilated  vessel  structures.  Correlation  plots  between 
maximum  velocity  magnitude  and  total  and  maximum  TKE  showed  no  strong  correlation 
indicating the potential of TKE quantification to provide additional information besides directional 
flow measures. However, the data were acquired from six CHD patients with different ages, body 














self‐gating  techniques  are  required  (Sections 3.4  and 6.2).  The prospective  cardiac  triggering 
scheme used in this study did not cover the full cardiac cycle. Retrospective cardiac triggering is 




reconstruction  (Chapter 5) may be applied. Another  limitation of  this study  is the  lack of  fully 
sampled reference data. This was due to the  limited amount of research scan time within the 















to  address  the  limited  spatial  resolution  and  scan  efficiency.  Future work  should  implement 
 





























of  different  CVDs.  However,  the  increased  amount  of  acquired  data  further  aggravates  the 
problem of  long measurement  times mainly preventing  the  transfer of  the method  to clinical 
routine use. Furthermore, reconstruction accuracy of velocity vector  fields  is compromised by 
system imperfections and noise. 
A  linear auto‐calibrated parallel  imaging  (PI)  reconstruction method  for dynamic  imaging has 
been  proposed,  implemented  and  applied  to  multi‐point  PC  measurements.  Improvements 
relative  to auto‐calibrated  frame‐by‐frame and a previously proposed k‐t  reconstruction have 
been shown for magnitude and phase reconstruction in the aortic arch. The method does not rely 
on densely  sampled calibration data and can easily be extended  to non‐linear  reconstruction 
schemes  by  adding  corresponding  regularization  terms.  To  further  accelerate  flow  encoded 
acquisitions, the k‐t signal space can be extended with the velocity encoding axis (k‐kv‐t space), 
thereby  exploiting  spatial‐velocity‐temporal  correlations  [206].  However,  besides  the  gain  in 




















physical  prior  knowledge  about  blood  flow  have  been  developed  and  implemented.  Non‐
divergent field components have been reduced relative to the standard convex method by phase 




























The  feasibility of  the developed k‐t auto‐calibrated PI method  for  translation  into  the  clinical 
setting  has  been  demonstrated  by  applying  it  to  multi‐point  4D  PC  MRI  measurements  of 
congenital  heart  disease  patients.  A  3D  model  of  the  algorithm  was  used  to  reconstruct 
prospective 8‐fold radially undersampled data sets. Turbulence and velocity magnitude volumes 
have been compared and revealed intra‐voxel velocity dispersion in jet flow regimes. Assessing 
3D volumes  instead of  single 2D  slices  clearly  simplified  scan planning. Since data have been 
acquired with a small number of coils and has been reconstructed with a linear algorithm, the use 
of  larger  coil  arrays  and  non‐linear  reconstruction  schemes  are  warranted  in  future  work. 
Furthermore,  the  assessment  and  interpretation  of  patient  specific  turbulent  kinetic  energy 
numbers in terms of energy dissipation over the full cardiac cycle is a remaining issue.        
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