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      Conventional fuel-air combustion processes are widely used in the chemical 
processing industry, but often suffer from high NOx emissions and difficulties with CO2 
capture from flue gases.  Oxy-fuel combustion offers advantages over fuel-air combustion 
that addresses these shortcomings.  One possible fuel for oxy-fuel combustion is ethylene, a 
gas that is produced in large quantities industrially.  The numerical literature regarding 
ethylene-oxygen combustion is limited in scope. 
     This study focuses on obtaining flame characteristics of premixed and non-
premixed ethylene-oxygen combustion using numerical methods and computational fluid 
dynamics (CFD) approaches.  This study offers several contributions to the current research:  
(1) the use of a reduced chemical reaction mechanism for ethylene combustion that has not 
been widely used, (2) numerical resolution of soot and radiative heat transfer effects in lean 
(Φ = 0.2) premixed and non-premixed ethylene combustion systems, and (3) a methodology 
for obtaining accurate combustion characteristics while maintaining a low computational 
cost.  Laminar flame speed, flame temperature, flame length, soot volume fraction, and 
radiant fractions are quantities of interest. 
      A commercially available CFD package is used to conduct simulations.  
Computational domains representative of experiments in ethylene combustion are designed 
and discretized to resolve flame characteristics while maintaining accumulation of numerical 
errors to less than 0.06%.  Several unique inputs to the governing equations 
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are added: a multi-step reaction mechanism, tailored radiation functions for CO2 and 
H2O, and the inclusion of acetylene as a precursor species for soot production. 
 In the premixed ethylene-oxygen study, flame velocities are reduced by up to 73% 
when radiative heat loss is accounted for and radiant fractions are in the range 0.12 – 0.17.  
In the non-premixed ethylene-oxygen study, soot profiles for oxygen indices between 21% - 
90% are determined and compared against experimental measurements.  Radiant fractions 
are in the range 0.09 – 0.26, depending on oxygen index.  A model for the soot nucleation 
parameter is proposed that is validated against additional experiments. 
This study shows that the application of a reduced reaction mechanism for premixed 
combustion of ethylene-oxygen is important for determination of flame characteristics that 
agree with experiment.  This mechanism applied to non-premixed ethylene-oxygen 





Oxy-fuel combustion has been an active area of combustion research for several 
years.  Oxy-fuel combustion differs from conventional fuel-air combustion such that the 
concentration of oxygen in the oxidizer stream is higher for oxy-fuel combustion than for 
fuel-air combustion due to the dominant presence of nitrogen in air.  Oxy-fuel combustion is 
attractive from an environmental standpoint; the lack of nitrogen in the system eliminates the 
production of NOx while the resulting high concentration of carbon dioxide in the flue gas 
allows for easier CO2 capture [1].   Much of the initial research was focused on hydrogen or 
light hydrocarbon combustion, as these fuels are heavily used and produced in industry.  
Another potential candidate for use as a fuel in oxy-fuel combustion systems is ethylene.  
Ethylene is the simplest olefin, is extremely flammable, and has a relatively high molecular 
weight with respect to other gaseous hydrocarbon fuels.  The specific interest in ethylene 
combustion is due in part to its prevalence in organic compound production, and ethylene 
production has been linked to US GDP in recent years (see Figure 1.1) [2].   The global 
demand for ethylene was over 150 million metric tons in 2016, and it is produced in higher 
quantities than many other organic compounds [3, 4].   Ethylene has also been discussed as a 
potential fuel in the development of pulse detonation engines.  The stable detonation 
characteristics of ethylene [5] along with its ability to ignite on a hot surface without the 






Figure 1.1.  US ethylene production 2005 – 2018.  Reprinted from [2]. 
 
The major approaches to combustion research in the literature are through 
experimental and numerical means.  Experimental approaches in combustion focus on 
measuring flame temperatures, flame propagation velocities, fuel/air equivalence ratio limits, 
and ignition delay times.  Numerically, much of the same information can be calculated with 
the added benefits of being able to rapidly change environmental conditions, examine 
chemical reaction details, and focus on individual aspects of the process such as transport 
phenomena or turbulence effects.  This study focuses on numerical approaches. 
Objectives and Hypotheses 
 The main objective of this study is to characterize ethylene-oxygen flames in both 
premixed and non-premixed combustion systems using computational fluid dynamics (CFD) 
approaches that are computationally efficient.  Within the study of premixed combustion 
systems, the objectives are to examine and validate a multistep chemical reaction mechanism 
for the combustion of ethylene, model radiative heat loss from product gases, compare the 
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effects of wall boundary and initialization conditions, and estimate accumulated error due to 
the process of discretizing time and space for calculation purposes.  The main hypothesis for 
the premixed portion of this study is that the examined chemical reaction mechanism can be 
used for premixed systems to produce reasonably accurate results as compared to published 
experimental data.  Two additional hypotheses are explored in this section: (1) radiative heat 
transfer effects resulting from the production of CO2 and H2O must be accounted for in small 
diameter tubes, and (2) flame propagation in small tubes can be accurately modeled with a 
no-cost, commercially available CFD code, negating the need for development of an in-house 
code. 
 In the non-premixed combustion section of this study, the objectives are to accurately 
model soot production and radiative heat transfer effects under low Reynolds number 
conditions at atmospheric pressure while varying oxygen concentration in the oxidizer 
stream.  The major hypothesis for this section is that the same multistep reaction mechanism, 
using the same CFD code used in the premixed study, is applicable for producing accurate 
predictions of soot volume fraction in non-premixed systems at different oxygen indices.  
Further, the analysis of soot production in oxy-ethylene furnaces leads to the hypothesis that 
design and numerical simulations of these types of systems must account for radiative heat 
losses due to soot formation. 
 The overall contribution of this dissertation to the field of study in numerical analysis 
of combustion phenomena is through the development and use of computationally efficient 
methods to characterize flame velocities, temperatures, and heat transfer effects.  These 
efficient methods involve invoking simplified chemical reaction mechanisms, radiation 
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models, and computational meshes while obtaining results that are in general agreement with 
experimental literature. 
Dissertation Organization 
 This dissertation is organized into a total of six chapters.  Chapter 2 contains 
background theory into combustion processes, thermodynamics, chemical kinetics, and 
numerical methods for calculating important parameters in fluid dynamics.  Chapter 2 also 
contains a review on the theoretical background of combustion phenomena, oxy-fuel 
combustion, importance of ethylene as a fuel, and experimental and numerical trends in 
combustion research.  Chapter 3 focuses on numerical characterization of premixed ethylene-
oxygen combustion, focusing on a computationally efficient method within a two-
dimensional domain, with a background-methods-results format.  Chapter 4 includes research 
presented in the same manner as Chapter 3 but examines non-premixed ethylene-oxygen 
flames.  The focus of Chapter 4 is to model and evaluate oxygen index impact on soot 
production and the resulting radiative heat transfer effects.  Chapter 5 summarizes the 
research in this study and presents final conclusions.  The final chapter discusses the 




THEORETICAL BACKGROUND & LITERATURE REVIEW 
This chapter details the background theory used in this study and reviews the current 
experimental and numerical literature regarding combustion of ethylene.  The first portion of 
this chapter will focus on the general process of combustion of hydrocarbons in both fuel-air 
and oxy-fuel systems, before proceeding into a detailed discussion on calculation of 
combustion flow field properties.  The remaining portions of this chapter are devoted to a 
discussion of the specifics of ethylene combustion, along with an overview of the current 
trends in experimental and numerical combustion research. 
Combustion Theory 
 A combustion reaction is a oxidation/reduction reaction in which a fuel species is 
rapidly oxidized and produces gaseous species, and large quantities of heat energy [7].  A 
general reaction equation for the combustion of a hydrocarbon in pure oxygen is 
𝐶𝑥𝐻𝑦 + (𝑥 +
𝑦
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where x and y refer to the number of carbon and hydrogen atoms in the hydrocarbon 
molecule respectively.  In this case, the generic hydrocarbon is oxidized by diatomic oxygen 
to produce carbon dioxide and water vapor.  Combustion of a generic hydrocarbon in air 
follows the same process but includes nitrogen as a non-reacting species in a molar ratio to 
oxygen of approximately 3.76 to 1.  The amount of heat energy produced by a combustion 
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reaction is determined by calculating change in enthalpy (ΔH) as the reaction progresses 
from reactants to products. 
∆𝐻𝑟𝑥𝑛 = ∑𝑛∆𝐻𝑓,𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 − ∑𝑚∆𝐻𝑓,𝑅𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 
In the above equation, the coefficients n and m refer to stoichiometric amounts of each 
reactant or product species, and ΔHf is the heat of formation of chemical species that is 
usually determined at standard temperature and pressure.  The heat that is released in a 
combustion reaction is the major contributor to the flame temperature, and the temperature 
rise associated with a combustion reaction can be determined using heat capacity values for 
the products of the reaction.  Since enthalpy is a function of temperature and pressure, H = 



















where Cp is the heat capacity at constant pressure.  At constant pressure conditions, the 
temperature change associated with the reaction can be calculated from the heat of reaction: 




In this equation, To refers to the initial temperature (usually 298 K) and Tf refers to the final 
flame temperature.  If all the heat produced by the reaction is assumed to stay within the 
system and contribute fully to raising the temperature of the products of the reaction, then Tf 
is the adiabatic flame temperature (AFT).  This is the theoretical maximum temperature of a 
flame produced in a particular combustion reaction.  Actual flame temperatures vary from 
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AFT due to incomplete combustion, fuel lean or rich mixtures, dissociation reactions, and 
other competing reactions such as the water gas shift.  Since heat capacity is also a function 
of temperature, Cp = Cp (T), the calculation of flame temperature can be accomplished by 
assuming constant heat capacities or by iteration using various polynomial equations for heat 
capacity as a function of temperature [1, 7-9].  Adiabatic flame temperatures for oxy-fuel 
combustion are higher than the corresponding fuel-air combustion process.  The presence of 
large quantities of nitrogen from the air provides an additional species to absorb heat energy 
released by the reaction, thus lowering the flame temperature. 
 Oxy-fuel combustion offers several advantages over conventional fuel-air 
combustion.  In oxy-fuel combustion, nitrogen is removed from the oxidizer stream in an air 
separation unit (ASU) so that a high concentration of oxygen enters the combustion chamber 
along with the fuel stream.  Upon combustion, the water is condensed and separated from the 
flue gas resulting in a high concentration of carbon dioxide in the remaining flue gas.  Some 
of the flue gas is recycled to the oxidizer stream to increase conversion and to lower the 
flame temperature in the combustion chamber.  A general schematic of an oxy-fuel 




Figure 2.1.  General schematic for a typical oxy-fuel combustion process. 
The removal of nitrogen from the combustion process results in the elimination of 
NOx products, a significant concern for management of environmentally hazardous 
emissions [1].  Additionally, the CO2 capture process is much easier than in conventional 
fuel-air combustion since the concentration of CO2 in the product stream is much higher in 
oxy-fuel combustion.  A major drawback of oxy-fuel combustion is the requirement for an 
air separation unit.  The separation of oxygen from air is energy intensive, and often leads to 
efficiency losses that are economically unattractive.  Likewise, the recycle of flue gases back 
to the oxidizer stream, although lowering and acting as a control on flame temperatures, 




 The calculation of flow field properties in a combustion system involves accounting 
for mass, momentum, energy, and species conservation within the system domain.  The 
differential form of the governing equations are [11-13]: 
𝜕𝜌
𝜕𝑡
+ ∇ ∙ (𝜌?⃗? ) = 0 
𝜕(𝜌𝑢)
𝜕𝑡













































+ ∇ ∙ (𝜌𝐸?⃗? ) = −∇ ∙ 𝑞 − ∇ ∙ (𝜌?⃗? ) + ?̇? + 𝜌𝑔 ∙ ?⃗?  
𝜕(𝜌𝑌𝑖)
𝜕𝑡
+ ∇ ∙ (𝜌𝑌𝑖?⃗? ) = 𝜔𝑖 + ∇ ∙ (Γ𝑖∇𝑌𝑖) 
where the first equation is the conservation of total mass, the second, third, and fourth 
equations are the conservation of momentum in the x, y, and z-directions, the fifth equation is 
the conservation of energy, and the last equation is the conservation of chemical species.  
Taken together, these governing equations constitute the full three-dimensional, compressible 
Navier-Stokes equations with chemical reactions.  There are six dependent variables of 
interest in the governing equations: pressure (p), temperature (T), density (ρ), and the three 
components of the velocity vector (u, v, w).  Temperature is accounted for in the energy 
conservation equation through the heat flux vector (q) and total energy (E).  Additional terms 
in the Navier-Stokes equations are the body force terms (g), mass fraction (Yi), reaction 
source term (ωi), and diffusion coefficient (Γi) for species i, the stress tensor terms (τij), and 
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heat generation term (Q) due to viscous forces or radiative heat transfer in the fluid.  A full 
listing of all notation used can be found in Appendix A. 
 To close the set of governing equations, an appropriate equation of state is needed to 
relate density, temperature, and pressure.  The ideal gas law is often used for convenience: 
𝑝 = 𝜌𝑅𝑇 
where R is the specific gas constant.  Additionally, the reaction source term (ωi) is defined as 
a change in concentration for a particular species, based on a rate constant (k) and the order 
of the reaction.  Determination of the rate constant for a reaction is based on Arrhenius 
kinetics [7, 14] 
𝑘 = 𝐴𝑇𝑛𝑒−𝐸𝑎/𝑅𝑇 
where Ea is the activation energy, and the values A, T, n, and Ea are determined 
experimentally for a particular reaction.  The Navier-Stokes equations, along with the 
equation of state, and chemical kinetics information forms a set of coupled equations that 
must be solved simultaneously to determine flow field properties [11, 12].  This is a 
challenging task that is aided by the power of computers and forms the basis for the 
computational fluid dynamics (CFD) field of study.  Specific CFD approaches applied to 
combustion systems will be discussed later in this chapter. 
Ethylene as a Combustion Fuel 
 Initial research into combustion phenomena focused on the study of hydrogen or light 
hydrocarbon (methane) combustion due to the relative simplicity of reaction mechanisms.  
As the body of published research on these fuels increased, a natural progression toward 
examination of more complex fuels occurred.  The interest in ethylene combustion has 
increased over the past decade due to several factors.  Ethylene, the simplest olefin, is 
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produced in higher quantities than other organic compounds and is heavily used as a 
feedstock for large scale production of other organic compounds [3, 4, 15, 16].  The use of 
ethylene in production processes often requires storing and transporting the gas under high 
pressures and/or temperatures.  This poses an obvious safety concern [5].  Ethylene has also 
been considered for use as potential fuel, either as a transition fuel from hydrogen to 
hydrocarbon systems, or as a fuel in its own right [4, 6, 17-19].  The development of pulse 
detonation engine technology has also increased interest in ethylene as a fuel since it is 
extremely flammable, has a relatively high molecular weight compared to other gaseous 
hydrocarbon fuels, has stable detonation characteristics, and can be ignited on a hot surface 
without the requirement for a spark [4-6].  Additional chemical and physical properties of 
ethylene can be found in Appendix B. 
 Flame temperatures resulting from ethylene combustion depend on the equivalence 
ratio (Φ) of ethylene to oxidizer and the composition of the oxidizer.  Adiabatic flame 
temperatures for stoichiometric (Φ = 1) ethylene combustion in air are around 2370 K and 
are tabulated in the literature [1, 20].  Tabulated adiabatic flame temperatures for ethylene 
combustion in oxygen are hard to find but can be calculated using by assuming constant heat 
capacities of product gases or by using polynomial models for heat capacity as a function of 
temperature.  The Shomate equation [9, 21] 
𝐶𝑃 = 𝐴 + 𝐵𝑡 + 𝐶𝑡




can be used to determine constant pressure heat capacities as functions of temperature where 
t is the temperature per 1000 K and the variables A-E are tabulated curve-fit coefficients.  
Several other models exist [7, 8] that include more or fewer curve-fit coefficients.  This can 
lead to large differences in calculated adiabatic flame temperatures depending on the method 
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and source used to calculate heat capacities.  Additionally, if constant volume heat capacities 
are used as in the case of combustion in a closed vessel, then the isochoric flame temperature 
is calculated in an analogous way to adiabatic flame temperature using constant volume heat 
capacity values [22].  Adiabatic and isochoric flame temperature values for ethylene 
combustion with several different oxidizer mixtures can be found in Appendix B. 
 Chemical reaction kinetics information is also diverse for a particular fuel/oxidizer 
combination.  Reaction mechanisms provide the required kinetics information needed to 
determine rates of formation or consumption of a species during a reaction. Development and 
testing of reaction mechanisms ranging from several hundred elementary reaction steps [23, 
24] to global one-step mechanisms is an active area of research.  Many of the reaction 
mechanisms that have been proposed for ethylene combustion are derived from larger 
detailed mechanisms and validated numerically against experimentally observed ignition 
delay times and laminar flame velocities [5, 15, 18, 19, 25, 26].  Often, proposed mechanisms 
are developed for different ranges of pressure, temperature, or equivalence ratio, and have 
limited ranges of applicability. 
 Another area in which ethylene differs from other light hydrocarbon fuels is in 
radiative heat transfer.  Carbon dioxide and water vapor are gases that emit radiation at high 
temperatures [27-29], but it is the production of soot particles during ethylene combustion 
that has been shown to have an significant impact on flame characteristics [30-32].  Radiative 
heat transfer can have a significant effect on overall heat transfer, and can have complex 
angular and spectral variations within a combustion system [33].  In the interest of 
computational efficiency, one method used to determine radiative emission from CO2 and 
H2O produced in ethylene combustion is through the equation [34, 35] 
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where Q is the radiative heat flux, σ is the Stefan-Boltzmann constant, T is the local gas 
temperature, Tb is the surrounding gas temperature, pi is the partial pressure of gas species i, 
and ai is the Planck mean absorption coefficient.  Planck mean absorption coefficients for 
CO2 and H2O as functions of temperature are found in the literature [34]. 
Interest in ethylene combustion also centers around soot production during 
combustion.  Ethylene is a soot-producing fuel because it readily oxidizes to acetylene, a 
major precursor of soot formation [36].  Soot particles produced during combustion of 
ethylene decrease flame temperatures through radiative heat transfer to the walls of 
combustion chambers and presents an obvious concern for environmental air quality and 
health effects [37].  The radiative heat transfer resulting from soot can adversely affect 
furnace wall lifetimes due to increased heat loading, but may decrease NOx production when 
ethylene is burned in air due to lower flame temperatures [30]. 
Experimental Trends in Flame Characterization 
 The experimental results found in the literature pertaining to ethylene combustion 
depend upon the type of combustion system studied.  Premixed systems involve ethylene and 
the oxidizer initially well mixed in a combustion chamber at a predetermined equivalence 
ratio prior to ignition.  Non-premixed systems, or diffusion systems, involve separate streams 
of ethylene and air flowing into a combustion chamber simultaneously and mixing during the 
process of combustion.  Flame properties of interest in these studies are also different 
depending on the combustion system studied. 
 Premixed combustion system studies often attempt to characterize flame temperature, 
flame velocity, and manner of flame propagation.  Usually, experiments are conducted in 
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small tubes or channels so that multidimensional effects can be simplified.  An example 
experimental setup is shown in Figure 2.2 [38]. 
 
Figure 2.2.  Example experimental setup for study of premixed combustion phenomena [38].  
Reprinted from [38] with permission from Elsevier. 
 
In these experimental studies, flame locations within the combustion chamber as a 
function of time are measured with high speed cameras.  The objective of many experimental 
studies in premixed ethylene-air or ethylene-oxygen systems is to measure flame velocity and 
characterize the mode of flame propagation from the ignition source of the combustion to an 
open end at some distance away from the ignition.  These flame velocities and modes of 
propagation can vary significantly, from subsonic deflagration processes to supersonic 
detonation processes.  Often, a propagating flame front will begin as a deflagration and 
transition to a detonation in a process called deflagration-to-detonation transition (DDT).  
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The process of DDT, including the relative importance of contributing mechanisms behind 
the phenomenon, is an active area of research aimed at controlling accidental explosions and 
in potential uses of controlled detonation such as pulse detonation engines [39-42].  Although 
most researchers in DDT phenomena do not necessarily agree on the relative importance of 
the possible contributing factors that initiate transition from deflagration to detonation, they 
generally agree on the basic steps that occur in a DDT event [4, 39, 41, 43-49].  First, the 
ignition flame accelerates at an exponential rate, which stretches the flame and produces 
shock waves far ahead of the flame front.  Second, the flame acceleration decreases and 
compression waves are formed directly ahead of the flame front, generating a small zone of 
preheated reactant gases.  A compressed pocked of unburned reactant gas mixture is heated 
in this zone and begins to react, which produces a large pressure gradient.  This increase in 
pressure enhances further reaction and generates a coupling between the heat released by 
reaction and the increase in pressure.  Finally, the pressure gradient grows quickly into a 
strong shock wave and a transition to detonation occurs somewhere between the leading 
shock and the flame front.  A qualitative plot of scaled flame velocity as a function of time 




Figure 2.3.  Generalized scaled flame tip velocity for a hydrocarbon fuel as a function of 
time for an initially laminar flame [49].  Reprinted from [49] with permission from the 
American Physical Society. 
 
Commonly studied factors in DDT phenomena are turbulence, transport effects, 
flame-shock interactions, combustion chamber geometry, equivalence ratio, and reaction 
kinetics [39, 40, 43, 50].  The most common method for experimental study of DDT 
phenomena is through the use of shock tubes, as represented in Figure 2.2. 
 In experimental studies of non-premixed systems, a setup similar to that of premixed 
systems is used.  In non-premixed systems, however, the fuel and oxidizer are fed into the 
combustion chamber simultaneously while combustion is occurring.  The fuel and oxidizer 
feed can be either co-flow or counter-flow in application.  In the combustion chamber, the 
fuel and oxidizer mix through convection and diffusion and a region of stoichiometric ratio is 
established.  It is in this region of stoichiometric ratio where the combustion reaction occurs, 




Figure 2.4.  Typical experimental setup for study of non-premixed combustion systems [32].  
Reprinted from [32] with permission from the American Chemical Society. 
 
Experimental studies in non-premixed systems typically measure flame 
characteristics such as flame height, flame temperature, and laminar flame velocity under 
varying conditions of fuel/oxidizer composition, mass flow rates, system pressure, and 
turbulence.  With fuels such as ethylene, experiments detailing soot formation and 
subsequent radiative heat transfer effects are often conducted [32, 37, 51-57].  Soot formation 
in non-premixed flames contributes to increased heat exchange within the internal surfaces of 
industrial furnaces [30, 31] but also contributes to pollution and health hazards [53, 56-59] 
making it an active area of combustion research. 
Although the description of various experimental processes in premixed and non-
premixed combustion research are rather generalized, detailed discussions of research that 
forms the experimental bases for this study follows in Chapter 3 for premixed combustion 




CFD Approaches to Combustion Research 
 In contrast to the experimental setups described in the previous section, researchers 
have increasingly relied on numerical methods to describe combustion phenomena due to 
significant increases in computing power over the past few decades.  The computing power 
increases are so significant that a numerical researcher referring to a simulation of a DDT 
process in 1996 wrote, “the fastest way to do the calculation would be to wait 20 years until 
computers were much bigger and faster [39].”  Today, powerful CFD software is available 
through open-source and commercial providers that offers the ability to calculate complex 
reactive flow properties with a relatively low computational cost. 
 The basic operation of a CFD code is generally the same regardless of the source or 
software used.  CFD codes apply the Navier-Stokes equations to a user-defined 
computational domain and apply numerical methods to arrive at a calculated solution for the 
flow properties.  These numerical methods may be as simple as Euler’s method or as 
complex as high order Runge-Kutta or finite difference methods [60].  Several research 
groups have used methods appropriate to the type of combustion problem they were 
studying; WENO (weighted, essentially non-oscillatory) schemes are useful in convection-
dominated problems with sharp discontinuities [61] and MUSCL (monotonic upwind scheme 
for conservation laws) have been routinely used [4, 45, 62-65].  The CFD code ANSYS 
Fluent [66] used in this study utilizes a control volume approach to convert the mass, 
momentum, or energy conservation portions of the Navier-Stokes equations into algebraic 
equations that can be solved numerically [12, 67, 68].  An integral-form representation of the 









where A is the surface area vector, Sφ is a source term for the scalar quantity, and all other 
terms in the equation retain their definition from the original Navier-Stokes equation shown 
previously.  The concept of discretization allows the replacement of a partial differential 
equation or set of partial differential equations that are applied to a continuum domain with 
an exact solution, such as the Navier-Stokes equations, by a set of equations that approximate 
the solution in a discrete domain [12].  Once the governing equation is discretized to a 
control volume, the resulting equation is [67]: 
𝜕𝜌𝜙
𝜕𝑡






where the subscript f denotes the value of a parameter at a face of the control volume, and Nf 
is the number of faces that constitute the control volume.  This discretized version of the 
governing equation is used to solve for the scalar quantity at the center of each control 
volume that makes up the entire computational domain. 
 The solution to the governing equations that have been spatially and temporally 
discretized can follow several methods.  The values for the gradients and face values of the 
scalar quantity are based on values assigned or previously calculated at control volume 
centers.  As an example, the face values of the scalar quantity (𝜙𝑓) in the convective term of 
the discretized equation use a solver scheme called “upwind.”  In the upwind scheme, the 
face values are derived from control volume quantities located upstream from the face with 
respect to the velocity vector [67].  In a first-order upwind scheme, the value at the control 
volume face is assumed to be equal to the value at the center of the control volume that is 
located directly upstream of the face.  Higher-order upwind schemes exist that use different 
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assumptions to determine the relationship between face values and center values of the 
upstream control volume [67]. 
 Temporal discretization follows a relatively simple process.  Each of the scalar 
quantities in the governing equation is integrated over a small time interval (Δt).  The time 









𝜙𝑛+1 = 𝜙𝑛 + Δ𝑡𝐹(𝜙𝑛+1) 
where F(ϕn+1) incorporates values obtained from spatial discretization, ϕn is the value of the 
scalar quantity at time n, and ϕn+1 is the value of the quantity at some future time [67].  This 
equation call be solved iteratively within each time interval before advancing to the 
subsequent time interval.  The spatial and temporal discretization approaches described here 
address the determination of the scalar quantity ϕ in the governing equations, but do not 
provide a means to determine gradients of the quantity (∇𝜙).  These values can be calculated 
with methods such as Green-Gauss or least squares methods [67]. 
 Numerical calculations of combustion phenomena inherently involve chemically 
reacting species, which are accounted for in source terms applied to the governing equations 
regarding conservation of species mass.  To adequately compute source term values in the 
discretized governing equation, appropriate chemical kinetics information must be supplied 
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to the solver for all chemically reacting species.  In the most basic form, a one-step chemical 









where Mj refers to a chemical species with a total number of n species, and the 𝑣′and 𝑣′′ refer 
to stoichiometric coefficients of the reactant and product species with index j respectively.  
The change in concentration of a chemical species i over time due to a reaction is referred to 
as the reaction rate for that species and is given by [1, 14, 67]: 
𝑑[𝑀𝑖]
𝑑𝑡













where [Mi] refers to the molar concentration of species i and kf and kr refer to the forward and 
reverse reaction rate constants respectively.  The rate constants are calculated through the 
Arrhenius rate equation discussed earlier, and the total source term applied to the governing 
equation is dependent upon the molar mass of each species, the total number of reactions 
applied (N), and the individual reaction rates of species i for all reactions [67].  The source 
term (S) is calculated as the sum of the reaction rates of all species participating in all 
reactions: 




 The number of reactions used in a combustion reaction mechanism can vary widely 
from several-hundred elementary reaction steps to one-step global reaction mechanisms.  In 
the literature involving ethylene combustion, large detailed mechanisms such as the Gas 
Research Institute mechanism (GRI-Mech) or the mechanisms published by USC and UCSD 
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[24, 70] can be found which involve as many as 325 individual reactions.  Mechanisms such 
as these can contribute to significant increases in computational expense and may include 
reactions for individual species that are unimportant or not included in the system under 
examination.  At the opposite end of the spectrum, global one-step reaction mechanisms cut 
down on computational cost but may produce results that are not in good agreement with 
experiment, or neglect individual chemical species of interest [17].  An example of a global 
one-step reaction mechanism for ethylene combustion is 
𝐶2𝐻4(𝑔) + 3𝑂2(𝑔) ⟶ 2𝐶𝑂2(𝑔) + 2𝐻2𝑂(𝑔) 
where the equivalence ratio is unity.  As a reasonable alternative to detailed or global 
reaction mechanisms, reduced reaction mechanisms can be found or developed that capture 
the important species and reactions of interest to a combustion scenario, while neglecting 
unimportant aspects.  These reduced reaction mechanisms are often derived from detailed 
mechanisms and compared against experimental and numerical observations of laminar 
flame speed and ignition delay time [5, 15, 18, 19, 25, 26, 71].  The versatility of 
computational fluid dynamics is apparent when dealing with complex chemistry aspects.  
The ability to easily modify the reaction source term in the governing equations through the 
use or modification of a selected chemical reaction mechanism allows close examination of 
chemistry effects in the overall process. 
 Source term inclusion is not limited to chemical reaction aspects; heat transfer effects 
may also be included or modified through source terms in the energy conservation equation.  
Radiative heat transfer by emission from hot gases such as carbon dioxide or water vapor, or 
by the presence of soot particles, can affect flame temperatures and flame velocities.  
Common practices within CFD studies of combustion processes include the use of P-1 or 
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discrete ordinates radiation models [29, 35, 72] to solve for the radiative transfer equation 
(RTE).  A wavelength-independent form of the RTE accounting for absorption, scattering, 
and emission along a path (s) can be written as [67] 
𝑑𝐼(𝑟 , 𝑠 )
𝑑𝑠











where the first term on the left-hand side of the RTE is the change in radiative energy within 
a medium along the path.  The second term deals with radiant energy losses due to absorption 
and scattering within the medium.  The right-hand side of the RTE deals with energy gains 
due to emission from other sources (first term) and scattering from other sources (second 
term) external to the medium.  In each numerical model used to solve the RTE, several 
coefficients relating to absorption, scattering, or emission within the medium must be 
specified.  Determination of these values can be accomplished via means such as Planck 
mean absorption coefficients [28, 34, 35] or the weighted-sum-of-gray-gases model [67, 73].  
Although radiative effects are commonly considered in numerical studies of non-premixed 
ethylene combustion systems, they are routinely neglected in studies of premixed systems. 
 Computational fluid dynamics approaches specific to this study of premixed and non-





NUMERICAL INVESTIGATIONS OF LEAN, PREMIXED ETHYLENE-OXYGEN 
FLAME PROPAGATION AND THERMAL LOSSES IN SMALL TUBES WITH A 
REDUCED CHEMICAL REACTION MECHANISM 
Abstract 
Heat loss plays an important role on the flame propagation characteristics of 
premixed gas mixtures in small tubes.  However, stringent spatial and temporal resolutions 
required to simulate these phenomena cause numerical investigations to resort to single-step 
global reaction mechanisms and ignore radiative losses.  Both these restrictions are relaxed in 
this study where a reduced 10-step mechanism and an optically thin radiation model are 
employed to study flame propagation in lean (Φ = 0.2) premixed ethylene-oxygen mixtures 
in millimeter-scale tubes (1 mm and 2 mm diameters).  First, convergence in the spatial and 
temporal resolutions were ascertained and found to compare well with the characteristic 
reaction zone lengths and timescales determined from detailed reaction mechanisms.  The 
accumulation of numerical errors over the simulation time frame was determined to be less 
than 0.06%.  Radiative losses reduced the flame propagation velocities by 73% and 51% in 
the 1 mm diameter and 2 mm diameter tubes respectively and made the flames less concave.  
The flame velocities were moderately affected by the thermal boundary conditions (adiabatic 
versus isothermal walls).  The radiant fractions were in the range 0.12 – 0.17.  The slow CO 





 Combustion research into premixed and non-premixed ethylene-oxygen and ethylene-
air systems has been steady over the past several years.  The interest in ethylene combustion 
research stems largely from its attractiveness as a fuel, either on its own, or as a transitional 
fuel from hydrogen fuel systems to hydrocarbon systems [4-6, 17-19].  Ethylene is 
ubiquitous in the chemical processing industry; it is an intermediate product in the 
combustion of heavier hydrocarbons and it is a raw material for several other important 
industrial chemical processes [4, 15-19]. 
 While there are several well-established experimental studies on ethylene 
combustion, the continual development and increase in computational capacity has allowed 
additional insight using numerical techniques coupled with computational fluid dynamics 
approaches.  The focus of this chapter is to model premixed ethylene-oxygen combustion and 
flame characteristics in millimeter-scale tubes using a chemical reaction mechanism that has 
not been previously used for premixed combustion systems.  This mechanism, developed by 
Lovas et al. [74] is a 10-step, 11-species compact mechanism that was originally developed 
for modeling soot production in ethylene-oxygen diffusion flames.  The study described in 
this chapter applies that mechanism to a premixed ethylene-oxygen combustion scenario and 
validates its use through comparison of flame characteristics generated by the simulation to 
previously published experimental results. 
 Other researchers have used several different reaction mechanisms in similar 
numerical studies of ethylene-oxygen or ethylene-air premixed combustion leading to 
transitions from deflagration to detonation (DDT).  Several have used simple, one-step global 
mechanisms [6, 16, 40, 45-47, 50, 65, 75] where the impact of chemical kinetics was thought 
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to be of relatively little importance.  Others have used more detailed mechanisms for 
hydrogen combustion scenarios [42, 44, 63, 64, 76] and sparingly for premixed ethylene 
combustion scenarios [5, 71, 77] to determine the impact of chemistry-turbulence 
interactions in the nature of flame propagation.  Although single-step reaction mechanisms 
provide decreased computational cost, they likely come with tradeoffs in accuracy.  
Sensitivity analyses between various detailed mechanisms are in general agreement on the 
importance of the initial ethylene reaction with oxygen and the hydroxy radical/hydrogen 
radical oxidation reaction [15, 18].  The importance of these elementary reaction is neglected 
in one-step global reaction mechanisms. Table 3.1 provides a summary of the types of 
reaction mechanisms used by other authors in recent combustion simulation literature. 
Table 3.1.  Reaction mechanisms used in recent combustion studies; References [4-6, 40, 42, 
45-47, 50, 63-65, 71, 74-77]. 
 
 Another aspect of research into flame propagation in premixed systems is the 
selection of wall boundary conditions.  There does not appear to be a consistent application 
or discussion of wall boundary conditions with respect to heat transfer effects throughout the 
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experimental or numerical research literature.  In the purely experimental literature, heat 
transfer at the walls is not usually discussed beyond specifying the material that comprises 
the wall [38, 41, 78, 79].  In studies that feature both experimental and numerical analyses, 
wall boundary conditions assigned in the numerical setup either follow an 
adiabatic/isothermal approach [80] or attempt to model heat transfer using physical 
properties of the materials used in the experiment [29].  A notable departure from this trend 
are the studies published by Martua et al. [81] and Brambilla et al. [82] that used varying 
wall temperatures along the path of flame propagation in both experimental and numerical 
setups.  They observed different modes of flame propagation corresponding to different wall 
temperatures; higher wall temperatures resulted in steady flame propagation, while lower 
wall temperatures resulted in oscillatory propagation of flames that would extinguish and re-
ignite repetitively [81, 82].  These results were also seen in an earlier numerical study of 
acetylene-air flame acceleration reported by Ott et al. in 2003 [83].  In the purely numerical 
research, the trend is to either select adiabatic or isothermal wall boundary conditions, but is 
inconsistent in reporting impacts of the choice of boundary condition [35].  Several DDT 
studies of hydrogen-oxygen systems noted that detonation onset occurred in different 
locations in the combustion chamber depending on the specified wall boundary condition. 
[63, 64, 84].  Other studies address heat transfer effects due to wall boundary conditions 
explicitly [35, 85].  Table 3.2 summarizes recent experimental and numerical research with 







Table 3.2.  Thermal boundary conditions used in experimental and numerical studies of 
various fuel/oxidizer mixtures; References [29, 35, 38, 41, 63, 64, 78-85]. 
 
 Much of the current research regarding ethylene combustion focuses on 
understanding the underlying processes by which the fuel/oxidizer mixture progresses from 
ignition, through flame acceleration, to full detonation.  The remainder of this chapter 
focuses on the initial flame acceleration and steady deflagration phase of lean (Φ = 0.2) 
ethylene-oxygen mixtures, and the ability of the chosen reaction mechanism to produce 
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reasonably accurate results when compared to experimental data.  Various aspects of heat 
transfer, wall boundary conditions, and variation in initialization conditions are also 
examined. 
Numerical Methods 
 The computational fluid dynamics package, ANSYS Fluent (version 19.1) was used 
to model laminar flame propagation in ethylene-oxygen systems.  The CFD solver uses a 
control volume technique to discretize a general transport governing equation [67].  The 




𝑑𝑉 + ∮𝜌𝜙?⃗?𝑑𝐴 = ∮Γ𝜙∇𝜙𝑑𝐴 + ∫𝑆𝜙𝑑𝑉
𝑉𝑉
 
where 𝜙 is the scalar quantity based on the governing transport equations of mass, 
momentum, or energy conservation; ρ is density, Γφ is a diffusion coefficient for 𝜙, Sφ is a 
source term for 𝜙, and ?⃗⃗? and 𝐴 are velocity and surface area vectors, respectively.  The 
governing equations use multi-dimensional and transient terms, with compressibility, 
chemical reactions, and radiative heat transfer also included.  ANSYS Fluent has several 
features that make it an appropriate program to study combustion processes; simulations can 
be executed in multiple dimensions while turbulent flow, complex chemistry, and transport 
phenomena can be modeled simultaneously.  Additionally, post processing of results can be 
executed within the program without exporting to another interface or software package. 
 In this study, the two-dimensional simulation of premixed ethylene-oxygen 
combustion focused on flame propagation during the deflagration phase of the process, prior 
to any transition to detonation.  The modeling options invoked for the majority of the 
calculations are shown in Table 3.3. 
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Table 3.3.  Modeling options used in calculations of premixed combustion in small diameter 
tubes. 
 
When radiation effects were examined, user-defined functions based on either a 
Planck-mean or weighted-sum-of-gray-gas (WSGG) approach to determining absorption 
coefficients of CO2 and H2O were used.  The radiative flux resulting from the emission of 
radiation from these gases was incorporated as a separate source term in the energy 
conservation equation.  Laminar flow was used in all simulations, and the source term for 
species conservation was taken directly from the species production/consumption rates 
derived from the overall reaction mechanism.  The QUICK scheme was used as the spatial 
discretization scheme due to its applicability when distinct upstream and downstream cells on 
structured meshes are present.  This scheme blends a second-order upwind scheme with a 
central interpolation and tends to be more accurate with meshes aligned with the direction of 
fluid flow [67].  A first-order implicit temporal discretization scheme was used due to its 
inherent stability with respect to time step size. 
Physical Model
Turbulence
Thermodynamic & transport properties
Chemistry
Radiative heat transfer




Finite-rate with 10-step mechanism
User-defined source function based on Planck 
mean absorption coefficients
Pressure-based solver with QUICK scheme for 
spatial discretization and first-order implicit 
time-stepping scheme
Initial temperature based on adiabatic flame 
temperature for lean ethylene/oxygen mixtures; 
constant pressure combustion
Soave-Redlich-Kwong (SRK)
Isothermal (T = 300 K)
CFD Model
None; laminar flow
Kinetic theory of gases
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 Simulations were conducted in lean mixtures within tubes of either 1 mm or 2 mm 
diameter.  The major products of combustion were artificially patched into one 
computational cell at elevated temperature and atmospheric pressure.  Table 3.4 shows the 
initialization conditions used for the simulations in this chapter. 
Table 3.4.  Initialization values for premixed combustion simulations. 
 
Computational Domain 
 The computational domain was modeled after experiments conducted by Wu et al. 
[38, 41] to provide direct comparison between experimental and numerical results.  In the 
computational domain used for this study, a plenum chamber was incorporated at the open 
end of the tube to mitigate the effect of outlet pressure waves on the flame stability and 
propagation within the tube.  The domain schematic is shown in Figure 3.1 (a).  The domain 
was meshed with 125,000 – 200,000 cells depending on the intended mesh resolution.  The 
domain was also scaled in the y-direction to conduct simulations in both 1 mm and 2 mm 
tubes.  The direction of flow in the domain was from left to right, as shown in Figure 3.1 (b), 
and the boundaries were treated isothermally at 300 K. 
Parameter Initialization Value(s)
Domain pressure 101325 Pa










Combustion product pressure 101325 Pa




Figure 3.1.  Computational domain schematic: (a) general dimensions with plenum chamber; 
(b) meshed region indicating direction of flow and several boundaries. 
 
Reaction Mechanism 
 The choice of reaction mechanism can have a significant impact on the accuracy of 
calculation in simulations of combustion processes.  Detailed mechanisms with several 
hundred or thousands of elementary reaction steps provide clarity in kinetic aspects but incur 
a heavy computational cost.  Global one- or two-step mechanisms increase computational 
speed but often provide results that are not in good agreement with experiment [17].  
Reduced mechanisms, derived from detailed mechanisms, can provide reasonable accuracy 
and computational speed by neglecting those unimportant reactions of those short-lived 
species contained in the detailed mechanism. 
 There are several examples in the literature of reduced mechanisms being proposed 
and compared against established detailed mechanisms [5, 15, 18, 19, 25, 26] such as the Gas 
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Research Institute (GRI), University of Southern California (USC), University of California 
San Diego (UCSD), Saudi Aramco, and Lawrence Livermore National Laboratory (LLNL) 
mechanisms.  The usual criteria of comparison are ignition delay time and laminar flame 
speed.  Reduced mechanisms that compare well with the detailed mechanisms using these 
criteria are considered valid. 
 The reaction mechanisms used in this study is a reduced 10-step global mechanism 
proposed by Lovas et al. in 2010 [74].  This mechanism was derived from a previous 10-step 
mechanism proposed by Singh and Jachimowski [17] with slight changes to hydroxyl radical 
consumption and the addition of acetylene formation/consumption steps.  Table 3.5 shows 
the complete 10-step reaction mechanism used in this study along with reaction rate 
parameters. 
 
Table 3.5.  10-step reaction mechanism [74] used for study of premixed ethylene-oxygen 
combustion. 







 ↔ 2CO + 2H
2
 7.800 x 1023 0.000 35500.00 
II. O + CO + M ↔ CO
2
 + M 5.300 x 1013 0.000 -4540.00 
III. OH + CO ↔ H + CO
2





 ↔ OH + OH 1.700 x 1020 0.000 48000.00 
V. O
2
 + H ↔ OH + O 2.600 x 1014 0.000 16800.00 
VI. OH + H
2
 ↔ H + H
2
O 2.200 x 1017 0.000 5150.00 
VII. O + H
2
 + M ↔ H
2
O + M 1.100 x 1020 -2.000 0.00 
VIII. 2H + M ↔ H
2
















 + 2OH ↔ 2H
2
 + 2CO 5.380 x 1022 0.000 14000.00 
Notes: Units are in seconds, moles, cubic centimeters, calories, and degrees Kelvin 
Third body efficiencies for H
2
 = 2.5 and for H
2










where A is the pre-exponential factor, T is the local temperature, n is a temperature exponent, 
Ea is the activation energy, and R is the universal gas constant.  This mechanism was shown 
to agree well in predicting concentration profiles and flame temperatures with respect to 
several larger mechanisms ranging from 30 to 171 species in numerical simulations of non-
premixed ethylene-oxygen flames [74]. 
 This study is the first to use the mechanism proposed by Lovas et al. for simulation of 
premixed ethylene-oxygen flames.  It is useful to validate proposed reaction mechanisms 
against experimental data reflecting conditions for which the mechanism was not originally 
considered [26] to determine its range of applicability. 
Results & Discussion 
 Prior to direct comparison against experimental data, the numerical model was 
subjected to several preliminary tests to determine effects of initialization condition and 
method of discretization on the flame velocity and relative concentrations of combustion 
products.  Additionally, the discretization error associated with obtaining a high-resolution 
computational mesh was quantified to characterize the accuracy of results. 
Initialization Conditions Study 
 The of method of initialization was examined to determine the effect on flame 
velocity and mole fraction of CO2 and H2O.  In a previous experimental study [41], ignition 
of the ethylene-oxygen mixture was accomplished by either a spark or a hot wire running 
perpendicular to the long axis of the combustion chamber.  Small differences in flame 
acceleration were observed.  In this study, the experimental methods of initiation were 
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replicated by igniting the mixture within a small volume equivalent to one computational cell 
(replicating spark ignition) or the entire inlet boundary (replicating wire ignition).  
Initialization values assigned to the domain in either ignition case are shown in Table 3.4.  
This analysis was conducted on coarse and fine meshes with the ultimate result that the 
manner of initialization did not make a significant difference in flame velocity, flame 
temperature, or combustion product concentrations.  Table 3.6 shows the flame properties for 
the simulations subject to different initialization conditions. 
 
















Fine mesh (Δx = 0.122 mm) 
Boundary initialization 
2.39 2503 0.02 0.12 
Fine mesh (Δx = 0.122 mm) 
One-cell initialization 
2.38 2507 0.02 0.12 
Coarse mesh (Δx = 0.244 mm) 
Constant pressure conditions 
1.39 2483 0.02 0.12 
Coarse mesh (Δx = 0.244 mm) 
Constant volume conditions 
1.42 2500 0.02 0.12 
 
Spatial & Temporal Discretization 
 A grid convergence study was conducted to ensure that the spatial discretization 
scheme could resolve flame velocities and thicknesses that agree with experimental values.  
The initial cell size was set at 0.25 mm in the x-direction with variable length in the y-
direction based on internal tube diameter.  The basis for the initial cell size was taken from 
numerical data compiled by Shultz and Sheppard [86] where characteristic reaction zone 
lengths and times were computed for ethylene-oxygen systems at various equivalence ratios 
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using different reaction mechanisms.  The initial spatial refinements in this study were 
conducted with a refined mesh throughout the entire computational domain at cell sizes of 
0.122 mm and 0.0610 mm in the x-direction.  Additional simulations in which only the cells 
adjacent to the wall boundary were refined produced similar flame velocities as the 
refinement of the entire domain, while reducing computational load.  Figures 3.2 and 3.3 
show the resulting flame velocities and product gas mole fractions in the 1 mm tube as cell 
size decreases from 0.122 mm to 0.0153 mm in the x-direction.  The change in flame 
velocity as the grid was refined from 0.0305 mm to 0.0153 mm was less than 3%, so the grid 
was considered converged at a spatial resolution of 0.0305 mm. 
 
Figure 3.2.  Flame velocities over time as a function of grid resolution for the 1 mm tube.  
Mesh refined in the boundary layer near the no-slip, isothermal wall.  Experimental flame 





Figure 3.3.  Flame velocity and mole fraction of CO2 and H2O as a function of inverse grid 
resolution in the 1 mm tube.  Computation cell sizes decrease from left to right along the x-
axis. 
 
 In a similar manner, a convergence study based on time step size was conducted.  
Data obtained from Schultz and Sheppard [86] indicated that the reaction time scales were on 
the order of microseconds.  The time step convergence study used simulations with time step 
sizes of 10-5, 10-6, and 10-7 seconds.  The flame velocities, flame temperatures, and mole 
fractions of combustion products were used to determine convergence.  Figures 3.4 and 3.5 
show the convergence of flame velocity and CO2 mole fraction in 1 mm and 2 mm tubes.  It 
is apparent that the flame velocities and mole fractions are relatively unchanged as the time 
step is reduced from 10-6 to 10-7 seconds.  The average flame velocity values between these 
time step differed by 1.9% or less depending on the tube diameter, so the time step size was 




Figure 3.4.  Time step convergence study in 1 mm tube reflecting differences in flame 





Figure 3.5.  Flame velocities and mole fractions of CO2 in 1 mm and 2 mm tubes as a 
function of inverse time step size.  Time step size decreases from left to right along the x-
axis. 
 
Error Estimation Due to Discretization 
 As with any arbitrary division of a flow domain into a computational grid, integration 
error is introduced as the solver progresses from one computational cell into another.  This 
error is a function of the grid resolution; higher grid resolution results in a smaller 
accumulated error but increased computational time.  Alternatively, coarser grids result in 
lower computational time, but increased accumulated error and a lower limit on the total 
number of integration steps based on a desired upper limit of accumulated error. 
 In this study, a method for estimating the precision similar to that described by 
Smirnov et al. [87] was used to quantify error accumulation during spatial grid refinement.  
Table 3.7 shows the grid resolution in 2-D and the associated maximum number of time steps 
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allowed based on a desired maximum error of 5%.  The accumulated error shown in the table 
is based on 100000 time steps (at 1 microsecond per time step) for each of the grid 
resolutions shown, resulting in a total physical time of 0.1 seconds. 
Table 3.7.  Estimation of accumulated integration errors in simulations using different grid 
resolutions.  The total number of time steps used with each mesh resolution was 100000. 
 
 The estimates for integration error in each direction are based on the use of the 
QUICK solver scheme for spatial discretization.  This scheme is based on a weighted average 
of second-order upwind and second-order central interpolation schemes [67].  The integration 







where Si is the integration error with the index i indicating a specific spatial direction, Ni is the 
number of cells in the direction of integration, and k is the order of the spatial solver scheme.  
The total error (ST) associated with a particular simulation is the sum of the integration errors 








where Smax is the maximum desired error, usually between 1% - 5%.  Finally, the reliability 







𝑆𝑎𝑐𝑐 = 𝑆𝑇√𝑛 
where n is the total number of time steps used in the simulation.  Larger values for reliability 
are better, as the number of time steps used is lower than the maximum number of time steps 
allowed to remain below the desired maximum error.  With a desired error of less than 5%, 
only the coarsest mesh used in this study accumulated more error than was acceptable with 
simulations spanning 0.1 seconds.  At the converged mesh resolution of 0.0305 mm per cell 
in the x-direction, the accumulated error was about 0.06%. 
Tube Dimensions Study 
 Two different tube diameters were considered in this study, 1 mm and 2 mm.  These 
were chosen to allow direct comparison to experimental data [38, 41].  Flame velocities and 
temperatures resulting from simulations in 1 mm and 2 mm tubes are shown in Figures 3.6 
and 3.7.  The flame velocities observed during experiment were 1 – 3 m/s in lean mixtures 




Figure 3.6.  Flame velocity plots for 1 mm and 2 mm tubes.  Experimental flame velocities 
[38] for both 1 mm and 2 mm tubes included as dashed lines. 
 
Laminar flame speeds around 5.5 m/s were observed in experiments with 
stoichiometric (Φ = 1.0) ethylene-oxygen [41].  The average flame velocity in this study was 
3.81 m/s for the 1 mm tube and 2.96 m/s for the 2 mm tube.  These values are in reasonable 
agreement with experimental data, although efforts to reduce the differences are discussed in 
the following sections. 
 The flame temperature contours for the 1 mm and 2 mm tubes are shown in Figure 
3.7.  The flame temperature is slightly higher in the larger tube and compares well with 
calculated values of the adiabatic flame temperature for ethylene-oxygen at an equivalence 




Figure 3.7.  Flame temperature contours (K) for 1 mm and 2 mm tubes.  Flow time is 0.1 
seconds for both cases. 
 
Radiation Effects 
 The effect of radiative heat loss during premixed combustion is an area that has not 
been extensively reported on.  This study includes an examination of radiative heat loss 
during 1-D flame propagation using two different models, with the assumption that the 
transfer region between a fluid element and the unburned surroundings is optically thin.  The 
radiation models were applied as user-defined functions in Fluent as additional terms in the 
energy conservation equation.  The heat flux source terms were calculated using equations 
and curve fit parameters for absorption coefficients published by Barlow et al. [34, 88] for a 
Planck-mean approach, and by Krishnamoorthy [73] for a weighted-sum-of-gray-gas 
(WSGG) approach.  The equations used to calculate the radiative flux arising from emission 
from high temperature CO2 and H2O are  
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for the WSGG approach.  In these equations, Q is radiative heat loss per unit volume (W/m3), 
σ is the Stefan-Boltzmann constant (5.669 x 10-8 W/m2 K4), T is local flame temperature (K), 
Tb is the background temperature (300 K), pi is the partial pressure of species i (atm), and ai 
is the Planck-mean absorption coefficient of species i (m-1 atm-1).  In the Planck-mean 
approach, the absorption coefficient was determined by  
𝑎𝑖 = 𝑐0 + 𝑐1 (
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where the values polynomial coefficients are tabulated values found in the literature [34].  
The Planck-mean approach uses species absorption coefficients that are functions of 
temperature only and are independent of incident radiation wavelength.  In the WSGG 
approach, the absorption coefficient (kj) was determined as a function of both temperature 
and five different wavelength bands (j), with weighting factors (wj) specific to each band.  
The WSGG absorption coefficients were determined by 
𝑎𝑗 = 𝑐1 + 𝑐2𝑇 
where the curve fit coefficients and weighting factors were also found in the literature [73].  
In this study, only the radiative effects of CO2 and H2O were considered, and the individual 
curve fit parameters used to calculate the absorption coefficients for the Planck-mean 
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 Figure 3.8 shows the temperature-dependent Planck-mean absorption coefficients for 
CO2 and H2O as calculated by the curve fit polynomials.  These polynomials are suitable for 
temperatures between the background temperature (300 K in this case) and 2500 K. 
 
Figure 3.8.  Planck-mean absorption coefficients for carbon dioxide and water vapor as 




 The location of the flame in the 1 mm and 2 mm tubes along with temperature 
profiles for simulations conducted with and without the Planck-mean radiation model applied 
are shown in Figure 3.9.  The radiative heat loss in these simulations result in lower flame 
temperatures and velocities.  The larger-scale views in both portions of Figure 3.9 show the 














Figure 3.9.  Flame front locations and temperature profiles (K) with or without radiation 
modeling in the Planck-mean absorption coefficient approach: a) 1 mm tube; b) 2 mm tube.  




The result of these calculations is that flame speeds are about 73% lower in the 1 mm 
tube and about 51% lower in the 2 mm tube when radiative heat transfer is accounted for.  
Additionally, the flame shape became less concave as radiation was accounted for.  These 
changes in flame shape also affect flame velocity due to changes in reaction zone surface 
area.  Figure 3.10 shows a comparison of the fraction of energy lost by radiative effects to the 
energy produced by the combustion reaction. 
 
Figure 3.10.  Temperature contours and corresponding fraction of radiative heat loss at same 
time step: a) 1 mm tube; b) 2 mm tube. 
 
The fraction of heat loss due to radiative heat effects is between 12 – 17% for the 1 
mm tube and is between 9 – 12% in the 2 mm tube.  Radiative heat transfer effects are more 
significant in smaller tubes due to increased ratio of wall surface area to flame volume. 
 Application of the radiation model through the WSGG approach produced similar 
flame velocities as the Planck-mean approach in both 1 mm and 2 mm tubes.  The magnitude 
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of the source term reflecting heat losses due to radiation of CO2 and H2O was not 
significantly different between the two methods applied in this study. 
Wall Boundary Conditions 
 The effect of wall boundary conditions was also examined.  Most of the simulations 
discussed in this study used isothermal wall boundaries at 300 K.  A set of simulations in 
both 1 mm and 2 mm tubes was conducted with adiabatic wall conditions to determine the 
effect on flame temperature and flame velocity.  Figure 3.11 shows the flame temperature 











Figure 3.11.  Flame temperature profiles with isothermal or adiabatic wall boundary 





 The application of adiabatic wall conditions had a larger impact on the flame velocity 
and flame temperature in the 1 mm tube than in the 2 mm tube.  The flame velocity increased 
when adiabatic wall boundary conditions were applied to the 1 mm tube by approximately 
28%.  The 2 mm tube produced an opposite effect; the flame velocity decreased by 
approximately 11%.  When isothermal conditions are applied, product gases first jet radially 
inward and then can travel by convection upstream or downstream, resulting in flame 
acceleration or deceleration in comparison to the adiabatic case.  In both cases, the burned 
gas region behind the flame achieved a greater temperature in the adiabatic case than any 
region of the flame structure in the isothermal case.  Heat transfer effects through wall 
surfaces are more significant as the tube diameter decreases. 
Conclusions 
 The 10-step reaction mechanism used in this study that was developed for non-
premixed systems has been shown to be useful in simulations of premixed ethylene-oxygen 
combustion.  Laminar flame velocities and temperatures resulting from the use of the 
mechanism in simulations agree with previously published experimental data.  Additionally, 
the use of this reduced mechanism can produce accurate results while keeping computational 
cost lower than use of detailed reaction mechanisms of several hundred steps.  The use of 
single-step global reaction mechanisms results in an overestimation of CO2 concentration at 
the flame front, resulting in lower flame temperatures and velocities.  Additionally, as 
radiation modeling is applied, an overestimation of CO2 concentration would yield a 
corresponding overestimation of radiative losses.  The tradeoff between computational speed 
and accuracy is apparent with the choice of chemical reaction mechanism. 
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Spatial and temporal discretization was found to be sufficient at 0.0305 mm and 1 µs, 
respectively.  These values agreed with previously published data on reaction zone length 
and reaction timescales at lean equivalence ratios.  Adequate spatial and temporal 
discretization schemes are necessary to adequately resolve reaction zones; however, these 
schemes may change with the use of different reaction mechanisms.  In any case, monitoring 
accumulated integration error due to discretization is an important factor to consider; larger 
computational domains result in larger accumulated integration error but finer cell sizes can 
keep the error under an arbitrary limit.  The mesh resolution used in this study achieved an 
accumulated integration error of approximately 0.06%. 
Researchers conducting simulations in millimeter-scale tubes would be advised to 
consider the method of modeling heat transfer through boundaries with computational 
domains of less than 2 mm diameter.  Flame velocities in small tubes were greatly affected 
by thermal boundary conditions; a 28% increase in flame velocity was observed in the 1 mm 
tube when adiabatic conditions were applied.  Additionally, radiative heat transfer effects are 
important to consider, especially as the size of the tube decreases.  Flame velocity decreases 
of 73% and 51% were observed in the 1 mm diameter and 2 mm diameter tubes.  Radiant 
fraction was larger with the smaller tube, and changes to flame shape were observed in both 




IMPACT OF OXYGEN INDEX ON SOOT MODELING PARAMETERS AND 
RADIATIVE HEAT TRANSFER IN LAMINAR ETHYLENE-OXYGEN DIFFUSION 
FLAMES 
Abstract 
 Numerical investigation of laminar ethylene-oxygen diffusion flames was conducted 
to model soot production and subsequent radiative heat transfer effects.  A 10-step global 
chemical reaction mechanism for ethylene combustion was used to facilitate computational 
efficiency.  This reaction mechanism included acetylene chemistry due to its importance as a 
soot precursor species.  Adjustment of the soot nucleation parameter (Cα) was used in 
conjunction with the Moss-Brookes soot model to produce peak soot volume fraction 
predictions and soot profiles in agreement with experimental data over the range of oxygen 
indices 21% - 90%.  A model for determination of the soot nucleation parameter as a 
function of oxygen index (OI) is proposed.  This model was applied to additional 
experimental data featuring different fuel inlet Reynolds numbers and oxidizer compositions.  
The proposed model produced peak soot volume fractions in agreement with experiment 
when the oxidizer was O2/CO2, but underpredicted peak soot volume fraction when the 
oxidizer was O2/N2.  Soot and non-gray radiative heat transfer effects were modeled with a 
weighted-sum-of-gray-gases (WSGG) approach with five gray gases.  Increasing oxygen 
index from 50% to 90% resulted in decreases in laminar flame height from 36.4 mm to 18.2 




 Combustion processes are used routinely in everyday life across the globe.  Although 
many combustion processes have been integrated into well-established applications, 
combustion phenomena remain a major area of active research.  Some of the major aspects of 
combustion processes that arise in research are the complexity of chemical kinetics, heat and 
mass transfer, turbulence, and radiation [89].  Hydrocarbon combustion constitutes a major 
area of research, both experimentally and numerically, especially due to increased demand on 
limiting emission of pollutant and greenhouse gases.  Hydrocarbon combustion produces 
emissions that are harmful to human health and the environment, such as CO, CO2, NOx, and 
soot [32, 53, 89].  Accordingly, research aimed at minimizing these emissions and the design 
of new combustion chambers that adhere to current regulations is ongoing [30]. 
 Oxy-fuel combustion has shown promise as a technology that can address the 
shortcomings of conventional combustion.  In oxy-fuel combustion, nitrogen is removed 
from the oxidizer stream through an air separation unit.  The resulting combustion products 
are largely carbon dioxide and water vapor.  The water vapor can be condensed to separate 
the gases, and the remaining CO2-rich flue gas can be recycled back to the combustion 
chamber to increase conversion, decrease flame temperatures, and increase the capability to 
sequester carbon dioxide from the process [1, 33, 72]. 
 Hydrocarbon fuels, such as ethylene, often produce condensed carbon particles (soot) 
due to incomplete combustion in the fuel rich regions of the flame [89, 90].  However, it has 
been shown that the presence of CO2 in hydrocarbon diffusion flames suppresses soot 
production [90].  While the actual mechanism of soot suppression by CO2 is not well 
understood from a mechanistic point of view [31], there are three apparent controlling 
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factors: the lowering of reactant concentrations of soot-producing reactions by dilution, 
lowering of the soot nucleation rate through a decrease in flame temperature, and increased 
consumption of soot particles and soot precursor species through oxidation reactions [32, 90].  
Additionally, the presence of soot in combustion chambers increases radiative heat transfer 
within the chamber [1, 30] and is often the dominant factor when compared to radiative 
transfer due to combustion gases alone [30, 52]. 
 To adequately compare soot production in oxy-fuel to conventional fuel-air combustion 
in numerical studies, it is important to accurately model soot production and resulting 
radiative heat transfer effects [72].  The practical application of CFD modeling on soot 
production and radiative heat transfer aims to account for soot impacts on heat loading of 
combustion chamber/furnace walls [30, 52].  However, soot formation in numerical studies is 
often neglected due to the complexity and increased computational time required [31].  Soot 
modeling itself is challenging; it involves complex chemical kinetics with vastly different 
timescales, heterogeneous phase reactions, and is highly dependent on local temperatures 
[30, 31].  In fact, as recently as 2018, there was a notable lack of versatile soot formation 
models that performed well within a wide range of oxidizer/flue recycle stream compositions 
in oxy-fuel combustion [32]. 
 Generally, soot production begins with fuel pyrolysis to form acetylene as a soot 
precursor.   Polycyclic aromatic hydrocarbons (PAH) can be formed from acetylene by 
hydrogen-abstraction-carbon-addition (HACA) reactions during combustion, which can then 
combine with acetylene to form larger PAH molecules.  Further, additional hydrocarbons can 
attach to the surface, forming a soot particle.  This particle can continue to grow by 
coalescence of additional hydrocarbons, or can shrink by oxidation reactions [31, 89, 91].  
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This process can be impacted by the composition of the oxidizer.  Changes in the oxygen 
index affect soot production through competing mechanisms.  The increased oxygen 
concentration increases flame temperature, which increases rates of soot nucleation and 
growth.  Simultaneously, increased oxygen concentration enhances rates of soot oxidation 
and reduces flame residence times for soot production reactions, resulting in decreased soot 
volume fractions [37, 52, 92, 93]. 
The process described above is challenging to model and computationally intensive.  
Conserved scalar approaches based on mixture fractions have been used extensively to 
reduce computational times associated with numerical simulation of combustion processes.  
However, modeling of soot production cannot be simplified in this manner; soot-producing 
reactions and soot diffusion is slow compared to fast combustion reactions that can be 
assigned a conserved scalar.  Therefore, individual transport equations for soot production 
must be included when conserved scalar approaches are used [94]. 
 There have been several experimental and numerical studies regarding soot 
production in light hydrocarbon combustion.  Generally, researchers observed increased 
flame length, increased flame temperature, and increased peak soot volume fraction as 
oxygen index increased [32, 52, 53, 95] but experimental data has also shown a sharp 
reduction in soot volume fraction as OI reaches high levels [95, 96].  The experimental basis 
for this study is a series of laser-induced incandescence (LII) measurements of soot volume 
fractions in laminar ethylene-oxygen diffusion flames conducted by Saanum and Ditaranto 
[96].  This study showed a strong soot volume fraction dependence on oxygen index 
resulting from differences in local flame temperatures and species profiles.  Additionally, it 
showed that CO2 presence in the oxidizer suppresses soot formation, as also explained by Liu 
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et al. [90].  An additional set of experiments conducted by Escudero et al. [53] in which OI 
was varied with N2 dilution, and experiments conducted by Zhang et al. [32] with CO2 
dilution were used to determine the validity of the soot nucleation parameter model proposed 
in this study. 
 A 10-step, 11-species reduced global chemical reaction mechanism proposed by 
Lovas et al. [74] that was validated for ethylene diffusion flames was used throughout this 
study.  This mechanism was used due to its ability to produce laminar flame velocities and 
flame lengths that agree with experimental data while saving computational time.  
Additionally, this mechanism has not been widely used in the numerical combustion 
literature.  Comparisons of numerical results against experimental or analytical values for 
laminar flame height, flame temperature, and radiative fraction are presented in this study. 
Numerical Methods 
 The commercial CFD software package ANSYS Fluent (version 19.1) [67] was used 
to characterize non-premixed combustion properties of ethylene with various oxidizer 
compositions.  The computational domain was constructed and discretized within ANSYS 
Workbench and imported into Fluent for computation.  Solver settings specific to this study, 
procedures for obtaining mesh-independent results, initialization methods, and the use of 
various models to characterize flame properties are outlined in the following subsections. 
Solver setup 
A summary of the modeling options used in this study is shown in Table 4.1.  The 
selection of these solver settings was made to adequately model the diffusion flame scenario 




Table 4.1.  Modeling options used in study of non-premixed ethylene-oxygen combustion. 
 
 
The selection of spatial discretization schemes shown in Table 4.1 allowed second-
order accurate methods to be employed while maintaining computational efficiency.  The 
ideal gas equation of state was chosen due to its applicability to gas-phase fluid dynamics, 
lack of large pressure gradients in the system under study, and computational speed.  The 
methods employed for radiation modeling, reaction modeling, and soot modeling are 
discussed in greater detail in the following sections. 
Computational Domain and Initialization Methods 
 A computational domain was developed to resemble a general non-premixed 
combustion chamber.  The general schematic of the chamber is shown in Figure 4.1.  The 
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computational domain includes inlet nozzles for the fuel and oxidizer components and an 
outflow boundary at the opposite end of the chamber. 
 
Figure 4.1.  Schematic of non-premixed ethylene-oxygen combustion chamber. 
 
The dimensions of the fuel and oxidizer inlets were specified to replicate the 
dimensions of a physical combustion chamber [97] for comparison purposes.  The larger 
internal dimensions of the chamber were set large enough so that the flame would be fully 
encompassed within the chamber and that the side walls would not affect either the flow of 
fuel/oxidizer into the chamber or development of the flame. 
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The computational domain was divided into finite volumes with a mesh that is shown 
in Figure 4.2.  The initial mesh consisted of 65196 computational nodes and the dimensions 
of each 2-D computational cell was 0.5 mm in both directions.   
 





The mesh within the region encompassing the flame was refined during a grid 
convergence study to achieve grid-independent results.  A fully developed parabolic flow 
velocity profile was specified at the fuel inlet boundary while a flat velocity profile was 
specified at the oxidizer stream inlet.  These profiles were chosen to closely replicate 
experimental conditions [96, 97].  Additionally, the mesh within the fuel inlet and the region 
adjacent to the no-slip wall of the oxidizer inlet was refined to ensure full resolution of flow 
characteristics of the fuel and oxidizer entering the combustion chamber.  The refined region 
of the mesh can be seen in the bottom portion of Figure 4.2.  A further discussion of the grid 
convergence study is found within the results section of this chapter. 
Initialization of each simulation conducted in this study proceeded in a similar 
manner.  The fuel inlet was specified as pure ethylene gas and the oxidizer inlet was 
specified with varying mole fractions of oxygen, carbon dioxide, and nitrogen.  The mass 
flow rates of the fuel and oxidizer streams were constant throughout all simulations; these 
values are shown in Table 4.2 along with other initialization values common to the 
simulations conducted. 
























 The combustion reaction was initiated within the domain by patching a small region 
of high temperature at the tip of the fuel nozzle.  The composition of the oxidizer stream was 
varied from air to one of several different oxygen/carbon dioxide mixtures with a range of 
oxygen indices from 35% to 90% by volume. 
Reaction Mechanism 
The reaction mechanism used in this study is the same 10-step, 11-species reduced 
mechanism that was used in the non-premixed study as detailed in Chapter 3 (see Table 3.5).  
The mechanism was proposed by Lovas et al. [74] and was designed for use in diffusion 
flames such as those under study in this chapter.  This mechanism is particularly suitable for 
this study due to the addition of acetylene, an important precursor species in soot production 
during hydrocarbon combustion [30, 31, 36, 55-57, 74]. 
Although this reduced mechanism was developed for premixed combustion systems, 
it has not been widely examined for use as a tool to reduce computational load over larger 
detailed reaction mechanisms.  The study presented in Chapter 3 is the first to use this 
mechanism for non-premixed systems; the study presented in this chapter is the first to use 
this mechanism to characterize soot production in ethylene-oxygen flames at a range of 
oxygen indices. 
Laminar Flame Length 
 Determination of laminar flame lengths used for comparative purposes in this study 
follow the analysis of Roper [98, 99] where flame lengths (H) are calculated by 
𝐻
𝑄











where Q is the volumetric flow rate of fuel, D0 is the binary diffusion coefficient of fuel into 
air at ambient temperature, S is the ratio of volume of oxidizer to volume of fuel for complete 
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combustion, T0 is the ambient temperature, and Tf is a characteristic diffusion temperature.  
Roper et al. [100] used 1500 K for Tf as a reasonable mean temperature for the region of the 
flame controlling diffusion, and that strategy was adopted in this study.  The binary diffusion 
coefficient (0.1655 cm2/s) was obtained from an experimental study of the diffusion of 
various hydrocarbons into air at 298 K [101].  The theoretical flame lengths for the 
combustion scenarios examined in this study are reported in the results section. 
Soot Modeling 
 The Moss-Brookes soot model was used to model soot production throughout this 
study.  Compared to one-step or two-step soot models such as the Khan & Greeves or Tesner 
models, the Moss-Brookes model uses less empiricism in the determination of soot 
production [67].  Additionally, this model has been shown to accurately characterize soot 
formation in methane flames [94] and has been used to model soot production from heavier 
hydrocarbons such as ethylene and heptane [89, 102-104].  Within the Fluent application, the 
model solves two transport equations for soot nuclei concentration (𝑏𝑛𝑢𝑐
∗ ) and soot mass 
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where N is the soot particle number density, M is the soot mass density, Nnorm is a 
normalization constant (1015 particles), µt is the turbulent viscosity, and σnuc/soot are the 
turbulent Prandtl numbers for nuclei and soot transport, respectively.  The rate of production 
of soot particles used as a source term in the soot nuclei transport equation is given by the 



















where NA is the Avogadro number, Xprec is the mole fraction of soot precursor species (C2H4 
and C2H2 in this study), ρsoot is the mass density of soot (1800 kg/m
3), and dp is the mean 
diameter of a soot particle.  The first term on the right-hand side of the above equation relates 
to soot nucleation; Cα is the nucleation parameter and Tα is the activation temperature for the 
nucleation reaction.  The second term in the right-hand side of the equation deals with 
coagulation and Cβ is the model parameter for coagulation. 






































where MP is the mass of 12 carbon atoms, representing the smallest soot particle.  The first 
term on the right-hand side of the soot mass density source equation deals with nucleation.  
The second term deals with surface growth of soot particles; Xsgs is the mole fraction of the 
surface growth species (C2H4 and C2H2 in this study), Tγ is the activation temperature for 
surface growth, and Cγ is the surface growth model parameter.  The final term in the equation 
(term entirely in brackets) refers to consumption of soot particles through oxidation by OH 
and O2 based on the Lee et al. oxidation model [105]; Coxid is the oxidation rate scaling 
parameter, ηcoll is the collisional efficiency, and Tω,2, Cω,1, and Cω,2 are model parameters 
specific to soot oxidation.  As the Lee model for soot oxidation includes molecular oxygen 
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along with hydroxyl radical in soot oxidation processes, the Lee model was chosen over the 
Fenimore-Jones model [106] due to the high oxygen indices used in this study. 
 The default parameters assigned in Fluent for the Moss-Brookes soot model are 
shown in Table 4.3. 
Table 4.3.  Default Moss-Brookes soot model parameters used by Fluent [67]. 
 
 
These parameters are appropriate for methane/air flames but can be adjusted to model 
soot production in combustion of higher hydrocarbons.  Moss et al. indicated that soot 
nucleation parameter (Cα) values on the order of 10
9 were required to adequately predict soot 
volume fraction in ethylene/air diffusion flames [102].  The default values for methane were 
used in initial combustion simulations of ethylene/oxygen and subsequently adjusted to 
provide values closer to experimental data.  The determination of appropriate soot nucleation 
parameters for ethylene-oxygen combustion is a focus of this study. 
Radiation Modeling 
 The radiative transport equation (RTE) was solved using the discrete ordinates (DO) 
method available in Fluent.  The DO method was chosen due to its applicability for 
accurately solving problems involving participating media and particulate effects common in 
combustion scenarios while keeping computational costs low compared to other radiation 
models [67].  The angular discretization was kept moderate with NΘ = Nϕ = 3.  This resulted 
Cα 54 s
-1 Tα 21100 K
Cβ 1 Tγ 12100 K
Cγ 11700 kg ∙ m ∙ kmol
-1
 ∙ s
-1 Tω,2 19778 K















in a total of 36 control angles for the solution of the RTE within each computational cell in 
the domain. 
 The non-gray formulation of the DO model was used to capture radiative heat transfer 
of high temperature combustion products and soot by specifying five gray bands.  The use of 
the gray-band DO model for spectral intensity Iλ as a function of wavelength (λ), position (𝑟), 
and direction (𝑠) results in the RTE being written as [28, 67] 









where 𝑎𝜆 is the spectral absorption coefficient, n is the refractive index, 𝐼𝑏𝜆 is the black body 
intensity from the Planck function, 𝜎𝑠 is the scattering coefficient, Φ is the scattering phase 
function, and Ω’ is the solid angle.  Particulate effects on radiative heat transfer from soot 
production were also included through an addition of particulate-specific absorption 
coefficients, emission factors, and scattering factors to the RTE. 
 In this study, the gas-phase refractive index and scattering coefficient were assumed 
constant, and that the scattering phase function was isotropic (Φ(𝑠 ∙ 𝑠′) = 1).  A weighted 
sum of gray gases approach was used to calculate absorption coefficients and emission 
weighting factors within each band through a user-defined function (UDF) [73].  The total 
radiative flux per computational cell was computed as the difference between the sum of 
radiation absorption and emission in all five bands.  Absorption coefficients (ai) and emission 
weighting factors (wi) within each band (index i) were calculated by [73]: 
𝑎𝑖 = 𝐾𝑖𝑗∑𝑝𝑛 
𝑤𝑖 = 𝐶1,𝑗𝑇 + 𝐶2,𝑗 
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where pn is the partial pressure of species n (CO2 or H2O) and the coefficients Ki, C1, and C2 
refer to values obtained by curve fitting weighted sum of gray gas emissivity to total gas 
emissivity using correlations found in the literature [73].  The index j refers to molar ratios of 
H2O to CO2 used to determine coefficients in Table 4.4. 
Table 4.4.  Values for determining absorption coefficients and emission weighting factors 
based on five gray gases and molar ratios of H2O to CO2 [73]. 





 (j) = 0.11 
K 0.06592 0.99698 10.00038 100.00000 
C
1
 7.85445E-05 -9.47416E-05 -5.51091E-05 7.26634E-06 
C
2
 2.39641E-01 3.42342E-01 1.37773E-01 4.40724E-02 





 (j) = 0.5 
K 0.10411 1.00018 9.99994 100.00000 
C
1
 9.33340E-05 -3.08707E-05 -1.01806E-04 -2.25973E-05 
C
2
 1.89029E-01 2.87021E-01 2.54516E-01 6.54289E-02 





 (j) = 1 
K 0.20616 1.39587 8.56904 99.75698 
C
1
 9.22363E-05 -4.25444E-05 -9.89282E-05 -3.83770E-05 
C
2
 1.91464E-01 2.34876E-01 2.47320E-01 9.59426E-02 





 (j) = 2 
K 0.21051 1.33782 8.55495 99.75649 
C
1
 1.07579E-04 -3.09769E-05 -1.13634E-04 -3.43141E-05 
C
2
 1.54129E-01 2.43637E-01 2.84084E-01 8.57853E-02 





 (j) = 3 
K 0.22606 1.42179 9.19411 99.99325 
C
1
 9.87576E-05 -3.08707E-05 -1.19403E-04 -2.83286E-05 
C
2
 1.74045E-01 2.40128E-01 2.98507E-01 7.08215E-02 
 
 The range of applicability of this method is for gas temperatures below 2500 K and 
was suitable for this study.  Temperatures above 2500 K were encountered only in small 
regions of the flame, and the molar ratios of water to carbon dioxide used to determine 
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absorption coefficients and emission weighting factors were well represented in the flame 
region as shown in Figure 4.3. 
 
Figure 4.3.  Region of computational domain showing molar ratios of H2O to CO2 between 
0.11 and 3. 
 
 
The region covered by the applicable molar ratios is consistent with flame location, 
region of soot production, and region of significant radiative heat transfer. 
The objective of radiation modeling in this study is to characterize the fraction of heat 
generated by the combustion reaction that is lost due to radiative transfer.  This radiative 
fraction was examined for each of the oxygen indices studied, and a discussion of the impacts 
of radiative loss on non-premixed oxy-fuel combustion systems is presented in the results 
section. 
Results & Discussion 
 The results of grid resolution, laminar flame length, oxygen index effects on soot 
production, and radiative fraction are presented in this section.  Simulation results are 
compared to experimental measurements or theoretical predictions.  Finally, a model for 
determining the soot nucleation parameter based on oxygen index is proposed and compared 




Computational Grid Resolution & Inlet Boundary Conditions 
 A computational grid resolution study was first conducted to ensure that soot volume 
fraction values obtained with this model were invariant to changes in the mesh.  For the grid 
study, 35% O2 was selected as the oxidizer and the standard Moss-Brookes soot model with 
default parameters was used for each successive grid refinement simulation.  The region of 
grid refinement was restricted to the region where the flame resided as well as the fuel and 
oxidizer inlet regions as shown in Figure 4.2.  This was done to limit the impact of grid 
refinement on computational load.  To determine adequate mesh resolution, the values of 
maximum soot volume fraction were compared among successive grid refinements, wherever 
they occurred in the domain.  Additionally, the soot volume fraction obtained at a constant 
height (10 mm) above the burner nozzle were compared among successive grid refinements.  
Figure 4.4 shows the maximum soot volume fraction calculated within the entire domain as 





Figure 4.4.  Soot volume fraction results obtained as a function of grid resolution for 35% 




The number of computational nodes examined ranged from 65196 nodes in the 
coarsest mesh to slightly greater than 1.3 million in the finest mesh.  With mesh cell sizes 
smaller than 0.0625 mm in the x- and y-directions, the values of soot volume fraction did not 
change significantly.  The grid was considered converged at 0.0625 mm between cell 
centroids resulting in a total of 392602 computational nodes in the domain.  This mesh 
resolution was used throughout the remainder of the study. 
 The peak soot volume fraction was evaluated under different boundary conditions for 
the fuel inlet stream.  Either a flat, stabilized fuel inlet velocity profile or a fully developed, 
parabolic profile was used.  The predicted peak soot volume fractions changed between 5-8% 
depending on the velocity profile and oxygen index.  It was determined that a fully developed 
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velocity profile should be used to maintain consistency in comparison of predicted results to 
experimental data.  The experimental description [97] of the oxidizer inlet specified that the 
stream was stabilized into a flat profile; that boundary condition was used for the oxidizer 
inlet in all simulations. 
Computational Flame Length 
 The validity of the computational model was tested by comparison of numerical and 
theoretical laminar flame lengths.  The laminar flame length for each oxygen index studied 
was compared to lengths as determined by the theoretical method and simplifying 
assumptions given by Roper [98, 99] and a binary diffusion coefficient for ethylene into air at 
298 K [101].  Table 4.5 lists the theoretical values for laminar flame height for the 
combustion scenarios examined. 

















 (Air) 14.3 4.12 99.7 
35% O
2 8.57 4.12 61.1 
50% O
2 6.00 4.12 43.8 
70% O
2 4.29 4.12 32.2 
90% O
2 3.33 4.12 25.7 
 
Under the same fuel inlet flow conditions, laminar flame heights are expected to 
decrease with increasing oxygen concentration in the oxidizer stream [37, 52, 59, 98].  The 
peak concentration of OH radical along the flame axis is the usual criterion for flame length 
[59, 99].  In simulations conducted with the modeling setup in this study, the same trend was 
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observed.  Figure 4.5 (a) – (c) shows the mass fraction of OH radical along the flame axis 
produced numerically in flames with 50%, 70%, and 90% O2 by volume. 
 
Figure 4.5.  OH radical profiles along the flame axis as a function of height above the burner 
nozzle: (a) 50% OI, (b) 70% OI, (c) 90% OI.  Theoretically predicted laminar flame heights 
[98] and experimentally measured flame heights [96] included as dashed lines for reference. 
 
  
It is apparent from Figure 4.5 that the peak OH radical concentration produced in this 
study slightly underpredicts theoretical laminar flame height but slightly overpredicts 
experimental flame heights.  However, it corresponds closely with both the theoretical 
solution and experimental measurements and displays the trend of decreasing flame height 





Dependence of Oxygen Index on Soot Model Parameters 
 The Moss-Brookes soot model was used to predict soot volume fractions produced 
during non-premixed combustion of ethylene with varying concentrations of oxygen in the 
oxidizer stream.  In one of the original papers describing the use of the Moss-Brookes model 
for predicting soot volume fraction in ethylene flames [102], it was shown that simple scaling 
of the soot nucleation parameter (Cα) was sufficient to achieve peak soot volume fraction 
values in agreement with experimental measurements.  In this study, a similar approach was 
used to adjust peak soot volume fraction predictions in line with previous measurements in 
ethylene flames over the set 21% (air), 35%, 50%, 70%, and 90% O2 by volume.  The 
experimental baseline for soot volume fraction values is outlined in Saanum and Ditaranto 
[96], where diffusion flames of varying O2 / CO2 ratios were examined.  Measurements of 
peak soot volume fraction and soot volume fraction at varying heights above the burner 
nozzle for each flame were conducted via a laser-induced incandescence (LII) method.  Peak 




Figure 4.6.  Experimental measurements of peak soot volume fraction in ethylene-oxygen 
diffusion flames at different oxygen indices [96]. 
 
 
 Soot volume fraction generally increases with increasing oxygen index, with a 
maximum value of around 15 ppm at 70% O2.  The decrease in soot volume fraction at 
higher OI beyond 70% is likely due to a reduction in flame height and the increasing 
prevalence of soot oxidation processes. 
To determine parameter-independent soot predictions as a function of OI, the initial 
set of simulations were conducted to determine peak soot volume fraction values when soot 
model parameters were held constant.  Figure 4.7 shows peak soot volume fraction as a 
function of oxygen index when all soot model parameters were kept constant across the range 




Figure 4.7.  Peak soot volume fraction as a function of oxygen index; soot nucleation 
parameter (Cα = 54 s
-1) is constant over the range of oxygen indices. 
 
As the oxygen index increases, the predicted value of peak soot volume fraction for a 
given value of the soot nucleation parameter decreases.  It is apparent that holding the soot 
nucleation parameter constant results in an underprediction of soot volume fraction as OI 
increases and the model fails to replicate experimental trends. 
An examination of how variation in the soot nucleation parameter affected predicted 
soot volume fraction was conducted for each OI.  Simulations at each of the oxygen indices 
shown in Figure 4.7 were conducted to determine the appropriate value of the soot nucleation 
parameter that would result in predictions of peak soot volume fraction that agree with 
experiment.  As an example, the peak soot volume fraction predicted as a function of 
incremental adjustment of Cα for a set of simulations with the ethylene flame at 70% OI is 




Figure 4.8.  Predicted peak soot volume fractions in ethylene-oxygen flames (black 
diamonds) as a function of soot nucleation parameter for 70% O2 index.  Experimental value 
[96] of peak soot volume fraction (solid line) included for reference. 
 
 
The analysis on nucleation parameter shown in Figure 4.8 was conducted for each OI 
examined to arrive at a specific value of Cα that resulted in peak soot volume fractions that 
agreed with experiment.  The determined values are listed in Table 4.6. 
Table 4.6.  Values of soot nucleation parameter (Cα) determined in ethylene-oxygen 













21% O2 (Air) 4000 7.6E-06 7.5E-06 
35% O2 1800 5.1E-06 5.2E-06 
50% O2 1.0E+06 9.0E-06 8.8E-06 
70% O2 1.4E+07 1.5E-05 1.5E-05 




The values for Cα vary significantly as oxygen index increases and the values are 
much larger than the value associated with methane combustion, in agreement with 
observations by Moss et al. [102].  With these adjusted values of soot nucleation parameter, 
the soot volume fraction profiles above the burner nozzle were determined and compared 
against experimental measurements.  Figure 4.9 shows the soot volume fractions predicted at 
5-10 mm intervals above the nozzle for each OI and Figure 4.10 (a) – (d) shows the mesh-
resolved numerical soot volume fraction profiles. 
 







Figure 4.10.  Numerical soot volume fraction profiles of ethylene diffusion flames: (a) Air; 
(b) 35% O2; (c) 50% O2; (d) 70% O2; (e) 90% O2 
 
The soot volume fraction profiles seen in Figures 4.9 and 4.10 accurately predict peak 
soot volume fraction and narrowing of the soot region as OI increases.  Direct comparisons 





Figure 4.11.  Axial soot profiles predicted by the numerical model compared against 
experimental measurements [96]: (a) Air; (b) 35% O2; (c) 50% O2; (d) 70% O2; (e) 90% O2.  
Experimental measurements are indicated in red lines in all cases. 
 
The slight disagreement at regions close to the burner nozzle exit may be a result of 
LII measurement sensitivity in the experiment.  However, the peak soot volume fractions and 
narrowing of the soot-producing region in the flame are in close agreement with the 
experimental data reported by Saanum and Ditaranto [96]. 
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The results of this study led to the development of proposed models for the soot 
nucleation parameter as a function of oxygen index.  Using the full set of results from all the 
oxygen indices examined, the model is 
𝐶𝛼 = 2 × 10
−5(𝑂𝐼)5.9865 
However, as the peak soot volume fraction exhibits a significant decrease at OI higher than 
70%, another model was developed that neglects the 90% OI result.  This model was found 
to perform better against additional experimental measurements where the oxygen index was 
below 70%.  The model for oxygen indices up to 70% is 
𝐶𝛼 = 2 × 10
−7(𝑂𝐼)7.3738 
 This second model was validated against two different sets of experimental data that 
featured different combustion geometries, fuel Reynolds numbers, and oxidizer compositions 
than the Saanum experiment.  The first, published by Escudero et al. [53], measured peak 
soot volume fractions in ethylene flames where O2/N2 was the oxidizer, and the oxygen 
concentration was varied from 21% - 37%.  The fuel stream Reynolds number was 
approximately one-fifth of the fuel stream Reynolds number of the experiment on which the 
model was based.  The second set of experimental data used to validate the soot nucleation 
parameter model was published by Zhang et al. [32] where the oxidizer was O2/CO2 and the 
OI was varied from 30% - 50%.  In both cases, new computational domains were constructed 
to replicate fuel and oxidizer inlet dimensions, and boundary conditions were adjusted to 
replicate fuel and oxidizer flow rates and compositions.  Additionally, the highest reported 
oxygen index in each of the two additional experimental results were selected for comparison 
against the model predictions.  Table 4.7 shows the model-based value used for Cα and 
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predicted peak soot volume fractions compared against experimental soot volume fraction 
measurements from both experiments. 
Table 4.7.  Model-predicted peak soot volume fractions compared to experimental [32, 53] 






Peak SVF [53] 
(ppm) 
Experimental 





37% 73221 18 ± 4.5 --- 5.85 
50% 674365 --- 8.22 7.22 
 
 The predicted value for peak soot volume fraction at 37% OI was significantly less 
than the experimental value.  This is likely due to the suppression of soot production when 
using carbon dioxide as the diluent in the oxidizer stream vice nitrogen.  Since the model was 
originally developed against an experiment with O2/CO2 as the oxidizer stream, it was 
expected that the model would underpredict the soot volume fraction for an O2/N2 system.  In 
comparing the predicted soot volume fraction at 50% OI against experimental data in which 
CO2 was the diluent, much closer agreement was achieved.  The soot nucleation parameter 
model proposed in this study is applicable to laminar ethylene diffusion flames with oxygen 
indices less than 70% and with carbon dioxide as the diluent in the oxidizer stream. 
Oxygen Index Effects on Radiant Fraction 
Radiant fraction values for all OI cases were computed by ratio of volume integrals of 
the radiation source term to the heat of reaction source term in the transport equations.  The 
radiation source term included effects of both radiating gases and the presence of soot.  






Table 4.8.  Radiant fraction values computed in simulations as a function of oxygen index.  























2 5.7 0.257 





  0.170 
 
 The computed values of radiant fraction shown in Table 4.8 are in reasonable 
agreement with experimental data published by Escudero et al. [53].  The Escudero 
experiment uses an O2/N2 mixture as the oxidizer vice O2/CO2, so it is expected that the 
radiant fractions predicted by the simulation are lower.  The Escudero experimental data uses 
a maximum OI of 37% and shows a radiant fraction of approximately 0.17.  The predicted 
radiant fraction in this study is approximately 0.09 at 35% OI.  Additionally, the 
experimental data showed that the radiant fraction increased with increasing OI, due to 
increased flame temperature.  This trend is also observed with the model predictions 
produced in this study. 
Conclusions 
This study was conducted to determine the applicability of a reduced global reaction 
mechanism in modeling soot and radiative heat transfer effects in laminar non-premixed 
ethylene-oxygen combustion.  The model accurately predicts experimental trends in laminar 
ethylene flames with variation in oxygen index while using a reduced chemical reaction 
mechanism for computational efficiency.  As OI increases, flame temperature increases, 
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flame length decreases, and peak OH concentration increases.  The peak soot volume fraction 
and soot profile within the flame were found to agree with experimental measurement 
through the tuning of the soot nucleation parameter in the Moss-Brookes soot model. 
The adjustment of the soot nucleation parameter (Cα) over a wide range of oxygen 
indices led to the development of a model for Cα as a function of oxygen index.  This model 
was validated against peak soot volume fraction measurements from additional laminar 
ethylene diffusion flame experiments, with reasonable agreement.  This model should be 
further refined against additional experimental information under a wider range of oxidizer 
compositions, chemical reaction mechanisms, and varied soot model parameters like surface 
growth or oxidation parameters.  Additional development of the model at high oxygen 
indices (above 70%) should be conducted. 
Accounting for detailed experimental conditions is important when making 
comparisons of model predictions against experimental measurements.  The fuel inlet stream 
to the combustion chamber was modeled with and without ensuing full development of a 
parabolic velocity profile.  Small but significant differences in the predicted soot volume 
fraction resulted depending on the inlet velocity profile. 
Addition of CO2 to the oxidizer stream through flue gas recycle or direct injection has 
a suppressive effect on soot volume fraction, flame temperature, and radiant fraction.  
However, radiant fractions as high at 0.26 were predicted in this study due to increased flame 
temperature at high OI.  As CO2 emissions continue to be regulated, the use of CO2 in flue 





RESEARCH SUMMARY & CONCLUSIONS 
Research Summary 
Two sets of distinct conclusions can be drawn from this research.  The study on 
premixed ethylene-oxygen combustion in confined spaces (Chapter 3) shows that heat loss 
mechanisms play an important role in the nature of flame propagation, acceleration, and 
eventual detonation characteristics.  Computational studies on flame propagation modes in 
premixed combustion systems require extremely precise spatial and temporal discretization, 
often at the expense of detailed chemical kinetics or incorporation of additional modes of 
heat transfer such as radiation.  In this study, those aspects often neglected were addressed by 
using a reduced global reaction mechanism and including effects of product gas radiation, 
while keeping computational cost low. 
The non-premixed study (Chapter 4) focused on modeling soot production in laminar 
ethylene diffusion flames with varying oxygen concentration in the oxidizer stream.  Again, 
chemical kinetics information was addressed with a reduced global reaction mechanism, but 
radiation from product gases and soot was modeled more rigorously.  Soot volume fraction 
was compared against benchmark experimental data, and laminar flame lengths were 
compared against theoretical values.  An empirical model for the soot nucleation parameter 
(Cα) was proposed and validated against additional experimental results. 
These two distinct studies were conducted with an open source academic CFD code 
with minimal computational hardware.  While the major contributions of the studies are 
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described above, an underlying goal was to perform these calculations with 
management of computational cost and efficiency in mind.  Although computationally 
efficient, the methods and numerical results outlined in Chapters 3 & 4 represent more than 
200 individual simulation trials, totaling more than 650 days of steady computation. 
Conclusions 
 The premixed ethylene-oxygen study was performed in small, confined 
computational spaces near the lean limit of ethylene combustion.  This was done to study 
flame acceleration characteristics and radiative heat transfer prior to eventual transition to 
detonation.  The results from this study highlight the need to incorporate models or boundary 
conditions that are often not addressed.  The methodology followed in this study shows that 
computational speed can be maintained while modeling important aspects of the combustion 
process.  There are several important conclusions from this study: 
1.  Spatial and temporal discretization was found to be sufficient at 0.0305 mm and 1 µs, 
respectively.  These values compared well with established reaction zone lengths and 
reaction timescales determined from detailed reaction mechanisms at the equivalence 
ratio (Φ = 0.2) studied. 
2.  The accumulated integration error was determined to be approximately 0.06%, making the 
reliability of the simulation high with respect to spatial discretization. 
3.  The method of combustion initiation at lean conditions was found to be invariant during 
sensitivity analysis.  Experimental observations at higher equivalence ratios showed a 
difference in flame velocities based on initiation strategy, but the lack of consistent 
experimental or numerical initiation methods in the literature required the comparison of 
methods at the lean limit. 
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4.  Accounting for heat transfer due to radiative losses resulted in a reduction of flame 
velocity by 73% in the 1 mm diameter tube and 51% in the 2 mm diameter tube.  Accurate 
characterization of radiative heat loss becomes more important as the ratio of wall surface 
area to flame volume increases. 
5.  Radiant fractions were calculated as 0.12 to 0.17 for the 1 mm diameter tube and 0.09 to 
0.12 for the 2 mm diameter tube, depending on the radiation model applied.  Although 
radiative heat loss resulted in decreased flame velocity in both diameter tubes, the 
differences in flame velocity due to radiation model were negligible. 
6.  Accurate characterization of wall thermal boundaries is important in small geometries.  
Simulations with either adiabatic or isothermal wall boundaries resulted in changes to the 
flame velocity of 28% in the 1 mm diameter tube and 11% in the 2 mm diameter tube.  
Experimental flame velocities were bounded between calculated values obtained assuming 
adiabatic conditions and isothermal conditions with radiative heat loss.  Thermal boundary 
characterization is often neglected in the literature. 
7.  The use of single-step global reaction mechanisms can result in overestimation of flame 
temperatures and velocities due to an overestimation of CO2 concentration.  The use of a 
detailed mechanism that accounts for the slow CO oxidation reactions results in lower 
concentration of CO2 at the flame front and correspondingly lower flame temperatures 
and velocities.  Additionally, when radiation modeling is applied, increased CO2 
concentration resulting from the use of a single-step global reaction mechanism would 




 The non-premixed ethylene-oxygen combustion study was modeled after an 
experimental study on soot production in laminar ethylene diffusion flames at different 
oxygen indices.  The overall focus of the study was to highlight the impacts of oxy-fuel 
combustion on soot volume fraction and the resulting radiative heat transfer impacts on oxy-
fuel combustion system design.  A similar methodology to the premixed study was followed 
in this study to manage computational cost.  The major conclusions from this study are: 
1.  Spatial discretization at cell sizes smaller than 0.0625 mm produced grid-independent 
results.  Although the same reaction mechanism was used in both studies, the steady state 
nature of the diffusion flame allowed grid convergence at larger cell sizes. 
2.  The fuel stream inlet profile was modeled as either fully developed parabolic flow or 
stabilized flow, while the oxidizer stream was modeled as a stabilized, flat profile.  Small 
differences in the calculated soot volume fraction were observed, depending on the inlet 
profile used.  Modeling the fuel and oxidizer inlet velocity profiles that are representative 
of experimental bases is important when comparing numerical results to experimental 
data. 
3.  Addition of CO2 to the oxidizer stream has a suppressive effect on soot volume fraction, 
likely due to the lowering of flame temperatures.  Additionally, soot volume fraction 
increases as oxygen index increases until a point at which soot oxidation and reduction in 
flame residence time effects begin to dominate the overall soot formation process. 
4.  A model for the soot nucleation parameter used in conjunction with the Moss-Brookes 
soot model and Lee oxidation model that can be used to provide a reasonable estimate of 




5.  Radiant fraction increases in proportion with oxygen index.  This is due to increased soot 
volume fraction and higher flame temperatures.  Oxy-fuel combustion design should 
account for increased heat loading at the combustor walls if CO2 is separated from the flue 
gas recycle stream, resulting in an increased oxygen index. 
 The conclusions presented by this research provide an efficient CFD framework for 








Combustion is a broad area of research, with many potential experimental or 
numerical avenues of approach.  The combination of thermodynamics, transport phenomena, 
chemical kinetics, fluid dynamics, and numerical methods make further research in this field 
virtually limitless. 
Significant research time has been devoted to simple hydrogen combustion, but there 
are many other hydrocarbon fuels that should be fully investigated as viable fuel sources for 
either premixed or non-premixed systems.  Although the combustion chemistry is 
significantly simplified with hydrogen as a fuel, it has inherent problems associated with 
storage, transport, and safety.  Other gas-phase or liquid-phase fuels that are currently used in 
many combustion applications require insight into complex chemistry and should be further 
investigated. 
Applied vs. Pure Research 
 Computational fluid dynamics approaches are used throughout the chemical 
processing industry to save time and materials, and to examine processes under a wide range 
of conditions that experimentation may not be able to easily replicate.  Potential applications 
of CFD combustion research are the design of safety systems, the optimization of internal 
combustion engines using a variety of fuel sources, the design of novel engines like pulse 
detonation engines, oxy-fuel furnace design, industrial piping applications, and minimization 
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of particulate and greenhouse gas emissions.  As greater reliance is placed on renewable 
energy sources, novel uses for application of combustion technologies are warranted. 
There are also several potential areas for pure research into combustion processes.  
The effect of turbulence and improvement in turbulence models, characterization of flame 
propagation modes in premixed combustion, detailed flame structure in non-premixed 
combustion, heat transfer, and rate limiting processes are all areas where additional research 
should be conducted.  The ability to accurately characterize detonation risk in industrial 
chemical processing environments would be extremely beneficial to minimize recurrence of 
these types of hazards. 
Premixed Combustion 
 One of the least understood processes in premixed combustion is the phenomena of 
deflagration-to-detonation transitions (DDT).  While the current understanding of the process 
was discussed in Chapter 2, the major controlling mechanism for DDT onset is still 
debatable. Additionally, the prediction of DDT timing and location within a system 
configuration has not been demonstrated. 
Within the realm of premixed combustion, additional gains could be made in 
evaluation of different fuels, different equivalence ratios, different system geometries, 
internal obstacle effects on flame/shock wave propagation, and impacts of high or low 
system pressure.  Additional chemical reaction mechanisms could also be studied for their 
ability to predict flame velocity and temperature within the framework of computational 
requirements.  A slightly different option for modeling the chemical kinetics of premixed 
systems, called the flamelet generated manifold (FGM) has shown recent promise in 
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reducing computational load by pre-tabulating species concentrations and temperature 
profiles, similar to a mixture fraction approach. 
Non-premixed Combustion 
 The benefits of oxy-fuel combustion are apparent from a hazardous emissions 
standpoint, but direct experimentation with different furnace designs with different operating 
conditions can be cost prohibitive.  CFD simulations can increase efficiency in evaluating 
different fuel/oxidizer combinations for minimization of soot, NOx, and CO2 emissions.  
Development of new soot models, or sensitivity studies on other soot model parameters could 
be conducted.  Additionally, the effect of system pressure, different fuel and oxidizer 
Reynolds numbers, counterflow configurations, inverse diffusion flames, and mechanisms of 

























NOTATION AND ABBREVIATIONS 
 
A: Arrhenius pre-exponential factor 
A: surface area vector 
ai: Planck mean absorption coefficient of species i (m
-1 Pa-1) 
aλ: spectral absorption coefficient (m
-1) 
AFT: adiabatic flame temperature (K) 
ASU: air separation unit 
b*nuc: normalized soot nuclei concentration (particles m
-3) 
Cα: soot nucleation parameter (s
-1) 
Cβ: soot coagulation rate parameter 
Cγ: soot surface growth model parameter (kg m kmol
-1 s-1) 
CFD: computational fluid dynamics 
Coxid: soot oxidation scaling rate parameter 
Cp: heat capacity at constant pressure (J K-1) 
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cp: specific heat capacity at constant pressure (J kg
-1 K-1) 
Cv: heat capacity at constant volume (J K-1) 
cv: specific heat capacity at constant volume (J kg
-1 K-1) 
CxHy: generalized hydrocarbon 
Cω: soot oxidation model constant (kg m kmol
-1 K-1/2 s-1) 
D0: binary diffusion coefficient (m
2 s-1) 
dp: mean diameter of a soot particle 
DDT: deflagration to detonation transition 
E: total energy (J) 
Ea: activation energy (J kg
-1) 
k: reaction rate constant (units vary by reaction order) 
NOx: generalized nitrogen oxides 
gx,y,z: gravitational acceleration in x, y, or z-direction (m s
-2) 
H: enthalpy (J) 
h: specific enthalpy (J kg-1) 
Ibλ: blackbody intensity (W m
2 µm-1 sr-1) 
Iλ: spectral intensity (W m
-1 sr-1) 




MP: mass of incipient soot particle 
n: refractive index 
OI: oxygen index 
p: pressure (Pa) 
pi: partial pressure of species i (Pa) 
Q: heat flux (W m-3 s-1) 
Q: volumetric flow rate (m3 s-1) 
q: heat flux vector (W m-2 s-1) 
R: specific gas constant (J kg-1 K-1) 
Ri,r: reaction rate of species i participating in reaction r 
RS: reliability based on integration error 
Sacc: accumulated error 
Si: integration error due to discretization 
Smax: maximum allowable error 
ST: total error 
Sϕ: source term for general scalar quantity 
T: temperature (K) 
t: time (s) 
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Tα: activation temperature for soot nucleation (K) 
Tb: bulk fluid temperature (K) 
Tγ: activation temperature for soot surface growth (K) 
Tf: final temperature (K) 
To: initial (reference) temperature (K) 
Tω: activation temperature for soot oxidation (K) 
V: volume (m3) 
V: total velocity vector (m s-1) 
u: x-directional component of the velocity vector (m s-1) 
v: y-directional component of the velocity vector (m s-1) 
w: z-directional component of the velocity vector (m s-1) 
wi: emission weighting factor for species i 
Xi: mole fraction of species i 
Xsgs: mole fraction of surface growth species 
Yi: mass fraction of species i 
ΔHf: heat of formation (J) 
ΔHrxn: heat of reaction (J) 
Γi: diffusion coefficient of species i 
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λ: wavelength (m) 
µt: turbulent viscosity 
ηcoll: collisional efficiency 
ρ: density (kg m-3) 
σ: Stefan-Boltzmann constant (W m-2 K-4) 
σnuc/soot: turbulent Prandtl numbers for nuclei or soot transport 
σs: scattering coefficient (m
-1) 
τij: viscous stress 
Φ: equivalence ratio 
ϕ: general variable in transport equations 
ωi: rate of generation or consumption of chemical species i (kg m
-3 s-1) 










PHYSICAL AND CHEMICAL PROPERTIES OF ETHYLENE 
Selected Physical Properties 
 The table below shows the major chemical and physical properties of ethylene [107] 
routinely encountered in analytical or numerical evaluation of combustion processes. 







Molecular Weight 28.054 g/mol
Boiling Point 169 K
Flash point 137 K
Specific Gravity (relative to air) 0.978
Density 40.6 mol/m
3
Thermal Conductivity 0.020 W/m K
Dyanmic Viscosity 0.0103 cP
Kinematic Viscosity 9.05 cSt
Gibbs Free Energy of Formation 68 kJ/mol
Standard Heat of Formation 52.4 kJ/mol
Standard Heat of Combustion -1411 kj/mol
Heat capacity, Cp 42.9 J/mol K
Heat capacity, Cv
Standard Molar Entropy 219.32 J/mol K
Vapor pressure 6.9449 Mpa
Solubility in water 0.131 mg/mL
Note: all properties given for gas phase at 298 K and 
1 bar, unless otherwise specified
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Flame Temperature Calculations for Different Combustion Scenarios 
 The following figures represent gas-phase equilibrium calculations based on 
minimization of Gibbs Free Energy during a combustion reaction between ethylene and 
several different mixtures of oxidizer.  The calculations were performed with the GasEq 
software package. 
 
Figure B.1.  Adiabatic flame temperature and equilibrium compositions for ethylene 




Figure B.2.  Adiabatic flame temperature and equilibrium compositions for ethylene 




Figure B.3.  Adiabatic flame temperature and equilibrium compositions for ethylene 




Figure B.4.  Adiabatic flame temperature and equilibrium compositions for ethylene 




Figure B.5.  Adiabatic flame temperature and equilibrium compositions for ethylene 




Figure B.6.  Adiabatic flame temperature and equilibrium compositions for ethylene 




Figure B.7.  Isochoric flame temperature and equilibrium compositions for ethylene 




Figure B.8.  Isochoric flame temperature and equilibrium compositions for ethylene 
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