Représentation compacte à base de quadrilatères pour la vidéo 3D by Colleu, Thomas et al.
HAL Id: inria-00404650
https://hal.inria.fr/inria-00404650
Submitted on 16 Jul 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Représentation compacte à base de quadrilatères pour la
vidéo 3D
Thomas Colleu, Luce Morin, Claude Labit, Stéphane Pateux, Raphaèle Balter
To cite this version:
Thomas Colleu, Luce Morin, Claude Labit, Stéphane Pateux, Raphaèle Balter. Représentation com-
pacte à base de quadrilatères pour la vidéo 3D. ORASIS’09 - Congrès des jeunes chercheurs en vision
par ordinateur, 2009, Trégastel, France, France. ￿inria-00404650￿
Représentation compacte à base de quadrilatères pour la vidéo 3D
Compact quad-based representation for 3D video
T. Colleu13 L. Morin2 C. Labit1 S. Pateux3 R. Balter3
1 INRIA Rennes Bretagne Atlantique - Campus de Beaulieu - 35042 Rennes
{thomas.colleu, claude.labit}@irisa.fr
2 INSA/IETR - 20, Avenue des Buttes de Coësmes - 35043 Rennes
luce.morin@insa-rennes.fr
3 Orange Labs - 4, rue du Clos Courtel - 35512 Cesson-Sévigné
{thomas.colleu, stephane.pateux, raphaele.balter}@orange-ftgroup.com
Résumé
Cet article se situe dans le contexte de la vidéo 3D. A partir
des données d’entrée de type vidéos multi-vues plus profon-
deur, la représentation proposée à base de polygones 3D
prend en compte de façon unifiée les problèmes suivants :
compacité, compression et génération de vues intermé-
diaires. La construction de cette représentation se décom-
pose en deux parties. Tout d’abord, un ensemble de poly-
gones 3D est obtenu en faisant une décomposition en quad-
tree des cartes de profondeur. Ces polygones permettent
de gérer les problèmes identifiés dans l’état de l’art. En-
suite, une élimination sélective des polygones est effec-
tuée afin de réduire les redondances inter-vues et obtenir
ainsi une représentation compacte. Des tests sur deux sé-
quences réelles montrent une bonne qualité de rendu pour
une quantité d’information qui augmente faiblement com-
paré à une vidéo mono-vue.
Mots Clés
Vidéo 3D, représentation de données, vidéo multi-vues
plus profondeur, quadtree, compression, 3DTV, FTV.
Abstract
The context of this study is 3D video. Starting from multi-
view video plus depth as input data, the goal of the propo-
sed representation based on 3D polygons is to take into ac-
count in a unified manner different issues such as compact-
ness, compression, and intermediate view synthesis. The
method used to build such a representation is divided into
two parts. First, a set of 3D polygons is obtained thanks
to a quadtree decomposition of the depth maps. Polygons
allow to deal with the problems identified in the state-of-
the-art section. In the second part, a selective elimination
of the polygons is performed in order to reduce inter-view
redundancies and thus provide a compact representation.
Experiments on two real sequences show good quality re-
sults at the rendering stage for a small data overload com-
pared to mono-view video.
Keywords
3D video, data representation, multiview video plus depth,
quadtree, compression, 3DTV, FTV.
1 Introduction
La vidéo 3D est annoncée comme l’évolution logique
de la vidéo 2D. Deux types d’applications de la vi-
déo 3D peuvent être distinguées. La première, appelée
3DTV (pour 3 Dimensionnal TeleVision), apporte une
sensation de relief aux utilisateurs grâce à un système
d’affichage reproduisant la vision binoculaire humaine.
De tels systèmes d’affichage existent actuellement et né-
cessitent donc d’afficher deux vues (écrans stéréosco-
piques) ou N=8,10,12... vues (écrans multiscopiques ou
multi-vues), certains fonctionnant sans lunettes spécifiques
(écrans auto-stéréoscopiques, ou auto-multiscopiques). La
deuxième application, appelée FTV (pour Free-viewpoint
TeleVision), permet à un utilisateur de naviguer de façon
interactive dans la vidéo 3D, en choisissant le point de
vue désiré. Le degré de navigation possible dépend du type
d’application et des données disponibles.
Pour réaliser les deux applications 3DTV et FTV à partir de
vidéos réelles, une première approche est d’acquérir l’en-
semble des vues nécessaires pour la restitution [19]. Cette
approche est celle généralement utilisée pour la vidéo sté-
réoscopique (2 vues), mais elle se généralise difficilement
à N vues en raison de la difficulté d’acquisition. De plus
une telle approche interdit l’inter-opérabilité entre acqui-
sition et rendu et entre écrans différents (taille de l’écran,
nombre de vues affichées par l’écran, distance par rapport
à l’écran). Pour les applications de type FTV, acquérir l’en-
semble des vues nécessaires pour la restitution impose un
nombre très important de caméras [18] et limite considéra-
blement la navigation.
L’approche alternative est de générer des vues non acquises
(vues intermédiaires) à partir des vues acquises. Pour cela,
une représentation intermédiaire des informations doit être
construite. Le choix de cette représentation doit prendre en
considération les différentes contraintes d’un système de
vidéo 3D. Elle doit d’une part pouvoir être construite à par-
tir des données d’acquisition de façon générique. D’autre
part, les données doivent être transmises sur un canal à
débit limité, ce qui nécessite que la représentation soit
compacte et puisse être efficacement compressée. Enfin, le
nombre de points de vue affichés à l’utilisateur pouvant va-
rier en fonction du système d’affichage utilisé (de deux à
quelques dizaines), il faut donc une représentation flexible
et qui permette de synthétiser les vues nécessaires avec une
bonne qualité, généralement en temps réel.
Les caractéristiques du système considéré sont les sui-
vantes : le nombre de caméras d’acquisition est limité ; au-
cun a priori n’est porté sur le contenu de la scène ; le rendu
de la scène est photo-réaliste ; la navigation autour des vues
acquises est limitée.
Dans cet article, nous proposons une représentation de
données multi-vues de type MVD (pour Multi-View plus
Depth), qui sont constituées d’une vidéo multi-vues et des
cartes de profondeur associées : une pour chaque vue et
pour chaque instant.
En utilisant les données MVD, des vues intermédiaires
peuvent être générées, ce qui permet a priori d’espacer les
vues d’acquisition et de réduire leur nombre tout en conser-
vant un rendu d’image de bonne qualité. Néanmoins, ces
données constituent un ensemble de données très volumi-
neux et redondant, qui n’est pas nécessairement cohérent
spatialement et temporellement. De plus, la méthode de gé-
nération de vues intermédiaires reste un problème ouvert.
Dans le groupe de normalisation ISO-MPEG, le groupe de
travail FTV étudie actuellement la représentation et le co-
dage de données du type MVD, ainsi que leur utilisation
pour la génération de vues arbitraires dans le but de définir
à terme un standard de compression efficace pour la vidéo
3D.
Dans la section 2, différentes représentations de vidéos
multi-vues seront présentées et les problématiques concer-
nant les données MVD seront détaillées. Ensuite, nous pré-
senterons une vue globale de la représentation proposée
dans la section 3, et nous détaillerons ces principales étapes
dans les sections 4 et 5. Enfin, nous présenterons les résul-
tats obtenus dans la section 6.
2 État de l’art
Cette section présente un état de l’art des représentations
pour la vidéo 3D. Des informations plus approfondies sur
la vidéo 3D pourront être trouvées dans [14, 12, 6].
Représentations. Il existe de nombreuses représenta-
tions pour la vidéo 3D et chacune d’entre elles aboutit à
un compromis différent entre qualité visuelle, compacité,
et liberté de navigation dans la scène. Elles sont souvent
classées selon un axe image-géométrie qui montre les dif-
férents types de données utilisés (Figure 1).
FIGURE 1 – Axe des représentations. Vers la gauche : re-
présentations qui se basent plus sur les images. Vers la
droite : représentations qui se basent plus sur la géométrie.
Pour une qualité visuelle élevée, les représentations basées
image telles que light field [7] ou ray-space [18] sont les
plus appropriées. Dans la méthode light field, le flot de lu-
mière dans la scène est décrit et stocké à partir des images
acquises. Pour générer une nouvelle vue, chaque pixel de-
vant être affiché est associé à un rayon de lumière, si ce
rayon est dans la base de données alors il est utilisé, si-
non, les rayons les plus proches sont sélectionnés et mé-
langés. Cette représentation nécessite une acquisition très
dense des images et donc privilégie la qualité visuelle au
détriment de la compacité et de la liberté de navigation.
A l’inverse, les représentations basées sur un modèle géo-
métrique global sont plus appropriées pour une grande li-
berté de navigation ([2, 5, 8, 17, 13]). En effet, une nou-
velle vue est générée par projection perspective des images
grâce au modèle géométrique, ce qui permet de réduire la
densité d’acquisition des images et donc soit de réduire le
nombre d’image, soit de couvrir une plus grande surface
de la scène. Néanmoins, le modèle géométrique représente
toujours une approximation de la scène plus ou moins forte
selon l’échantillonnage choisi et selon les erreurs de re-
construction, ce qui résulte en une dégradation de la qualité
des images générées comparé aux représentations basées
image.
Pour les applications de vidéo 3D affichées sur écran auto-
stéréoscopique multi-vues, la navigation se limite au dé-
placement de l’utilisateur par rapport à l’écran. Dans ce
contexte, les représentations basées image plus profondeur
sont de plus en plus étudiées. Une carte de profondeur est
une image qui associe une valeur de profondeur (i.e. la
distance à la caméra) à chaque pixel, ce qui en fait une
représentation 2D de la surface 3D d’une scène. Les re-
présentations basées image plus profondeur permettent la
génération d’images intermédiaires par projection perspec-
tive grâce aux cartes de profondeur, ce qui réduit la densité
d’acquisition des images. De plus, c’est une représentation
flexible car le nombre de vues générées peut-être adapté
à de nombreux écrans et ainsi seules les cartes de profon-
deurs nécessaires sont transmises.
Plusieurs solutions existent à partir de la représentation
basée image plus profondeur. La plus simple consiste à
n’utiliser qu’un seul couple image plus profondeur par ins-
tant temporel (aussi appelé 2D+Z)[4]. Cependant, un seul
couple 2D+Z n’est pas équivalent à un couple d’images
stéréo car les régions occultées dans une vue ne sont pas
représentées par la carte de profondeur, et par conséquent,
lorsqu’une nouvelle vue est générée, ces régions occultées
se découvrent. Si la navigation est faible autour de la vue
d’origine, alors les petits découvrements peuvent être rem-
plis par filtrage ou par des techniques de remplissage de
texture (padding, in-painting).
Pour remplir des découvrements plus importants autour
d’une vue, une extension du format 2D+Z a été proposée
dans [1]. L’idée est basée sur la représentation LDI (Laye-
red Depth Image) proposée par Shade et al. [15] dans la-
quelle plusieurs valeurs de couleurs et de profondeurs sont
stockées dans des couches qui correspondent aux diffé-
rentes couches d’occultations d’une vue et qui sont donc
ordonnées par ordre de profondeur. Dans [1], une seule
couche d’occultation est utilisée. L’avantage est que la qua-
lité visuelle des vues générées ainsi que la liberté de na-
vigation sont améliorées alors que la quantité d’informa-
tion ajoutée reste faible. Cependant, une seule couche d’oc-
cultation peut être insuffisant dans le cas de scènes com-
plexes contenant plusieurs niveaux d’occultations. Récem-
ment, une méthode pour extraire les régions occultées a été
présentée dans [11], la représentation obtenue est appelée
LDV (Layered Depth Video). Un inconvénient de l’utilisa-
tion des couches de profondeur vient du fait qu’elles sont
projetées dans la vue de référence et conservées dans cette
vue, ce qui cause une perte de résolution dans les zones qui
se découvrent et donc réduit la navigation par rapport aux
données capturées initialement.
Pour une navigation plus large, la représentation LDV est
limitée du fait de l’utilisation d’une seule vue (augmenté
par des couches d’occultations) et il est donc nécessaire
d’utiliser plusieurs couples 2D+Z. Ces données sont alors
appelées MVD (Multi-view Video plus Depth). Avec ces
données, une vue intermédiaire est générée à partir des
vues gauche et droite ce qui permet de remplir la plupart
des régions occultées dans l’une des deux vues et d’obte-
nir une vue intermédiaire de très bonne qualité ([20, 16]).
En revanche, les redondances inter-vues sont généralement
élevées car la même scène est capturée depuis plusieurs
points de vue, et par conséquent la quantité d’information
utilisée n’est pas optimale.
Compression des cartes de profondeur. Les cartes de
profondeur sont des images en niveaux de gris. Elles
peuvent donc être compressées par un codec vidéo perfor-
mant du type H.264. Cependant, une carte de profondeur
représente la surface d’une scène et possède des proprié-
tés différentes d’une image représentant la texture d’une
scène. De ce fait, l’utilisation de cartes de profondeur com-
pressées avec des méthodes adaptées aux images de tex-
tures crée des artéfacts visuel gênants, en particulier au ni-
veau des discontinuités de profondeur (contours des ob-
jets), comme l’illustre l’étude menée dans [10]. Dans la
continuité de cette étude, l’article [9] propose un algo-
rithme de codage de profondeur basé "platelets" qui dé-
compose les cartes de profondeur avec des primitives géo-
métriques respectant les discontinuités ce qui permet d’ob-
tenir une meilleure qualité de rendu pour une efficacité de
compression donnée.
Rendu basé profondeur. Le rendu de vue intermédiaire
utilisant une carte de profondeur est un rendu basé points :
chaque pixel de l’image est d’abord projeté en 3D, ce qui
donne un nuage de points 3D, puis projeté dans la vue in-
termédiaire. Le fait que la géométrie de la scène soit repré-
sentée par des points ne permet pas de représenter la nature
continue des surfaces dans une scène et cela crée de nom-
breux pixels non définis qu’il faut ensuite remplir comme
dans [16]. Une alternative est de transformer les cartes de
profondeur en surface grâce à des primitives géométriques
telles que des triangles [20] ou des quadrilatères [3] tout
en déconnectant ces primitives dans les zones de disconti-
nuités de profondeurs afin de ne pas coller l’avant-plan et
l’arrière-plan de la scène. Cela évite des post-traitements
des images générées mais nécessite un processeur gra-
phique. Dans [3], les cartes de profondeurs sont décom-
posées en quadtree au niveau du rendu afin de minimiser le
nombre de polygones tout en conservant la précision géo-
métrique de la scène. Le principe de cette décomposition
est de raffiner le quadtree dans les zones de détails géo-
métriques et de représenter les surfaces planes par des plus
grand polygones.
3 Représentation proposée
Dans cette étude, les données d’entrée sont de type
MVD afin de pouvoir générer des vues intermédiaires. Un
exemple de données MVD est illustré dans la figure 2, dans
laquelle seules les vues extrême gauche et extrême droite
sont montrées sur les 8 vues d’origines.
FIGURE 2 – Exemple de données MVD.
A partir de ce type de données et de l’état de l’art
dressé précédemment, plusieurs concepts ont été identifiés
concernant la compacité des données [11], la compression
des informations de profondeur [9], ainsi que la génération
de vues intermédiaires [16, 3]. L’objectif est de proposer
une représentation prenant en compte de façon unifiée ces
différentes problématiques.
Cette représentation est basée sur un ensemble de poly-
gones 3D :
– Un polygone est associé à un bloc de pixels dans une
vue.
– Des informations de profondeur sont associées aux som-
mets des polygones
– La texture associée à un polygone correspond au bloc de
pixels dans la vue considérée.
L’utilisation de primitives géométriques polygonales pré-
sente plusieurs avantages. Tout d’abord, ces primitives
peuvent s’obtenir par découpage des cartes de profondeur
à l’aide d’un algorithme de type quadtree, ce qui permet de
limiter le nombre de polygones utilisés afin d’avoir une re-
présentation compacte et un rendu efficace (de façon simi-
laire à [3]). Par ailleurs, l’utilisation de primitives géomé-
triques polygonales permet de mettre en place un système
de compression avec pertes des informations de profondeur
offrant un meilleur rendu visuel comparé à une compres-
sion de type H.264 pour une qualité de compression don-
née, comme discuté dans [9]. Ensuite, l’utilisation de po-
lygones est une méthode usuelle de rendu (e.g. [20, 3])
qui permet de proposer une technique de projection des
données sans avoir à recourir à des post-traitements (e.g.
[16]) pour remplir les pixels non définis dûs aux projec-
tions basées points. La génération de vues intermédiaires
peut ainsi être implémentée de façon très efficace via des
librairies graphiques telles que OpenGL. Contrairement à
[20] et [3] où les primitives sont créées seulement à l’étape
de rendu à partir des cartes de profondeur, la représentation
proposée utilise directement ces primitives géométriques,
avant même l’étape de codage. L’extraction des polygones
à partir des cartes de profondeur sera présentée dans la sec-
tion 4. Enfin, une technique d’élimination sélective des po-
lygones permet de réduire les redondances entre les vues
(de façon similaire à [11]), et également de limiter les dé-
fauts de texture au niveau des frontières de discontinuité
(aussi appelés artefacts de ghosting) dus à un mélange des
textures de l’avant-plan et de l’arrière-plan. Il est à no-
ter que les textures des polygones sont toutes conservées
dans leur vue d’origine afin de préserver leurs résolution,
contrairement aux représentations du type LDV utilisant
des couches d’occultation projetées dans une vue de réfé-
rence. La technique d’élimination des polygones sera pré-
sentée dans la section 5.
La figure 3 synthétise le principe de construction de la
représentation proposée ainsi que son utilisation dans un
cadre applicatif (compression et rendu d’un nombre de
vues différent).
4 Extraction des quadrilatères
Dans cette partie, chaque carte de profondeur est traitée in-
dépendamment afin d’obtenir un ensemble de polygones
3D par vue. Le type de polygone qui a été choisi est le qua-
drilatère. Ces quadrilatères sont définis par des blocs de
pixels dans chaque vue. Ce choix est motivé par différents
aspects. D’une part, l’utilisation d’une technique de type
FIGURE 3 – Construction de la représentation. I : image, P :
profondeur, Q : quadrilatères, I’/Q’ : image/quadrilatères
réduits, Is : image synthétisée
quadtree permet de réaliser un découpage en blocs de taille
adaptative permettant de gérer le compromis entre la fidé-
lité des données de profondeur et la compacité de ces don-
nées. De plus, dans un contexte de codage de vidéo 3D, le
codage des informations de texture sera très probablement
basé sur une technique de codage proche de celle utilisée
pour la vidéo classique, à savoir une technique de codage
par bloc. On pourra alors ainsi profiter de la cohérence du
codage par bloc des informations de profondeur et de tex-
ture.
L’obtention des quadrilatères pour une carte de profon-
deur se fait à l’aide d’une technique de type quadtree. Un
exemple de découpage en blocs d’une carte de profondeur
obtenu avec une telle technique est montré dans la figure 4.
La technique de découpage en quadtree utilisée ici s’effec-
tue en deux temps :
Gestion des discontinuités. Dans un premier temps, les
blocs de l’image sont découpés tant que l’on observe deux
pixels voisins dans le bloc considéré ayant une différence
de profondeur supérieure à un certain seuil. Soit deux
pixels voisins p1 et p2 dans un bloc B et leurs profondeurs
respectives Zp1 et Zp2 et un seuil de discontinuité Sd, le
bloc sera découpé si :
max
p1,p2 voisins ∈B
(abs(Zp1 − Zp2)) > Sd
A ce stade, on obtient une première version grossière de la
représentation.
Fidélité aux données de profondeur. Dans un second
temps, les blocs de la représentation grossière sont dé-
coupés de façon itérative tant que le quadrilatère tri-
dimensionnel obtenu, qui n’est pas forcément plan, ne re-
présente pas avec une qualité suffisante les données de pro-
fondeur d’entrée. Pour estimer cette qualité, le plan πB qui
approxime aux moindres carrés les valeurs de profondeur
du bloc B est estimé. Ensuite, la distance maximum entre
les valeurs de profondeur du bloc et le plan est calculée.
Pour chaque pixel p d’un bloc B et un seuil d’erreur au
FIGURE 4 – Illustration du découpage en blocs par une
technique de type quadtree. Haut : Carte de profondeur.
Bas : Découpage en blocs
plan Sp, le bloc sera découpé si :
max
p∈B
(dist(p, πB)) > Sp
où dist(p, πB) est la distance entre le pixel de profondeur
Zp et le plan πB . Lorsqu’un bloc satisfait le critère ci-
dessus, alors un quadrilatère QB y est associé à l’aide des
valeurs de profondeur aux sommets du bloc. Bien que ce
quadrilatère ne soit pas obligatoirement plan, la distance
maximum entre QB et πB sera inférieure ou égale au seuil
Sp ce qui permet de contrôler la qualité de représentation
du quadrilatère par rapport aux données. La figure 5 illustre
l’approximation par un plan d’un bloc de pixels projetés en
3D ainsi que le quadrilatère obtenu pour ce bloc.
FIGURE 5 – Approximation par un plan d’un bloc de pixels
projeté en 3D et quadrilatère obtenu pour ce bloc. Les
points noirs sont devant le plan et les points gris derrière.
5 Réduction des redondances
Dans cette partie, les redondances entre les différentes vues
de la vidéo pour un instant temporel donné sont considé-
rées. En effet, de larges régions capturées de la scène sont
généralement communes à plusieurs vues, ce qui introduit
de nombreuses redondances inter-vues qui peuvent être ré-
duites. Dans ce but, une élimination sélective des quadrila-
tères obtenus précédemment est effectuée. Cette opération
permet également de limiter les défauts de texture au ni-
veau des frontières de discontinuité (artefacts de ghosting).
En sortie de cet algorithme, l’élimination des quadrilatères
se traduit par un étiquetage des branches de chaque quad-
tree selon qu’elles sont conservées ou éliminées. Ainsi, lors
de l’étape de codage des données, les branches éliminées
des quadtree et les blocs de texture correspondants ne se-
ront pas codés.
Pour expliquer les opérations effectuées, les notations choi-
sies sont : N le nombre de vues ; Vn la vue numéro n,
n ∈ {1..N} ; Qn l’ensemble des quadrilatères de Vn ; et
E l’ensemble des quadrilatères conservés dans toutes les
vues.
L’idée principale est d’initialiser E avec les quadrilatères
d’une vue de référence Vr qui est généralement la vue cen-
trale, puis de compléter et modifier E avec les quadrilatères
des autres vues de façon itérative. A chaque itération, une
nouvelle vue Vn est sélectionnée et deux opérations sont
effectuées : la première est la réduction dans Qn des re-
dondances avec E. On obtient alors Q′n qui est ajouté à E.
La deuxième est la réduction dans E des superpositions in-
troduites par l’opération précédente. La méthode générale
est résumée dans l’algorithme 1.
Algorithme 1 Réduction des redondances
ENTRÉES: N ; Qn, n ∈ {1..N} ; r, 1 ≤ r ≤ N
SORTIE: E
1: E ← Qr
2: pour n = 1 à N , n 6= r faire
3: Q′n ← Réduire_Redondances(Qn,E)
4: E ← E ∪Q′n
5: E ← Réduire_Superpositions(E)
6: fin pour
Les deux opérations spécifiques (étapes 3 et 5 de l’al-
gorithme) sont détaillées dans les sections suivantes. Ces
deux opérations utilisent la technique de projection pers-
pective afin d’identifier les régions redondantes entre
les différentes vues. Le principe est de transformer tout
d’abord les quadrilatères 2D d’une vue Vx en quadrilatères
3D en utilisant la profondeur des sommets et la projection
perspective inverse, puis de projeter ces quadrilatères 3D
dans l’une des autres vues Vy . Il est ainsi possible de com-
parer les informations de Vx projetées dans Vy avec les in-
formations originales de Vy .
Réduction des redondances dans Qn. L’étape 3 de l’al-
gorithme est à présent expliquée. L’objectif est de réduire
dans Qn les redondances avec E par élimination de quadri-
latères. Pour cela, les quadrilatères contenus dans E dont
la taille est supérieure à un seuil St sont tout d’abord pro-
jetés dans la vue Vn, ce qui donne une image contenant
des zones de découvrement autour des discontinuités et des
limites de E, comme illustré dans la figure 6(haut). En-
suite, ces zones de découvrement permettent d’identifier
quels quadrilatères de Qn peuvent être supprimés. Le test
est le suivant : pour chaque quadrilatère de Qn, si le bloc de
pixels qu’il forme dans l’image n’est pas situé sur une zone
de découvrement, alors ce quadrilatère est éliminé car il est
redondant avec les données de E. L’ensemble des quadrila-
tères conservés est noté Q′n et illustré dans la figure 6(bas).
Cette étape permet donc de réduire les redondances tout en
remplissant les zones de découvrement. Le fait de n’avoir
projeté que les quadrilatères de E ayant une taille supé-
rieure à St a pour effet de créer des zones de découvre-
ments plus larges. Par conséquent, une superposition entre
les quadrilatères de Q′n et ceux de E a été créée. Le but
de cette superposition est de pouvoir éliminer les petits
quadrilatères de E qui sont généralement peu fiables, cette
étape est décrite dans la section suivante.
FIGURE 6 – Réduction des redondances dans Qn. Haut :
Découvrements obtenus par projection de E dans Vn. Bas :
Quadrilatères conservés (Q′n)
Réduction des superpositions dans E. L’étape 5 de l’al-
gorithme est à présent expliquée. Elle consiste à réduire
dans E les superpositions dues aux quadrilatères de Q′n qui
viennent d’être ajoutés. L’idée est de tester si les quadrila-
tères de Q′n recouvrent entièrement certains quadrilatères
de E. Si c’est le cas, alors le quadrilatère concerné peut
être éliminé. Pour tester si un quadrilatère qm appartenant
à E et venant de la vue Vm est recouvert, Q
′
n est d’abord
projeté dans Vm. Ensuite, si le bloc de pixel formé par le
quadrilatère qm est entièrement recouvert par des quadrila-
tères de Q′n (un test de profondeur est effectué ici), alors ce
quadrilatère est éliminé. La figure 7 illustre cette technique.
L’image 7(a) montre la projection de E dans une vue avant
d’effectuer l’étape 5. Un artefact de ghosting apparaît : le
contour d’un objet en avant-plan apparaît au milieu du mur
dans l’arrière-plan. L’image 7(b) montre les quadrilatères
superposés. Les quadrilatères noirs appartiennent à Q′n et
les quadrilatères gris sont les autres quadrilatères de E. La
région du ghosting correspond bien à des petits quadrila-
tères le long d’une discontinuité. Ces quadrilatères sont su-
perposés avec d’autres venant de Q′n. Les images (c) et (d)
montre les résultats de l’étape 5. Les superpositions ont été




FIGURE 7 – Réduction des superpositions et de l’effet de
ghosting. Les quadrilatères noirs appartiennent à Q′n et les
gris sont les autres quadrilatères de E.
6 Résultats
Les tests ont été effectués avec les séquences MVD Break-
dancer et Ballet mises à disposition librement par Micro-
soft. Ces séquences ont été acquises avec un système com-
portant 8 cameras de résolution 1024x768 disposées sur
un arc horizontal. Le champ de vision est d’environ 30◦.
Les cartes de profondeurs ont été estimées avec un algo-
rithme de reconstruction stéréo basé sur une segmentation
des couleurs et permettant d’obtenir des correspondances
photo-consistantes dans toutes les vues [20]. Les seuils uti-
lisés pour ces tests ont été choisis de manière empirique.
L’extraction des quadrilatères a été effectuée avec les seuils
suivant : seuil de discontinuité Sd = 3 pour des valeurs de
profondeurs codées sur 8 bits ; seuil de fidélité aux don-
nées de profondeur Sp = 0.6. La figure 4 donnée en sec-
tion 4 illustre la décomposition en quadtree obtenue. Le
nombre moyen de quadrilatères pour les séquences Break-
dancer et Ballet est de 47000 par vue. Ce chiffre peut être
comparé au nombre de pixels de la carte de profondeur
qui est de 786432. Il a y donc un rapport de 17 entre le
nombre de primitives géométriques utilisées pour une carte
de profondeur et pour la représentation à base de quadri-
latères. A partir de ces quadrilatères et de la texture cor-
respondante, des vues intermédiaires peuvent être synthé-
tisées. Pour comparer la qualité des images obtenues entre
un rendu basé points (à partir d’une carte de profondeur)
et un rendu basé quadrilatères, la figure 8 donne un extrait
d’une zone zoomée sur le danseur central de la séquence
Breakdancer. L’image (a) montre les données originales
de la vue V1, et les images (b) et (c) montrent les résul-
tats de la projection de V2 dans V1 à base de points (b),
puis à base de quadrilatères (c). Les zones de découvrement
apparaissent en blanc. Dans l’image (c), la continuité de
la surface a été respectée et seuls les grandes discontinui-
tés de profondeur font apparaitre des découvrements. Au
contraire, dans l’image (b), de nombreuses discontinuités
apparaissent même quand la surface de la scène est conti-
nue. La représentation à base de quadrilatères permet donc
d’éviter une étape de post-traitement qui serait nécessaire
avec la représentation basée points. Dans les deux images
(b) et (c), aucune dégradation n’est visible par rapport à
l’image (a) en dehors des découvrements.
(a)
(b) (c)
FIGURE 8 – Comparaison entre l’image originale (a), le
rendu basé points (b) et le rendu basé quadrilatères (c)
La réduction des redondances inter-vues a été effectuée
avec le seuil sur la taille des quadrilatères St = 2, c’est-
à-dire un bloc dans l’image de taille 2x2. Les résultats
suivants sont donnés pour une configuration à trois vues
(V1, V2, V3) dans laquelle la vue centrale V2 est choisie
comme référence. Le tableau 1 compare le nombre de qua-
drilatères utilisés en fonction des différentes étapes de la ré-
duction des redondances. La première ligne du tableau cor-
respond aux vues complètes telles qu’elles sont obtenues
BreakDancer Ballet
V1 + V2 + V3 129960 152259
étape 3 seule 74277 90118
étape 3 + étape 5 54436 62902
TABLE 1 – Comparaison du nombre de quadrilatères en
fonction des étapes de la réduction des redondances
après l’extraction des quadrilatères ; la deuxième ligne cor-
respond à l’étape 3 de l’algorithme, c’est-à-dire la réduc-
tion des redondances dans les vues V1 et V3 ; La troisième
ligne correspond à l’algorithme complet (étape 3 + étape
5). Il y a donc un rapport entre le nombre de quadrila-
tères avant et après l’algorithme égal à 2,4. De plus, pour
une interprétation plus parlante, en comparant le nombre de
quadrilatères moyen pour une seule vue avant la réduction
(47000) et celui pour les 3 vues après la réduction (59000),
l’augmentation de quadrilatères représente 26%, soit 13%
par vue supplémentaire. Finalement, à partir de la repré-
sentation obtenue après la réduction des redondances, il est
possible de générer les vues V1, V2 ou V3 avec une bonne
qualité. La figure 9 montre la génération de la vue V1. Pen-
dant cette génération de vue, lorsque plusieurs quadrila-
tères sont projetés dans une même partie de l’image, alors
leurs contributions sont mélangées de façon égale ce qui
permet d’adoucir les incohérences de texture entre quadri-
latères venant de vues différentes. En résultat, une image
de bonne qualité est obtenue. Cependant, des dégradations
peuvent apparaître comme des différences de couleurs (e.g.
dans la zone d’ombre près de la seconde personne en par-
tant de la droite) ou comme les contours du danseur qui
sont marqués de façon exagérées. De plus, la qualité des
vues synthétisées dépend des cartes de profondeur utili-
sées en entrée et qui peuvent contenir des erreurs ou des
inconsistances à travers les différentes vues. Pour générer
des vues intermédiaires (entre V1 et V2 ou bien entre V2
et V3) un traitement supplémentaire de type remplissage de
texture serait nécessaire afin de remplir les zones de décou-
vrements qui ne sont visibles dans aucune des vues.
FIGURE 9 – Représentation finale rendue dans V1.
7 Conclusion
Cet article présente une nouvelle représentation compacte
à base de quadrilatères pour la video 3D. Cette représenta-
tion prend en compte de façon unifiée différents problèmes
identifiés dans la littérature : compacité des données, com-
pression des cartes de profondeur, génération de vues inter-
médiaires. Un ensemble de quadrilatères est extrait grâce à
une décomposition en quadtree des cartes de profondeur,
et les redondances inter-vues sont réduites par une élimi-
nation sélective de quadrilatères. Les résultats ont montré
que l’utilisation de polygones apporte un bon compromis
entre qualité de rendu des vues générées et compacité des
données. De plus, l’étape de réduction des redondances a
montré dans le cadre de ces premières expérimentations
que pour une configuration à 3 vues, l’augmentation des
données par rapport à une configuration mono-vue est de
13% par vue supplémentaire.
De nombreux travaux doivent encore être réalisés. Une
étude précise des dégradations visuelles en fonction du
nombre de polygones et aussi en fonction de l’éloignement
de la vue centrale est nécessaire. De plus la construction
de la représentation peut être améliorée afin de gérer les er-
reurs et les incohérences de profondeurs et de textures entre
les polygones des différentes vues. Ensuite, une étude du
codage de la représentation proposée doit être menée afin
de rendre compte des avantages apportés par la compacité
de la représentation. Enfin, la prise en compte de la dimen-
sion temporelle des séquences vidéo permettra d’accroître
les performances.
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