INTRODUCTION
1. Results on a sample of 1130 referred US children showed that the bifactor model fit was better than the higher order solution. Models including small cross-loadings were more adequate.
2. BSEM suggested a simple and parsimonious interpretation of the subtest scores 3. Loadings of the subtests scores on the g-factor were systematically higher than their respective loadings on the four index scores. Index scores represented rather small deviations from unidimensionality and did not necessarily provide additional and separate information from the Full Scale IQ score (FISQ).
4. BSEM allowed us to estimate models that were closer to theoretical assumptions.
5. BSEM also permits to test more complex models that are not possible to estimate through maximum likelihood estimation.
SAMPLE DESCRIPTION LIMITATIONS OF CONFIRMATORY FACTOR ANALYSIS (CFA)
 With classical confirmatory factor analysis (CFA) the majority of factor loadings need to be fixed to zero to estimate the model parameters.
 Although needed for model identification, these restrictions do not always faithfully reflect the researchers' hypotheses. Small but not necessarily zero loading could be equally or even more compatible with theory.
 This unnecessary strict parameterization can contribute to poor model fit, distorted factors and biased factor correlations (Marsh, et al., 2010) . It also may cause researchers to perform many exploratory modifications to achieve acceptable model fit. Extensive specification searches can lead to unjustified overfitting of data, with loss of meaning for indices of statistical significance (Carroll, 1995) • WISC-IV data were obtained from 1130 US children who were referred for evaluation of learning difficulties.
• As it appears to be common in clinical assessments, only the 10 core subtests were administered. Only children with complete data for all core subtests were included in the analyses. 
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GOALS OF THE PRESENT STUDY
o The first goal of this study was to compare indirect (higher-order) versus direct (bifactor) hierarchical models of the 10 WISC-IV core subtests from a large referred US sample.
o The second objective was to determine more precisely which constructs are measured by each core subtest score of the WISC-IV : can secondary interpretation of some subtest scores be supported by the data ? 
RESULTS -WISC-IV BIFACTOR MODEL WITH CROSS-LOADINGS
o Higher Posterior Predictive P-Value and Lower DIC indicates better fit to the data.
o The WISC-IV bifactor model with small cross-loadings showed the better fit overall. 
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BAYESIAN STRUCTURAL EQUATION MODELING (BSEM)
• BSEM overcomes CFA's limitations by replacing fixed-to-zero-loadings with "approximate" zeros that translates into small, but not necessary zero, crossloadings.
• Approximate zeros often reflect more accurately theoretical assumptions and facilitate unbiased estimations of the model parameters.
• Because all relationships between factors and subtest scores are estimated this approach eliminates the need for comparisons of many competing models. It is also possible to determine the precise nature of the constructs measured by the core subtest scores of the WISC-IV o The majority of the expected loadings were supported. However the loadings of Block Design, Picture Concepts, Matrix Reasoning on PRI and the loadings of Digit Span and LetterNumber Sequencing on WMI were not statistically significant. o Loadings of the subtests scores on the g-factor were systematically higher than their respective loadings on the four index scores. o No cross-loadings were supported; thus, no secondary interpretation of subtests scores was supported by the data.
