Alternating minimization (AM) optimization algorithms have been known for a long time and are of importance in machine learning problems, among which we are mostly motivated by approximating optimal transport distances. AM algorithms assume that the decision variable is divided into several blocks and minimization in each block can be done explicitly or cheaply with high accuracy. The ubiquitous Sinkhorn's algorithm can be seen as an alternating minimization algorithm for the dual to the entropy-regularized optimal transport problem. We introduce an accelerated alternating minimization method with a 1/ 2 convergence rate, where is the iteration counter. This improves over known bound 1/ for general AM methods and for the Sinkhorn's algorithm. Moreover, our algorithm converges faster than gradient-type methods in practice as it is free of the choice of the step-size and is adaptive to the local smoothness of the problem. We show that the proposed method is primal-dual, meaning that if we apply it to a dual problem, we can reconstruct the solution of the primal problem with the same convergence rate. We apply our method to the entropy regularized optimal transport problem and show experimentally, that it outperforms Sinkhorn's algorithm.
Introduction
Alternating minimization (AM) optimization algorithms have been known for a long time [24, 7] . These algorithms assume that the decision variable is divided into several blocks and minimization in each block can be done explicitly, i.e. they assume the availability of small-dimensional minimization oracle (SDM-oracle). AM algorithms have a number of applications in machine learning problems. For example, iteratively reweighted least squares can be seen as an AM algorithm. Other applications include robust regression [18] and sparse recovery [10] . Famous Expectation Maximization (EM) algorithm can also be seen as an AM algorithm [19, 3] .
In this paper, we are mostly motivated by optimal transport applications, which are widespread in the machine learning community [8, 9, 4] . The ubiquitous Sinkhorn's algorithm can be seen as an alternating minimization algorithm for the dual to the entropy-regularized optimal transport problem. Recent Greenkhorn algorithm [2] , which is a greedy version of Sinkhorn's algorithm, is a greedy modification of an AM algorithm. Sublinear 1/ convergence rate was proved for AM algorithm in [5] . Despite the same convergence rate as for the gradient method, AM-algorithms converge faster in practice as they are free of the choice of the step-size and are adaptive to the local smoothness of the problem. At the same time, there are accelerated gradient methods which use a momentum term to have a faster convergence rate of 1/ 2 [20] . Our goal in this paper is to combine the idea of alternating minimization and momentum acceleration to propose an accelerated alternating minimization method. An attempt to obtain such a method is made in [11] . In contrast to our work, the authors use full minimization only in one block and the coordinate analogue of the gradient step in other blocks. Thus, their algorithm is not truly an AM algorithm. Unlike them, we use full minimization for all the blocks.
Related work. Besides mentioned above works on AM algorithms, we mention [6, 25, 28] , where non-asymptotic convergence rates for AM algorithms were proposed and their connection with cyclic coordinate descent was discussed, but the analyzed algorithms are not accelerated. Accelerated versions are known for random coordinated descent methods [22, 16, 26, 17, 13, 1, 14, 23] . These methods use momentum term and block-coordinate steps, rather than full minimization in blocks. Concerning the optimal transport problem, the most used algorithm is Sinkhorn's algorithm [27, 8] . Its convergence rate was analyzed in [2] and improved in [12] to 1/ , which is expected in view of [5] and the fact that Sinkhorn's algorithm can be seen as an AM algorithm. An accelerated gradient descent method in application to OT problem was also analyzed in [12] with a better dependence on in the rate, but worse dependence on the dimension of the problem.
Our contributions. We introduce an accelerated alternating minimization method with the 1/ 2 convergence rate for unconstrained problems. The main idea is to combine block-wise minimization and the extrapolation (also known as momentum) step which is usually used in accelerated gradient methods. We also show that the proposed method is primal-dual, meaning that if we apply it to a dual problem, we can reconstruct the solution of the primal problem with the same convergence rate. We apply our method to the dual of the entropy-regularized optimal transport problem and show experimentally, that it outperforms Sinkhorn's algorithm. In some sense, our algorithm can be considered as an accelerated Sinkhorn's algorithm.
Accelerated alternating minimization algorithm
In this paper we consider the minimization problem
where ( ) is assumed to be convex and continuously differentiable and the space is equipped with the Euclidean norm ‖ · ‖. We also assume that the problem has at least one solution, denoted by * . The set {1, . . . , } of indices of the orthonormal basis vectors { } =1 is divided into disjoint subsets (blocks) , ∈ {1, . . . , }. Let ( ) = + span{ : ∈ }, i.e. the affine subspace containing and all the points differing from only over the block . We use to denote the components of corresponding to the block and ∇ ( ) to denote the gradient corresponding to the block . We will further require that for any ∈ {1, . . . , } and any ∈ R the problem ( ) → min ∈ ( ) has a solution, and this solution is easily computable. Let us also assume that the gradient of ( ) is -Lipschitz: ∀ , ∈ R ‖∇ ( ) − ∇ ( )‖ ‖ − ‖. We call such functions -smooth.
For the general case of number of blocks 2 the Alternating Minimization algorithm may be written as Algorithm 1. There are multiple common block selection rules, such as the cyclic rule or the Gauss-Southwell rule. More generally, it is also possible to update more than one block on each iteration [15] . Choose ∈ 1, . . . ,
3:
Set +1 = argmin ∈ ( ) ( )
4: end for
Below we present two versions of accelerated alternating minimization algorithms for the solution of problem (1) . The first version, Algorithm 2, tries to adapt to the smoothness constant and choose the step size for the extrapolation step based on an updated proxy to . The second method, Algorithm 3 is free of this parameter and uses a univariate minimization to find the step size for the extrapolation step. We underline that, although our methods do share some similarities with existing ones, they do differ significantly. We use a greedy approach to determine the block which is updated, unlike how it is usually done in random coordiant descent methods. At the same time, the difference with the greedy coordinate descent is twofold: a) we have a momentum term, b) we use full relaxation in the block instead of a coordinate step. Unlike [11] , we use full minimization in all blocks rather than in the last one. Block-wise minimization differentiates our methods from standard accelerated gradient descent methods.
The first algorithm we propose is listed below as Algorithm 2, which incorporates block-wise minimization steps into an accelerated gradient method. On each iteration, we perform an exact minimization over the block corresponding to the largest in norm block of the gradient at the current iterate. This block selection rule is also known as the Gauss-Southwell rule [15] . 
This convergence rate is times worse than that of an adaptive accelerated gradient method [12] , or, equivalently, this means that in the worst case it may take √ times more iterations to guarantee accuracy compared to an adaptive accelerated gradient method. To prove the convergence rate of the AAM-1 method, we will need a technical result, the proof of which may be found in the supplementary material. Lemma 2.2. For any ∈ R and any 0
Proof of Theorem 2.1.
satisfies the equation
. With that in mind, we sum up the inequality in the statement of Lemma 2.2 for = 0, . . . , − 1 and set = * :
, we now have that for any 1
It remains to estimate from below. We will now show by induction that
. From the -smoothness of the objective we have
Also, since is chosen by the Gauss-Southwell rule, it is true that
As a result,
This implies that the condition in line 11 of Algorithm 2 is automatically satisfied if +1 . Combined with the fact that we multiply +1 by 2 if this condition is not met, this means that if
at the beginning of the while loop during iteration , then it is sure to hold at the end of the iteration too. This is guaranteed by our assumption that 0 4 .
We have just shown that 2 for 1.The base case = 0 is trivial. Now assume that
.
Finally,
By induction, we have
for all 1 and
We also note that the assumption 0 4 is not really crucial. In fact, if 0 > 4 , then after (log 2 0 4 ) iterations is surely lesser than 4 , so overestimating only results in a logarithmic in 0 amount of additional iterations needed to converge.
Unlike the AM algorithm, this method requires computing the whole gradient of the objective, which makes the iterations of this algorithm considerably more expensive. Also, even when the number of blocks is 2, the convergence rate of Algorithm 2 depends on the smoothness parameter of the whole objective, and not on the Lipschitz constants of each block on its own, which is the case for the AM algorithm [5] . On the other hand, if we compare the AAM-1 algorithm to an adaptive accelerated gradient method, we will see that the theoretical worst-case time complexity of the AAM-1 method is only √ times worse, while in practice block-wise minimization steps may perform much better than gradient descent steps simply because they directly use some specific structure of the objective.
Our second accelerated alternating minimization algorithm uses an exact minimization over an interval instead of the classic extrapolation step.
Algorithm 3 Accelerated Alternating Minimization 2
Input: Starting point 0 .
Output:
Find largest +1 from the equation
Set +1 = + +1
9:
The convergence rate of the AAM-2 algorithm is given by the following theorem, the proof of which may be found in the supplementary material.
Theorem 2.3. After steps of Algorithm 3 it holds that
Again, our inclusion of block-wise minimization steps results in the decrease of worst-case convergence rate only by a factor of √ compared to accelerated gradient methods.
Line-search implementation Unlike the AAM-1 algorithm, this method does not require to repeat iterations to estimate locally with the sequence +1 . Instead it requires solving a one-dimensional subproblem, which may computationally difficult. However, as it may be seen from the convergence analysis, this step may be significantly simplified: if we denote by˜the exact solution to the problem
, it is actually sufficient to find ∈ [0, 1] and = + ( − ) such that ( ) ( ) and˜ . This modification significantly decreases the time needed for this method to converge to the approximate solution in our experiments.
Primal-dual analysis of the algorithms
We consider the minimization problem
where is a finite-dimensional real vector space, is a simple closed convex set, is a given linear operator from to some finite-dimensional real vector space , ∈ is given. The Lagrange dual problem to Problem ( 1 ) is
Here we denote Λ = * . It is convenient to rewrite Problem ( 1 ) in the equivalent form of a minimization problem
We denote
Since is convex, ( ) is a convex function and, by Danskin's theorem, its subgradient is equal to (see e.g. [21] )
where ( ) is some solution of the convex problem
In what follows, we make the following assumptions about the dual problem ( 1 )
• The gradient of the objective function ( ) is -Lipschitz.
• The dual problem ( 1 ) has a solution * and there exist some > 0 such that
It is worth noting that the quantity will be used only in the convergence analysis, but not in the algorithm itself.
Our primal-dual algorithm based on Algorithm 2 for Problem ( 1 ) is listed below as Algorithm 4. 
then 12:
. The key result for this method is that it guarantees convergence in terms of the constraints and the duality gap for the primal problem, provided that it is strongly convex. Theorem 3.1. Let the objective ( ) in the problem ( 1 ) be -strongly convex , and let ‖ * ‖ . Then, for the sequencesˆ+ 1 , +1 , 0, generated by Algorithm 4,
where ‖ · ‖ → is the norm of as a linear operator from to .
Of course, Algorithm 3 may also be applied to the dual problem, and the same result as in Theorem 3.1 holds, although with a slightly different constant. The details are in the supplementary material.
Application to the Optimal Transportation problem
In this section for any matrix and any vector a we use , , ln , ln to denote their entrywise exponents and natural logarithms respectively and diag( ) to denote the diagonal matrix with entries of as its diagonal elements. For a matrix we denote ‖ ‖ ∞ = max , | | and
Of particular interest to us is the discrete optimal transportation problem
where is the transportation plan, ∈ R × + is a given cost matrix, , ∈ R are given elements of the probability simplex, and ⟨ , ⟩ denotes the Frobenius product of matrices defined as
One way to approach this problem is to regularize it with some strongly convex term and pass to the dual problem. With the entropic regularization term ⟨ , ln ⟩, > 0, the dual problem may be written as a minimization problem
with := − / and ( , ) = diag( ) diag( ). The full derivation is provided in the supplementary material. Since the regularized problem is strongly convex, the dual is -smooth [21, 12] .
The variables in the dual problem naturally decompose into two blocks and . Moreover, minimization over any one block may be performed analytically:
The AM algorithm for this problem is the well-known Sinkhorn's algorithm [8, 12] . The primalduality of our algorithms established in the previous section allows us to apply our methods to the dual problem and then recover the approximate solution of the primal problem. The final algorithm takes the following form: Perform an iteration of PDAAM-1 on Problem (9).
4:
Findˆas the projection ofˆonto ( , ).
5:
if ⟨ ,ˆ−ˆ⟩ 6 and (ˆ) + ( ) 6 then 6:
Return7
: end if 8: end for 5 
Numerical experiments
We performed numerical experiments on the problem of computing the second Wasserstein distance between two 2D-histograms. We randomly chose pairs of images from the MNIST to form the measures and , then we performed a preprocessing step described in [12] :
This should improve the numerical stability of the used algorithms without significantly influencing the solution. We compared the Sinkhorn's algorithm (for which we set = 4 ln ) [8, 12] , which is the explicit form of the AM algorithm for the problem (9), the PDASTM method from [12] , which is a primal-dual accelerated gradient method, and our Algorithm 4 and its version based on the AAM-2 method, in which the line-search step was implemented making use of the modification described in the end of section 2. We chose 5 values of accuracy ∈ [0.005, 0.1]. We ran the Sinkhorn's algorithm until the stopping criterion
‖∞ is fulfilled. The other three algorithms were stopped as soon as the inequalities ⟨ ,ˆ−ˆ⟩ 6 and (ˆ) + ( ) 6 were satisfied. For each value of we randomly selected 20 pairs of images and averaged the computation times of each algorithm. In this experiment, our PDAAM-1 algorithm converged significantly faster than Sinkhorn's algorithm and the PDASTM method. The PDAAM-2 algorithm showed performance comparable to that of the PDASTM method for larger . However, for higher accuracies the performance of the PDAAM-2 method worsens slightly. This may be due to the accumulation of error from the inexact solution to the line-search subproblem. Since the PDAAM-1 method outperformed the PDASTM algorithm, we may conclude that using block-wise minimizations instead of descent along the full gradient results in improved performance for the OT problem, even though the theoretical convergence rate of PDAAM-1 is actually worse by a factor of 2. We also believe that with an appropriate choice of the line-search accuracy the PDAAM-2 method may also demonstrate high performance for other tasks.
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end if
14:
Set +1 = 2 +1 .
15:
end while 16: end for
We perform the analysis of this method in a way similar to the analysis of the Linear Coupling method [1] .
Proof.
Here the last inequality follows from line 11 of Algorithm 1.
Here, 1 ○ uses the fact that our choice of satisfies ( − ) = (1 − )( − ). 2 ○ is by convexity of (·) and Lemma 1.1 , while 3 ○ uses the choice of = 
8:
Set +1 = − +1 ∇ ( ) {Update momentum term} 10: end for
We will begin with one key Lemma. Let us introduce an auxiliary functional sequence defined as
It is easy to see that = argmin ∈R ( ).
Lemma 2.1. After steps of Algorithm 2 it holds that
Moreover, 2 
4
, where is the number of blocks.
Proof. First, we prove inequality (1) by induction over . For = 0, the inequality holds. Assume that
Here we used that is a strongly convex function with minimum at and that ( ) ( ). By the optimality conditions for the problem min
In all three cases, ⟨∇ ( ), − ⟩ 0. Using the rule for choosing +1 in the method, we finish the proof of the induction step:
It remains to show that the equation
has a solution +1 > 0. By the -smoothness of the objective, we have ∀
Since ( +1 )− ( ) < 0 (otherwise ‖∇ ( )‖ = 0 and is a solution to the problem),
Let us estimate the rate of the growth for
As a consequence, we have
This in combination with our rule for choosing +1 implies . Indeed,
Hence,
The convergence rate of the AAM-2 algorithm is given by the following theorem Theorem 2.2. After steps of Algorithm 2 it holds that
Proof. From the convexity of ( ) we have
From Lemma (2.1) we have
, we finally obtain the stated rate:
Line-search accuracy. The method does accumulate error from inexact solution to the line-search subproblem. If we only guarantee that ( ) ( ) + , the inequality in the statement of Lemma 2.1 changes to
which results in the convergence bound
Note, however, that it is not the error
Primal-dual analysis of the algorithms
We consider the following minimization problem
Since is convex, ( ) is a convex function and, by Danskin's theorem, its subgradient is equal to (see e.g. [4] )
It is worth noting that the quantity will be used only in the convergence analysis, but not in the algorithm itself. Our primal-dual algorithm based on the AAM-1 algorithm for Problem ( 1 ) is listed below as Algorithm 3.
Algorithm 3 Primal-Dual Accelerated Alternating Minimization 1 Input: initial estimate of the Lipschitz constant 0 .
1:
while True do 5:
Set +1 = argmin
:
13:
15:
16:
end while 17: end for Output: The points^+ 1 , +1 .
The key result for this method is that it guarantees convergence in terms of the constraints and the duality gap for the primal problem, provided that it is strongly convex.
Theorem 3.1. Let the objective ( ) in the problem ( 1 ) be -strongly convex , and let ‖ * ‖ . Then, for the sequences^+ 1 , +1 , 0, generated by Algorithm 3,
Proof. From the -strong convexity of the primal objective we have -smoothness of the dual objective with = ‖ ‖ → [4, 3] . Once again, denote = 2 and note that +1 = + +1 . From the proof of Lemma 1.2 we have for all ∈
We take a sum of these inequalities for = 0, . . . , − 1 and rearrange the terms:
If we drop the last negative term and notice that this inequality holds for all ∈ , we arrive at
Let us introduce the set Λ = { : ‖ ‖ 2 2 } where is given in (7). Then, from (9), we obtain
On the other hand, from the definition (4) of ( ), we have
Combining this equality with (5), we obtain
Summing these equalities from = 0 to = − 1 with the weights { +1 } =0,... −1 , we get, using the convexity of
Substituting this inequality into (10), we obtain
Since * is an optimal solution of Problem ( 1 ), we have, for any ∈
Using the assumption (7), we get
− ‖^− ‖ 2 .
This and (11) give
Hence, we obtain ( ( ) + (^)) (13) , (14) −2 2 .
On the other hand, we have
Combining (14), (15), (16), we conclude
From Theorem 2.1, for any 0, . Combining this and (8), we obtain the statement of the Theorem.
Of course, the AAM-2 method may also be applied to the dual problem, and the same result as in Theorem 3.1 holds, although with a slightly different constant.
Algorithm 4 Primal-Dual Accelerated Alternating Minimizations 2
Input: initial estimate of the Lipschitz constant 0 . Set +1 = argmin
Find greatest +1 from the equation ( ) −
2( + +1)
‖∇ ( )‖ 2 2 = ( +1 )
8:
Set +1 = − +1 ∇ ( )
9:
10:
Set^+ 1 = +1 ( )++ 
Proof. 
From here one can proceed exactly as in Theorem 3.1.
Dual to the entropy-regularized OT problem
The primal problem is
where is the transportation plan, ∈ R × + is a given cost matrix, , ∈ R are given elements of the probability simplex, and ⟨ , ⟩ denotes the Frobenius product of matrices defined as ⟨ , ⟩ = ∑︀ , =1
The dual problem is constructed as follows:
⟨ , ⟩ + ⟨ , ln ⟩ = min The variables in the dual problem naturally decompose into two blocks and . Moreover, minimization over any one block may be performed analytically. The AM algorithm for this problem is the well-known Sinkhorn's algorithm. [2, 3] 
