Abstract. We review the bordism version of the h-principle established in [10] and discuss its generalization.
remained hidden until the appearance of the general Gromov theorem on open coordinate invariant differential relations. Definition 1.4. A differential relation R imposed on functions R m → R n is open if it is given by strict inequalities. We say that R is coordinate invariant if for all coordinate changes g : R m → R m and h : R n → R n a function f is a solution of R whenever h • f • g is.
A coordinate invariant differential relation imposed on functions R m → R n also imposes a differential relation on maps of any manifold M of dimension m into any manifold N of dimension n (by using arbitrary coordinate charts). Example 1.5. A submersion f : M → N is a smooth map such that the differential of f is a fiberwise epimorphism T M → T N of tangent vector bundles. Submersions are solutions of a certain open coordinate invariant differential relation R. A formal submersion is a continuous map f : M → N together with a fiberwise epimorphism T M → T N covering f . Similarly, f is an immersion if its differential is a fiberwise monomorphism. A formal immersion is a continuous map f : M → N together with a fiberwise monomorphism T M → T N covering f . Theorem 1.6 (Gromov, 1969) . Let R be an open coordinate invariant differential relation imposed on maps M → N of smooth manifolds. Then the h-principle for R holds true provided that M is an open manifold.
The statement of Theorem 1.6 is counter-intuitive. Indeed, a priori the space of solutions of a differential relation is an extremely complicated space. However, by Theorem 1.6, for a large class of differential relations their spaces of solutions are weakly homotopy equivalent to relatively simple topological spaces of formal solutions.
Example 1.7. One of the historically first surprising manifestations of the h-principle is the Smale paradox : the standard embedding of the sphere S 2 into R 3 can be deformed to the inside-out embedding through immersions. To deduce the Smale paradox from Theorem 1.6, note that the space of immersions S 2 R 3 is homotopy equivalent to the space of immersions of the open manifold S 2 ×R into R 3 . Since S 2 ×R is parallelizable, the latter space is homotopy equivalent to the path connected space of maps S 2 → SO 3 by Theorem 1.6. Consequently, the space of immersions S 2 R 3 is path connected.
A differential relation is not bound to be a relation on maps; it can be imposed on tensors and other related structures. Because of that among striking consequences of the h-principle for maps of open manifolds are the existence theorems for contact and symplectic structures on open manifolds, foliations of given codimension, and Riemannian metrics of positive/negative scalar curvature on open manifolds. For an extensive account of the theory see the original book of Gromov [6] , and a more recent book by Eliashberg and Mishachev [3] .
The b-principle
Similarly, the b-principle is a general observation that differential geometry problems can often be reduced to problems in stable homotopy theory. The known instances of the b-principle type phenomena include the Barratt-Priddy-Quillen theorem, the Audin-Eliashberg theorem on Legendrian immersions, and the standard Mumford Conjecture on moduli spaces of Riemann surfaces. In [10] I proposed a general setting for the bprinciple and showed that the b-principle phenomenon occurs for a fairly arbitrary differential relation imposed on smooth maps, i.e., in many cases a differential geometry problem does reduce to a stable homotopy theory problem.
Remark 2.1. In most of the cases invariants of solutions to differential relations computed by means of the h-principle reduction are stronger than their b-principle counterparts. On the other hand, the h-principle invariants are often considerably harder to compute, than the invariants obtained by the b-principle reduction.
The general b-principle is formulated in terms of open stable differential relations R of dimension d. In [10] these are defined to be certain open coordinate invariant differential relations imposed on maps R ∞ → R ∞−d . Here we give a different definition emphasizing their pullback property.
We require that the differential relations R m in the family R are compatible in the sense that if a map f :
An open stable differential relation R of dimension d imposes a differential relation on maps of manifolds M of arbitrary dimension m to manifolds N of dimension m − d. 
The equivalence relation is generated by identifying F with F × id R , and F with G if F = G over M × {0}. 
covering f , where ε k is a trivial vector bundle of dimension k ≥ 0. The equivalence relation is generated by
The spaces of solutions and formal solutions of the h-principle are replaced in the b-principle setting with moduli spaces of solutions and stable formal solutions respectively. The moduli space M R of solutions of an open stable differential relation R is an appropriate quotient space of all proper solutions of R; in §3 we will give a simplicial model for M R . The b-principle approach is based on the observation that the disjoint union of two solutions f 1 : M 1 → N and f 2 : M 2 → N of R is again a solution M 1 M 2 → N , and therefore, the moduli space M R of solutions of R is an H-space. In fact the H-space operation on M R satisfies certain homotopy coherence conditions (homotopy associativity, homotopy commutativity and other Segal Γ-space conditions), and therefore by the Segal theorem [11] the moduli space M R admits a group completion. It also turns out that a similarly constructed moduli space hM R of all proper stable formal solutions of R is an infinite loop space [10] ; we will describe its homotopy type in §5. Definition 2.6. Let R be an open stable differential relation. The b-principle is a conjecture asserting that the canonical map M R −→ hM R of the moduli space M R of solutions into the moduli space hM R of stable formal solutions is a group completion.
Remark 2.7. In many cases the monoid π 0 (M R ) is actually a group, and therefore the b-principle statement is equivalent to the assertion that the map M R → hM R is a homotopy equivalence.
Early b-principle type results include the Barratt-Priddy-Quillen theorem, the Wells theorem for immersions, Eliashberg theorems for k-mersions, Audin-Eliashberg theorems for Legendrian and Lagrangian immersions, and general theorems of Ando, Szucs and the author. In §3 we will see that the b-principle reduces to the weak b-principle which holds true under mild assumptions.
The weak b-principle
A collection C of smooth maps f : M → N with fixed dim M − dim N = d is said to be a class of maps of dimension d if the pullback h * g is in C for every map g ∈ C and every map h transversal to g. An appropriate quotient space of all proper maps in C is called the moduli space for C. We will use its simplicial model M = |X • |. Namely, recall that the opening of a subset X of a manifold V is an arbitrarily small but nonspecified open neighborhood Op(X) of X in V . Consider the affine subspace {x 1 + · · · + x m+1 = 1} in R 
Example 3.2. For the class of oriented submersions of dimension d, the moduli space is the disjoint union of classifying spaces of orientation preserving diffeomorphism groups of all oriented closed manifolds of dimension d, see [8] . The similarly constructed moduli space for the class of formal oriented submersions of dimension d is homotopy equivalent to the infinite loop space of the Madsen-Tillman spectrum M T SO(d), see [4] . In the case of oriented submersions of dimension d = 2, the rational cohomology invariants τ * f κ of Example 3.1 are precisely the Miller-Morita-Mumford classes, see [9] .
To study C we consider derived collections C 1 and hC 1 of maps. The collection hC 1 consists of proper maps (f, α) : M → N × R with f ∈ C such that every regular fiber of (f, α) is null-cobordant, while
is a subset of pairs with α • f −1 (x) = R for all x ∈ N . The spaces M 1 and hM 1 are the geometric realizations of simplicial sets of maps (f, α) to ∆ m e × R such that f is transversal to all extended face maps and (f, α) is in C 1 and hC 1 respectively. Definition 3.3. The weak b-principle for C is said to hold true if the inclusion M 1 → hM 1 is a homotopy equivalence.
Example 3.4. For the class C of embeddings, a regular fiber of (f, α) is empty. Hence M 1 = hM 1 . Thus, the weak b-principle for embeddings holds true. It can be shown that M is homotopy equivalent to the Thom space MO d of the universal vector bundle of dimension d over BO d . In fact, the points of M are of the two types: the ones with empty preimage and ones with one point preimage. The points of the former type form a contractible space, while the points of the latter type form a space homotopy equivalent to BO d . Also note that there is no h-principle or b-principle for embeddings since embeddings are not solutions to a differential relation. Now let us explain the relation between the b-principle and the weak b-principle. The collections C of solutions and hC of stable formal solutions to an open stable differential relation R are classes of maps with moduli spaces M and hM respectively. The homotopy type of hM is known [10] ; it is a certain infinite loop space. We also proved [10] that hM is the loop space of hM 1 , while ΩM 1 is a group completion of M. In fact, there is a commutative diagram 
Generalizing the previous example, we get the following consequence of a reduction of the b-principle to the weak b-principle. Example 3.9. Let F be a connected oriented closed surface of genus g ≥ 2. It is known that the set S g of complex structures on F coincides with the set of almost complex structures on F . Recall that an almost complex structure on F is a smooth fiberwise isomorphism J : T F → T F of the tangent bundle such that J 2 = −id and for every tangent vector v at x ∈ F the pair (v, Jv) is an oriented basis of the tangent space at x. In other words an almost complex structure on F is a smooth section of an appropriate bundle over F . The set of such sections is endowed with the Whitney C ∞ topology, and therefore the space of complex structures S g is a topological space. According to the standard Mumford conjecture, in dimensions g the rational cohomology ring of M g is isomorphic to the polynomial algebra Q[κ 1 , κ 2 , ...] in classes κ i of degrees 2i. The Mumford conjecture has been established by Madsen and Weiss in [8] (see proofs also in [4, 2, 5, 7] ). Namely, it can be shown that the rational cohomology ring of M g is isomorphic to that of the classifying space BDiff + F g of Diff + F g . Madsen and Weiss showed that in a stable range of dimensions H * (BDiff + F g ; Q) is isomorphic to Q[κ 1 , κ 2 , ...]. As has been mentioned in Example 3.5, the b-principle map for oriented submersions of dimension 2 is a map BDiffF → hM where the disjoint union ranges over diffeomorphism types of all (possibly nonconnected) oriented closed surfaces F . This map is not a group completion, and therefore the b-principle does not hold true. However,
..] and the Madsen-Weiss theorem shows that the b-principle holds true on some stable homology level.
In the conclusion of this section let us compare the Smale-Hirsch h-principle for immersions and the Wells b-principle for immersions.
Example 3.11. According to the Smale-Hirsch h-principle, a continuous map f : M → N of negative dimension covered by a fiberwise monomorphism T M → T N is homotopic to an immersion. According to the Wells b-principle, a continuous map f : M → N of negative dimension covered by a fiberwise monomorphism T M ⊕ ε → T N ⊕ ε is concordant to an immersion; we will recall the notion of concordance in §4.1.
Broken solutions
Given a smooth map f : M → N , a point x ∈ M is said to be regular if in a neighborhood of x the map f is a submersion. If in a neighborhood of x the map f is the product of a Morse function and the identity map on an open disc of dimension dim N − 1, then x is a fold point. It immediately follows that the set of fold points of f is a submanifold of M . We say that f is a fold map if each point x ∈ M is either regular or fold. Suppose that a path component σ of fold points of f is closed in M and the restriction f |σ is an embedding. Given an open stable differential relation R imposed on maps of dimension d, suppose a map f away of the set of its breaking folds is a solution. Then we say that f is a broken solution of R. 
is a map in hC 1 where C is any class containing the underlying maps of broken submersions. Here the inclusion (0, ∞) × S n ⊂ R n+1 takes a scalar r and a vector v ∈ R n+1 of length 1 to rv. Note that all singular points of f × id are fold points; they constitute submanifolds p × S n ⊂ W × S n , where p ranges over all critical points of f . By Proposition 4.2 below, the map g is also a fold map, and the set of fold points of g consists of components p × S n−1 ⊂ W × S n , where S n−1 stands for the equator of S n .
Proposition 4.2. Let f : M → R n+1 be a fold map and π : R n+1 → R n the projection. Let Σ denote the set of fold points of f . Suppose that the composition π • f |Σ is a fold map on Σ. Then π • f is a fold map on M , and the fold points of π • f coincide with the fold points of π • f |Σ.
Proof. Given a map g : M → N , a point x ∈ M is a fold point if it is not regular and the quadratic form K x ⊗ K x → C x canonically defined by means of the second derivatives of g is non-degenerate. Here K x and C x are the kernel and cokernel of the differential d x g of g at x.
Since π is a submersion, every regular point of f is a regular point of π • f . Furthermore, every regular point of π • f |Σ is a regular point of π • f as well. Let x be a fold point of π • f |Σ. Then
and π restricted to
. By the hypotheses of Proposition 4.2, the quadratic forms on the two summands on the right hand side are non-degenerate. Thus, the quadratic form on K x (π • f ) is also non-degenerate.
Concordance of maps.
We say that a class C satisfies the sheaf property if for every smooth map f : M → N and every covering of N by open sets U i the map f is in C whenever the restrictions f |f −1 (U i ) are maps in C. If the class C satisfies the sheaf property, then for every manifold N the set [N, M(C)] is isomorphic [8] to the set of concordance classes of proper maps in C to N . Recall that two proper maps f 0 , f 1 in C to N are concordant if there is a proper map f to N × I, I = [0, 1], such that over N × (0, 1) the map f is in C, while over ε-collar neighborhoods of N × {0} and N × {1}, the map f is given by f 0 × id [0,ε) and f 1 × id (1−ε,1] respectively for some ε > 0.
Example 4.3. Let i A denote the inclusion of a subset A into R, and let (g A , α A ) denote the pullback of the map (g, α) : Int W × S n → R n × R in Example 4.1 with respect to the inclusion ] ) is a concordance between (g 0 , α 0 ) and (g 1 , α 1 ). Recall that hC 1 consists of pairs (f, α) with f ∈ C such that every regular fiber of (f, α) is null-cobordant, while C 1 is its subset with α • f −1 (x) = R for all x. Thus the constructed broken submersion is a concordance between an element (g 0 , α 0 ) in the derived class of submersions C 1 and an element (g 1 , α 1 ) in hC 1 . In fact, note that every map (f, β) in any hC 1 in a neighborhood F ×R n ×R ⊂ M of a regular fiber F coincides with the projection F ×R n ×R → R n ×R ⊂ N ×R which is precisely (g 1 , α 1 ) for F = ∂W where W is a null-cobordism W of F . Thus, locally (f, β) is concordant to (g 0 , α 0 ) satisfying α 0 •g −1 0 (0) = 0. The concordance from (f, β) to (g 0 , α 0 ) is called a breaking concordance. We say that a class C is monoidal if the empty map ∅ → * to a point is a map in C and the class C is closed with respect to taking disjoint unions of maps, i.e., if
It immediately follows that for a monoidal class C satisfying the sheaf property, the spaces M, M 1 and hM 1 are H-spaces. In particular, their homotopy groups of degree n are isomorphic to the groups of homotopy classes of free maps of S n , e.g., Proof of Theorem 4.4. Given a map (f, α) in hC 1 to a disc D k of dimension k ≥ 1 that restricts over ∂D k to a map in C 1 , we need to show that there is a concordance of (f, α) trivial over ∂D k to a map in C 1 . In other words, we need a concordance that breaks the fibers of f . In a neighborhood of a regular fiber, (f, α) is isomorphic to (g 1 , α 1 ) in Example 4.3. It remains to observe that the concordance of Example 4.3 is local in nature and breaks the fiber.
In terms of the b-principle we deduce the following Theorem from [10] . 
The homotopy type of hM R
Let R be an open stable differential relation. In this section we will show that invariants of hM R can be computed by standard stable homotopy methods. In fact, hM R is homotopy equivalent to a certain infinite loop space; we will describe this infinite loop space.
Let B = B R be the topological space of equivalence classes of pairs (i, P ) of a map germ i : (R n+d , 0) → (R ∞ , 0) and a subspace P ⊂ R ∞ of dimension n ≥ 0 such that the map germ α = π • i is a solution germ of R, where π : (R ∞ , 0) → (P, 0) is the orthogonal projection germ onto P . The equivalence relation is generated by equivalences (i, P ) ∼ (i , P ) with
The set of pairs (i, P ) is a subset of the product of the space of map germs i endowed with the Whitney C ∞ topology and BO(n). In particular, the set of pairs (i, P ) inherits a topology. The topology on the space B is defined to be the quotient of the topology on the space of pairs (i, P ). Let B n+d ⊂ B denote the space of pairs (i, P ) with P of dimension n. There is a projection f n+d : B n+d → BO(n) defined by (i, P ) → P . Let f * n+d ξ n denote the pullback of the universal vector bundle over BO(n).
Then the space T n is defined to be the Thom space of f * n+d ξ n . Then the sequence of spaces T n forms a Thom spectrum, whose infinite loop space is equivalent to hM R , see [10] .
Let us recall an example from [10] .
Example 5.1. For the submersion differential relation R imposed on maps of dimension d, the space B can be identified with the space of equivalence classes of linear maps α : R n+d → R ∞ of rank n for some n ≥ 0; the equivalence relation is generated by equivalences α ∼ α , where α : R n+d −→ R ∞ and
There is a vector bundle ker α of dimension d over B whose fiber over the class of α is given by the kernel of α. Thus, there is a well-defined map ker α : Since hM R is equivalent to the infinite loop space of a spectrum, its rational cohomology can be computed by standard methods of stable homotopy theory. Proof. Recall that in the case of oriented submersions, the space B R is homotopy equivalent to the space BSO 2 and H j (BSO 2 ; Q) is trivial if j is odd and is a one-dimensional vector space if j is even.
The b-principle also allows us to perform computations of certain bordism groups. 
Final remarks
I would like to thank the referee for a nice observation which I include here in a slightly modified/extended form. The referee pointed out that there are higher analogues of the weak b-principle; these are always hold true and are very closely related to [5, Proposition 3 .21] and [7, Proposition 3.1] . In fact, the geometric construction in the current note (and in the proof of the earlier b-principle in [10] ) is closely related to the constructions in the mentioned papers by Galatius and Randal-Williams and Hatcher; we break surfaces using allowed singularities, while the mentioned authors break the surfaces by pushing them to infinity and, thus, avoiding singularities.
In detail, for each class C of maps, we defined derived collections C 1 and hC 1 . Similarly, we may define higher derived analogues C k and hC k . Indeed, let hC k be the collection that consists of proper maps (f, α 1 , ..., α k ) : M → N × R k such that f is in C and every regular fiber of (f, α 1 , ..., α k ) is null-cobordant, while C k ⊂ hC k is its subspace that consists of tuples with α k • f −1 (x) = R for all x ∈ N . In other words, informally, we consider families of manifolds M x = f −1 (x) with singularities-which are prescribed by a choice of C-together with proper maps (α 1 , ..., α k ) : M x → R k . In the case of the bigger family hC k we require that each fiber of the proper map is null-cobordant, while in the case of the smaller family C k we require that α k misses at least one value.
We say that the k-th weak b-principle for a class C holds true if the inclusion M k → hM k of the moduli spaces of C k into that of hC k is a homotopy equivalence. The main theorem of this note, Theorem 4.4, establishes the k-th weak b-principle for k = 1 under certain conditions on C. Galatius and Randal-Williams, and Hatcher show in the mentioned papers that the k-th weak b-principle for k ≥ 2 holds true for submersions; while, as we have seen, the b-principle for submersions of dimension d = 2 fails to be true. In fact, their argument shows that the k-th weak b-principle holds true for k ≥ 2, for example, for the class C of solutions to any given open stable differential relation. Here is a sketch of a slightly modified proof. Let (f, α) = (f, α 1 , ..., α k ) be a map to ∆ m e × R k representing a relative homotopy class in π * (hM k , M k ). We need to construct a concordance that breaks the fibers of (f, α k ). As in the proof of Theorem 4.4 we have a breaking fold concordance such that for the resulting map (f ,ᾱ) we haveᾱ • f −1 (x) = R k for all x ∈ ∆ m . The breaking fold components of the resulting map (f ,ᾱ) are spheres S of dimension m + k − 1, and the corresponding new singularities off are the singularities off |S, see Proposition 4.2. Since k ≥ 2, we can push the singularities off |S ⊂ S, and the corresponding singularities of the concordance, in the (k − 1)-st direction to infinity. Finally, we can stretch the holes R k \ᾱ • f −1 (x) in the (k − 1)-st direction, so that the fibers of the map (f, α k ) are broken. This completes the proof.
