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Abstrakt
Tato pra´ce se zaby´va´ tzv. dvouu´rovnˇovy´m programova´nı´m, chceme rˇesˇit tzv. min-max
proble´m. Min-max proble´m v te´to pra´ci sesta´va´ ze dvou kroku˚, prvnı´m je rˇesˇenı´ stavove´
u´lohy a na´sledneˇ budeme prova´deˇt optimalizacˇnı´ proces pro nehladkou funkci defino-
vanou vy´stupnı´mi parametry stavove´ u´lohy. Stavovou u´lohu budeme rˇesˇit efektivneˇ po-
mocı´ multigridnı´ metody a optimalizacˇnı´ proces bude rˇesˇit bundle trust metoda, ktera´ je
dostatecˇneˇ robustnı´ pro minimalizaci nehladke´ funkce.
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Abstract
This thesis deals with bilevel programming, so we will solve min-max problem. In min-
max we solve state problem with an effective multigrid method and then we will opti-
mize nonsmooth function defined by output parameters from state problem.We compute
optimization process by bundle trust method which is robust enough for minimization
nonsmooth functions.
Keywords: bilevel programming, min-max problem, Richardson method, multigrid
method, bundle trust method, nonsmooth function
1Pouzˇite´ znacˇenı´
Ω - vysˇetrˇovana´ oblast
E - Youngu˚v modul
ν - Poissonova konstanta
Γ - hranice vysˇetrˇovane´ oblasti
x - prostorova´ promeˇnna´
u - stavova´ promeˇnna´
λ, µ - Lame´ovy koeficienty
τij - tenzor napeˇtı´
T - hustota plosˇny´ch sil
eij - tenzor deformace
Fi - i-ta´ slozˇka objemove´ sı´ly
o - nulovy´ vektor
δij- Kroneckerovo δ
σ˙ - spektrum matice
∂α - parcia´lnı´ derivace podle α
h - diskretizacˇnı´ krok (a cha´peme jej, jako diskretizacˇnı´ krok hranice Γ4 )
Θ - cenovy´ funkciona´l
α - na´vrhova´ promeˇnna´
Uad - mnozˇina prˇı´pustny´ch na´vrhovy´ch promeˇnny´ch
σ - napeˇtı´
∇ - gradient
GEM - Gaussova eliminacˇnı´ metoda
MG - multigridnı´ metoda
∆ - Laplaceu˚v opera´tor
conv - konvexnı´ obal mnozˇiny
[·] - vektor
〈·, ·〉 - interval
(·, ·) - skala´rnı´ soucˇin
ni - i-ta´ slozˇka jednotkove´ vneˇjsˇı´ norma´ly k hranici kompaktnı´ mnozˇiny
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51 ´Uvod
V te´to pra´ci se budeme zaby´vat proble´mem tvarove´ optimalizace dvourozmeˇrne´ho
pruzˇne´ho teˇlesa. Budeme rˇesˇit u´lohu ve dvou dimenzı´ch (tj. provedeme rˇez svahem)
protozˇe na´mi vysˇetrˇovany´ svah je z homogennı´ho materia´lu a uvazˇujeme stejny´ profil
v kazˇde´m mı´steˇ svahu. Budeme hledat optima´lnı´ tvar jedne´ z hranic svahu. Na cˇa´sti
hranice jsou prˇedepsa´ny Dirichletovy hranicˇnı´ podmı´nky a na cˇa´sti Neumannovy. Jako
zatı´zˇenı´ uvazˇujeme objemovou sı´lu zpu˚sobenou zemskou gravitacı´. Chceme najı´t takovy´
tvar odteˇzˇovane´ hranice svahu, aby byly maxima´lnı´ napeˇtı´ vznikle´ tı´mto odteˇzˇenı´m
nejmensˇı´ mozˇne´. U´loha je typu bilevel programming, tedy dvouu´rovnˇove´ programova´nı´
a to z toho du˚vodu, zˇe rˇesˇı´me stavovou u´lohu a nad nı´ u´lohu optimalizace. Stavovou
u´lohu budeme efektivneˇ rˇesˇit pomocı´ multigridnı´ metody. Pro rˇesˇenı´ optimalizacˇnı´
u´lohy budeme pouzˇı´vat bundle trust metodu. Bundle trust metoda slouzˇı´ pro mini-
malizaci nespojiteˇ diferencovatelny´ch funkcı´ a vyuzˇijeme ji z du˚vodu, zˇe nasˇe u´loha
tvarove´ optimalizace je nespojiteˇ diferencovatelna´. Navı´c hledane´ minimum je obvykle
v nehladke´m bodeˇ, na cˇemzˇ by rˇada klasicky´ch minimalizacˇnı´ch algoritmu˚ zhavarovala.
V kapitole 2 odvodı´me diferencia´lnı´ rovnici reprezentujı´cı´ posuvy hmoty (nasˇe stavova´
promeˇnna´) v rˇezu svahu, ktere´ hleda´me. Da´le odvodı´me hranicˇnı´ podmı´nky a formu-
lujeme u´lohu linea´rnı´ pruzˇnosti. V kapitole 3 definujeme okrajovou u´lohu, odvodı´me
jejı´ slabe´ rˇesˇenı´ a nastı´nı´me zpu˚sob diskretizace oblasti. Pote´ si uka´zˇeme pouzˇity´
matematicky´ model, s jehozˇ pomocı´ zı´ska´me pozˇadovane´ posuvy a dozvı´me se, jak lze
dopocˇı´tat na za´kladeˇ posuvu˚ napeˇtı´ v kazˇde´m mı´steˇ rˇezu svahu. V kapitole 4 uka´zˇeme,
jak budeme tuto stavovou u´lohu rˇesˇit multigridnı´ metodou a take´ aplikaci z teorie grafu,
kdy vyuzˇijeme jiny´ prˇı´stup pro tvorbu hierarchie dat pro metodu multigrid. Potom take´
uka´zˇeme, jak se da´ efektivneˇ sestavit matice tuhosti pro na´sˇ stavovy´ proble´m. Uvedeme
zde take´, jak se vyporˇa´dat s proble´mem interpolace a restrikce v ra´mci multigridnı´
metody v konfrontaci s Dirichletovy´mi okrajovy´mi podmı´nkami. V kapitole 5 uka´zˇeme,
jake´ du˚sledky ma´ pouzˇitı´ multigridnı´ metody pro diskretizaci, vypocˇteme stavovou
u´lohu a vycˇı´slı´me jednotlive´ slozˇky napeˇtı´ ve svahu na kazˇde´m elementu diskretizace.
V kapitole 6 budeme formulovat u´lohu tvarove´ optimalizace. V kapitole 7 si uvedeme
pojmy z nehladke´ analy´zy, ktere´ jsou du˚lezˇite´ pro na´sledujı´cı´ subgradientnı´ metodu
a bundle metodu. Uka´zˇeme si, jak vypocˇteme potrˇebnou funkcˇnı´ hodnotu cenove´ho
funkciona´lu a subgradient tohoto funkciona´lu. Na´sledneˇ jesˇteˇ uka´zˇeme na´mi pouzˇitou
bundle trust metodu. V kapitole 8 si uvedeme dva prˇı´klady tvarove´ optimalizace. V
obou prˇı´padech popı´sˇeme pru˚beˇh vy´pocˇtu a vykreslı´me rˇez svahu prˇed optimalizacı´
a po optimalizaci. Posle´ze jesˇteˇ provedeme analy´zu citlivosti nalezene´ho minima na
zmeˇnu jednotlivy´ch promeˇnny´ch cenove´ho funkciona´lu. Nakonec si uka´zˇeme graficke´
uzˇivatelske´ rozhranı´ pro prezentaci vy´sledku˚ te´to pra´ce.
62 ˇResˇena´ u´loha
V te´to kapitole se sezna´mı´me s rˇesˇenou u´lohou. Budeme formulovat statickou u´lohu pro
posouzenı´ stability svahu prˇi odteˇzˇova´nı´ skry´vky - viz Obra´zek 1. Budeme tedy odvo-
zovat matematicky´ model pro vy´pocˇet posuvu˚ homogennı´ho teˇlesa pro u´lohu elasticke´
linea´rnı´ pruzˇnosti.
1. RozmeˇryK, L,M jsou pevneˇ zada´ny,
2. Profil svahu s je zadana´ funkce prostorovy´ch sourˇadnic (v navazujı´cı´ optimalizacˇnı´
u´loze se bude meˇnit),
3. Odteˇzˇovana´ vrstva je homogennı´ a zpevneˇna´, je charakterizova´na hustotou ρ,
Youngovy´m modulem E a smykovy´m modulem ν,
4. Na povrchu nepu˚sobı´ zˇa´dne´ zateˇzˇujı´cı´ sı´ly,
5. Svisle´ rozhranı´ je dostatecˇneˇ vzda´leno od hranice s,
6. Jako objemovou sı´lu je potrˇeba uvazˇovat pouze gravitaci.
2.1 Rozbor u´lohy
V nasˇem prˇı´padeˇ se jedna´ o dvoudimenziona´lnı´ staciona´rnı´ proble´m. Rozmeˇry jsou
pevneˇ zada´ny kromeˇ funkce s reprezentujı´cı´ hranici svahu, jejı´zˇ pru˚beˇh budeme pozdeˇji
optimalizovat. Pro orientaci uva´dı´me zvoleny´ sourˇadny´ syste´m na Obra´zku 2, takzˇe
da´le budeme psa´t
x := xi = (x1, x2) .
Funkce s hranice svahu bude v te´to optimalizacˇnı´ u´loze volena jako Be´zierova krˇivka
definovana´ N + 2 body. Dva krajnı´ body te´to krˇivky budou pevneˇ zada´ny, jeden v pateˇ
svahu, cozˇ je bod [L, 0], druhy´ bodem je [M,K]. Zby´vajı´cı´ body jsou ve vektoru α, jehozˇ
slozˇky bude mozˇno meˇnit. Tuto situaci si ukazˇme na Obra´zku 3 pro jednoduchost s
jednı´m rˇı´dı´cı´m bodem (N = 1). Be´zierova krˇivka byla zvolena, protozˇe je hladka´ a navı´c
cela´ tato krˇivka lezˇı´ v konvexnı´m obalu bodu˚, ktere´ tuto krˇivku urcˇujı´.
Da´le je zna´mo, zˇe materia´l svahu je homogennı´ a zpevneˇny´, z toho plyne, zˇe da´le
budeme uvazˇovat pruzˇne´ deformace tuhe´ho teˇlesa. To znamena´, zˇe se teˇleso nemu˚zˇe
naprˇı´klad rozpu˚lit.
Rozeberme nynı´ materia´love´ vlastnosti svahu. Hustota hornin se pohybuje v
rozmezı´ ρ = 1, 2 − 3, 5g.cm−3, takzˇe bude vhodne´ volit hodnoty v tomto in-
tervalu, prˇı´padneˇ bude si potrˇeba zvolit konkre´tnı´ materia´l. U jı´lu˚ je hustota
ρ = 1, 8 − 2, 70g.cm−3. Smykovy´ modul, neboli Poissonovo cˇı´slo je mozˇno volit
kuprˇı´kladu pro jı´l ν = 0, 40 − 0, 45. Youngu˚v modul pruzˇnosti E je u zemin ekvi-
valentnı´ modulu prˇetvorˇenı´ M , jelikozˇ zmeˇny vlivem silove´ho pu˚sobenı´ na materia´l
jsou nevratne´. Jednotkou modulu M jsou take´ N.m−2 = Pa. Pro tuhy´ jı´l platı´
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Obra´zek 1: Posuzovana´ situace svahu
Obra´zek 2: Zvoleny´ sourˇadny´ syste´m
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Obra´zek 3: Prˇı´klad Be´zierovy krˇivky (definovane´ trˇemi body) reprezentujı´cı´ hranici s
8M = 50− 150kg.cm−2 = (0, 5− 1, 5) .105N.m−2 = 50− 150kPa.
Definujme pro tento prˇı´pad tenzor napeˇtı´. Acˇkoliv uvazˇujeme kolme´ pu˚sobenı´ sil, ze
zada´nı´ plyne, zˇe budeme uvazˇovat sı´ly pu˚sobı´cı´ v obou sourˇadnicı´ch, takzˇe tenzor napeˇtı´
bude ve tvaru
τij =


τ11 τ12 0
τ21 τ22 0
0 0 0

 .
Obecneˇ ma´ tenzor napeˇtı´ 9 nezna´my´ch, avsˇak ze symetrie je nezna´my´ch 6. V nasˇem
prˇı´padeˇ jsou nezna´me´ 3, jelikozˇ jsme ve dvourozmeˇrne´m prostoru.
Pro popis deformace je podstatny´ tenzor deformace, jehozˇ tvar je na´sledujı´cı´
eij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
.
Nynı´ se budeme zaby´vat deformacı´ z hlediska geometrie zkoumane´ho objektu, cozˇ
vidı´me na Obra´zku 4, kde :
• r,t jsou polohove´ vektory vzhledem k pocˇa´tku (zvolen v leve´m dolnı´m rohu hranice
svahu),
• u je vektor posunutı´ pro bod A,
• u+ du je vektor posunutı´ pro blı´zky´ bod B bodu A,
• t = r+ u,
• t+ dt = r+ dr+ u+ du.
Z poslednı´ch dvou vztahu˚ vyply´va´, zˇe
dt = dr+ du→ dti = dri + dui, i = 1, 2.
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Obra´zek 4: Deformace ve svahu
2.2 Rovnice
Vektor napeˇtı´ ma´ na´sledujı´cı´ vlastnosti
• T (x,n) = −T (x,−n),
• T (x,n)n = N (norma´love´ napeˇtı´),
• T (x,n)−Nn = S (tecˇne´ napeˇtı´),
kde T je hustota plosˇny´ch sil pu˚sobı´cı´ch v bodeˇ na hranici oblasti, n je norma´lovy´ vektor
na hranici oblasti a x je bodem nasˇı´ oblasti. Bude pro na´s podstatne´ zna´t souvislost vek-
toru napeˇtı´ T (x,n) a tenzoru napeˇtı´ τij (x).
Zaved’me si nynı´ sumacˇnı´ konvenci. Sumacˇnı´ konvence znamena´, zˇe, je-li v jednom
vy´raze zopakovany´ index dvakra´t, provedeme sumaci prˇes tyto (shodne´) indexy. Naprˇ.
eii = e11 + e22, kde i = 1, 2. S vyuzˇitı´m sumacˇnı´ konvence a pro jake´koliv xmu˚zˇeme psa´t,
zˇe
Ti (x,n) = τij (x)nj .
Pak take´ pro norma´love´ napeˇtı´ platı´
N = Tn = Tinj = τijnjni.
Zapisˇme rovnova´hu sil pro statickou u´lohu
∂τij
∂xj
+ Fi = 0. (2.2.1)
Prˇipomenˇme si tzv. Kroneckerovo δ, to je definova´no na´sledujı´cı´m zpu˚sobem
δij = 1, i = j,
δij = 0, i 6= j.
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Pro napeˇtı´ (tenzor napeˇtı´) platı´ zobecneˇny´ Hookeu˚v za´kon pro izotropnı´ teˇleso
τij = λδijϑ+ 2µeij . (2.2.2)
Vı´me, zˇe pro tenzor deformace platı´ (zde prˇedpokla´da´me male´ deformace, tedy kva-
draticky´ cˇlen je zanedba´n a pro veˇtsˇı´ jednoduchost za´pisu prˇejdeme ze zvy´razneˇne´ho
vektorove´ho znacˇenı´ u na oznacˇenı´ u)
ejk =
1
2
(
∂uj
∂xk
+
∂uk
∂xj
)
. (2.2.3)
kde λ a µ jsou Lame´ovy koeficienty, jejichzˇ hodnoty se da´ vyja´drˇit pomocı´ elasticky´ch
modulu˚ E a ν podle vztahu˚
µ =
E
2 (1 + σ)
,
λ =
σE
(1 + σ) (1− 2σ)
a
ϑ = e11 + e22 = eii.
Do (2.2.1) dosadı´me (2.2.2), takzˇe
∂
∂xj
(λδijϑ+ 2µeij) + Fi = 0.
Da´le dosad’me (2.2.3), pak
∂
∂xj
(λδijϑ) +
∂
∂xj
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
)]
+ Fi = 0.
Nynı´ po dosazenı´ za ϑ dosta´va´me obecnou Lame´ovu rovnici (vsˇimneˇme si forma´lnı´ho
prˇeznacˇenı´ indexu˚ u prvnı´ho cˇlenu)
∂
∂xi
(
λ
∂uj
∂xj
)
+
∂
∂xj
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
)]
+ Fi = 0.
Ma´me li λ a µ zada´ny jako konstanty obecna´ rovnice bude vypadat takto
λ
∂2uj
∂xi∂xj
+ µ
∂2uj
∂xi∂xj
+ µ
∂2ui
∂x2j
+ Fi = 0,
(λ+ µ)
∂2uj
∂xi∂xj
+ µ
∂2ui
∂x2j
+ Fi = 0,
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(λ+ µ)
∂
∂xi
(
∂uj
∂xj
)
+ µ
∂2
∂x2j
(ui) + Fi = 0,
cozˇ lze take´ zapsat vektoroveˇ
(λ+ µ) grad divu+ µ∆u + F = 0.
Vy´sledkem je tedy linea´rnı´ parcia´lnı´ diferencia´lnı´ rovnice druhe´ho rˇa´du, nehomo-
gennı´ a staciona´rnı´.
2.3 Hranicˇnı´ podmı´nky
Nynı´ odvodı´me hranicˇnı´ podmı´nky proble´mu, kde jednotlive´ hranice je mozˇno videˇt na
Obra´zku 1. Prˇedpokla´dejme, zˇe
u = ui = ui (x1, x2) = (u1 (x1, x2) , u2 (x1, x2)) .
Odvod’me tedy podmı´nky pro kazˇdou hranici zvla´sˇt’ takto
• Γ1: budeme prˇirozeneˇ prˇedpokla´dat nulove´ posuvy ve vertika´lnı´m smeˇru a nulove´
pu˚sobı´cı´ sı´ly v horizonta´lnı´m smeˇru, tedy
u2 (x1, 0) = 0,
T1 = 0 ⇒ T1 (x¯, ej) = τ1jnj ,
τ1j = 0,
λe11 + 2µe1j = 0,
• Γ2: z nulovy´ch pu˚sobı´cı´ch sil na hranici Γ2 prˇedpokla´da´me nulova´ napeˇtı´, z cˇehozˇ
plynou nulove´ deformace, takzˇe postupny´mi u´pravami obdrzˇı´me
Ti = 0 ⇒ Ti (x¯, ej) = τijnj ,
τij = 0,
λδijϑ+ 2µeij = 0,
• Γ3: bude situace totozˇna´ jak v prˇı´padeˇ Γ2,
• Γ4: zde prˇı´mo plynou z prˇedpokladu˚ nulove´ posuvy
u1 (0, x2) = 0; u2 (0, x2) = 0.
Jesˇteˇ je potrˇeba prove´st diskuzi o vstupnı´ch datech. Prˇedpokla´da´me homogennı´
zpevneˇny´ materia´l svahu a neuvazˇujeme pukliny, z toho plyne spojita´ objemova´ sı´la,
takzˇe Fi je spojita´. Zna´me take´ Youngu˚v modul E a smykovy´ modul ν, jsou to konstanty,
takzˇe z drˇı´ve uvedeny´ch vztahu˚ lze pomocı´ teˇchto konstant λ a µ vypocˇı´tat. Derivace
stavove´ promeˇnne´ ui budou spojite´, protozˇe prˇedpokla´da´me, zˇe teˇleso zu˚stane vcelku.
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2.4 Formulace u´lohy
Nynı´ lze formulovat okrajovou u´lohu pro danou situaci svahu.
(λ+ µ)
∂
∂x1
(
∂uj
∂xj
)
+ µ
∂2
∂x2j
(u1) + F1 = 0,
(λ+ µ)
∂
∂x2
(
∂uj
∂xj
)
+ µ
∂2
∂x2j
(u2) + F2 = 0.
s hranicˇnı´mi podmı´nkami ve tvaru
• Γ1:
u2 = 0,
∇u1 = o.
• Γ2:
∇u1 = o,
∇u2 = o.
• Γ3:
∇u1 = o,
∇u2 = o.
• Γ4:
u1 = 0,
u2 = 0.
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2.5 Na´stin metod rˇesˇenı´
Numericky:
Je mozˇno vyuzˇı´t MKP, ale dalsˇı´ numerickou mozˇnostı´ rˇesˇenı´ je metoda Single random
variable, kde se uvazˇuje statisticka´ variabilita vstupnı´ch dat pro vy´pocˇet, prˇicˇemzˇ dba´me
toho, aby data pocha´zela z norma´lnı´ho rozdeˇlenı´. Tato metoda vsˇak neuvazˇuje vztah
mezi vlastnostmi elementu˚ zeminy a jejich vza´jemnou pozicı´ v prostoru. Tento proble´m
rˇesˇı´ metoda Random finite element, ktera´ z prˇedchozı´ metody prˇı´mo vycha´zı´, ale je
doplneˇna o vstup v podobeˇ trˇetı´ promeˇnne´ charakterizujı´cı´ geologicke´ vlastnosti dane´ho
prostrˇedı´. My se vsˇak budeme zaby´vat rˇesˇenı´m pomocı´ MKP ve 2D metodou rovinne´
deformace (v prˇekladu plane strain).
Analyticky:
Pro analyticky´ vy´pocˇet lze vyuzˇı´t Airyho funkcı´. Na´stin provedu pro situaci, kde
neuvazˇujeme objemove´ sı´ly. Zde je situace pomeˇrneˇ komplikovana´, jelikozˇ je potrˇeba
zohlednit Saint-Venantovy rovnice kompatibility, v nich prove´st substituci a pak jsme
schopni vyja´drˇit napeˇt’ove´ slozˇky prˇı´mo pomocı´ tzv. Airyho funkce. Vyjdeme-li zase ze
Saint-Venantovy´ch rovnic kompatibility, dosazenı´m Airyho funkcı´ napeˇtı´ dostaneme
biharmonickou diferencia´lnı´ rovnici. V tomto prˇı´padeˇ rˇesˇenı´ najdeme bez za´vislosti
na materia´lovy´ch konstanta´ch, protozˇe ty v dane´ rovnici nevystupujı´. Je mozˇno vsˇak
substitucı´ za slozˇky napeˇtı´ dojı´t k Laplaceoveˇ u´loze, kde nejprve najdeme rˇesˇenı´ pro
substituovanou promeˇnnou a pak vyrˇesˇı´me soustavu diferencia´lnı´ch rovnic pro substi-
tuce. Druhou mozˇnostı´ pro vy´pocˇet je vyuzˇitı´ Greenovy funkce, ktera´ ale zohlednˇuje
geometricke´ vlastnosti hranice teˇlesa. Uzˇ z tohoto prˇedpokladu plyne, zˇe nalezenı´ rˇesˇenı´
pro slozˇiteˇjsˇı´ geometrii hranice by bylo nemozˇne´.
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3 MKP rˇesˇenı´ stavove´ u´lohy
3.1 Definice okrajove´ u´lohy
Definujme nejdrˇı´ve
Γ = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4.
Definujme oblast Ω
Ω = int (Γ) .
Zrˇejmeˇ pak platı´
∂Ω = (Γ) .
Navı´c je zrˇejme´
Ω = Ω ∪ ∂Ω.
Prˇipomenˇme si vektorovy´ za´pis zadane´ u´lohy
(λ+ µ) grad divu+ µ∆u + F = 0,
kde
u = u = ui = ui (x1, x2) = (u1 (x1, x2) , u2 (x1, x2)) ,
F = F = Fi = (F1, F2) ∈ L
2 (Ω) .
Formulujme okrajovou u´lohu, jejı´zˇ slabe´ rˇesˇenı´ budeme na´sledneˇ odvozovat.

(λ+ µ) ∂
∂xi
(
∂uj
∂xj
)
+ µ ∂
2
∂x2j
(ui) + Fi = 0 (x1, x2) ∈ Ω; i, j = 1, 2
∇u1 = o ∀x1, x2 ∈ Γ1
u2 = 0 ∀x1, x2 ∈ Γ1
∇u1 = o ∀x1, x2 ∈ Γ2,Γ3
∇u2 = o ∀x1, x2 ∈ Γ2,Γ3
u = o ∀x1, x2 ∈ Γ4
(3.1.1)
3.2 Odvozenı´ slabe´ho rˇesˇenı´
Definujme nynı´ prostor testovacı´ch funkcı´ V (krˇivkove´ integra´ly cha´peme ve smyslu
stop)
V =

v (x, y) ∈ H1 (Ω) :
∫
Ω
(v (x, y))2 + (∇v (x, y))2 dx dy <∞,
∫
Γ1
vdΓ1 = 0,
∫
Γ4
vdΓ4 = 0


Meˇjme na pameˇti, zˇe H1 (Ω) = W 1,2 (Ω).
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Definice 3.1 Bud’ ((u, v)) = a (u, v), rˇekneme, zˇe funkce u ∈W 1,2 (Ω) je slaby´m rˇesˇenı´m okra-
jove´ u´lohy, jestlizˇe
u− u0 ∈ V, u0 ∈W
1,2 (Ω)
((u, v)) =
∫
Ω
f (x) v (x) dx+ g (v) , v ∈ V, f ∈ L2 (Ω) ,
kde a (u, v) je bilinea´rnı´ forma reprezentujı´cı´ Laplaceu˚v opera´tor a g (v) je forma
prˇı´slusˇna´ Neumannovy´m okrajovy´m podmı´nka´m.
Prˇipomenˇme si zde Greenovu veˇtu, ktere´ pozdeˇji vyuzˇijeme v odvozenı´.
Veˇta 3.1 Bud’ u ∈ W 1,2 (Ω) , v ∈ V a ni je i-ta´ slozˇka vektoru jednotkove´ vneˇjsˇı´ norma´ly k
hranici oblasti Ω a Γ je hranicı´ oblasti Ω, pak platı´ Greenova veˇta∫
Ω
u (x)
∂v (x)
∂xi
dΩ = −
∫
Ω
∂u (x)
∂xi
v (x) dΩ +
∫
Γ
u (x) v (x) nidΓ.
Vyna´sobme nynı´ diferencia´lnı´ rovnici z u´lohy (3.1.1) funkcı´ v ∈ V a integrujme prˇes
oblast Ω
− (λ+ µ)
∫
Ω
∂
∂xi
(
∂uj
∂xj
)
vdΩ− µ
∫
Ω
∂2ui
∂x2j
vdΩ =
∫
Ω
FivdΩ
Na´slednou aplikacı´ Greenovy veˇty
(λ+ µ)

∫
Ω
∂uj
∂xj
∂v
∂xi
dΩ−
∫
Γ
∂uj
∂xj
vnidΓ


+µ

∫
Ω
∂ui
∂xj
∂v
∂xj
dΩ−
∫
Γ
∂ui
∂xj
vnjdΓ

 = ∫
Ω
FidΩ
Rozepı´sˇeme-li rovnici pro cˇtyrˇi disjunktnı´ cˇa´sti hranice, dosta´va´me
(λ+ µ)

∫
Ω
∂uj
∂xj
∂v
∂xi
dΩ−
4∑
p=1


∫
Γp
∂uj
∂xj
vnidΓp




+µ

∫
Ω
∂ui
∂xj
∂v
∂xj
dΩ−
4∑
p=1


∫
Γp
∂ui
∂xj
vnjdΓp



 = ∫
Ω
FidΩ
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Nynı´ se budeme zaby´vat dveˇma prˇı´pady, ktere´ mohou nastat. Je nutno rozepsat
prˇı´pady pro i = 1 a i = 2 a pote´ zohlednit okrajove´ podmı´nky. Zaby´vejme se nynı´
prˇı´padem, kdy i = 1.
(λ+ µ)

∫
Ω
(
∂u1
∂x1
+
∂u2
∂x2
)
∂v
∂x1
dΩ−
4∑
p=1


∫
Γp
(
∂u1
∂x1
+
∂u2
∂x2
)
vn1dΓp




+µ

∫
Ω
∂u1
∂x1
∂v
∂x1
+
∂u1
∂x2
∂v
∂x2
dΩ−
4∑
p=1


∫
Γp
(
∂u1
∂x1
n1 +
∂u1
∂x2
n2
)
vdΓp



 =
=
∫
Ω
F1dΩ
Uplatneˇnı´m okrajovy´ch podmı´nek na krˇivkove´ integra´ly pro prˇı´slusˇne´ cˇa´sti hranice
dosta´va´me
(λ+ µ)

∫
Ω
(
∂u1
∂x1
+
∂u2
∂x2
)
∂v
∂x1
dΩ

+ µ

∫
Ω
∇u1∇vdΩ

 = ∫
Ω
F1dΩ
Zby´va´ na´m prˇı´pad, kdy i = 2
(λ+ µ)

∫
Ω
(
∂u1
∂x1
+
∂u2
∂x2
)
∂v
∂x2
dΩ−
4∑
p=1


∫
Γp
(
∂u1
∂x1
+
∂u2
∂x2
)
vn2dΓp




+µ

∫
Ω
∂u2
∂x1
∂v
∂x1
+
∂u2
∂x2
∂v
∂x2
dΩ−
4∑
p=1


∫
Γp
(
∂u2
∂x1
n1 +
∂u2
∂x2
n2
)
vdΓp



 =
=
∫
Ω
F2dΩ
Opeˇt zohlednı´me okrajove´ podmı´nky a dosta´va´me tvar
(λ+ µ)

∫
Ω
(
∂u1
∂x1
+
∂u2
∂x2
)
∂v
∂x2
dΩ

+ µ

∫
Ω
∇u2∇vdΩ

 = ∫
Ω
F2dΩ
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Obra´zek 5: Diskretizace oblasti
3.3 Diskretizace oblasti
Pro zada´nı´ geometrie objektu byly zvoleny 4 body (A,B,C,D, kde A = [L, 0] , B =
[0, 0] , C = [0, H] , D = [D,H]), jak vidı´me na sche´maticke´m Obra´zku 5. Tyto body
definujı´ rozmeˇry svahu. Hranici svahu s budeme modelovat pomocı´ Be´zierovy krˇivky,
prˇipomenˇme si tedy prˇedpis, ktery´m je popsa´na Be´zierova krˇivka v na´sledujı´cı´m
Algoritmu 1. Vy´stupem algoritmu je vektor hodnot s bound odpovı´dajı´cı´ch hodnota´m
x1 sourˇadnic Be´zierovy krˇivky.
Algorithm 1 Algoritmus- Be´zierova krˇivka
function [s bound] = BezierDeCasteljau (P, u, n)
for k = 1 to n do
k = zeros (length (P )− 1, 2) ;
for i = length(P ) to : −1 : 2 do
Pi1k1 = P (i− 1, :);
Pik1 = P (i, :);
Pik = (1− u). ∗ Pi1k1 + u. ∗ Pik1;
Pk(i− 1, :) = Pik;
end for
P = Pk;
end for
s bound = P ;
3.4 ˇResˇenı´ pomocı´ MKP
Nasˇemu odvozene´mu slabe´mu rˇesˇenı´ odpovı´da´ formulace z knihy The Finite Element
Method in Engineering Science odO.C.Zienkiewicze - [2], takzˇe jsmemohli pouzˇı´t vzorce
18
z knihy, ktere´ si zde uvedeme. Budeme se zaby´vat rovinnou deformacı´, cozˇ najdeme v
knize pod na´zvem rovinne´ deformace (plane strain). Vyjdeˇme ze za´kladnı´ rovnice pro
posunutı´ (uva´dı´me i analogii se znacˇenı´m, ktere´ budeme pouzˇı´vat)(∫
[B]T [D] [B] d (vol)
)
{δ}e = {F}e ,
Ku = f,
kde F oznacˇuje objemovou sı´lu na elementu,B,D jsoumatice, jejichzˇ na´sobenı´m zı´ska´me
matici tuhosti, d (vol) oznacˇuje integraci prˇes objem a δe oznacˇuje posuvy na jednotlivy´ch
prˇı´slusˇny´ch uzlech v tomto smyslu
δe =


δi
δj
δm


=


ui
vi
uj
vj
um
vm


Budeme potrˇebovat zı´skat matice pro sestavenı´ globa´lnı´ matice tuhosti a vektor obje-
movy´ch sil, zde si uved’me odvozene´ vztahy z [2]. Vı´me, zˇe jsme v elementu e dane´ho
vrcholy v porˇadı´ proti smeˇru hodinovy´ch rucˇicˇek s indexy i, j,m, tedy ma´me troju´helnı´k
s uzly prˇı´slusˇny´mi elementu, cozˇ vidı´me na Obra´zku 6.
ae =


ai
aj
am


=


xi
yi
xj
yj
xm
ym


Nynı´ si oznacˇme nove´ koeficienty a, b, c, pomocı´ nichzˇ jsou pak odvozova´ny matice
B a D.
ai = xjym − xmyj
bi = yj − ym
ci = xm − xj
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a i a j
am
v j
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y
x
Obra´zek 6: Oznacˇeny´ element diskretizace
a ostatnı´mi koeficienty zı´skany´mi cyklickou permutacı´ indexu˚ porˇadı´ i,j,m.
2∆ = det
∣∣∣∣∣∣∣∣∣
1 xi yi
1 xj yj
1 xm ym
∣∣∣∣∣∣∣∣∣
.
Prˇipomenˇme zde, zˇe E je Youngu˚v modul pruzˇnosti a ν je smykovy´ modul
B = 12∆


bi 0 bj 0 bm 0
0 ci 0 cj 0 cm
ci bi cj bj cm bm

 .
D = E(1+ν)(1−2ν)


1− ν ν 0
ν 1− ν 0
0 0 (1−2ν)2

 .
Potom mu˚zˇeme definovat loka´lnı´ matici tuhosti na elementu e takto
k =


kii kij kim
kji kjj kjm
kmi kmj kmm

 ,
kde
[krs] = [Br]
T [D] [Bs] t∆
je submatice s indexy r, s = 1, 2, 3. To znamena´, zˇe kazˇda´ submatice ma´ cˇtyrˇi prvky, sub-
matic ma´me deveˇt, tedy loka´lnı´ matice tuhosti sesta´va´ z 36 prvku˚: k ∈ R6×6. Globa´lnı´
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matici tuhosti dostaneme dosazenı´m vsˇech devı´ti submatic loka´lnı´ matice tuhosti na po-
zice prˇı´slusˇne´ dany´m uzlu˚m.
Nynı´ se zaby´vejme objemovou silou. V nasˇı´ u´loze neuvazˇujeme zˇa´dne´ vneˇjsˇı´ vlivy ani
pocˇa´tecˇnı´ deformace cˇi napeˇtı´, takzˇe budeme bra´t v potaz distribuovane´ objemove´ sı´ly,
ktere´ vyja´drˇı´me na´sledujı´cı´ rovnicı´
{F}ep = −


Xi
Yi
Xj
Yj
Xm
Ym


∆
3
,
kde se objevuje 6 hodnot a kazˇda´ je prˇı´slusˇna´ jednomu elementu tak, jak jsme uvedli drˇı´ve
v porˇadı´ proti hodinovy´m rucˇicˇka´m jsou hodnoty po dvou pro kazˇdy´ uzel a vyjadrˇujı´
objemovou sı´lu v dane´ sourˇadnici.
3.5 Urcˇenı´ napeˇtı´ na elementech
Pro nasˇi optimalizacˇnı´ u´lohu budeme potrˇebovat vyja´drˇit mechanicke´ napeˇtı´ na elemen-
tech. To je mozˇno dopocˇı´tat po vyrˇesˇenı´ stavove´ u´lohy, jejı´mzˇ vy´stupem budou posuvy
pro kazˇdy´ uzel ve zvolene´ diskretizaci. Vyja´drˇit napeˇtı´ je mozˇno pomocı´ vy´sˇe defino-
vany´ch matic B,D a posuvu˚. Dostaneme vy´stup ve formeˇ vektoru se trˇemi prvky. Jejich
vy´znam definuje na´sledujı´cı´ rovnice
{σ} =


σx
σy
τxy


,
cozˇ odpovı´da´ napeˇtı´ ve smeˇru osy x, y a smykove´mu napeˇtı´ τxy. Vyja´drˇenı´ teˇchto napeˇtı´
je mozˇne´ pomocı´ rovnice
{σ} = [D] [B] {δ}e . (3.5.1)
To na´m da´va´ mozˇnost po vypocˇtenı´ stavove´ u´lohy zjistit napeˇtı´ na vybrany´ch
elementech- tento vy´pocˇet je mozˇne´ prova´deˇt loka´lneˇ pouze tam, kde na´s napeˇtı´
zajı´majı´. Tato skutecˇnost bude podstatna´ pro nasˇi optimalizacˇnı´ u´lohu, kterou budeme
zkoumat v pozdeˇjsˇı´ch kapitola´ch.
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4 ˇResˇenı´ pomocı´ multigridnı´ metody
4.1 Diskretizace
Podobu diskretizovane´ oblasti jsme do te´to chvı´le meˇli uvedenou jen pro prˇedstavu. Je
vsˇak du˚lezˇite´ takovou diskretizaci utvorˇit s ohledem na potrˇeby numericke´ metody. Na
Obra´zku 7 vidı´me, jak vypada´ konkre´tnı´ triangulace na nejhrubsˇı´ sı´ti, kterou budeme
pouzˇı´vat. Vsˇimneˇme si take´ oznacˇenı´ uzlu˚- ty jsou popsa´ny cˇı´sly modre´ barvy a sa-
motne´ elementy jsou oznacˇeny cˇı´slem cˇervene´ barvy. Mu˚zˇeme si take´ uka´zat jemneˇjsˇı´
sı´t’. I hranice svahu, kterou jsme si drˇı´ve nazvali s tı´mto bude take´ hladsˇı´. Je to da´no tı´m,
zˇe hranice je propocˇı´ta´va´na adaptivneˇ pomocı´ parametru˚ zadany´ch metodeˇ, ktera´ po-
mocı´ Be´zierovy krˇivky napocˇı´ta´ body na hranici. Po dosazenı´ pozˇadovany´ch bodu˚ vsˇak
zı´ska´me po cˇa´stech linea´rnı´ krˇivku. Na Obra´zku 8 tak vidı´me, jak vypada´ oblast vygene-
rovana´ s jemneˇjsˇı´m krokem.
Takto lze diskretizovat oblast pro numerickou metodu s takovy´m jemny´m diskre-
tizacˇnı´m krokem h, jaky´ budeme pozˇadovat. Diskretizacˇnı´m krokem rozumı´me diskreti-
zaci na hranici Γ1, pak diskretizace na cele´m zbytku oblasti je prˇizpu˚sobena rozmeˇru˚m
oblasti. Na za´kladeˇ takove´ triangulace si prˇipravı´me matici tuhostiK a pak vektor prave´
strany f . Takova´ soustava by se dala rˇesˇit pomocı´ prˇı´me´ metody, jako je naprˇı´klad Gaus-
sova eliminacˇnı´ metoda. Ta je vsˇak pro nasˇe potrˇeby prˇı´lisˇ pomala´, patrˇı´ totizˇ do trˇı´dy
slozˇitosti O
(
n3
)
. Proto budeme na´sˇ proble´m rˇesˇit pomocı´ iteracˇnı´ metody, ktera´ na´m po-
skytne rˇesˇenı´ se zadanou prˇesnostı´, ale s nizˇsˇı´mi cˇasovy´mi i pameˇt’ovy´mi na´roky.
4.2 Richardsonova metoda
Budeme se nynı´ zaby´vat Richardsonovou iteracˇnı´ metodou. Richardsonova iteracˇnı´ me-
toda rˇesˇı´ soustavu
Ku = f,
kde vektor u prˇedstavuje hledane´ rˇesˇenı´.
Pro vlastnı´ vektory yi tvorˇı´cı´ ortonorma´lnı´ ba´zı´ R
n a vlastnı´ cˇı´sla λi, kde
i = (1, 2, . . . n) , n ∈ N platı´
Kyi = λiyi,
‖yi‖ = 1,
0 < λ1 < λ2 < . . . < λn = λmax.
Pro jednoznacˇnost rˇesˇenı´ je nutne´, aby maticeK byla symetricka´ pozitivneˇ definitnı´ ma-
tice rˇa´du Rn×n, n ∈ N. Prˇedpis te´to iteracˇnı´ metody je ve tvaru
u(k+1) = u(k) + ω
(
f −Ku(k)
)
, ω > 0.
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Obra´zek 7: Nejhrubsˇı´ mozˇna´ diskretizace oblasti
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4.3 Konvergence Richardsonovy metody
Oznacˇme si chybu v kazˇde´ k-te´ iteraci e(k), pro nı´ pak platı´ vztah
e(k) := f −Ku(k).
Takzˇe pak lze psa´t
e(k+1) = f −Ku(k+1) = f −K
[
u(k) + ω
(
f −Ku(k)
)]
=
= e(k) − ωKe(k) = e(k) (I − ωK) .
Porovnejme nynı´ podı´l chyby v k. a k + 1. iteraci.∥∥e(k+1)∥∥∥∥e(k)∥∥ ≤ ‖I − ωK‖ = max |σ˙ (I − ωK)|︸ ︷︷ ︸
spektrumI−ωK
= max
i
|1− ωλi|
a aby docha´zelo ke konvergenci iteracˇnı´ metody, pozˇadujeme
max
i
|1− ωλi| < 1
Chceme zna´t hornı´ odhad cˇı´sla ω, proto si oznacˇme ωmax jako nejveˇtsˇı´ koeficient. Pro
ωmax platı´
|1− ωmaxλmax| < 1 ⇒ − (1− ωmaxλmax) < 1
Takzˇe platı´
ωmax <
2
λmax
.
Proto volı´me
ω =
2
Λ
,Λ > λmax.
Pak Λ lze volit naprˇı´klad z Gersˇgorinovy veˇty takto (pro rˇı´dke´ matice ma´ tento vy´pocˇet
slozˇitost O (n))
Λ =

aii +
n∑
j=1;j 6=i
|aij | ; i ∈ {1, 2, . . . , n}

 .
Pro odhad vlastnı´ch cˇı´sel mu˚zˇeme take´ pouzˇı´t knihovnı´ funkci eig z Matlabu. Pokusme
se najı´t nejlepsˇı´ volbu ω, oznacˇme ji ωopt a platı´ pro nı´
1− ωoptλmin = − (1− ωoptλmax)
2 = (λmin + λmax)ωopt
ωopt =
2
λmin + λmax
.
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4.4 Rychlost konvergence
max
i
|1− ωoptλi| = 1− ωoptλmin = 1−
2λmin
λmin + λmax
=
=
λmin + λmax − 2λmin
λmin + λmax
=
λmax − λmin
λmin + λmax
1
λmin
1
λmin
=
=
λmax
λmin
− 1
λmax
λmin
+ 1
=
κ (K)− 1
κ (K) + 1
,
kde κ (K) je cˇı´slo podmı´neˇnosti maticeK. Tedy pro velke´ soustavy bude metoda konver-
govat velmi pomalu, jelikozˇ pra´veˇ tyto majı´ velika´ cˇı´sla podmı´neˇnosti.
Bud’
ek =
n∑
i=1
ξki yi,
ek+1 =
n∑
i=1
ξk+1i yi.
Dle prˇedpokladu˚ o usporˇa´da´nı´ vlastnı´ch cˇı´sel musı´ platit∣∣∣ξk+1i ∣∣∣∣∣ξki ∣∣ < 1.
Nynı´ si rozepisˇme chybu ktera´ vznikne v k+1. iteraci a vyna´sobme j. vlastnı´m vektorem
ek+1 = ek (I − ωK) ,(
ek+1
)T
yj =
(
ek
)T
(I − ωK)T yj .
Po rozepsa´nı´ chyby jako linea´rnı´ch kombinacı´ ba´zovy´ch vektoru˚ yi, i = {1, 2, . . . , n} , n ∈
N a vyuzˇitı´ vlastnosti skala´rnı´ho soucˇinu vektoru˚, ktere´ patrˇı´ do totozˇne´ho orto-
norma´lnı´ho syste´mu dostaneme
n∑
i=1
ξk+1i y
T
i yj︸ ︷︷ ︸
ξk+1j
=
n∑
i=1
ξki y
T
i (I − ωK)
T yj︸ ︷︷ ︸
yj−ωKyj=(1−ωλj)yj
ξk+1j =
∑
i
ξki y
T
i (1− ωλj) yj
ξk+1j = ξ
k
j (1− ωλj) ,
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proto ∣∣∣ξk+1j ∣∣∣∣∣∣ξkj ∣∣∣ = |1− ωλj | .
Z prˇedesˇle´ho vztahu je patrne´, zˇe je-li j = n, je konvergence nejlepsˇı´ a naopak, je-li j = 1,
je konvergence nejhorsˇı´. Slozˇky odpovı´dajı´cı´ velky´m indexu˚m vlastnı´ch cˇı´sel reprezen-
tujı´ vysoke´ frekvence rezidua. Z tohoto plyne, zˇe Richardsonova metoda efektivneˇ elimi-
nuje vysoke´ frekvence, kdezˇto u nizˇsˇı´ch frekvencı´, odpovı´dajı´cı´ nı´zky´m vlastnı´m cˇı´slu˚m,
docha´zı´ k velmi pomale´ konvergenci rezidua.
4.5 Metoda multigrid
Na´pad te´to metody tkvı´ v tom, zˇe jestli Richardsonova metoda tlumı´ dobrˇe pouze vysˇsˇı´
frekvence rezidua, potom by bylo vy´hodne´ tuto metodu v ra´mci jednoho proble´mu apli-
kovat rekurzivneˇ na cele´ hierarchii diskretizacˇnı´ch kroku˚. Jestlizˇe Richardsonova metoda
rychle odstranı´ z rezidua oscilace u´meˇrne´ diskretizaci h, pak pro na´s bude vy´hodne´ mı´t
teˇchto sı´tı´ velky´ pocˇet a tı´m zajistı´me rychlou konvergenci sˇiroke´ho frekvencˇnı´ho spek-
tra rezidua. Je pouze potrˇeba uve´st zpu˚sob, jaky´m lze prˇecha´zet mezi sı´teˇmi. Bude se
jednat o tzv. interpolaci a prolongaci vektoru rezidua a take´ matice tuhosti. K interpo-
laci docha´zı´ prˇi prˇechodu z jemneˇjsˇı´ sı´teˇ na hrubsˇı´ a naopak, prˇi prˇechodu z hrubsˇı´ na
jemneˇjsˇı´ sı´t, mluvı´me o prolongaci. Na Obra´zku 9 vidı´me ve zjednodusˇene´ podobeˇ, jak
probı´ha´ vy´pocˇet metody multigrid na peˇti u´rovnı´ch. Takovy´ vy´pocˇet se da´ sche´maticky
zapsat do tvaru pı´smene V. Vy´pocˇet zacˇı´na´ na nejjemneˇjsˇı´ sı´ti neˇkolika iteracemi (m ite-
racı´) Richardsonovy metody a pote´ je vy´sledek interpolova´n na hrubsˇı´ diskretizaci a
opeˇt je provedeno m iteraci Richardsonovy metody, azˇ se takto dostaneme na hrubou
sı´t’, tam je jizˇ levne´ prove´st vy´pocˇet prˇı´mou metodou a opeˇt se vracı´me zpeˇt na jemneˇjsˇı´
u´rovneˇ, kde vy´sledek prolongujeme a znova provedeme m iteracı´ Richardsonovy me-
tody na kazˇde´ u´rovni. Jestlizˇe sestupujeme v tomto vy´pocˇtu v tzv. V-cyklu z jemneˇjsˇı´ na
hrubsˇı´ sı´t’, mluvı´me o tzv. presmoothingu- prˇedhlazova´nı´ a naopak, postupujeme-li ve
vy´pocˇtu z hrubsˇı´ na jemneˇjsˇı´ sı´teˇ, je rˇecˇ o postsmoothingu- opeˇtovne´ vyhlazova´nı´.
Ukazˇme si algoritmus multigridu na Algoritmu 2.
Jak prˇecha´zet mezi u´rovneˇmi diskretizacı´? Prolongacˇnı´ matice I slouzˇı´ k prˇechodu
z diskretizace hi na hi+1, prˇicˇemzˇ platı´ hi =
1
ni−1
;hi+1 =
1
ni+1−1
, hi = 2hi+1, i ∈ N,
pak ma´ prolongacˇnı´ matice dimenzi I ∈ Rni+1×ni . Bud’ pro diskretizace hi a hi+1 matice
tuhosti Kni ,Kni+1 a rezidua pro kazˇdou u´rovenˇ rni ,rni+1 . Pak platı´ (≈ znacˇı´ spektra´lneˇ
ekvivalentnı´)
Kni ≈ ITKni+1I,
rni = IT rni+1 .
26
level=5
MG
MG
MG
MG MG
MG
MG
MG
GEM
h
h
h
h
1h
2
4
5
3
Obra´zek 9: V cyklus metody multigrid
Algorithm 2 Algoritmus Multigridu
Multigrid
(
l, r0
)
rl = r0
if l=1 then
ul = K l
−1
rl
else
for i = 1 tom do
ul = ul + ωlrl
rl = rl − ωKr
end for
rl−1 :=
(
I l
)T
rl
vl = Multigrid
(
l − 1, rl−1
)
ul := ul + I lvl−1
rl := rl −K lI lvl−1
for i = 1 tom do
ul = ul + ωlrl
rl := rl − ωKr
end for
end if
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Je potom rozumne´ vytvorˇit si celou informaci o datech potrˇebny´ch pro vy´pocˇet
multigridu, struktury matic a vektoru˚, a tyto pak uchova´vat v globa´lnı´ch polı´ch a
posle´ze spustit samotny´ vy´pocˇet multigridnı´ metody, ktera´ jizˇ sama bude tyto struktury
pouzˇı´vat. Klasicka´ prˇı´prava teˇchto struktur pro u´rovenˇ l multigridnı´ metody ma´ tvar
Algorithm 3 Tvorba hierarchie struktur dat pro metodu multigrid
vytvorˇ prvnı´ sı´t’⇒ uzly, hrany, prvky, interpolace
sestav matice tuhosti, prave´ strany, odhadni omega⇒ K, f, ω
for i = 2 to l do
vytvorˇ druhou sı´t’ pomocı´ prˇedchozı´⇒ uzly, hrany, prvky, interpolace
sestav matice tuhosti, prave´ strany, odhadni omega⇒ K, f, ω
end for
V tomto algoritmu nedocha´zelo ke trˇı´deˇnı´. Nemeˇli jsme informaci o tom, ktery´ rˇa´dek
interpolacˇnı´ matice by mohl odpovı´dat ktere´mu uzlu v diskretizaci. V implementaci se
vyuzˇilo jiste´ vlastnosti geometrie oblasti, kterou jsme diskretizovali, v du˚sledku cˇehozˇ
bylo mozˇno doprˇedu zna´t strukturu kazˇde´ dalsˇı´ sı´teˇ a bylo mozˇno prˇı´mo trˇı´dit vsˇechna
data tak, aby byla umı´steˇna v polı´ch logicky po sobeˇ jdoucı´ch jako v pu˚vodnı´ diskretizaci.
4.6 Geometrie oblasti
Budeme tedy potrˇebovat jesˇteˇ dalsˇı´ sı´teˇ kromeˇ jedne´ pu˚vodnı´, takove´, ktere´ budou mı´t
kazˇdou hranu rozdeˇlenou napu˚l, z nı´zˇ na´sledneˇ vznikne novy´ uzel a zacˇlenı´ se do exis-
tujı´cı´ triangulace. Tyto nove´ sı´teˇ bude vyuzˇı´vat algoritmus multigridu pro svu˚j hierar-
chicky´ vy´pocˇet na vı´ce sı´tı´ch. Nynı´ si vystacˇı´me s informacı´, zˇe potrˇebujeme novou sı´t’.
Nova´ pozˇadovana´ sı´t’ pro tu, kterou jsme si jizˇ uvedli na Obra´zku 7, bude vypadat tak,
jak vidı´me na Obra´zku 10. Je mozˇno vsˇimnout si odlisˇnosti vu˚cˇi sı´ti, kterou jsme si drˇı´ve
uvedli na Obra´zku 8. Tato odlisˇnost je da´na tı´m, zˇe vzˇdy najdeme nove´ uzly v polovineˇ
hran. Proto nedosahujeme takove´ jemnosti na hranici s. Je mozˇno si vsˇimnout jine´ struk-
tury triangulace uvnitrˇ oblasti, cozˇ je du˚sledkem hleda´nı´ novy´ch uzlu˚ v polovineˇ hran
mezi uzly prˇedchozı´ triangulace (te´, ktera´ je o u´rovenˇ nı´zˇe, tedy s hrubsˇı´ triangulacı´).
Chceme-li tedy veˇtsˇı´ detaily, musı´ by´t inicia´lnı´ sı´t’ pro metodu multigrid jemneˇjsˇı´, avsˇak
je vhodne´ myslet na to, zˇe pra´veˇ na te´to nejhrubsˇı´ sı´ti probeˇhne GEM vy´pocˇet, takzˇe by
nemeˇla by´t azˇ prˇesprˇı´lisˇ jemneˇ volena´.
Klasicky´ algoritmus multigridu jsme si jizˇ uvedli. V tomto prˇı´padeˇ se vsˇak dalo
vsˇimnout urcˇite´ vlastnosti, ktera´ povede k deterministicke´mu vy´pocˇtu nove´ sı´teˇ vcˇetneˇ
trˇı´deˇnı´. Budeme se na nasˇi diskretizovanou oblast dı´vat jako na graf. Bud’ tedy nasˇe
diskretizovana´ oblast graf G a jeho uzly necht’ jsou vrcholy vi, i = 1 . . . n, n ∈ N.
Da´ se vsˇimnout, zˇe v grafu se vyskytujı´ vzˇdy vrcholy stejny´ch stupnˇu˚. Stupneˇ vi
(oznacˇme deg (vi)) mohou by´t 2, 3, 4, 6 a zˇa´dne´ jine´ se v tomto grafu neobjevı´. Zapisˇme si
pro ru˚zne´ diskretizacˇnı´ kroky (jako diskretizacˇnı´ krok budeme cha´pat vzda´lenost vrcholu˚
nad sebou na hranici Γ4, tedy de´lku svisle´ hrany, de´lky ostatnı´ch hran jsou adaptivneˇ
dopocˇı´ta´va´ny). Tyto pocˇty vrcholu˚ pro kazˇdy´ jednotlivy´ stupenˇ vrcholu vi si uvedeme
na´sledujı´cı´ Tabulkou 1. Protozˇe vı´me, zˇe v kazˇde´m rˇa´dku bude stejny´ pocˇet vrcholu˚,
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Obra´zek 10: Jemneˇjsˇı´ diskretizace oblasti generovana´ metodou multigrid
diskretizacˇnı´ krok stupenˇ 2 stupenˇ 3 stupenˇ 4 stupenˇ 6
0.5 2 2 4 1
0.25 2 2 12 9
0.125 2 2 28 49
Tabulka 1: Pocˇet uzlu˚ v grafu v za´vislosti na stupni vrcholu
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diskretizacˇnı´ krok stupenˇ 2 stupenˇ 3 stupenˇ 4 stupenˇ 6
h 2 2 4 (n− 2) (n− 2)2
Tabulka 2: Pocˇet uzlu˚ v grafu v za´vislosti na stupni vrcholu- obecne´ vztahy
diskretizacˇnı´ krok H V S
0.5 6 6 4
0.25 20 20 16
0.125 72 72 64
Tabulka 3: Mnozˇstvı´ hran v grafu v za´vislosti na h
takte´zˇ i ve sloupci, rˇekneme tedy, zˇe vrcholu˚ bude n2. Takzˇe pro diskretizacˇnı´ krok h
bude platit h = 1
n−1 . Potom lze obecneˇ vyja´drˇit pocˇet vrcholu˚ kazˇde´ho stupneˇ jako v Ta-
bulce 2. Oznacˇme si hr (G) jako pocˇet hran v grafu G. Za´kladnı´ veˇta z teorie grafu na´m
rˇı´ka´, zˇe pro kazˇdy´ graf G platı´
2hr (G) =
n∑
i=1
deg (vi) .
Pouzˇijme tedy tuto veˇtu a dosad’me nasˇe hodnoty
2hr (G) = 2.2 + 2.3 + 4.4. (n− 2) + 6. (n− 2)2 ,
dostaneme pak po u´prava´ch
hr (G) = 3n2 − 4n+ 1.
Takzˇe cˇı´slo hr (G) na´m oznacˇuje, kolik je hran v nasˇem grafu G. Dalsˇı´m pohledem na
nakreslenı´ grafu G lze zjistit, zˇe existuje take´ vztah mezi pocˇtem hran, ktere´ si specia´lneˇ
oznacˇı´me jako horizonta´lnı´- podstava troju´helnı´ku v triangulaci (ozn. H), vertika´lnı´
(ozn. V) a sˇikme´- prˇepona troju´helnı´ku triangulace (ozn. S). Toto na´zvoslovı´ je jasne´
prˇı´mo z pohledu na diskretizovanou oblast prˇedstavujı´cı´ graf G. Tyto pocˇty jednotlivy´ch
hran na´m poslouzˇı´ pro trˇı´deˇnı´ hran v polı´ch, pro nasˇi jednodusˇsˇı´ orientaci. V poli se
bude nejdrˇı´ve udrzˇovat pole H hran, pak V a nakonec budou hrany S. Abychom tak ale
mohli ucˇinit, potrˇebujeme veˇdeˇt, kolik ktery´ch hran bude pro urcˇity´ diskretizacˇnı´ krok.
Tyto pocˇty ma´me v Tabulce 3 uvedeny.
Opeˇt lze dojı´t k obecneˇjsˇı´m vztahu˚m v Tabulce 4. Pro kontrolu vy´sledek secˇteme
a porovna´me s hodnotou hr (G)
n2 − n+ n2 − n+ n2 − 2n+ 1 = 3n2 − 4n+ 1,
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diskretizacˇnı´ krok H V S
h n2 − n n2 − n n2 − 2n+ 1.
Tabulka 4: Mnozˇstvı´ hran v grafu
H H H H H H H H H H H H H H H H H H H H
V V V V V V V V V V V V V V V V V V V V
S S S S S S S S S S S S S S S S
H H H H H
V V V V V
S S S S
H
Vh=0.5
h= 0.25
Obra´zek 11: Vizualizace ulozˇenı´ dat
cozˇ je prˇesneˇ hodnota hr (G). Takzˇe ma´me informaci o tom, kolik bude na´sˇ graf G ob-
sahovat hran H, V a S. To je velmi podstatne´ pro alokaci polı´ pro jemneˇjsˇı´ diskretizace,
jiny´mi slovy, jsme schopni doprˇedu urcˇit, jak velka´ pole budeme potrˇebovat pro kon-
strukce dalsˇı´ch sı´tı´ pro potrˇeby metody multigrid (je totizˇ obvykle drahe´ prˇealokova´vat
pole, prˇı´padneˇ data zbytecˇneˇ kopı´rovat). Prˇi plneˇnı´ teˇchto polı´ je vsˇak trˇeba dba´t na
to, abychom ukla´dali data tak, aby byla sta´le setrˇı´deˇna´ a tı´m pa´dem si necha´vali pro-
stor i pro noveˇ vzniknuvsˇı´ uzly, hrany a elementy, prˇı´padneˇ pole elementu˚ urcˇene´ho
pomocı´ hran. Graficky si takove´ usporˇa´da´nı´ lze prˇedstavit naprˇı´klad pomocı´ Obra´zku
11. Oranzˇoveˇ jsou vyznacˇeny objekty, ktere´ zu˚stanou totozˇne´ (tedy v tom smyslu, zˇe se
pouze rozdeˇlı´ na dveˇ cˇa´sti a prˇemı´stı´ do jiny´ch pozic v poli prˇı´slusˇny´ch umı´steˇnı´ v grafu)
a hrany s bı´ly´m pozadı´m vzniknou noveˇ. Tento prˇı´pad je rea´lnou ilustracı´ konkre´tnı´ho
trˇı´deˇnı´, prˇesny´ za´pis by byl velmi neprˇehledny´, proto zde ma´me jen sche´maticky´ na´znak.
Mozˇnostı´, jak ukla´dat takove´ struktury dat je vı´ce, za´lezˇı´ na pocˇa´tecˇnı´m rozvrzˇenı´, ktere´
je idea´lnı´ zachovat sta´le stejne´. Je take´ zrˇetelne´, zˇe nejprve jsou ulozˇeny setrˇı´deˇne´ hrany
H, pak V a nakonec jsou v poli hran hrany S, takzˇe vzˇdy je mozˇno prˇesneˇ vypocˇı´tat, kde
najdeme vybranou hranu z grafu.
4.6.1 Efektivnı´ sestavenı´ matice tuhosti
Dalsˇı´ podstatnou ota´zkou bylo, jak sestavit matici tuhosti efektivneˇ. Du˚vodem byla doba
vyskla´da´nı´ matice tuhosti, ta byla prˇı´lisˇ vysoka´ a byl nalezen prostor pro zefektivneˇnı´ to-
hoto procesu. Bylo vyuzˇito faktu, zˇe v Matlabu se ulozˇenı´ matice realizuje vektoroveˇ.
To znamena´, zˇe matice, je v pameˇti zapsa´na jako vektor. Kuprˇı´kladu, budeme-li mı´t
cˇtvercovou matici rˇa´du 3, bude v pameˇti ulozˇena jako vektor de´lky 9. V nasˇem prˇı´padeˇ
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pracujeme s maticı´ tuhostiK ∈ R2∗n×2∗n, kde n je pocˇet uzlu˚ diskretizace. Rozmeˇr je da´n
reprezentacı´ dat ve vektorech, kdy pro tento 2D proble´m je na pozici i x slozˇka a na pozici
i+ 1 y slozˇka. Proto bude loka´lnı´ matice tuhosti k ∈ R6×6.
Algorithm 4Matice tuhosti - klasicky´ algoritmus
n pocˇet nezna´my´ch
vytvorˇ rˇı´dkou maticiK ∈ R2∗n×2∗n
for i = 1 to n do
vytvorˇ k ∈ R6×6
prˇirˇad’ K + k (zname´nko plus je zde pouze symbolicke´ prˇirˇazenı´ prˇı´slusˇny´ch dat z
loka´lnı´ matice tuhosti do globa´lnı´ matice tuhosti)
end for
Je evidentnı´, zˇe se prova´dı´ velmi mnoho prˇı´stupu˚ do globa´lnı´ matice tuhosti,
konkre´tneˇ 9 prˇı´stupu˚ (to protozˇe ma´me loka´lnı´ matici s 36 prvky, a kazˇde´ 4 prvky
lze do globa´lnı´ matice ulozˇit najednou, ne vsˇak vı´ce- pomocı´ blokove´ho sche´matu
uvedene´ho v kapitole 3.4). Pouzˇitı´m efektivnı´ho sestavenı´ rˇı´dke´ matice v Matlabu
lze tyto prˇı´stupy zcela eliminovat a v pru˚beˇhu jen konstruovat trˇi vektory, pomocı´
nichzˇ prˇı´kazem v Matlabu rˇı´dkou matici seskla´da´me mnohem rychleji. Tento zpu˚sob
pracuje tak, zˇe si vytvorˇı´me trˇi pole [vi, vj, vs]. Meˇjme prvek p, v poli vi udrzˇujeme
informaci o jeho i. indexu v matici, v poli vj informaci o j. indexu v matici a vektor vs
obsahuje samotnou hodnotu. Sestavenı´ pomocı´ teˇchto vektoru˚ provedeme prˇı´kazem
K = sparse(vi, vj, vs, 2 ∗ n, 2 ∗ n). Kromeˇ trˇı´ vektoru˚ jako argumentu˚ vidı´me jesˇteˇ
dveˇ hodnoty, ty odpovı´dajı´ pozˇadovany´m rozmeˇru˚m matice, je totizˇ lepsˇı´ uve´st toto
apriorneˇ, aby metoda sparse meˇla lepsˇı´ informaci pro konstrukci globa´lnı´ matice. Nynı´
si jesˇteˇ mu˚zˇeme uve´st upraveny´ algoritmus sestavenı´ globa´lnı´ matice tuhosti. Hlavnı´
prˇednost tohoto za´pisu tkvı´ pouze v tom, zˇe loka´lnı´ matici tuhosti majı´cı´ 36 prvku˚
prˇecˇteme jako vektor a kazˇde´mu prvku prˇirˇadı´me pozˇadovane´ sourˇadnice v globa´lnı´
matici tuhosti. Tı´m prˇispeˇjeme k nativnı´mu prˇı´stupu Matlabu- k reprezentaci matic
pomocı´ vektoru˚.
Algorithm 5Matice tuhosti - efektivnı´ algoritmus
n pocˇet nezna´my´ch
for i = 1 to n do
vytvorˇ k ∈ R6×6
aktualizuj vi, vj, vs.
end for
K = sparse(vi, vj, vs, 2 ∗ n, 2 ∗ n)
V Tabulce 5 ma´me uvedeno, kolik uzlu˚ a kolik elementu˚ prˇı´slusˇı´ kazˇde´ u´rovni mul-
tigridu, kdy inicia´lnı´ krok byl zvolen h = 0.5. Konkre´tnı´ vy´sledne´ hodnoty cˇasu˚ pro
sestavenı´ globa´lnı´ch matic tuhosti si uka´zˇeme v na´sledujı´cı´ Tabulce 6. Meˇrˇenı´ probı´hala
na notebooku s procesorem Intel Core Duo 1600Mhz. Pro kazˇdy´ cˇas probeˇhlo 30 meˇrˇenı´ a
vy´sledek je pru˚meˇr nameˇrˇeny´ch hodnot. Pro lepsˇı´ na´zornost jsou tyto hodnoty zaneseny
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level 1 level 2 level 3 level 4 level 5 level 6 level 7 level 8
uzly 8 25 81 289 1089 4225 16641 66049
elementy 9 32 128 512 2048 8129 32768 131072
Tabulka 5: Pocˇet uzlu˚ a elementu˚ pro kazˇdou u´rovenˇ s inicia´lnı´m krokem h = 0.5
algoritmus level 1 level 2 level 3 level 4 level 5 level 6 level 7 level 8
klasicky´ alg. 0.0020 0.0057 0.0190 0.0720 0.2929 1.3009 7.4591 53.2142
efektivnı´ alg 0.0017 0.0042 0.0129 0.0455 0.1831 0.8962 4.9093 30.8658
Tabulka 6: Nameˇrˇene´ cˇasy sestavenı´ matic tuhosti v sekunda´ch
v grafech. Na Obra´zku 12 vidı´me jak rostou potrˇebne´ cˇasy k sestavenı´ globa´lnı´ch matic
tuhosti v kazˇde´m zanorˇenı´ multigridu. Cˇerveneˇ oznacˇeny´ je efektivnı´ algoritmus, zele-
nou barvou je pak oznacˇen klasicky´ prˇı´stup konstrukce. Tento graf na´m sice uka´zal,
jak naru˚sta´ potrˇebny´ cˇas pro kazˇdou u´rovenˇ zanorˇenı´ multigridu a pro oba zpu˚soby
implementace, ale podstatneˇjsˇı´ pro na´s bude Tabulka 7 doplneˇna´ o graf na Obra´zku
13, ktery´ ukazuje, jak efektivneˇjsˇı´ prˇı´stup zı´ska´va´ vy´hodu pro sestavenı´ velky´ch matic.
Na Obra´zku 13 vidı´me, zˇe jsme oznacˇili vy´pocˇetnı´ cˇas neupravene´ho sestavenı´ matice
zeleneˇ, cozˇ odpovı´da´ 100% a cˇervene´ hodnoty odpovı´dajı´ % cˇasu z celkovy´ch 100%,
ktere´ho je potrˇeba pro sestavenı´ matice optimalizovany´m algoritmem. Je dobrˇe videˇt
na´ru˚st vy´hody efektivnı´ho prˇı´stupu. Jiny´mi slovy, je podstatne´ se zamyslet nad imple-
mentacı´, lze tak usˇetrˇit pomeˇrneˇ dost cˇasu prˇi rˇesˇenı´ dane´ metody.
algoritmus level 1 level 2 level 3 level 4 level 5 level 6 level 7 level 8
klasicky´ alg. 100% 100% 100% 100% 100% 100% 100% 100%
efektivnı´ alg 83% 73% 68% 63% 62% 69% 66% 58%
Tabulka 7: Procentua´lnı´ pomeˇr nameˇrˇeny´ch cˇasu˚ sestavenı´ matic tuhosti
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Obra´zek 12: Potrˇebne´ cˇasy na sestavenı´ matic tuhosti v kazˇde´ u´rovni multigridu
algoritmus level 1 level 2 level 3 level 4 level 5 level 6 level 7 level 8
klasicky´ alg. 0.0020 0.0057 0.0188 0.0710 0.2883 1.2797 7.4056 53.1170
efektivnı´ alg 0.0016 0.0037 0.0109 0.0379 0.1529 0.7772 4.4530 29.2189
Tabulka 8: Nameˇrˇene´ cˇasy sestavenı´ matic tuhosti- upraveny´ algoritmus v sekunda´ch
Byla provedena jesˇteˇ jedna u´prava v obou algoritmech. V tomto konkre´tnı´m prˇı´padeˇ
dosˇlo k jine´mu postupu prˇi vy´pocˇtu loka´lnı´ matice tuhosti. Prˇedchozı´ postup byl
vypocˇten s ohledem na sche´maticky´ vy´pocˇet podle [2], tj. po submaticı´ch. Nyneˇjsˇı´
u´prava spocˇı´vala v jine´m sche´matu na´sobenı´ matic, tj. mı´sto na´sobenı´ po submaticı´ch
byla loka´lnı´ matice tuhosti vypocˇtena najednou, cozˇ postavilo efektivnı´ algoritmus
jesˇteˇ do veˇtsˇı´ vy´hody. V klasicke´m algoritmu se tato u´prava projevila jen velmi ma´lo.
Ukazˇme si nameˇrˇene´ hodnoty na na´sledujı´cı´ Tabulce 8 (podmı´nky meˇrˇenı´ byly naprosto
stejne´ jako u prˇedchozı´ho meˇrˇenı´ a zmeˇny v algoritmu sestavenı´ byly provedeny v obou
prˇı´padech). Opeˇt v rˇecˇi procent si vy´sledky prˇepı´sˇeme do Tabulky 9. Vy´sledek vidı´me
na Obra´zku 14, kde zelenou barvou jsme oznacˇili 100% cˇasu odpovı´dajı´cı´ sestavenı´
klasicky´m algoritmem a cˇerveneˇ pak % cˇasu z celkovy´ch 100%, ktere´ho je potrˇeba
pro sestavenı´ matice optimalizovany´m algoritmem. Vidı´me znatelny´ na´rust vy´hody
takove´to u´pravy. V kapitole ty´kajı´cı´ se tvarove´ optimalizace zjistı´me, zˇe toto je podstatny´
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Obra´zek 13: Procentua´lnı´ vyja´drˇenı´ potrˇebne´ho cˇasu sestavenı´ matic
algoritmus level 1 level 2 level 3 level 4 level 5 level 6 level 7 level 8
klasicky´ alg. 100% 100% 100% 100% 100% 100% 100% 100%
efektivnı´ alg 77% 65% 58% 53% 53% 61% 60% 55%
Tabulka 9: Procentua´lnı´ pomeˇr nameˇrˇeny´ch cˇasu˚ sestavenı´ matic tuhosti- upraveny´ algo-
ritmus
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Obra´zek 14: Procentua´lnı´ vyja´drˇenı´ potrˇebne´ho cˇasu sestavenı´ matic-u´prava
krok, protozˇe takovy´chto sestavenı´ matic budeme potrˇebovat rˇa´doveˇ desı´tky, mozˇna´ i
stovky. Stacˇı´ si tedy v rˇa´du teˇchto cˇı´sel vyna´sobit pouhy´ rozdı´l (cozˇ je 1,65 sekund) mezi
u´pravou efektivnı´ho algoritmu a efektivnı´m algoritmem bez u´pravy. Bez efektivnı´ho
prˇı´stupu bychom cˇekali na vyrˇesˇenı´ jedne´ stavove´ u´lohy (v prˇı´padeˇ nejveˇtsˇı´ho zde
uvedene´ho zanorˇenı´) o 24 sekund de´le, cozˇ v na´sledne´ aplikaci v optimalizacˇnı´ u´loze
mohou by´t minuty nebo desı´tky minut.
4.6.2 ´Uprava interpolacˇnı´ matice
V pru˚beˇhu vy´pocˇtu multigridnı´ metodou nastane proble´m prˇi prˇepocˇtu reziduı´ mezi
u´rovneˇmi. Tento proble´m se ty´ka´ interpolacˇnı´ matice. Konkre´tnı´ proble´m je, zˇe tato
matice tak, jak ji korektneˇ zadefinujeme vsˇak nerespektuje dirichletovske´ okrajove´
podmı´nky. Prˇi restrikci tedy dojde k tomu, zˇe tam, kde by meˇlo by´t ponecha´no nulove´
reziduum plynoucı´ z okrajovy´ch podmı´nek, tak na tuto pozici jsou zaneseny rezidua z
okolnı´ch uzlu˚. Zapisˇme vsˇe v prˇı´kladu, aby tento jev byl zrˇetelneˇjsˇı´.
Necht’ ma´me dveˇ diskretizace pro level 1 (nejhrubsˇı´ mozˇna´ diskretizace) a level 2. U´rovni
level 1 odpovı´da´ matice tuhosti AH ∈ R
18×18 a aktua´lnı´ prˇiblı´zˇenı´ rˇesˇenı´ uH ∈ R
18,
podobneˇ pro level 2 ma´me k dispozici matici tuhosti Ah ∈ R
50×50 a aktua´lnı´ prˇiblı´zˇenı´
rˇesˇenı´ uh ∈ R
50. Meˇjme potom interpolaci I ∈ R50×18, pro restrikci pak tuto matici stacˇı´
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transponovat. Pak platı´:
Ah ≈ IAH ,
AH ≈ I
TAh,
uh = IuH ,
uH = I
Tuh.
Tyto za´pisy jsou obecneˇ v porˇa´dku. V nasˇem prˇı´padeˇ ale nastal proble´m prˇi restrikci
rˇesˇenı´ v multigridnı´ metodeˇ. Jedina´ nutna´ zmeˇna tkvı´ v tom, zˇe bylo potrˇeba zohled-
nit u restrikce dirichletovske´ uzly. Du˚vod je ten, zˇe se z okolnı´ch uzlu˚ dosta´valy nenu-
love´ hodnoty prˇi restrikci do uzlu˚, kam patrˇila sta´le nula (s ohledem na dirichletovske´
uzly vyzˇadujı´cı´ nulove´ posuvy). V prˇı´padeˇ uzlu, kde meˇla by´t ponecha´na nulova´ hod-
nota, se jednalo o chybu. Tento jev byl jednodusˇe rˇesˇitelny´. V interpolacˇnı´ matici stacˇilo
prˇı´slusˇny´ rˇa´dek dane´mu uzlu, kde jsme chteˇli ponechat nulove´ hodnoty, vynulovat a
vlozˇit jednicˇku na mı´sto prˇı´slusˇne´ pra´veˇ tomuto uzlu. V prˇı´padeˇ nepouzˇitı´ te´to u´pravy
bychom zı´skali zcela nesmyslny´ vy´sledek.
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5 Numericky´ vy´pocˇet stavove´ u´lohy
5.1 Prˇı´klady diskretizacı´ pro multigridnı´ metodu
V te´to kapitole se budeme zaby´vat numericky´m rˇesˇenı´m konkre´tnı´ stavove´ u´lohy.
Ukazˇme si nynı´ neˇkolik mozˇnostı´ na´vrhu diskretizovane´ oblasti. V tomto momenteˇ si
zvolı´me pevne´ rozmeˇry: K = 1 L = 2 M = 1, takzˇe de´lka hranic Γ1 = 2, Γ3 = 1, Γ4 = 1
a Γ2 je reprezentova´na Be´zierovou krˇivkou s jednı´m volneˇ umı´steˇny´m rˇı´dı´cı´m bodem.
Konstanty jsme volili E = 105Nm−2 = 100kPa a ν = 0, 25 Meˇjme vsˇak na pameˇti, zˇe
pouzˇı´va´me multigridnı´ numerickou metodu, nebudeme uva´deˇt nejhrubsˇı´ mozˇnou sı´t’,
kterou jsme ostatneˇ videˇli drˇı´ve na Obra´zku 7, protozˇe multigridnı´ metoda vyuzˇı´va´
idea´lneˇ alesponˇ dveˇ hierarchicke´ sı´teˇ, jinak se ztra´cı´ jejı´ vy´znam. Dalsˇı´ pozorova´nı´ je
takove´, zˇe kdyzˇ zacˇı´na´me urcˇitou sı´tı´, lze si vsˇimnout naprˇı´klad, zˇe kdyzˇ ma´me oblast
rozdeˇlenou na 25 uzlu˚, ktera´ pro potrˇeby multigridu vycha´zı´ z prˇedchozı´ (cozˇ je ta, ktera´
ma´ 9 uzlu˚), bude mı´t hrubsˇı´ hranici, nezˇ sı´t’, kterou bychom prˇı´mo vytvorˇili pro 25 uzlu˚.
Tento jev je da´n tı´m, zˇe vzˇdy, kdyzˇ vytva´rˇı´me jemneˇjsˇı´ sı´t’, najdeme vzˇdy strˇed hrany
spojujı´cı´ dva uzly- to je du˚vod, procˇ nejsme schopni zı´skat lepsˇı´ detaily hranice. Na
Obra´zku 15 vidı´me oblast, ktera´ je nejhrubsˇı´ mozˇna´ pro dvouu´rovnˇovy´ chod multigridnı´
metody s pocˇa´tecˇnı´m krokem h = 0.5.
Sı´t’ pro trˇı´u´rovnˇovy´ vy´pocˇet vidı´me na Obra´zku 16.
Ukazˇme si nynı´ dalsˇı´ mozˇnost, s jinou pocˇa´tecˇnı´ diskretizacı´ h = 0.25 a level = 2, ta je
na Obra´zku 17. Je zrˇejme´, zˇe ma´me-li takovou sı´t’ pro dveˇ u´rovneˇ, bude mı´t stejny´ pocˇet
uzlu˚ i elementu˚ jako prˇedchozı´ sı´t’ na Obra´zku 16. Tato jinak zvolena´ sı´t’ ma´ jizˇ na prvnı´
pohled hezcˇı´ vzhled a lepsˇı´ detail na hranici.
Pro porovna´nı´ si jesˇteˇ ukazˇme sı´t’ s pocˇa´tecˇnı´ diskretizacı´ h = 0.25 pro trˇi u´rovneˇ,
ktera´ je na Obra´zku 18. Potom na Obra´zku 19 je sı´t’, ktera´ vznikne s pocˇa´tecˇnı´ diskretizacı´
h = 0.125 pro dveˇ u´rovneˇ. Je na prvnı´ pohled patrny´ veˇtsˇı´ detail na hranici Γ2.
5.2 Prˇı´klad numericke´ho rˇesˇenı´ stavove´ u´lohy
Nynı´, kdyzˇ uzˇ jsme si prˇiblı´zˇili, jak mohou vypadat diskretizace oblastı´ a jake´ jsou
du˚sledky volby parametru pocˇa´tecˇnı´ diskretizace s jednı´m rˇı´dı´cı´m bodem. Prˇejdeˇme
nynı´ k rˇesˇenı´ stavove´ u´lohy, cˇı´mzˇ zı´ska´me posuvy pro jednotlive´ uzly.
Ukazˇme si nynı´ kuprˇı´kladu vy´pocˇet, kdy jsme pouzˇili 15 rˇı´dı´cı´ch bodu˚ pro urcˇenı´
Be´zierovy krˇivky. Volme opeˇt pevne´ rozmeˇry:K = 1 L = 2 M = 1, pocˇa´tecˇnı´ diskretizaci
h = 0.25 a vy´pocˇet provedeme na dvou sı´tı´ch. Na Obra´zku 20 vidı´me, jak vypada´ zada´nı´.
Na Obra´zku 21 pak vidı´me rˇesˇenı´ s naznacˇeny´mi x slozˇkami napeˇtı´ a na Obra´zku 22 je
rˇesˇenı´ stejne´ u´lohy, ovsˇem s y slozˇkami napeˇtı´. Da´le na Obra´zku 23 ma´me smykovou
slozˇku napeˇtı´.
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Obra´zek 15: Prˇı´klad zkoumane´ oblasti 1
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Obra´zek 16: Prˇı´klad zkoumane´ oblasti 2
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Obra´zek 17: Prˇı´klad zkoumane´ oblasti 3
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Obra´zek 18: Prˇı´klad zkoumane´ oblasti 4
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Obra´zek 19: Prˇı´klad zkoumane´ oblasti 5
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Obra´zek 20: Zada´nı´ stavove´ u´lohy
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Obra´zek 21: Rˇesˇenı´ stavove´ u´lohy vcˇetneˇ slozˇky x napeˇtı´
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Obra´zek 22: Rˇesˇenı´ stavove´ u´lohy vcˇetneˇ slozˇky y napeˇtı´
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Obra´zek 23: Rˇesˇenı´ stavove´ u´lohy vcˇetneˇ slozˇky smyku napeˇtı´
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6 Formulace tvaroveˇ optimalizacˇnı´ u´lohy
V te´to kapitole se budeme zaby´vat hleda´nı´m optima´lnı´ho tvaru hranice modelovane´ho
Be´zierovou krˇivkou svahu z prˇedchozı´ch kapitol. Jiny´mi slovy na´m pu˚jde o hleda´nı´
optima´lnı´ho na´vrhu. U´loha tvarove´ optimalizace mu˚zˇe pouzˇı´vat ru˚zne´ cenove´ funkce
vyply´vajı´cı´ z urcˇity´ch pozˇadavku˚, naprˇı´klad na´sledujı´cı´:
• minimalizace hmotnosti,
• minimalizace napeˇtı´,
• maximalizace poddajnosti atd.
Mu˚zˇeme vsˇak soucˇasneˇ pozˇadovat kombinace teˇchto hledisek, ktere´ jsou cˇasto pro-
tichu˚dne´ (to znamena´, zˇe mu˚zˇeme pozˇadovat naprˇı´klad maxima´lnı´ tuhost a soucˇasneˇ
minimalizovat hmotnost). V nasˇem prˇı´padeˇ se budeme zaby´vat minimalizacı´ napeˇtı´ na
vybrany´ch elementech jejichzˇ mnozˇinu indexu˚ si oznacˇı´me symbolem ǫ, prˇicˇemzˇ ne-
klademe dalsˇı´ omezenı´ pro tuto minimalizaci. Budeme se snazˇit minimalizaci prova´deˇt
zmeˇnou tvaru Be´zierovy krˇivky a posle´ze vyhodnocovat napeˇtı´, ktere´ podrobı´me
citlivostnı´ analy´ze. Vsˇechny zmeˇny te´to hranice (a teˇmto hranicı´m prˇı´slusˇna´ kompletnı´
diskretizace) dohromady budou tvorˇit mnozˇinu na´vrhu˚.
Z hlediska statiky objektu˚, jako je na´mi vysˇetrˇovany´ svah, je podstatna´ volba ele-
mentu˚, ktere´ budeme bra´t v potaz. Mu˚zˇeme si totizˇ vybrat ty elementy, ktere´ nemusı´ by´t
pra´veˇ teˇmi, kde mu˚zˇe dojı´t k meznı´m napeˇtı´m. To je vsˇak veˇcı´ mnohem hlubsˇı´ diskuze
zacha´zejı´cı´ jizˇ do geologicky´ch detailu˚. Pro na´s je vsˇak podstatne´, zˇe si lze jednodusˇe
prˇedefinovat mnozˇinu elementu˚, ktere´ budeme uvazˇovat.
6.1 Numericke´ rˇesˇenı´ stavove´ho proble´mu
Ukazˇme si, co vsˇe je soucˇa´stı´ rˇesˇenı´ stavove´ho proble´mu nasˇı´ u´lohy. Vstupem pro me-
todu, ktera´ rˇesˇı´ stavovy´ proble´m jsou parametry:
• rozmeˇryK, L,M (pevneˇ zvolene´),
• na´vrhove´ body Be´zierovy krˇivky reprezentujı´cı´ hranici Γ2,
• pocˇa´tecˇnı´ diskretizace,
• pocˇet u´rovnı´ zanorˇenı´ multigridnı´ metody,
• parametry urcˇujı´cı´ elementy, na ktery´ch budeme uvazˇovat napeˇtı´.
Vy´stupem rˇesˇenı´ stavove´ho proble´mu jsou
• posuvy u,
• napeˇtı´ σ,
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kde vektor napeˇtı´ ocˇeka´va´me v na´sledujı´cı´m tvaru
σ =


σx
σy
σxy

 ,
kde σx je napeˇtı´ ve smeˇru osy x1, σy je napeˇtı´ ve smeˇru osy x2 a σxy je smykove´ napeˇtı´.
6.2 Tvarova´ optimalizace
Vy´sˇe jsme si uvedli, s jaky´mi vstupy a vy´stupy budeme pracovat. Proces tvarove´ optima-
lizace vyzˇaduje v kazˇde´m sve´m optimalizacˇnı´m kroku vyrˇesˇenı´ stavove´ u´lohy. Stavova´
u´loha bude mı´t pevneˇ zvoleny vsˇechny parametry kromeˇ na´vrhovy´ch bodu˚ Be´zierovy
krˇivky- ty budeme v pru˚beˇhu meˇnit tak, zˇe v kazˇde´m optimalizacˇnı´m kroku provedeme
zmeˇnu na´vrhovy´ch bodu˚ Be´zierovy krˇivky (a tı´m se zmeˇnı´ i triangulace vysˇetrˇovane´
oblasti). Mnozˇinu mozˇny´ch na´vrhu˚ si oznacˇı´me symbolem Uad. S je zobrazenı´, ktere´
na´vrhove´ promeˇnne´ α prˇirˇazuje rˇesˇenı´ stavove´ u´lohy u, σ.
Definujme nynı´ optimalizacˇnı´ u´lohu
 minJ (α, S (α))S (α) = (u, σ) , α ∈ Uad ,
cozˇ mu˚zˇeme zapsat take´ takto
min
α∈Uad
J (α, S (α)) .
Definujme minimalizacˇnı´ funkciona´l Θ
Θ (α) = J (α, S (α)) ,
takzˇe budeme minimalizovat funkciona´l Θ (budeme jej nazy´vat cenovy´ funkciona´l)
min
α∈Uad
Θ (α) .
Nynı´, kdyzˇ vı´me, jakou funkci budeme zkoumat, podı´vejme se blı´zˇe na mnozˇinu Uad.
Definujme nejprve rozmeˇry rˇezu svahu (uzˇitı´m drˇı´ve uzˇı´vane´ho znacˇenı´) K = 1, L = 2,
M = 1. Potom si oznacˇme vektor bodu˚, pomocı´ nichzˇ bude urcˇena Be´zierova krˇivka
α˜ =


[M,K][
B˜, H˜
]
[L, 0]

 =


[M,K]
α
[L, 0]

 ,
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B
[L,0]
[M,K]
ad
BL (1)
BL (2)
BL (3)
BL (4)
BL (5)
BU(1)
BU(2)
BU(3)
BU(4)
BU(5)
Obra´zek 24: Mozˇnosti na´vrhu Be´zierovy krˇivky
kde B˜ je sloupcovy´ vektor p ∈ N hodnot a H˜ je sloupcovy´ vektor p hodnot, je to mnozˇina
ekvidistantnı´ch bodu˚ vypocˇı´tany´ch podle cˇı´sla p. Vektor B˜ definujme pomocı´ dvou vek-
toru˚, a to BL ∈ Rp jako vektor omezenı´ zleva a BU ∈ Rp jako vektor omezenı´ zprava
na´sledujı´cı´m zpu˚sobem
B˜ = {x ∈ Rp : xi ∈ 〈BLi, BUi〉 , i = 1, . . . , p} .
Na´sˇ prˇı´pad mnozˇiny, ze ktere´ budeme volit tyto body B˜ a H˜ je na Obra´zku 24. Vidı´me
modre´ prˇı´mky, odkud budeme volit body B˜ (v tomto prˇı´padeˇ pouze sche´maticky je
naznacˇeno 5 hodnot). Volba B˜ (H˜ ponecha´va´me stejne´) z modre´ oblasti mu˚zˇe ru˚zny´m
zpu˚sobem ovlivnit vy´sledny´ tvar Be´zierovy krˇivky, cozˇ je naprˇı´klad naznacˇeno trˇemi
cˇerveny´mi prˇerusˇovany´mi cˇarami prˇedstavujı´cı´ trˇi ru˚zne´ na´vrhy. Pak lze vyja´drˇit
mnozˇinu mozˇny´ch na´vrhovy´ch promeˇnny´ch takto
Uad =
{
α = (x, y) : x ∈ B˜ ∧ y ∈ H˜
}
.
Nadefinujme si funkciona´l, ktery´ budeme mı´t za u´kol minimalizovat takto
Θ (α) = max
k∈ǫ
(√
σ2xk + σ
2
yk
+ σ2xyk
)2
= max
k∈ǫ
‖σk‖
2 .
Nynı´ budeme hledat minimum funkciona´lu Θ, k cˇemuzˇ na´m poslouzˇı´ bundle metoda, o
ktere´ pojedna´va´ na´sledujı´cı´ kapitola.
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7 Metody hleda´nı´ minima
Budeme se zaby´vat numericky´mi metodami hleda´nı´ minima funkcı´. Nejdu˚lezˇiteˇjsˇı´ vlast-
nostı´ iteracˇnı´ch metod je mozˇnost jejich realizace na pocˇı´tacˇi. V te´to kapitole uvedeme
prˇı´pady hleda´nı´ minima lipschitzovsky´ch funkcı´, ktere´ nejsou spojiteˇ diferencovatelne´
v tom smyslu, zˇe mnozˇina bodu˚, v nichzˇ funkce nema´ gradient je mı´ry nula. V dalsˇı´ch
podkapitola´ch se budeme zaby´vat proble´mem
min
x∈Ω
f (x) .
7.1 Pojmy z nehladke´ analy´zy
Definujme nejdrˇı´ve funkci, jejı´zˇ minimum budeme hledat.
Definice 7.1 Bud’ f : Rn → R, K > 0 a mnozˇina M ⊂ Rn. Necht’ platı´ |f (x)− f (y)| ≤
K ‖x− y‖ ∀x, y ∈ M . Pak rˇekneme, zˇe f je lipschitzovsky spojita´ na mnozˇineˇ M (s modulem
K).
Definice 7.2 Rˇekneme, zˇe f : Rn → R je loka´lneˇ lipschitzovsky spojita´ na okolı´ bodu x (s
modulem K), jestlizˇe pro neˇjake´ ǫ > 0 je f lipschitzovsky spojita´ s modulem K na x + ǫB, kde B
je jednotkova´ koule.
Definice 7.3 Rˇekneme, zˇe f : Rn → R je lipschitzovsky spojita´ na mnozˇineˇM ∈ Rn, jestlizˇe je
f loka´lneˇ lipschitzovsky spojita´ na okolı´ kazˇde´ho bodu mnozˇinyM .
Veˇta 7.1 (Rademacher) Necht’ f : Rn → R je loka´lneˇ lipschitzovsky spojita´ na mnozˇineˇ Rn
a necht’ D = {x ∈ Rn f je diferencovatelna´ v x}. Potom Lebesgueova mı´ra µ mnozˇiny bodu˚, ve
ktery´ch nenı´ funkce f diferencovatelna´ je nulova´, tzn. µ (Rn\D) = 0.
Definice 7.4 Rˇekneme, zˇe funkce f : Rn → R ma´ v bodeˇ x ∈ Rn jednosmeˇrnou smeˇrovou
derivaci ve smeˇru h ∈ Rn, existuje-li konecˇna´ limita
f ′ (x;h) = lim
t↓0
f (x+ th)− f (x)
t
.
Definice 7.5 Bud’ funkce f : Rn → R loka´lneˇ lipschitzovsky spojita´ v okolı´ bodu x a necht’
h ∈ Rn, Clarkeova zobecneˇna´ smeˇrova´ derivace funkce f v bodeˇ x ve smeˇru h, kterou znacˇı´me
f0 (x;h) je definova´na prˇedpisem
f0 (x;h) = lim
y→x
sup
t↓0
f (y + th)− f (y)
t
,
kde y ∈ Rn je vektor a t > 0.
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Definice 7.6 Bud’ funkce f : Rn → R loka´lneˇ lipschitzovsky spojita´ v okolı´ bodu x. Zobecneˇny´
gradient funkce f v bodeˇ x s oznacˇenı´m ∂f (x) je mnozˇina
∂f (x) =
{
ξ ∈ Rn| (ξ, h) ≤ f0 (x;h) ∀h ∈ Rn
}
,
kde elementy ∂f (x) nazy´va´me subgradienty funkce f v bodeˇ x.
V prˇı´padeˇ, zˇe funkce f je spojiteˇ diferencovatelna´, pak f0 (x;h) = (∇f (x) , h). Proto
∂f (x) = {∇f (x)}.
Veˇta 7.2 Necht’ f : Rn → R je loka´lneˇ lipschitzovsky spojita´ v okolı´ bodu x, potom
∂f (x) = conv
{
lim
i→∞
∇f (xi) |xi → x, xi /∈ Ωf
}
,
kde Ωf = {x ∈ R
n| f nenı´ diferencovatelna´ v x}.
Na´sledujı´cı´ veˇta formuluje nutnou podmı´nku existence minima
Veˇta 7.3 Necht’ f : Rn → R je loka´lneˇ lipschitzovsky spojita´ na mnozˇineˇ Rn a Ω ⊂ Rn. Pak
platı´
x∗ = arg min
xk∈Ω
f
(
xk
)
⇒ 0 ∈ ∂f (x∗) +NΩ (x
∗) , ∀xk ∈ Ω,
kde NΩ (x
∗) je norma´lovy´ kuzˇel v bodeˇ minima.
7.2 Subgradientnı´ metoda
Subgradientnı´ metoda je zalozˇena na nalezenı´ libovolne´ho subgradientu funkce v dane´m
bodeˇ a aktualizace bodu prˇiblı´zˇenı´ v tomto tvaru
xk+1 = xk + tkdk,
dk = −
gk
‖gk‖
,
gk ∈ ∂f
(
xk
)
.
prˇicˇemzˇ pozˇadujeme aby tk ↓ 0 a
∞∑
k=1
tk = ∞, pak xk konverguje k optima´lnı´ hodnoteˇ.
Tato metoda vsˇak nezarucˇuje snı´zˇenı´ funkcˇnı´ hodnoty v kazˇde´m kroku, chybı´ imple-
mentovatelna´ ukoncˇujı´cı´ podmı´nka na normu subgradientu a take´ kovergence je velmi
pomala´, mensˇı´ nezˇ linea´rnı´. Dalsˇı´ proble´m te´to metody je ten, zˇe nelze prova´deˇt step-
length v pru˚beˇhu vy´pocˇtu, protozˇe g je subgradient a smeˇr −g nemusı´ by´t smeˇr poklesu,
takzˇe klasicke´ metody (naprˇ. bisekce) pro volbu de´lky kroku by havarovaly. Musı´me volit
de´lku kroku a priori a to lze nejsnadneˇji naprˇı´klad takto
tk =
1
k
.
Takova´ volba vsˇak mu˚zˇe by´t velmi nevhodna´ v prˇı´padeˇ, zˇe jsme daleko od minima. Na-
opak kdyzˇ jsme blı´zko, snadno mu˚zˇeme prˇeskocˇit hledane´ minimum.
48
7.3 Bundle metoda
Bundle metoda vycha´zı´ ze sugbradientnı´ metody uvedene´ vy´sˇe, prˇicˇemzˇ odstranˇuje jejı´
hlavnı´ nedostatky. Jak z na´zvu vyply´va´, bundle metoda si uchova´va´ tzv. svazek subgra-
dientu˚- ten postupne´ vytva´rˇı´ a v jeho konvexnı´m obalu pak hleda´ novy´ sestupny´ smeˇr.
Tato metoda zarucˇuje lepsˇı´ numericky´ model subgradientu funkce v dane´m bodeˇ a take´
zarucˇuje sestupny´ krok pokazˇde´, kdyzˇ aktualizuje bod prˇiblı´zˇenı´. U te´to metody pak take´
lze hovorˇit o ukoncˇujı´cı´ podmı´nce na normu subgradientu.
Iterace bundle metody vypada´ na´sledovneˇ
xk+1 = xk + tkdk,
dk = −
gk
‖gk‖
,
gk =
k∑
i=0
λig
i, gi ∈ ∂f
(
xi
)
∀i ∈ N,
k∑
i=0
λi = 1, λi ≥ 0 ∀i ∈ N,
kde λi je rˇesˇenı´m u´lohy kvadraticke´ho programova´nı´- podrobneˇji v [8]. Vidı´me, zˇe
vy´pocˇet nove´ho kroku je podobny´ jako prˇi subgradientnı´ metodeˇ, avsˇak nevybı´ra´me
jeden subgradient, ale konvexnı´ kombinaci subgradientu˚ ze svazku. Uved’me si
algoritmus za´kladnı´ bundle metody.
Algorithm 6 Bundle metoda (krok iterace pro vy´pocˇet xk+1)
vy´pocˇet (sestupne´ho) smeˇru- vektoru dk
nalezenı´ de´lky kroku tk > 0 (steplength)
(a) Serious step - tzn. platı´-li f (xk+1) < f (xk), vy´pocˇet nove´ho bodu prˇiblı´zˇenı´ xk+1
vcˇetneˇ steplength subrutiny
(b) Null step (je splneˇno f (xk+1) ≥ f (xk)) - provede se xk+1 = xk a dojde k rozsˇı´rˇenı´
svazku subgradientu˚ o dalsˇı´ subgradient gk+1 ∈ ∂f
(
xk + tkdk
)
Na za´kladeˇ uvedene´ho algoritmu snadnou u´vahou dojdeme k tomu, zˇe pro
realizaci bundle metody budeme potrˇebovat rutiny pro vy´pocˇet funkcˇnı´ hodnoty a
libovolne´ho subgradientu cenove´ho funkciona´lu. V prˇedchozı´ch kapitola´ch jsme rˇesˇili
stavovou u´lohu tak, zˇe jsme si navrhli geometrii rˇezu svahu, nastavili pevneˇ rˇı´dı´cı´
body Be´zierovy krˇivky reprezentujı´cı´ hranici Γ2 a spustili jsme vy´pocˇet. Vy´stupem
pak byly posuvy jednotlivy´ch uzlu˚ v diskretizaci. Nynı´ jsme prˇed odlisˇny´m u´kolem.
Na rˇesˇenı´ te´to stavove´ u´lohy je potrˇeba nahlı´zˇet jako na funkci zadany´ch na´vrhovy´ch
promeˇnny´ch stanovujı´cı´ch tvar hranice Γ2 a vy´stup, ktery´ na´s bude zajı´mat, je (jak jsme
jizˇ drˇı´ve uvedli v kapitole 6.2) funkciona´l za´visly´ na napeˇtı´ch a ten je obecneˇ nespojiteˇ
diferencovatelny´ v za´vislosti na na´vrhovy´ch promeˇnny´ch. Takzˇe nynı´ vı´me, zˇe funkcˇnı´
hodnotu vypocˇteme snadno, avsˇak budeme muset vypocˇı´tat take´ subgradient funkce
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(stavove´ u´lohy) v za´vislosti na na´vrhovy´ch promeˇnny´ch. Analyticky vypocˇı´tat gradient
by bylo velmi na´rocˇne´, zkusı´me tedy vyuzˇı´t numericke´ho vy´pocˇtu subgradientu.
7.4 Vy´pocˇet cenove´ho funkciona´lu a subgradientu cenove´ho funkciona´lu
Vy´pocˇet cenove´ho funkciona´lu Θ (α) = Θ (α, u (α) , σ (α)) , α ∈ Uad, n ∈ N bude ve tvaru
Θ (α) = max
k∈ǫ
(√
σ2xk + σ
2
yk
+ σ2xyk
)2
= max
k∈ǫ
‖σk‖
2 , α ∈ Uad.
Vsˇimneˇme si, zˇe cenovy´ funkciona´l je za´visly´ pouze na napeˇtı´ch. Subgradient cenove´ho
funkciona´lu vypocˇteme na´sledovneˇ
∂Θ (α) ∋ ∇˜αΘ (α) = ∇αΘ (α, u (α) , σ (α)) =


∂Θ(α)
∂α1
...
∂Θ(α)
∂αn

 , α ∈ Uad i = 1 . . . n,
kde
∂Θ (α)
∂αi
≈
Θ (α+ ǫ [0, . . . , 0, 1i, 0, . . . , 0])−Θ (α)
ǫ
.
7.5 Bundle trust metoda
Pro rˇesˇenı´ nasˇı´ optimalizacˇnı´ u´lohy jsme pouzˇili bundle trust metodu. Bundle trust me-
toda je kombinace bundle metody a trust region metody. Mezi bundle trust metodou a
bundle metodou je za´sadnı´ rozdı´l v tom, zˇe u bundle trust metody mı´sto kroku step-
length prova´dı´me kontrolu, jak dobrˇe odpovı´da´ model cenove´mu funkciona´lu a pote´
bud’ zveˇtsˇı´me nebo zmensˇı´me region du˚veˇry. Krite´ria pro zveˇtsˇenı´ cˇi zmensˇenı´ regionu
du˚veˇry jsou da´ny urcˇitou heuristikou a v nasˇem prˇı´padeˇ se jimi zaby´vat nebudeme.
Pro minimalizaci nasˇeho cenove´ho funkciona´lu pouzˇijeme existujı´cı´ implementaci, k nı´zˇ
potrˇebne´ informace lze zı´skat z [7], implementace te´to metody prˇesahuje ra´mec te´to
pra´ce, proto byl pouzˇit existujı´cı´ ko´d s na´zvem BTNCLC- implementace ve Fortranu
a spusˇteˇnı´ v Matlabu pomocı´ mex rozhranı´. BTNCLC pozˇaduje urcˇite´ parametry pro
spusˇteˇnı´ a take´ metody pro vy´pocˇet funkcˇnı´ hodnoty cenove´ho funkciona´lu a subgra-
dientu cenove´ho funkciona´lu. Vypisˇme si nejprve pro na´s podstatne´ parametry tak, jak
jsou znacˇeny v ra´mci BTNCLC (v za´vorce je nasˇe oznacˇenı´)
• N (N )- pocˇet promeˇnny´ch, podle ktery´ch prova´dı´me optimalizaci,
• X (α)- vektor N hodnot, podle ktery´ch bude program prova´deˇt optimalizaci (od-
povı´da´ to promeˇnny´m, prˇes ktere´ budeme numericky pocˇı´tat subgradient),
• BL (BL)- vektor N hodnot omezujı´cı´ X zleva,
• BU (BU )- vektor N hodnot omezujı´cı´ X zprava,
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• FM (FM )- odhad minima funkce,
• EPS (EPS)- prˇesnost pro rˇesˇenı´ nalezenı´ minima bundle trust metodou,
• MAXCOM (MAXCOM )- maxima´lnı´ pocˇet vycˇı´slenı´ cenove´ho funkciona´lu,
• MAXIT (MAXIT )- maxima´lnı´ pocˇet iteracı´ algoritmu bundle trust metody,
• RESET (RESET )- maxima´lnı´ pocˇet subgradientu˚ ve svazku, po prˇekrocˇenı´ dojde k
resetu svazku,
• IPRINT (IPRINT )- hodnota pro urcˇenı´ parametru˚ pro vy´pis vy´sledku˚ optima-
lizacˇnı´ho procesu do souboru.
Ostatnı´ parametry se ty´kajı´ omezenı´ na rovnost a nerovnost, tyto jsme nevyuzˇili.
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8 Experimenty s optimalizacˇnı´ u´lohou
Uvedeme si nynı´ neˇkolik prˇı´kladu˚ optimalizacˇnı´ u´lohy. Rozmeˇry rˇezu svahu budou ve
vsˇech prˇı´padech L = 2, M = 1, K = 1 a volı´me E = 105 a ν = 0, 25. Dalsˇı´ parametry v
seznamu byly pevneˇ zvoleny tak, abychommohli zkoumat pouze vliv zmeˇn na´vrhovy´ch
bodu˚.
• FM (FM )- 3.102
• EPS (EPS)- 10−2
• MAXCOM (MAXCOM )- 1000
• MAXIT (MAXIT )- 1000
• RESET (RESET )- 80
• IPRINT (IPRINT )- 4
8.1 Prˇı´klad 1
Zada´nı´:
Hranici Γ2, kterou budeme optimalizovat bude prˇedstavovat 15 rˇı´dı´cı´ch bodu˚ pro
Be´zierovu krˇivku. Definujme inicia´lnı´ hodnoty
H˜ =
[0.9375, 0.875, 0.8125, 0.75, 0.6875, 0.625, 0.5625, 0.5, . . .
0.4375, 0.3750, 0.3125, 0.25, 0.1875, 0.125, 0.0625]
,
B˜ =
[1.0625, 1.125, 1.1875, 1.25, 1.3125, 1.375, 1.4375, 1.5, . . .
1.5625, 1.625, 1.6875, 1.75, 1.8125, 1.875, 1.9375]
.
Budeme hledat s pocˇa´tecˇnı´mi hodnotami α =
[
B˜, H˜
]
optima´lnı´ vektor αopt, pro ten vsˇak
potrˇebujeme omezenı´ ve formeˇ drˇı´ve zmı´neˇny´ch vektoru˚BL aBU , protozˇemu˚zˇeme najı´t
jista´ loka´lnı´ minima- avsˇak nelze s jistotou rˇı´ci, zˇe je nalezeno globa´lnı´ minimum. Proto je
potrˇeba prova´deˇt mnoho testu˚ a zvazˇovat, jak ktery´ na´vrh odpovı´da´ realiteˇ. Potom jako
vektor BL omezujı´cı´ zleva vypocˇtene´ hodnoty (tedy hodnoty pro optimalizaci) bude ve
tvaru
BL =
[0.225, 0.35, 0.3875, 0.42, 0.5125, 0.615, 0.7375, 0.8, . . .
0.8625, 0.925, 1.0875, 1.15, 1.2125, 1.275, 1.3375]
,
vektor BU omezujı´cı´ zprava hodnoty vy´sledne´ho vektoru
BU =
[1.3625, 1.425, 1.4875, 1.55, 1.6125, 1.675, 1.7375, 1.8, . . .
1.8625, 1.925, 2.0875, 2.15, 2.2125, 2.275, 2.3375]
.
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Nynı´ si ukazˇme, jak vypada´ situace, kterou ma´me zadanou. Na Obra´zku 25 vidı´me 4
obra´zky (oznacˇme si je cˇı´sly podle porˇadı´ od prvnı´ho):
1. napeˇtı´- slozˇka x
2. napeˇtı´- slozˇka y
3. napeˇtı´- slozˇka smyku
4. rˇesˇenı´ pro inicia´lnı´ na´vrh
Poznamenejme, zˇe prvnı´ trˇi obra´zky se lisˇı´ pouze zobrazeny´mi napeˇtı´mi (nutno dodat,
zˇe napeˇtı´ jsou ve trˇech slozˇka´ch rˇa´doveˇ jine´ velikosti, ale pro lepsˇı´ zobrazenı´ dosˇlo v
kazˇde´m obra´zku ke znormova´nı´ v prˇı´slusˇne´ slozˇce na interval 〈0, 1〉). Tyto obra´zky uka-
zujı´ rovneˇzˇ, jak vypadal pocˇa´tecˇnı´ na´vrh a to bez deformacı´, pro lepsˇı´ porovna´nı´ s opti-
malizovany´m i ostatnı´mi na´vrhy. Da´le je mozˇno si vsˇimnout, zˇe nebereme v potaz pouze
napeˇtı´ na hranici Γ2, ale i na hranici Γ3 a to proto, zˇe na Γ3 hranici mohou vznikat take´
pomeˇrneˇ velka´ napeˇtı´ vlivem optimalizacˇnı´ho procesu, cozˇ take´ potvrzujı´ vykreslene´
obra´zky.
Vy´stupem optimalizacˇnı´ho procesu je αopt s optimalizovany´mi hodnotami B˜ (H˜ jsme v
ra´mci optimalizacˇnı´ho procesu nemeˇnili)
B˜ =
[0.8263, 0.7311, 0.5905, 0.5287, 0.5387, 0.615, 0.7375, 0.8, . . .
0.8625, 0.925, 1.0875, 1.15, 1.7421, 2.275, 2.3375]
.
Pro tento optimalizovany´ na´vrh vidı´me vy´sledek na Obra´zku 26, kde vidı´me opeˇt 4
obra´zky (ve stejne´m porˇadı´ jednotlivy´ch obra´zku˚, jako v neoptimalizovane´m tvaru):
Podstatne´ je pro na´s to, jak se zmeˇnil cenovy´ funkciona´l- pu˚vodneˇ vycˇı´sleny´ cenovy´
funkciona´l je 46 kra´t veˇtsˇı´ nezˇ ten, ktery´ jsme zı´skali po optimalizaci, cozˇ je podstatneˇ
velka´ zmeˇna. Mu˚zˇeme si take´ vsˇimnout na´sledujı´cı´ tabulky 10, kde jsou vypsa´ny optima-
lizacˇnı´ kroky. Je zrˇetelne´, jak se snizˇoval cenovy´ funkciona´l v pru˚beˇhu optimalizacˇnı´ho
procesu.
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iterace pocˇet vycˇı´slenı´ Θ funkcˇnı´ hodnota Θ
1 1 0.4202.105
2 7 0.2095.105
3 8 0.1386.105
4 9 0.6708.104
5 10 0.3665.104
6 11 0.3665.104
7 12 0.2798.104
reset
8 13 0.1802.104
9 14 0.1205.104
10 16 0.1121.104
11 17 0.9375.103
12 19 0.9215.103
13 20 0.9109.103
14 23 0.9109.103
Tabulka 10: Prˇı´klad 1- vy´sledky optimalizacˇnı´ho procesu
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Obra´zek 25: Prˇed optimalizacı´ (Prˇ. 1). Napeˇtı´- slozˇka x; slozˇka y; slozˇka smyk; Rˇesˇenı´
8.2 Prˇı´klad 1- zkouma´nı´ za´vislosti cenove´ funkce na zmeˇneˇ jednotlivy´ch
slozˇek na´vrhove´ promeˇnne´
V tomto momenteˇ potrˇebujeme zjistit, jak dobry´ jsme dostali vektor na´vrhovy´ch
promeˇnny´ch. Vy´sledky analy´zy vidı´me na Obra´zku 27, kde je uvedeno celkem 15 grafu˚.
Kazˇdy´ z nich odpovı´da´ jedne´ promeˇnne´ jizˇ optimalizovane´ho vektoru B˜, ktery´ nynı´
symbolicky prˇeznacˇı´me takto B˜ = [x1, . . . , x15] a poznamenejme, zˇe kazˇda´ promeˇnna´
xi v prˇı´slusˇne´m grafu je zvy´razneˇna cˇervenou hveˇzdicˇkou. Pro kazˇdou promeˇnnou
provedeme na´sledujı´cı´ proces:
1. definujeme eps > 0
2. vybereme pozˇadovanou promeˇnnou xi, i = 1, . . . , 15 a ostatnı´ ponecha´me zafi-
xova´ny
3. definujeme interval I, I = 〈xi− eps, xi+ eps〉
4. provedeme v cyklu n kra´t vy´pocˇet stavove´ u´lohy v za´vislosti na xi ∈ I , tı´m dosta-
neme funkci jedne´ promeˇnne´ xi s funkcˇnı´ hodnotou Θ.
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Obra´zek 26: Po optimalizaci (Prˇ. 1). Napeˇtı´- slozˇka x; slozˇka y; slozˇka smyk; Rˇesˇenı´
5. vykreslı´me tento graf modrou barvou s oborem hodnot I a tı´mto zpu˚sobem zpra-
cujeme vsˇechny zby´vajı´cı´ promeˇnne´
6. bod nalezeny´ optimalizacˇnı´m procesem oznacˇı´me cˇervenou hveˇzdicˇkou
7. je-li prˇı´tomno omezenı´ BL v oboru hodnot grafu, vykreslı´me jej prˇerusˇovanou
cˇernou cˇa´rou
8. je-li prˇı´tomno omezenı´ BU v oboru hodnot grafu, vykreslı´me jej cˇerchovanou
cˇernou cˇa´rou
Vy´sledek analy´zy by meˇl by´t idea´lneˇ pro kazˇdou promeˇnnou ve formeˇ ryze konvexnı´
funkce, kde xi je v minimu prˇı´padneˇ konstantnı´ funkce. V nasˇem prˇı´kladeˇ se tak ve vsˇech
prˇı´padech nestalo, to vsˇak nemusı´ by´t nutneˇ chyba, ale jen zna´mka toho, zˇe jsme byli
prˇı´lisˇ prˇı´snı´ prˇi nastavova´nı´ vektoru˚ BL a BU . V 1. promeˇnne´ je videˇt velmi mala´ zmeˇna
funkcˇnı´ hodnoty. Ve 2.,3. a 4. promeˇnne´ najdeme take´ malou zmeˇnu funkcˇnı´ hodnoty a
lze si vsˇimnout, zˇe nalezene´ body jsou blı´zko minima te´to funkce. U 5. promeˇnne´ jizˇ je
videˇt i omezenı´, avsˇak rˇesˇenı´ tı´m nenı´ ovlivneˇno, opeˇt je nalezen bod te´meˇrˇ u minima.
Pro 6. azˇ 12. promeˇnnou pozorujeme omezenı´ zleva vektorem BL a prˇesto jsme take´
velmi blı´zko minima, kromeˇ 10. a 11. promeˇnne´, kde funkcˇnı´ hodnota jesˇteˇ da´le klesa´.
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Obra´zek 27: Analy´za citlivosti pro kazˇdou promeˇnnou z prˇı´kladu 1
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Pro 13. promeˇnnou zase vidı´me korektneˇ nalezene´ minimum a omezenı´ jsou dostatecˇneˇ
daleko od tohoto bodu. Pro 14. a 15. promeˇnnou jsme narazili take´ na omezenı´, avsˇak
uzˇ je to omezenı´ vektorem BU , ktere´ je take´ velmi blı´zko minima. Proto lze tvrdit, zˇe
omezenı´ byla volena rozumneˇ. Acˇkoliv nebylo nalezeno vzˇdy prˇesne´ minimum (nasˇe
u´loha je pomeˇrneˇ na´rocˇna´), u vsˇech promeˇnny´ch bylo dosazˇeno dobry´ch vy´sledku˚. Tuto
optimalizaci tedy lze oznacˇit za zdarˇilou. Lze si take´ vsˇimnou, zˇe nasˇe grafy jsou zjevneˇ
nespojiteˇ diferencovatelne´, cˇı´mzˇ se potvrzuje, zˇe funkciona´l Θ je opravdu nehladky´.
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8.3 Prˇı´klad 2
V tomto prˇı´kladeˇ bude situace naprosto stejna´, jako v prˇedchozı´m prˇı´padeˇ, ale s tı´m, zˇe
zmeˇnı´me trˇi pole. Pole H˜ je stejne´, jako v prˇedchozı´m prˇı´kladeˇ. Zmeˇnı´me pole B˜, BL,
BU takto
B˜ =
[1.11, 1.23, 1.31, 1.42, 1.51, 1.6, 1.67, 1.71, . . .
1.74, 1.75, 1.76, 1.77, 1.78, 1.82, 1.93]
.
BL =
[0.99, 1.0, 1.01, 1.03, 1.06, 1.09, 1.14, 1.19, . . .
1.25, 1.36, 1.44, 1.54, 1.62, 1.7, 1.75]
,
BU =
[1.12, 1.24, 1.33, 1.44, 1.53, 1.61, 1.69, 1.73, . . .
1.75, 1.76, 1.77, 1.82, 1.84, 1.85, 1.94]
.
Je mozˇno si povsˇimnout toho, zˇe jsme mnohem vı´ce omezili BL a BU , tak, jak bychom
mohli intuitivneˇji odhadnout vy´sledek. Nynı´ si ukazˇme, jak vypada´ situace, kterouma´me
zadanou. Na Obra´zku 28 vidı´me 4 obra´zky (oznacˇme si je cˇı´sly podle porˇadı´ od prvnı´ho):
1. napeˇtı´- slozˇka x
2. napeˇtı´- slozˇka y
3. napeˇtı´- slozˇka smyku
4. rˇesˇenı´ pro inicia´lnı´ na´vrh
Vy´stupem optimalizacˇnı´ho procesu je αopt s optimalizovany´mi hodnotami B˜ (H˜ jsme v
ra´mci optimalizacˇnı´ho procesu opeˇt nemeˇnili)
B˜ =
[0.9900, 1.0000, 1.0100, 1.0300, 1.0600, 1.0900, 1.1400, 1.1900, . . .
1.2500, 1.4685, 1.7700, 1.8200, 1.8400, 1.8500, 1.9400]
.
Pro tento na´vrh vidı´me vy´sledek na Obra´zku 29 ve stejne´m porˇadı´ jednotlivy´ch obra´zku˚,
jako v neoptimalizovane´m tvaru.
Vsˇimneˇme si znova, jak se zmeˇnil cenovy´ funkciona´l- pu˚vodneˇ vycˇı´sleny´ cenovy´
funkciona´l je 15 kra´t veˇtsˇı´ nezˇ ten, ktery´ jsme zı´skali po optimalizaci. V tabulce 11 je
opeˇt vy´stup optimalizacˇnı´ho procesu, kde jsou naznacˇene´ optimalizacˇnı´ kroky. Opeˇt si
povsˇimneˇme, jak se meˇnilo vycˇı´slenı´ cenove´ho funkciona´lu.
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iterace pocˇet vycˇı´slenı´ Θ funkcˇnı´ hodnota Θ
1 1 0.2027263.106
2 2 0.2304439.105
3 3 0.1543313.105
4 4 0.1354244.105
5 9 0.1336706.105
6 10 0.1327372.105
7 11 0.1327327.105
reset
8 24 0.1327327.105
9 25 0.1327324.105
Tabulka 11: Prˇı´klad 2- vy´sledky optimalizacˇnı´ho procesu
8.4 Prˇı´klad 2- zkouma´nı´ za´vislosti cenove´ funkce na zmeˇneˇ jednotlivy´ch
slozˇek na´vrhove´ promeˇnne´
Pro druhy´ prˇı´klad provedeme stejny´ proces analy´zy jako v prˇı´kladeˇ 1 i se stejny´m
znacˇenı´m. Na Obra´zku 30 vidı´me vy´sledky analy´zy. Vy´sledek dopadl dle ocˇeka´va´nı´.
Tento prˇı´klad jsme totizˇ vı´ce omezili pomocı´ polı´ BL a BU . Pro prvnı´ 3 promeˇnne´
pozorujeme omezenı´ zleva, nalezeny´ bod je blı´zko teˇchto omezenı´BL a take´ pozorujeme
blı´zke´ minimum funkcı´ vpravo od nalezeny´ch bodu˚ Jedna´ se vsˇak o maly´ rozdı´l
cenove´ho funkciona´lu Θ. Vlivem veˇtsˇı´ho omezenı´ BL jsou promeˇnne´ 4. azˇ 9. zrˇejmeˇ vı´ce
omezeny a optimalizacˇnı´m procesem nalezene´ body jsou pra´ve v tomto bodeˇ omezenı´.
V 10. promeˇnne´ je nalezen bod te´meˇrˇ v minimu a nenı´ zde blı´zko omezenı´, kdezˇto u
11. a 12. vidı´me omezenı´ zprava, ale prˇesto je vpravo od pozˇadovane´ho bodu minima.
V promeˇnny´ch 13. azˇ 15. ma´me omezenı´ zprava a je videˇt, zˇe by cenovy´ funkciona´l Θ
mohl by´t jesˇteˇ mensˇı´. Toto omezenı´ vsˇak ale mu˚zˇeme cha´pat jako pozˇadavek veˇtsˇı´ho
mnozˇstvı´ vyteˇzˇene´ho materia´lu.
Nynı´, kdyzˇ jsme pracneˇ vsˇe implementovali a odzkousˇeli a take´ videˇli teoreticke´
vy´pocˇty, podı´vejme se, jak vypada´ takovy´to svah doopravdy. Mu˚zˇeme takto porovnat
nasˇe vy´stupy a realitu. Je ovsˇem jasne´, zˇe na´sˇ model je pouze linea´rnı´ a nebere v potaz
po´rovitost, vlhkost a dalsˇı´ rea´lne´ soucˇinitele. Na Obra´zku 31 vidı´me svah vzniknuvsˇı´ po
za´sahu korecˇkovy´m rypadlem. Tento fragment je vyfocen v teˇzˇebnı´m Lomu Bı´lina na
severo-za´padeˇ Cˇech.
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Obra´zek 28: Prˇed optimalizacı´ (Prˇ. 2). Napeˇtı´- slozˇka x; slozˇka y; slozˇka smyk; Rˇesˇenı´
8.5 Graficke´ uzˇivatelske´ rozhranı´
Jako soucˇa´st te´to pra´ce bylo vytvorˇeno graficke´ uzˇivatelske´ rozhranı´ pro jednodusˇsˇı´ ma-
nipulaci i zobrazenı´ zada´nı´ a vy´sledku˚ optimalizacˇnı´ho procesu. Tento program je jed-
nodusˇe spustitelny´ prˇı´kazem GUI v Matlabu. Jeho zobrazenı´ vcˇetneˇ popisu vidı´me na
Obra´zku 32. Pomocı´ tohoto programu jemozˇno si nechat vypocˇı´tat zde uvedene´ prˇı´klady,
prˇı´padneˇ jesˇteˇ upravene´ varianty. Zada´vat lze pocˇet zanorˇenı´ multigridu z nejhrubsˇı´ sı´teˇ
polem level. Pole h je diskretizace nejhrubsˇı´ sı´teˇ (resp. hranice Γ4, kde zbytek oblasti
je prˇizpu˚soben zadane´ geometrii). Pole posun definuje, ktere´ elementy chceme bra´t v
u´vahu, tj. zada´nı´m −1 bereme v potaz vsˇechny elementy, 0 definuje pouze krajnı´ ele-
menty na hranicı´ch Γ2 a Γ3 a cˇı´m je toto cˇı´slo vysˇsˇı´, tı´m hloubeˇji budeme uvazˇovat
napeˇtı´ na elementech (na´s vsˇak spı´sˇe zajı´majı´ napeˇtı´ blı´zko hranice Γ2). Da´le vidı´me pole
B- zada´nı´ pocˇa´tecˇnı´ch rˇı´dı´cı´ch bodu˚,BL- dolnı´ omezenı´ pro vy´sledek optimalizace,BU -
hornı´ omezenı´ pro vy´sledek optimalizace,Bopt- vy´sledny´ vektor rˇı´dı´cı´ch bodu˚ optimali-
zace a vsˇechny tyto 4 vektory musı´ mı´t stejnou de´lku- v nasˇem prˇı´padeˇ 15.
Vidı´me take´ dveˇ tlacˇı´tka, pomocı´ tlacˇı´tka optimalizuj provedeme optimalizacˇnı´ proces.
Po tomto vy´pocˇtu lze zjistit, jak dobre´ rˇesˇenı´ bylo nalezeno pomocı´ tlacˇı´tka citlivost.
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Obra´zek 29: Po optimalizaci (Prˇ. 2). Napeˇtı´- slozˇka x; slozˇka y; slozˇka smyk; Rˇesˇenı´
Zna´me-li rˇesˇenı´ doprˇedu nebo z prˇedchozı´ch vy´pocˇtu˚, mu˚zˇeme do pole Bopt prˇı´mo ve-
psat tuto hodnotu a prove´st pouze analy´zu citlivosti tlacˇı´tkem citlivost.
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Obra´zek 30: Analy´za citlivosti pro kazˇdou promeˇnnou z prˇı´kladu 2
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Obra´zek 31: Fragment svahu- Lom Bı´lina
64
Polepro zadávání
dat pro optimalizaèní
proces
Tlaèítka pro
ovládání
programu
Grafy pro zobrazení
zadání a prùbìhu
optimalizaèního procesu
Obra´zek 32: GUI
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9 Za´veˇr
V te´to pra´ci bylo uka´za´no vyuzˇitı´ multigridnı´ metody v u´loze linea´rnı´ pruzˇnosti, prˇicˇemzˇ
bylo vyuzˇito neˇktery´ch peˇkny´ch vlastnostı´ diskretizovane´ oblasti a take´ bylo podstatneˇ
zefektivneˇno vyskla´da´nı´ matice tuhosti. Formulovali jsme pote´ u´lohu tvarove´ optimali-
zace, v nı´zˇ jsme aplikovali bundle trust metodu pro nalezenı´ optima´lnı´ch na´vrhovy´ch
promeˇnny´ch. Pro vypocˇtenı´ subgradientu jsme pouzˇili numericke´ho vy´pocˇtu, avsˇak
je mozˇne´, zˇe by bylo vhodneˇjsˇı´ vyuzˇı´t analyticke´ho nebo alesponˇ semianalyticke´ho
vy´pocˇtu, abychom meˇli k dispozici kvalitneˇjsˇı´ informaci o subgradientu a pote´ tyto
prˇı´stupy mezi sebou porovnat. Po vy´pocˇtu optimalizacˇnı´ u´lohy jsme prˇistoupili k
analy´ze citlivosti na zmeˇnu jednotlivy´ch promeˇnny´ch cenove´ho funkciona´lu a ta na´m
prˇinesla ilustraci, zˇe rˇesˇenı´, ktere´ jsme nasˇli je v loka´lnı´m smyslu
”
optima´lnı´“. Tato
analy´za na´m take´ potvrdila, zˇe cenovy´ funkciona´l je nehladky´ a dokonce nalezena´
minima jsou v nehladky´ch bodech. Jako dalsˇı´ mozˇne´ pokracˇova´nı´ v teˇchto typech u´loh
se nabı´zı´ naprˇı´klad vyuzˇitı´ lepsˇı´ho modelu zohlednˇujı´cı´ i plasticitu anebo namı´sto
Dirichletovy´ch okrajovy´ch podmı´nek na hranicı´ch aplikovat trˇenı´.
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