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§1. Introduction
We are concerned with the distribution of the zeros of the Riemann zeta function ζ(s)
in the neighborhood of its zeros.
One of the main open problems in this area is Montgomery’s conjecture which states


















as T → ∞, where γ and γ ′ run over the imaginary parts of the zeros of ζ(s)(cf. Mont-
gomery [24]). As we have noticed on some occasions (cf. Fujii [6] [9] [11]), to study











for any positive α as T → ∞, where we put








for T = γ ,
























dt + O(T ) .
Although we have not been able to get such an asymptotic formula, we could give an upper
bound for this. In fact, in [11], we have shown, without assuming any unproved hypothesis,











= O(T log T ) ,
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where we always suppose in this article that T > To. More recently, we [17] have shown,










)∣∣∣∣ ≤ 4.5 · T2π log
T
2π
uniformly for α which satisfies 0 < α  T log T .
Here we are concerned with an extension of the problem. More concretely, we are
concerned with the following problem.
PROBLEM. For any integer m ≥ 1 and for any positive α satisfying 0 < α  log T ,











and clarify its properties from a view point of GUE statistics, where Sm(T ) will be defined
below.
For m = 1 and 2, we shall settle this problem without assuming any unproved hypoth-
esis (Cf. Theorems 1 and 2 below.) In fact, our result for m = 1 reveals a GUE aspect as it
should be expected.
To proceed further, we shall first recall the definitions and some of the known results
on S(T ) and Sm(T ). The importance of the extension of S(T ) to Sm(T ) for m ≥ 1 can be
seen, for example, in the connection with the Lindelöf hypothesis or the Riemann Hypoth-
esis as we shall also recall below.
We denote the non-trivial zeros of ζ(s) by ρ = β + iγ with real numbers β and γ .
Let N(T ) denote the number of the zeros β + iγ of ζ(s) in 0 < γ < T , 0 < β < 1, when
T = γ for any γ . When T = γ for some γ , then we put
N(T ) = 1
2
(N(T + 0) + N(T − 0)) .
Let








for T = γ ,
where the argument is obtained by the continuous variation along the straight lines joining
2, 2 + iT , and 12 + iT , starting with the value zero. When T = γ , then we put, throughout
the rest of this article,
S(T ) = 1
2
(S(T + 0) + S(T − 0)) .
Now, the well known Riemann-von Mangoldt formula (cf. p. 212 of Titchmarsh [27] )
states that
N(T ) = 1
π
ϑ(T ) + 1 + S(T ) ,
where ϑ(T ) is the continuous function defined by
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with ϑ(0) = 0, Γ (s) being the gamma-function. It is well known that













+ · · ·
and that
S(T )  log T .
The last estimate was refined under the Riemann Hypothesis (R.H.) by Littlewood [22] and
later by Selberg [26] in different ways as follows:






Concerning the average behavior of S(T ), it is a well known result of Littlewood [22] and
Selberg [26] that ∫ T
0
S(t)dt = O(log T ) .
It is noticed further on p. 335 of Titchmarsh [27] that the Lindelöf hypothesis is equivalent
to the statement that ∫ T
0
S(t)dt = o(log T ) (T → ∞) .






(log log T )2
)
.
Concerning the mean value thoerem of the higher order, Selberg [26] showed that for
any integer k ≥ 1,∫ T
0
S(t)2k dt = 2k!
(2π)2kk!T (log log T )
k + O(T (log log T )k− 12 ) .
This enables us to determine the distribution function of S(t). Under R.H., Selberg also
showed that for each integer k ≥ 1,∫ T
0
S(t)2k dt = 2k!
(2π)2kk!T (log log T )
k + O(T (log log T )k−1) .
For k = 1, Goldston [21] has refined this by showing, under R.H., that∫ T
0

























where Co is the Euler constant, p runs over the prime numbers and F(a) is the Mont-
gomery’s sum defined by









w(γ − γ ′)
with
w(t) = 4
4 + t2 .
Concerning the mean value theorems for short intervals, we [8] [9] have shown that for
















kT (log(2πα) − Ci(2πα) + Co)k
+O(T (Ak)k((log(2πα) − Ci(2πα) + Co)k− 12 + kk))





log log T − log
∣∣∣∣ζ
(








log log T − log





if log T  α  T log T ,







When 0 < α  1, this formula does not give an asymptotic formula. However, we [8]
[9] can recover it, applying Goldston, for the case of k = 1, under the Riemann Hypothesis,

























(1 − cos(2παa)) da + o(1)
}




log log T − log
∣∣∣∣ζ
(




if log T  α  T log T .
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Now we turn our attentions to the extension
Sm(T )
for m ≥ 1 of S(T ), which will be defined below. When T = γ , then we put






for any integer m ≥ 1, where Cm’s are some specified constants (cf. p. 2 of Fujii [13]).
When T = γ , then we put
Sm(T ) = 1
2
(Sm(T + 0) + Sm(T − 0)) .
Concerning Sm(T ) for m ≥ 2, Littlewood [22] and Selberg [26] have shown under the
Riemann Hypothesis that
Sm(T )  log T
(log log T )m+1
.
We recall our studies on Sm(T ) for m ≥ 2 without assuming any unproved hypothe-
sis. We shall first recall the relation between Sm(T ) and the integral Im(T ) which will be
defined as follows. When T = γ , then we put for k ≥ 1












log ζ(σ + iT ) (dσ)2k−1
}
and












log ζ(σ + iT ) (dσ)2k
}
.
When T = γ , then we put for m ≥ 1
Im(T ) = 1
2
(Im(T + 0) + Im(T − 0)) .
We now describe a relation between Sm(T ) and Im(T ) as follows (cf. Lemma 1 on p. 3 and
Theorem 1 on p. 4 of Fujii [13]).
LEMMA 1. Let m be an integer ≥ 1. Then we have
Sm(T ) = Im(T ) + Wm(T ),
where we put
W1(T ) = 0,
for m ≥ 2 and for T = γ ,













(T − γ )h
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for m ≥ 2 and for T = γ
Wm(T ) = 1
2
(Wm(T + 0) + Wm(T − 0))
and we have the estimate
Im(T )  log T .
We notice that the estimate of Im(T ) for m = 1 was obtained by Littlewood [22] and
Selberg [26]. We [13] [15] have obtained the above estimate for m ≥ 2 as a consequence
of the following expression of Im(T ):















(σ + iT ) dσ
}
.
For σ ≥ 12 , let N(σ, T ) be the number of the zeros β + iγ of ζ(s) such that β > σ and
0 < γ < T when T = γ . When T = γ , then we put
N(σ, T ) = 1
2
(N(σ, T + 0) + N(σ, T − 0)) .
Using these notations, we recall that




(−1)r−1Nh,2r (T ) ,
where we put for h ≥ 1 and r ≥ 1
















N(σ, t) (dσ )2r (dt)h
and for h = 0 and r ≥ 1










N(σ, T ) (dσ)2r .
To get an upper bound for Wm(T ), we apply Selberg’s density theorem (cf. p. 232 of Selberg
[26]): for some positive constant C,
N(σ, T )  T log T · e−C(σ− 12 ) logT









N(σ, T ) (dσ)2r  T
(log T )2r−1
and consequently,
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Sm(T )  T
m−1
log T
for any integer m ≥ 2 .
This looks weak at first sight if we compare this with the conditional results mentioned
above. However as we have noticed on p. 6 of Fujii [13], we have shown that the Riemann
Hypothesis is equivalent to the statement that for any integer m ≥ 3,
Sm(T ) = o(T m−2) .
Concerning the higher moments of Sm(T ), a study has been given in Fujii [15] for
m ≥ 2, while the case for m = 1 was treated in Selberg [26]. On the other hand, Littlewood
[23] gave its study for m ≥ 1 under the Riemann Hypothesis.
We now describe our results concerning the problem which has been proposed above.
It is worthwhile to notice that for m = 1 and m = 2, we can get an asymptotic formula
without assuming any unproved hypothesis. We shall describe our result for m = 1 first.
















{log(2πα) − Ci(2πα) + Co} + O(T
√
log(2πα) − Ci(2πα) + Co)




log log T − log
∣∣∣∣ζ
(








log log T − log
∣∣∣∣ζ
(












If we assume the Riemann Hypothesis, then the result can be stated as follows.


























(1 − cos(2παa)) da + o(1)
}




log log T − log
∣∣∣∣ζ
(










where F(a) is defined above.
The right hand side for the range 0 < α = o(log T ) is nothing but the GUE part of the
number variance of N(T ), which has been mentioned above (cf. also Berry [1] and Fujii























dt + O(a(logT )2) .
Thus we see that Theorems 1 and 2 are the immediate consequences of the mean value
theorem of S(t) for short intervals as mentioned above.
For m = 2, we can show the following theorem.





































where Λ(n) is the von-Mangoldt function defined by
Λ(n) =
{
log p if n = pk with a prime p and an integer k ≥ 1
0 otherwise
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we get the following asymptotic formula for 0 < α = o(log T ).


























(α + log log T )
)
.
For m ≥ 3, we get the following more general theorem.




































































































is the fractional part of m−12 , ϑ(T ) and
Wm(T ) are introduced above, ϑ(j)(t) is the j -th derivative of ϑ(t) and we put
δ(1,m) =
{
1 if m = 1
0 otherwise .
An immediate consequence is the following.











 T m−1 .
If we assume the Riemann Hypothesis, we get an asymptotic formula for m ≥ 2 as
follows.
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COROLLARY 3. (On R.H.) Suppose that 0 < α  log T . Then we have for any

















































We shall prove our theorems by applying the following theorem.





















































for any integer m ≥ 1 and for any integer k ≥ 1. For simplicity, we shall state and prove
the simplest case, namely, for m = 1 and k ≥ 2 (cf. 6-3 in the section 6 below for the
statement of the results under the Riemann Hypothesis for m ≥ 2 and for k ≥ 2). For
k = 2, we have the following result.























+ O(T √log log T ) .
For k ≥ 3, we can prove the following theorem.
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Λ(m1) · · · Λ(mk)








































Λ(m1) · · ·Λ(mk−1)






























We shall prove our theorems in the following sections. In the section 2, we shall state
some lemmas which we shall use below. In the section 3, we shall prove Theorem 5. In the
section 4, we shall prove Theorems 1, 2, 3 and 4 using Theorem 5. In the section 5, we shall
prove Theorems 6 and 7. In the section 6, we shall give some supplemental remarks. We
shall see below that our proof will be mainly focused on the treatment of the main terms,
since we have already estimated some of the error terms (cf. Lemma 4 below). We shall
give the details of the proofs as much as possible for completeness.
§2. Some lemmas
We shall list up some lemmas which we shall use below. Let s = σ + it . We suppose
that σ ≥ 12 and t ≥ 2. Let X be a positive number satisfying 4 ≤ X ≤ t2. As on pp.














where ρ runs through all zeros β + iγ of ζ(s) for which













− 2 log2 X2
n
2 log2 X






for X2 ≤ n ≤ X3 .
We recall first the following lemma (cf. p. 17 of Fujii [13] and p. 185 and p. 246 of Selberg
[26]).







































It is better for our purpose to decompose Im(t) further as follows.



































































= Mm(t) + Rm(t) , say .
As on pp. 180–186 of Fujii [15], we have the following mean value theorem.
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LEMMA 4. Suppose that 2 ≤ X ≤ T bk for some positive constant b. Then we have












§3. Proof of Theorem 5
Let m be an integer ≥ 1. In this section we suppose that a is a positive number  T
and we put X = T δ and T1 =
√
X with an arbitrarily small positive number δ.∫ T
C
S(t)Sm(t + a)dt =
∫ T
C














S(t)Im(t + a)dt +
∫ T
C
S(t)Wm(t + a)dt .
Since Im(T )  log T and S(T )  log T , we get∫ T1
C
S(t)Im(t + a)dt  T1 log2 T 
√
T .
By the partial integration, we get∫ T
T1











m(t + a)dt .
We notice that
S1(T )Mm(T + a), S1(T1)Mm(T1 + a)  log T · X 32 
√
T .



















T log log T
(log T )2
·







(log log T )
1
2 (1+δ(1,m)) ,






















(T + n)  T (log log X)δ(1,m) .
Using Lemma 4 and Selberg’s mean value theorem on S(t) mentioned above, we get
∫ T
T1























(log log T )
1
2 (1+δ(1,m)) .




m(t + a)dt .


























































































































Consequently, we get∫ T
C




























This proves our Theorem 5.
§4. Proof of Theorems 1, 2, 3 and 4
We put a = 2πα
log T2π
for any positive α. We suppose that m is an integer ≥ 1 and that if
m = 1,





and if m ≥ 2,
0 < α  log T .
Now, by the definition of Sm(T ) and the Riemann-von Mangoldt formula, we have∑
0<γ≤T























(S(t) − S(t − a))Sm−1(t)dt
= U1 + U2, say .


















ϑ ′(t) − 1
π
ϑ ′(t − a)
)
Sm(t) dt .
When m = 1,









= O(a(logT )2) ,
where we have used the estimate
S1(T )  log T .
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When m = 2, then
U1 = 1
π









+ O(a log2 T )













where we have used the estimate
I2(T ), S2(T )  T
log T
.
When m ≥ 3, we have
U1 = 1
π














+ O(a log2 T )
 T m−1 .







S(t)Sm−1(t + a)dt + O(1) .












(S(t + a) − S(t))2dt + O(a(logT )2) .
Thus when m = 1, we get
∑
0<γ≤T
(S1(γ + a) − S1(γ )) = 12
∫ T
0
(S(t + a) − S(t))2dt + O(a(logT )2) .
Combining this with our mean value theorem of S(t) for short interval which has been
mentioned in the introduction, we get our conclusion as stated in Theorems 1 and 2.


























W1(T ) = 0 .
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Thus we get for m = 2∑
0<γ≤T























(α + log log T )
)
.
This proves our Theorem 3 and Corollary 1.
Finally, for m ≥ 3, by applying Theorem 5, we get







































Thus we get for m ≥ 3,∑
0<γ≤T




















































This is our Theorem 4.
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§5. Proof of Theorems 6 and 7
We suppose that k ≥ 2 and a is positive and bounded, namely, 0 < α  log T . In this
section we put X = T δk with an arbitrarily small positive δ and T1 =
√
X.
By the Riemann-von Mangoldt formula, we get first∑
0<γ≤T




(S1(t + a) − S1(t))k 1
π




(S1(t + a) − S1(t))k−1(S(t + a) − S(t))S(t)dt
= V1 + V2 − kV3 , say .
We get, simply,
V2  logk+1 T .
























+ O(T1 logk+1 T )
= V4 + V5 + O(T1 logk+1 T ) , say .
By Schwarz inequality, we get


















By Lemma 4, we get∫ T
T1




Next, we get for any integer 2 ≤ R ≤ 2k∫ T
0



































ΛX(m1) · · · ΛX(mR)√











































ΛX(m1) · · · ΛX(mR)
































ΛX(m1) · · ·ΛX(mR)√
m1 · · ·mR(log m1)2 · · · (log mR)2














Λ(m1) · · · Λ(mR)










































 T √log log T .







































ΛX(m1) · · ·ΛX(mk)√

















































ΛX(m1) · · · ΛX(mk)
































ΛX(m1) · · · ΛX(mk)√
m1 · · · mk(log m1)2 · · · (log mk)2














Λ(m1) · · · Λ(mk)








































Λ(m1) · · · Λ(mk)























+ O(T √log log T ) .









2 +it log n
}
and
R(t) = S(t) − M(t) .










(M1(t + a) − M1(t))r · (R1(t + a) − R1(t))k−1−r
· (S(t + a) − S(t))S(t)dt + O(T1 logk+1 T )
= V6 + V7 + V8 + O(T1 logk+1 T ) , say ,

















(M1(t + a) − M1(t))k−1(R(t + a) − R(t))R(t)dt =
3∑
l=1










(M1(t + a) − M1(t))r (R1(t + a) − R1(t))k−1−r









(M1(t + a) − M1(t))r (R1(t + a) − R1(t))k−1−r









(M1(t + a) − M1(t))r (R1(t + a) − R1(t))k−1−r









(M1(t + a) − M1(t))r (R1(t + a) − R1(t))k−1−r
· (R(t + a) − R(t))R(t)dt =
4∑
l=1
V8,l , say .
By Theorem 4 on pp. 252-254 of Selberg [26], we get∫ T
T1
|R(t)|4 dt  T
and ∫ T
T1
|M(t)|4 dt  T (log log T )2 .
By p. 233 of Fujii [3], we get∫ T
T1










































































































· (log(3 + a log T ))2(log log T )2
) 1
4
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) 1
4














· (log log T )2
) 1
4








































































V6,l , say ,













































































































































































































































 T √log log T
and
V6,3 + V6,4  T
√















log log T .

















































































































































































= V9 + V10 + V11 + V12 , say .
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ΛX(m1) · · · ΛX(mk−1)√















































ΛX(m1) · · · ΛX(mk−1)√
m1 · · · mk−1(log m1)2 · · · (log mk−1)2



















ΛX(m1) · · · ΛX(mk−1)√
















































ΛX(m1) · · · ΛX(mk−1)√
































= V13 + V14 + O(T ) , say .
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ΛX(m1) · · ·ΛX(mk−1)√















































ΛX(m1) · · · ΛX(mk−1)√
















































ΛX(m1) · · ·ΛX(mk−1)√
































= V15 + V16 + O(T ) , say .

























































































V16  T .
V13 + V15 can be written in a simpler form as follows.
















ΛX(m1) · · ·ΛX(mk−1)









































Λ(m1) · · ·Λ(mk−1)










































Λ(m1) · · ·Λ(mk−1)

























+ O(T ) .
In a similar manner, we get


















ΛX(m1) · · · ΛX(mk−1)























































































· Λ(m1) · · ·Λ(mμ)
(log m1)2 · · · (log mμ)2
= O(T ) .
In the same manner, we get

















ΛX(m1) · · · ΛX(mk−1)√


















































Λ(m1) · · · Λ(mk−1)

























+ O(T ) .
Combining all of these evaluations, we get, for k ≥ 3,∑
0<γ≤T












Λ(m1) · · · Λ(mk)







































Λ(m1) · · ·Λ(mk−1)

























+O(T √log log T ) .
This is our Theorem 7 .
We suppose next that k = 2 and evaluate V6. In this case, we have∫ T
C



































































































































































































































+ O(T ) = O(T ) ,







































































Moreover V4 can be written simply as follows.



















(1 − cos(a log n)) + O(T ) .
Consequently, we get∫ T
0









(1 − cos(a log n)) + O(T √log log T ) .
Hence, we get∑
0<γ≤T
(S1(γ + a) − S1(γ ))2






(1 − cos(a log n)) + O(T √log log T ) .
This is our Theorem 6.
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§6. Concluding remarks
6-1. We can extend the present argument to the zeros of Dirichlet L-functions. This
will appear elsewhere.
6-2. In the proof of Theorems 1, 2, 3 and 4, we can evaluate
∑
0<γ≤T Sm(γ + a)
and
∑
0<γ≤T Sm(γ ) separately as follows. We have, for any integer m ≥ 1,
∑
0<γ≤T

















ϑ ′(t)Wm(t)dt + O(T (log log T ) 12 δ(1,m)) ,
where we take the same T1 as in the section 3.
For m = 1, we get
∑
0<γ≤T
S1(γ ) = −
∫ T
0
S2(t) dt + O(T √log log T ) ,
since S1(T )S(T )  log2 T and W1(T ) = 0. By Selberg’s mean value theorem on S(t),
which is stated in the introduction, we get the following.
COROLLARY 4.∑
0<γ≤T
S1(γ ) = − T
2π2
log log T + O(T √log log T ) .
For m ≥ 2, we have
∑
0<γ≤T




ϑ ′(t)Wm(t)dt + O(T m−1) ,
since Sm(T )S(T )  T m−1 and∫ T
C
Sm−1(t)S(t)dt  T m−1 .
By the expression











)2r (T − γ )h ,
we get the following consequence.
COROLLARY 5. Let m be an integer ≥ 2. Then the Riemann Hypothesis is equiva-
lent to the statement that
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∑
0<γ≤T
Sm(γ ) = o(T m−1 log T ) as T → ∞ .



















(log log T )m+2
.
Using this estimate, we get for m = 1 the following result as a consequence of Goldston’s
mean value theorem on S(t), which is stated in the introduction.
COROLLARY 6. (On R.H.)
∑
0<γ≤T
S1(γ ) = − T
2π2





















+ o(T ) .
For m ≥ 2, applying Theorem 5, we get, under R.H.,
∑
0<γ≤T






































(log log T )m+2
)




(log log T )m+2
)
if m is an even integer .
Then using Selberg’s mean value theorem on S1(T ) (cf. p. 255 of Selberg [26]) and the
author’s mean value theorem on Sm(T ) for any integer m ≥ 2 (cf. Theorem 3 on p. 173 of
Fujii [15] ), we get an asymptotic formula or an upper bound for
∑
0<γ≤T Sm(γ ) under the
Riemann Hypothesis in the following form.
COROLLARY 7. (On R.H.) (i) If m is an odd integer ≥ 3, then we have
∑
0<γ≤T














(ii) If m is an even integer ≥ 2, then we have
∑
0<γ≤T
Sm(γ ) = O
(
log2 T
(log log T )m+2
)
.
6-3. If we assume the Riemann Hypothesis, then our argument in the section 5 gives
us the following theorem. The proof will appear elsewhere.
THEOREM 8. (On R.H.) Suppose that 0 < a  1. Then we have for any integer
m ≥ 2 and any integer k ≥ 2,
∑
0<γ≤T














Λ(m1) · · ·Λ(mk)























+ O(T √log log T ) .
This implies, in particular, the following consequence.
COROLLARY 8. (On R.H.) Suppose that 0 < α  log T . Then we have for any























+ O(T √log log T ) .
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