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Abstract
For a contraction P and a bounded commutant S of P , we seek a solution X of the operator equation
S − S∗P = (I − P ∗P ) 12 X(I − P ∗P ) 12 ,
where X is a bounded operator on Ran(I − P ∗P) 12 with numerical radius of X being not greater than 1.
A pair of bounded operators (S,P ) which has the domain
Γ = {(z1 + z2, z1z2): |z1| 1, |z2| 1}⊆C2
as a spectral set, is called a Γ -contraction in the literature. We show the existence and uniqueness of so-
lution to the operator equation above for a Γ -contraction (S,P ). This allows us to construct an explicit
Γ -isometric dilation of a Γ -contraction (S,P ). We prove the other way too, i.e., for a commuting pair
(S,P ) with ‖P ‖ 1 and the spectral radius of S being not greater than 2, the existence of a solution to the
above equation implies that (S,P ) is a Γ -contraction. We show that for a pure Γ -contraction (S,P ), there
is a bounded operator C with numerical radius not greater than 1, such that S = C +C∗P . Any Γ -isometry
can be written in this form where P now is an isometry commuting with C and C∗. Any Γ -unitary is of this
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578 T. Bhattacharyya et al. / Advances in Mathematics 230 (2012) 577–606form as well with P and C being commuting unitaries. Examples of Γ -contractions on reproducing kernel
Hilbert spaces and their Γ -isometric dilations are discussed.
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1. Motivation
Subsets of Cn that are spectral sets or complete spectral sets for a given commuting n-tuple
of operators have been studied for a long time, see [21] and the many references cited there for
the historical development.
Agler and Young in their seminal paper [1] introduced the novel idea of studying all commut-
ing pairs of bounded operators for which a certain particular subset of C2 is a spectral set. This
subset is the symmetrized bidisc
Γ = {(z1 + z2, z1z2): |z1| 1, |z2| 1}⊆C2
and the commuting pair of bounded operators (S,P ) defined on a Hilbert space H satisfies∥∥f (S,P )∥∥ sup
(z1,z2)∈Γ
∣∣f (z1, z2)∣∣
where f is a polynomial in two variables and the supremum is over Γ . Thus, Γ is a spectral
set for (S,P ) or in other words (S,P ) is a Γ - contraction. A Γ -contraction (S,P ) is said to
be a pure Γ -contraction if P is a pure contraction, i.e., P ∗n → 0 as n → ∞. In other words
P ∈ C·0 following the terminology of Sz.-Nagy and Foias (see page 76 of [20]). In their paper
[6], Agler and Young described the motivation for studying Γ -contractions. An understanding of
this family of operator pairs has led to the solutions of a special case of the spectral Nevanlinna–
Pick problem [3,5], which is one of the problems that arise in H∞ control theory [16]. Also they
play a pivotal role in the study of complex geometry of the set Γ (see [4]). In their work Agler
and Young did not assume separability of Hilbert spaces, but in this note, all Hilbert spaces are
over complex numbers and are separable.
The remarkably smooth theory that they developed for Γ -contractions parallels the highly
successful theory of dilation of a single contraction because they showed in [6], the existence of
a Γ -isometric dilation for any Γ -contraction. In this note we construct an explicit Γ -isometric
dilation of a Γ -contraction, i.e., given a Γ -contraction (S,P ) on a Hilbert spaceH , we construct
a space K containing H as a subspace and a Γ -isometry (T ,V ) on K such that T ∗|H = S∗
and V ∗|H = P ∗. In other words, a Γ -contraction is the compression of a Γ -isometry to a co-
invariant subspace. What is remarkable here is that the space K need not be any bigger than
the minimal isometric dilation space of the contraction P and V is in fact the minimal isometric
dilation of P . Moreover, T , in such a case, is uniquely determined.
There are several ways to describe a Γ -contraction. We have described a new way of charac-
terizing Γ -contractions in Section 4. To do it, we define the fundamental equation of a pair of
bounded operators (S,P ) with ‖P ‖ 1, to be the operator equation
S − S∗P = DPXDP , X ∈B(DP ).
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mental equation for a Γ -contraction (S,P ) and call the solution, the fundamental operator for
(S,P ). Uniqueness of minimal Γ -isometric dilation (the minimality of a Γ -isometric dilation
is defined in Section 2) of a Γ -contraction follows from the uniqueness of the solution. This
relates the theory of Γ -contractions beautifully to solving operator equations. A one-parameter
family of examples of Γ -contractions has been obtained and is discussed in Section 3. Their
underlying spaces are reproducing kernel Hilbert spaces. We give Γ -isometric dilations of those
Γ -contractions. Section 2 describes the structure of Γ -unitaries and Γ -isometries in complete
detail with some new characterizations of them.
We start by listing, without proof, some basic facts about the set Γ all of which can be found
in [6]. These will be frequently used.
Theorem 1.1. Let (s,p) ∈C2. The following are equivalent:
(i) (s,p) ∈ Γ ;
(ii) |s − s¯p| + |p2| 1 and |s| 2;
(iii) 2|s − s¯p| + |s2 − 4p| + |s2| 4;
(iv) ρ(αs,α2p) 0, for all α ∈D, where D is the unit open disc in C;
(v) |p| 1 and there exists β ∈C such that |β| 1 and s = β + β¯p;
(vi) |s| 2 and |(2αp − s)(2 − αs)−1| 1 for all α ∈D;
(vii) 1 − α¯s + α¯2p = 0 and |(p − αs + α2)(1 − α¯s + α¯2p)−1| 1 for all α ∈D.
Definition 1.2. The distinguished boundary of the set Γ, denoted by bΓ is defined to be the
set
bΓ = {(z1 + z2, z1z2): |z1| = |z2| = 1}.
This is the ˘Silov boundary of the algebra of functions continuous on Γ and analytic in the
interior of Γ .
Theorem 1.3. Let (s,p) ∈C2. Then the following are equivalent:
(1) (s,p) ∈ bΓ ;
(2) (s,p) = (2xei θ2 , eiθ ) for some θ ∈R, and x ∈ [−1,1];
(3) |p| = 1, s = s¯p and |s| 2;
(4) |p| = 1, s = β + β¯p for some β ∈C of modulus 1.
We give a proof of (1) ⇔ (4) because we could not locate it in literature.
Proof. Let |p| = 1 and s = β + β¯p for some β ∈ C of modulus 1. Taking z1 = β and z2 = β¯p
we see that s = z1 + z2 and p = z1z2 where clearly |z1| = |z2| = 1. Hence (s,p) ∈ bΓ .
Conversely, let (s,p) ∈ bΓ . Then s = z1 + z2 and p = z1z2 for some z1, z2 of modulus 1.
Clearly |p| = 1 and z2 = z1p. Thus we have s = z1 + z1p = β + β¯p, where β = z1. 
Lemma 1.4. Γ is polynomially convex but not convex.
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Symmetrized polydisc has been studied in detail. The interested reader is referred to [2,4,7,15].
2. Structure theorems for Γ -isometries and Γ -unitaries
Ever since Sz.-Nagy found the minimal unitary dilation for a contraction on a Hilbert space,
it became clear how powerful a tool it is for studying an arbitrary contraction. An operator T is a
contraction if and only if ‖p(T )‖ ‖p‖∞ for all polynomials p by von Neumann’s inequality.
This property can be isolated and a compact subset X of C is called a spectral set for an operator
T if
∥∥f (T )∥∥ sup
z∈X
∥∥f (z)∥∥ (2.1)
for all rational functions f (z) with poles off X (we bring in rational functions instead of just
polynomials because the domain X is assumed to be just compact and not necessarily simply
connected, unlike D). If (2.1) holds for all matrix valued rational functions f , then X is called a
complete spectral set for T . Moreover, T is said to have a normal ∂X-dilation if there is a Hilbert
space K containing H as a subspace and a normal operator N on K with σ(N) ⊆ ∂X such
that
f (T ) = PH f (N)|H ,
for all rational functions f with poles off X. It is a remarkable consequence of Arveson’s exten-
sion theorem that X is a complete spectral set for T if and only if T has a normal ∂X-dilation.
Rephrased in this language, Sz.-Nagy dilation theorem says that if D is a spectral set for T then T
has a normal ∂D-dilation. For T to have a normal ∂X-dilation it is necessary that X be a spectral
set for T . Sufficiency has been investigated for many domains in C and several interesting results
are known including failure of such a dilation in multiply connected domains [13]. If X ⊆ C2,
then the questions are much more subtle. If (T1, T2) is a commuting pair of operators for which
D2 is a spectral set, then (T1, T2) has a simultaneous commuting unitary dilation by Ando’s
theorem. Taking cue from such classically beautiful concepts, Agler and Young introduced the
following definitions.
Definition 2.1. A commuting pair (S,P ) is called a Γ -unitary if S and P are normal operators
and the joint spectrum σ(S,P ) of (S,P ) is contained in the distinguished boundary of Γ .
Definition 2.2. A commuting pair (S,P ) is called a Γ -isometry if there exist a Hilbert space N
containing H and a Γ -unitary (S˜, P˜ ) on N such that H is left invariant by both S˜ and P˜ , and
S = S˜|H and P = P˜ |H .
In other words, (S˜, P˜ ) is a Γ -unitary extension of (S,P ). A commuting pair (S,P ) is a Γ -
co-isometry if (S∗,P ∗) is a Γ -isometry. Moreover, a Γ -isometry (S,P ) is said to be a pure
Γ -isometry if P is a pure isometry, i.e., there is no nontrivial subspace of H on which P acts
as a unitary operator.
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unless otherwise mentioned. Let
ρ(S,P ) = 2(I − P ∗P )− (S − S∗P )− (S∗ − P ∗S)
= 1
2
{
(2 − S)∗(2 − S)− (2P − S)∗(2P − S)}.
The following result was proved in [1]. There, in fact, it was proved that positivity ρ(S,P ) is
a necessary and sufficient condition for (S,P ) to be a Γ -contraction. A straightforward proof
of one direction is given below using joint spectral theory. Stinespring dilation is avoided for
proving this because this result will be used for constructing explicit dilations.
Proposition 2.3. Let (S,P ) be a Γ -contraction. Then ρ(αS,α2P) 0, for all α ∈D.
Proof. Let σ(S,P ) denote the Taylor joint spectrum of (S,P ). By Lemma 6.11 of Chapter III
of [22],
σ(S,P ) ⊂ σU (S,P ),
where U is the Banach subalgebra of B(H ), generated by S,P and I and σU (S,P ) is the
joint spectrum of (S,P ) relative to this commutative Banach algebra.
It is straightforward from the definition of Γ contraction that
σU (S,P ) ⊆ Γ,
and hence we have σ(S,P ) ⊆ Γ .
Let f be a holomorphic function in a neighborhood of Γ. Since Γ is polynomially convex,
by Oka–Weil theorem (Theorem 5.1 of [17]) there exists a sequence of polynomials {pn} that
converges uniformly to f on Γ . So by Theorem 9.9 of Chapter III of [22] we have
pn(S,P ) → f (S,P )
which by virtue of (S,P ) being a Γ -contraction implies that∥∥f (S,P )∥∥= lim
n→∞
∥∥pn(S,P )∥∥ lim
n→∞‖pn‖Γ = ‖f ‖.
Using the function f (s,p) = (2α2p − αs)/(2 − αs) which is holomorphic in a neighborhood of
Γ for α ∈D, we get ∥∥(2α2P − αS)(2 − αS)−1∥∥ ‖f ‖Γ  1.
Thus (2 − αS)∗−1(2α2P − αS)∗(2α2P − αS)(2 − αS)−1  I .
This happens if and only if (2 − αS)∗(2 − αS) (2α2P − αS)∗(2α2P − αS). By definition
of ρ(S,P ), the last inequality is the same as ρ(αS,α2P) 0.
By continuity, ρ(αS,α2P) 0 for all α ∈D. 
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sum (S,P ) = (S1 ⊕ S2,P1 ⊕ P2). Indeed, the joint spectrum of (S,P ) is the union of the joint
spectrum of (S1,P1) and the joint spectrum of (S2,P2) (see [10]). We begin with an elementary
lemma whose proof we skip because it is routine.
Lemma 2.4. Let X be a bounded operator on a Hilbert space H . If ReβX  0 for all complex
numbers β of modulus 1, then X = 0.
Parts of the following theorem, which gives new characterizations of Γ -unitaries were ob-
tained by Agler and Young in [6]. Parts (3), (4) and (5) are new.
Theorem 2.5. Let (S,P ) be a pair of commuting operators defined on a Hilbert space H . Then
the following are equivalent:
(1) (S,P ) is a Γ -unitary;
(2) there exist commuting unitary operators U1 and U2 on H such that
S = U1 +U2, P = U1U2;
(3) P is unitary, S = S∗P, and r(S) 2, where r(S) is the spectral radius of S;
(4) (S,P ) is a Γ -contraction and P is a unitary;
(5) P is a unitary and S = U +U∗P for some unitary U commuting with P .
Remark 2.6. We draw attention to the similarity between part (5) of this theorem and part (4) of
Theorem 1.3.
Proof. (1) ⇒ (2) This proof is the same as the one given by Agler and Young in [6]. We include
it for the sake of completeness. Let (S,P ) be a Γ -unitary. By the spectral theorem for commuting
normal operators there exists a spectral measure say M(.) on σ(S,P ) such that
S =
∫
σ(S,P )
p1(z)M(dz), P =
∫
σ(S,P )
p2(z)M(dz),
where p1,p2 are the co-ordinate functions on C2. Now choose a measurable right inverse β of
the restriction of the function π to T2 so that β maps the distinguished boundary bΓ of Γ to T2.
Let β = (β1, β2) and
Uj =
∫
σ(S,P )
βj (z)M(dz), j = 1,2.
Then U1,U2 are commuting unitary operators on H and
U1 +U2 =
∫
σ(S,P )
(β1 + β2)(z)M(dz) =
∫
σ(S,P )
p1(z)M(dz) = S.
Similarly U1U2 = P. Thus (1) ⇒ (2).
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(3) ⇒ (1) We have P ∗P = PP ∗ = I and S = S∗P . Therefore, S∗ = P ∗S and as a conse-
quence
SS∗ = (S∗P )(P ∗S)= S∗S
as P is unitary. So (S,P ) is a commuting pair of normal operators. So we have r(S) = ‖S‖.
Let C∗(S,P ) be the commutative C∗-algebra generated by them. By general theory of joint
spectrum (see p-27, Proposition 1.2 of [10]),
σ(S,P ) = {(ϕ(S),ϕ(P )): ϕ ∈M },
where M is the maximal ideal space of C∗(S,P ). Let (s,p) = (ψ(S),ψ(P )) ∈ σ(S,P ), where
ψ ∈M . Then
|p|2 = p¯p = ψ(p)ψ(p) = ψ(P ∗)ψ(P ) = ψ(P ∗P )= ψ(I) = 1
and
s¯p = ψ(S)ψ(P ) = ψ(S∗P )= ψ(S) = s.
Also |s| = |ψ(S)|  ‖S‖ = r(S)  2. Therefore, by Theorem 1.3, (s,p) ∈ bΓ i.e., σ(S,P ) ⊆
bΓ . So (S,P ) is a Γ -unitary. Hence (3) ⇒ (1).
Thus (1), (2) and (3) are equivalent.
The implication (1) ⇒ (4) is trivial.
(4) ⇒ (3) depends on the fact that if (S,P ) is a Γ -contraction, then
ρ
(
αS,α2P
)
 0, for all α ∈D.
Therefore, for β ∈ T, we have ρ(βS,β2P) = 2(I − P ∗P) − β(S − S∗P) − β¯(S∗ − P ∗S) 0.
Using the fact that P ∗P = I , we get that Reβ(S − S∗P) 0. By invoking Lemma 2.4 now, we
get that S − S∗P = 0. Also since (S,P ) is a Γ -contraction, r(S) ‖S‖ 2. Hence done.
(2) ⇒ (5) follows as S = U1 +U2 = U1 +U∗1 P and U1P = U1U1U2 = U1U2U1 = PU1.
(5) ⇒ (2) follows by taking U1 = U and U2 = U∗P . 
Corollary 2.7. The pair (S, I ) can be a Γ -contraction only by being a Γ -unitary. It is so if and
only if S is a self-adjoint operator of spectral radius not bigger than 2.
During the course of the proof, we used something which we segregate as a separate result
because it will be used later too.
Observation 2.8. If P is a unitary, S commutes with P and S = S∗P , then S is normal.
The structure of Γ -isometries can be deciphered using numerical radius. We recall the defini-
tions of numerical range and numerical radius and discuss some of their properties which will
be useful. The numerical range of an operator T on a Hilbert space H is defined to be
Ω(T ) = {〈T x,x〉: ‖x‖H  1}.
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ω(T ) = sup{∣∣〈T x,x〉∣∣: ‖x‖H  1}.
It is well known that r(T ) ω(T ) ‖T ‖ for a bounded operator T . An elementary fact will be
used more than once, and hence we state it as a lemma followed by a remarkable result due to
Ando.
Lemma 2.9. The numerical radius of an operator X is not greater than one if and only if
ReβX  I for all complex numbers β of modulus 1.
Proof. It is obvious that ω(X)  1 implies that ReβX  I for all β ∈ T. We prove the other
way. By hypothesis, 〈ReβXh,h〉  1 for all h ∈H with ‖h‖  1 and for all β ∈ T. Note that
〈ReβXh,h〉 = Reβ〈Xh,h〉. Write 〈Xh,h〉 = eiϕh |〈Xh,h〉| for some ϕh ∈ R, and then choose
β = e−iϕh . Then we get |〈Xh,h〉|  1 and this holds for each h ∈ H with ‖h‖  1. Hence
done. 
Theorem 2.10 (Ando). The numerical radius of an operator X is not greater than one if and only
if there is a contraction C such that
X = 2(I −C∗C)1/2C.
For details of the proof, see Theorem 2 of [8].
Definition 2.11. A bounded operator X is said to be hyponormal if X∗X XX∗.
Proposition 2.12 (Stampfli). If X is hyponormal, then ‖Xn‖ = ‖X‖n and so ‖X‖ = r(X).
For details of the proof see Proposition 4.6 of [9].
Lemma 2.13. Let U,V be a unitary and a pure isometry on Hilbert Spaces H1,H2 respectively,
and let X :H1 →H2 be such that XU = VX. Then X = 0.
Proof. We have, for any positive integer n,XUn = V nX by iteration. Therefore, U∗nX∗ =
X∗V ∗n. Thus X∗ vanishes on KerV ∗n, and since
⋃
n KerV ∗n is dense in H2 we have X∗ = 0
i.e., X = 0. 
Theorem 2.14. Let S, P be commuting operators on a Hilbert space H . The following state-
ments are all equivalent:
(1) (S,P ) is a Γ -isometry,
(2) (S,P ) is a Γ -contraction and P is isometry,
(3) P is an isometry, S = S∗P and r(S) 2,
(4) r(S) 2 and ρ(βS,β2P) = 0 for all β ∈ T.
Moreover if the spectral radius r(S) of S is less than 2 then (1), (2), (3) and (4) are equivalent
to:
(5) (2βP − S)(2 − βS)−1 is an isometry, for all β ∈ T.
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(2) ⇒ (3) The fact that (S,P ) is a Γ -contraction implies that ‖S‖ 2, whence r(S) 2. It
also implies that ρ(αS,α2P) 0 for all α in the closed disk, in particular on the circle. In view
of P being an isometry, this means that
Reβ
(
S − S∗P ) 0
for all β of modulus 1. By using Lemma 2.4, we get that S = S∗P .
(3) ⇒ (4) This is obvious.
(4) ⇒ (1) We have
ρ
(
βS,β2P
)= 2(I − P ∗P )− β(S − S∗P )− β¯(S∗ − P ∗S)= 0 for all β ∈ T.
Putting β = 1 and β = −1, we get P ∗P = I from which it follows by the same argument as
above that S = S∗P . We shall now show that (S,P ) is a Γ -isometry by exhibiting a Γ -unitary
extension.
Wold decomposition of the isometry P breaks the whole space H into the direct sum of two
reducing subspaces H1 and H2 so that P has the form
P =
(
P1 0
0 P2
)
on H1 ⊕H2 =H ,
where P1 is a unitary and P2 is a pure isometry (a shift of some multiplicity). With respect to this
decomposition of H , we write
S =
(
S11 S12
S21 S22
)
.
By commutativity of S and P and applying Lemma 2.13, we see that S takes the form(
S1 0
0 S2
)
on H1 ⊕H2 and S1P1 = P1S1, S2P2 = P2S2.
Also by S = S∗P and P ∗P = I we get Si = S∗i Pi and P ∗i Pi = I respectively for i = 1,2.
The pair (S1,P1) is Γ -unitary by part (4) of Theorem 2.5 because P1 is unitary and restriction
of a Γ -contraction to an invariant subspace is a Γ -contraction.
The pair (S2,P2) is a Γ -contraction since (S,P ) is so. Since P2 is a pure isometry it can be
identified with the multiplication operator MEz on H 2(E) for some Hilbert space E. Again since
S2 commutes with P2(≡ MEz ), it can be identified with the multiplication operator MEϕ for some
ϕ ∈ H∞(B(E)).
Also because P2 is isometry, I − P2P ∗2  0 and we have
S∗2
(
I − P2P ∗2
)
S2  0 ⇒ S∗2S2 
(
S∗2P2
)(
P ∗2 S2
)= S2S∗2 , since S2 = S∗2P2.
Thus S2 is hyponormal and by Stampfli’s result (Theorem 2.12), r(S2) = ‖S2‖ and hence ‖ϕ‖ =
‖MEϕ ‖ = ‖S2‖ 2. Since S2 = S2∗P2, or equivalently MEϕ = MEϕ ∗MEz , we have
ϕ(z) = ϕ∗(z)z for all z ∈ T.
586 T. Bhattacharyya et al. / Advances in Mathematics 230 (2012) 577–606Consider on L2(E), the multiplication operators UEϕ and UEz , multiplication by ϕ(z) and z
respectively. Obviously UEz is a unitary operator on L2(E). Since ϕ(z) = ϕ∗(z)z we have
UEϕ = UEϕ ∗UEz , i.e., UEϕ ∗ = UEz ∗UEϕ and hence
UEϕ U
E
ϕ
∗ = (UEϕ ∗UEz )(UEz ∗UϕE)= UEϕ ∗UEϕ
and thus UEϕ is normal. So we have a pair of commuting normal operators (UEϕ ,UEz ) on L2(E)
such that r(UEϕ ) = ‖UEϕ ‖ = ‖ϕ‖ 2,UEϕ = UEϕ ∗UEz and UEz is unitary. Therefore by part (3) of
Theorem 2.5, (UEϕ ,UEz ) is a Γ -unitary. The restriction to H 2(E) of this Γ -unitary is (MEϕ ,MEz ).
In other words (UEϕ ,UEz ) is a Γ -unitary extension of (MEϕ ,MEz ).
Taking S˜ = S1 ⊕ UEϕ and P˜ = P1 ⊕ UEz on H1 ⊕ L2(E), we see that (S˜, P˜ ) is a Γ -unitary
extension of (S,P ). Hence (S,P ) is a Γ -isometry.
Thus (1) through (4) are equivalent.
(4) ⇔ (5) By hypothesis,
ρ
(
βS,β2P
)= 1
2
{
(2 − βS)∗(2 − βS)− (2β2P − βS)∗(2β2P − βS)}= 0
⇒ (2 − βS)∗(2 − βS) = (2β2P − βS)∗(2β2P − βS).
Since r(S) < 2, the operator 2 − βS is invertible. Therefore, we have(
(2 − βS)−1)∗(2β2P − βS)∗(2β2P − βS)(2 − βS)−1 = I.
Therefore (2β2P −βS)(2−βS)−1 and hence (2βP −S)(2−βS)−1 is an isometry for all β ∈ T.
Conversely, let (5) hold. Then (2β2P −βS)(2−βS)−1 is an isometry for every β ∈ T. There-
fore,
(
(2 − βS)−1)∗(2β2P − βS)∗(2β2P − βS)(2 − βS)−1 = I
or (2 − βS)∗(2 − βS)− (2β2P − βS)∗(2β2P − βS)= 0
or ρ
(
βS,β2P
)= 0, ∀β ∈ T.
Hence done. 
Note 2.15. The Γ -isometry (S2,P2) in the above proof is a pure Γ -isometry.
Corollary 2.16. If (S,P ) is a Γ -isometry (respectively a Γ -unitary), then (rS,P ) is also a
Γ -isometry (respectively a Γ -unitary) for 0 r  1.
The following two results are remarkable in their simplicity to characterize Γ -isometries.
Lemma 2.17. A pair of bounded operators (S,P ) defined on H is a pure Γ -isometry if and
only if S = C +C∗P for some pure isometry P and a bounded operator C which commutes with
P and P ∗ and has numerical radius not greater than 1.
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with MEϕ and MEz respectively on H 2(E) for some separable Hilbert space E, where ϕ(z) =
G+G∗z for an operator G defined on E such that ω(G) 1. Clearly
MEϕ = MEG+G∗z = MEG +MEG∗MEz ≡ (I ⊗G)+
(
I ⊗G∗)(Mz ⊗ I ) on H 2(D)⊗E ≡ H 2(E).
Therefore S ≡ C+C∗P where P = Mz ⊗ I and C = I ⊗G. Obviously P commutes with C,C∗
and ω(C) 1.
Conversely, let S = C + C∗P where ω(C)  1 and P is a pure isometry which commutes
with C and C∗. Since P is a pure isometry, P ≡ MEz on H 2(E) and hence C ≡ MEϕ on H 2(E)
for some ϕ ∈H ∞(B(E)), by the commutativity of C and P .
Also since both of MEϕ and MEϕ
∗
commute with MEz , the function ϕ is a constant say equal
to G1. Clearly
MEϕ ≡ (I ⊗G1) and MEz ≡ Mz ⊗ I on H 2(D)⊗E.
By the commutativity of C and P we have
S∗P = (C∗ + P ∗C)P = S.
Now
ω(S) = ω(C +C∗P ) ω(C)+ω(C∗P )= ω(I ⊗G1)+ω(Mz ⊗G∗1) 1 +ω(Mz ⊗G∗1).
Since ω(G∗1) 1, by Ando’s result (Theorem 2.10) there exists a contraction T such that
G∗1 = 2
(
I − T ∗T )1/2T .
Considering the contraction T1 = Mz ⊗ T we get
2
(
I − T ∗1 T1
)1/2
T1 = 2
(
I ⊗ I − (M∗z ⊗ T ∗)(Mz ⊗ T ))1/2(Mz ⊗ T )
= 2(I ⊗ I − I ⊗ T ∗T )1/2(Mz ⊗ T )
= 2I ⊗ (I − T ∗T )1/2(Mz ⊗ T )
= Mz ⊗
{
2
(
I − T ∗T )1/2T }
= Mz ⊗G∗1.
Therefore by Ando’s result again, ω(Mz ⊗ G∗1)  1. Thus we have ω(S)  2. Therefore by
Theorem 2.14(3), (S,P ) is a Γ -isometry where P is a pure isometry i.e., (S,P ) is a pure Γ -
isometry. 
Theorem 2.18. A pair of bounded operators (S,P ) defined on H is a Γ -isometry if and only if
S = C +C∗P for some isometry P and a bounded operator C which commutes with P and P ∗
and has numerical radius not greater than 1.
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where (S1,P1) and (S2,P2) are Γ -unitary and pure Γ -isometry respectively.
Therefore S2 = C + C∗P2 where ω(C) 1 and P2 is a pure isometry which commutes with
C and C∗. Also by Theorem 2.5, S1 = U +U∗P1 where U is a unitary which commutes with P1.
Choosing C1 = U ⊕C we get
S = S1 ⊕ S2 = C1 +C∗1 (P1 ⊕ P2) = C1 +C∗1P,
where P commutes with C1, C∗1 and obviously ω(C1) 1. 
Observation 2.19. Let (S,P ) be a Γ -contraction where P is a projection. Then S and P have
the operator matrices
S =
(
S1 0
0 S2
)
, P =
(
I 0
0 0
)
,
with respect to the decomposition H = Ran(P )⊕ Ker(P ).
Proof. Clearly P has the stated form as P is a projection. Let S = [Sij ]2i,j=1 with respect to
the decomposition H = Ran(P ) ⊕ Ker(P ). By the commutativity of S and P it follows that
S12 = S21 = 0. 
Observation 2.20. If (S,P ) is a Γ -contraction where P is a partial isometry then S − S∗P =(
0 0
∗ S
)
with respect to the decomposition H = RanP ∗ ⊕ Ker(P ).
Proof. Since (S,P ) is a Γ -contraction by Proposition 2.3, ρ(αS,α2P) 0 for all α in T which
implies that
(
I − P ∗P )− Reα(S − S∗P ) 0.
Since P is a partial isometry, P ∗P is a projection onto RanP ∗ = Ker(P )⊥. Therefore I − P ∗P
is a projection onto Ker(P ). So we have PKer(P ) − Reα(S − S∗P) 0 for all α in T. Therefore
for x ∈ Ker(P )⊥ = RanP ∗ we have PKer(P )(x) = 0 and hence
Reα
(
S − S∗P )∣∣RanP ∗  0, for all α in T.
Therefore by Lemma 2.4, (S −S∗P)|RanP ∗ = 0. Hence Ran(S −S∗P) ⊆ Ker(P ) and S =
(
0 0
∗ S
)
with respect to the decomposition H = RanP ∗ ⊕ Ker(P ). 
A canonical way of constructing a Γ -isometry is to consider the Hardy space H 2(D2) of the
bidisc with the reproducing kernel 1
(1−z1w¯1)(1−z2w¯2) . If Mz1 and Mz2 are multiplications by the
independent variables z1 and z2 respectively, then (Mz +Mz ,Mz Mz ) is a Γ -isometry.1 2 1 2
T. Bhattacharyya et al. / Advances in Mathematics 230 (2012) 577–606 5893. Γ -contractions – examples
Dilating a contraction operator to an isometry is well studied in the history of dilation theory
(see [20]). For the class of examples of Γ -contractions contained in this section, we produce
their Γ -isometric dilations.
Definition 3.1. Let (S,P ) be a Γ -contraction on H . A commuting pair of operators (T ,V )
acting on a Hilbert space N containing H as a subspace is said to be a Γ -isometric dilation of
(S,P ) if (T ,V ) is a Γ -isometry and
T ∗|H = S∗ and V ∗|H = P ∗.
Thus (T ,V ) is a Γ -isometric dilation of a Γ -contraction (S,P ) is same as saying that
(T ∗,V ∗) is a Γ -co-isometric extension of (S∗,P ∗). Moreover, the dilation will be called mini-
mal if
N = span{V nh: h ∈H and n = 0,1,2, . . .}.
We shall see the existence and uniqueness of minimal Γ -isometric dilation in Theorem 4.3.
In this section we exhibit a new class of examples of Γ -contractions and using a recent the-
orem of Douglas, Misra and Sarkar [11], find Γ -isometric dilations of some of them. The main
result of this section is Theorem 3.8.
Lemma 3.2. Let T1 and T2 be to commuting contractions defined on H and let M ⊆H be a
subspace invariant under T1 + T2 and T1T2. Then ((T1 + T2)|M , T1T2|M ) is a Γ -contraction.
Proof. We have to show that Γ is a spectral set for ((T1 + T2)|M , T1T2|M ), that is, for any
polynomial p of two variables,∥∥p((T1 + T2)|M , T1T2|M )∥∥ ∥∥p(z1, z2)∥∥∞,Γ .
Let π :C2 →C2 be defined as
π(z1, z2) = (z1 + z2, z1z2).
Then by von Neumann’s inequality in the bidisc D2, we have,∥∥p(π(T1, T2))∥∥ ‖p ◦ π‖∞,D2 or ∥∥p(T1 + T2, T1T2)∥∥ ‖p‖∞,Γ .
Certainly, ∥∥p((T1 + T2)|M , T1T2|M )∥∥ ∥∥p(T1 + T2, T1T2)∥∥.
Hence done. 
Let us see a particular example of this theorem. For λ,μ > 1 we define the weighted Bergman
spaces
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(
D2
)= {f : D2 →C : f is holomorphic and∫
D2
∣∣f (z1, z2)∣∣2(1 − |z1|2)λ−2(1 − |z2|2)μ−2 dm(λ,μ)(z1, z2) < ∞}, (3.1)
where m(λ,μ) is (λ−1)(μ−1)
π2
times the Lebesgue measure on D2. It is easy to verify that A(λ,μ)(D2)
is a Hilbert space. For f,g ∈A(λ,μ)(D2), define
〈f,g〉A(λ,μ)(D2) =
∫
D2
f (z1, z2)g(z1, z2)
(
1 − |z1|2
)λ−2(1 − |z2|2)μ−2 dm(λ,μ)(z1, z2).
Let Γ 0 denote the interior of Γ . Define the Hilbert space
A(λ,μ)
(
Γ 0
)= {f : Γ 0 →C: f is holomorphic and (f ◦ π)detJπ ∈A(λ,μ)(D2)}, (3.2)
with
〈f,g〉A(λ,μ)(Γ 0) =
〈
(f ◦ π)detJπ , (g ◦ π)detJπ
〉
A(λ,μ)(D2),
where Jπ =
(
1 1
z2 z1
)
is the Jacobian of the map π(z1, z2) = (z1 + z2, z1z2) so that detJπ =
(z1 − z2). Let M(λ,μ)s and M(λ,μ)p be the multiplication operators on A(λ,μ)(Γ 0) by the co-
ordinate functions s and p, respectively, where (s,p) ∈ Γ 0. For λ = μ, we denote A(λ,λ)(D2) by
A(λ)(D2), A(λ,λ)(Γ 0) by A(λ)(Γ 0), M(λ,λ)s by M(λ)s and M(λ,λ)p by M(λ)p . The following lemma
serves the purpose of showing that the operator pair (M(λ,μ)s ,M(λ,μ)p ), which is obviously a com-
muting pair, is a Γ -contraction.
Lemma 3.3. For integers m,n 0, let e˜mn and f˜mn be the functions defined on D2 by
e˜mn(z1, z2) = zm1 zn2 − zn1zm2 and f˜mn(z1, z2) = zm1 zn2 + zn1zm2 .
Let A(λ,μ)a (D2) := span{e˜mn: m > n  0} and A(λ,μ)s (D2) := span{f˜mn: m  n  0} be sub-
spaces of A(λ,μ)(D2). Then:
(1) Both A(λ,μ)a (D2) and A(λ,μ)s (D2) are invariant subspaces of A(λ,μ)(D2) under Mz1+z2 and
Mz1z2 .
(2) The restrictions of the pair (Mz1+z2 ,Mz1z2) to the invariant subspaces A(λ,μ)a (D2) and
A
(λ,μ)
s (D
2) are Γ -contractions, call them (S(λ,μ)a ,P (λ,μ)a ) and (S(λ,μ)s P (λ,μ)s ) respectively.
As usual, for λ = μ we use just one index.
(3) There is an isometry U from A(λ,μ)(Γ 0) onto A(λ,μ)a (D2) such that UM(λ,μ)s U∗ = S(λ,μ)a
and UM(λ,μ)p U∗ = P (λ,μ)a .
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(z1 + z2)
(
zm1 z
n
2 − zn1zm2
)= zm+11 zn2 − zn+11 zm2 + zm1 zn+12 − zn1zm+12
= (zm+11 zn2 − zn1zm+12 )+ (zm1 zn+12 − zn+11 zm2 ).
Again
z1z2
(
zm1 z
n
2 − zn1zm2
)= (zm+11 zn+12 − zn+11 zm+12 ).
So A(λ,μ)a (D2) is invariant under both of the multiplication operators Mz1+z2 and Mz1z2 . We can
show similarly that A(λ,μ)s (D2) is invariant under both the operators Mz1+z2 and Mz1z2 . Hence
by Lemma 3.2, (1) and (2) above are proved. To prove (3), define
U :A(λ,μ)(Γ 0)→A(λ,μ)(D2)
by
Uf = (f ◦ π)detJπ .
That U is an isometry follows from the definitions of norms on the corresponding spaces. It
is easy to check by direct computation that U intertwines M(λ,μ)s with S(λ,μ)a and M(λ,μ)p with
P
(λ,μ)
a . 
Remark 3.4. We observe that 〈e˜mn, f˜mn〉A(λ,μ)(D2) = m!n!(λ)m(μ)n − m!n!(μ)m(λ)n , for m> n 0, where
(λ)m = λ(λ−1)(λ−2)...(λ−m+1)m! . Therefore the subspaces A(λ,μ)a (D2) and A(λ,μ)s (D2) of A(λ,μ)(D2)
are mutually orthogonal if and only if λ = μ.
Consider the weighted Bergman space A(λ)(D2), as defined in (3.1), on the bidisc for λ > 1
and its subspaces
A(λ)a
(
D2
) := span{zm1 zn2 − zn1zm2 : m> n 0, (z1, z2) ∈D2}
and
A(λ)s
(
D2
) := span{zm1 zn2 + zn1zm2 : m n 0, (z1, z2) ∈D2}.
They are mutually orthogonal and A(λ)(D2) =A(λ)a (D2)⊕A(λ)s (D2). Let
fmn(z1, z2) =
⎧⎨⎩
√
(λ)m(λ)n
2(m!n!) (z
m
1 z
n
2 + zn1zm2 ) for m> n 0,√
(λ)n
n! (z1z2)
n for m = n 0.
(3.3)
Clearly, {fmn}mn0 is an orthonormal basis for the Hilbert space A(λ)s (D2).
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producing kernel K(λ)s given by the formula:
K(λ)s (z,w) =
1
2
(1 − z1w¯1)−λ(1 − z1w¯2)−λ + 12 (1 − z1w¯2)
−λ(1 − z2w¯1)−λ, (3.4)
where z = (z1, z2) and w = (w1,w2) are in D2.
Proof. We shall prove this by expanding the right-hand side of the formula (3.4) in terms of the
basis elements fmn. For z,w ∈D2, we have
K(λ)s (z,w) =
∑
mn0
fmn(z1, z2)fmn(w1,w2)
=
∑
m>n0
fmn(z1, z2)fmn(w1,w2)+
∑
n0
fnn(z1, z2)fnn(w1,w2)
= 1
2
∑
m,n0
m =n
fmn(z1, z2)fmn(w1,w2)+
∑
n0
fnn(z1, z2)fnn(w1,w2)
= 1
4
∑
m,n0
m =n
(λ)m(λ)n
m!n!
(
(z1w¯1)
m(z2w¯2)
n + (z1w¯2)m(z2w¯1)n + (z2w¯1)m(z1w¯2)n
+ (z2w¯2)m(z1w¯1)n
)+∑
n0
(λ)2n
(n!)2 (z1w¯1)
n(z2w¯2)
n
= 1
2
(1 − z1w¯1)−λ(1 − z1w¯2)−λ + 12 (1 − z1w¯2)
−λ(1 − z2w¯1)−λ. 
Edigarian and Zwonek found the Bergman kernel for symmetrized polydisc, see [15]. We shall
need explicit formulas for the reproducing kernels of the weighted Bergman spaces A(λ)(Γ 0), as
defined in (3.2). These have been extensively studied in [19]. We recall only some relevant facts
here. For λ > 1, the reproducing kernel for the weighted Bergman space A(λ)(Γ 0) on the interior
of the symmetrized bidisc Γ 0 is given by
B(λ)
Γ 0
(
π(z),π(w)
)= {(1 − z1w¯1)−λ(1 − z1w¯2)−λ − (1 − z1w¯2)−λ(1 − z2w¯1)−λ}
(z1 − z2)(w¯1 − w¯2) ,
z,w ∈D2. (3.5)
The kernel above remains a positive definite kernel for λ = 1. This prompted the authors of
[19] to define the Hardy space H 2(Γ 0) of the symmetrized bidisc to be the reproducing kernel
Hilbert space whose kernel is
SΓ 0
(
π(z),π(w)
)= (1 − z1w¯1)−1(1 − z1w¯2)−1 − (1 − z1w¯2)−1(1 − z2w¯1)−1
(z1 − z2)(w¯1 − w¯2) ,
z,w ∈D2. (3.6)
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Γ 0
B(n)
Γ 0
of the reproducing kernel of the weighted Bergman space
A(n)(Γ 0) with the reproducing kernel of the Hardy space H 2(Γ 0) is a positive definite kernel
for all positive integers n.
Proof. For z,w ∈D2, from (3.5) and (3.6), we have
S−1
Γ 0
B(n)
Γ 0
(
π(z),π(w)
)= (1 − z1w¯1)−n(1 − z2w¯2)−n − (1 − z1w¯2)−n(1 − z2w¯1)−n
(1 − z1w¯1)−1(1 − z2w¯2)−1 − (1 − z1w¯2)−1(1 − z2w¯1)−1
=
n−1∑
k=0
an−1−kbk,
where a = (1 − z1w¯1)−1(1 − z2w¯2)−1 and b = (1 − z1w¯2)−1(1 − z2w¯1)−1. Clearly, the last
expression can be expressed as a polynomial in ab and ak + bk for k = 1, . . . , n − 1. Since
ab = SΓ 0(π(z),π(w)) is the reproducing kernel for the Hilbert spaces H 2(Γ 0) and ak + bk =
K
(k)
s (z,w) is the reproducing kernel for the Hilbert space A(k)s (D2), they both are positive defi-
nite. Recalling that pointwise product and sum of two positive definite kernels are again positive
definite kernels we conclude that S−1
Γ 0
B(n)
Γ 0
is a positive definite kernel. 
By H 2(D2), we shall denote the Hardy space of the bidisc. For convenience of notation, we
shall also call it A(1)(D2). This will enable us to talk about the operator pairs (S(1)a ,P (1)a ) and
(S
(1)
s ,P
(1)
s ).
Lemma 3.7. The pair (MHs ,MHp ) of multiplication operators on H 2(Γ 0) by the co-ordinate
functions is a Γ -isometry.
Proof. Let H 2a (D2) := span{zm1 zn2 − zn1zm2 : m  n  0, (z1, z2) ∈ D2} and H 2s (D2) :=
span{zm1 zn2 + zn1zm2 : m  n  0, (z1, z2) ∈ D2}. Clearly, H 2(D2) = H 2a (D2) ⊕ H 2s (D2). For
λ = μ = 1, analogous arguments as in Lemma 3.3, shows that
(i) the subspaces H 2a (D2) and H 2s (D2) are invariant subspaces of H 2(D2) under Mz1+z2 and
Mz1z2 ;
(ii) there is an isometry U from H 2(Γ 0) onto H 2a (D2) such that UMHs U∗ = S(1)a and
UMHp U
∗ = P (1)a .
By Theorem 2.5(2), the pair (Mz1+z2 ,Mz1z2) is a Γ -unitary on L2(T2). Moreover, S(1)a =
Mz1+z2 |H 2a (D2) and P
(1)
a = Mz1z2 |H 2a (D2). So (S
(1)
a ,P
(1)
a ) is a Γ -isometry. Noting that U is a
unitary, it follows from (ii) that (MHs ,MHp ) is a Γ -isometry. 
Recall that (M(λ)s ,M(λ)p ) denotes the commuting pair of multiplication operators by the co-
ordinate functions s and p, respectively, on the Hilbert space A(λ)(Γ 0) for λ > 1. For λ = 1,
this space is the Hardy space H 2(Γ 0) and the operator pair is (MHs ,MHp ). Thus, by Lemma 3.6
and Theorem 6 of [11], we have proved the following theorem which is the main result of this
section.
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can be dilated to the Γ -isometry (MHs ⊗ IL ,MHp ⊗ IL ) on H 2(Γ 0) ⊗ L for some Hilbert
space L .
Recalling the notations from Lemma 3.3, we have the following corollary.
Corollary 3.9. For every positive integer n, the commuting pair of operators (S(n)a ,P (n)a ) acting
on the Hilbert space A(n)a (D2) has a Γ -isometric dilation to the commuting pair of operators
(S
(1)
a ,P
(1)
a ) on the Hilbert space H 2a (D2)⊗L for some Hilbert space L .
Proof. Observing that the isometry U in part 3 of Lemma 3.3 is actually a unitary the proof
follows from Theorem 3.8. 
Lemma 3.10. The Γ -isometric dilation (S(1)a ,P (1)a ) on the Hilbert space H 2a (D2) ⊗ L of the
commuting pair of operators (S(n)a ,P (n)a ) on the Hilbert space A(n)a (D2) is minimal.
Proof. To prove minimality, we need to show that span{P k1 h: h ∈ H 2a (D2), k  0} = H 2a (D2).
Recalling that e˜mn(z1, z2) = zm1 zn2 − zn1zm2 and H 2a (D2) = span{e˜mn: m > n  0}, it suffices
to show that span{P k1 (e˜mn): m > n  0, k  0} = span{e˜mn: m > n  0}. Since P k1 (e˜mn) =
˜em+k,n+k , we have span{P k1 (e˜mn): m > n 0, k  0} = span{ ˜em+k,n+k: m > n 0, k  0} =
span{e˜mn: m> n 0}. Hence the proof is complete. 
We have a corollary of the above lemma.
Corollary 3.11. The dilation (MHs ⊗ IL ,MHp ⊗ IL ) on the Hilbert space H 2(Γ 0) ⊗L of the
commuting pair of operators (M(n)s ,M(n)p ) on the Hilbert space A(n)(Γ 0) is minimal.
Proof. Set mn(s,p) =  ◦ π(z1, z2) = z
m
1 z
n
2−zn1zm2
z1−z2 for (s,p) ∈ Γ 0, (z1, z2) ∈ D2. So H 2(Γ 0) =
span{mn: m > n  0} and Mpmn = m+1,n+1. Now analogous arguments as in the previous
corollary shows that
span
{
Mkpmn: m> n 0, k  0
}= span{mn: m> n 0} = H 2(Γ 0).
This proves minimality of (MHs ⊗ IL ,MHp ⊗ IL ) on the Hilbert space H 2(Γ 0)⊗L . 
We move on to general discussion of dilation in the next section.
4. Dilation
As in many occasions in operator theory, in our case too, finding a solution to an operator
equation turns out to be of utmost importance. As is clear by now, a crucial role in deciphering
the structure of a Γ -contraction (S,P ) is played by the operator S − S∗P . For a pair (S,P )
of commuting bounded operators with ‖P ‖  1, we shall denote from now on by Σ and Σ∗,
the operators S − S∗P and S∗ − SP ∗ respectively. We denote by DP and DP the operator
(I − P ∗P) 12 and its range closure respectively. For a pair of commuting bounded operators
(S,P ) with ‖P ‖ 1, the fundamental equation is defined to be
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and the same for the pair (S∗,P ∗) is
Σ∗ = DP ∗YDP ∗ , where Y ∈B(DP ∗). (4.2)
We start with a pivotal theorem which guarantees the existence and uniqueness of solutions of
such equations for Γ -contractions. The proof of the theorem needs the following lemma and the
proof of the lemma given here is from a private communication with Michael A. Dritschel.
Lemma 4.1. Let Σ and D be two bounded operators on H . Then
DD∗  Re
(
eiθΣ
) for all θ ∈ [0,2π)
if and only if there is F ∈ B(D∗) with numerical radius of F not greater than one such that
Σ = DFD∗, where D∗ = RanD∗.
The proof of this result needs the operator Fejér–Riesz factorization theorem (Theorem 2.1 of
[14]) along with Douglas’s lemma (Lemma 2.1 of [12]) and the familiar result that an operator
X has numerical radius not greater than one if and only if ReβX  I for all complex numbers β
of modulus 1 (Lemma 2.9).
Proof of Lemma 4.1. Let there be an operator F ∈ B(H ) with numerical radius not bigger
than one such that Σ = DFD∗. Since I − Re(eiθF ) 0, for all θ ∈ [0,2π), we have
D
(
I − Re eiθF )D∗  0, for all θ.
So we have
DD∗ D Re
(
eiθF
)
D∗ = Re(eiθDFD∗)= Re(eiθΣ)
for all θ ∈ [0,2π).
The nontrivial part of this lemma, however, is the converse of the above. Suppose that DD∗ 
Re(eiθΣ) for all θ ∈ [0,2π). This means that the Laurent polynomial
DD∗ − 1
2
(
zΣ + z¯Σ∗)
is non-negative for z on the unit circle. By the operator Fejér–Riesz theorem (Theorem 2.1 of
[14]) we thus have a factorization
DD∗ − 1
2
(
zΣ + z¯Σ∗)= (X − zY )(X∗ − z¯Y ∗), |z| = 1,
with X,Y ∈B(H ). Thus DD∗ = XX∗+YY ∗ and Σ = 2YX∗. Since DD∗ XX∗ and DD∗ 
YY ∗, Douglas’s lemma tells us that there exist contractions Q and R such that X = DQ and
Y = DR. Thus Σ = DFD∗ for
F = PD 2RQ∗|D .∗ ∗
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Re(eiθDFD∗) for all θ ∈ [0,2π) which implies that
D
(
ID∗ − Re
(
eiθF
))
D∗  0, for all θ ∈ [0,2π).
Hence 〈(
ID∗ − Re
(
eiθF
))
D∗h,D∗h
〉= 〈D(ID∗ − Re(eiθF ))D∗h,h〉 0
for all θ ∈ [0,2π) and as a consequence, the numerical radius of A is no bigger than one. 
Now here is the theorem which guarantees the existence and uniqueness of solution to the
fundamental equation of a Γ -contraction.
Theorem 4.2. Let (S,P ) be a Γ -contraction. Then there is a unique solution A to its fundamental
equation
S − S∗P = DPXDP .
Moreover, A has numerical radius less than or equal to one.
Proof. Since (S,P ) is a Γ -contraction, by Proposition 2.3, we have
ρ
(
αS,α2P
)
 0 for all α ∈D.
So in particular for all β with modulus 1, we have D2P − Reβ(S − S∗P)  0. Therefore by
Lemma 4.1, there exists an operator A ∈B(DP ) with numerical radius not greater than one such
that S − S∗P = DPADP .
For uniqueness let there be two such solutions A1 and A2. Then
DP A˜DP = 0, where A˜ = A1 −A2 ∈B(DP ).
Then 〈
A˜DP h,DPh
′〉= 〈DP A˜DPh,h′〉= 0
which shows that A˜ = 0 and hence A1 = A2. 
This theorem allows us to construct an explicit Γ -isometric dilation of a Γ -contraction, which
is one of our main results and is shown in the following theorem.
Theorem 4.3. Let (S,P ) be a Γ -contraction on a Hilbert space H . Let A be the unique solution
of the fundamental equation (4.1) and let K0 = H ⊕ Dp ⊕ Dp ⊕ Dp ⊕ · · · = H ⊕ l2(Dp).
Consider the operators TA,V0 defined on K0 by
TA(h0, h1, h2, . . .) =
(
Sh0,A
∗DP h0 +Ah1,A∗h1 +Ah2,A∗h2 +Ah3, . . .
)
,
V0(h0, h1, h2, . . .) = (Ph0,DP h0, h1, h2, . . .).
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(1) (TA,V0) is a Γ -isometric dilation of (S,P ).
(2) If (T̂ ,V0) on K0 is a Γ -isometric dilation of (S,P ), then T̂ = TA.
(3) If (T ,V ) is a Γ -isometric dilation of (S,P ) where V is a minimal isometric dilation of P ,
then (T ,V ) is unitarily equivalent to (TA,V0).
Thus (2) and (3) guarantee the uniqueness of Γ -isometric dilation (T ,V ) of (S,P ) where V is
minimal isometric dilation of P .
Proof. (1) It is evident from the definition that V0 on K0 is the minimal isometric dilation of P .
Obviously T ∗A and V ∗0 are defined on K0 as
T ∗A(h0, h1, h2, . . .) =
(
S∗h0 + DPAh1,A∗h1 +Ah2,A∗h2 +Ah3, . . .
)
,
V ∗0 (h0, h1, h2, . . .) =
(
P ∗h0 + DP h1, h2, h3, . . .
)
.
The space H can be embedded inside K0 by the map h → (h,0,0, . . .). It is clear that H ,
considered as a subspace of K0 is co-invariant under TA and V0 and T ∗A|H = S∗, V ∗0 |H = P ∗.
Since V0 is an isometry, in order to show that (TA,V0) is a Γ -isometric dilation of (S,P ) one
has to justify (by virtue of Theorem 2.14(3)) the following:
(a) TAV0 = V0TA,
(b) TA = T ∗AV0,
(c) r(TA) 2.
TAV0(h0, h1, h2, . . .) = TA(Ph0,DP h0, h1, h2, . . .)
= (SPh0,A∗DP h0 +ADP h0,A∗DP h0 +Ah1,A∗h1 +Ah2,
A∗h2 +Ah3, . . .
)
,
V0TA(h0, h1, h2, . . .) = V0
(
Sh0,A
∗DP h0 +Ah1,A∗h1 +Ah2,A∗h2 +Ah3, . . .
)
= (PSh0,DP Sh0,A∗DP h0 +Ah1,A∗h1 +Ah2,A∗h2 +Ah3, . . .).
Let G = A∗DPP + ADp − DpS. Then G is defined from H → DP . Since A is a solution of
Eq. (4.1), we have
DPG = DPA∗DPP + DPADP − DP 2S
= (S∗ − P ∗S)P + (S − S∗P )− (I − P ∗P )S = 0.
Now 〈Gh,DP h′〉 = 〈DPGh,h′〉 = 0 for all h,h′ ∈ H . This shows that G = 0 and hence
A∗DPP +ADP = DP S. Therefore TAV0 = V0TA.
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T ∗AV0(h0, h1, h2, . . .)
= T ∗A(Ph0,DP h0, h1, h2, . . .)
= (S∗Ph0 + DPADP h0,A∗DP h0 +Ah1,A∗h1 +Ah2,A∗h2 +Ah3, . . .).
Since A is a solution of (4.1), we have S∗P + DpADp = S. Therefore we have T ∗AV0 = TA.
We now show that r(TA)  2 which completes the proof. The numerical radius of A is not
greater than 1 by Theorem 4.2.
It is clear from the definition that TA has the matrix form
TA =
⎛⎜⎜⎜⎝
S 0 0 0 . . .
A∗Dp A 0 0 . . .
0 A∗ A 0 . . .
0 0 A∗ A . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠ ,
with respect to the decomposition H ⊕Dp ⊕Dp ⊕Dp ⊕· · · of K0. Again since TA =
(
S 0
C D
)
on
H ⊕ l2(DP ) =K0, where C =
⎛⎝A∗DP00
...
⎞⎠ and D = ( A 0 0 ...A∗ A 0 ...0 A∗ A ...
... ... ... ...
)
, we have by Lemma 1 of [18]
that σ(TA) ⊆ σ(S) ∪ σ(D). We shall be done if we show that r(S) and r(D) are not greater
than 2. We show that ‖D‖ 2. Let us define
ϕ :D→B(DP ),
z → A+A∗z.
Clearly ϕ is holomorphic, bounded and continuous on the boundary ∂D = T of the disc. For
z = e−2iθ ∈ T we have∥∥A+A∗z∥∥= ∥∥A+ e−2iθA∗∥∥
= ∥∥eiθA+ e−iθA∗∥∥
= sup
‖x‖1
∣∣〈(eiθA+ e−iθA∗)x, x〉∣∣ [since eiθA+ e−iθA∗ is self-adjoint]
 ω(A)+ω(A∗)
 2.
Therefore by Maximum Modulus Principle, ‖A+A∗z‖ 2 for all z ∈D and ‖ϕ‖ 2. Let
Ân =
⎛⎜⎜⎜⎝
A 0 0 . . . 0
A∗ A 0 . . . 0
0 A∗ A . . . 0
. . . . . . . . . . . . . . .
∗
⎞⎟⎟⎟⎠ on DP ⊕DP ⊕ · · · ⊕DP︸ ︷︷ ︸
n-times
= En.0 0 . . . A A n×n
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mials p(z) =∑n−1i=0 zifi and q(z) =∑n−1i=0 zigi with values in DP . Now
∣∣〈Ânf, g〉En ∣∣=
∣∣∣∣∣
〈
Ân
(
n−1⊕
0
fi
)
,
(
n−1⊕
0
gi
)〉
En
∣∣∣∣∣
=
∣∣∣∣ 12π
2π∫
0
〈
φ
(
eit
)
p
(
eit
)
, q
(
eit
)〉
DP
dt
∣∣∣∣

∥∥φ(eit)p(eit)∥∥
L2
∥∥q(eit)∥∥
L2
 2
∥∥p(eit)∥∥
L2
∥∥q(eit)∥∥
L2
[
since ‖φ‖ 2]
= 2
∥∥∥∥∥
n−1⊕
0
fi
∥∥∥∥∥
En
∥∥∥∥∥
n−1⊕
0
gi
∥∥∥∥∥
En
= 2‖f ‖‖g‖.
This implies that ‖Ân‖  2. Now we define Dn on En ⊕ E∞ = l2(DP ), where E∞ =
l2(DP )En, as Dn =
(
Ân 0
0 0
)
. Then ‖Dn‖ = ‖Ân‖ 2 and Dn → D strongly as n → ∞. Hence
‖D‖ 2. Again since (S,P ) is a Γ -contraction, r(S) ‖S‖ 2. Since both of r(S), r(D) are
not greater than 2, r(TA) 2. Hence done.
(2) Obviously V0 =
(
P 0
C1 D1
)
with respect to the decomposition H ⊕ l2(DP ) of K0, where
C1 =
⎛⎜⎜⎝
DP
0
0
...
⎞⎟⎟⎠ from H →DP ⊕DP ⊕DP ⊕ · · · and
D1 =
⎛⎜⎝
0 0 0 . . .
I 0 0 . . .
0 I 0 . . .
. . . . . . . . . . . .
⎞⎟⎠ on DP ⊕DP ⊕DP ⊕ · · · .
Since (T̂ ,V0) on K0 is a Γ -isometric dilation of (S,P ), we have T̂ ∗|H = S∗ and V ∗0 |H = P ∗.
Therefore T̂ on H ⊕ l2(DP ) has matrix form T̂ =
(
S 0
E F
)
. Let us define
U1 : H 2(DP ) →DP ⊕DP ⊕DP ⊕ · · · ,
zn → ( 0,0, . . . ,0︸ ︷︷ ︸
n
,1,0,0, . . .).
The action of U1 on an arbitrary vector is clear from its action on the basis {1, z, z2, . . .} of
H 2(DP ). Since it maps a basis of H 2(DP ) to a basis of DP ⊕DP ⊕DP ⊕ · · · in a one-to-one
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Let U = U∗1 . Then T̂ and V0 on K0 are respectively identified with the operators
T˜ =
(
S 0
UE UFU∗
)
and V˜0 =
(
P 0
UC1 UD1U∗
)
on H ⊕H 2(DP ).
Therefore (T˜ , V˜0) is a Γ -isometric dilation of (S,P ). We now show that UD1U∗ is same as the
multiplication operator MDPz on H 2(DP ). For a basis vector zn of H 2(DP ) we have
UD1U
∗(zn)= U
⎛⎜⎜⎜⎝
0 0 0 0 . . .
I 0 0 0 . . .
0 I 0 0 . . .
0 0 I 0 . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
0
...
0
1
0
...
⎞⎟⎟⎟⎟⎟⎟⎠ , 1 at (n+ 1)th place
= U
⎛⎜⎜⎜⎜⎜⎜⎝
0
...
0
1
0
...
⎞⎟⎟⎟⎟⎟⎟⎠ , 1 at (n+ 2)th place
= zn+1 = MDPz
(
zn
)
.
Hence UD1U∗ = MDPz . By the commutativity of T˜ and V˜0 we have the commutativity of UFU∗
and UD1U∗(= MDPz ). Therefore UFU∗ = MDPϕ for some ϕ ∈ H∞(B(DP )). Thus
T˜ =
(
S 0
UE M
DP
ϕ
)
and V˜0 =
(
P 0
UC1 M
DP
z
)
on H ⊕H 2(DP ).
By T˜ = T˜ ∗V˜0, we get(
S 0
UE M
DP
ϕ
)
=
(
S∗ E∗U∗
0 MDPϕ
∗
)(
P 0
UC1 M
DP
z
)
=
(
S∗P +E∗C1 E∗U∗MDPz
M
DP
ϕ
∗
UC1 M
DP
ϕ
∗
M
DP
z
)
,
which gives ⎧⎪⎨⎪⎩
(i) S − S∗P = E∗C1,
(ii) UE = MDPϕ ∗UC1,
(iii) MDPϕ = MDPϕ ∗Mz.
(4.3)
From (4.3)(iii), it is clear by considering the power series expansion that ϕ(z) = A0 + A∗0z, for
some A0 ∈ B(DP ). We now show that if D0 =
(A0 0 0 ...
A∗0 A0 0 ...
0 A∗0 A0 ...
... ... ... ...
)
on DP ⊕DP ⊕DP ⊕ · · ·, then
UD0U∗ = MDPϕ . For a basis vector zn of H 2(DP ) we have
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∗(zn)= U
⎛⎜⎝
A0 0 0 . . .
A∗0 A0 0 . . .
0 A∗0 A0 . . .
. . . . . . . . . . . .
⎞⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎝
0
...
0
1
0
...
⎞⎟⎟⎟⎟⎟⎟⎠= U
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
A0(1)
A∗0(1)
0
...
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= A0(1)zn +A∗0(1)zn+1 = MDPA0+A∗0z
(
zn
)
.
Thus UD0U∗ = MDPϕ and hence F = D0. Combining this with (4.3)(ii), we get UE =
M
DP
ϕ
∗
UC1 = UD∗0U∗UC1 = UD∗0C1, i.e., E = D∗0C1. Therefore
T̂ =
(
S 0
D∗0C1 D0
)
on H ⊕ l2(DP ).
Considering the above stated matrix forms of D0 and C1 we get D∗0C1 =
⎛⎝A∗0DP00
...
⎞⎠ . Hence with
respect to the decomposition H ⊕DP ⊕DP ⊕ · · · of K0, we have
T̂ =
⎛⎜⎜⎜⎝
S 0 0 0 . . .
A∗0DP A0 0 0 . . .
0 A∗0 A0 0 . . .
0 0 A∗0 A0 . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠ .
Also by (4.3)(i),
S − S∗P = E∗C1 = C∗1D0C1
= (DP 0 0 . . . )
⎛⎜⎝
A0 0 0 . . .
A∗0 A0 0 . . .
0 A∗0 A0 . . .
. . . . . . . . . . . .
⎞⎟⎠
⎛⎜⎜⎝
DP
0
0
...
⎞⎟⎟⎠= DPA0DP ,
which shows that A0 satisfies the fundamental equation (4.1). By uniqueness of solution, A = A0
and hence T̂ = TA.
(3) Let (T ,V ) defined on K be a minimal isometric dilation of (S,P ), where V is a minimal
isometric dilation of P . Since V on K is a minimal isometric dilation of P , there is a unitary
U :K →K0(=H ⊕DP ⊕DP ⊕ · · ·)
such that UVU∗ = V0. Let T  = UTU∗. Then (T ,V0) on K0 is a Γ -isometry dilation of
(S,P ). Therefore by part (2), T  = TA and consequently (T ,V ) is unitarily equivalent to
(TA,V0). 
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for Γ -contractions.
Theorem 4.4. Let (S,P ) be a commuting pair of operators defined on H . Then (S,P ) is a Γ -
contraction if and only if spectral radius of S is not greater than 2 and the fundamental equation
S − S∗P = DPXDP has a solution A with ω(A) 1.
Proof. Let there be a solution A to the fundamental equation S−S∗P = DPXDP with ω(A) 1
for such a pair (S,P ). Then by the dilation theorem (Theorem 4.3), we can construct a Γ -
isometry (TA,V0) of (S,P ). Now clearly (S,P ) can be recovered by compressing (TA,V0) to
the common co-invariant subspace H . So (S,P ) is a Γ -contraction.
The converse is just Theorem 4.2. 
Remark 4.5. We call the unique solution A of the operator equation (4.1) for a Γ -contraction
(S,P ), the fundamental operator of (S,P ).
We now give another explicit construction of a Γ -isometric dilation of a pure Γ -contraction.
This is very convenient to reap some beautiful consequences.
Theorem 4.6. Let (S,P ) be a Γ -contraction on a Hilbert space H where P is in C·0. Let
B be the solution of the fundamental equation (4.2). Let us consider the operators T ,V on
E = H 2(D)⊗DP ∗ defined as
T = I ⊗B∗ +Mz ⊗B and V = Mz ⊗ I.
Then (T ,V ) is a Γ -isometric dilation of (S,P ).
Proof. Since B is the solution of Eq. (4.2), by Theorem 4.2, the numerical radius of B is not
greater than one. In order to prove that (T ,V ) is a Γ -isometric dilation of (S,P ) we shall show
the following steps:
(1) the pair (T ,V ) is a Γ -isometry on E .
(2) The space H can be thought of as a subspace of E , i.e., there is an isometric embedding of
H in E .
(3) After identification of H with this isometric image, V ∗H ⊆ H and V ∗|H = P ∗. Also,
T ∗H ⊆H and T ∗|H = S∗.
V is clearly an isometry (it is a shift of some multiplicity) and obviously it commutes with T .
Also
T = (I ⊗B∗)+ (I ⊗B)(Mz ⊗ I ) = C +C∗V,
where C = I ⊗ B∗. Obviously C and C∗ commute with V and ω(C)  1. Therefore by Theo-
rem 2.18, (T ,V ) is a Γ -isometry.
Now we embed H isometrically inside H 2 ⊗ DP ∗ by defining W : H → E as h →∑∞
zn ⊗DP ∗P ∗nh,n=0
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∥∥∥∥∥
∞∑
n=0
zn ⊗DP ∗P ∗nh
∥∥∥∥∥
2
=
〈 ∞∑
n=0
zn ⊗DP ∗P ∗nh,
∞∑
m=0
zm ⊗DP ∗P ∗mh
〉
=
∞∑
m,n=0
〈
zn, zm
〉〈
DP ∗P
∗nh,DP ∗P ∗mh
〉
=
∞∑
n=1
〈
PnD2P ∗P
∗nh,h
〉
=
∞∑
n=0
〈
Pn
(
I − PP ∗)P ∗nh,h〉
=
∞∑
n=0
{〈
PnP ∗nh,h
〉− 〈Pn+1P ∗n+1h,h〉}
= ‖h‖2 − lim
n→∞
∥∥P ∗nh∥∥2.
Since P ∈ C·0, limn→∞ ‖P ∗nh‖2 = 0 and hence ‖Wh‖ = ‖h‖. Therefore W is an isometry. Let
L = W ∗.
For a basis vector zn ⊗ ξ of E we have
〈
L
(
zn ⊗ ξ), h〉= 〈zn ⊗ ξ, ∞∑
k=0
zk ⊗DP ∗P ∗kh
〉
= 〈ξ,DP ∗P ∗nh〉= 〈PnDP ∗ξ,h〉.
This implies that
L
(
zn ⊗ ξ)= PnDP ∗ξ, for n = 0,1,2,3, . . . .
Therefore
〈
L(Mz ⊗ I )
(
zn ⊗ ξ), h〉= 〈zn+1 ⊗ ξ, ∞∑
k=0
zk ⊗DP ∗P ∗kh
〉
= 〈ξ,DP ∗P ∗n+1h〉
= 〈Pn+1DP ∗ξ,h〉.
Consequently, LV = PL on vectors of the form zn ⊗ ξ which span H 2 ⊗DP ∗ and hence
LV = PL. (4.4)
Therefore V ∗ leaves the range of L∗ (isometric copy of H ) invariant and V ∗|L∗H = L∗P ∗L
which is the isometric copy of the operator P ∗ on range of L∗. For the next step,
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(
zn ⊗ ξ)= L(I ⊗B∗ +Mz ⊗B)(zn ⊗ ξ)
= L(I ⊗B∗)(zn ⊗ ξ)+L(Mz ⊗B)(zn ⊗ ξ)
= L(zn ⊗B∗ξ)+L(zn+1 ⊗Bξ)
= PnDP ∗B∗ξ + Pn+1DP ∗Bξ.
Again SL(zn ⊗ ξ) = SPnDP ∗ξ . Therefore for showing LT = SL it is enough to show that
PnDP ∗B
∗ + Pn+1DP ∗B = SPnDP ∗ = PnSDP ∗
i.e., DP ∗B∗ + PDP ∗B = SDP ∗ .
Let H = DP ∗B∗ +PDP ∗B −SDP ∗ . Then H = 0 by an argument similar to the one given in the
proof of Theorem 4.3 to show that G = 0. So we have
DP ∗B
∗ + PDP ∗B = SDP ∗
and hence
L
(
I ⊗B∗ +Mz ⊗B
)= SL (4.5)
which is similar to Eq. (4.4). This shows that T ∗ leaves L∗(H ) invariant as well as T ∗|L∗(H ) =
L∗S∗L. Hence we are done. 
Remark 4.7. In particular when ‖P ‖ < 1 the unique solutions A of (4.1) and B of (4.2) coincide
with D−1P (S − S∗P)D−1P and D−1P ∗ (S∗ − SP ∗)D−1P ∗ respectively.
Corollary 4.8. If (S,P ) is a Γ -contraction with P ∈ C·0, then S = C + PC∗ for some C with
ω(C) 1.
Proof. By the previous theorem, if (T ,V ) is a Γ -isometric dilation of (S,P ) from (4.5) we have
LT = L(I ⊗B∗ +Mz ⊗B)= SL
or L
(
I ⊗B∗ +Mz ⊗B
)
L∗ = S, since L∗ is isometry
or L
(
I ⊗B∗)L∗ +L(Mz ⊗B)L∗ = S
or L
(
I ⊗B∗)L∗ +L(Mz ⊗ I )(I ⊗B)L∗ = S
or L
(
I ⊗B∗)L∗ + PL(I ⊗B)L∗ = S, since L(Mz ⊗ I ) = PL.
Taking C = L(I ⊗B∗)L∗ we get the stated form of S, and ω(C) 1 is obvious. 
Observation 4.9. If (S,P ) is a Γ -contraction with P ∈ C·0, then S can also have the form
S = C1 +C∗1P, where ω(C1) 1.
Proof. Clearly (S∗,P ∗) is also a Γ -contraction and by the previous result, S∗ = C + P ∗C∗ for
some C with ω(C) 1. This implies that S = C∗ +CP = C1 +C∗1P where C1 = C∗. 
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S = C +C∗P .
Proof. Let there be C1 and C2 such that S = C1 + C∗1P and S = C2 + C∗2P . Then we have
C +C∗P = 0, where C = C1 −C2. Now
‖C‖ = ∥∥−C∗P∥∥ ‖C‖‖P ‖ < ‖C‖ as ‖P ‖ < 1.
This shows that C = 0 and consequently C1 = C2. 
For a polynomially convex compact subset X of Cd and a tuple of commuting bounded op-
erators A = (A1, . . . ,Ad) on a Hilbert space H , a normal ∂X-dilation N = (N1, . . . ,Nd) is a
tuple of commuting bounded operators on a Hilbert space K ⊇ H such that the Taylor joint
spectrum σT (N) ⊆ ∂X and
p(A) = PH p(N)|H , for any p ∈C[z1, . . . , zd ].
It is clear that if A has a normal ∂X-dilation, then X is a spectral set for A. In general, it is
difficult to determine the converse, i.e., if X is a spectral set for A then whether or not A has
a normal ∂X-dilation. It was shown by Agler and Young that a pair of commuting bounded
operators (S,P ) has Γ as a spectral set if and only if it has a normal ∂X-dilation. One of the
contributions of this paper has been to add that Γ is a spectral set for a commuting pair (S,P ) if
and only if the fundamental equation for (S,P ) can be solved with a solution of numerical radius
not greater than one.
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