ABSTRACT In this paper, to quantify the field performance of a live long term evolution (LTE) network, we design and implement a multi-layered performance monitoring system. This monitoring system delivers an accurate and thorough picture of the network behavior including switching, cellular, transmission, IP, and data networks. The designed system enables measurement results gathered from different network layers and from both user and control planes through a mediation platform, paving the way for the collection of synchronous performance measurement results, including latency, handover ratios, and throughput from network entities. Network performance metrics and the terminal-based measurement are jointly reported to reflect the subscriber perspective. Two field trials are conducted to highlight performance results of LTE networks, in a congested multi-cell with release 12 support, and a sparsely populated cell with release 14 support. Different multiple-input multiple-output (MIMO) configurations, including spatial multiplexing, transmit diversity, beamforming, and 64 × 64 massive MIMO support, along with a selection of bandwidths and frequency bands are considered. The measurement results show that, without any significant latency cost, using more antenna elements provides higher user throughput, which also affects the overall cell throughput. However, doubling the number of antennas may not necessarily double the average data rates. Additionally, the average intrafrequency and interfrequency handover success ratios are observed to be acceptable, hence the changes among the selected the diversity and multiplexing technique does not have a visible deteriorating effect on the handover performance.
I. INTRODUCTION
Subscriber expectations from wireless networks are mainly dominated by the high data transmission rates. Mobile applications like video/audio streaming and online gaming demand such high rates, even under mobility conditions. In order to fulfill the rate requirements, Third Generation Partnership Project (3GPP) triggered the development of Long Term Evolution (LTE), starting with . From the network deployment perspective, it can be clearly observed that LTE has been widely adopted. According to the report of GSA [1] , globally 2.54 billion LTE subscriptions were recorded by the end of third quarter of 2017, and LTE networks account for 30.3% of total mobile subscriptions.
To address the high data rate expectations of subscribers, LTE standards make use of multiple-input multiple-output (MIMO) front-ends. The use of transmit diversity and multiplexing techniques, enabled through the presence of MIMO front-ends, can increase data rate and/or transmission reliability by tracking and adapting to different channel states [2] . Despite these advantages, it is important to note that there is a challenge introduced to mobile network service providers, by the use of the selected MIMO technique, determined according to the selected transmission mode (TM). MIMO techniques provide a higher performance in rich scattering channels, whereas conventional cellular networks ordinarily thrive under the line of sight (LoS) cases [3] . Furthermore, along with aiming rich scattering conditions and high signal to noise ratio (SNR) values, optimization of multi-path environments for MIMO is a must to achieve the desired data rates [3] , [4] .
The rank of the channel matrix, or the number of spatial layers of the wireless channel, is a critical element for the performance of MIMO-based systems, as higher rank values lead to higher transmission rates [5] . Through the use of multiple spatial layers, where multiple data streams are delivered on a given frequency-time resource, MIMO techniques are expected to linearly increase the transmission rates, with the number of antennas. The spatial layers are generated by the virtue of scattering and multipath platform between transmission and reception nodes.
Since directly affecting the system performance, MIMO transmission methods constitute an essential part of LTE networks. In this paper, we target to quantify the effect of the number of the antennas and the selected TM on live network performance from the subscriber perspective. With the goal of observing instantaneous performance metrics, we design and implement a multi-layered performance monitoring system. After gathering measurement reports from different network components, this system harmonizes and compiles the reports for performance evaluation and monitoring purposes. The simplified block diagram of the designed multi-layered performance monitoring system is shown in Fig. 1 . To capture the network performance from the subscriber view, the impact of both the control plane and the user plane are incorporated. Measurements are captured from the mobility management entity (MME), serving gateway (S-GW), packet gateway (P-GW), base stations (eNodeBs, eNBs), and the user equipment (UE). The designed system is capable of jointly monitoring the transmission rates, latency and handover ratios. Two extensive field trials are conducted using eNBs with Rel-12 and Rel-14 support. Different commercial UE types of distinct 3GPP terminal categories are camped to different frequency bands with different MIMO configurations. In the first trial, we focus on the real-time performance of 2 × 2 and 4 × 4 MIMO techniques, where adaptive TM selection is applied in order to fit the system according to different radio conditions. This field trial environment is the extension of this basic configuration with 9 spatially spread eNBs, in a residential district in Istanbul during 8 weeks. The field trials address downlink (DL) performance and the frequency bandwidth for DL transmission are set as 10 MHz and 20 MHz for 800 MHz and 1800 MHz, respectively. In the second field trial, we use the designed multi-layered performance monitoring system to capture the performance of a Rel-14 eNB equipped with a 64 × 64 massive MIMO antenna. This configuration is shown to provide close to peak data rates, with a latency of less than 5 msecs. To the best of our knowledge, our study is the first to present the performance of a live LTE network, under mobility conditions, incorporating 4 × 4 MIMO transmission in a densely populated network, also capturing the performance metrics of massive MIMO set-up in a live environment.
From our measurements, we observe that the considered MIMO techniques provide sufficiently high data rates and acceptable handover performance under highly loaded conditions. However, contrary to the ideal theoretical set-up, we observe that doubling the number of antennas may not necessarily double the data rates. Performance measurements are also discussed in terms of user experience, by taking the minimum requirements of different popular multimedia services such as video/audio streaming or online gaming into account.
This paper is organized as follows. In Section II, we present the related literature. In Section III, we provide an overview of the multi-antenna transmission methods supported in LTE standards. Section IV details UE restrictions and selected mobile application requirements to reflect the subscriber perspective. Details about the designed and implemented multi-layered performance monitoring system is given in Section V. In Section VI, field configurations are explained and field trial results are presented. Finally conclusions are drawn in Section VII.
II. RELATED LITERATURE
The theoretical performance analysis of the multi-carrier MIMO systems is already well established providing predictable outcomes for a given the channel model [2] . In addition to theoretical limits, practical performance limits of LTE Releases due to signaling channel allocations and predetermined signaling patterns, are also widely available in the literature [6] , [7] . However, field test based performances are relatively scarce. Below we target to summarize the related literature that provides field measurement results.
3GPP LTE Rel-8 based field trials are conducted by Irmer et al. [8] . The authors have focused on system level simulations and also performed laboratory tests for user throughput, spectral efficiency, and latency. Field trials of LTE Rel-8 are also presented in [9] in the 750 MHz band where the authors demonstrate a substantial throughput gain through the use of MIMO techniques. A comprehensive analysis of user, cell, and radio link throughput performance statistics is considered Buenestado et al. [10] . Availability, accessibility, retainability, mobility, and integrity performance indicators are considered under different radio VOLUME 6, 2018 conditions. A literature review about LTE-Advanced based heterogeneous mobile network topological planning problem is presented in [11] , with a high-level overview of system constraints. In [12] , results obtained from a practical measurement campaign of an LTE network in a laboratory setup is given. A low complexity estimation technique is provided for the instantaneous throughput. Such a metric is beneficial in applications where the knowledge of throughput is critical.
One of the insightful works about conducting throughput, handover and latency tests in a 3GPP LTE frequency division duplexing (FDD) field trial is presented by Wylie-Green and Svensson in [13] . The authors measure DL and uplink (UL) throughputs for both single-user and multi-user scenarios. They also share handover success rates and average user plane latency values. Field tests show that block error rate (BLER) is inversely proportional to DL throughput under mobility conditions. In [14] , simulations based on drive test measurements of are given. As will be shown in the following sections, their results reflect similar behavior to our measurements, where the average throughput is dependent on the user's location, and 4 × 4 MIMO usage leads to around 60% throughput improvement. Similar field performance comparisons are given in [15] , and in [16] . The impact of the number of horizontally and vertically spaced transmit antennas for open-loop LTE configuration is reported in [17] . Field trials to investigate the performances of different MIMO techniques are reported in [18] , however, the considered test network provides access only to test UEs, without serving a subscriber base.
In [19] , various four and two antenna setups of an LTE system are tested under different antenna polarization, antenna spacing, rank, and TMs during a field trial in Kista. LoS and non-LoS (NLoS) performance comparisons with a UE specific 3D beamforming antenna are presented in [20] in an urban cellular testbed. User experience based performance results are compiled by Becker et al. [21] investigate the application level performance results by replicating the measurements in a wired access network to provide a reference for the wireless counterpart. Another field trial with spatially spread one macro and eight pico makes use of the Deutsche Telekom LTE network with Huawei. Beyer et al. [22] have concluded that the coverage range varies between macro and pico sites for a better throughput performance. In [23] , LTE system performance is evaluated for a high-velocity scenario, considering speeds up to 200 km/h. It is reported that although the velocity has an effect on the performance, its influence remains limited in the case when the signalto-interference-plus-noise (SINR) coverage is well dimensioned. Brutyan [24] presented a performance analysis of different MIMO modes in an LTE Rel-8 network. Another simulation study is given in [25] , investigating the performance analysis of LTE-A networks in different TMs using 16-ary quadrature amplitude modulation (16-QAM), considering fading channels with different antenna correlation conditions. Similarly, an open-loop and closed-loop TM comparison is presented in [26] . Around 2 dB theoretical performance gain is shown to be possible when an ideal closed-loop MIMO is used. The same topic is also analyzed by Mullner et al. [27] used the UE track analysis for a performance comparison. A fully loaded network system is simulated to illustrate that the open-loop fractional power control provides a higher throughput when the subscriber is near to the serving eNB. It is also noted that the performance declines when the subscriber moves closer to the cell edge. The authors suggest that maintaining a high throughput in such cases can be achieved by utilizing the closed-loop mode.
In [28] , an RF planning tool based MIMO throughput prediction is presented. It must be noted that the simulation outcome may be different than the field trial measurements. Different antenna and modulation configurations are evaluated in [29] , and the handover, delay, and end-to-end test topology performances are compared. A comparison between the predicted results and the field measurements is given in [30] . In [31] , the use of massive MIMO technique is considered, however, channel measurements are used to estimate the rate improvement without the use of a live network.
One-way delay measurements of High Speed Packet Access (HSPA) and LTE networks with 2 × 2 MIMO antenna configuration are compared in [32] . Reference [33] provides LTE MIMO performances in indoor environments, and compares the performances of MIMO TMs. [34] presents an outdoor MIMO throughput experiment by using a commercial LTE cellular network in 2.6 GHz band. 2 × 2 MIMO configuration throughput is measured in an urban area of Aalborg, Denmark in order to investigate the throughput performance by using the received signal strength indicator (RSSI) and the channel sounding data. Performance of an actual LTE network through drive tests is analyzed under mobile and stationary conditions in [35] . Voice and video transmission quality tests are reported in [36] .
As summarized above, although MIMO utilization have been studied by considering different TMs and channel conditions, quantifying the effect of MIMO transmission under a fully loaded live multi-cell scenario, while jointly monitoring the data rates, latency and the handover ratios to fully reflect the subscriber experience, remains a gap in the current literature. This stands out as the main motivation of the current study.
III. MULTI-ANTENNA TECHNOLOGIES IN LTE
In general, multi antenna technologies are utilized for two main purposes; to increase the robustness of data transmission with transmit diversity or to increase data rate with spatial multiplexing (SM). In transmit diversity scenarios, the same data is transmitted redundantly over more than one antenna, which increases the overall SNR at the receiver side. On the other hand, in SM scenarios, multiple separate streams of data are transmitted over multiple antennas, directly increasing the data rate in proportion to the number of antennas. Beamforming is another multi-antenna technology targeting to increase robustness, which uses multiple antennas to control the direction of a wavefront by appropriately weighting the magnitude and phase of individual antenna signals. Below, we detail the TMs of LTE.
A. TRANSMISSION MODES
Multiple antennas for reception and transmission at the eNB and in UE [37] are the key enablers of spatial plane. LTE standards support multi-antenna technologies that improve both link and system level performance in a wide range of scenarios. Transmitted data is mapped to layers after having been encoded and modulated. The number of transmitted layers is called the transmission rank. 3GPP LTE Rel-8 permits up to four layers to be transmitted in DL [38] . These layers are precoded and mapped to antenna ports in a procedure that is semi-statically configured to use one of seven TMs, shown in Table 1 [39] . In Rel-9 and Rel-10, additional modes, TM8 and TM9 are also introduced. In LTE, different transmission scenarios are reflected in different TMs. TM1 uses a single transmit antenna whereas TM2, open-loop transmit diversity, is the default TM for MIMO in general. TM2 is used as the fallback option when SM modes are not available to be used due to the bad channel conditions. SM modes in LTE are TM3 (open-loop SM) and TM4 (closed-loop SM). TM3 supports SM of two to four layers, which are multiplexed to the transmit antennas without receiving any special feedback from the UE. To enable TM4, UE should report channel quality indicator (CQI), rand indicator (RI) and precoding matrix indicator (PMI) to the eNB as the feedback information.
TM2, TM3, and TM4 are referred to as single user (SU)-MIMO schemes. They are set for the configuration with two or four transmit antennas in DL. Transmission of multiple spatial layers up to four to a specified UE is possible using this mode. SU-MIMO scheme is applied to the Physical Downlink Shared Channel (PDSCH), which is responsible for transmission of information data in DL direction. The maximum data rate that can be achieved by using SU-MIMO SM is 150 Mbps when the number of the transmit antennas is two, and 300 Mbps when the number is four.
The multiuser (MU)-MIMO scheme in TM5 allows allocation of different spatial layers to different users in the same time-frequency resource, and is supported in both UL and DL. In the UL, the eNB can always schedule more than one UE to transmit in the same time-frequency resource, which forms an MU-MIMO transmission configuration. However, in order for the eNB to be able to correctly differentiate and demodulate UE signals, eNB needs to assign orthogonal reference signals for UEs scheduled for the MU-MIMO transmission. For the distinction of multiple data in the same resource which are belong to various users, different cyclic shift values are assigned to UEs. For DL, if the configured TM is MU-MIMO, eNB can only schedule rank-1 transmission. Therefore in order to schedule more than one user, eNB has to employ different rank-1 precoding matrices regardless of the number of antennas. It is obvious that every UE only gets information about its own matrix. After decoding the information data with the help of the common reference signal and the precoding information gained from the control signaling, PMI/CQI feedback is constructed by the UE. However, nonoccurrence of this CQI report and the actual report can happen due to the fact that UE has no information about other UEs, including their interference levels.
TM6 is a special mode of closed-loop SM (TM4). In contrast to TM4, in TM6 only one layer is used, corresponding to a rank of one. The UE estimates the channel and sends the most suitable PMI to the eNB. TM7 and TM8 are beamforming modes with one or dual layers, respectively. Rel-10 has added TM9, in which up to eight layers can be used, so up to eight physical transmit antennas are required, this leads to up to 8 × 8 MIMO configurations. TM7 and TM8 also enable massive MIMO support, according to the capabilities of the antenna array. It should be noted that, during the field measurements in this study, TM2, TM3 and TM4 are the frequently used modes, along with TM7 and TM8 during the massive MIMO tests.
B. TRANSMIT DIVERSITY TECHNIQUES
For DL, the number of transmit antennas used in the configuration of the transmit diversity scheme could be two or four. It is possible to implement this scheme to all of the physical channels, which are PDSCH, Physical Broadcast Channel (PBCH), Physical Format Indicator Channel (PCFICH), Physical Downlink Control Channel (PDCCH), and Physical Hybrid ARQ Indicator Channel (PHICH). The only physical channel that other schemes can be carried out is PDSCH.
Since there is no distinct signal indicating the number of the transmitting antennas, blindly decoding the physical broadcast channel enables the UE to identify the number of the antennas, which could be one, two, or four. After the detection of that number, a suitable transmit diversity scheme to the other physical channels is established. The well-known Alamouti code
provides the space frequency block code (SFBC), which is employed when the number of antennas is two [39] . Here (·) * represents the complex conjugate, S 0 and S 1 represent the data symbols to be transmitted, and rows and columns stand for transmit antennas and frequency slots, respectively. The Alamouti code has been also postulated by standards [40] for the frequency domain as the basic transmit diversity MIMO mode. In this aforementioned mode, instead of employing two adjacent time slots, adjacent subcarriers are coded as pairs. An SFBC is more preferable for the high mobility scenarios since the orthogonality of the code could be spoiled when there is a fast changing channel. The SFBC and frequency-switched transmit diversity (FSTD) are consolidated as [41] ,
This is used with four transmit antennas in order to reduce the correlation between channels of several transmit antennas and to supply a simpler implementation of UE receivers. Unlike the previous situation, this transmit diversity scheme can be applied for all DL channels except PHICH. The last remaining diversity scheme that is employed for PHICH has a different procedure when compared to the other schemes. First, a group of four subcarriers obtained by multiplexing four diversified ACK/NAK bits by utilizing orthogonal codes and a spreading factor of four. Three repetitions of that subcarrier group in the frequency domain provides frequency diversity gain and within each repetition. For the case of multiple PHICHs, employing different types is possible in order to have uniformly distributed power over transmit antennas of the base station [41] .
C. SPATIAL MULTIPLEXING
The closed-loop and open-loop SM modes are the two modes used in SU-MIMO SM. For the closed-loop case in UL direction, in order to maintain matching of the transmitted signal and spatial channel perceived by the UE. The UE supplies a PMI to be used for performing spatial domain precoding on the transmitted signal. For DL direction, UE requires to feed the RI that specifies the maximum number of spatial layers can be supported in the current channel, the PMI and CQI in the UL that provides modulation scheme and channel coding rate that should be used in order to guarantee the block error probability at the UE to be below 10%, back to the eNB.
Codewords to layer mapping process differ according to type of SM. eNB's transmission rank schedule determines mapping of multiple codewords into multiple layers. For DL direction, hybrid automatic repeat request (HARQ) process requiring ACK/NAK feedback on UL is enabled for every codeword. Therefore, even if there are more than two layers to be transmitted in DL, transmitting only up to two codewords is permitted in order to decrease the overhead due to the feedback requirement in the UL. The number of codewords depends on the number of layers.
The transmit precoding matrix indicator (TPMI) carries information about the used precoding matrix along with the DL control information. The length of the TPMI field depends on the number of the antennas, it has three bits if there are two antennas whereas it has six bits when there are four antennas. TPMI can also be used to enable frequency-selective precoding by avoiding DL signaling overhead by indicating that the precoding matrices from the last PMI report are utilized for their corresponding frequency resources [41] .
If there is no trustable PMI feedback at the eNB, then the open-loop SM could be employed. This time the feedback consists of RI and CQI and the eNB states the transmission rank and a fixed set of precoding matrices that have an application in a cyclic manner to all subcarriers scheduled in the frequency domain.
IV. SUBSCRIBER PERSPECTIVE
In this section, we provide an overview of UE categories, their performance limits along with the data rate requirements of some popular applications.
A. UE CATEGORIES
In our measurements, cluster tests are realized with a Rel-10 compliant configuration. However, UEs supporting these specifications have not become reality by the equipment manufacturers at the same speed. The root cause of this late recovery can be predicted from the economic perspective. Lower prices of chipsets directly affect the usage of new technology handsets by the subscribers. Slower development of terminals, compared to the network components, causes constraints in the system performance. As noted above, even though it is possible to observe 300 Mbps peak data rates for LTE networks with MIMO, the limitations stemming from terminals restrict the achievable peak throughput.
3GPP also develops standards for terminals that define their reception and transmission procedures, requirements, and the maximum capabilities according to their category. As standards are being developed, terminals become more capable of transmitting and receiving a higher number of bits. DL and UL physical layer parameter values for UEs are set by 3GPP in standard [42] and shown in Table 2 and in Table 3 , respectively. As seen from Table 2 , Transmission time interval (TTI) is 1 ms. During our measurements, we use Cat 4 and Cat 11 terminals. Additionally, since current commercial UEs support only up to 2 antennas, in order to test 4 × 4 MIMO configuration's performance, a specialized terminal that supports four antennas is used during measurements.
B. APPLICATION REQUIREMENTS
One main target for the evolution of mobile communication is to supply the possibility for significantly higher subscriber data rates. This includes targeting not only higher peak data rates but also higher data rates over the entire cell area, also including, subscribers at cell edges. The demand for higher data rates stems from the increasing variety of mobile applications and data services. In order to properly evaluate the subscriber experience, and to be able to provide a comparison of the possibility of using different services and applications by users, the minimum requirements of popular mobile applications have been overviewed.
Video streaming is one of the most popular services. These services require varying data rates according to the video resolution and quality. Reference [43] summarizes the associated requirements for different devices as given in Table 4 .
Specific video services like Youtube and Netflix recommend certain minimum bit rates. Youtube states that a minimum of 500 kbps of connection speed is required [44] , whereas Netflix recommends a minimum of 1.5 Mbps of download speed for normal video quality and 5 Mbps for high definition (HD) video quality [45] .
Video [46] . For audio streaming applications like Spotify, a minimum of 0.15 Mbps download data rate is recommended. Video games, which are one of the most downloaded applications for mobile terminals, lower delay is more important than higher data rates. As an average, a minimum of 10 Mbps data rate and a maximum of 10 ms of latency can be tolerated for providing a desirable online gaming experience [47] .
Even when the system performance meets the application requirements listed above, another limiting factor which prevents applications from functioning properly could be the UE's category. The maximum rates, which UEs can provide according to their category, are listed in Tables 2 and 3 . When this information is taken into account, it can be seen that some categories of UEs cannot allow using all applications or data services. For example, high-quality online gaming may not be possible for Cat 1 UEs that can only provide maximum 10 Mbps data rate.
V. PERFORMANCE MONITORING SYSTEM
The designed and implemented multi-layered performance monitoring system delivers an accurate and thorough picture of network behavior including switching, cellular, transmission, IP and data networks. Together with counters received from network elements, interpolated data can be used in calculations and aggregation, and appear in reports. These tools include the capabilities to view threshold-based alarms and KPIs in the form of reports or drill down to the raw data as received from the network. Performance management allows the user to run special period calculations to find the most, or least, busy time intervals of a day, or other time intervals based on the data that was accumulated by by the performance management module (PMM). PMM also generates key performance indicators (KPIs) and key quality indicators (KQIs) based on network elements (NE) counters, Transaction Data Records (TDRs), NEs event-based statistics and traditional billing xDataRecords (xDRs), providing a clear insight into network and service performance. It performs the process of normalization (mapping the raw data into one generic format, which can then be used by the system regardless of the original equipment format), aggregation of the data, late and missing counters calculations and traffic analysis calculation (such as busy hour and peak hour).
This monitoring system enables measurement results gathered from different network layers and from both user and control planes to be reported and evaluated.
Measurements are based on two way active measurement protocol between eNB and Enhanced Packet Core (EPC), that supplies two-way or round-trip measurements (TWAMP) instead of unidirectional capabilities. Measurement results, including latency, handover ratios and DL throughput, have been collected from network entities including eNBs, MME, S-GW, P-GW, and the UE. Measurements are collected as bulk data in the measurement reports and then harmonized to obtain target period calculations. Latency measurements are captured through sending ping requests from the eNB to network data center, located at a close proximity to the MME. Time difference between session sender (eNB) and the reflector mode (EPC) is defined as the user plane latency, which is based on the network architecture design. The user plane latency mainly affects the user experience in latency based applications' performances, like online gaming, and real-time video sharing.
Our multi-layered performance monitoring system gathers logs from different network components that are then harmonized and compiled for evaluation of the performance from subscriber aspects. The designed monitoring system, shown in Fig. 1 , includes different network components. To capture the network performance from a realistic perspective, as monitored by the subscriber, the impact of both the control plane and the user plane are monitored, through the use of a mediation platform. The designed and implemented mediation platform provides a bidirectional connectivity to any network element, element managers, sub-network management systems. Mediation delivers a single platform for the management of connectivity, collection and initial processing of network management data including faults alarms, performance indicators and xDRs. This platform can connect, collect and process performance data from the network equipment using multi protocols and file formats such as SNMP and FTP. Here, the data is parsed, translated, validated, monitored and target KPIs are generated. This mediation layer stores the data in a temporary repository and then sends the results to the upper layer applications through various standard APIs. The mediation platform then yields to the performance monitoring tasks that enables processing of the collected data regardless of the equipment types that they were generated from. An overview of the process flow is shown in Fig. 2 .
Unlike other field measurement studies, in order to obtain an accurate picture of network behavior and performance counters received from network elements are merged with aggregation reports since these tools include the capabilities to view threshold-based alarms and KPIs in the form of reports or drill down to the raw data as received from the network. The designed performance monitoring system allows the user to run special period calculations to find the most, or least, busy time intervals of a day, or other time intervals based on the data that was accumulated by the monitoring system.
The monitoring system is responsible from the selection and the classification of measurement data, and it provides a sequential raw data stream according to required performance FIGURE 2. An overview of the process flow of the multi-layered performance monitoring system. Data collection is performed through the connections given in Fig. 1 in a release agnostic manner. Both test and real-time UE can be monitored. Mediation process is followed by the performance monitoring steps in the database. The outputs can be processed according to the target KPI/KQI values, that can also be defined as an input to the performance monitoring system. Further connections with the administrative and security processes are also supported with the designed system. metrics based on time, location, eNB, terminal, and subscriber. Blank numerals, on the order of 10 9 are converted to data sequences according to the target requirements.
VI. FIELD TRIALS
The main objective of the field trials is to measure the relative performance of different antenna configurations at the eNBs and the UE. The field trials are conducted in residential districts in Istanbul and Ankara, in Turkey. LTE eNBs with Rel-12 features are tested in Istanbul. An LTE eNB with Rel-14 features, supporting a 64 × 64 Massive MIMO antenna with 64 independent RF channels, is used during the tests in Ankara.
A. FIELD TRIALS WITH REL-12 BASE STATIONS
The UE is driven along routes in the selected cluster of nine eNBs at speeds ranging from 20-60 km/h. Fig. 3 shows an aerial photograph of the area with drive routes drawn in. The selected cluster contains business areas, residential areas, and dense-main road coverage. Average site to site distance of the given cluster is approximately 1.3 km.
Two of the sites serve to business areas, one of the sites is suburban with flat, open areas and relatively low buildings. Three sites serve urban, dense and relatively high buildings. The remaining four sites serve dense main roads. Site-based basic configurations are given in Table 5 . Test setup parameters are summarized in Table 6 . Sites are designed as three or four sector configurations, and the sectors aim to improve coverage. When the traffic density is higher, more layers are activated for the given sector/site.
Field measurements are performed using the commercial UEs, which support 2 × 2 and up to 4 × 4 ([number of transmit antennas] × [number of receive antennas]) Table 2  and Table 3 . Cat 11 terminal supports 600 Mbps DL throughput and 50 Mbps UL throughput. The trials address DL performance only, the bandwidth is set as 10 MHz and 20 MHz for 800 MHz and 1800 MHz, respectively.
In the mobility scenario, cell reselection and handover decisions are based on Reference Signal Received Power (RSRP), which is a cell-specific signal strength related metric. Similar to the RSRP measurements, Reference Signal Received Quality (RSRQ) measurements are used mainly to provide ranking among different candidate cells in accordance with their signal quality. This metric can be employed as an input in making cell reselection and handover decisions, where the RSRP measurements are not sufficient to make reliable decisions. Slow handover process is used in the test network.
In order to have measurement results that reflect the normal performance of the network, under the commercial LTE traffic, the power setting of each site is kept unchanged during the tests. LTE specification does not define DL power control directly, but the procedure consists of several elements such as Reference Signal, PDCCH, and PDSCH. During the field trial, TCP protocol is used with acknowledged mode (AM), because of the commercial traffic that is being carried during the cluster tests. PDCP and RLC packet lengths are defined as given in 3GPP TS 36.323 and 36.322, respectively. Also, discontinuous reception is activated during the trials.
For the given cluster, each eNB is set with similar carrier configurations. The number of sectors may change based on the coverage target. Layer management for the LTE sites are towards the lower frequency bands, since lower frequencies are subject to better propagation conditions. Therefore if the subscriber has favorable radio conditions and is not so far from the cell center, then layer management function pushes this subscriber to keep the 1800 MHz frequency band, depending on the site configuration. If the cell load is increased and if the subscriber mobility is from the cell center to the cell edge, then lower frequency bands like 800 MHz are used. Although subscribers are pushed to lower frequency bands when they are moving from the cell center to the cell edge, handover between sectors can be realized both at 800 MHz and 1800 MHz, due to the site to site distances. If the site to site distance is low, then handover between two sectors can be from the source 1800 MHz frequency to the target 1800 MHz frequency.
The scheduler is in charge of assigning bandwidth resources to UEs and deciding on how channels in both directions are utilized by the eNB and users of a cell. Hence, necessary Quality of Service (QoS) for UE connections per sub-frame level (i.e. each 1 ms TTI) is enforced. eNBs under the given cluster have the same scheduling type (proportional fair). The eNB site installation is designed to mimic a conventional macro cellular site with antennas above the rooftop height.
Each eNB antenna enclosure houses four linearly arranged columns with a horizontal spacing of 0.7λ (∼8cm). Each column consists of a dual-polarized (+45 and −45 degrees), co-localized antenna pair. In total, there are eight antenna ports per enclosure. Each sector has either single or two separate antenna enclosures mounted on horizontal bars and inter-antenna spacing around 20 to 30 cm. The eNB is equipped with a dynamic calibration system that ensures coherent transmission from the antennas. On the other hand, UE antennas are internal as originally used for commercial purposes. UE is mounted on the glove of the van.
For the backhaul point of view, all sites have fiber backhaul, which supports up to 1 Gbps symmetric speeds. This capacity does not constitute a primary bottleneck for the subscriber throughput degradation.
Field trials with Rel-12 eNBs aim to measure the relative performances of different antenna setups at the UE and the eNB sites. Drive tests along the cluster are divided into three subgroups, which are 800 MHz 2×2 MIMO, 1800 MHz 2×2 MIMO and 1800 MHz 4 × 4 MIMO, addressing to evaluate DL performance. In addition to drive tests, the average metrics of the nine sites are captured during an eight week period. We target to observe the effect of throughput changes in case of;
• Low (800 MHz) versus high (1800 MHz) frequency bands: As the nature of path loss, on the average lower frequency signals are subject to lower attenuation levels than the high frequency signals, as the UE is going away from the eNB to the cell border.
• 10 MHz bandwidth versus 20 MHz bandwidth: Increased number of resource blocks results in increased user throughput under similar radio conditions.
• 2 × 2 MIMO and 4 × 4 MIMO in the same frequency band: To take advantage of the spectral efficiency, higher order MIMO front-ends always serve higher throughput opportunities. However, the improvement in the throughput may be lower than the theoretical expectations. Cluster test is driven along with the commercial traffic, and all tests are taken under the multi-user environments in a live network from nine distinct cell sites. During the tests, the practical peak throughput shared among the number of active users is reported, which is proportional to their signal quality. Fig. 4 shows the average number of connected user distributions over the time for each site. Packet loss rate and the channel utilization histograms are given in Fig.5 . Accordingly, a minimum of approximately 5% channel utilization is observed due to the presence of cyclic prefix portions of OFDM symbols, with an average UL (DL) packet loss rate of 0.0008 (0.0032). We can observe that the sites are operating under the medium-heavy loaded traffic. It is clear that tests are performed under the real network conditions, and the absolute performance may change for different traffic densities. DL throughput on PDSCH directly depends on the CQI value reported by the UE according to channel conditions. Modulation coding scheme (MCS) values corresponding to CQI values are adjusted by the system itself. However, modulation order versus MCS value is defined by TS 36.213 [48] . Although there have been lots of enhancements in the LTE physical layer, yet higher order modulation schemes were not introduced in the specification until Rel-12, which includes a table for determining MCS versus modulation order. A new table for higher order modulation schemes is introduced in the 3GPP standard in Rel-12, aiming to enhance the spectral efficiency of the system and increase the peak data rates. Table 7 shows the CQI vs MCS mapping compiled from Rel-12 with suitable modulation under the real-time traffic measurements, along with the observation ratios. During tests, CQI is reported between 4 and 15. It is clearly seen from the table below that, CQI = 10 is the most frequently reported CQI. Also, 64-QAM CQI's are reported around 73%, which means the radio conditions of the given cluster are considerably good. On the other hand 16-QAM CQI ratio is around 20%, and the remaining 7% CQI belongs to quadrature phase shift keying (QPSK) modulation. Fig. 8 is used for interference calculations. Different colors define different server cells, which are connected to the test UEs for the given route. Fig. 6 (a) shows the DL throughput results of different frequency, bandwidth and MIMO configurations. It is clearly seen that the increased spectral efficiency or modulation order, which is determined by the MCS value corresponding to the reported CQI, directly affects the DL throughput level. Also, the wider bandwidth results in a higher DL throughput. During the cluster tests, a maximum 55.3 Mbps DL throughput is reported with 800 MHz 2 × 2 MIMO configuration. In the 1800 MHz configuration, 117 Mbps and 139.2 Mbps peak throughput values are measured for 2 × 2 MIMO and 4 × 4 MIMO cases, respectively. It is also important to remind that the tests are performed under real traffic conditions. Other legacy user effects should also be considered. The gap between the trends at 2 × 2 and 4 × 4 MIMO configurations in the same frequency and bandwidth conditions explains the gain of the spectral diversity usage, which is around 17%. As noted before, tests are executed with Cat 4 and Cat 11 terminals. Experienced throughput values do not only depend on network configuration, but also on the UE category. The interference level in all bands are measured through the use of a Ascom TEMS tool, and the interference level measurements are shown in Fig. 6 (b) . In this plot, interference level is also shared as the secondary axis. It is clearly seen that lower interference level results in higher data throughput for all frequency and bandwidth combinations. System link budget is designed to dedicate enough overlaps between the neighbor sites, which do not decrease the cell edge performance dramatically.
Even though the maximum throughput of the 4 × 4 MIMO configuration is theoretically expected to be two times higher than the 2×2 MIMO configuration with the same bandwidth, the results imply that achieving the maximum throughput in a live network is relatively difficult. The selected TM is one of the most important reasons why the maximum theoretical throughput cannot be achieved in a commercial network under non-ideal propagation conditions. Fig. 7 , reporting the usage of UE TM, shows that the network chooses the transmit diversity mode, which cannot offer a doubled throughput like the SM mode, in order to compensate channel conditions and to reduce the number retransmissions. TM2 is the most reported TM, which is expected because the terminals are mobile and channel propagation conditions were not good. It is clearly seen that 1800 MHz 4×4 MIMO UE reports more TM4 mode usages than other UEs. This will directly affect the performance improvement of the 4 × 4 configuration. Moreover, there is no TM4 reported by UE for 800 MHz 2×2 MIMO configuration because this feature is disabled by the vendor. Network radio infrastructure used during the tests are acquired from Ericsson and the 800 MHz 2 × 2 radio module design does not support TM4 due to the link budget based constraints.
In order to have the distribution of each configuration, probability functions are collected. In Figs. 9 (a) and (b) , the probability density function (pdf) and the cumulative density function (cdf) estimates based on empirical histograms of different configurations are shown, respectively. 1800 MHz 4 × 4 MIMO configuration aims to serve higher DL throughput than other configurations. In Fig. 9 (a) the peak normalized histograms are around 8, 22, and 77 Mbps for 800 MHz 2 × 2, 1800 MHz 2 × 2, and 1800 MHz 4 × 4 configurations. However, 50% probability in cdf plots (Fig. 9 (b) ) are the average throughput values for the given configurations. From this figure, it can be clearly seen that the samples of higher throughput is always collected with 4×4 MIMO configuration, for all radio conditions. However, when a normal distribution is used to fit the empirical histograms, the actual behavior of the throughput of different configurations becomes more apparent. The average throughput values are estimated as 23.6298 Mbps, 46.8550 Mbps, 58.5848 Mbps and standard deviations are 12.5139, 22.4663 7.2139 for 800 MHz 2 × 2, 1800 MHz 2 × 2 and 1800 MHz 4 × 4 configurations, respectively. Theoretically, the throughput of the 4 × 4 MIMO configuration is expected to provide double the 2 × 2 configuration's average throughput. This study demonstrates that even though network throughput is expected to be directly proportional to the number of spatial planes, it cannot be observed in the real networks due to application problems of multi-antenna technologies. This implies that the MIMO technology cannot be used with its true potential for throughput.
From the subscriber experience perspective of this network cluster, the collected data from measurements are evaluated using the information provided in Section IV. Applications besides high-quality video streaming and online video gaming can be smoothly supported by the system with all of those configurations, only high-quality video streaming and online video gaming data rate requirements are considered, and their thresholds are included in the figure. From Fig. 9 (a) it can be observed that, the 5 Mbps data rate requirement of HD video quality can be supported by 95% of the users for the 800 MHz 2x2 MIMO configuration and, more than 99% of the users for 1800 MHz 2 × 2 and 1800 MHz 4 × 4 configurations. Additionally, the 10 Mbps data rate requirement of video gaming can be supported by 81% of the users for the 800 MHz 2x2 MIMO configuration and, 98% of the users for 1800 MHz 2 × 2 and 1800 MHz 4 × 4 configurations. Before completing assessments about throughput measurements of this study, we would like to give a short review about theoretical expectations versus real system performance using detailed logs from 1800 MHz 2 × 2 MIMO configuration, as shown in Fig. 10 . Observation ratios of different modulation orders and various measured SINR ranges were mainly used to calculate theoretical capacity and expected throughput values. First, the expected value of throughput for this specific configuration is evaluated as 200 Mbps. Moreover, the famous capacity formula is used to calculate the expected capacity of the system where N T (N R ) represents the number of transmit (receive) antennas and B represents the system bandwidth. It is calculated as 159 Mbps for SM TM of 2 × 2 MIMO configuration, when the observation ratios of SINR ranges are taken into account. Since the mean value of measured throughput was around 50 Mbps, it can be concluded that the system is working far below its true potential. Average user plane latency for given cluster is around 6.1 msec, and site-based distribution over the time is given in Fig. 11 . The latency histograms are shown in Fig. 12 . The standard deviation of latency measurements per site changes between 0.21 to 0.79 msec. Half of TWAMP value is shared as one way latency, and we can see from these heat maps showing measured latency that latency do not directly affect the user throughput performance. In order to convert the distributed architecture to centralized one, it is recommended by Ericsson to decrease latency to less than 5 msec [49] . However, from Fig. 12 it can be observed that this recommendation is not always satisfied.
Mobility and intrafrequency handover success rates are taken for the handoff performance. The interfrequency-based handoff performance is not shown since neighboring between sites is only intrafrequency based. This implies that, according to system design, it is allowed to handoff only to the same frequency at the target cell. In Fig. 13 , intrafrequency performance of sites are plotted. In site 7, it can be observed that although the number of users is high, intrafrequency handoff success rate is considerably low. On the other hand, inter frequency handover is observed mainly in the pedestrian scenarios, which is given below Fig. 14 . In order to trigger interfrequency handover within the sector, load balancing mechanism needs to be properly functioning. This is almost perfect at site 1, where some deployment necessity is needed at site 7. It is seen that both intra and inter frequency handoff cases, performance results converge to 100%. Intra-frequency handoff success rates are more stable then inter-frequency handoff cases. Handover scenarios for different MIMO configurations belong the same flow. For a single connection scenario, Radio Resource Control (RRC) connection is linked to a single baseband module. Considering the following releases that, support inter baseband carrier aggregation, behavior of handover scenarios may change according to radio conditions.
B. FIELD TRIALS WITH REL-14 BASE STATION
The designed multi-layered performance monitoring system can work with all LTE releases, and can be used to monitor the performance of the live network in accordance with the VOLUME 6, 2018 determined system configuration. In this subsection, we provide measurements from an eNB with Rel-14 features.
As noted above, MIMO techniques are used to dramatically increase radio performance by using multiple antennas at the transmitter and receiver. The spectral efficiency increases as the total power distributed between the antennas. Although current MIMO techniques actively used in cellular systems today are mainly designed to increase the user data speeds, ongoing MIMO standardization studies for 5G systems have goals to substantially increase total data speed or system capacity in a service area. As a useful approach, increasing the number of antenna elements, can significantly aid to attain the target performance goals, supported through the massive MIMO techniques. As a result, 3GPP is considering further integration of massive MIMO techniques in the standards, early versions TM7. Pre-commercial stage MIMO systems are also available with 3GPP TS36.141 and ETSI EN 300019-1-4 support [50] .
In massive MIMO antenna technology adaptive beamforming technique used and the system requires DL TM7 or higher. Processing of DL user-specific signals transmitted is required. A specific beam can follow a user in mobility in a range dynamically. As TDD systems use the same frequency range both for UL and for DL, it is more suitable for massive MIMO applications. In order to achieve accurate beamforming, which implies getting proper beamforming weight for users, it is important to obtain precise and rapid channel estimation. Since TDD systems use same frequency band for both UL and DL, the UL signals of the users can be exploited by eNBs for DL channel estimation.
The 64 × 64 massive MIMO antenna used during tests has served on 10 MHz frequency bandwidth in 2600 MHz band (B38) with a maximum of 16 streams. eNB output power is set to 50.8 dBm. 64-QAM constellation is supported with a total of 600 subcarriers. 2 antenna UEs are supported. A total of 8400 resource elements are available. In this configuration, without the reference signals, 46.872Mbits/sec is achievable. However, signaling redundancy must also be considered in the peak throughput calculations. 10% of the band is allocated to PDCCH. A cyclic prefix of 6.6% is used. An additional 19% of the band is used for reference signals. Theoretical maximum data rate that can be achieved on 10 MHz bandwidth in TDD system in presence of reference signals becomes 30.157 Mbits/sec. Our field tests were configured according to DL/UL ratio of 3/1 and special sub-frame ratio of 10:2:2. Hence the maximum data rate per beam becomes 22.402 Mbits/sec.
Measurements are collected from a single cell over 5 days through the performance monitoring system. Average number of users are shown in Fig. 15 (a) . Note that this site is operating over 2600MHz and operated at a low congestion level for trial purposes. The throughput levels are shown in Fig. 15 (b) along with the maximum two beam throughput shown in red. Latency values are shown in Fig. 15 (c) , indicating an average latency of 2.69 msec. Regarding the handover performances a success rate of 100% is reported throughout the test duration.
The field tests were configured to support both TM7 and TM8, hence providing a maximum of 44.804 Mbits/sec. However, 358.432 Mbits/sec is achievable by using 16 simultaneous beams. Note that approximately 88 Mbits/sec is possible with 4 × 4 TDD system with 10 MHz bandwidth, hence the potential of massive MIMO systems are clear. Despite a higher processing complexity due to beamforming weight calculations and tracking of active users, there are no disadvantages observed from the latency measurements with the probability of a less than 5 msec latency is supported 99.77%, satisfying the subscriber expectations [49] . As a result, massive MIMO technology, which is one of the enabling technologies for the 5G New Radio, is expected to provide a significant throughput increase with a high qualityof-service.
VII. CONCLUSION
In order to investigate the performance of LTE networks from the subscriber perspective, we have designed and implemented a multi-layered performance monitoring system. This system enabled us to conduct comprehensive field tests. In this work, we have presented the impact of MIMO configurations and the carrier frequencies along with the allocated bandwidth on the performance of LTE networks through the use of the performance monitoring platform. Field trial results of two measurement campaigns targeting Rel-12 and Rel-14 networks.
By quantifying the performance of different MIMO TMs, we have observed that interference levels directly affect the system performance. The lower interference results in a higher order of TMs, which leads to increased throughput. Also, as expected, MIMO antenna configurations affect the throughput, however not in the same order as the number of used antenna elements, while a significant improvement is observed with the use of massive MIMO support. The latency measurements have been observed around 6 milliseconds, depending on the congestion level of traffic utilization, with almost 100% handover success rates. For the future work, we target to focus on the performance of LTE networks under HetNet scenarios, which include pico, femto and micro stations. Furthermore, application layer performance based on packet tracing is targeted. 
