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1.1 Wireless Sensor Network
I recenti progressi tecnologici nei sistemi micro-elettro-meccanici, nelle comuni-
cazioni wireless e nell’elettronica digitale hanno consentito lo sviluppo di sensori,
piccoli apparecchi a bassa potenza dai costi contenuti, multifunzionali e capaci di
comunicare tra loro tramite tecnologia wireless a raggio limitato.
Questi sensori sono formati da componenti in grado di rilevare parametri ambi-
entali (sensori di posizione, temperatura, umidita` ecc . . . ), di elaborare dati e di
comunicare tra loro.
Un insieme di sensori forma una rete di disposta in prossimita` del fenomeno da
osservare.
I sensori sono provvisti di un processore on-board; quindi, ciascun nodo, invece
di inviare dati grezzi ai nodi responsabili del raccoglimento dati, puo` effettuare
delle semplici elaborazioni e trasmettere solo i dati richiesti e gia` processati.
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1.1.1 Fattori che influenzano la progettazione di una Rete di Sen-
sori
La progettazione di una rete di sensori puo` essere influenzata da diversi fattori:
- Tolleranza ai guasti: alcuni nodi della rete possono fallire o guastarsi a causa
di batterie scariche, danni fisici o interferenze. La tolleranza ai guasti e` la
capacita` di far funzionare una Rete di Sensori anche in caso di fallimento di
alcuni nodi.
- Scalabilita`: il sistema deve essere in grado di funzionare anche all’aumento del
numero di nodi.
- Ambiente operativo: i Nodi Sensore in quanto disposti molto vicino o addirit-
tura all’interno del fenomeno da osservare, spesso, si trovano a lavorare in
zone geografiche remote e senza la supervisione di uomini. Tutto cio` da
un’idea delle condizioni sotto le quali i Nodi Sensore possono funzionare.
Un Nodo Sensore e` composto da quattro unita` base:
  Unita` di trasduzione. Di solito e` composta da due unita`: sensore e converti-
tore da analogico a digitale.
  unita` computazionale. Di solito e` associata ad una piccola unita` di immagazz-
inamento dati e gestisce le procedure che permettono la collaborazione del
nodo con gli altri della rete per portare a termine il task assegnato.
  Unita` comunicazione. E’ l’unita` che connette il nodo alla rete. Puo` essere
un apparecchio ottico (usato nei smart dust motes) oppure un apparecchio a
radio frequenza (RF).
  Unita` energetica. E’ il componente che alimenta il nodo Sensore; a volte puo`
essere supportato da una unita` per il recupero di energia ad esempio da
fonte solare.
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In una Rete di Sensori multihop, cioe` in una rete in cui nodi che non sono in di-
retta visibilita` radio possano comunque comunicare tra di loro appoggiandosi su
quelli che si trovano sul percorso, questi possono interagire tra loro tramite un
mezzo di comunicazione wireless.
Un sensore e` dotato di una limitata sorgente di energia. Il tempo di vita di un
sensore dipende molto dal tempo di vita della batteria. In una rete di sensori
ogni nodo ha il ruolo sia di generare dati che di ricevere dati, percio` il fallimen-
to di alcuni nodi puo` portare a significativi cambiamenti topologici che possono
richiedere una riorganizzazione della rete. Per tutti questi motivi molte ricerche
si stanno concentrando sulla creazione di protocolli e algoritmi power-aware, cioe`
protocolli che ottimizzano il consumo energetico.
Nelle Reti Mobili e nelle Reti ad-hoc il consumo di energia e` un fattore importante;
nelle reti sensoriali il consumo di energia e` la principale metrica per valutare le
prestazioni.
Il consumo di energia in un sensore dipende dalle tre principali attivita` svolte dal
nodo stesso:
  Campionamento: la potenza necessaria per effettuare il campionamento dipende
dalla natura dell’applicazione e dal tipo di trasduttori;
  Comunicazione: dei tre fattori e` quello che necessita della maggior quantita`
di energia. La comunicazione comprende sia la ricezione che la trasmissione
di dati i cui costi energetici possono essere ritenuti uguali;
  Processo dati: l’energia spesa nel processare i dati e` molto piccola se com-
parata a quella spesa per la comunicazione.
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1.1.2 Applicazioni per Reti di Sensori
Una Rete di Sensori puo` essere vista come un insieme di sensori di diverso tipo
capaci di rilevare grandezze come temperatura, umidita`, pressione, luce, ma an-
che capaci di rilevare il movimento di veicoli, la composizione del terreno, livello
di rumore e molte altre cose.
Le applicazioni tipiche sono:
- Militari: Il rapido dispiegamento, l’auto-organizzazione e la tolleranza ai guasti
fanno di una Rete di Sensori una promettente tecnica per il campo militare.
Le possibili applicazioni vanno dal monitoraggio di forze alleate, equipag-
giamenti e munizioni alla sorveglianza del campo di battaglia. Oppure,
sempre nel campo militare, e` possibile usare una Rete si Sensori per effet-
tuare il riconoscimento del nemico, la stima dei danni di una battaglia, il
riconoscimento di un attacco: nucleare, biologico o chimico.
- Ambientali: Alcune applicazioni ambientali riguardano ad esempio il monitor-
aggio del movimento di uccelli, piccoli animali, insetti. E’ possibile anche
effettuare il monitoraggio di una foresta e rilevare prontamente eventuali
incendi.
Le Reti di Sensori possono essere utilizzate anche nell’agricoltura di preci-
sione. Alcuni benefici che si possono raggiungere sono: di monitorare il
livello dei pesticidi nell’acqua, il livello di erosione del terreno e il grado di
inquinamento dell’aria, il tutto effettuato in tempo reale.
- Mediche: Le Reti di Sensori, in questo campo, sono utilizzate per fornire un’in-
terfaccia per le persone affette da handicap, al monitoraggio di dati fisio-
logici (riguardanti umani), alle condizioni dei pazienti in un ospedale e alle
posizione del medico (per una facile rintracciabilita`). E’, inoltre, possibile
usare sensori per rintracciare allergie.
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- Domestiche: Un esempio di utilizzo di una Rete di Sensori in ambito domes-
tico e` l’automazione delle case che consiste nell’inserire sensori nel forno,
aspirapolvere, refrigeratore ecc. . .Questi nodi, inseriti negli apparecchi do-
mestici, possono interagire l’uno con l’altro e anche con reti esterne tramite
l’utilizzo di internet e del satellite.
- Commerciali: Museo interattivo: in futuro i bambini potranno interagire con gli
oggetti esposti in un museo. Questi oggetti saranno capaci di rispondere
alle richieste dei bambini ed inoltre potranno essere resi partecipi di esper-
imenti di causa-effetto eseguiti in tempo reale. Inoltre, una Rete di Sensori
puo` fornire un servizio di localizzazione all’interno del museo.
Rilevamento del furto di auto: Nodi Sensore sono stati disposti per scoprire
e identificare minacce che avvengono in una determinata zona geografica.
Tutte le informazioni rilevate sono inviate, tramite internet, agli utenti finali
per essere analizzate e quindi prendere i giusti provvedimenti.
Rilevamento delle posizione e del movimento di veicoli: tramite una Rete di Sen-
sori e` possibile monitorare la posizione di un’auto in movimento. E’ inoltre
possibile monitorare il traffico su strade particolarmente transitate.
Controllo dell’ambiente in ufficio: di solito il sistema di gestione del riscalda-
mento o dell’aria condizionata e` centralizzato e quindi le temperature degli
ufficio puo` essere diversa a seconda delle zone in quanto il controllo della
temperatura e il flusso dell’arie e` centralizzato. Con una Rete di Sensori
nella stanza e` possibile controllare la temperatura e la distribuzione del-
l’aria calda nelle varie zone della stanza.
Queste sono solo alcuni esempi di utilizzo di Reti di Sensori in campo com-
merciale.
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1.2 Problema monitoraggio crepe in edifici
Il problema argomento del lavoro svolto e` il monitorare crepe di un edificio in
diversi punti con determinate frequenze di campionamento e per certi periodi.





Il sistema operativo utilizzato sui sensori e` TinyOS, sviluppato dall’Universita`
della California di Berkeley (cosı` come alcuni prototipi dei primi sensori); si trat-
ta di un progetto Open Source al quale chiunque puo` contribuire.
Data la versatilita` offerta dall’avere il codice sorgente a disposizione, TinyOS
e` diventato di fatto il sistema operativo standard nelle reti di sensori. Si trat-
ta sostanzialmente di un insieme di librerie che vengono compilate assieme al
codice del programma e che forniscono un’astrazione di alto livello dell’hard-
ware; questo consente la portabilita` del codice da una piattaforma hardware ad
un’altra purche´ ovviamente sia supportata da TinyOS.
Il sistema operativo fornisce dei moduli per la gestione della varie periferiche del
sensore, si occupa del bootstrap all’accensione del dispositivo, del risparmio en-
ergetico e, in particolare, implementa un layer MAC (Medium Access Control)
che consente la comunicazione uno a uno tra i nodi; di fatto i messaggi inviati
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da un singolo nodo sono fisicamente ricevuti da tutti i suoi vicini ma sono con-
trassegnati con l’ID delmittente e del destinatario; il sistema operativo di un nodo
puo` quindi autonomamente scartare i messaggi destinati ad altri nodi consenten-
do di risparmiare elaborazione e quindi energia. E’ tuttavia possibile, analoga-
mente a quanto accade nelle reti Ethernet e WiFi, porre il transceiver in modalita`
promiscua: tutti i messaggi ricevuti dalla radio vengono passati dal livello MAC
allo strato superiore anche se l’ID del destinatario indicato nell’header non com-
bacia con quello del nodo ricevente; questo puo` essere utile per esempio in fase di
debug del sistema: si possono predisporre uno o piu` nodi nella rete in modalita`
promiscua per monitorare tutti i messaggi scambiati e rilevare eventuali errori.
Il modello di programmazione offerto da TinyOS e` basato su eventi hardware;
nel momento in cui un evento viene rilevato, viene immediatamente invocata
una funzione asincrona (un interrupt handler) per gestirlo.
La concorrenza viene gestita mediante task, particolari funzioni che una volta
passate in esecuzione non possono essere interrotte se non da un interrupt han-
dler. ”Postare” un task (mediante appunto la keyword post) significa inserire
un riferimento alla funzione in una coda di esecuzione che viene gestita dallo
scheduler del sistema operativo che rappresenta l’elemento principale dell’appli-
cazione; quando un task passa in esecuzione vi rimane fino al suo completamento
o fino all’arrivo di una interruzione hardware. E’ comunque possibile evitare an-
che questo utilizzando la keyword atomic; la porzione di codice subordinata a
questo costrutto verra` eseguita ad interruzioni disabilitate percio` niente potra` in-
terrompere l’esecuzione.
Il costrutto atomic e` utile ad esempio per evitare problemi di concorrenza nell’ac-
cesso a variabili condivise, tuttavia esso deve essere usato solo quando stretta-
mente necessario perche´ rende il sistema meno responsivo agli eventi esterni.
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NesC
Il linguaggio utilizzato e` il nesC, una estensione del C pensata per aderire al
modello di concorrenza adottato dal TinyOS (il quale a sua volta e` scritto in
nesC). Un’applicazione nesC e` costituita da componenti connessi tramite inter-
facce. Ciascun componente e` composto di due parti: la configurazione, in cui
vengono definite le interfacce usate e quelle fornite dal componente e il modulo
che costituisce l’implementazione vera e propria delle interfacce. Le interfacce
sono bidirezionali, specificano un insieme di funzioni (i comandi) che devono es-
sere implementate da chi fornisce l’interfaccia, e un set di funzioni (gli eventi) che
invece devono essere implementate da chi utilizza l’interfaccia. Le configurazioni
servono a legare tra loro vari componenti connettendone le interfacce; questa op-
erazione prende il nome di wiring.
In genere molti comandi del sistema operativo sono direttamente connessi con
funzionalita` hardware; spesso quindi si ha a che fare con chiamate che richiedono
tempi di completamento abbastanza lunghi e che devono per questo essere nec-
essariamente non bloccanti. Una soluzione e` rappresentata da funzioni di tipo
split-phase che sono costituite da un comando (ad esempio Send) e da un even-
to di solito avente lo stesso nome ma con il suffisso ”Done” (ad esempio send-
Done). L’applicazione invochera` il comando (mediante la keyword call) che im-
mediatamente restituira` il controllo e asincronamente eseguira` l’operazione richi-
esta; il componente segnalera` (mediante la keyword signal) l’evento all’appli-
cazione quando l’operazione sara` conclusa, di solito fornendone anche l’esito
come argomento della chiamata.
Il Simulatore TOSSIM
Lo sviluppo del codice oggetto di questa tesi e` stato portato avanti con l’aiu-
to di un simulatore, il TOSSIM che e` un simulatore ad eventi che consente di
effettuare il debugging e l’analisi di un’applicazione per TinyOS, compilandola
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per la piattaforma PC, anziche´ per l’hardware del sensore (ad esempio MicaZ).
Naturalmente TOSSIM non simula il mondo reale, ma fa una serie di semplifi-
cazioni che permettono di mantenerne la scalabilita`, senza pregiudicarne tuttavia
l’accuratezza dei risultati. Le caratteristiche principali sono le seguenti:
  TOSSIM simula il comportamento di TinyOS a basso livello, in partico-
lare simula la comunicazione fra nodi a livello di bit e tutti gli interrupt
di sistema;
  gli interrupt sono temporizzati con precisione, mentre i tempi di esecuzione
non vengono simulati (dal punto di vista del simulatore un pezzo di codice
viene eseguito istantaneamente);
  la propagazione dei segnali radio non viene simulata; i collegamenti fisici
sono modellati attraverso un grafo che indica per ogni coppia di nodi la
probabilita` di errore sul bit (0 significa perfetta connettivita`, 1 connettivita`
assente);
  non viene simulato il comportamento della batteria ma viene quantificata
l’energia consumata da ciascun nodo;
  in TOSSIM un interrupt non puo` interrompere il codice attualmente in ese-
cuzione, come invece e` possibile nei mote reali;
  in TOSSIM tutti i nodi sensori devono necessariamente eseguire la stessa
applicazione.
Il debugging delle applicazioni viene fatto generalmente inserendo nel codice
delle chiamate alla funzione dbg, la quale consente appunto di inviare stringhe
di testo al simulatore, specificandone anche il tipo. TOSSIM durante l’esecuzione
legge questi messaggi di debug e mostra all’utente solo quelli del tipo corretto,
specificato tramite la variabile d’ambiente DBG.
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2.2 Piattaforma Hardware
Tertium Technology s.r.l. sta sviluppando una piattaforma Hardware per il moni-
toraggio di infrastrutture, su cui girera` l’applicazione TinyOs da me implementa-
ta. L’hardware che e’ stato al centro del lavoro in attesa dell’piattaforma Tertium
sono stati: chip radio CC2420, CC2420DB, MicaZ.
2.2.1 MicaZ
Una parte del lavoro svolto in questa tesi e` stato sviluppato sulla piattaforma
”MicaZ” prodotta dall’azienda americana Crossbow. Esistono diverse varianti
della stessa piattaforma che differiscono tra di loro sostanzialmente per dimen-
sione e tipologia di radio impiegata.
Ciascun MicaZ e` principalmente composto da:
Figura 2.1: MicaZ
  CPU: si tratta di un microcontrollore della famiglia AVR prodotta da At-
mel; e` un RISC a 8 bit con limitata capacita` di calcolo sufficiente pero` a
far girare un programma abbastanza complesso in grado di gestire intera-
mente l’hardware del nodo. Il programma e` memorizzato in una memoria
flash al momento della programmazione del nodo e il sistema operativo e`
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parte integrante del programma stesso. La RAM e` limitata a soli 4 Kilobytes
ma esiste una memoria EEPROM di 512Kbytes che puo` essere usata dal
programma per memorizzare dati permanenti (ad esempio campionamenti
effettuati dai trasduttori);
  Trasduttori: e` disponibile una scheda di espansione chiamata Mica Sensor
Board che ospita un sensore di luce, un sensore di temperatura, un ac-
celerometro, unmagnetometro, unmicrofono e un piccolo buzzer per emet-
tere segnali sonori (unica periferica di output, oltre ai 3 led). L’interfaccia-
mento con il microcontrollore avviene tramite convertitori analogico/digitali
che, mediante il programma, selezionano la sorgente di acquisizione desider-
ata e convertono il segnale analogico fornito dal trasduttore in un valore
numerico che viene trasmesso al microcontrollore il quale si occupa di elab-
orarlo e trasmetterlo via radio;
  Radio: mediante la radio, il nodo puo` trasmettere e ricevere informazioni dai
vicini; la comunicazione non e` full-duplex, cio` significa che il sensore non
puo` contemporaneamente trasmettere e ricevere un messaggio. La porta-
ta della radio puo` raggiungere anche il centinaio di metri in spazio aperto;
solitamente all’interno di edifici vi sono pero` barriere radio (costituite prin-
cipalmente da muri in cemento armato) che ostacolano e affievoliscono le
onde radio, riducendo di fatto la portata a poche decine di metri. La comu-
nicazione e` di tipo broadcast; un messaggio inviato da un nodo e` ricevuto
da tutti i nodi vicini sotto portata radio; vi possono essere quindi collisioni
con conseguente perdita del messaggio;
  Timers e sistema di risparmio energetico: il microcontrollore mette a dispo-
sizione diversi timers hardware che possono essere utilizzati per eseguire
determinate operazioni ad intervalli regolari di tempo; questo risulta utile,
per esempio, per gestire lo spegnimento della radio ad intervalli prefissati,
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permettendo un notevole risparmio di energia. Sia il microcontrollore che
le periferiche del sistema (trasduttori, convertitori, memorie) possono en-
trare su richiesta in stato di ”sleep” per risparmiare energia. Nello stato di
sleep le funzionalita` del componente sono ridotte; ad esempio, nel caso del
microcontrollore, il clock si arresta fermando l’esecuzione del programma;
rimane attivo un timer assieme al gestore delle interruzioni che nel caso rile-
vi un interrupt (ad esempio lo scadere del timer) fa uscire il microcontrollore
dallo stato di sleep, facendo ripartire il clock e quindi il programma;
  Batteria: l’alimentazione di ciascun nodo e` garantita da due comuni batterie
stilo non ricaricabili; usando batterie di buona qualita` e` possibile raggiun-
gere anche i due anni di autonomia, grazie anche ad accorgimenti come
il risparmio energetico descritto poco fa. E’ importante che non vi siano
sprechi energetici poiche´ in una rete di sensori risulta particolarmente sco-
modo sostituire le batterie ad ogni sensore.
2.2.2 Chipcon CC2420
Il CC2420 e` un rice-trasmettitore operante sui 2.4 GHz, ZigBee compatibile. Inte-
gra su singolo chip anche il regolatore di tensione e il PLL ed inoltre non richiede
filtri aggiuntivi. Ha ottima sensibilita` (-94 dBm) e reiezione del canale adiacente
(39 dB). Comunica con il microcontrollore ( C) attraverso interfaccia seriale di
tipo SPI, con data rate massimo di 10 Mb/s. Come componenti esterne richiede
poco piu` del solo quarzo, con i relativi condensatori. Dei 48 piedini solo 10 sono
utilizzati dal microcontrollore per controllarlo, gli altri sono usati per connettere
all’alimentazione i diversi blocchi interni del sistema. Le dimensioni del package
sono 7 x 7 mm . La potenza in uscita e`, al massimo, 0 dBm, ma puo` essere ri-
dotta, fino a -25 dBm con notevole beneficio dei consumi. La corrente assorbita
in trasmissione, infatti, con alimentazione a 3.3 V, passa da 17.4 mA (57.4 mW) a
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8.5 (28.5 mW). In ricezione invece assorbe 19.7 mA (65 mW). Inoltre il dispositivo
dispone di altre modalita` a basso consumo:
  idle (426  A, 1.4 mW) in cui il dispositivo si porta in uno stato di attesa, dal
quale pu‘o passare rapidamente sia alla ricezione che alla trasmissione;
  power down (20  A, 66  W) in cui l’oscillatore viene disabilitato, sara` quindi
necessario un ciclo di attesa (typ 0.86 ms) prima di operare;
  voltage regulator off (max. 1  A, 3  W) in cui viene disattivato anche il re-
golatore di tensione, i cui tempi di accensione sono dell’ordine degli 0.3
ms.
I consumi in trasmissione e ricezione sono molto significativi, per questo e` neces-
sario sfruttare al massimo la flessibilita` del dispositivo e comunicare con l’esterno
solo quando strettamente necessario.
Il CC2420 implementa in hardware molte delle funzioni di competenza del PHY,
quali, per esempio, la misura dell’energia sul canale e del LQI, oltre, ovviamente,
alla trasmissione e ricezione dei dati.
La misura dell’energia viene fatta attraverso il Receive Signal Strenght Indicator
(RSSI), che viene riportato in un registro apposito di 8 bit. Viene ricavato, in ef-
fetti, come media su 8 simboli (1 simbolo = 4 bit, quindi 128  s in tutto) e un bit
nel registro di stato indica quando e` valido. Dal RSSI e` possibile ricavare il LQI,
via software. In alternativa una stima di questo parametro puo` essere fatta con
una correlazione sui primi 7 bit che seguono il SFD. Questo perche` usando solo
il RSSI si ha che un’interferenza sul canale che causa un aumento dell’energia ril-
evata viene indicata come un aumento del LQI, mentre in realta` e` un disturbo.
Ecco perche` si puo` cercare di stimare, invece, l’errore sui dati ricevuti. La corre-
lazione e` calcolata in hardware e riportata su 7 bit.
Per quel che riguarda il PPDU l’hardware implementa il preambolo (si possono
scegliere anche preamboli diversi, perdendo la compatibilita` ZigBee) e inserisce
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Figura 2.2: CC240 - Schema a blocchi
automaticamente lo SFD. Non calcola, invece il lenght byte, che andra` inserito via
software nella FIFO di trasmissione come primo byte.
Il CC2420, poi, realizza in modo automatico anche alcune funzioni del MAC,
quali il CSMA-CA, che avviene attraverso il controllo del CCA (clear channel as-
sestement) e quelle relative alla sicurezza.
L’accesso sicuro al canale viene stimato confrontando il valore del RSSI con una
soglia che puo` essere impostata. Per quel che riguarda la correttezza di trasmis-
sione, invece, un primo meccanismo riguarda il controllo dell’indirizzo.
Quando tale modalita` e` attiva si rileva in modo automatico:
  la correttezza del FCF;
  il PANid, se presente (sempre se e` un beacon) deve coincidere con quello
impostato in macPANid nella memoria del dispositivo;
  l’indirizzo di destinazione, se presente deve coincidere con macshortAd-
dress in memoria;
  se e` presente solo l’indirizzo del sorgente si accetta solo se il dispositivo e`
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un coordinatore e il trasmettitore appartiene alla rete.
Se una di queste condizioni non e` verificata, i dati in ingresso non vengono ac-
cettati. Sui dati accettati, inoltre, viene effettuato in hardware il calcolo della FCS
e il risultato viene indicato sul CRC che segnala la validita` del pacchetto. C’e`, in-
fine, la possibilita` di inviare, in modo automatico, un acknowledgement qualora
richiesto e qualora i dati siano stati giudicati validi.
Per quel che riguarda il MPDU, infine, quasi tutto deve essere fatto via software:
il FCF, il sequence number e ovviamente i dati. Della FCS si e` gia` detto. Fra l’altro
essa non viene presentata nella FIFO di ricezione, al suo posto sono dati invece
due byte: in uno si trova il RSSI, nell’altro il CRC (MSB) e la correlazione dei dati
sugli altri 7 bit a cui si e` fatto riferimento poc’anzi. Tali dati sono di piu` immedi-
ato utilizzo della FCS a cui non si e`, in effetti, interessati direttamente.
Come gia` accennato il CC2420 comunica con il controllore attraverso interfaccia
seriale SPI. Esso e` dotato di diversi registri di controllo, alcuni dei quali servono
per passare comandi al dispositivo. Ci sono, inoltre, due FIFO separate per la
ricezione e la trasmissione dei dati, da 128 byte ciascuna. Esse non esauriscono lo
spazio di RAM disponibile, in cui sono collocati anche i campi necessari per ge-
stire la sicurezza (per esempio la chiave per criptare i dati), l’indirizzo della PAN
e del dispositivo. In figura 2 sono riportati i collegamenti con il  C, ai quali vanno
aggiunti quello per il reset del dispositivo e quello per il controllo del regolatore
di tensione interno.
Quando il dispositivo e` in ricezione cerca lo SFD di un frame. Quando lo trova
mette alto il piedino SFD, che rimane in tale stato finche` non si e` ricevuto l’intero
data frame, a meno che il riconoscimento dell’indirizzo non fallisca e il dato ven-
ga scaricato. Il primo byte che viene scritto nella FIFO di ricezione (RXFIFO) e`
quello che indica la lunghezza. In quel momento il piediono FIFO viene messo
alto e rimane in tale posizione finche` la RXFIFO non viene svuotata. L’istante
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Figura 2.3: Collegamenti tra CC2420 e microcontrollore.
in cui SFD va alto non e` quello giusto per accedere ai dati: qualora la verifica
dell’indirizzo fallisca, per esempio, essi vengono automaticamente rifiutati dal
dispositivo e si potrebbe leggere dati non validi. Per decidere quando accedere,
quindi, e` opportuno controllare, piu` che SFD, il piedino FIFOP, che viene portato
a uno quando il numero di byte nella RXFIFO supera una soglia definita dall’u-
tente. FIFOP torna nello stato basso appena si e` letto un byte dalla RXFIFO.
In trasmissione il comportamento di SFD e` simile: va alto dopo che e` stato invi-
ato il SFD, torna basso quando si e` finito di trasmettere i dati. Controllando SFD
e` possibile avere una stima della durata dell’operazione di ricezione e trasmis-
sione, qualora sia necessario, per cui e` bene collegarlo ad un piedino del  C che
possa dare l’avvio a un timer. I piedini FIFO e FIFOP, invece, sono collegati esclu-
sivamente alla gestione della RXFIFO. Il piedino CCA, infine, segnala il risultato
dell’accesso al canale e pu‘o essere utile al  C per riconoscere quando esso sia
libero o meno.
Il  C puo` accedere, attraverso l’interfaccia SPI, ai vari registri del CC2420, sia in
lettura che in scrittura, nonche` alla RAM. Le FIFO di ricezione e trasmissione, co-
munque, sono accessibili, l’una in lettura e l’altra in scrittura, attraverso due reg-
istri ad esse collegati, che puntano alla prima locazione non letta e incrementano
il puntatore in modo automatico ad ogni operazione, semplificando lo scambio
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dei dati.
Nella figura sottostante viene mostrato il funzionamento della macchina a stati
del CC2420 e le funzioni di questi comandi.
Il firmware deve gestire correttamente il dispositivo portandolo a lavorare nello
Figura 2.4: Macchina a stati del CC2420
stato voluto. Si notino, in particolare, i tempi di calibrazione che andranno attesi.
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Si osserva anche che dopo la trasmissione il dispositivo si porta automaticamente
in ricezione, cioe` una modalita` di alto consumo, per cui si dovra` fare attenzione
a lasciarlo in tale stato solo per il tempo strettamente necessario.
Altro aspetto del CC2420 su cui mi voglio soffermare, in quanto aspetto rile-
vante della tesi, e` l’accensione della radio. Il  C accende e configura il CC2420,
compiendo le seguenti operazioni:
  abilita il regolatore di tensione e aspetta il transitorio;
  resetta il dispositivo;
  avvia l’oscillatore passando il comando SXOSCON e aspetta che diventi
stabile, controllando il relativo bit dello status byte;
  disabilita il riconoscimento dell’indirizzo;
  inizializza il sequence number;
  imposta la correlation threshold a 20
  imposta la soglia per FIFOP a 3, cioe` si genera un’interruzione quando sono
stati ricevuti i due byte del FCF e il sequence number.
Altro aspetto importante e` stato la definizione della potenza di trasmissione. Il
CC2420 ha la possibilita` di variare la potenza di trasmissione da un minimo di
-25 dBm a un massimo di 0 dBm, che e` quella predefinita. Il valore da utilizzare
e` impostato nel registro TXCTRL, sugli ultimi 5 bit. Uno studio approfondito e`
stato fatto sui regitri del CC2420 per interfacciare la rete TinyOS con l’imminente
piattaforma hardware della Tertium Technology. Alla fine di tale studio e` stata
prodotta una tabella di comparazione tra i registri usati dalla piattaforma MicaZ
e quelli usati dalla CC2420DB.
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REG. NAME DESCRIZIONE V. CC2420 V. MicaZ
CC2420 MAIN Main Control Register 0xF800 0xf800
CC2420 MDMCTRL0 Modem Control Register 0 0X02E2 0x02E2
CC2420 MDMCTRL1 Modem Control Register 1 0X0000 0x0500
CC2420 RSSI RSSI and CCA Status and Control register 0XE080 0xE080
CC2420 SYNCWORD Synchronisation word control 0XA70F 0xA70F
CC2420 TXCTRL Transmit Control Register 0XA0FF 0x60FF
CC2420 RXCTRL0 Receive Control Register 0 0X12E5 0x12E5
CC2420 RXCTRL1 Receive Control Register 1 0X0A56 0x0A56
CC2420 FSCTRL Frequency Synthesizer Control 0X4165 0x4165
and Status Register
CC2420 SECCTRL0 Security Control Register 0 0X03C4 0x01C4
CC2420 SECCTRL1 Security Control Register 1 0X0000 0x0000
CC2420 IOCFG0 Input / Output Control Register 0 0X0040 0x027F
CC2420 IOCFG1 Input / Output Control Register 1 0X0000 0x0000
  NÆ3 CC2420 MDMCTRL1: b10:b6 = 20CORR THR[4:0]
  NÆ6 CC2420 TXCTRL: b15:b14 = 1 TXMIXBUF CUR[1:0]
  NÆ10 CC2420 SECCTRL0: b9 = 0 RXFIFO PROTECTION
  NÆ12 CC2420 IOCFG0:
– b10 = 1 FIFO POLARITY
– b6:b0 = 127 FIFOP THR[6:0]
2.2.3 CC2420DB Development Board
Un’altra consistente parte del lavoro di tesi e` stato svolo sulla piattaforma ”CC2420DB”
prodotta dall’azienda americana Texas Instruments.
La CC2420DB Demonstration Board e` designata per rapide prototipizzazioni,
e anche per valutazioni pratica come ad esempio test di gittata della radio. La
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Figura 2.5: Fronte CC2420DB
CC2420DB puo` essere programmata sia con un programmatore esterno come
AVR ISP o usando la porta seriale che comunica con il bootloader che e` pro-
grammato nella MCU quando la CC2420DB esce dalla fabbrica. La CC2420DB
contiene:
  un chip CC24220 con i componenti di supporto necessari;
  un microcontrollore Atmel Atmega128L AVR;
  32 kBytes external RAM;
  un’antenna PCB;
  un joystick;
  bottoni e LED che possono essere usati per implementare una visuale utente
della potenziale applicazione che gira sul sensore.
Il microcontrollore usato e` un’Atmel Atmega128L AVR. Questo controller ha 128
KB di memoria Flash programmabile, 4 KB di memoria dati SRAM e 4 KB di
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memoria dati EEPROM non-volatile. Il controller e` interfacciato con la CC2420
tramite l’interfaccia SPI insieme ad alcuni pin dell’I/O. La MCU e` inoltre collega-
ta ai quattro LED, al joystick e ad un bottone extra. Caratteristica della CC2420DB
e` la RAM esterna, questa memoria viene inclusa in quanto puo` essere usata per
debugging, o se si desidera bufferizzare e memorizzare dati. I 4 Kbytes piu` bassi
della RAM esterna sono occupati dai registri interni dell’Atmega128L.
Figura 2.6: Retro CC2420DB
2.2.4 Porting TinyOs su piattaforma Tertium Technology
Un primo stadio del lavoro di Tesi si e` concentrato sul porting del TinyOs sul-
la piattaforma CC2420DB in quanto sufficientemente vicina a quella che la Ter-
tium Technology sta` sviluppando. Questa fase e` stata caratterizzata da un lavoro
alquanto laborioso, in quanto comprendente delle sotto fasi di studio, analisi e
test.
Per la portabilita` del TinyOs e` stato necessario un adattamento di vari componen-
ti della piattaforma software. Partendo dal supporto che il TinyOs da ai ”Motes
MicaZ”, in quanto piattaforma su cui e` supportato, siamo riusciti a completare il
porting sulla CC2420DB. Anche se con caratteristiche tecniche simili il MicaZ e la
CC2420DB, non sono identici, quindi sono stati necessari alcuni passi per perme-
ttere il passaggio sulla nuova architettura.
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I file che descrivono l’architettura sono: hardware.h e .platform. Il .platform e`
uno script usato dal compilatore di NesC per regolare vari opzioni specifiche di
architettura, parametri per il compilatore di C e variabili interne. Hardware.h
usa funzioni di assegnamento di pin del microcontrollore. La directory platform
contiene inoltre i componenti per accedere alle caratteristiche hardware e al sot-
tosistema di I/O delle specifica piattaforma hardware, come i componenti per i
vari moduli RADIO, ADC, EEPROM, TIMER e simili. La maggior parte delle re-
golazioni specifiche della piattaforma sono raccolte in hardware.h, infatti proprio
questo file (che riporto di seguito) e` stato quello interessato alle modifiche mag-
giori.
Mettendo a confronto il file hardware.h del MicaZ e quello dato come risultato
finale del porting sulla piattaforma CC2420DB, risultano subito evidenti alcune
differenze sostanziali come il ciclo di clock che nel caso del MicaZ e` di 136 ns,
viceversa nel caso del CC2420DB e` di 125 ns; inoltre, l’assegnamento dei pin dei
LED con la chiamata di funzione TOSH ASSIGN PIN() che sono in completo dis-
accordo tra MicaZ e CC2420DB; differenze nelle definizioni delle Interrupt del-
la radio Chipcon CC2420; altre differenze riguardano l’UART, il power control e
l’ADC. Tutte le modifiche e le aggiunte apportate al file hardware.h sono state tes-
tate con applicazioni fornite di base dal TinyOs, ad esempio nel testare il TIMER
e la correttezza dei pin riguardanti i LED si e` utilizzato l’applicazione Blink, che
fa lampeggiare i LED ad intervalli di tempo regolari. Nella tabella riportata di












L’IEEE 802.15.4 definisce un protocollo di comunicazione wireless per dispositivi inter-
connessi. Le caratteristiche generali, sono:
  basso data-rate (250 kb/s massimo);
  bassa complessita`;
  basso costo;
  connessioni a corto raggio, tipicamente 10m, senza escludere la possibilita` che tale
distanza possa essere superata, a seconda delle applicazioni;
  bassi consumi di potenza.
In particolare lo standard intende definire i due strati (PHY e MAC) di base di uno stack
assai piu` complesso.
Le connessioni tra i dispositivi andranno a creare una rete (Low Rate Wireless Personal
Area Network, cioe` LR-WPAN), cosı` definita:
  bit rate di 250, 40 o 20 kb/s;
  configurazione a stella o diretta (peer to peer), eventualmente combinabili per
formare maglie complesse;
28
3.1 IEEE 802.15.4 29
  indirizzo a 16 o 64 bit, in modalita` estesa;
  allocazione di Guaranteed Time Slots (GTS) per la gestione di comunicazioni com-
plesse;
  utilizzo della portante per individuare eventuali collisioni e accesso sicuro al canale;
  basso consumo energetico;
  misura dell’energia sul canale;
  misura della qualita` del collegamento
  16 canali nella banda intorno ai 2450 MHz, 10 in quella intorno ai 915 MHz, 8 per
quella intorno agli 868 MHz.
Un dispositivo compatibile con lo standard e` classificabile come FFD (Full Function De-
vice) o RFD (Reduced Function Device). Gli RFD sono pensati per applicazioni semplici,
implementano solo alcuni aspetti dello standard e devono essere connessi a un FFD.
Una rete prevede la connessione di almeno due dispositivi. In ogni rete un FFD deve
sempre fungere da coordinatore della rete stessa. Nelle reti a stella tutti i dispositivi sono
connessi al coordinatore della rete, in quelle peer to peer ogni FFD e` connessa con ogni
altra FFD presente nella sua sfera d’azione, pur rimanendo indispensabile la presenza
di un coordinatore. Questa seconda topologia permette di costruire reti estremamente
complesse, dotate di diversa capacita` di connettivita`, ma questo aspetto non e` oggetto di
approfondimento dello standard.
E’ possibile anche che possano coesistere reti indipendenti nella stessa regione di spazio,
perche` a ciascuna Personal Area Network (PAN) e` assegnato un identificatore (PAN-ID)
grazie al quale e` possibile gestire la comunicazione sia all’interno della stessa PAN, sia
tra PAN diverse.
L’architettura di un dispositivo di una LR-WPAN e` definita attraverso dei blocchi, detti
layers, a ciascuno dei quali sono assegnate funzionalita` precise. Lo standard si limita a
definire il PHY, che e` quello che contiene il ricetrasmettitore con le sue funzionalita` di
basso livello, che permettono di trasmettere e ricevere dati attraverso il canale, e il MAC
3.1 IEEE 802.15.4 30
che definisce le diverse strutture dati da trasmettere. Eventuali layers di livello superiore
gestiscono la stessa e le funzionalita` che ciascun dispositivo deve implementare.
I dati che si devono trasmettere, fra due dispositivi o fra layers dello stesso dispositivo
vengono raggruppati in pacchetti di byte come indicato nella figura seguente.
Figura 3.1: Struttura generale di un pacchetto
In particolare, il PPDU (PHY Protocol Data Unit) e` il pacchetto finale che viene trasmesso
dal PHY nel canale, ed e` composto da:
  un preambolo che serve per la sincronizzazione dei dispositivi, costituito da 32
zeri;
  un delimitatore di inizio frame, costituito da byte 0xA7 che segna l’inizio del pac-
chetto vero e proprio;
  un byte che indica la lunghezza del PSDU (PHY Service Data Unit). In realta` si
usano 7 bit, il piu` significativo e` riservato, per cui si ottiene una lunghezzamassima
di 127;
  il PSDU che e` un il pacchetto che il PHY riceve dal layer superiore, che coincide
con il MPDU, cioe` il pacchetto preparato dal MAC.
Il MPDU, a sua volta, comprende:
  il MAC Header, che contiene dei byte di riconoscimento;
  il MAC Service Data Unit (MSDU) che contiene ci‘o che i layers superiori vogliono
effettivamente trasmettere;
  il MAC footer (MFR) che permette di verificare se quanto ricevuto e` corretto.
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I tipi di frame previsti sono:
  il beacon frame e` usato per scambiare segnalazioni utili per gestire la comunicazione
nonche` la fase di formazione della rete;
  il data frame e` usato per la trasmissione effettiva dei dati;
  l’acknowledgement frame e` usato per segnalare la corretta ricezione di un frame;
  il command frame e` usato per trasmettere dei comandi per il MAC di un altro dis-
positivo.
Se il dispositivo si aspetta di ricevere dati, invia una richiesta al quale il coordinatore il
quale invia successivamente i dati richiesti. Esiste anche la modalita`, piu` semplice, in cui
i beacons sono disabilitati. In questo caso un dispositivo che voglia trasmettere dei dati,
li puo` trasmettere direttamente al destinatario.
La comunicazione puo` essere anche gestita attraverso strutture dette superframe se sono
presenti i beacon. Il coordinatore gestisce questa modalita` di trasmissione allocando una
finestra temporale, divisa in un massimo di 16 periodi di uguale durata, tra due beacons.
In tale intervallo i vari dispositivi possono effettuare una trasmissione.
Un’ulteriore possibilita`, invece, e` quella in cui il coordinatore alloca fino a 7 guaranteed
time slots (GTSs), che possono essere eseguiti in esclusiva ad applicazioni che hanno req-
uisiti particolari in termini di banda.
La robustezza della trasmissione e` garantita da alcune caratteristiche. La prima e` il Car-
rier Sense Multiple Access with Collision Avoidance (CSMA-CA), che definisce il protocollo
per evitare collisioni tra dispositivi sul canale. Essa consiste nell’ascoltare se e` presente
una portante sul canale. Se esso e` libero, la trasmissione puo` avvenire, se e` occupato il
dispositivo aspetta per un tempo casuale e ripete l’accesso.
Se si utilizza la struttura superframe il dispositivo effettua l’accesso all’inizio di uno slot
(la sincronizzazione e` possibile a partire dal beacon che il coordinatore invia) e, qualora
non trovi il canale libero, lascia trascorrere un numero casuale di slots. Una seconda e`
costituita dall’uso dell’acknowledgement. Qualora esso sia stato richiesto e non arrivi il
dispositivo puo` ripetere la trasmissione. Una terzo importante meccanismo che garan-
tisce la robustezza e` costituito da un campo di controllo degli errori contenuto in ogni
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pacchetto.
Infine lo standard dedica una particolare attenzione alla sicurezza del protocollo. Cio` e`
ottenuto attraverso:
  il meccanismo di Access Control. Esso consiste nel definire una lista (ACL) dei
dispositivi con cui un nodo vuole comunicare e rifiutare ogni altro scambio di
informazioni;
  la possibilita` di criptare i dati, attraverso una chiave definita per la rete, per una
parte di essa, o solo per due nodi;
  la possibilita` di usare un messaggio che garantisca l’integrita` dei dati, cio‘e garan-
tisca che i dati non sono stati modificati da un ente diverso che non conosca la
chiave;
  un meccanismo per controllare quanto il dato e` recente: l’ultimo letto deve essere
piu` recente del penultimo, altrimenti viene rifiutato;
A seconda di quali di questi meccanismi sono attivi si dice che il dispositivo opera in
unsecuredmode (se nessunmeccanismo e` attivo), in ACLmode (se e` attivo solo la ACL),
o secured mode (se sono attivi tutti).
Il PHY, come si e` accennato, e` responsabile delle operazioni di basso livello, la mag-
gior parte delle quali saranno in effetti implementate nell’hardware del dispositivo. Tut-
tavia un’identificazione precisa del PHY con l’hardware non e` corretta, dato che lo stan-
dard non detta regole precise in questo senso e il costruttore puo` scegliere di lasciare al
firmware diversi aspetti del PHY. Le operazione che il PHY deve poter compiere sono:
  accendere e spengere il rice-trasmettitore;
  misurare la quantita` d’energia presente su un canale (Energy Detection, ED), in
modo da poter decidere se ha senso operare su tale frequenza o ci sono dei disturbi
che rendono difficile la comunicazione;
  valutare un indicatore della qualita` del collegamento (Link Quality Indicator, LQI)
quando si ricevono dati;
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  effettuare il CSMA-CA;
  selezionare il canale;
  effettuare la ricezione e la trasmissione dei dati.
Ci si limita, qui di seguito a illustrare brevemente le caratteristiche del funzionamento
nella banda dei 2450 MHz, che e` quella che garantisce le massime prestazioni in termini
di banda. Il data rate e` di 250 kb/s. L’alfabeto che si usa e` composto da 16 simboli,
ognuno codifica 4 bit dell’informazione che si deve trasmettere ed e` costituito da una
sequenza pseudo-causale di 32 bit (chip).
I compiti del MAC sono:
  generare i beacons se il dispositivo e` un coordinatore;
  garantire il sincronismo con essi, in particolare gestire il protocollo GTS;
  gestire la connessione e la disconnessione di un dispositivo alla rete;
  gestire tutti i meccanismi per garantire la sicurezza;
  utilizzare in modo corretto il CSMA-CA per accedere al canale;
  garantire una connessione il piu` robusta possibile tra due dispositivi della rete.
Figura 3.2: Frame MAC
In figura e` riporta la struttura di un frame generico, in cui sono riconoscibili l’MHR,
MSDU oMAC payload e l’MFR. Nell’illustrarlo si metteranno in evidenza le particolarita`
dei vari beacon, data, acknowledgement, command frame in modo da dare un’idea della
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Figura 3.3: Frame Control Field
struttura di questi ultimi. L’MHR, come detto, contiene l’FCF, il data sequence number e
le informazioni sull’indirizzo del dispositivo che trasmette e del destinatario.
Con riferimento alla figura:
  frame type segnala il tipo di pacchetto;
  security enabled segnala se e` attivo o no il meccanismo di crittografia dei dati;
  frame pending segnala se c’e` un altro frame che deve essere trasmesso;
  acknowledgement request segnala se si vuole un acknowledgment frame in rispos-
ta, a conferma della corretta ricezione;
  intra-PAN segnala se la trasmissione avviene tra due dispositivi appartenenti alla
stessa rete;
  source e destination address mode segnalano come vanno letti i campi indirizzo rela-
tivi: 00 indica che l’indirizzo non e` presente, 10 indica l’uso di indirizzi a 16 bit 11
la modalita` estesa a 64 bit. La modalita` a 16 bit consente di ottenere il limite teorico
di 65536 nodi per la rete.
Il sequence number serve per identificare la comunicazione che sta avendo luogo
fra due dispositivi. Nel caso di beacons a ciascuno viene attribuito un numero e
ciascun dispositivo deve essere in grado di memorizzare l’ultimo ricevuto. Eccet-
to la gestione della connessione e disconnessione di un dispositivo alla rete, solo
il coordinatore utilizza i beacons ed essi diventano cosı` un preciso meccanismo di
coordinamento di tutta la rete. Per gli altri pacchetti, invece, ogni dispositivo iniza-
lizza il suo sequenziatore in modo casuale e poi lo incrementa. Il sequence num-
ber serve solo per garantire che durante uno scambio dati entrambi i dispositivi si
3.1 IEEE 802.15.4 35
stiano riferendo allo stesso frame. Per esempio nel caso di un acknowledgement
esso conterra` lo stesso sequence number del frame da confermare. I campi address,
invece, contengono l’indirizzo della rete di appartenenza e del dispositivo sorgente
e destinazione del frame. Nel caso di un ack (acknowledgement) nessuno di questi
campi e` presente, mentre nel caso di un beacon sono presenti solo le specifiche che
riguardano il dispositivo trasmittente. Per gli altri casi non specificare uno dei due
sottintende che ci si riferisce al coordinatore, ma si dovrebbe sempre specificare
l’altro.
Il MAC payload e` il campo che si differenzia per lunghezza e composizione, a sec-
onda del tipo di frame a cui si riferisce. Nel caso di un acknowledgement e` assente,
nel caso di un pacchetto dati contiene i dati veri e propri che si vuole trasmet-
tere, nel caso di un pacchetto comandi contiene un identificatore del comando e gli
eventuali parametri che lo completano.
3.1.1 MFR
Il MFR, infine, e` costituito da due byte (Frame Check Sequence, FCS), generati a
partire dal MHR e dal MAC payload con il seguente algoritmo:
- sia G(x) la base polinomiale G(x) =              









e` il primo bit trasmesso;
- sia    P(x) il polinomio ottenuto moltiplicando x16 per P(x);









   

costituiscono la FCS. La FCS viene poi ricalcolata dal desti-
natario sui dati effettivamente ricevuti e confrontata con quella indicata dal trasmet-
titore. E’ cos’ı` possibile stimare la correttezza di quanto ricevuto.
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3.2 Specifiche del Protocollo
3.2.1 Abstract
Il protocollo dell’applicazione di monitoraggio crepe permette la raccolta dati da piu` sen-
sori equipaggiati con trasduttori di misurazione e dislocati in vari punti dell’edificio da
monitorare. L’applicazione e` stata implementata nel linguaggio nesC.
La rete di sensori e` strutturata dal protocollo in un albero radicato in un nodo RAC-
COGLITORE.
Figura 3.4: Rete implementata
3.2.2 Architettura di Rete
La rete implementata e` composta da tre tipi di nodi:
1. PALM;
2. RACCOGLITORE;
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3. SENSORE.
Nodo PALM
Il nodo PALM ha il compito di dare il via all’inizializzazione della rete e di ricevere i dati
dal nodo RACCOGLITORE. Il PALM comunica esclusivamente con il RACCOGLITORE e
puo` inviargli tre tipi di comandi:
- INIZIALIZZAZIONE;
- RICHIESTA NUMERO DATI;
- INVIO DATI.
Con l’invio del comando INIZIALIZZAZIONE il nodo PALM da` il via alla formazione di
una rete ad albero; con questo comando il PALM regola l’intervallo di tempo all’interno
del quale deve avvenire il processo di campionamento e quindi l’acquisizione dei dati da
parte dei sensori ella rete TinyOs. Con il comando RICHIESTA NUMERO DATI il nodo
PALM interroga il RACCOGLITORE chiedendogli quanti dati sono presenti nella memo-
ria, e quindi quanti dati dovra` ricevere come risposta del terzo comando INVIO DATI.
Questo nodo e` l’unico che non e` stato implementato sotto ambiente TinyOs, ma in quan-
to dotato del chip radio CC2420 (lo stesso chip utilizzato dei nodi della rete TinyOS),
comunica con esso in base ad un protocollo specificato piu` avanti.
Nodo RACCOGLITORE
I compiti del nodo RACCOGLITORE sono molteplici, in quanto e` il nodo cardine della
rete. Esso e` il nodo che funge da intermediario tra il nodo PALM e la rete TinyOS.
I compiti attribuiti ad esso sono:
- Ricezione comandi dal PALM ed eventuale inoltro alla rete TinyOS;
- Immagazzinamento dei dati ricevuti dalla rete nella propria memoria;
- Spedizione dei dati immagazzinati al PALM;
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Il nodoRACCOGLITORE, come detto, si occupa della ricezione dei messaggi dal PALM e,
nel caso di ricezione del messaggio di INIZIALIZZAZIONE, inoltra il medesimo alla rete
TinyOs. Oltre a ricevere comandi dal PALM, esso riceve messaggi dalla rete i messaggi
che incapsulano i dati acquisti dai vai sensori. Questi dati vengonomemorizzati dal nodo
nella sua RAM esterna, in attesa di essere spediti al PALM.
Nodo SENSORE
Il nodo SENSORE, e` il componente della rete TinyOS. Uno dei compiti del nodo SEN-
SORE e` l’acquisizione dei dati riguardanti le fessurazioni e la bufferizzazione del medes-
imo, il campionamente avviene con un intervallo di tempo prefissato al momento del-
l’inizializzazione della rete. Un ultimo compito di questo nodo e` il trasferimento dei
propri dati bufferizzati al nodo padre.
Altro compito e` quello di inoltrare il comando INIZIALIZZAZIONE agli elementi che
rientrato nel raggio del proprio chip radio.
3.2.3 Formato Pacchetto
Il formato del pacchetto dipende dal contesto in cui esso viene inviato/ricevuto. Pos-
siamo distinguere diversi tipi di messaggi a seconda del tipo di nodo coinvolto nella




Di conseguenza ci sono sei tipi di comunicazioni:
  PALM     RACCOGLITORE;
  RACCOGLITORE     PALM;
  RACCOGLITORE     SENSORE;
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  SENSORE     RACCOGLITORE;
  SENSORE        SENSORE;
Comunicazione PALM     RACCOGLITORE
Il formato del pacchetto nella comunicazione tra PALM e RACCOGLITORE e` il seguente:
1 byte 1 byte 1 byte 2 byte
Type Group Comando Parametro
0x01 0x7D 0x0- Tempo campionamento
Nel byte del comando possiamo avere tre opzioni, in quanto sono presenti tre comandi
che il PALM puo` inviare al RACCOGLITORE: Inizializzazione, Richiesta Numero Dati
e infine Richiesta Dati.
A seconda dei tre casi, il byte del campo comando cambia come di seguito:
1. Inizializzazione: 0x01
2. Richiesta Numero Dati: 0x02
3. Richiesta Dati: 0x03
Comunicazione RACCOGLITORE     PALM
Nella comunicazione tra RACCOGLITORE e PALM abbiamo due tipi di messaggi di
risposta ai comandi del PALM. Nei casi in cui il RACCOGLITORE riceve i comandi In-
izializzazione e Richiesta Numero Dati, risponde con il seguente formato:
1 byte 1 byte 1 byte 2 byte
Type Group Comando Parametro
0x01 0x7D 0x0- -
In questo caso i campi comando e parametro saranno riempiti in maniera differente a
seconda del comando ricevuto:
3.2 Specifiche del Protocollo 40
1. Caso ricezione comando Inizializzazione: il campo comando e` riempito con 0x01 e il
campo parametro e` riempito con 0x01 se l’avvio dell’inizializzazione della rete e`
avvenuto correttamente e con 0x02 in caso di errore nell’avvio.
2. Caso ricezione comando Richiesta Numero Dati: in questo caso il campo comando e`
riempito con 0x02 e il campo parametro e` riempito con il numero di dati che il
RACCOGLITORE ha memorizzato.
Nel caso in cui ilRACCOGLITORE riceve un comando di tipoRichiesta Dati esso risponde
con il seguente formato:
1 byte 1 byte 1 byte 2 byte 2 byte 2 byte
Type Group Comando ID Nodo Valore Time Valore
0x01 0x7D 0x03 - - -
I campi incompleti saranno riempiti nel seguente modo:
- ID Nodo: in questo campo sara` presente l’id del nodo a cui corrisponde il campiona-
mento;
- Valore: in questo campo sara` presente il valore campionato dal nodo corrispondente al
campo ID nodo;
- Time Valore: in questo campo sara` presente il valore dell’istante in cui e` stato fatto il
campionamento.
Comunicazione RACCOGLITORE     SENSORE
In questa comunicazione e` presente solo un tipo di messaggio in quanto l’unico compito
del RACCOGLITORE in questa direzione (RACCOGLITORE     SENSORE) e` quella di
avviare l’inizializzazione della rete. La struttura del pacchetto e` il seguente:
2 byte 2 byte 2 byte 4 byte
ID mittente ID padre Numero Progressivo Intervallo
- - - -
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I vari campi saranno riempiti come di seguito:
- Campo ID mittente: in questo caso, e cioe` nella direzione di comunicazione RACCOGLI-
TORE     SENSORE, ID mittente sara` 0x02, poiche` in questa implementazione il
PALM ha ID 0x01 e il nodo RACCOGLITORE ha ID 0x02.
In questa comunicazione il campo ID mittente avra` contenuto 0x02.
- Campo ID padre: per le stesse motivazioni di implementazione di cui sopra, ID padre
sara` 0x01, in quanto il PALM e` considerato il padre del nodo RACCOGLITORE.
- Campo Numero Progressivo: questo campo funziona da contatore dei passaggi che questo
messaggio compie nella rete; infatti contera` il numero, appunto, progressivo dei
passaggi del messaggio.
- Campo Intervallo: questo campo, infine avra` come contenuto il tempo di campiona-
mento, cioe` il momento in cui verra` eseguito il campionamento. Questo e` un
parametro fondamentale dell’implementazione in quanto si stabilisce sia l’istante
di campionamento che il momento in cui si avverra` lo scambio di dati tra nodi.
Comunicazione SENSORE     RACCOGLITORE
Nella comunicazione tra SENSORE e RACCOGLITORE si utilizzano due formati di mes-
saggio a seconda della funzionalita` da compiere. Un sensore generico deve adempiere a
tre funzionalita`:
- inoltrare il messaggio di inizializzazione della rete;
- rispondere al padre, in quanto in questa implementazione alla ricezione del messaggio
di inizializzazione, il nodo ricevente segna l’ID mittente come ID padre;
- scambio di dati.
Nei primi due casi il formato del pacchetto sara`:
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ID mittente ID padre Numero Progressivo Intervallo
2 byte 2 byte 2 byte 4 byte
- - - -
I vari campi saranno riempiti come di seguito:
- Campo ID mittente: ID mittente sara` l’id del nodo che spedisce.
- Campo ID padre: in questo campo sara` presente l’id del nodo padre del mittente;
- Campo Numero Progressivo: questo campo funziona da contatore dei passaggi che il mes-
saggio compie nella rete; infatti contera` il numero progressivo dei passaggi del
messaggio.
- Campo Intervallo: questo campo contera` il valore del parametro di inizializzazione della
rete per cio` che concerne campionamento e scambio dati.
Nell’ultimo caso, in quello dello scambio di dati, la struttura del pacchetto sara`:
Sourceaddr Action Valore Valore Tempo
2 byte 1 byte 2 byte 2 byte
- 0x04 - -
I vari campi saranno riempiti come di seguito:
- Sourceaddr: in questo campo sara` presente l’id del nodo che ha campionato;
- Action: questo campo avra` valore 0x04, in quanto serve al RACCOGLITORE per capire
che il valore ricevuto in questo messaggio e` un valore da memorizzare;
- Valore: questo campo sara` riempito con il valore di campionamento del nodo Sourcead-
dr;
- Valore Tempo: questo campo sara` riempito dal valore dell’istante di campionamento del
nodo Sourceaddr.
3.2 Specifiche del Protocollo 43
Comunicazione SENSORE     SENSORE
Nella comunicazione tra SENSORE e SENSORE si utilizzano due formati di messaggio a
seconda della funzionalita` da compiere. Il sensore adempie a tre funzionalita`:
- inoltrare il messaggio di inizializzazione della rete;
- rispondere al padre, in quanto in questa implementazione alla ricezione del messaggio
di inizializzazione, il nodo ricevente segna l’ID mittente come ID padre;
- scambio di dati.
Nei primi due casi il formato del pacchetto sara`:
ID mittente ID padre Numero Progressivo Intervallo
2 byte 2 byte 2 byte 4 byte
- - - -
I vari campi saranno riempiti come di seguito:
- Campo ID mittente: ID mittente sara` l’id del nodo che spedisce.
- Campo ID padre: in questo campo sara` presente l’id del nodo padre del mittente;
- Campo Numero Progressivo: questo campo funziona da contatore dei passaggi che il mes-
saggio compie nella rete; infatti contera` il numero progressivo dei passaggi del
messaggio.
- Campo Intervallo: questo campo contera` il valore del parametro di inizializzazione della
rete per cio` che concerne campionamento e scambio dati.
Nell’ultimo caso, in quello dello scambio di dati, la struttura del pacchetto sara`:
Sourceaddr Action Valore Valore Tempo
2 byte 1 byte 2 byte 2 byte
- 0x04 - -
I vari campi saranno riempiti come di seguito:
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- Sourceaddr: in questo campo sara` presente l’id del nodo che ha campionato;
- Action: questo campo avra` valore 0x04, in quanto il valore ricevuto in questomessaggio
e` un valore da bufferizzare;
- Valore: questo campo sara` riempito con il valore di campionamento del nodo Sourcead-
dr;
- Valore Tempo: questo campo sara` riempito dal valore dell’istante di campionamento del
nodo Sourceaddr.
3.2.4 Descrizione Protocollo di Comunicazione
Possiamo separare la descrizione del protocollo di comunicazione in tre fasi. Ogni fase
verra` illustrata in diversi passi che descrivono il comportamento di ogni nodo coinvolto




La fase di Inizializzazione e` composta dai seguenti passi:
1. Al momento dell’inizializzazione della rete il PALM setta unmessaggio di INIZIAL-
IZZAZIONE, in cui inizializza il campo comando con 0x01 e il campo parametro
con il valore dell’intervallo di tempo con cui si vuole campionare le fessurazioni di
edifici.
2. Il PALM invia il messaggio INIZIALIZZAZIONE al RACCOGLITORE, che a sua
volta propaga all’interno della rete TinyOs settando un messaggio in cui inizializza
il campo id mittente con il suo ID (0x02), l’id padre con 0x01 (il PALM), il numero
progressivo a 0x01 e infine il campo intervallo con il valore ricevuto dal PALM nel
campo intervallo.
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3. RACCOGLITORE setta un messaggio di risponde al PALM inizializzando il campo
comando con 0x01 e il campo parametro con il valore 0x01 se la fase di inizializ-
zazione e` avvenuta correttamente, 0x02 altrimenti.
4. Il nodo SENSORE che riceve il messaggio dal RACCOGLITORE controlla se ha gia`
ricevuto il messaggio; in tal caso lo scarta, altrimenti si setta il valore presente nel
campo id mittente come ”padre” e setta un timer che dipende dal valore presente
nel campo intervallo. A questo punto il sensore compie due passaggi:
- Inoltra a sua volta tale messaggio ai nodi ”vicini” settando un pacchetto in cui in-
izzializza il campo id mittente con il suo ID, l’id padre con l’id del RACCOGLI-
TORE, il numero progressivo con il numero progressivo ricevuto piu` uno, e
infine il campo intervallo con il valore ricevuto nel messaggio del RACCOGLI-
TORE nel campo intervallo.
- Il SENSORE risponde al RACCOGLITORE settando un messaggio in cui valoriz-
za il campo id mittente con il suo id, il campo id padre con il valore 0x02 (il
RACCOGLITORE) e infine i campi numero progressivo e intervallo con valori di
default; con questo indica ad esso che e` ”suo figlio”, in questo modo inizia a
realizzarsi la struttura ad albero della rete.
5. Se un nodo SENSORE riceve piu` messaggi di inizializzazione controlla se ha gia`
un ”padre”, in tal caso gli ulteriori messaggi vengono scartati, altrimenti si setta il
valore presente nel campo id mittente come ”suo padre” e setta un timer dipendente
dal valore presente nel campo intervallo, e inoltra a sua volta il messaggio ai ”vicini”
settando un pacchetto in cui valorizza l’id mittente con il suo ID, l’id padre con l’id
del ”padre” settato al momento della ricezione del messaggio, il numero progressivo
con il numero progressivo ricevuto piu` uno e infine il campo intervallo con il valore
con cui e` stato settato il timer; inoltre risponde al mittente settando un pacchetto
in cui valorizza il campo id mittente con il suo id, il campo id padre con il valore del
padre (cioe` il mittente) e infine i campi numero progressivo e intervallo con valori di
default; con questo indica ad esso che e` ”suo figlio”.
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Figura 3.5: Inizializzazione Rete passo 1
Figura 3.6: Inizializzazione Rete passo 2
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Figura 3.8: Inizializzazione Rete
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Questo processo continua fino al raggiungimento dei nodi al margine della rete. Alla fine
di questa fase si avra` una rete strutturata ad albero. Il messaggio di inizializzazione viene
inoltrato a tutti i nodi che compongono la rete e ogni nodo al momento della ricezione del
messaggio, oltre a settare il timer di campionamento, setta anche un timer per eseguire la
fase di trasferimento.
La fase di Campionamento che avviene nei nodi SENSORE, e` l’unica in cui non avviene
nessuna comunicazione tra i nodi ed e` composta dai seguenti passi:
1. Come detto sopra in fase di inizializzazione viene avviato il timer per il campiona-
mento e ad intervalli regolari il sensore acquisisce il dato della fessurazione.
2. Una volta campionato, il dato viene bufferizzato dal sensore insieme ad altri due
valori che sono il proprio id e il valore dell’istante di campionamento.
???????
? ??? ???? ????
????????
Figura 3.9: Campionamento Dati
La fase di Trasferimento Dati e` composta dai seguenti passi:
1. Come detto nella fase di inizializzazione, viene avviato anche un timer per il trasfer-
imento dati;
2. Allo scattare del timer il sensore controlla se ha ”figli”, se ne ha aspetta i loro dati,
altrimenti setta un pacchetto in cui valorizza i campi SourceAddr, Valore e Valore
Tempo con i dati bufferizzati in fase di campionamento e cioe` il proprio id, il valore
del campionamento e il valore dell’istante di campionamento; a questo punto inizia
il processo di trasferimento di dati al nodo ”padre”;
3. Una volta ricevuti i dati campionati dai figli il SENSORE padre li bufferizza e
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spedisce a sua volta tutti i dati bufferizzati al proprio ”padre”; questo concatenarsi
di passaggi continua fino al nodo RACCOGLITORE.
4. Il nodo RACCOGLITORE a questo passo riceve dei messaggi in cui sono presenti
tre valori: l’ID del nodo che ha campionato, il VALORE di campionamento e il
VALORE TIME; questi valori vengono memorizzati nella RAM esterna.
? ???????
??????????????
Figura 3.10: Comunicazione RACCOGLITORE-SENSORE
Le ultime comunicazioni sono:
- Invio da parte del nodo PALMARE del comando NUMERO DATI; a questo comando il
RACCOGLITORE risponde settando un messaggio con il campo comando valoriz-
zato a 0x02 e il campo parametro valorizzato con il numero corrispondete ai dati
memorizzati di cui il RACCOGLITORE tiene traccia con una variabile che incre-
menta ogni volta che riceve un dato e decrementa ogni volta che spedisce dei dati
al PALMARE.
- Invio da parte del nodo PALMARE del comando INVIO DATI; a questo comando il
RACCOGLITORE risponde con un numero di messaggi pari al numero di dati
memorizzati nella propria ram esterna. Questi messaggi vengono valorizzati con
i dati presenti in memoria. Il RACCOGLITORE chiude questa comunicazione con
un messaggio di fine invio dati.




Figura 3.11: Comunicazione PALM-RACCOGLITORE (comando NUMERO
DATI)
Figura 3.12: Comunicazione PALM-RACCOGLITORE (comando INVIO DATI)
Capitolo 4
Implementazione, Test e Analisi
4.1 Moduli, interfaccia, implementazione
Il sistema si compone di due elementi:
- Componente Sensore.
- Componente Raccoglitore.
L’applicazione Sensore e` costituita da un unico modulo formato da: Sensore e dal Sen-
soreM che sono rispettivamente configurazione e implementazione dell’applicazione.
Oltre al modulo citato il componente SENSORE si serve di strutture dati per la comu-
nicazione che sono:
- LogMsg: che e` la struttura del pacchetto contenente dati.
- Sincro: che e` la struttura del pacchetto utilizzato per la fase di inizializzazione della
rete.
L’applicazione Raccoglitore e` costituita da diversi moduli, ciascuno con una specifica
funzione.
- modulo principale Raccoglitore: e` costituito da Raccoglitore, RaccoglitoreM, Sensing,
ProcessCmd e ProcessCmdDati che sono rispettivamente configurazione, imple-
mentazione e interfacce del modulo.
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- modulo Scrittore: e` costituito da Scrittore, ScrittoreM, Sensing e Storage che sono rispet-
tivamente configurazione, implementazione e interfacce del modulo.
Oltre ai moduli citati vi e` un file, il quale contiene strutture dati necessari al funziona-
mento dell’applicazione che e` SimpleCmdMsg.h.
4.1.1 Componente Sensore
Le operazioni svolte da questo modulo riguardano il campionamento di dati, la gestione
dei timers, la ricezione degli eventi generati dalla rete lo scambio e la bufferizzazione dei
dati.
Il modulo tiene traccia dei dati presenti nel sistema mediante una tabella di dimensione
fissa, i cui elementi hanno tre campi:
- Sourceaddr: indica l’id del nodo a cui corrisponde il campionamento.
- Valore: indica il valore del dato campionato.
- Valore tempo: indica il valore dell’istante di campionamento.
In questa tabella vengono inseriti sia i dati provenienti da eventuali ”figli”, sia quelli
campionati localmente.
Al fine di gestire il campionamento e il trasferimento periodico dei dati, il modulo ne-
cessita di un certo numero di timers interni. Nell’implementazione del modulo abbiamo
due timer, uno per il campionamento e uno per la trasmissione dei dati, e associato a
ciascun timer vi e` un evento fired(): ogni volta che un Timer scatta viene invocato l’evento
fired relativo, che contiene la sua implementazione. In uno degli eventi fired viene im-
plementato il campionamento del dato e la chiamata alla funzione getData(), che provoca
la lettura asincrona del dato. Una volta ottenuto viene bufferizzato nella tabella dati un
record contenente, il valore campionato e l’istante di campionamente. Nell’altro evento
fired viene gestita la trasmissione dei dati in particolare la ricezione di dati dagli eventu-
ali ”figli” e l’invio dei dati verso il nodo ”padre”.
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Per le strutture dei pacchetti che vengono utilizzati nella comunicazione di questo mod-
ulo si utilizzano il file Sincro.h in cui e` presente il formato dei messaggi di sincroniz-
zazione, e il file SimpleCmd.h, dove e` presente la dichiarazione delle strutture dei pac-
chetti di trasporto dati.
Figura 4.1: Sensore
4.1.2 Componente Raccoglitore
Possiamo distinguere l’implementazione del componente Raccoglitore in due compiti:
- Ricezione comandi dal PALMARE.
- Ricezione dei dati dalla rete TinyOs.
Nello svolgimento dei suddetti compito usiamo due timer:
- TimerTrasmissione: questo timer serve per gestire l’invio di una sequenza di pacchetti
contenenti i dati al PALMARE.
- TimerPalm: questo timer serve per gestire l’invio dei pacchetti di risposta ai comandi
provenienti dal PALMARE.
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Per quanto riguarda i comandi del PALMARE vengono ricevuti dalla ReceiveCmdMsg-
Palm.receive(TOS MsgPtr pmsg) del modulo RaccoglitoreM. In questa funzione viene chia-
mata l’interfaccia ProcessCmd tramite ProcessCmd.execute(pmsg) a cui si passa come argo-
mento il messaggio ricevuto. In ProcessCmd.execute(pmsg) viene chiamato il task cmdInter-
pret() in cui e` presente uno switch che distingue tre casi a seconda del valore presente nel
campo comando del pacchetto Sincro ricevuto (nella comunicazione PALMARE    RACCOGLITORE
e` presente solo un tipo di pacchetto: Sincro), e sono:
1. case INIT: in questo caso il campo comando del pacchetto ricevuto contiene il valore
0x01 (che indica il comando di inizializzazione). Viene strutturato un pacchetto di
tipo Sincro e inviato in broadcast alla rete TinyOS. Successivamente viene avviato
il TimerPalm che gestisce l’invia della risposta al PALMARE.
2. case NUM DATI: in questo caso il campo comando del pacchetto ricevuto contiene il
valore 0x02 (che indica il comando di richiesta del numero dati presenti in memo-
ria). Viene strutturato un pacchetto di tipo Palm in cui il campo parametro viene
inizializzato con il valore di una variabile contenente il numero di dati presenti in
memoria.
3. case INVIO DATI: in questo caso il campo comando del pacchetto ricevuto con-
tiene il valore 0x03 (che indica il comando di richiesta dati). Viene avviato il Timer-
Trasmissione che gestisce la lettura dei record presenti nella RAM esterna tramite
l’interfaccia Sensing, e l’invio di una sequenza di pacchetti LogMsg contenenti i dati
presenti nella RAM esterna, questa sequenza e` conclusa con un pacchetto di tipo
Palm contenete all’interno del campo comando un valore speciale per indicare la
fine della trasmissione.
Per quanto riguarda i messaggi provenienti dalla rete TinyOs vengono ricevuti dalla
ReceiveCmdMsgDati.receive(TOS MsgPtr pmsg) del modulo RaccoglitoreM. In questa fun-
zione viene chiamata l’interfaccia ProcessCmd tramite ProcessCmdDati.execute(pmsg) a cui
si passa come argomento il messaggio ricevuto. In ProcessCmd.execute(pmsg) viene chiam-
ato il task Ricezione dati(), all’interno del quale e` chiamata l’interfaccia Sensing che in
questo caso ha il compito di memorizzare il valore ricevuto nel messaggio nella RAM
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Figura 4.2: Raccoglitore-TinyOS
esterna.
Come abbiamo visto, sia nella ricezione del comando INVIA DATI del PALMARE che
Figura 4.3: Raccoglitore-Palm
nella ricezione dei dati dalla rete TinyOs viene utilizzata l’interfaccia Sensing per accedere
alla RAM esterna. Infatti quest’interfaccia e` utilizzata come collegamento tra il modulo
Raccoglitore e il modulo Scrittore che gestisce la lettura e la memorizzazione sulla RAM
esterna.
Nel modulo Scrittore e` utilizzata l’interfaccia Storage, dove sono implementate le funzioni
che gestiscono la RAM esterna come un buffer circolare, e sono:
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- init(): che inizializza i puntatori.
- read(): che legge il valore a cui punta il puntatore e lo incrementa.
- write(uint16 t): scrive il valore dell’argomento alla posizione puntata dal puntatore e
lo incrementa.
All’interno del modulo Scrittore e` implementata l’interfaccia Sensing la quale viene richia-
mata dal modulo Raccoglitore.
4.2 Gestione dell’energia
L’aspetto energetico e` fondamentale in una rete di sensori in quanto l’autonomia dei sin-
goli nodi determina il tempo di vita dell’intera rete. Ottimizzare il consumo energetico
del singolo nodo non e` sufficienti in quanto e` anche influenzato da altri fattori legati al-
l’ambiente, alle interazioni tra i dispositivi e alle loro modalita` di comunicazione.
Il protocollo di comunicazione e` stato progettato per venire incontro alle esigenze di scal-
abilita` e di risparmio energetico di una Rete di Sensori.E’ dimostrato che il maggiore
contributo al consumo energetico e` dato dalle comunicazioni radio, per questo motivo
ridurre il numero di dati inviati si traduce in notevoli benefici in termini di risparmio
energetico.
La modalita` Sleep dipende dal valore di tre bit del registro MCU Control Register: SM2,
SM1, SM0, i quali tre bit sono riferiti come registri sleep. Il bit SE e` settato a 1 per fare
entrare la CPU in modalita` Sleep quando l’istruzione SLEEP e` eseguita.
Ci sono 6 livelli di gestione della potenza della MCU:
1. Idle Mode: quando il registro sleep ha valore 000 e l’istruzione SLEEP e` eseguita,
il processore va in modalita` Idle. La CPU e` arrestata ma l’SPI, USART, Analog
Comparator, Two wire serial interface, Timer/Counters, Watchdog, e le interrupt
del sistema continuano ad operare.
2. ADCNoise ReductionMode: quando il registro sleep assume valore 001 e l’istruzione
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SLEEP e` eseguita, la CPU entra in ADC Noise Reductionmode. In questa modalita`
in aggiunta alla CPU bloccata ci sono anche SPI, USART, e l’Analog Comparator.
3. Power-downMode: quando il registro sleep assume valore 010, e l’istruzione SLEEP
e` eseguita, la CPU entra in Power-down Mode. In questa modalita`, l’ External Os-
cillator e` stoppato, invece l’external Interrupts, il Two-wire Serial Interface address
match, e il Watchdog continuano ad operare.
4. Power-save Mode: quando il registro sleep assume valore 011 e l’istruzione SLEEP
e` eseguita, la CPU entra in Power-save Mode. Questa modalita` e` identica alla
Power-down mode con un unica eccezione che il Timer verra` eseguito durante lo
sleep.
5. Standby-down Mode: quando il registro sleep assume valore 110, e l’istruzione
SLEEP e` eseguita, the CPU entra in Standby Mode. Anche questa modalita` e`
identica alla Power-down mode con un unica eccezione, l’oscillatore continua a
funzionare.
6. Standby-saveMode: quando il registro sleep assume valore 111 e l’istruzione SLEEP
e` eseguita, the CPU entra in Extended Standby mode. Questa modalita` e` identica
alla Power-save mode con un unica eccezione, l’oscillatore continua a funzionare .
La gestione del risparmio energetico in questo protocollo e` stata implementata con l’inter-
faccia HPLPowerManagement fornita dal sistema operativo TinyOS. L’applicazione chia-
ma HPLPowerManagement.Enable() nel relativo StdControl.Init() per amministrare l’al-
imentazione, esso fa si che in modalita` Power-save siano disattivati:
- la radio (call CC2420RadioC.StdControl.stop()).
- tutti gli high speed clock interrupt.
- SPI interrupt.
- il task queue e` vuoto.
L’HPLPowerManagement mette a disposizione due funzioni:
4.2 Gestione dell’energia 58
- disable: disabilita la modalita` risparmio energetico. Tale comando viene eseguito quan-
do il nodo entra in fase di SLEEP.
- enable: abilita la modalita` risparmio energetico.
L’HPLPowerManagement.Enable() fa entrare il sensore in modalita` Power-save quando
i componenti sono disattivati. A livello applicazione i componenti vengo gestiti da tre
funzioni:
- RisveglioRadio: ha il compito di attivare la radio nella fase trasferimento.
- RisveglioSensore: ha il compito di attivare il sensore per la fase di campionamento.
- Sleep: ha il compito di disattivare tutti i componenti.
La variazioni dello stato del sensore possono essere visti come chiamate a queste
funzioni, infatti vengono utilizzate nei timers che gestiscono le transizioni.
Figura 4.4: Stati applicazione
Il taskRisveglioRadio viene invocato nel TimerTrasmissione per attivare la radio, e avviare
la comunicazione per il trasferimento dati.
Il task RisveglioSensore viene invocato nel TimerCampionamento per attivare il sensore al-
l’acquisizione del dato della fessurazione.




Al fine di valutare l’efficienza dell’applicazione, sono stati effettuati alcuni test che hanno
permesso di valutare i tempi di elaborazione ed il consumo di risorse.
Dal momento che non si ha ancora a disposizione il nodo PALMARE, per simularlo si e`
utilizzato un micaz su cui e` stato installato l’applicazione TOSBase (un tool generico for-
nito con TinyOS), collegato ad un pc attraverso la porta seriale.
I comandi del PALMARE vengono lanciati dal pc sfruttando un tool realizzato in java,
BcastInject (anch’esso fornito dal TinyOs) installato sul PC e modificato per simulare il
corretto funzionamento del PALMARE. I comandi del PALMARE: INIT, NUM DATI, IN-
VIO DATI, vengono inoltrati sulla porta seriale collegata al micaz.
La rete testata e` composta da:
- 1 MicaZ (PALMARE)
- 1 CC2420 (RACCOGLITORE)
- 3 MicaZ (SENSORE)
- 1 CC2420 (SENSORE)
Figura 4.5: INIT
Dopo l’invio del comando INIT si ottiene una rete inizializzata.
Nel momento in cui il timer di campionamento scatta, ogni nodo SENSORE si accende ed
aquisisce il dato che viene successivamente bufferizzato nella propria tabella. Terminata
tale fase, i nodi SENSORE ritornano in modalita` Sleep.
Allo scattare del timer di trasferimento, il nodo attiva la radio con l’invocazione della
funzione risvegliaRadio(), ed inizia la comunicazione dei dati bufferizzati.
Tutti i dati della rete TinyOS campionati fino a quel momento, sono memorizzati nella
RAM esterna del nodo RACCOGLITORE.
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Il PALMAREpuo` ora interrogare il RACCOGLITORE inviandogli un comando diNUM DATI,
a cui il RACCOGLITORE rispondera` con un pacchetto contenente il numero di dati mem-
orizzati.
Figura 4.6: NUM DATI
L’ultimo passo del test consiste nell’invio del comando INVIA DATI da parte del PAL-
MARE al RACCOGLITORE, il quale iniziera` a spedire una sequenza di pacchetti conte-
nenti i dati presenti in memoria.
Figura 4.7: INVIO DATI
4.4 Analisi valutazione consumo energetico
Prendendo in considerazione i consumi del MicaZ e utilizzandoli nel duty-cycle dell’ap-
plicazione, possiamo analizzare l’efficenza energetica della rete di sensori e fare un ap-
prossimazione del tempo di vita di essi. L’applicazione e` divisa in tre fasi:
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Figura 4.8: Consumi MicaZ
- Campionamento: questa fase ha inizio con lo scattare del TimerCampionamento con
il quale viene acceso il sensore per il campionamento. La radio CC2420 in ques-
ta fase rimane spenta, in quanto e` proprio essa ad esercitare il consumo mag-
giore fra tutti i componenti del sensore. Una volta effettuato il campionamento
e bufferizzato il dato esso richiama la funzione Sleep(); a questo punto e` compito
del HPLPowerManagement.Enable() di capire che tutti i componenti sono spenti e
far tornare il sensore in modalita` sleep. La fase verra` ripresa al prossimo scattare
del TimerCampionamento.
- Trasferimento: questa fase viene avviata con lo scattare del TimerTrasferimento mo-
mento in cui viene accesa solo la radio CC2420. Il periodo di questa fase dipende
molto dal numero di nodi figli e dal numero di dati bufferizzati nella propria tabel-
la. Una volta concluso lo scambio dei dati, il sensore richiama la funzione Sleep();
a questo punto e` compito del HPLPowerManagement.Enable() di capire che tutti
i componenti sono spenti e far tornare il sensore in modalita` sleep. La fase verra`
ripresa al prossimo scattare del TimerTrasferimento.
- Sleep: questa fase ricopre in senso assoluto la maggior parte del tempo di vita del
sensore, il sensore se prendiamo in considerazione i consumi del MicaZ, ha un
consumo pari ad 8 A.
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Figura 4.9: Duty Cycle Applicazione
Figura 4.10: Grafico Applicazione
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Dalla figura 4.10, possiamo capire che il maggior consumo avviene nella fase di trasfer-
imento, cioe` quella in cui viene utilizzata la radio per compiere la comunicazione tra i
nodi per lo scambio dei dati. Quindi e` semplice capire che diminuendo al massimo il
tempo di attivita` della radio aumenta il ciclo di vita della rete di sensori.
Poiche` l’obiettivo dell’applicazione e` il campionamento delle fessurazioni, lo scambio
di dati e` relativamente basso, in quanto il campionamento viene eseguito a intervalli di
tempo relativamente lunghi (una volta al giorno). Di conseguenza la fase di trasferimen-
to avviene in tempi ancora piu` dilatati (una volta ogni due giorni).
A questo punto tenendo presente che il campionamento avviene una volta al giorno e il
trasferimento una volta ogni due, possiamo calcolarci il consumo energetico del sensore.
Fino allo scattare del TimerCampionamento il sensore e` in modalita` sleep ed ha un con-
sumo energetico di 8 A. Nel momento in cui questo evento si verifica, il sensore viene
risvegliato per il campionamento e il consumo sale fino a 8 mA. Tuttavia questa fase ha
una durata insignificante rispetto a quella sleep.
Allo scattare, invece, del TimerTrasferimento il consumo si impenna fino a raggiungere
i 17.4 mA in fase di spedizione, ma anche in questo caso, il periodo rimane comunque
in una posizione abbastanza irrilevante rispetto alla fase sleep, sebbene sia decisamente
maggiore della fase di campionamento.
Analizziamo il consumo in due tipologie di reti:
- Rete a Stella.
- Rete ad albero bilanciato.
Nella rete in figura 4.11, il RACCOGLITORE riesce a comunicare con tutti i nodi. Le
caratteristiche di questa rete sono:
- 1 RACCOGLITORE.
- 6 SENSORI.
- Campionamento ogni ora.
- Trasferimento ogni 12 ore.
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- Disposizione a stella.
Considerando i consumi del MicaZ nelle tre fasi:
- Sleep: 15 A.
- Trasferimento: 19.7 mA.
- Campionamento: 8 mA.
Il tempo di vita della rete e` stimato di 6.7 anni.
Figura 4.11: Rete a Stella
Nella rete come in figura 4.12, il RACCOGLITORE riesce a comunicare colo con due
nodi SENSORE. Le caratteristiche di questa rete sono:
- 1 RACCOGLITORE.
- 14 SENSORI.
- Campionamento ogni ora.
- Trasferimento ogni 12 ore.
- Disposizione ad albero bilanciato.
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Considerando i consumi del MicaZ nelle tre fasi:
- Sleep: 15 A.
- Trasferimento: 19.7 mA.
- Campionamento: 8 mA.
Il tempo di vita della rete e` stimato di 4.6 anni.
Figura 4.12: Rete ad Albero Bilanciato
Conclusioni
Le reti di sensori rappresentano un ampio argomento di ricerca e sono un importante
strumento che puo` essere utilizzato in un notevole numero di applicazioni, spesso diret-
tamente collegate con il benessere e la salvaguardia della vita delle persone.
Nella tesi e` stato affrontato il problema del porting del sistema operativo TinyOs su un’al-
tra piattaforma hardware, l’implementazione di un protocollo di comunicazione, la sin-
cronizzazione dei nodi della rete per un corretto scambio di dati e la riduzione al massimo
possibile dei vari consumi, al fine di permettere il maggiore ciclo di vita possibile della
rete stessa.
Questo progetto e` stato sviluppato grazie alla collaborazione con il laboratorio Wireless
Networks and Multimedia Networked Information System dell’istituto ISTI del CNR di
Pisa e l’azienda Tertium Technology sempre di Pisa.
In particolare si e` cercato di sviluppare un’applicazione per la raccolta e lo scambio di
campionature riguardanti fessurazioni di edifici, e applicarla su una piattaforma hard-
ware sviluppata dalla Tertium Technology con caratteristiche simili a piattaforme che
supportano gia` il TinyOs (ATMega128,CC2420).
Inizialmente e` stato affrontato il problema del porting del sistema operativo, operazione
che ha occupato un posto di primo piano nel lavoro di tesi. Una volta ottenuto un sis-
tema che era in grado di girare e comunicare sulla piattaforma Tertium, e` stato avviato il
lavoro di implementazione della rete.
In questa fase sono stati affrontati diversi problemi che in un contesto di wireless sensor
network hanno un importanza primaria, come la gestione della memorizzazione dei dati,
la sincronizzazione dei nodi, la gestione del risparmio energetico.
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L’ultimo passo e` stato quello di riuscire a far comunicare la rete TinyOs con un dispositivo
esterno ad essa, su cui non era presente, ottenendo quindi una rete di sensori interroga-
bile in qualsiasi momento dal nodo PALMARE.
La rete e` progettata con una struttura ad albero, con nodi ”padri” e nodi ”figli” permeglio
sincronizzare gli scambi tra di essi e impedire collisioni di pacchetti o addirittura perdite.
Per la gestione del risparmio energetico si e` previsto un duty-cycle di tre fasi, in ognuna
delle quali si e` cercato di minimizzare al massimo i consumi.
Nel nodo principale della rete, il RACCOGLITORE, viene usata la RAM esterna per la
memorizzazione dei dati a differenza dei nodi SENSORI che li bufferizzato in attesa del-
la spedizione verso i nodi ”padre”.
L’applicazione finale e` specifica, ma il modello di organizzazione/comunicazione e soft-
ware e` assolutamente generale per applicazioni di monitoraggio.
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