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Abstract
This dissertation consists of three empirical essays that investigate different topics within
the field of innovation. The first paper focuses on the mechanisms available to firms to safeguard
their intellectual assets in R&D alliances. When examining how to protect valuable technological
assets from leakage in an alliance, prior research has largely focused on governance structure,
alliance scope and, more recently, partner selection. In this paper, we view R&D employees that
work side by side with R&D personnel of the partner as the critical juncture in safeguarding
sensitive information, and consider the selection of inventors with specific characteristics of their
embodied knowledge as an alternative response to hazards in R&D cooperation. Specifically, we
claim that inventors who hold knowledge that is better protected against competitors’ potential
imitation represent a lower threat when technology leakage occurs. Consequently, we expect
that managers will be prone to allocate these inventors into collaboration. By relying on patent
ownership and authorship data, we analyze the allocation of inventors to collaborative projects
from a sample of large pharmaceutical firms. Our results confirm that inventors are strategically
allocated to projects according to their degree of preemptive power.
The second paper addresses the question of whether options trading enhances or impedes
firm innovation, an important issue to policy makers as the eligibility criteria for securities
in options trading are regulated by the Security and Exchange Commission (SEC). We argue
that for firm that are listed on options markets, greater trading activity is associated with
an increased propensity to innovate because they alter incentives for market participants to
gather private information that is especially relevant for long-term investments and trading on
such information makes stock prices more efficient. Because prices play an active role when
managerial investment decisions are made, this should provide firm management with more
incentives to engage in value enhancing innovative activities. We test our hypothesis on a
sample of 548 publicly traded U.S. firms during the period from 1996 and 2004, and find that
firms with more options trading activity generate more patents and patent citations per dollar
of R&D invested, after accounting for other confounding factors. These results are confirmed
when we use a propensity score matching procedure and an instrumental variable approach
that account for the potential endogeneity of options trading. We then investigate how more
active options markets affect firms’ innovation strategy, and find that firms with greater trading
activity pursue a more creative, diverse and risky innovation strategy. We discuss potential
underlying mechanisms and show that options appear to mitigate managerial career concerns
that would induce managers to take actions that boost short-term performance measures.
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Finally, the third paper investigates the effect of obtaining a patent on the mobility of em-
ployee inventors who are at the beginning of their careers. We suggest that patents make human
capital more specific to the employer and expect that patenting leads to lower levels of mobil-
ity. We use detailed micro data on applications filed at the U.S. Patent and Trademark Office
(USPTO) since 2001 and approved or rejected before 2012. To establish causality, we leverage
the fact that patent applications are assigned quasi-randomly to USPTO examiners and instru-
ment for the probability that an application is approved with individual examiners’ leniency.
We document a negative causal effect of patents on inventor mobility: one additional patent
granted decreases the probability of changing employer by about 25 percent. The estimated
negative effect is nearly twice as large for discrete technologies (chemicals and pharmaceuticals)
for which patent effectiveness is greater. The effect is also more pronounced in cases where
the inventor’s knowledge can be independently transferred (e.g., inventors with few co-authors)
and for moves concerning technologically similar employers. Our results have implications for
policies supporting knowledge diffusion through workers mobility.
11
Chapter 1
The Strategic Allocation of Inventors
to R&D Collaborations
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1.1. Introduction 13
1.1 Introduction
Over the last few decades, inter-organizational research and development (R&D) partner-
ships have increased at a dramatic rate. From the early 1980s until the mid-2000s, the National
Science Foundation (2010) reports an increase of 350 percent in the number of technology al-
liances formed by U.S. and multinational companies, the majority being non-equity based agree-
ments. Interestingly, the sector that represents the bulk of these alliances from the early 2000s
is biotechnology. In related industries such as pharmaceuticals, big players like Merck started
at the beginning of the 2000s to aggressively pursue alliance opportunities to feed its pipeline.
It is a well-established fact that a firm taking part in an alliance faces a delicate trade-off
regarding the type and amount of information it shares with its partner. On the one hand,
the firm has to share knowledge in order to contribute to the success of the alliance. On the
other hand, it has to safeguard critical knowledge so that its partner cannot take advantage
of it to compete in the future. Unintended information leakage is a tangible risk that firms
face in collaborations and, therefore, a challenge in the management of alliances. This dilemma
is especially relevant in R&D collaborations, where knowledge sharing is a central part of the
alliance. Previous literature has emphasized different instruments that help to mitigate the
aforementioned risk. One is partner selection, where trust is paramount (Gulati, 1995). Another
is the choice of the scope of the alliance (Oxley and Sampson, 2004), by which exposure of
critical knowledge can be limited. Last, but not least, is the design of alliance governance
mechanisms, ranging from the choice of the organizational form (joint ventures vs. contractual
arrangements) to the implementation of hierarchical controls and administrative bodies that
regulate the alliance (Reuer and Devarakonda, 2012).
In this paper, we focus on one key decision concerning the protection against the consequences
of unintended knowledge leakage in R&D alliances: the selection of the participating employees.
We view R&D employees (i.e., inventors) working hand in hand with the R&D employees of the
partner firm as the critical factor in safeguarding sensitive information in an R&D alliance. We
suggest that the type of knowledge embodied by inventors affects the threat posed by unintended
information leakage. Specifically, we claim that inventors who hold knowledge that is better
safeguarded against potential imitation by competitors represent a lower threat in the event
that technology leakage occurs. Therefore, we expect that managers will tend to allocate such
inventors to collaborative projects.
Previous research acknowledges that employees are an important conduit for unintended
sharing of knowledge in cooperative agreements. In a series of case studies on alliances, Hamel,
Doz, and Prahalad (1989) first note that operating employees in the front line determine the
information that gets traded. Oxley and Wada (2009) and Reuer and Devarakonda (2012)
state that uncodified know-how may leak through informal interactions between the personnel
involved in an R&D alliance. Participating firms try to control these flows of information
between employees and, therefore, the associated potential unintended knowledge leakage. In
particular, previous literature points to the use of different types of formal and informal practices,
committees or organizational structures that aim to control the amount and type of information
that is shared with the alliance partner (among other objectives). Hamel, Doz, and Prahalad
(1989) underline the importance of implementing practices such as advising employees about
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the valuable information that should not be shared. Oxley and Wada (2009) suggest that
alliances organized as joint ventures make it possible to enforce employee conduct rules and
manage employee movements, thus limiting informal interactions. These types of monitoring
mechanisms can also be replicated in non-equity alliances through the creation of committee
structures (Reuer and Devarakonda, 2012). However, to date the literature has not addressed
the strategy of directly intervening in the selection of employees in order to mitigate the risk of
leakage. This is despite the fact that innovation studies have shown that inventors play a key role
in inter-organizational knowledge transfer and, consequently, in firm learning and innovativeness
(Agrawal, McHale, and Oettl, 2014; Almeida and Kogut, 1999; Nerkar and Paruchuri, 2005;
Palomeras and Melero, 2010; Paruchuri, 2010; Rosenkopf and Almeida, 2003; Singh, 2007; Song,
Almeida, and Wu, 2003). Therefore, a closer examination of the inventors that participate in
R&D collaboration appears to be a promising direction to address the risk of misappropriation
and knowledge leakage.
Studies on inter-organizational knowledge exchange at the individual level are rare. Existing
contributions focus on self-reported individual characteristics and outcomes. In an unpublished
paper on the medical devices industry, Lofstrom (2000) collects data on at least one key R&D
worker from each partner involved in an alliance, and studies several factors that influence the
extent to which individuals learn through alliances. His main finding suggests that learning is
related to individuals’ social and human capital. In a recent dissertation, Wang (2015) takes
a network perspective to examine individual performance using employee survey data from
an alliance between a company producing fuel cells and a research institute. Her conclusions
underline the importance of job experience, centrality in the formal network and motivation as
determinants of individuals’ contribution to the alliance. These pieces of research, nevertheless,
take teams of employees participating in alliances as given. Unlike our study, they do not address
the risk of technology leakage nor the decision to allocate particular employees to alliances.
This paper contributes to the literature on R&D alliances, specifically to the stream that
focuses on the mechanisms that partner firms use to minimize the risk of information leakage.
We posit that firms going into collaboration select inventors who hold knowledge that is more
protected because, in the event of leakage, the competitor will not be able to use this knowledge
effectively. To the best of our knowledge, this is the first systematic study that analyses R&D
alliances from an individual perspective, i.e., taking as the unit of observation the researchers
involved in such collaborations. To this end, we rely on inventor data retrieved from patent
documents in the pharmaceutical industry, where collaborations are frequent and innovative
output is usually patented. Patent documents allow us to detect: (i) collaborative projects
through co-assignments, i.e., patents where more than one institution share the patent holder
rights, (ii) inventors participating in these co-assigned patents, and (iii) characteristics of the
inventors’ knowledge background, including the degree of protection afforded by the patents
protecting their innovation portfolio. We examine a sample of large pharmaceutical firms and
their patenting activities from 1990 to 2005. Our results suggest that inventors whose knowledge
has a higher degree of preemptive power, i.e., that is more protected against potential inventing-
around by competitors, are more likely to be allocated to collaborative activities. We find that
this effect is more salient for central inventors in the intra-firm co-inventing network and more
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pronounced when the partner is less trustworthy. These findings suggest that the allocation
of inventors is an important factor for reducing the information leakage risk associated with
an alliance. Finally, we examine the performance implications resulting from the collaboration
and find that the participation of inventors with higher preemptive power is associated with
higher-quality innovation outputs. We theorize that this is because of an increased willingness
to efficiently share knowledge between partners, since appropriability concerns and uncertainties
involved in information sharing are mitigated.
1.2 Theoretical framework
One of the main concerns for innovative firms is the risk of not being able to appropriate the
returns of their investment in R&D. One of the determinants for this risk is the competitors’
ability to replicate knowledge (Teece, 1986). Thus, when a firm engages in an alliance and
exposes some of its body of information to its partner (part voluntarily and part unintendedly),
it is likely that the partner learns how to replicate this knowledge, undermining the originating
firm’s appropriability. This is a real risk that firms face when entering into an alliance and
something they have to weigh against the value of the synergistic knowledge that the alliance
can yield (Arora and Merges, 2004; Katila, Rosenberger, and Eisenhardt, 2008). The firm’s
decision to enter into an alliance will largely depend on its ability to minimize this threat. This,
in turn, depends on two factors: (i) preventing/reducing leakage of alliance-unrelated knowledge,
and/or (ii) preventing partners from using knowledge that has been transferred voluntarily or
involuntarily.
Avoiding leakage is a matter of constricting knowledge flows to those strictly related to the
success of the alliance. This is achieved by organizational structures that can establish mech-
anisms for tightly controlling the knowledge that flows to the partner (Oxley and Wada, 2009;
Reuer and Devarakonda, 2012). These mechanisms are designed to control the activity of man-
agers and operating employees who interact with the partner and who are the actual conduits
for the transfer of information (Hamel, Doz, and Prahalad, 1989; Janowicz-Panjaitan and No-
orderhaven, 2008). The sharing of information can be easily monitored when it is contained
in (and, therefore, probably also transferred through) blueprints and other documents. If the
information is non-codified, it is more difficult to establish boundaries to its transfer. This is
especially the case if this knowledge involves tacit elements. The tacit dimension of a given
piece of knowledge is usually transmitted inherently when working together with the individuals
who embody it – these can be the creators of the underlying knowledge or other individuals
who learned it through interactions with the creators or previous learners (Zucker, Darby, and
Torero, 2002). Therefore, in organizationally embedded collaborations, where individuals from
both partners interact repeatedly in an organizational setting, tacit know-how is easily trans-
mitted across firm boundaries (Kogut, 1988). This makes it difficult to limit its flow and even
to realize the extent to which it is being transferred, making it especially prone to unintended
leakage. Some alliance structures such as joint ventures constrain knowledge sharing to strictly
formalized channels, and, consequently, limit tacit knowledge flows to the strict domain of the
alliance (Oxley and Wada, 2009). Ultimately, nonetheless, the knowledge embodied by the per-
sonnel directly involved in the alliance is the key determinant of the potential risk of knowledge
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leakage. Their tacit knowledge, both related and unrelated to the alliance, is almost inevitably
exposed to the partner (Oxley and Sampson, 2004). Consequently, the assignment of R&D
personnel to alliances plays a crucial role in determining the knowledge that the firm puts at
risk.
The extent to which leakage can harm the firm will depend on whether competitors end
up using this knowledge. Firms involved in an alliance have a range of options to prevent
partners from using the transferred knowledge to compete outside the alliance. One of these
mechanisms is to select a partner the firm can trust. This would typically involve either an actor
who has developed a strong reputation as a reliable collaborator (Gulati, 1995; Li, Eden, Hitt,
and Ireland, 2008) or some player who has less incentives to appropriate other firm’s knowledge
because of limited opportunities outside the focal alliance (Diestre and Rajagopalan, 2012).
Another mechanism is the use of formal intellectual property protection. Patents, in particular,
make transactions in the market for technology smoother because parties are protected against
appropriability hazards (Arora, Fosfuri, and Gambardella, 2001). Having the firm’s technology
patented also affects the likelihood of engaging in different types of cooperative agreements, as
Gans, Hsu, and Stern (2002) point out for the case of start-ups. In a more macro perspective,
the effectiveness of intellectual property protection in a given sector seems not to significantly
affect the likelihood of cooperating (Bo¨nte and Keilbach, 2005), but it significantly reduces the
likelihood that an alliance will fail (Lhuillery and Pfister, 2009). According to Oxley (1999), in
the absence of effective protection of intellectual property rights, firms are likely to use other
mechanisms, such as hierarchical governance forms, to give the partner the right incentives with
respect to the use of the counterparty’s technology.
The strength of an individual patent depends on its power to keep competitors at a distance
in the technological space, meaning that their products will be well differentiated. This power
is determined both by the intrinsic characteristics of the underlying technology (Cohen, Nel-
son, and Walsh, 2000) and by the firm’s patenting strategy. Firms, for instance, may decide
to patent broad claims or to build “patent fences” by patenting close substitutes in order to
deter competitors’ entry into the market (Ziedonis, 2004), which is commonly referred to as
“preemptive patenting.” Ceccagnoli (2009) shows that both the effectiveness of protection that
a patent confers against the imitation of the firm’s innovations and the firm’s use of preemp-
tive patenting increase the market valuation of its R&D assets. In the same line, Czarnitzki,
Hussinger, and Leten (2011) suggest that patents that effectively block competitors confer an
important competitive advantage to their owner, which translates into a substantial boost of the
firm’s market value. Findings by Grimpe and Hussinger (2014) indicate that this competitive
advantage also generates a higher valuation of the firm if it becomes a target in the market for
M&As. Therefore, we expect that in the context of alliances in which firms share knowledge with
potential competitors, the preemptive power associated to this knowledge is especially relevant
as a protection mechanism against its appropriation by competitors.1
To sum up, we know that, on the one hand, the knowledge embodied by the R&D personnel
assigned to alliances is what the firm puts at risk in the collaboration. This selection is, in
1Note that we use the term “preemptive power” to define the blocking power of patents, regardless of whether
the firm purposely uses patents to preempt rivals or not.
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turn, determined by the knowledge needs of the alliance but it likely includes other knowledge
unrelated to it. On the other hand, we know that, if knowledge is covered by strong patents, its
use by the competitor is effectively blocked. Therefore, even if leakage happens, the competitor
will be unable to appropriate the returns from its partners’ knowledge. Consequently, the more
protected is the set of knowledge exposed to the partner, the lower is the threat posed by
information sharing in general and unintended information leakage in particular. In this setting,
the degree of protection of the knowledge embodied by a given R&D employee becomes a relevant
factor in assessing the risk a firm incurs when allocating him to a collaborative project. Managers
are thus likely to allocate those inventors to external collaborative projects whose knowledge set
is strongly protected, i.e., has a high degree of preemptive power. Hence, the more protected is
an inventor’s set of knowledge, the more likely he is to be assigned to an external collaborative
project that has to be staffed.
HYPOTHESIS 1 (H1): The greater the preemptive power of an inventor’s set of
knowledge, the more likely he is to be assigned to a collaborative project.
If an inventor’s preemptive power acts as a mean of protection in collaboration, we should
observe that its effect on the likelihood that an inventor is allocated to a collaborative project
is more relevant in situations where the risk of misappropriation by the partner is larger. We
next propose two characteristics that entail different levels of misappropriation risk: (i) the
centrality of an inventor in the intra-firm collaboration network, and (ii) the trustworthiness of
the collaboration partner.
1.2.1 Inventor’s structural centrality
Earlier research has shown that inventors who occupy a more central position the intra-
firm co-inventing network have superior access to information and knowledge (Bonacich, 1987),
a higher perception of their quality and a greater number of patent citations made to them
(Podolny, 2001; Podolny, Stuart, and Hannan, 1996); moreover, they have a significant influence
on the selection of the firm’s technological path (Nerkar and Paruchuri, 2005) and a greater
impact on the quality of their firm’s innovative outputs (Paruchuri, 2010). On the one hand,
these findings highlight the potential benefits that such inventors could bring for the success
of a collaboration, in terms of highly valuable contributions. On the other hand, their central
position is associated with substantial challenges in terms of the risk of technology leakage.
Specifically, their access to a large amount and variety of internal information increases the risk
that critical information is exposed to the partner. At the same time, the amount of knowledge
they put at risk reduces the decision makers’ ability to identify and control unintended transfers
of important knowledge to collaboration partners (Hwang and Lin, 1999; O’Reilly, 1980). In
contrast, inventors occupying a less central position have (and can, therefore, potentially expose
to the partner) a far smaller amount of information, which managers are also better able to assess
and control. These conflicting effects related to an inventor’s degree of centrality prevent us from
making an unequivocal prediction regarding the impact on his likelihood of being assigned to
collaboration. However, the fact that centrality is associated with a higher leakage risk suggests
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that the role of preemptive power in collaborations is likely to be particularly large in the case
of central inventors. Hence:
HYPOTHESIS 2 (H2): The effect of preemptive power of an inventor’s set of knowledge on
his likelihood of being assigned to a collaborative project is positively moderated by his level
of centrality in the intra-firm inventive network.
1.2.2 Partner-specific and general collaboration experience
As previously mentioned, the selection of a trusted partner in a collaboration may help to
minimize the risks of knowledge misappropriation in an alliance. Trusted partners are usually
those who have developed a strong reputation in previous collaborations after multiple inter-
actions either with the focal firm (Dyer and Singh, 1998; Gulati, 1995; Li, Eden, Hitt, and
Ireland, 2008) or with other firms. Specifically, Hitt, Bierman, Uhlenbruck, and Shimizu (2006)
reveal that prior ties with the focal firm are positively related to larger contracts in dollar
value terms, suggesting that interactions over time lead to greater trust between partners. The
network of collaborators in which a firm is embedded also internalizes information about the
reliability and trustworthiness of a potential partner that interacts in the network (Gulati and
Gargiulo, 1999). Moreover, the threat of reputational damage that a potential partner em-
bedded in the network may face in the event of misappropriation provides disincentives to act
opportunistically (Gulati and Gargiulo, 1999). In the specific setting of R&D collaborations in
the pharmaceutical/biotechnology industry, Robinson and Stuart (2007) find that partners with
stronger reputation in the community receive larger initial payments, less supervision and less
detailed contracts when they engage in alliances. These findings suggest that reputation in the
network leads to relationships based on trust, which allows to reduce control on the partner.
This evidence conveys the idea that trusted partners reduce the need to guard against technol-
ogy misappropriation risk. That is, even when the opportunity to act opportunistically may be
available, reputed partners are more likely to refrain from doing so. Consequently, we expect
that trust in an R&D collaboration should offset the need to allocate inventors with strong
knowledge protection. In other words, since the consequences of knowledge leakage are much
less dangerous in collaborations with known partners, firms will be less concerned about the
degree of protection of the knowledge embodied by the inventors allocated to the collaboration.
Conversely, alliances with unfamiliar collaborators pose higher risks of misappropriation, and,
therefore, we posit that partners will seek greater protection of the knowledge exposed in the
collaboration. Hence:
HYPOTHESIS 3 (H3): The preemptive power of an inventor’s set of knowledge has a
greater impact on the probability of his being assigned to collaborate with a non-trusted
partner than with a trusted partner.
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1.3 Data and methods
We chose to conduct our research in the pharmaceutical industry for several reasons. First,
R&D collaborations are a significant feature of this sector (Arora and Gambardella, 1990; Na-
tional Science Foundation, 2010). Second, patents are a meaningful measure of innovation in
this industry given that they assure firms fairly strong protection of their intellectual assets (Co-
hen, Nelson, and Walsh, 2000). As prior research indicates, pharmaceutical firms tend to patent
most inventions (Levin, Klevorick, Nelson, Winter, Gilbert, and Griliches, 1987). Through their
patenting activities, we can identify firms’ R&D activities, both internal and in collaboration
with others, and the inventors participating in them. Patent documents also allow us to track
these inventors back in time in order to reconstruct their work history and characterize their
knowledge background.
Our sample consists of the 27 largest pharmaceutical firms in terms of R&D spending. This
sample was drawn from the 2006 EU industrial R&D investment scoreboard, which provides
listings of the 1000 most R&D-intensive EU and non-EU firms across all manufacturing in-
dustries.2 We use the Worldwide Patent Statistical Database (Patstat, April 2012 edition) to
examine the patenting activities of these firms during the period 1990 – 2005. Given that we
need to use comparable patent data across firms, regardless of their country of origin, and given
that large pharmaceutical patent applicants usually seek broad international protection, we rely
on the patents filed at the European Patent Office (EPO). Since we rely on information on
the co-ownership of patent applications to detect collaborative innovation activities (see next
section), European patent data have one specific advantage over the United States Patent and
Trademark Office (USPTO) data. While, in both jurisdictions multiple owners have the right
to exploit the patented invention for their own purposes, co-owners in most national legislations
in Europe keep control over the joint property right because they need each other’s permission
to license the patent (this is not the case under the U.S. regime, where each owner can execute
his rights without the consent of co-assignees).3 For this reason, co-patenting is less popular
in the U.S. than in Europe as Fosfuri, Helmers, and Roux (2012) underline, showing that the
co-ownership of the same innovation is observed more frequently in Europe than in the U.S.
In order to reliably identify patenting activities that correspond to our sample firms, we need
to trace each firm’s history to account for any name change, acquisition, foundation or dissolution
of entities as well as to identify all of its divisions, subsidiaries, and joint ventures.4,5 We do
so by using ownership links provided by Bureau van Dijk’s (BVD) Amadeus database, 10-K
reports filed with the Securities and Exchange Commission (SEC) in the U.S., corporate annual
2See http://iri.jrc.ec.europa.eu/scoreboard.html.
3See 35 U.S.C. 262 Joint owners and APPI’s Group Reports Q194 for European countries.
4For example, by reconstructing the history of Novartis, we detect it was created through the merger agreement
between Ciba-Geigy AG and Sandoz AG (dated 6 March, 1996), which were dissolved.
5Unfortunately, we had to exclude patent applications filed by joint ventures from our sample of patents
because we were unable to allocate inventors to any of the individual firms forming the venture in most of the
cases. In addition, most joint-venture patents are concentrated in a relatively small number of firms. Nonetheless,
we use these patents to build the history of the participating inventors. We identify 216 patent applications
assigned to joint ventures. Of these, around 66 percent were assigned to MSD Sharp & Dohme through their
joint ventures with DuPont (DuPont Merck Pharmaceutical Company), Sanofi-Aventis (Merial) and Johnson &
Johnson (Johnson & Johnson – Merck Consumer Pharmaceuticals).
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reports, and conventional internet sources. We then retrieve all patents filed by these firms
between 1985 and 2005 (we use the priority year) in the pharmaceuticals category according to
the International Patent Classification system (IPC class A61K, excluding cosmetics A61K8/*).
The sample of patents we analyze starts in 1990, even though we collected information from 1985
onwards because we need prior information to allocate inventors to firms (as explained below).
Our initial sample comprises 27,473 patent applications by 445 patent holders (i.e., assignees)
for the period between 1990 and 2005.
We are able to identify the inventors listed in our set of patents through the EP-INV dataset.6
This dataset allows robust identification of individual inventors across EPO patent applications
and granted patents published since 1978 (the start of the Patstat database), and, therefore,
accurate identification of patenting histories, thanks to specific disambiguation algorithms for
inventor data (see Pezzoni, Lissoni, and Tarasconi, 2014). In order to identify a given inventor
as the employee of a given focal firm at a given point in time, we require him: (i) to be listed
as inventor in at least one patent application where the focal firm is the only assignee in the
previous five years (i.e., from t− 5 to t− 1), and (ii) not to be listed over the same time period
in any other single-assigned patent application with another assignee (i.e., a non-focal assignee).
Using these criteria, we identify a total of 10,448 inventors as R&D workers of our sample
firms (representing 78 percent of the total number of inventors listed in our original sample of
patents).7
1.3.1 Dependent variables
Co-assignment
Our main dependent variable, co-assignment, is designed to capture collaborative research
activities. Co-assignment takes the value 1 if a given patent is co-assigned between one of our
sample firms and another economic institution (e.g., firm, government-affiliated body, univer-
sity, hospital or research institute) that is not part of the consolidated business group; and 0
otherwise.8
The evidence on the use of co-patenting underlines it as a significant phenomenon behind
joint technology development, especially in industries with strong intellectual property regimes,
such as chemicals and pharmaceuticals (Hagedoorn, 2003; Belderbos, Cassiman, Faems, Leten,
and Van Looy, 2014; Hohberger, Almeida, and Parada, 2015). Co-patents, though, may also
reflect mere IP sharing arrangements instead of actual collaboration (Belderbos, Cassiman,
Faems, Leten, and Van Looy, 2014). In order to ensure that the co-patent status in our sample
entails real collaborative efforts between partners, we retrieve additional information on R&D
agreements for each pair of co-assignees. For each co-owned patent application, we determined
whether it is the result of collaborative technology development efforts in several steps. First,
6The latest version is available at http://www.esf-ape-inv.eu/index.php?page=3.
7For robustness, we also used alternate ten- and three-year cut-off points. Our findings remain unaltered using
those thresholds.
8Note that we also excluded patent applications that are jointly assigned solely with individuals. Patent
applicant names referring to individual persons are identified by the patent allocation algorithm provided in Van
Looy, du Plessis, and Magerman (2006).
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we checked whether the entities in question have alliances on file in the SDC Platinum database.
Otherwise, we manually checked corporate websites, SEC filings, industry and trade journals,
and news reports.9 Only co-patents for which we can identify a record of R&D collaboration
are included in our final sample. Our extensive data collection efforts enabled us to identify 93
percent of all co-patent applications as the results of technological partnering activities.10
However, co-assigned patents are limited in the extent to which they can capture firms’
collaboration behavior, since not all collective innovative efforts result in a joint patent. Survey
evidence across Europe shows that 15 percent of patents are generated with external co-inventors
while only around 6 percent are jointly filed by independent organizations (Giuri, Mariani,
Brusoni, Crespi, Francoz, Gambardella, Garcia-Fontes, Geuna, Gonzales, Harhoff, Hoisl, Le
Bas, Luzzi, Magazzini, Nesta, Nomaler, Palomeras, Patel, Romanelli, and Verspagen, 2007).
However, Azzola, Landoni, and Van Looy (2010) identify, on average, 5 times more technological
collaboration per region when using co-patent data than data on publicly announced R&D
alliances reported in the widely used MERIT-CATI database.
Partner-specific and general collaboration experience
We follow prior literature and build two categorical variables that proxy for the partner’s
collaboration experience. We identify previous collaborations through past co-patenting activ-
ities, either with the focal firm or other firms. First, we compute partner-specific experience,
as in Li, Eden, Hitt, and Ireland (2008). Specifically, we use the number of co-patents filed for
by a given dyad in the past five years to categorize each partner either as a stranger or friend.
The variable is set to 1 when the partner had no patent co-assigned with the focal firm in the
past five years (stranger); 2 when they have at least one common co-patent in the past five
years (friends); and 3 when the project is a solitary activity. Second, we compute the partner’s
general collaboration experience, similarly to Hoang and Rothaermel (2005). We employ the
partner’s number of unique collaborators (excluding the focal firm) for a period of five years
prior to the focal observation, and then split the sample into partners with low (= 1) and high
(= 2) reputation in the collaboration market based on the sample median (4 partners). This
variable also takes a value of 3 when the project is a solitary activity.11
9For example, consider the shared ownership of patent EP1347979 with a 2000 priority date between Roche
(focal firm) and Vernalis, an integrated biopharmaceutical company. Our search reveals that the two companies
entered into a research collaboration in 1999 to develop novel 5-HT2C receptor agonists as potential drugs for the
treatment of obesity. Similarly, Novartis (focal firm) and the University of Zurich have a history of research on
nerve regeneration solutions (e.g., by blocking Nogo-A). These efforts are reflected in co-patent EP1572745 with
priority date in 2002.
10We also repeated all our regression analyses with the less restrictive approach of including co-patents with no
publicly information available. This yields similar results to those presented here.
11Note that, for collaborative interactions that involve two or more partners, we are not able to compute to
compute the abovementioned variables, since each partner may have a different status. This, however, affects
only 4 percent of co-patents in our sample (which are dropped for this part of the analysis).
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1.3.2 Independent variables
Preemptive power
To test our theory, we need a measure that allows the decision maker to assess the extent to
which an individual inventor’s knowledge is protected. Our identification draws on information
from the patent examination process at the EPO. Specifically, we exploit the fact that the EPO
patent examiner prepares a detailed search report on the “prior art” upon which an invention
is built in order to evaluate whether the patent application in question meets the patentability
requirements.12 The examination guidelines require that references to prior art are categorized
according to their relevance for the patent application under examination, distinguishing be-
tween: (i) conflicting prior art, and (ii) relevant but non-conflicting prior art. In particular, the
patent examiner indicates the nature of each piece of prior art with respect to the patent claims
by assigning specific code letters, such as A, X or Y (Harhoff, Hoisl, and Webb, 2005).
In this regard, while so-called “A references” refer to the state of art that pose no threat to the
novelty of claims in the application, X and Y citations are potentially harmful. “X references”
indicate that the invention in question (or any of its individual claims) might not be considered
to be novel if the referenced document is taken into account on its own. “Y references” are
applicable if the invention (or any of its individual claims) might not be considered to involve an
inventive step when the referenced document is combined with one or more other documents of
the same category, such combination being obvious to a person skilled in the art (Criscuolo and
Verspagen, 2008; Harhoff, Hoisl, and Webb, 2005). Hence, XY-type references refer to conflicting
prior art and are considered as “blocking citations.” The patent may still be granted in those
cases because the conflict may reside in only some of its claims (this is usually the case).
Previous research has shown that patents citing prior art classified as an XY-type have a lower
probability of being granted, are more often withdrawn by the applicant before the EPO has
made a decision (Guellec, Martinez, and Zuniga, 2012), and have a higher probability of facing
opposition after granting (Harhoff and Reitzig, 2004). The literature, therefore, concludes that
XY-cited patents exhibit higher preemptive power than other patents. Czarnitzki, Hussinger,
and Leten (2011) and Grimpe and Hussinger (2014) aggregate the share of XY-type citations
received by the patents owned by a given firm in order to measure the firm’s degree of preemptive
power.
Similarly, in order to determine individual-level preemptive power, for every inventor i at
every time t in our data, we take the number of XY-type citations that the individual inven-
tor’s patent portfolio receives with respect to the total number of citations received up to (but
excluding) year t.13 The variable’s range is between zero and one. The larger the value of
this variable, the higher is the extent to which inventors’ patents blocked subsequent patent
12Patent applicants at the EPO are not required to report relevant prior art in the application. In consequence,
about 90 percent of all patent citations in EPO patents are added by the patent examiner (Criscuolo and Verspa-
gen, 2008). The search for prior art follows the Guidelines for Examination in the European Patent Office. These
guidelines are available at http://www.epo.org/law-practice/legal-texts/guidelines.html.
13Patent equivalents filed at national patent offices are taken into account when calculating this measure. This
is important because, if patent equivalents were ignored, the number of forward citations that a patent receives
would be underestimated (Harhoff, Hoisl, and Webb, 2005).
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applications, invalidating the novelty of (some of) their claims.
Inventor’s structural centrality
To identify the position of a given inventor in the co-inventing network, we construct an
inventor-by-inventor network, which has inventors as nodes and patents among inventors working
in the same firm as ties. Following standard procedures, we use a three-year running window.
Using the resulting matrix of the one-mode network of inventors, we compute the structural
centrality for each inventor using the Bonacich (1987) power measure with standard Matlab
code. This frequently used measure has the advantage that, in measuring the centrality of
a focal inventor, it explicitly takes account of the centrality of other inventors that co-invent
with the focal inventor (Nerkar and Paruchuri, 2005; Paruchuri, 2010). Due to the right-skewed
distribution of inventor centrality, we use its natural logarithm as the main measure in our
analysis.
1.3.3 Control variables
Our analysis employs several individual-related covariates that control for inventor charac-
teristics (observable to the econometrician) accumulated from the beginning of his patenting life
up to (but excluding) year t. Specifically, we include ln(total patents), measured as the natural
logarithm of the inventor’s accumulated number of patents filed until t, to capture his produc-
tivity. In order to control for his experience, we measure ln(experience) as the logarithm of the
difference in years between t and his first patent priority year. We code firm patents as the
proportion of patents applied for by inventor i with the focal firm from his first year until t. We
include this measure to account for any differences that might exist between research intensities
at the focal firm and previous employers. We also control for knowledge concentration, measured
as the Herfindahl index of the concentration of the inventor’s prior patenting activity across IPC
four-digit classes. To account for the inventor’s collaboration environment, we include the extent
to which inventor i, on average, co-invented with someone with whom he had never co-invented
before (new coinventors) and the average number of prior collaborators (team size).
Inventors’ ability to generate high-quality output may be related with their allocation to
collaboration. Because collaborative research with external partners often entails substantial
transaction costs (Gulati and Singh, 1998), managers may prefer to select workers who can
generate particularly high-added value in order to maximize the returns on their investment.
Simultaneously, high-quality inventors may be more likely to be the authors of innovations
whose patents receive more blocking citations. To account for this, we include citations received
(a standard proxy for quality), measured as the average number of citations received by the
inventor’s patents filed until year t.14
Because allocation decisions may also depend on whether the scientist innovates in a firm’s
core (or peripheral) technology areas, we control for his experience in the firm’s core technology
14Since there might be concerns regarding systematic differences in citations received by patents from different
years and fields, we also experimented with standardized citations (Hall, Jaffe, and Trajtenberg, 2001). However,
using this alternative variable delivered similar results to the unadjusted variable presented here.
1.3. Data and methods 24
areas. We consider a technology as core if the patent that covers it is classified in an IPC seven-
digit class which coincides with some of the most frequent classes in the firm’s patent portfolio.
We adopt an approach similar to Song, Almeida, and Wu (2003), and identify core classes as
those with a frequency greater than 8 percent in a given five-year time window.15 We code
experience in a firm’s core technologies as the proportion of the inventors’ patents applied for
with the focal firm that fall in its core classes.
Given that the allocation of R&D workers to collaboration may be affected by their ability
to be on the technological frontier and to draw on external knowledge, we include two additional
controls. First, we code basicness as the average number of non-patent literature (NPL) citations
to total citations made by the inventor in the patents he filed up to t. NPL references have
frequently been used as a proxy for the openness to new technological opportunities or for the
strength of the science link (Narin, Hamilton, and Olivastro, 1997; Von Graevenitz, Wagner, and
Harhoff, 2013). Second, to capture the degree to which scientists innovate by using knowledge
that does not reside within their existing knowledge base, we converted the scope measure
of Katila and Ahuja (2002) to the inventor-level. Thus, for every inventor at every spell, we
construct search scope as the average proportion of the citations he made up to t that were not
cited by his prior work.
Because inventors who have prior experience in inter-organizational research may be more
likely to be re-assigned to this type of project, we introduce a dummy variable, prior co-
assignment, that captures whether an inventor has participated in collaborative patenting ac-
tivities in the previous five years (= 1; otherwise, 0).
Finally, to control for the inventor’s expertise in specific technological areas related to phar-
maceutical research, we include a set of 17 dummy variables for the subclasses (IPC seven-digit)
nested within our main IPC four-digit class A61K. All regressions further control for a full set of
firm dummies and year dummies. Year dummies refer to the priority year of the focal patent.16
Thus, we explore how within-firm differences in inventor characteristics relate to within-firm
differences in the assignment of inventors, allowing us to control for firm-level unobserved het-
erogeneity.
1.3.4 Analytical techniques
Our estimation techniques vary according to the nature of the dependent variables. First, we
use probit models to examine the probability that a given inventor is assigned to a collaborative
versus a stand-alone research activity (H1 and H2). The probit model is appropriate given the
dichotomic nature of our main dependent variable: i.e., whether or not it is a co-assigned project.
Second, we use multinomial logit models to analyze the likelihood of an inventor being allocated
15We also considered alternate cut-off points of 4 and 10 percent of the firm’s portfolio. Our findings are robust
to those thresholds.
16Alternatively, we use the (priority) year of the last patent application filed by the inventor before the focal
patent in order to take into account the moment in which he finished his last project, and, therefore, became
available for allocation to the focal project. This would address potential differences in the duration of collaborative
versus stand-alone projects. This does not change our results. Furthermore, we get similar results if we use an
exact matching procedure and consider a single-assigned inventor from the same firm to be a potential match
(i.e., available for allocation) only if he applied for his last patent in the same year as the co-assigned inventors.
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either to a stand-alone project or to a collaboration with a certain type of partner (friend
vs. stranger or high vs. low reputation partner; H3). The multiple categorical (unordered)
choices captured by this variable make this method necessary. In both cases, every observation
corresponds to a patent-inventor pair. Because we need at least one cited patent during the
inventor’s prior patenting history to construct his degree of preemptive power, inventors with no
citation to their previous patents are necessarily excluded from the analysis. This leaves us with
a baseline sample of 26,790 inventor-patent observations on 5,297 unique inventors and 13,091
unique patents for our analysis. Standard errors are clustered by inventor to account for the
non-independence of observations (Wooldridge, 2010).
1.4 Empirical results
In Tables 1.1 and 1.2, we provide summary statistics and pairwise correlations, respectively.
Our inventors are productive: 15.7 patent applications over a mean patenting life of 9.7 years.
On average, an inventor in our sample has a 2 percent probability of being allocated to a
collaborative project at a given moment in time and has a blocking citation ratio (or preemptive
power) of 0.47.
Table 1.1
Descriptive statistics
Variable Mean StdDev Min Median Max Observations
Co-assignment 0.02 - 0 0 1 26,790
Friend 0.29 - 0 0 1 499
Partner’s partner 5.24 11.40 0 4 140 499
Preemptive power 0.47 0.27 0 0.47 1 26,790
Inventor centrality 4.19 4.60 0.10 2.57 43.59 26,790
Total patents 15.69 17.16 1 10 398 26,790
Experience 9.67 5.14 1 9 28 26,790
Firm patents 0.98 0.08 0.06 1 1 26,790
New coinventors 0.67 0.19 0.14 0.66 1 26,790
Teamsize 5.56 2.60 1.05 5.09 29 26,790
Citations received 1.69 1.70 0.01 1.25 45 26,790
Experience in firm’s core technologies 0.66 0.37 0 0.83 1 26,790
Knowledge concentration 0.26 0.08 0.06 0.26 1 26,790
Basicness 0.25 0.16 0 0.22 0.95 26,790
Search scope 0.84 0.14 0 0.85 1 26,790
Prior co-assignment 0.16 - 0 0 1 26,790
Patent characteristics used in the “additional evidence” section
Citations 3.52 4.69 0 2 118 13,091
Triadic filing 0.67 - 0 1 1 13,091
Backward patent citations 4.85 7.40 0 3 142 13,091
Non-patent citations 3.19 10.48 0 1 115 13,091
Number of IPC-4 classes 3.22 1.21 1 3 10 13,091
Number of inventors 5.12 3.26 1 4 32 13,091
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Table 1.3 presents the specifications that test for our first hypothesis. Column 1 includes
inventor-related control variables along with firm dummies, time dummies and technology class
dummies. Column 2 adds our main variable of interest, i.e., preemptive power. The likelihood
ratio test shows that the inclusion of this variable has a significant effect on the model’s explana-
tory power. More specifically, the positive and significant coefficient estimate indicates that the
more blocking citations an inventor’s patent portfolio has received, the more likely he is to be
assigned to collaboration, in support of H1. To give an idea of the size of this effect, the next
two columns display the marginal effects at the means (MEMS) and the average marginal effects
(AME). According to the marginal effects results in column 3, keeping the rest of independent
variables at their means, an increase in blocking citations from 0 to 100 percent increases the
probability of assigning an inventor to a joint project, on average, by 0.7 percentage points.
Concerning the mean of the marginal effects predicted for all the observations of the sample
(column 4), a shift from 0 to 100 percent in the blocking potential of an inventor’s citation stock
is associated with a 1 percentage point increase in the probability of being selected for collabo-
ration. Given that the baseline probability of being assigned to collaborations is 2 percent, this
is a result of economic significance.
In column 5, we differentiate between inventors’ preemptive power according to the type of
blocking citations. As mentioned earlier, blocking citations can be classified as X-type references
(that question the novelty of the invention under investigation if taken alone) or Y-type refer-
ences (that question the inventive steps claimed in the invention being examined, when combined
with one or more documents). We follow this classification and compute the preemptive power
variable for each of the two groups of references. X references represent 32 percent of our sample
of inventors’ total number of citations received and Y references represent 15 percent. In column
5, we see that the coefficient estimates for both variants of the preemptive power variable are
positive. However, the coefficient of the type-X based preemptive power variable is significantly
larger than in the case of the type-Y based variable (at the 10 percent level, F-test). According
to the marginal effects at the mean of the rest of variables (unreported), an increase in type-X
preemptive power from zero to one increases the likelihood of being assigned to a collaboration
by 1.2 percentage points while in the case of type-Y preemptive power, this implies a 0.5 per-
centage point increase (average marginal effects indicate magnitudes of 1.8 and 0.7 percentage
points, respectively). This suggests that X references, as citations that directly block claims in
patent applications, reflect higher levels of preemptive power than Y references, and, therefore,
have a larger effect on the predicted dimension.17
Turning to our control variables, we obtain some interesting insights from the analysis.
The inventor’s experience, in terms of the quantity of patents produced, ln(total patents), has
a negative effect on his selection for collaboration, while in terms of quality it has no effect
(citations received). However, the percentage of patents with the focal firm (firm patents) has a
positive effect. We find a lower likelihood of being assigned to collaboration when the inventor
has a more specialized knowledge base in a certain technology field (knowledge concentration),
17This finding is in line with Harhoff and Reitzig (2004)’s who show that it is the increase in the number of
X-type references that drives the effect of an increase in the likelihood that patents are attacked in opposition
proceedings.
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when he co-invents more frequently with new team members (new coinventors), when he worked
in larger teams (teamsize) or when he has previously participated in co-assigned patents (prior
co-assignment). This last result indicates that allocation decisions are not driven by a sequential
allocation of those inventors that are experienced in inter-organizational research.
Table 1.3
Preemptive power and inventor allocation
Method Probit Probit MEMS AME Probit
Dep. var.: Co-assignment (= 1) (1) (2) (3) (4) (5)
Preemptive power 0.250∗∗ 0.007∗∗ 0.010∗∗
(0.101) (0.003) (0.004)
Preemptive power (Type X) 0.426∗∗
(0.172)
Preemptive power (Type Y) 0.175∗
(0.102)
Ln(Total patents) -0.131∗∗∗ -0.128∗∗∗ -0.004∗∗∗ -0.005∗∗∗ -0.130∗∗∗
(0.045) (0.046) (0.001) (0.002) (0.046)
Ln(Experience) 0.028 0.040 0.001 0.002 0.025
(0.064) (0.064) (0.002) (0.003) (0.066)
Firm patents 0.916∗∗∗ 0.871∗∗∗ 0.025∗∗∗ 0.037∗∗∗ 0.865∗∗∗
(0.319) (0.319) (0.009) (0.014) (0.319)
New coinventors -0.405∗∗ -0.410∗∗ -0.012∗∗ -0.017∗∗ -0.425∗∗
(0.178) (0.176) (0.005) (0.007) (0.176)
Teamsize -0.027∗∗ -0.026∗∗ -0.001∗∗ -0.001∗∗ -0.025∗∗
(0.013) (0.013) (0.000) (0.001) (0.013)
Citations received 0.018 0.020 0.001 0.001 0.018
(0.012) (0.012) (0.000) (0.001) (0.012)
Experience in firm’s core technologies -0.016 -0.018 -0.001 -0.001 -0.019
(0.100) (0.100) (0.003) (0.004) (0.100)
Knowledge concentration -1.381∗∗∗ -1.394∗∗∗ -0.040∗∗∗ -0.059∗∗∗ -1.439∗∗∗
(0.489) (0.488) (0.014) (0.021) (0.491)
Basicness 0.073 0.060 0.002 0.003 0.070
(0.184) (0.185) (0.005) (0.008) (0.184)
Search scope 0.005 0.027 0.001 0.001 0.016
(0.218) (0.221) (0.006) (0.009) (0.219)
Prior co-assignment -0.245∗∗ -0.247∗∗ -0.007∗∗ -0.010∗∗ -0.250∗∗
(0.105) (0.106) (0.003) (0.005) (0.106)
−2 Log Likelihood 4479.21 4468.07 4462.79
LR (χ2) 11.14∗∗∗
N = 26, 790. Number of unique firms: 27. Number of unique inventors: 5,297. Robust standard
errors are clustered by inventor (in parentheses). All regressions control for a full set of firm
dummies, priority year dummies and technology class dummies. The time period is 1990 – 2005.
The Likelihood ratio (LR) tests for the increment in the overall model fit after including the
preemptive power variable. “MEMS” are the marginal effects at the means corresponding to the
probit coefficient estimates in column 2; “AME” are the average marginal effects. ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01.
We test our second hypothesis through the specifications presented in Table 1.4. Column 1
introduces the measure of inventor centrality and column 2 sequentially adds the multiplicative
term with preemptive power. Including the interaction term improves the overall fit of the model
and increases its explanatory power relative to the model shown in column 1. The positive and
significant estimate of the interaction term suggests that the effect of preemptive power on the
likelihood of being assigned to collaboration increases when the inventor occupies a more central
position, as posited in H2. Panel A of Fig. 1.1 explores the conditional effect of preemptive
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power contingent on two different levels of the moderating variable (and all other variables
set at their sample means): (i) high centrality (which corresponds to one standard deviation
above its mean value or a value of ln(inventor centrality) of 2.01), and (ii) low centrality (which
corresponds to one standard deviation below its mean value or a value of ln(inventor centrality) of
-0.25). For the less central inventor, we observe that the probability of selection for collaboration
increases moderately with the level of preemptive power. For the more central inventor, this
increase is much steeper. While the difference between the two slopes provides indirect evidence
in line with H2, it also suggests that both slopes (and the difference between them) change
with the level of preemptive power. As Norton, Wang, and Ai (2004) and Hoetker (2007)
point out, the interaction between two continuous variables in a non-linear model has different
signs and magnitudes across observations. Accordingly, in Panel B of Fig. 1.1, we display the
marginal effects of the interaction term for each observation in the sample. We find that they
are positive for the vast majority of the sample, though not always significant, as shown in Panel
C. Therefore, we obtain partial support for H2. For the sake of completeness, we also report
the marginal effects at the mean (column 3) and the average marginal effects (column 4) of
preemptive power when centrality (including the interaction term) is taken into account. Not
surprisingly, these results are similar to those presented in Table 1.3.18
18Because inventor centrality is measured in its logarithmic forms, it takes negative values for the range between
zero and one. In practice, this means that, for a small set of values, the total marginal effect of preemptive power
may not be positive and significant. Computing the total marginal effect of preemptive power with respect
to centrality (holding all other variables at their means) reveals that the effect is significant for the range of
values from −0.36 (the 14th percentile of ln(inventor centrality)) to 3.77 (the maximum of ln(inventor centrality))
and positive across almost the entire sample (for values of ln(inventor centrality) > −1.77, or 98 percent of
observations).
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Table 1.4
Preemptive power, inventor centrality and inventor allocation
Method Probit Probit MEMS AME
Dep. var.: Co-assignment (= 1) (1) (2) (3) (4)
Preemptive power 0.125∗
x Ln(Inventor centrality) (0.074)
Preemptive power 0.251∗∗ 0.223∗∗ 0.008∗∗∗ 0.011∗∗
(0.101) (0.099) (0.003) (0.004)
Ln(Inventor centrality) -0.154∗∗∗ -0.205∗∗∗ -0.004∗∗∗ -0.006∗∗∗
(0.037) (0.052) (0.001) (0.002)
Ln(Total patents) -0.017 -0.020 -0.001 -0.001
(0.049) (0.049) (0.001) (0.002)
Ln(Experience) -0.005 -0.002 -0.000 -0.000
(0.064) (0.064) (0.002) (0.003)
Firm patents 0.873∗∗∗ 0.884∗∗∗ 0.024∗∗∗ 0.037∗∗∗
(0.310) (0.310) (0.009) (0.013)
New coinventors -0.281 -0.275 -0.008 -0.011
(0.174) (0.173) (0.005) (0.007)
Teamsize 0.013 0.012 0.000 0.000
(0.014) (0.015) (0.000) (0.001)
Citations received 0.017 0.017 0.000 0.001
(0.012) (0.012) (0.000) (0.001)
Experience in firm’s core technologies 0.050 0.049 0.001 0.002
(0.102) (0.102) (0.003) (0.004)
Knowledge concentration -1.421∗∗∗ -1.427∗∗∗ -0.039∗∗∗ -0.060∗∗∗
(0.484) (0.484) (0.013) (0.020)
Basicness -0.005 -0.000 -0.000 -0.000
(0.184) (0.183) (0.005) (0.008)
Search scope 0.043 0.039 0.001 0.002
(0.220) (0.220) (0.006) (0.009)
Prior co-assignment -0.251∗∗ -0.254∗∗ -0.007∗∗ -0.011∗∗
(0.107) (0.107) (0.003) (0.005)
−2 Log Likelihood 4439.51 4430.72
LR (χ2) 28.56∗∗∗ 8.79∗∗
N = 26, 790. Number of unique firms: 27. Number of unique inventors: 5,297.
Robust standard errors are clustered by inventor (in parentheses). All regressions
control for a full set of firm dummies, priority year dummies and technology class
dummies. The time period is 1990 – 2005. The Likelihood ratio (LR) tests for the
increment in the overall model fit after including the inventor centrality variable and
its interaction with preemptive power. Model 1 is compared with model 2 in Table
1.3, and model 2 is compared with model 1. “MEMS” are the marginal effects at
the means corresponding to the probit coefficient estimates in column 2; “AME” are
the average marginal effects. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Fig. 1.1. Preemptive power and inventor allocation: the moderating effect of inventor centrality
Table 1.5 summarizes the results from the multinomial logit models that test for our third
hypothesis. Panel A contains evidence related to partner-specific experience. The estimated
coefficients compare the effect of being assigned to collaborative activities with either friends or
strangers relative to solitary activities. The results show that the effect of preemptive power is
to significantly increase the probability of allocating an inventor to a collaborative project with
a stranger compared to the omitted solitary category. In terms of the relative risk ratio, the
coefficient in column 1 implies that inventors whose blocking citation ratio increases from zero
to one are more than twice as likely to be selected for collaboration with a stranger than an
internal activity (exp(0.9) = 2.5). The degree of knowledge protection, however, does not have a
statistically significant effect on the likelihood of an inventor being allocated to a collaboration
with a trusted partner (i.e., a friend). Changing the base outcome to strangers reveals that the
difference between both coefficients is significant at the 10 percent level (not reported here).
Panel B examines the relationship between inventor’s preemptive power and the partner’s rep-
utation. The pattern of results is similar to that observed before. Specifically, the greater the
preemptive power, the greater the odds of being allocated to a collaborative activity with a part-
ner that has a lower reputation instead of an internal project, whereas the effect of preemptive
1.4. Empirical results 32
power on the likelihood to collaborate is not significant in the case of partners with a stronger
reputation. Again, the difference between both coefficients is significant at the 10 percent level.
In sum, these findings represent strong support for H3, i.e., the degree of preemptive power of
the knowledge set put at risk is more relevant in the allocation decision for collaborations with a
higher perceived risk of opportunism, particularly those in which the partners are collaborators
the firm does not trust.19
Table 1.5
Preemptive power, partner characteristics and inventor allocation
Panel A: Partner-specific Panel B: Partner’s general
experience collaboration experience
Dependent variable Stranger Friend Low reput. High reput.
Method: Multinomial Logit (1) (2) (3) (4)
Preemptive power 0.900∗∗ 0.328 0.793∗∗ -0.137
(0.455) (0.284) (0.325) (0.374)
Ln(Inventor centrality) -0.205∗ -0.209 -0.281∗∗ -0.108
(0.111) (0.162) (0.121) (0.129)
Ln(Total patents) -0.233 -0.451∗ -0.188 -0.437∗∗
(0.148) (0.245) (0.161) (0.193)
Ln(Experience) -0.081 0.003 0.035 -0.141
(0.194) (0.265) (0.203) (0.246)
Firm patents 1.012 1.217 0.847 1.501
(0.883) (1.609) (0.998) (1.191)
New coinventors -0.473 -2.131∗∗∗ -0.646 -1.198
(0.534) (0.809) (0.563) (0.731)
Teamsize 0.032 0.034 0.053 0.003
(0.046) (0.069) (0.047) (0.049)
Citations received 0.063∗∗ 0.076∗∗ 0.043 0.088∗∗∗
(0.025) (0.032) (0.031) (0.031)
Experience in firm’s core technologies -0.536∗ 1.252∗∗∗ -0.416 0.546
(0.306) (0.476) (0.332) (0.391)
Knowledge concentration -2.204 -8.415∗∗∗ -2.756∗ -5.332∗∗∗
(1.416) (1.996) (1.608) (1.578)
Basicness 1.251∗∗ -0.263 1.042∗ 0.553
(0.522) (0.812) (0.552) (0.654)
Search scope 0.046 1.006 0.232 0.153
(0.650) (1.053) (0.704) (0.903)
Prior co-assignment -0.341 0.545 -0.233 0.081
(0.276) (0.353) (0.279) (0.334)
N = 26, 768. Number of unique firms: 27. Number of unique inventors: 5,292. Robust
standard errors are clustered by inventor (in parentheses). All regressions control for a full
set of firm dummies, priority year dummies and technology class dummies. The time period
is 1990 – 2005. The comparison baseline in both panels is “solitary.” ∗ p < 0.10, ∗∗ p < 0.05,
∗∗∗ p < 0.01.
Thus far, our results indicate that the degree to which an inventor’s knowledge is protected
19In unreported extensions, we also distinguish between collaborative activities with industry partners and
universities (or research institutes). This generates very similar predictions for the pattern of inventor selection
for collaboration discussed here. According to Belderbos, Cassiman, Faems, Leten, and Van Looy (2014), we may
expect that the risk of leakage plays a more limited role in partnerships with universities since they are less likely
to exploit and commercialize technologies. In line with the evidence presented above, repeating the specification
of Table 1.5, the results show that preemptive power has a significant, positive coefficient of 0.579 (standard error
of 0.304) when collaboration with firms is compared to solitary activities and a non-significant coefficient when
comparing collaboration with universities to solitary activities (a coefficient of 0.010 with a standard error of
0.437).
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plays an important role in inventor selection for collaborative research activities. We find ev-
idence that is broadly consistent with the conjecture that an inventor’s preemptive power is
a mechanism that reduces the risk associated with information leakage in collaborations. In
particular, our findings suggest that the effect of preemptive power on the likelihood of being
assigned to a collaboration is greatest precisely in those cases in which the risk associated with
the collaboration is greatest (i.e., more central inventors and collaborations with non-trusted
partners).
1.4.1 Additional evidence
In this section, we provide supplementary evidence that helps to support our hypotheses.
Specifically, we analyze whether the allocation of inventors with preemptive power enhances or
diminishes the quality of collaborative innovation outputs. Examining the performance impli-
cations of inventor selection for collaboration strengthens our findings in two dimensions. First,
it provides evidence that is consistent with the role of preemptive power as a facilitator of col-
laborative research. Second, it allows us to partially address a potential concern related to our
concept of preemptive power, i.e., that it may capture an unobserved dimension of inventors’
quality.
Related to the first point, previous work identifies the ability and willingness to transfer
knowledge as the most important determinants of joint R&D performance (Sampson, 2007).
Since knowledge transfer is subject to appropriation risk, firms are usually reluctant to con-
tribute substantially to the pool of knowledge that is shared with the partner. Thus, even if the
firm is able to transfer its capabilities or resources to partners, it is precisely the unwillingness
to do so that may explain why inter-organizational research performance often falls short of
expectations (Khanna, Gulati, and Nohria, 1998; Oxley and Sampson, 2004). In this context,
we argue that the selection of inventors may affect how much value can be created in the collab-
oration, because this selection can influence the extent to which partners are willing to transfer
knowledge-based capabilities. In particular, we propose that the assignment of R&D workers
with preemptive power enhances the willingness of inventors (and their managers) to efficiently
share knowledge between partners, since it substantially reduces appropriability concerns and
uncertainties involved in information sharing. If preemptive power is a significant factor in di-
minishing knowledge leakage concerns in collaboration, we should then observe that the presence
of inventors with high preemptive power leads to increased innovation performance.
To probe this conjecture, we focus on the allocation of teams of inventors and regress the
value of the patented innovation on the interaction between the mean preemptive power of
inventors working in the team of the focal patent and a dummy variable indicating whether the
patent is co-owned. To measure patent value, we follow common practice by using the number
of citations a patent receives (Hall, Jaffe, and Trajtenberg, 2005; Harhoff, Narin, Scherer, and
Vopel, 1999). We compute all citations received by a patent (and its equivalents) with a fixed
five-year window (labelled cites). Alternatively, we use triadic, a dummy variable that takes the
value 1 if a patent is filed at the U.S., European and Japanese patent office (otherwise, 0). While
patented technologies differ in their technical and economic value, triadic patent applications
are a group of especially valuable inventions whose owners expect them to generate most profits
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as they are willing to incur higher filing and maintenance costs (Guellec and Van Pottelsberghe
de la Potterie, 2008).
The empirical specifications include the average of inventor-related control variables across
team members, firm dummies, and dummies for the year of the first patent application (i.e.,
priority year). Following prior studies on patent citations (Belderbos, Cassiman, Faems, Leten,
and Van Looy, 2014; Fleming and Sorenson, 2004), we further control for the following patent-
level characteristics: the number of backward patent citations, the number of non-patent citations
(NPL references), the number of IPC-4 classes in which the focal patent is classified, and the
number of inventors in the team responsible for the focal patent. The sample consists of 13,095
team-patent observations on 6,969 teams from our sample firms.20 We apply poisson regressions
to estimate the total number of forward citations and probit regressions for the probability of
being a triadic patent. Standard errors are clustered at the team level.
The results are reported in Table 1.6. In column 1, we see that the coefficient on co-patent is
positive and significant, suggesting that the total number of citations received by a collaborative
patent is substantially higher than those received by a solo-assigned patent; this result confirms
the finding of Belderbos, Cassiman, Faems, Leten, and Van Looy (2014). In column 3, however,
we find that co-patents are not significantly associated with a greater likelihood of being filed as
triadic patents. However, when we introduce the interaction between members’ mean preemptive
power and co-patent status, we observe that co-patents receive significantly more citations than
solo patents only when the team members have a high enough value of preemptive power (for
values of this variable > 0.51, or 42 percent of the observed distribution). For the 11 percent of
observations with lowest values of preemptive power (for values 6 0.2), the effect of co-patents on
citations is significantly negative. For triadic as the dependent variable, the coefficient estimates
suggest a similar pattern. In Panel B, we then restrict our sample to only co-assigned patent
applications. Consistent with the results above, we find that the level of preemptive power of the
average inventor in the focal team has a significant positive effect on the value of the resulting
collaborative project. Specifically, a change in the focal firm’s mean preemptive power from zero
to one almost doubles the number of citations received (an increase of 97 percent) and it increases
the probability of being filed as a triadic patent by approximately 24 percentage points.21 In
sum, the above evidence suggests that the allocation of inventors with high preemptive power to
collaboration is positively associated with the quality of the collaborative output. We interpret
this as supportive of the idea that inventors’ preemptive power encourages knowledge sharing by
reducing knowledge leakage concerns in collaborative research, consequently leading to higher
value creation.22
As mentioned earlier, the findings from this section also address concerns that the preemptive
power measure may capture an unobserved dimension of inventors’ quality (i.e., some dimension
20Note that the number of team-patent observations (13,095) differs from the number of unique patents (13,091)
because 4 patent applications are co-assigned between two of our sample firms.
21This latter figure corresponds to the estimated average marginal effect obtained from the specification in
column 6.
22For robustness purposes, we also re-estimated the specifications in columns 2 and 5 with the dependent
variable replaced by non-self-citations. The reasons is that self-citations may differ from other citations in various
ways (Hall, Jaffe, and Trajtenberg, 2005). However, doing so leads to a similar conclusion.
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not captured by the usual proxy for quality: the citations received on previous work). If this were
the case, we should observe that the degree of inventors’ preemptive power is, in general, a good
predictor of the quality of the outcome of the focal project. However, that interpretation is hard
to reconcile with our findings: specifications 2 and 4 of Table 1.6 show that the effect of members’
mean preemptive power on innovation quality is not significant for solo-assigned patents. The
fact that preemptive power affects only the value of co-patents but not of solo-assigned patents
reinforces our argument that preemptive power is relevant for collaborative activities in order to
create the trust needed to promote information exchange between partners. Importantly, this
holds regardless of the measure of patent quality that we use.
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Table 1.6
Preemptive power, inventor allocation and value implications
Panel B: Sub-sample
Panel A: Full sample of co-patents
Method Poisson Poisson Probit Probit Poisson Probit
Dependent variable Cites Cites Triadic Triadic Cites Triadic
(1) (2) (3) (4) (5) (6)
Members’ mean preemptive power 0.446∗∗ 0.810∗∗
x Co-patent (0.224) (0.376)
Members’ mean preemptive power 0.028 0.008 -0.010 -0.036 0.978∗∗∗ 0.980∗∗
(0.052) (0.054) (0.067) (0.068) (0.197) (0.402)
Co-patent 0.066∗∗ -0.184∗∗∗ -0.137 -0.579∗∗∗
(0.027) (0.063) (0.094) (0.186)
Members’ mean ln(inventor centrality) -0.016 -0.017 0.024 0.024 0.186∗∗ 0.155
(0.020) (0.020) (0.026) (0.026) (0.086) (0.130)
Members’ mean ln(total patents) -0.025 -0.025 -0.057 -0.058 -0.328∗∗ -0.558∗∗∗
(0.030) (0.030) (0.040) (0.040) (0.139) (0.198)
Members’ mean ln(experience) -0.041 -0.040 0.073∗ 0.074∗ 0.312∗ 0.592∗∗
(0.036) (0.036) (0.044) (0.044) (0.186) (0.279)
Members’ mean firm patents -0.119 -0.119 0.065 0.064 0.277 -1.302
(0.149) (0.149) (0.175) (0.175) (0.764) (1.674)
Members’ mean new coinventors 0.268∗∗ 0.267∗∗ -0.076 -0.077 -1.162∗∗ -0.202
(0.107) (0.107) (0.126) (0.126) (0.465) (0.780)
Members’ mean teamsize -0.003 -0.003 0.008 0.008 -0.006 -0.061
(0.009) (0.009) (0.013) (0.013) (0.030) (0.048)
Members’ mean citations received 0.039∗∗∗ 0.039∗∗∗ 0.003 0.004 0.066 -0.075
(0.008) (0.008) (0.012) (0.012) (0.043) (0.069)
Members’ mean experience in firm’s core tech. 0.122∗∗ 0.124∗∗ 0.074 0.076 0.320∗ 0.418
(0.049) (0.049) (0.059) (0.059) (0.185) (0.368)
Members’ mean knowledge concentration 0.325∗ 0.320∗ 0.650∗∗∗ 0.638∗∗∗ -1.210 0.078
(0.174) (0.173) (0.214) (0.213) (1.242) (1.348)
Members’ mean basicness -0.122 -0.121 -0.478∗∗∗ -0.476∗∗∗ -0.007 0.100
(0.095) (0.095) (0.116) (0.116) (0.356) (0.748)
Members’ mean search scope -0.346∗∗ -0.346∗∗∗ -0.449∗∗∗ -0.448∗∗∗ 0.606 -1.046
(0.134) (0.134) (0.166) (0.166) (0.554) (0.957)
Members’ mean prior co-assignment -0.076 -0.076 -0.141∗∗ -0.141∗∗ 0.266 -0.221
(0.051) (0.051) (0.056) (0.056) (0.171) (0.312)
Backward patent citations patent 0.098∗∗∗ 0.099∗∗∗ 0.058∗∗∗ 0.059∗∗∗ 0.121 -0.031
(0.019) (0.019) (0.022) (0.022) (0.110) (0.142)
Non-patent citations patent -0.057∗∗∗ -0.057∗∗∗ -0.030∗ -0.030∗ -0.209∗∗ 0.130
(0.017) (0.017) (0.017) (0.017) (0.099) (0.099)
Number of IPC-4 classes patent 0.202∗∗∗ 0.202∗∗∗ 0.590∗∗∗ 0.589∗∗∗ -0.205 0.377
(0.042) (0.042) (0.047) (0.047) (0.159) (0.279)
Number of inventors patent 0.376∗∗∗ 0.376∗∗∗ 0.261∗∗∗ 0.261∗∗∗ 0.850∗∗∗ 0.529∗∗∗
(0.025) (0.025) (0.027) (0.027) (0.117) (0.177)
Observations 13,095 13,095 13,095 13,095 348 348
# of unique teams 6,969 6,969 6,969 6,969 253 253
Number of unique firms: 27. Robust standard errors are clustered by teams of inventors (in parentheses). All
regressions control for a full set of firm dummies and priority year dummies. The time period is 1990 – 2005. ∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
1.5 Discussion and conclusion
Since the seminal publication by Hamel, Doz, and Prahalad (1989), inter-organizational
research efforts have increasingly emphasized the need to protect proprietary knowledge from
being exposed to partners. It is somewhat surprising, therefore, that so little research has ad-
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dressed the issue of how the risk of technology leakage is related to individuals that participate
in collaborations. This is especially relevant in the context of R&D collaboration where indi-
viduals from the two partners work together to produce new knowledge, exposing valuable tacit
elements to their counterparty.
In this paper, we perform the first large-scale study of the assignment of R&D employees
to external collaborations. By examining the patenting activities of the largest pharmaceutical
firms, we are able to detect the contribution of inventors to firms’ collaborative activities as
reflected in co-assigned patents (compared with their participation in internal projects, reflected
in solo-assigned patents). We document patterns that support the argument that managers select
specific inventors for R&D collaboration in order to minimize the consequences of information
leakage. Our central finding is that the probability that an inventor is assigned to an external
collaborative project is positively associated with the strength of legal protection conferred by the
property rights that cover the knowledge he (co-)created. This strong legal protection prevents
the partner firm from effectively using any leaked knowledge to compete with the creator of such
knowledge. We provide evidence that this effect is more significant for inventors who occupy a
more central position in the intra-firm inventor network, and, therefore, whose contribution in
an alliance entails a higher hazard due to the quantity and quality of information they hold.
Our results also show that inventor’s preemptive power is more important in cases where it
is difficult to assess partners’ trustworthiness, i.e., when the focal firm has had no previous
relationship with the partner and/or when the partner has a lower reputation in the alliance
market. Finally, we observe that external collaborative projects involving inventors with more
blocking power generate more significant outputs, suggesting that greater protection may result
in lower concerns about sharing knowledge, and, therefore, in more successful projects. Taken
together, these findings yield some important contributions.
First, our analysis contributes to the literature on the management of alliances which stresses
the importance of mechanisms that minimize the leakage of information in R&D collaboration.
We add to this stream of literature by suggesting a widely neglected mechanism that may min-
imize the consequences of leakage: the selection of R&D employees for collaborations. While
previous work underlines the role of employees in the unintended transmission of knowledge
between partners and the importance of managing them properly in order to control knowledge
flows, this paper proposes a new perspective on the actions that can be taken to manage em-
ployees involved in R&D alliances. The strategic allocation of inventors is a mechanism that can
either complement or replace other means of knowledge protection, such as protective governance
structures, scope restrictions or the selection of trustworthy partners.
Our results also have implications for the human resource management of R&D employees,
in particular for the formation of teams. Our findings suggest that managers select inventors for
certain projects (in our case external vs. internal projects) according to the fit between their
characteristics and the requirements of the project. Particularly in large and medium-sized firms,
where different R&D projects are conducted simultaneously, the allocation of R&D personnel
across projects and the resulting teams may be a significant factor behind their success. To the
best of our knowledge, our paper is the first to address the question of the allocation of inventors
to projects, though in a very specific context.
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This paper also adds to the literature on the role of intellectual property protection in the
market for technology. Our results are aligned with the idea that strong protection facilitates
the transfer of information, since fewer moral hazard problems can be expected. We take a new
perspective and conceptualize the strength of protection held by an individual by looking at the
(patented) innovations he contributed to. We provide evidence suggesting that individual-related
preemptive power is an instrument that limits the threat of knowledge leakage in alliances,
and, therefore, results in more effective sharing of knowledge between partners. It is plausible
that inventors’ preemptive power may also be an important determinant for other knowledge
“transactions” in which the scientist is involved in the market for technology, including the
market for inventors. We leave this to further research.
Though this study generates new insights into the role of inventors in collaborative R&D, our
empirical strategy is subject to several limitations. First, the findings of this paper arise from
the study of the largest firms in the pharmaceutical sector. This poses two limitations to the
generalizability of our results, i.e., regarding firm size and industry. Our argument is based on
the possibility of selecting inventors among those potentially suitable (who have the necessary
expertise) for an alliance. This requires a set of inventors with partially overlapping knowledge
backgrounds who could be allocated, without distinction, to collaboration. We assume that this
is typically possible in large, but not necessarily in small, firms. Especially in the latter, this
will depend on the degree of specialization of the firm and its R&D workers. Likewise, in other
sectors where different mechanisms of knowledge appropriation prevail, preemptive power at the
individual level may not confer protection against appropriation. Consequently, we should be
cautious about generalizing the results. The second limitation concerns the use of patent data.
Although patent data allow for an inventor-level analysis at a large scale that would otherwise be
difficult to conduct and, in the case of pharmaceutical firms, they are the most comprehensive
data of innovation activities, they present a series of drawbacks. One common downside in
studies based on patents is that they only identify successful projects (i.e., those that achieved
some output that qualifies for a patent). Another disadvantage, more specific to our study, is
that they do not allow us to identify those collaborations that did not result in co-patents. This
means that our pool of solo-assigned patents may contain some innovations that are in fact
outputs of collaborative research. If there is no particular bias in the decision to co-patent the
result of a collaborative project, this potential misclassification problem may lead us to identify
an effect that is actually a lower bound for the actual effect. Note that, as we detail in the paper,
we avoid the opposite source of misclassification, i.e., the existence of innovations resulting from
solo-projects assigned as co-patents as the result of IP sharing agreements.
Our study focuses on the decision to allocate inventors to external collaborations only from
the angle of the protection of technological assets exposed in the alliance. We neglect the
opposite perspective, that is, organizational learning objectives which may also be relevant for
inventor selection decisions. Although we account in our empirical analysis for some dimensions
that may proxy for individual-level absorptive capacity, an extension of our study could focus on
the learning side of knowledge transfer in collaborative R&D. Do firms learn more from partners
when specific inventors are selected? If so, does the knowledge learned from these partners
deplete over time because employees involved in collaboration leave the company?
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Even with these limitations, we see our study as a first step to understanding the role played
by individuals participating in R&D collaborations in the trade-off that firms face when they
decide to engage in alliances. As Oxley and Sampson (2004) put it, when setting up an alliance,
managers have to make a number of decisions: who to collaborate with, the scope of the alliance
and the governance structure to adopt. In this paper, we suggest that managers make another
relevant decision when defining a collaboration strategy: which inventors to allocate to the
alliance.
Chapter 2
The Bright Side of Financial
Derivatives: Options Trading and
Firm Innovation
40
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2.1 Introduction
Innovation is the main driver of growth and the wealth of nations. As emphasized by Porter
(1992, p. 65), “[t]o compete effectively in international markets, a nation’s businesses must
continuously innovate and upgrade their competitive advantages. Innovation and upgrading
come from sustained investment in physical as well as intangible assets.” Given the importance
of innovation for competitiveness, it is a priority to understand those factors that determine
incentives to innovate at the firm level. There has been much debate on the role of financial
markets in promoting innovation. While developed capital markets can improve the efficiency of
long-term resource allocation through their monitoring and disciplining mechanisms, the need to
meet quarterly or annual financial objectives gives rise to adverse externalities that may impair
firms’ incentives to innovate (Holmstro¨m, 1989; Porter, 1992).1
In this paper, we focus on one cornerstone of public equity markets, namely, financial deriva-
tives. Specifically, we study whether the volume of equity options written on the underlying
asset encourages or impedes firm innovation. Since the beginning of the new century, the total
equity options volume traded on U.S. exchanges has grown exponentially, from 676 million con-
tracts in 2000 to over 3,727 million contracts in 2015.2 Unlike stock market listings, where firms
apply, options listings are exogenous to firm decisions; they are made within exchanges. These
exchanges are self-regulating institutions that are members of the Options Clearing Corpora-
tion (OCC), which operates under the jurisdiction of the Securities and Exchange Commission
(SEC) (for exchange-listed options). Because the SEC plays an important role in determining
the eligibility criteria for securities in options trading, this topic is of particular interest to policy
makers.3
Did the significant rise in the volume of trading undermine innovative efforts or did it en-
courage firms to invest in innovation? We argue that for firms that are listed on options markets,
greater trading activity is associated with an increased propensity to innovate. The literature
suggests that active options markets alter incentives for market participants to gather private
information that is especially relevant for long-term investments, and trading on such informa-
tion makes stock prices more efficient (e.g., Cao, 1999; Chakravarty, Gulen, and Mayhew, 2004;
Pan and Poteshman, 2006; Hu, 2014). If stock prices are more efficient, other types of (perhaps
less-informed) investors learn more about the fundamental value of the firm, which reduces some
of the asymmetric information problems connected to R&D. Because prices play an active role
(i.e., managers learn from prices) when investment decisions are made, this should then provide
firm management with more incentives to engage in value-enhancing innovative activities. The
1Laurence D. Fink, Chairman and Chief Executive Officer (CEO) of BlackRock, recently summed this up in
a letter to Standard & Poor’s 500 CEOs that BlackRock invests in (Business Insider, April 14, 2015): “Over
the past several years at BlackRock, we have engaged extensively with companies, clients, regulators and others
on the importance of taking a long-term approach to creating value. We have done so in response to the acute
pressure, growing with every quarter, for companies to meet short-term financial goals at the expense of building
long-term value. This pressure originates from a number of sources–the proliferation of activist shareholders
seeking immediate returns, the ever-increasing velocity of capital, a media landscape defined by the 24/7 news
cycle and a shrinking attention span, and public policy that fails to encourage truly long-term investment.”
2See http://www.optionsclearing.com.
3See Mayhew and Mihov (2004) for initial listing requirements.
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notion that informed agents in financial markets can ameliorate asymmetric information related
to innovative activities is widely recognized in the literature (e.g., Hall and Lerner, 2010; Aghion,
Van Reenen, and Zingales, 2013; He and Tian, 2013).4
In this paper, we focus on whether options trading spurs firm innovation in the context
of R&D-intensive industries. We believe that these firms provide an ideal research setting for
our study. For firms that invest more heavily in R&D, innovation is a core component of their
competitive strategy, but they might also be forced to make only partial disclosure and be subject
to a larger degree of information asymmetry (Bhattacharya and Ritter, 1983; Anton and Yao,
2002). It follows that these firms are more likely to be undervalued by equity holders and have
a greater exposure to hostile takeovers (Stein, 1988). Moreover, survey evidence obtained by
Graham, Harvey, and Rajgopal (2005) shows that managers in technology-intensive industries
are more prone to sacrifice long-term sustainability to meet desired short-term earnings targets,
relative to managers in other industries, due to their personal wealth and career concerns.
Those authors explain that meeting earnings benchmarks (particularly the earnings in the same
quarter of the previous year) helps to maintain a firm’s current stock price. Taken together, if
the enhanced informational efficiency induced by options leads to better monitoring by reducing
information asymmetries, making firms more willing to invest in innovation, we claim that this
mechanism is particularly relevant for firms operating in R&D-intensive industries.
To test this conjecture, we assemble a rich and original data set containing time-varying in-
formation on standard measures of innovation based on U.S. patent data, R&D, options trading,
governance, etc. To approximate the total annual dollar options volume, we use the approach
proposed by Roll, Schwartz, and Subrahmanyam (2009). We run panel data regressions on a
sample of 548 publicly traded U.S. firms during the period from 1996 to 2004. This sample
consists of large firms that are active in five broadly defined high-tech sectors, where we ob-
serve high patenting propensities, and patents have been recognized as a meaningful indicator
of innovation at the firm level (as explained in Section 2.3).
Our baseline test reveals a positive association between innovation and options trading.
Options trading has a positive impact on R&D spending but a larger positive effect on the
quality and/or productivity of R&D (i.e., citations per dollar of R&D invested). These results
are robust to using alternative subsamples, alternative measures of innovation, the inclusion of
a wide range of control variables, lagged explanatory variables, and several econometric models.
While these findings are consistent with the beneficial effect of the production and aggregation
of information in options markets, we have concerns that our results could be biased if informed
agents trade on the basis of unobservable characteristics that are correlated with options volume
and innovation. We account for such selection issues by weighting sample observations using
their propensity score of having high levels of options trading and by estimating two-stage least
squares (2SLS) models using moneyness and open interest as instrumental variables. Overall, our
4If we believe that informed agents can reduce information asymmetries related to innovative activities and
that the stock market is an efficient resource allocation mechanism, then the “prospective role” (Dow and Gorton,
1997) whereby stock prices provide managers with information relevant for investment decisions could generate the
same prediction. Our focus on the disciplining role of stock prices (as in Holmstro¨m and Tirole, 1993) is a natural
choice for understanding the role of options trading in innovation, although we consider the two approaches to be
complementary.
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identification tests suggest that the positive correlation between options trading and innovation
is not simply driven by self-selection.
We extend these baseline results in two main directions. First, we examine the link between
options trading and three measures of innovative direction: (i) a measure based on the diversity
of patents applied for by the firm across technological classes, (ii) the Hall, Jaffe, and Trajtenberg
(2001) measure of patent originality, and (iii) a measure of risk-taking behavior based on the
standard deviation of citations received across patents. The results suggest that more active
option markets are associated with a change in direction and not just an increase in R&D
spending and productivity.
Second, we attempt to identify the underlying economic mechanism through which this link
occurs. Our results could be explained by two hypotheses. On the one hand, the results could be
driven by the reasoning that poorly governed managers prefer to avoid the difficult decisions and
costly efforts associated with innovation and that the information conveyed by more active op-
tions markets “forces” managers to innovate if they are a priori reluctant to do so [i.e., managers
prefer the quiet life as in Bertrand and Mullainathan (2003)]. On the other hand, the results
could be consistent with the prediction that increased monitoring “shields” managers against
those reputational consequences [i.e., career concerns as in Holmstro¨m (1989, 1999)] that are
more likely to occur when managers invest in innovation. Potential consequences occur because
innovation involves a high probability of failure, and the innovation process is unpredictable and
idiosyncratic, with many future contingencies that are impossible to foresee. In line with recent
evidence obtained by Aghion, Van Reenen, and Zingales (2013) in the context of institutional
investors, we find strong support for the career concerns story. We show that the positive effect
of options trading on innovation is more pronounced when product market competition is more
intense, when CEOs are less “entrenched,” and for younger CEOs. Moreover, we provide evi-
dence that the positive effect of more active options markets on innovation is magnified for firms
that face a decline in profitability and remains substantial even after accounting for executive
compensation schemes.
Although we follow standard procedures in using patent counts weighted by forward citations
as a proxy for innovation, we must admit that one of the main limitations of our study is
that we cannot completely exclude the possibility that our results may be partially driven by
managerial signaling motives. This is because one common disadvantage in studies based on
patents is that the latter are an indirect measure of innovation and contain no information on
non-patentable inventions or inventions held in secrecy. We believe, however, that limiting our
study to industries in which patenting represents the most important mechanism used by firms
to protect their intellectual property for appropriability and/or strategic reasons mitigates such
concerns.
While there is a growing literature that links a variety of financial market characteristics to
innovation, to the best of our knowledge, such an analysis of the relationship between options
trading and innovation has not previously been undertaken. Empirical studies have exam-
ined, for instance, the effect of institutional ownership on innovation (Aghion, Van Reenen,
and Zingales, 2013), analyst coverage (He and Tian, 2013), credit supply (Amore, Schneider,
and Zˇaldokas, 2013), stock liquidity (Fang, Tian, and Tice, 2014), leveraged buyouts (Lerner,
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Sorensen, and Stro¨mberg, 2011), investors’ failure tolerance (Tian and Wang, 2014), the decision
to go public (Bernstein, 2015), and the development stage of financial markets (Hsu, Tian, and
Xu, 2014). There is very little research on the role played by options (or more general financial
derivatives) in the R&D process of publicly traded firms.
However, there is another paper that examines the possibility that active options markets
are beneficial to the firm. Specifically, Roll, Schwartz, and Subrahmanyam (2009) find that
options trading activity increases firm value through its impact on price informativeness. How-
ever, because greater informational efficiency tends to make an asset more valuable because it
reduces the risk of investing in it, these results require further examination. Although several
other studies also conclude that resources are allocated more efficiently if prices convey more
information, which in turn leads to greater firm value (e.g., Khanna, Slezak, and Bradley, 1994;
Dow and Gorton, 1997; Subrahmanyam and Titman, 1999; Durnev, Morck, and Yeung, 2004;
Chen, Goldstein, and Jiang, 2007), there is little empirical evidence of this effect on innovation.
We view our study as complementary to Roll, Schwartz, and Subrahmanyam (2009) because
we take option markets’ effect on prices as given and aim to explain how this influences firms’
incentives to innovate. Thus, the main contribution of our paper is to provide a direct link
between options trading and the extent to which the firm allocates resources to innovation.
The remainder of the paper is organized as follows. Section 2.2 discusses the related literature
in greater detail. Section 2.3 describes the sample, the measurement of variables, and descriptive
statistics. In Section 2.4, we present our main results. In Section 2.5, we discuss the underlying
mechanism through which options trading may affect innovation. Section 2.6 concludes the
paper.
2.2 Related literature
Our paper borrows from different strands of the literature. Our starting point is the recog-
nition that options stimulate informed trades and that the informational benefit of options
depends on the trading volume. Almost 40 years ago, Ross (1976) was the first to argue that
options trading can convey important information in a market with information asymmetry by
expanding the contingencies that are covered by traded securities. Apart from reducing infor-
mation asymmetry, Black (1975) notes that informed traders could use options markets as an
alternative venue for trading because option contracts provide higher leverage. Easley, O’Hara,
and Srinivas (1998) argue that options can be more attractive for informed traders because the
availability of multiple contracts confronts uninformed traders with substantial challenges. In a
similar vein, Cao (1999) suggests that agents with private information should be able to trade
more effectively on their information in the presence of options, thereby improving price infor-
mativeness. Moreover, options are a mechanism for trading on information about future equity
volatility, which allows investors with information about stock price volatility to benefit from
options (Ni, Pan, and Poteshman, 2008). These notions are further supported by Chakravarty,
Gulen, and Mayhew (2004) and Pan and Poteshman (2006), who find that options order flows
contain information about the future direction of the underlying asset. More recently, Hu (2014)
shows that an options-induced imbalance significantly predicts future stock returns. Taken to-
gether, these works provide strong support for the conjecture that informational efficiency may
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be greater in the presence of options.
A firm’s informational benefit from options, however, should depend on the volume of options
traded, beyond the presence of an options market on the firm’s stock per se (as in Roll, Schwartz,
and Subrahmanyam, 2009). For example, due to the maxim that “liquidity attracts liquidity,”
informed agents would be more willing to trade on their private information in markets with
high trading volume because they are able to camouflage their trades (Kyle, 1985; Glosten and
Milgrom, 1985). In contrast, if informed traders perceive a low-liquidity options market, they
optimally desist from trading, and this belief becomes self-fulfilling (Admati and Pfleiderer, 1988;
Chowdhry and Nanda, 1991). It follows that the enhancement of the benefit from listing should
be directly related to whether the market for the listed options has sufficient volume because
then informed traders would be more active.
Second, our paper builds on the literature that interacts information production (i.e., price
informativeness) with investment decisions in firms. The idea that the production and aggrega-
tion of information as a consequence of trading between speculators and investors can be useful
for the provision of incentives in firms is a relatively recent one. Specifically, Holmstro¨m and
Tirole (1993) and Faure-Grimaud and Gromb (2004) examine the role of price informativeness
in disciplining managers and providing incentives to insiders to engage in value-increasing ac-
tivities. Dow and Gorton (1997) show that, in equilibrium, the information contained in stock
prices can be used to guide investment decisions because managers are compensated based on
future stock prices. Subrahmanyam and Titman (1999) study a setting in which investors may
obtain information unavailable to firm insiders that is useful in making investment decisions.
They show that if such information is freely available to outsiders, the firm chooses to go public.
Empirically, for example, Durnev, Morck, and Yeung (2004) show that U.S. industries and firms
exhibiting larger firm-specific return variation make better capital budgeting decisions. The
findings in Chen, Goldstein, and Jiang (2007) suggest that firm managers learn from private
information concerning their own firms’ fundamentals contained in stock prices by incorporating
stock price information into corporate investment decisions. Foucault and Gehrig (2008) show
that cross-listing enables firms to obtain more precise information on the value of their growth
opportunities, which allows managers to make better investment decisions. Finally, Ferreira,
Ferreira, and Raposo (2011) provide evidence that if prices are more efficient, the stock market
is able to play a monitoring role that can reinforce internal and external monitoring mechanisms,
although the sign of this relationship is ambiguous (i.e., they can interact as either complements
or substitutes).
Our particular focus is on how the enhanced informational efficiency induced by options
affects managerial incentives to invest in innovation. Stein (1989) shows that even in rational
capital markets, firms take actions to improve current earnings at the expense of lower future
earnings in an attempt to misguide the market. Shleifer and Vishny (1990) offer a different
argument that leads to the same conclusion. Because arbitrage is cheaper for short-term assets
than for long-term assets, the latter must be more mispriced in equilibrium for net returns to be
equal. It follows that managers may forgo investment opportunities in long-term projects because
the uncertainty of these assets can take a long time to disappear. The empirical literature offers
evidence consistent with managerial short-termism in publicly traded firms. For example, Asker,
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Farre-Mensa, and Ljungqvist (2015) find that compared to unlisted firms, listed firms tend to
invest less and their investment levels are less sensitive to changes in investment opportunities.
Bushee (1998) shows that firms are more prone to cut R&D in response to a decline in earnings
when a very large proportion of institutional owners are investors that often trade in and out of
individual stocks.
Based on the streams of literature reviewed above, we argue that a potential solution to the
distortion of innovative investment due to agency problems is active options markets. The intu-
ition is the following. In the presence of option market participants who engage in monitoring,
informed agents move the stock price toward the fundamental value and thus cause it to more
closely reflect the effort exerted by the manager to enhance long-term risky investment decisions.
Because other financial market participants (especially firm investors) may have difficulties in
properly evaluating managerial investment decisions in innovation (Stein, 1988), they can use
stock prices as a signal of whether informed traders agree or disagree with the allocation of
corporate resources and can decide whether to take action (as in Edmans and Manso, 2011).
For example, if investors discover that the manager is good despite bad public information, they
will be more willing to retain their shares because they will expect higher returns. Alterna-
tively, they can directly use the threat of disciplinary trading and sell more given the discovery
of negative information, causing the stock price to decline.
2.3 Data and methods
We examine the effect of options trading on innovation in the context of publicly traded U.S.
firms in the following five industries: (i) pharmaceuticals (Standard Industrial Classification
[SIC] code 283), (ii) industrial and commercial machinery and computer equipment (35), (iii)
electronics and communications (36), (iv) transportation equipment (37), and (v) instruments
and related products (38). A trade-off made in the design of our study was to limit the sample
to these five industries and not to consider the entire manufacturing universe. We ensured that
these industries represent a broad spectrum.5 Nevertheless, we exercised caution in selecting
these specific industries for several reasons. First, R&D has been and continues to be vital for the
long-run competitive advantage of firms operating in these industries. In fact, these sectors have
the highest ratio between R&D expenditure and net sales among all industries (Organisation
for Economic Co-operation and Development, 2013). Second, these industries also form an
apt context because of how they protect and document their inventions. Patenting (on which
our dependent variables are based) is an important mechanism to protect intellectual property
(Levin, Klevorick, Nelson, Winter, Gilbert, and Griliches, 1987) and firms tend to patent most
patentable inventions. In particular, Mansfield (1986) shows that our sample industries are
characterized by high patenting propensities relative to most other industries. Third, patents
are a meaningful measure of innovation in these industries. The association between patents
and technological innovation is likely to be stronger in industries in which patents provide
5In 2004, these industries collectively included approximately 35% of all publicly traded U.S. manufacturing
firms drawn from the Compustat database.
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firms with fairly strong protection of their intellectual property.6 Acs, Anselin, and Varga
(2002) conclude that the measure of patented inventions provides a fairly good, although not
perfect, representation of innovative activity in these five industries. Therefore, patents have
been extensively used in earlier research to understand the innovation processes of firms within
these industries (e.g., Katila and Shane, 2005; Coad and Rao, 2008; Rothaermel and Alexandre,
2009).
We use firm-level data on innovation and options trading from several data sources. Our
starting point is the Compustat universe, which contains detailed information on all U.S. publicly
listed firms since the mid-1950s. We identified all firms traded on NYSE, Amex, or Nasdaq with
accounting data available between 1996 and 2004. To mitigate backfilling bias, we require
firms to be listed on Compustat for three years before including them in the sample. Our
main Compustat items are sales (SALE); a capital-labor ratio constructed from the net stock
of property, plant, and equipment (PPENT) and the number of employees (EMP); and R&D
expenditure (XRD). R&D is used to create R&D capital stocks, calculated using a perpetual
inventory method with a 15% depreciation rate following the method described in Hall, Jaffe,
and Trajtenberg (2005).
Firm-level patent data are obtained from the latest version of the National Bureau of Eco-
nomic Research (NBER) Patent Citation database, which contains approximately three million
patents granted by the United States Patent and Trademark Office (USPTO) and citation infor-
mation from 1976 to the end of 2006 (Hall, Jaffe, and Trajtenberg, 2001; Jaffe and Trajtenberg,
2002).7 We use patents that are ultimately granted, dated by the year of application, which
approximates the year when the invention was completed because the patent system provides
incentives to file quickly. To match Compustat firms with U.S. patent assignee codes, we begin
with the name-matching tool of Bessen (2009) and then search by hand for variations on the
names in our panel. Our sample ends in 2004 because many patent applications filed in the later
years (i.e., 2005 and 2006) might still be under revision (Hall, Jaffe, and Trajtenberg, 2001).
For data on options trading, we use OptionMetrics. This database contains information on
the daily number of contracts traded for each individual put and call option on U.S. publicly
listed equities, along with daily closing bid and ask prices from 1996 onwards. The sample
is selected to include firms with positive options volume to maintain comparability, as firms
without options listings tend to be small (Mayhew and Mihov, 2004) with different structural
relationships between innovation and the right-hand variables.8 To approximate the total annual
dollar options volume, we use the approach in Roll, Schwartz, and Subrahmanyam (2009).
Specifically, for each stock, we first multiply the total trade in each option by the end-of-day
quote midpoint for that option and then aggregate this number annually across all trading days
and all options listed on the stock.
6Strictly speaking, patents are inventions. As Freeman and Soete (1997, p. 22) note, they represent “[...] an
idea, a sketch or a model for a new improved device, product, process or system. Such inventions may often (not
always) be patented but they do not necessarily lead to technical innovations.”
7See https://sites.google.com/site/patentdataproject.
8For example, Acs and Audretsch (1988) show that small firms spend disproportionately less on R&D, but
they appear to benefit more from R&D investments, suggesting they are more efficient at R&D than their larger
counterparts.
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To calculate other control variables and the variables used for exploring underlying mecha-
nisms, we collect institutional ownership information from Thomson Reuters’ CDA/Spectrum
Institutional Holdings data set (SEC Form 13F), corporate governance information from the
RiskMetrics database, analyst coverage data from the Institutional Brokers’ Estimate System
(I/B/E/S) database, CEO age and compensation from ExecuComp, stock price information
from the Center for Research in Security Prices (CRSP), intraday trades and quotes for con-
structing stock illiquidity measures from the Trade and Quote (TAQ) database, and information
on each firm’s alliances and joint ventures from the Securities Data Company (SDC) Platinum
database.
These data sets do not overlap perfectly; thus, our baseline regressions run from 1996, the
first year for which options trading data are available, to 2004, the last year when we can
realistically construct innovation measures based on patent data. Although the exact number of
observations depends on the specific regression, the baseline sample for which we estimate the
equations contains 3,271 observations of 548 firms.9
2.3.1 Dependent variables
Our primary measure of innovation is a future citation-weighted count of U.S. patents. We
prefer patents weighted by citations as an indicator of innovative “output” over simple counts
because patent citations can better reflect the technological and economic “importance” or
“value” of the underlying invention (Trajtenberg, 1990; Albert, Avery, Narin, and McAllister,
1991). Specifically, the use of patent citations exploits the fact that patent applications must
acknowledge “prior art,” in which light they need to meet the requirements for patentability,
i.e., U.S. patent law requires an invention to be novel, non-trivial, and susceptible to industrial
application for a patent to be granted (35 U.S. Code §102).10 These citations serve an important
legal function because they can delimit the scope of the property rights awarded to the inventor.
U.S. patent applicants are legally required to disclose any knowledge upon which their inventions
are based. This prior art is typically referenced through citations provided by patent applicants
(inventors or their lawyers) and patent examiners. Because of this important legal function, the
economics of innovation literature has frequently used the number of forward citations received
by a patent as an indirect measure of its value (e.g., Pakes and Griliches, 1980; Harhoff, Narin,
Scherer, and Vopel, 1999; Aghion, Bloom, Blundell, Griffith, and Howitt, 2005; Hall, Jaffe,
and Trajtenberg, 2005; Aghion, Van Reenen, and Zingales, 2013). To control for the fact that
citation counts are inherently truncated, we employ three strategies. First, we estimate until
2004, allowing for a two-year window of forward citations for the last cohort of patents in the
data. Second, we include a full set of time dummies, which accounts for the fact that patents
taken out later in the panel have less time to be cited than patents taken out earlier in the panel.
9Our sample faces another restriction from the overall Compustat database. Because our preferred regressions
use firm fixed effects, we condition our sample on firms that received at least one citation and had at least two years
of non-missing data for all variables between 1996 and 2004. Thus, we drop firms from the Compustat/USPTO
match that patented prior to 1996 but not in the 1996–2004 period, and of those that did patent, we drop those
that did not receive citations.
10See https://www.uspto.gov/web/offices/pac/mpep/mpep-9015-appx-l.html.
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Third, we also perform our estimations using simple unweighted patent counts.11
We consider several additional innovation metrics. First, we use R&D expenditure as a
measure of innovation inputs. Because more than 50% of firms in the entire Compustat database
do not report R&D expenditures, we follow common practice in the literature by replacing
missing values with zeros, although we obtain similar results when we drop these observations
or interpolate over any gaps of three years or less.12 Second, given that self-citations may differ
from other citations in various ways (Hall, Jaffe, and Trajtenberg, 2005), we weight patents by
the number of non-self forward citations. Finally, in a series of extensions, we examine changes
in the direction of innovative efforts. To proxy for the direction of a firm’s activities in its
innovative process, we use the diversity of activities (i.e., the dispersion of the firm’s patent
portfolio across technological classes), originality-weighted patent counts (i.e., the dispersion of
backward citations across technological classes), and a measure of risk-taking (i.e., the standard
deviation of forward citations across patents).
It is important to note, however, that using patent data to measure innovation also has
limitations. In particular, not all firms patent their inventions because some inventions do not
meet the patentability criteria, and others are not patented for strategic reasons. Moreover, firms
differ in their patenting propensity, and the degree to which these factors are problematic varies
substantially across industries (e.g., Levin, Klevorick, Nelson, Winter, Gilbert, and Griliches,
1987; Cohen and Levin, 1989; Griliches, 1990). We believe that limiting our study to specific
industries in which patents are a meaningful indicator of technological activities reduces such
concerns because other factors that may affect patent propensity are relatively stable within such
a context (Cohen and Levin, 1989; Griliches, 1990). Because firms may differ in their patenting
propensity for unobserved reasons even in R&D-intensive industries, we treat this problem as
one of unobserved heterogeneity across industries and firms and control for such variations in
our statistical analysis.13
2.3.2 Descriptive statistics
Table 2.1 provides summary statistics of the main variables used in this study.14 Our sample
firms are large: $494 million in net sales at the median and 2,400 employees. On average, a firm
in our sample has 62 granted patents per year and subsequently receives 294 citations for its
11We also experimented with adjusted citations, taking into account systematic differences in the number of
citations each patent receives across application year and technological class (Hall, Jaffe, and Trajtenberg, 2001).
This delivers very similar results to the unadjusted citation results presented here.
12Note that the fact that a firm does not report R&D expenditures in its financial statement does not necessarily
imply that the firm is not engaging in R&D. Because this information is public, a firm could decline to report for
strategic reasons.
13For example, one concern might be that our analysis includes firms in “complex” (i.e., SIC codes 35, 36, 37, and
38) and “discrete” industries (i.e., pharmaceuticals; SIC code 283) in the sense proposed by Cohen, Nelson, and
Walsh (2000). The authors define complex (discrete) industries as those in which a given technology is protected
by many (few) patents. One might therefore observe a lower number of patents generated by firms in discrete
industries, but this does not necessarily imply that these firms are less innovative. Moreover, one may argue
that our industry classification is too broad to isolate, for example, the role of highly innovative biotechnology
companies within the pharmaceutical industry. We account for this potential bias in our regressions by using the
most detailed industry classification available (i.e., four-digit SIC code).
14Descriptive statistics for all other variables used throughout the course of our study are in the Appendix,
Table A.16.
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patents, which is comparable to previous studies (e.g., Aghion, Van Reenen, and Zingales, 2013).
The citation series is highly skewed, with a median of 15. Due to the right-skewed distribution
of cite-weighted patents, we use the natural logarithm as the main innovation measure in our
analysis. To avoid losing firm-year observations, we add one to the actual values when calculating
the natural logarithm. The options volume measure has a mean value of $157 million and a
median value of $8.5 million. Regarding the other variables, an average firm invests $287 million
in R&D, approximately 51% of shareholders are institutional investors, the average firm’s return
on assets is 9%, and 22.5 years have passed since its inclusion in Compustat.
Table 2.1
Descriptive statistics
Mean StdDev Min Median Max Observations Source
Cite-weighted patents 294 1,181 0 15 18,950 3,271 USPTO
Patents 62.4 185 0 7 2,355 3,271 USPTO
Non-self cite-weighted patents 233 906 0 12 17,188 3,271 USPTO
Originality-weighted patents 30.8 89.3 0 4.0 1,158 3,245 USPTO
Std. dev. of patent citations 4.9 6.0 0 2.8 66.5 2,382 USPTO
Innovative diversity 0.62 0.21 0 0.67 0.94 1,526 USPTO
Options volume (in $m) 157 700 0.0002 8.5 15,135 3,271 OptionMetrics
Moneyness 0.29 0.17 0.06 0.25 2.4 3,271 OptionMetrics
Institutional ownership (in %) 50.7 27.5 0 56.8 100 3,271 CDA/Spectrum 13F
Fixed capital (in $m) 1,013 3,913 0.04 105 84,101 3,271 Compustat
Employees (in 000s) 15.2 34.8 0.01 2.4 372 3,271 Compustat
Sales (in $m) 3,968 11,841 0.004 494 171,652 3,271 Compustat
Firm age 22.5 15.5 3 16 55 3,271 Compustat
R&D (in $m) 287 811 0 39.4 12,183 3,271 Compustat
1 - Lerner index 0.86 0.04 0.76 0.87 0.96 3,271 Compustat
Profits/Assets 0.09 0.17 -1.4 0.12 0.62 3,271 Compustat
CEO age 55.6 7.6 32 56 89 1,996 ExecuComp
CEO vega (in $000s) 158 292 0 73.7 4,578 1,845 ExecuComp
CEO delta (in $000s) 762 1,695 0 295 34,647 1,845 ExecuComp
Governance index 9.0 2.7 2 9 16 921 RiskMetrics and
Gompers et al. (2003)
As a preamble to our main analysis, we provide the results of non-parametric regressions
that consider the relationship between our innovation measures and options trading. Fig. 2.1
presents the results. In both panels, we show a line for the local linear regression estimated by
the lowest smoother with a bandwidth of 0.8. Panel A displays the non-parametric relationship
between the natural logarithm of (one plus) the number of patents granted (unweighted patent
counts) and the natural logarithm of options volume. Panel B replicates the graph but uses our
primary measure of innovation, the natural logarithm of (one plus) forward citation-weighted
patent counts. As can be seen, the correlation between innovation and options trading is clearly
positive and appears to be monotonically increasing across options volume.
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Fig. 2.1. Non-parametric regressions of innovation and options volume
2.3.3 Specification
Our main econometric models focus on the relationship between future cite-weighted mea-
sures of innovative activity and options trading. We estimate the following model using ordinary
least squares (OLS):
Yi,t = α+ βOi,t + γZi,t + δt + λi + εi,t (2.1)
where i indexes firms and t indexes time. The dependent variable, Yi,t, is the natural logarithm of
(one plus) the number of cite-weighted patents. The options trading measure, Oi,t, is measured
for firm i over its fiscal year t as the logarithmic transformation of the options volume, although
similar results are also obtained using the untransformed variable. Because both innovation and
options activity are in logarithmic form, the coefficient on O gives us the elasticity of innovation
to options trading. δt are time dummies that account for intertemporal variation that may
affect the relationship between options trading and innovation and λi is a firm fixed effect that
controls for unobserved time-invariant firm heterogeneity. Because innovation metrics are likely
to be autocorrelated over time, all of our models will allow the standard errors to have arbitrary
heteroskedasticity and autocorrelation (i.e., clustering standard errors by firm). The vector Zi,t
contains a range of control variables. Specifically, in our main regressions, we condition on firm
size (Sales), capital-labor ratio (K/L), and deflated R&D stock, as suggested by the literature
on patent production functions (e.g., Pakes and Griliches, 1980; Hausman, Hall, and Griliches,
1984). The model of Aghion, Van Reenen, and Zingales (2013) shows that innovative activities
are affected by institutional ownership; we include the percentage of shares held by institutional
investors (InstOwn). We also control for a firm’s Age in the baseline model, measured as the
number of years since the inclusion of the firm in Compustat.
When a firm’s R&D stock is included in Z, we can interpret the equation as a “production
function” that relates past R&D investments to innovative outputs. It follows that in this
specification, β gives us the effect of options trading activity on the productivity of R&D,
measured by forward cite-weighted patent counts per R&D dollar invested. Note that we also
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estimate models that omit the R&D stock from Z, and hence, β indicates the combined impact
of changes in R&D stocks and innovative productivity.
Finally, λi, the fixed effects term, is introduced into the models using the “pre-sample mean
scaling” estimator of Blundell, Griffith, and Van Reenen (1999). Essentially, we exploit the
fact that we have a long pre-sample history of a firm’s innovative activities and construct pre-
sample averages of the dependent variables.15 This initial condition can proxy for unobserved
heterogeneity if the first moments of the variables are stationary. Monte Carlo simulations show
that this pre-sample mean scaling estimator performs well compared to alternative econometric
estimators for dynamic panel data models with a long panel for innovations but only a short
panel for the explanatory regressors.
2.4 Empirical results
Table 2.2 presents our first set of regression results. Columns 1 through 4 report the OLS
estimates with the dependent variable Ln( 1+CITES): the natural logarithm of (one plus) the
number of citation-weighted patents for issued patents applied for in year t. Due to the count-
based nature of citation and patent data, we also use count-based regression models, such as the
Negative Binomial (NB). Columns 5 through 8 report NB regressions. Across all the columns
of Table 2.2, the coefficient estimates on Ln(Optvol) are positive (ranging between 0.118 and
0.244) and both economically and statistically significant. For example, the coefficient of 0.118
in column 4 suggests that a 200% increase in the dollar volume of options traded (e.g., from
the median of $8.5 million to $25.5 million) is associated with a 24% increase in cite-weighted
patents (e.g., from the median of 15 to 19).16
We begin in column 1 with OLS regressions of Ln( 1+CITES) on options trading with con-
trols for InstOwn, Ln(K/L), Ln(Sales), Ln(Age), four-digit industry dummies, and time dum-
mies. Consistent with the bivariate relationships in Fig. 2.1, there is a positive and significant
association between innovation and options volume. Column 2 includes the controls for fixed ef-
fects (which are highly significant), and these substantially reduce the coefficient on Ln(Optvol)
from 0.232 to 0.148. In columns 1 and 2, the options volume coefficient measures the combined
impact of changes in R&D productivity (more innovative output per dollar of R&D invested)
and innovative intensity (greater spending on innovation). In column 3, we add the natural
logarithm of each firm’s deflated R&D stock, and hence the equation becomes a production
function, where β indicates the innovative premium of options trading per dollar of R&D. As
expected, the coefficient on Ln(R&D stock) shows a very robust positive association with patent
citations. The coefficient on options volume also declines by approximately 32%, from 0.232 to
0.158, indicating that the main effect of options trading operates by impacting R&D productiv-
ity rather than by stimulating more R&D spending. Column 4 presents the full model, which
includes the controls for fixed effects. As before, this reduces the options volume coefficient from
15We estimate from 1996 and use the information on patenting between 1976 and 1995 to construct the pre-
sample means.
16In the sample period between 1996 and 2004, the trading volume for our firms rose by 188%, and thus 200%
is a reasonable change to consider.
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0.158 to 0.118.17 The final four columns of Table 2.2 repeat the main OLS specifications but
use NB models. Our findings are similar.
Table 2.2
Options volume and innovation
Method OLS NB
Dependent Var. Ln(1+CITES) CITES
(1) (2) (3) (4) (5) (6) (7) (8)
Ln(Optvol) 0.232∗∗∗ 0.148∗∗∗ 0.158∗∗∗ 0.118∗∗∗ 0.244∗∗∗ 0.157∗∗∗ 0.163∗∗∗ 0.121∗∗∗
(0.027) (0.022) (0.025) (0.022) (0.026) (0.022) (0.026) (0.021)
InstOwn -0.229 -0.139 -0.046 -0.048 -0.211 -0.127 0.093 0.064
(0.200) (0.165) (0.178) (0.158) (0.228) (0.188) (0.206) (0.177)
Ln(K/L) 0.065 -0.004 0.102∗ 0.026 0.224∗∗ 0.075 0.260∗∗∗ 0.110
(0.070) (0.056) (0.061) (0.053) (0.097) (0.074) (0.083) (0.067)
Ln(Sales) 0.395∗∗∗ 0.266∗∗∗ 0.141∗∗∗ 0.140∗∗∗ 0.399∗∗∗ 0.293∗∗∗ 0.159∗∗∗ 0.142∗∗∗
(0.046) (0.036) (0.053) (0.041) (0.044) (0.035) (0.048) (0.040)
Ln(Age) 0.115 -0.037 -0.051 -0.109 -0.062 -0.136 -0.266∗∗∗ -0.213∗∗
(0.106) (0.087) (0.096) (0.083) (0.109) (0.098) (0.101) (0.094)
Ln(R&D stock) 0.462∗∗∗ 0.262∗∗∗ 0.486∗∗∗ 0.302∗∗∗
(0.058) (0.046) (0.047) (0.042)
Firm fixed effects No Yes No Yes No Yes No Yes
Observations 3,271 3,271 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS and NB panel regressions of firms’ patents weighted by the number
of forward citations (CITES) on options volume (Optvol) and other firm-level control variables. Firms in
all columns: 548. Robust standard errors are clustered by firm (in parentheses). All regressions control
for a full set of four-digit industry dummies and time dummies. The time period is 1996 – 2004 (with
citations up to 2006); fixed effects are based on including pre-sample means of the dependent variable as
proposed by Blundell, Griffith, and Van Reenen (1999). ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
2.4.1 Alternative innovation measures
In Table 2.3, we ask whether our results are driven by greater innovation output (more
patents) or greater innovation input (more R&D expenditure) and whether our results are robust
to the exclusion of self-citations. We find support for all three effects.
Columns 1 and 2 report the regression results from replacing the dependent variable of cite-
weighted patents with raw patent counts. We observe a pattern for the coefficient of options
trading activity that is very similar to that in our baseline models (i.e., columns 3 and 4 of
Table 2.2). We observe a positive and significant coefficient estimate of Ln(Optvol) that declines
substantially after we introduce time-invariant, firm-specific innovation determinants into the
regressions. The effect, however, remains economically and statistically significant. For example,
the coefficient estimate in column 2 implies that an increase in options volume of 200% leads to
roughly two additional patents filed by the median firm in our sample. Given that the median
firm files for seven patents, this is a significant increase.
The middle two columns examine the association between options trading activity and R&D
investment. We remove the deflated R&D stock from this specification because we are interested
in inputs and rely instead on a conditional fixed-effects estimator. In columns 3 and 4, we
17The results are similar if we replace the Blundell, Griffith, and Van Reenen (1999) controls for fixed effects
with the Hausman, Hall, and Griliches (1984) approach. For example, in an identical specification to our main
model in column 4, the coefficient (standard error) on Ln(Optvol) is 0.091 (0.034).
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find that options volume has a significant and positive association with firm R&D investment,
although the magnitude of this effect becomes smaller than that for cite-weighted patents after
we add fixed effects. Thus, focusing on R&D as the only measure of firm innovativeness may
underestimate the importance of options trading.
Columns 5 and 6 of Table 2.3 show that the coefficient estimates on Ln(Optvol) continue
to be positive and significant at the 1% level when we remove self-citations and re-estimate
Eq. (2.1) with the dependent variable replaced by the number of patents weighted by non-self
citations. We find this last result important because the interpretation that our results are
driven primarily by pure managerial signaling behavior (as opposed to pushing the firm toward
more innovation) is difficult to reconcile with our finding that firms with higher levels of options
trading activity generate more forward citations in general and receive more forward citations
from other firms in particular (e.g., compared with an increase in patenting).
Table 2.3
Options volume and alternative innovation measures
Dependent Var. Ln(1+PATS) Ln(1+XRD) Ln(1+NS CITES)
Method: OLS (1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.176∗∗∗ 0.158∗∗∗ 0.268∗∗∗ 0.102∗∗∗ 0.198∗∗∗ 0.157∗∗∗
(0.029) (0.024) (0.029) (0.014) (0.032) (0.028)
InstOwn -0.273∗ -0.213 -0.283∗ 0.017 -0.025 -0.045
(0.154) (0.140) (0.162) (0.102) (0.167) (0.149)
Ln(K/L) 0.101∗∗ 0.043 -0.060 0.080∗∗ 0.094∗ 0.032
(0.051) (0.044) (0.062) (0.031) (0.056) (0.052)
Ln(Sales) 0.144∗∗∗ 0.118∗∗∗ 0.516∗∗∗ 0.240∗∗∗ 0.133∗∗∗ 0.130∗∗∗
(0.046) (0.033) (0.041) (0.034) (0.049) (0.039)
Ln(Age) 0.010 -0.028 0.087 0.605∗∗∗ -0.022 -0.094
(0.079) (0.069) (0.078) (0.151) (0.091) (0.080)
Ln(R&D stock) 0.432∗∗∗ 0.205∗∗∗ 0.431∗∗∗ 0.255∗∗∗
(0.056) (0.043) (0.056) (0.045)
SIC four-digit dummies Yes Yes Yes n/a Yes Yes
Firm fixed effects No BGV No Yes No BGV
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS regressions of firms’ unweighted patent counts
(PATS), R&D expenditure (XRD), and patents weighted by the number of non-self
forward citations (NS CITES) on options volume (Optvol) and other firm-level control
variables. Firms in all columns: 548. Robust standard errors are clustered by firm (in
parentheses). All regressions control for a full set of time dummies. The time period
is 1996 – 2004 (with non-self citations up to 2006); BGV fixed effects controls use the
Blundell, Griffith, and Van Reenen (1999) pre-sample mean scaling estimator. ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01.
2.4.2 Robustness checks
We conduct a rich set of basic robustness tests for our baseline results and discuss the details
of these tests in the Appendix. To summarize, we find that the positive effect of options trading
activity on innovation continues to increase monotonically, is preserved in the two subperiods
during and after the Internet bubble, is robust to alternative proxies for R&D inputs, lagged
options volume, and alternative econometric models that address the right-skewed and non-
negative nature of patent data.
To provide additional insights, we conduct several tests related to our main prediction. To
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save space, these results are tabulated in the Appendix. First, we assess whether our results
are robust to the inclusion of additional (financial) control variables. Although our approach is
to condition on a wide range of firm characteristics (and fixed effects), one could object that
this does not adequately control for observable omitted variables. For example, there may be
concerns that our regressions omit the variable of a firm’s market value, which is correlated
with the number of citations (Hall, Jaffe, and Trajtenberg, 2005). Given that fundamentals that
increase a firm’s value may also increase innovation and because informed traders may be more
likely to trade firms with higher growth opportunities, this may produce a spurious upward
bias in the coefficient on options volume.18 Similarly, He and Tian (2013) and Fang, Tian,
and Tice (2014) show that analyst coverage and stock liquidity are important determinants
of firm innovation. To address such concerns, in the Appendix, Table A.8, we augment our
main specification by including stock illiquidity (Illiquidity), leverage (Leverage), stock market-
based firm value (Tobin’s Q), return on assets (ROA), capital expenditures (Capex ), and analyst
coverage (Analyst coverage). However, the coefficients on Ln(Optvol) continue to be positive
and significant at the 1% level, and the magnitude of the coefficient declines only slightly from
the baseline model (i.e., from 0.118 to 0.110).19
Another concern might be that our results are affected by firms’ external knowledge-sourcing
behavior. Because of the increased complexity of the technological and scientific developments
in our focal industries, firms cannot rely solely on internal R&D; they need to (and do) source
knowledge externally to enhance the performance of their innovation process (Cassiman and
Veugelers, 2006). Simultaneously, when prices are more efficient, managers can extract more
information from the market, thereby allowing them to better assess the quality and potential
outcomes of external knowledge acquisition activities.20 To account for this, we include three
alternative variables in our set of controls. Specifically, we use the frequency with which firms
engage in R&D collaborations (i.e., the number of alliances and joint ventures reported in SDC),
the intensity with which firms have sourced external knowledge (i.e., the number of jointly owned
patents divided by the total number of patents), and the acquisition of innovative target firms
(i.e., acquisition expenditure normalized by total assets). We report the results in the Appendix,
Table A.9. We find that the coefficients on Ln(Optvol) continue to be of a very similar magnitude
to those in column 4 of Table 2.2 (except when controlling for collaboration frequency because
we only consider firms that have some information in SDC) and continue to be significant at the
1% level. Overall, this serves as reassurance that our findings are primarily related to internal
R&D investment decisions.
Third, we argue that information asymmetries between the firm and market participants
18The correlation between Tobin’s Q and Ln(Optvol) is positive (0.262) and significant at the 1% level.
19In unreported results, we also consider return volatility, measured by the annualized standard deviation of
daily returns. However, and consistent with the notion in Roll, Schwartz, and Subrahmanyam (2009), the return
volatility variable is not significant. For example, in an identical specification to column 1 in Table A.8 in the
Appendix, the coefficient (standard error) on return volatility is 0.017 (0.012), while the coefficient on Ln(Optvol)
remains positive and significant at the 1% level, with the magnitude of the estimate almost identical to that
reported above.
20Prior studies provide evidence consistent with this argument. For example, Luo (2005) finds that the positive
correlation between announcement date return and the completion of mergers can be attributed to insiders’
learning from outsiders after controlling for common information.
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are especially challenging in R&D-intensive industries (which is one reason that this is our
sample of interest). This is because the nature of firms’ core activities is knowledge-based and
highly opaque, and the fact that there could be a substantial cost of revealing information to
their competitors reduces the quality of the signal they can send about their innovative activities
(Bhattacharya and Ritter, 1983; Anton and Yao, 2002). Thus, if what we are capturing is related
to the informational benefit from options to a firm in reducing asymmetric information problems
related to R&D, then this should be more important for firms that are active in R&D-intensive
industries, relative to cases in which such problems are less (or not at all) present. To reveal
this, we begin by identifying firms with positive options volume and non-missing data on all
other variables that operate in non-R&D-intensive industries, defined as those that are located
in the OECD classification (based on R&D intensities) of low-tech industries (Organisation for
Economic Co-operation and Development, 2011).21 As these firms are very different from our
focal firms, we then apply a matching procedure that relies on a nearest-neighbor matching of
propensity scores (estimated as a function of all firm characteristics, including fixed effects).
After restricting the sample to the common support, we are left with a panel of 1,453 firm-years
in both groups. In column 1 of Table A.10 in the Appendix, we estimate our main specification
on the matched sample, adding a dummy variable for R&D-intensive firms (= 1;0 = non-R&D-
intensive). The coefficient on Ln(Optvol) remains positive (0.120) and statistically significant at
the 1% level, while the coefficient on the dummy is also positive (1.219) and significant at the
5% level. In column 2, we add the interaction of this dummy variable with options volume. The
estimates show that the interaction term, Ln(Optvol) x Dummy for high-tech, is 0.186 and highly
significant, as expected. Most interesting, however, the coefficient on Ln(Optvol) goes toward
zero (0.004) and becomes insignificant once the interaction term is included. Taken literally, this
indicates that there is no effect of options trading activity on innovation in non-R&D-intensive
industries, which is broadly consistent with the story we present. For robustness, we also split
the sample. In column 3, in R&D-intensive industries, the coefficient on options volume is large,
positive, and significant at the 1% level, whereas in column 4, in non-R&D-intensive industries,
the coefficient is smaller and insignificant (0.144 versus 0.070).22
Finally, we perform a small event study that examines the effect of initial option listings on
firms’ innovation performance. To do so, we focus on the subsample of firms that appear for at
least two years before and after the listing event. After excluding firms with multiple listings,
21According to industrial codes of the International Standard Industrial Classification of All Economic Activities
(ISIC Rev.3), the Organisation for Economic Co-operation and Development (2011) classifies manufacturing indus-
tries into four subgroups, high-technology, medium high-technology, medium low-technology, and low-technology,
based on the technology intensity and level of R&D used in these industries.
22Clearly, as detailed in Section 2.3, this approach has the problem that patent and citation data are a less
reliable indicator of innovation in low-tech industries. To address this, we experimented with different subsamples
of non-R&D-intensive firms such as including low- and/or medium low-tech industries and focusing only on those
firms that have nonzero citations in more than 25% or 50% of the years they appear in our sample. Our finding,
however, remains unaltered in all these tests. For example, re-performing the analysis using a matched sample
of firms in low-tech industries that receive citations in more than 50% of the years yields the following results:
we estimate a coefficient on the interaction term of 0.240 (standard error = 0.061) and a coefficient on options
volume of -0.054 (standard error = 0.052) on this subsample of 2,192 observations. If we split this subsample into
R&D- and non-R&D-intensive industries, the coefficient on Ln(Optvol) is large and significant only for firms in
R&D-intensive industries (i.e., a coefficient of 0.130 with a standard error of 0.053 versus a coefficient of 0.023
with a standard error of 0.056).
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we are left with a set of 93 events during the period between 1998 and 2002. Next, we proceed
to construct a dummy variable, Post, that equals one for the post-event period and zero for
the pre-event period. In column 1 of Table A.11 in the Appendix, we augment Eq. (2.1) by
including Post. The within-firm estimator is 0.370 and significant at the 5% level. In terms
of economic significance, this suggests that option listing is associated with a 37% increase in
patent citations in subsequent periods. In our second diagnostic test, we examine the dynamics
of innovation in the years around the listing event. We use a window of eight years and include
in our main specification a set of dummy variables for the three years prior to the year when
the firm was listed and four years after the firm was listed (year zero is the omitted category).
Fig. 2.2 presents the results. Panel A depicts the coefficient estimates on the relative year
dummies for the raw number of patents and Panel B shows them for cite-weighted patents. In
both figures, we find that there is little effect in the first year after listing, but in the following
years the point estimates increase substantially in magnitude with respect to the listing year.
Two conclusions emerge from this analysis. First, it mitigates concerns that options trading
is endogenous due to reverse causality. This is a particular concern when studying innovation
output because it is difficult to address by lagging the explanatory variable. Even if innovation
is regressed on lagged options volume (as is done in the Appendix, Table A.3), it may be that
lagged innovation causes lagged options volume and also causes current innovation. Because we
only consider the first listing (based on the data available to us), it cannot be caused by past
listings. Second, the phenomenon of such delayed effects is consistent with the starting point
of our theory, i.e., that the benefit from options is related to whether the market for the listed
option has sufficient volume because trading volume requires time to build.
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Fig. 2.2. Initial option listing and innovation
2.4.3 Innovative direction
We now employ alternative outcome variables to explore the idea that our baseline results are
not simply driven by greater R&D productivity (more citations per R&D dollar) but are rather
associated with different resource allocation decisions (or innovative directions). To perform
such a test, we use three different measures of the direction of firms’ innovative efforts: (i) an
originality index regarding knowledge inputs, (ii) a measure of risk-taking behavior, and (iii) a
2.4. Empirical results 58
proxy for innovative diversity. The results are reported in Table 2.4. As before, all models are
estimated via fixed effects OLS panel regression using the pre-sample mean of the dependent
variables. We lose some observations in these specifications because in the fixed effects estimator,
we require a firm to have at least some information on the dependent variables in the 1996 –
2004 and pre-sample periods.
In column 1, the outcome variable is an originality-weighted patent count. Originality,
as defined in Hall, Jaffe, and Trajtenberg (2001), is essentially one minus a Herfindahl index
of the concentration of backward patent citations across two-digit technological classes. We
find that the coefficient estimate on Ln(Optvol) is positive and significant at the 1% level,
suggesting that firms with more options trading activity make use of a more diverse set of
knowledge.23 In the next column, we use a measure of risk-taking behavior, i.e., the standard
deviation of forward citations received across patents. The results show that there is a positive
and meaningful relationship between Ln(Optvol) and Ln( 1+SD CITES).24 In column 3, we
introduce the diversity of innovation activities, defined as one minus the Herfindahl index of the
number of patents across classes. The patent portfolio includes all patents of a given firm over
a three-year period. To control for the fact that some firms are engaged in so little innovation
that it may not be meaningful to speak of a diverse (or concentrated) technological direction, we
define a minimum threshold of five patents to filter out such low-innovation firms.25 As shown,
the estimate on Ln(Optvol) is positive and significant at the 10% level, suggesting that firms
with more options trading activity file for a more diverse set of patents.26
Taken together, the results in Table 2.4 reveal that options trading appears to evoke a
change in the direction of innovative efforts and not merely increase the amount of R&D or
patenting; on average, firms with more trading activity produce a more diverse and original set
of activities and are characterized by an increasing willingness to take risk in their innovation
process. We find these results especially intriguing because, intuitively, one may conjecture that
the disciplinary feature of financial markets is to force managers to refrain from engaging in
overly risky projects and to abandon creativity and diversity for efficiency purposes. We take
these results as a starting point to explore the question of why this is the case in Section 2.5.
23The coefficient on options volume continues to be positive and significant when we use NB (coefficient of 0.157
with a standard error of 0.024) and Poisson (coefficient of 0.114 with a standard error of 0.050) specifications.
24Our findings are similar if we use the untransformed variable: the coefficient (standard error) on Ln(Optvol)
is 0.319 (0.085) in column 2 of Table 2.4 when Ln( 1+SD CITES) is replaced by SD CITES.
25We also consider alternate cut-off points of ten, 20, and 50 patents and obtain similar results.
26For robustness purposes, we apply an alternative modeling approach that accounts for the bounded nature of
the dependent variable. Specifically, we employ a double-truncated Tobit model and find similar results for the
coefficient on options trading (i.e., the coefficient is 0.008 with a standard error of 0.004).
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Table 2.4
Options volume and innovative direction
Dependent Var. Ln(1+ORIG.) Ln(1+SD CITES) DIVERSITY
Method: OLS (1) (2) (3)
Ln(Optvol) 0.154∗∗∗ 0.039∗∗∗ 0.007∗
(0.022) (0.010) (0.004)
InstOwn -0.140 0.104∗∗ 0.028
(0.127) (0.052) (0.023)
Ln(K/L) 0.032 -0.022 0.005
(0.037) (0.024) (0.010)
Ln(Sales) 0.086∗∗∗ 0.010 0.027∗∗∗
(0.030) (0.012) (0.007)
Ln(Age) -0.026 -0.082∗∗∗ 0.018
(0.060) (0.029) (0.013)
Ln(R&D stock) 0.159∗∗∗ 0.041∗∗∗ -0.003
(0.040) (0.012) (0.006)
Observations 3,245 2,382 1,526
This table presents estimates of OLS panel regressions of firms’
patents weighted by originality (ORIG.), the standard deviation of
forward citations across firms’ patents (SD CITES), and innovative
diversity (DIVERSITY) on options volume (Optvol) and other firm-
level control variables. See Hall, Jaffe, and Trajtenberg (2001) for a
definition of originality. Diversity is defined as one minus the Herfind-
ahl index of the number of patents across two-digit technological
classes. Firms in columns: 542 in column 1, 455 in column 2, and 362
in column 3. Robust standard errors are clustered by firm (in paren-
theses). All regressions control for a full set of four-digit industry
dummies, time dummies, and fixed effects by including pre-sample
means of the dependent variable as proposed by Blundell, Griffith,
and Van Reenen (1999). ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
2.4.4 Endogeneity of options trading
In this subsection, we address concerns that informed traders select firms on the basis of
characteristics that are observable to the traders but not observable for us. For example, in-
formed investors might decide to trade options on stocks when they anticipate an increase in
innovation. Another problem might be that our measure of options trading activity is noisy.
This is because intraday execution prices are not available over the long sample period. Although
this is mitigated by annual averaging, we are likely to underestimate the effect of options.27
We address these issues in a number of ways. First, we use matching estimators to calculate
the average effect of having high levels of options volume on innovation. Second, we consider
moneyness and open interest as two plausible exogenous instrumental variables and perform
2SLS estimations of the regressions in Table 2.2. Third, we test in Section 2.5 whether our results
are consistent with additional predictions and empirical findings concerning the environment in
27Another issue might be that different types of options provide different signals. Although we could employ
additional data to examine the breakdown of call and put options with different times to maturity, there are no
clear hypotheses. As Roll, Schwartz, and Subrahmanyam (2009) note, while it may be the case that managers
are more likely to act on “good news” than on “bad news,” calls and puts can be bought and sold freely. Thus, in
the absence of information on the signed order imbalance (data we unfortunately lack), disaggregating calls and
puts cannot be unambiguously linked to managerial investment decisions.
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which options trading should have differential effects on innovation.28
Propensity score matching
We begin with propensity score matching (PSM) to determine whether firms with high
trading activity would have innovated at a lower rate had they not had high trading activity. In
the application that follows, we define a high (low) trading activity firm as a firm with options
volume above (below) the yearly median in a given three-digit SIC industry. The PSM technique
is based on the likelihood that an observation would be a high trading activity firm conditional
on observables (Rosenbaum and Rubin, 1983, 1984). We use a probit specification to estimate
the probabilities of being a high trading activity firm (= 1;0 = otherwise) on a comprehensive list
of observable characteristics, including all the independent variables (including the additional
controls), as well as fixed effects. We then use the predicted probabilities, or propensity scores
(stratified by industry and year), from this probit estimation and perform the matching. As
our main matching procedure, we use nearest-neighbor matching that allows each treated firm
to be matched with multiple controls (i.e., four, although our results are robust to any number
of matches between one and five), running the procedure with replacement. However, to ensure
that the results are not sensitive to our choice of matching estimator, we also provide evidence
from kernel and radius matching.
Table 2.5 reports the average treatment effect estimates. The average selection bias (not
tabulated) across all specifications ranges from 3.4% to 4.7%, which means that the results are
reliable. Our findings are in line with those obtained in the previous panel regressions. For
example, the results in columns 1 and 2 suggest that firms with high trading activity produce
70% more patents that subsequently generate 72% more citations per dollar of R&D than firms
with low options volume, all significant at the 1% level. Overall, this suggests that the non-
random assignment of high levels of options trading to more innovative firms (at least based on
observables) does not explain our findings.
28An interesting context for the purpose of our study would be the use of a difference-in-differences estimator
that relies on the exogenous variation in options trading generated by short selling bans or constraints imposed
by regulators during the 2007 – 2009 crisis. Unfortunately, we lack data on patenting during and after the crisis
period.
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Table 2.5
Options volume and innovation–Propensity score matching
Panel A: Panel B: Panel C:
Nearest-neighbor matching Kernel matching Radius matching
Ln(1+CITES) Ln(1+PATS) Ln(1+CITES) Ln(1+PATS) Ln(1+CITES) Ln(1+PATS)
(1) (2) (3) (4) (5) (6)
High Optvol 0.722∗∗∗ 0.704∗∗∗ 0.468∗∗∗ 0.382∗∗∗ 1.155∗∗∗ 1.096∗∗∗
vs. (0.104) (0.092) (0.125) (0.094) (0.072) (0.063)
Low Optvol
Observations 2,130 2,130 2,130 2,130 2,130 2,130
This table presents estimates of differences in firms’ patents weighted by the number of forward citations
(CITES) and unweighted patent counts (PATS) between the treatment group (high levels of options volume)
and the control group (low levels of options volume). The matched sample is constructed using nearest-
neighbor (Panel A), kernel (Panel B), and radius (Panel C) score matching with scores given by a probit
model in which the dependent variable is a dummy variable that equals one if a firm has an options volume
above the yearly median in a given three-digit industry. The propensity score is estimated using the following
firm characteristics: InstOwn, Ln(K/L), Ln(Sales), Ln(Age), Ln(R&D stock), Illiquidity, Leverage, Tobin’s Q,
ROA, Capex, Ln(Analyst coverage), and fixed effects. Firms in columns: 525. Standard errors are obtained
using 200 bootstrap replications (in parentheses). The time period is 1996 – 2004 (with citations up to 2006).
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
Instrumental variable
Our second approach to correct for the potential bias due to selection is an instrumental
variable strategy. Roll, Schwartz, and Subrahmanyam (2009) propose two instrumental variables
that are reasonably exogenous to the relationship between options volume and innovation: (i)
moneyness (i.e., the average absolute difference between the stock’s market price and the option’s
strike price) and (ii) open interest in the stock’s listed options. We focus our analysis on
moneyness, while Table A.12 in the Appendix shows that our results are similar if we use the
total open interest in the stock’s listed options as an alternative.
A good instrument is a variable that is correlated with options trading (this assumption
can be tested) but uncorrelated with our dependent variables except through other independent
variables. That is, the instrument should be a variable that can be excluded from the original list
of controls without affecting the results. As Roll, Schwartz, and Subrahmanyam (2009) argue,
there are several reasons that moneyness is related to options trading. First, informed traders
may be more attracted to out-of-the-money (OTM) options because they offer the greatest
leverage but uninformed agents may prefer in-the-money (ITM) options to avoid overly risky
positions (Pan and Poteshman, 2006). Moreover, volatility traders would avoid deep ITM or
OTM options, as the vega of such options is close to zero. Specifically, Chakravarty, Gulen, and
Mayhew (2004) show that the trading volume by agents speculating on volatility tends to be
concentrated in at-the-money (ATM) options. In sum, these arguments suggest that moneyness
is related to options trading, although they do not establish an unambiguous direction. There is
no reason to believe, however, that (unsigned) moneyness is linked to innovation in any intrinsic
way because exchanges periodically list new options with strike prices close to the stock’s market
price.
As there is no strong rationale for a mechanical link between moneyness and innovation, we
use the average absolute moneyness as an instrument. This variable is measured as the yearly
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average of the daily absolute deviation of the exercise price of each traded option from the closing
price of the underlying asset.29 The correlation of this variable with options volume is 0.326,
which suggests that the instrument is indeed related to options trading, and is consistent with
that reported in Roll, Schwartz, and Subrahmanyam (2009). We implement the instrumental
variable estimator using 2SLS.
Column 1 of Table 2.6 presents the first stage, which regresses options volume on moneyness
(and all other controls). As indicated by the simple correlation, we find that the instrument is
positive and highly significant. Moreover, the first-stage F -stat for the “weak instrument rule of
thumb” is strongly significant (and well above ten), which suggests that the hypothesis that the
instrument can be excluded from the first-stage regressions is rejected and that the instrument
is not weak. Columns 2 and 3 present the coefficient estimates for the second stage, where we
control for endogeneity. Column 2 presents the results with cite-weighted patents as dependent
variables. Consistent with the findings from the OLS specification, the coefficient estimate on
Ln(Optvol) is positive and significant at the 1% level. In column 3, we find a very similar
pattern using unweighted patents as the dependent variable. To provide additional support for
the validity of our instrumental variable approach, we replicate the estimations of Table 2.6 using
open interest as an additional instrument and rely on the Hansen J -statistic. Our instrument
performs adequately in our tests (p-values = 0.93 and 0.31 in identical specifications of columns 2
and 3, respectively), indicating that we cannot reject the null hypothesis of instrument suitability.
To gauge the direction and magnitude of the bias due to the endogeneity of options trading,
we can compare the OLS results from Table 2.2 with those obtained from the 2SLS regressions.
Interestingly, the 2SLS coefficient estimates on Ln(Optvol) are considerably larger (i.e., more
positive) than those of the OLS estimates, although the estimates from both approaches are in
the same direction and statistically significant.30 This OLS bias toward zero could be because
options trading is measured with some error or because omitted variables simultaneously make
firms innovative and more attractive to informed traders. The attitudes and beliefs of CEOs
could be an example of such omitted variables. For instance, overconfident CEOs could attract
more informed traders, while simultaneously, they could also be more likely to pursue innovation
that results in more patents and citations (Hirshleifer, Low, and Teoh, 2012).
29For traded option k on stock j for day d, the absolute deviation is |Ln(Pricej,d/Strikek)|. This is averaged
over all k and d within a year t for each stock j. Options without trades are not included in the calculation of
the moneyness variable. We obtain very similar results if we use volume-weighted average annual moneyness for
each stock j, where each option’s moneyness is weighted by the proportion of total option volume for stock j
contributed by that option.
30For robustness, we also consider the instrumental variable estimator by using the control function approach
(Blundell and Powell, 2004). The coefficient estimate (standard error) on Ln(Optvol) in the control function
estimation was also above the ordinary Poisson estimate (see Appendix, columns 4 and 8 of Table A.1): 0.188
(0.087) for CITES, and 0.165 (0.065) for PATS.
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Table 2.6
Options volume and innovation–Moneyness as instrumental vari-
able
Method OLS 2SLS
(first stage) (second stage)
Dependent Var. Ln(Optvol) Ln(1+CITES) Ln(1+PATS)
(1) (2) (3)
Ln(Optvol) (instr.) 0.180∗∗∗ 0.162∗∗∗
(0.057) (0.062)
InstOwn 1.051∗∗∗ -0.033 -0.259∗
(0.224) (0.179) (0.134)
Ln(K/L) -0.365∗∗∗ 0.095 0.061
(0.080) (0.067) (0.050)
Ln(Sales) 0.595∗∗∗ 0.151∗∗ 0.103∗∗
(0.052) (0.063) (0.042)
Ln(Age) -0.322∗∗∗ -0.059 -0.014
(0.123) (0.101) (0.071)
Ln(R&D stock) 0.361∗∗∗ 0.471∗∗∗ 0.194∗∗∗
(0.054) (0.071) (0.050)
Ln(Moneyness) 1.343∗∗∗
(0.155)
Observations 3,271 3,271 3,271
This table presents estimates of 2SLS panel regressions of firms’
patents weighted by the number of forward citations (CITES) and
unweighted patent counts (PATS) on options volume (Optvol) and
other firm-level control variables, with the average absolute mon-
eyness, Ln(Moneyness), as instrumental variable. Firms in all
columns: 548. Robust standard errors are clustered by firm (in
parentheses). All regressions control for a full set of four-digit
industry dummies, time dummies, and fixed effects by including
pre-sample means of the dependent variable as proposed by Blun-
dell, Griffith, and Van Reenen (1999). The time period is 1996
– 2004 (with citations up to 2006). ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗
p < 0.01.
2.5 Possible mechanisms
Our evidence thus far is consistent with the implication of our leading hypothesis that options
trading enhances firm innovation, even after accounting for potential endogeneity concerns. In
this section, we turn to the last part of our analysis and discuss potential underlying mechanisms
through which this may occur. It is of course challenging to provide definite proof, and hence
our tests are only suggestive.
Broadly, we suggest two possible explanations for our results. The first is that managers pre-
fer the “quiet” life as proposed by Hart (1983), Schmidt (1997), and Bertrand and Mullainathan
(2003) and that the increased price informativeness induced by options trading serves as a mon-
itoring mechanism that forces managers to invest in innovation if they are a priori reluctant to
do so. Alternatively, the positive association between options trading and innovation could also
be attributable to career concerns. Most prominently, Aghion, Van Reenen, and Zingales (2013)
recently extend the Holmstro¨m (1989, 1999) career concern model in the context of institutional
investors (i.e., blockholders) and innovation. Based on the observation that managers concerned
with their reputations in the labor market have incentives to take actions that boost current
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earnings and the firm’s current stock price (Narayanan, 1985), the authors’ findings suggest
that the presence of institutional investors “protects” managers against the reputational risk
associated with long-term investments in innovation. Because of their informational advantage,
they have the ability to assess managerial efforts in innovation independent of potential bad
profit realizations in the short run. This, in turn, provides incentives for the manager to forgo
short-term profits and to invest in innovation. To the extent that the previous literature, both
theoretical and empirical, argues that options increase the amount of private information con-
veyed by prices (e.g., Cao, 1999; Chakravarty, Gulen, and Mayhew, 2004; Pan and Poteshman,
2006; Roll, Schwartz, and Subrahmanyam, 2009; Hu, 2014), we may expect that this rationale
also applies in the context of active options markets.
To understand the extent to which the aforementioned stories might explain our findings, we
implement several tests concerning the environments in which options trading activity should
have differential effects on innovation. First, we examine whether the effect of options trading on
innovation depends on product market competition. The quiet life story suggests that the effect
of options trading on innovation is weaker in highly competitive environments because stronger
competition increases the threat of bankruptcy, which induces the manager to work harder to
avoid liquidation and to keep his job (Hart, 1983; Schmidt, 1997). In contrast, if informed
agents serve as a “shield” that protects managers, this effect should be more pronounced when
the degree of product market competition is higher. This is because competition reduces the
chances of success and hence increases the reputational risk faced by managers if they do so.
Second, we investigate how innovation varies with options volume and managerial entrenchment.
As Ferreira, Ferreira, and Raposo (2011) show, a disciplining takeover is more likely when
prices are more efficient. Thus, an implication of our preceding discussion is that if managers
prefer the quiet life, the beneficial effect of options should be stronger when managers are
more “entrenched.” Specifically, if a firm adopts a large number of takeover defenses, it might
become partially insulated from the market for corporate control. In such cases, the takeover
market cannot play an effective disciplinary role, and managers have greater ability to shirk.
Moreover, if shareholder rights are restricted (i.e., the manager has more bargaining power
against shareholders), the CEO will also be more entrenched. Third, if career concerns are
the driving force behind this relationship, the effect of options trading on innovation should be
stronger for younger CEOs because they are more concerned with their careers, and to boost
their careers, they are likely to engage in myopic behavior. Gibbons and Murphy (1992) show
that implicit incentives from career concerns are much more substantial for younger managers.
Holmstro¨m (1999) notes that when managerial ability is initially unknown and managerial effort
is unobservable, young managers will overwork to benefit their future careers. Thus, there should
be little managerial slack for younger CEOs. As before, under the quiet life story, options trading
should have less of an effect when managers are younger, while under the career concerns story,
the impact of options trading on innovation should be stronger when managers are younger.
2.5.1 Product market competition
Table 2.7 presents several results related to the interaction between options volume and
product market competition. To measure product market competition, we use the inverse Lerner
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index [as in Aghion, Bloom, Blundell, Griffith, and Howitt (2005)], defined as one minus the
median gross margin across all firms in the entire Compustat database with the same three-digit
industry SIC as the focal firm. Our main model allows this measure to vary over time, but we
also consider its time-invariant form.
The first column reproduces our baseline results (column 4 of Table 2.2) and introduces
the time-varying measure of product market competition. In this specification, the coefficient
estimate on competition is positive and statistically significant (more competition yields more
innovation), while the coefficient on Ln(Optvol) remains positive and significant.31 Column 2
includes the interaction term between options trading and product market competition, which
is positive and significant at the 1% level, as predicted by the career concerns hypothesis. In
columns 3 and 4, we then replace the dependent variable with raw patent counts and repeat the
analysis. We observe similar patterns for the interaction term. For robustness, columns 5 and
6 repeat the same specifications as above but restrict the inverse Lerner index to be constant
over time. This yields similar results. Note that we are unable to estimate the main effect of
competition in this model because the measure is collinear with industry effects.
31In line with Aghion, Bloom, Blundell, Griffith, and Howitt (2005), we find some evidence of an inverted U-
shaped relationship between innovation and product market competition. If we include a term in the square of the
inverse Lerner index, it is negative, whereas the linear term remains positive. This quadratic term is insignificant,
however, with a coefficient estimate of -32.205 and a standard error of 28.076.
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Table 2.7
Options volume and innovation–Product market competition
Measure of competition Varies over time Constant over time
Dependent Var. Ln(1+CITES) Ln(1+PATS) Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4) (5) (6)
Ln(Optvol) 2.467∗∗∗ 1.962∗∗∗ 3.334∗∗∗ 2.579∗∗∗
x Competition (0.469) (0.249) (0.284) (0.319)
Ln(Optvol) 0.169∗∗ 0.169∗∗∗ 0.160∗∗ 0.160∗∗∗ 0.165∗∗∗ 0.156∗∗∗
(0.046) (0.026) (0.037) (0.020) (0.029) (0.022)
Competition 5.834∗∗∗ 5.054∗∗ 6.852∗∗∗ 6.229∗∗∗
(1 − Lerner) (1.248) (2.024) (0.649) (1.213)
InstOwn -0.035 0.017 -0.212 -0.171 0.027 -0.165
(0.229) (0.183) (0.224) (0.181) (0.182) (0.181)
Ln(K/L) 0.026 0.041 0.042 0.053 0.047 0.058
(0.100) (0.080) (0.088) (0.071) (0.081) (0.071)
Ln(Sales) 0.132 0.147∗ 0.121 0.133∗∗ 0.151∗ 0.135∗∗
(0.093) (0.085) (0.069) (0.063) (0.086) (0.063)
Ln(Age) -0.107 -0.089 -0.032 -0.017 -0.077 -0.007
(0.148) (0.111) (0.092) (0.069) (0.112) (0.071)
Ln(R&D stock) 0.251∗∗∗ 0.243∗∗∗ 0.202∗∗∗ 0.195∗∗∗ 0.244∗∗∗ 0.197∗∗∗
(0.048) (0.052) (0.035) (0.042) (0.052) (0.041)
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS panel regressions of firms’ patents weighted by the number of
forward citations (CITES) and firms’ unweighted patent counts (PATS) on options volume (Optvol),
product market competition (Competition), their interaction, and other firm-level control variables.
Firms in columns: 548. Robust standard errors are clustered at the three-digit industry level (in
parentheses). All regressions control for a full set of four-digit industry dummies, time dummies,
and fixed effects by including pre-sample means of the dependent variable as proposed by Blundell,
Griffith, and Van Reenen (1999). The time period is 1996 – 2004 (with citations up to 2006).
Product market competition is constructed as 1 − the Lerner index, where Lerner is calculated as
the median gross margin from the entire Compustat database in the firm’s three-digit industry. ∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
2.5.2 Managerial entrenchment
Table 2.8 analyzes the interaction between options trading and managerial entrenchment.
To measure the degree of managerial entrenchment, we use the “Governance Index” (G-Index)
introduced by Gompers, Ishii, and Metrick (2003). It consists of 24 corporate governance pro-
visions and is based on firm-level corporate governance provisions and firms’ governing state
corporate law statutes. We obtain this information from RiskMetrics. Because this covers S&P
1500 firms in 1998, 2000, 2002, and 2004, our sample size declines in this analysis. A higher G-
Index score indicates more restrictions on shareholder rights or a greater number of anti-takeover
measures.
Our evidence is consistent with the findings in Table 2.7. In line with the career concerns
hypothesis (and in contrast to the quiet life hypothesis), the positive association between op-
tions trading and innovation is stronger when managers are less entrenched. Specifically, the
interaction between options volume and managerial entrenchment in column 2 of Table 2.8 gen-
erates a significantly negative coefficient estimate of -0.028 (significant at 5%), while the main
effect of Ln(Optvol) remains positive and statistically significant at the 1% level. For robustness
purposes, Table A.13 in the Appendix investigates the interaction between options trading and
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the “Entrenchment Index” (E-Index) (Bebchuk, Cohen, and Ferrell, 2009). The findings are
similar.
Table 2.8
Options volume and innovation–Managerial entrenchment
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Ln(Optvol) -0.028∗∗ -0.018
x G-Index (0.014) (0.013)
Ln(Optvol) 0.179∗∗∗ 0.170∗∗∗ 0.159∗∗∗ 0.154∗∗∗
(0.032) (0.032) (0.029) (0.029)
G-Index 0.019 0.045 0.010 0.026
(governance index) (0.033) (0.033) (0.029) (0.028)
InstOwn -0.067 -0.094 -0.031 -0.048
(0.191) (0.191) (0.169) (0.168)
Ln(K/L) 0.152∗∗ 0.151∗∗ 0.109∗ 0.109∗
(0.077) (0.076) (0.063) (0.063)
Ln(Sales) 0.111∗∗ 0.109∗∗ 0.123∗∗∗ 0.122∗∗∗
(0.050) (0.049) (0.046) (0.046)
Ln(Age) -0.184∗∗ -0.169∗ -0.114 -0.105
(0.092) (0.092) (0.085) (0.085)
Ln(R&D stock) 0.111∗∗∗ 0.115∗∗∗ 0.103∗∗∗ 0.106∗∗∗
(0.031) (0.030) (0.027) (0.027)
Observations 921 921 921 921
This table presents estimates of OLS panel regressions of firms’
patents weighted by the number of forward citations (CITES) and
firms’ unweighted patent counts (PATS), managerial entrenchment
(G-Index ), their interaction, and other firm-level control variables.
Firms in columns: 331. Robust standard errors are clustered by
firm (in parentheses). All regressions control for a full set of three-
digit industry dummies, time dummies, and fixed effects by in-
cluding pre-sample means of the dependent variable as proposed
by Blundell, Griffith, and Van Reenen (1999). The G-Index is an
average of 24 provisions in the firm’s charter (see Gompers, Ishii,
and Metrick, 2003). The measure is based on data from RiskMet-
rics from 1998, 2000, 2002, and 2004. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗
p < 0.01.
2.5.3 CEO age
Finally, we examine how a CEO’s age alters the effect of options trading on innovation. To
capture CEO age, we extract information from ExecuComp. As before, this database covers firms
in the S&P 1500, and hence we are left with a subsample. Under the career concerns hypothesis,
we expect that the effect of options trading on innovation should be more pronounced for younger
CEOs. If anything, it should increase the impact because career concerns are stronger when
managers are further from retirement, as that increases the returns from influencing the market’s
belief about their abilities. For this reason, the investment decisions of younger CEOs should
be more affected by their career concerns than those of older CEOs.
Table 2.9 presents evidence on the interaction between CEOs’ age and options trading on
innovation. The estimate in column 2 of Table 2.9 confirms our conjecture and shows a nega-
tive coefficient on the interaction term (-0.368) that is statistically significant at the 5% level.
Consistent with our earlier findings, the coefficient on Ln(Optvol) continues to be positive and
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significant at the 1% level, while the coefficient on CEO age is negative (older CEOs are less
innovative), although the effect is not significant.
Table 2.9
Options volume and innovation–CEO age
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Ln(Optvol) -0.368** -0.163
x Ln(CEO age) (0.162) (0.147)
Ln(Optvol) 0.166*** 0.162*** 0.161*** 0.159***
(0.044) (0.043) (0.035) (0.035)
Ln(CEO age) -0.245 -0.113 -0.309 -0.250
(0.389) (0.375) (0.339) (0.323)
InstOwn 0.005 0.036 -0.026 -0.012
(0.227) (0.226) (0.202) (0.203)
Ln(K/L) 0.050 0.045 0.097 0.095
(0.083) (0.082) (0.068) (0.068)
Ln(Sales) 0.299*** 0.301*** 0.241*** 0.241***
(0.068) (0.069) (0.060) (0.060)
Ln(Age) -0.155 -0.149 -0.086 -0.084
(0.132) (0.132) (0.113) (0.113)
Ln(R&D stock) 0.151*** 0.155*** 0.126** 0.128**
(0.051) (0.052) (0.051) (0.052)
Observations 1,996 1,996 1,996 1,996
This table presents estimates of OLS panel regressions of firms’
patents weighted by the number of forward citations (CITES)
and firms’ unweighted patent counts (PATS) on options volume
(Optvol), CEO age, their interaction, and other firm-level control
variables. Firms in columns: 337. Robust standard errors are
clustered by firm (in parentheses). All regressions control for a
full set of four-digit industry dummies, time dummies, and fixed
effects by including pre-sample means of the dependent variable
as proposed by Blundell, Griffith, and Van Reenen (1999). CEO
age is based on data from ExecuComp over the period 1996 –
2004. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
2.5.4 Profitability
To strengthen our explanation, in this section, we analyze an additional economic mecha-
nism that is supposed to directly increase the market pressure imposed by investors–a decline in
profitability. Specifically, Kothari (2001) finds that financial reporting conveys substantial infor-
mation to outsiders regarding firm performance that significantly influences market expectations
and stock prices. Moreover, survey evidence reveals that profitability is the most important ex-
ternally reported performance measure and that the majority of managers are willing to cut
discretionary spending (e.g., R&D) to meet or exceed benchmarks (Graham, Harvey, and Raj-
gopal, 2005). Thus, the short-term pressure imposed by external agents might be substantially
more pronounced for firms with earnings that reflect decreasing profitability because investors
are more likely to exit based on this negative information and the stock price may decline. Man-
agers in these firms are also at greater risk of being fired because boards aggressively fire CEOs
for lower performance (Jenter and Lewellen, 2014). In sum, if it is true that options trading ac-
tivity shields managers from short-term market pressures (and the risk of being fired), we expect
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the positive effect of options trading to be magnified for firms with a decline in profitability.
Table 2.10 reports the results. In column 1, we regress the citation-weighted patent count
on the lagged change in profitability (adjusted by assets) and options trading (and all other
controls). We find that higher profitability growth has a negative association with innovation,
but the effect is not significant, while the coefficient estimate on Ln(Optvol) remains positive and
significant. Column 2 interacts the profitability variable with options volume. The coefficient
on this interaction is negative and significant at the 1% level, suggesting that innovation is more
sensitive to options trading when firms’ profitability growth is lower. As before, columns 3 and
4 of Table 2.10 present the robustness test by replacing the dependent variable with simple
patent counts. Although we observe a similar pattern, the coefficient on the interaction term
is insignificant. This is interesting, however, because at face value, this result combined with
the insignificant interactions in Tables 2.8 and 2.9 when the dependent variable is replaced with
Ln( 1+PATS) indicate that the effect of our mechanism stems from its impact on R&D quality
rather than on higher patent propensities.
Table 2.10
Options volume and innovation–Profitability
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Ln(Optvol) -0.308*** -0.127
x ∆ ROAt−1 (0.116) (0.082)
Ln(Optvol) 0.176*** 0.173*** 0.165*** 0.163***
(0.033) (0.033) (0.028) (0.028)
∆ ROAt−1 -0.256 0.517 -0.062 0.258
(0.229) (0.386) (0.151) (0.265)
InstOwn -0.124 -0.124 -0.245 -0.245
(0.175) (0.175) (0.158) (0.158)
Ln(K/L) 0.052 0.053 0.066 0.066
(0.058) (0.058) (0.051) (0.051)
Ln(Sales) 0.121*** 0.119** 0.128*** 0.127***
(0.047) (0.047) (0.039) (0.039)
Ln(Age) -0.088 -0.088 -0.032 -0.032
(0.094) (0.095) (0.081) (0.081)
Ln(R&D stock) 0.259*** 0.260*** 0.205*** 0.206***
(0.052) (0.052) (0.049) (0.049)
Observations 2,658 2,658 2,658 2,658
This table presents estimates of OLS panel regressions of firms’
patents weighted by the number of forward citations (CITES)
and firms’ unweighted patent counts (PATS) on options vol-
ume (Optvol), lagged change in profitability (∆ ROAt−1), their
interaction, and other firm-level control variables. Firms in
columns: 526. Robust standard errors are clustered by firm (in
parentheses). All regressions control for a full set of four-digit
industry dummies, time dummies, and fixed effects by includ-
ing pre-sample means of the dependent variable as proposed
by Blundell, Griffith, and Van Reenen (1999). ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
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2.5.5 CEO compensation
Thus far, we have not considered how managerial compensation can help to motivate in-
novation. Under the optimal contracting view (Holmstro¨m and Tirole, 1993), it is efficient for
firms in active option markets to grant their managers more stock- and less cash-based pay,
as prices are more informative. Moreover, managerial compensation packages that are closely
tied to stock prices may decrease risk aversion and motivate the manager to expend effort in
long-term intangible assets. In particular, it is commonly argued that incentives in the form of
stock options prevent managers from making myopic decisions and provide them with increased
incentives to take on risky projects. Consistent with this, Coles, Daniel, and Naveen (2006)
find that compensation structures with higher vega incentives (controlling for delta) are associ-
ated with riskier investment policy as captured by increased R&D, increased focus, and reduced
PP&E. Similarly, Francis, Hasan, and Sharma (2011) show that incentives in the form of vested
and unvested options have a positive and significant effect on patents and citations. Hence, it
is possible that part of the positive effect of options trading activity on innovation might be
attributable to contractual incentives. We explore this explicitly by conditioning on executive
compensation schemes.
The data on compensation come from ExecuComp. Following prior literature (e.g., Coles,
Daniel, and Naveen, 2006), the primary characteristics of compensation that we consider are
CEO delta and CEO option holdings vega. Delta is defined as the dollar change in a CEO’s
stock and option portfolio for a 1% change in stock price and measures the CEO’s incentives to
increase the stock price. Vega is the dollar change in a CEO’s option holdings for a 1% change
in stock return volatility; it measures the risk-taking incentives generated by the CEO’s option
holdings. These values are calculated using the one-year approximation method of Core and
Guay (2002). We also control for CEO cash compensation (salary plus bonus) and CEO tenure,
as the number of years in office may be associated with different compensation schemes.
In column 1 of Table 2.11, we re-estimate Eq. (2.1) on the subsample of firms with non-
missing compensation variables. The coefficient on Ln(Optvol) is 0.157 and significant at the
1% level. In column 2, we add the compensation variables. The coefficients on Ln( 1+CEO
vega) and Ln( 1+CEO delta) are positive but insignificant, while the key coefficient on options
volume continues to be positive but becomes smaller in magnitude (i.e., declines to 0.142), which
represents a decrease of approximately 10% from the estimate in column 1.32 In columns 3 and
4, we repeat the specifications of the first two columns but use patent counts as the dependent
variable. We observe a similar pattern for the coefficient on Ln(Optvol), i.e., it continues to be
positive and significant but declines by approximately 13% once the compensation variables are
included. Interestingly, the coefficient on Ln( 1+CEO vega) becomes significant, which means
that higher vega implies more innovative outputs (as one might expect). Overall, these findings
suggest that managerial compensation schemes capture part of the size effect of options trading
32The insignificant coefficient on CEO delta is consistent with the result in Fang, Tian, and Tice (2014),
indicating that greater pay-performance sensitivity is not associated with more innovation. This finding remains
unaltered if we replace CEO delta with the scaled wealth-performance sensitivity measure of Edmans, Gabaix,
and Landier (2009). In an identical specification to column 2, the coefficient (standard error) on this variable is
0.037 (0.048) whereas the coefficient (standard error) on options volume is 0.137 (0.045).
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on innovation and are thus part of the story, although the specific channel underlying this
mechanism is rather ambiguous.
However, taking Table 2.11 as a whole, we note that options volume has a robust positive
effect on innovation across all specifications, indicating that the relationship between options
trading activity and innovation goes substantially beyond compensation structures. This is what
one would expect under the career concerns explanation. Specifically, although the design of the
compensation contract can overcome some of the disincentives to innovate, it does not shield
managers from the reputational effects of failed innovation. As Gillan, Hartzell, and Parrino
(2009) show, in 2000, 54% of the firms in the S&P 500 had no explicit employment agreement
with their CEOs (i.e., the CEOs were employed “at will”). The median time horizon of the
remaining 45% was three years. Hence, because CEOs enter the labor market repeatedly, their
payoffs are ultimately not determined by explicit contracts but by the effect their respective
reputation has on their ability to contract in the future.33
33Incorporating the choice of compensation contracts as a consequence of options trading into our analysis
clearly goes beyond the scope of this paper, but endogenizing this decision represents an interesting avenue for
future research.
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Table 2.11
Options volume and innovation–CEO compensation
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Ln(Optvol) 0.157∗∗∗ 0.142∗∗∗ 0.157∗∗∗ 0.137∗∗∗
(0.043) (0.045) (0.035) (0.037)
Ln(1+CEO vega) 0.070 0.106∗∗∗
(0.044) (0.033)
Ln(1+CEO delta) 0.021 0.015
(0.058) (0.048)
Ln(1+CEO tenure) -0.037 -0.032
(0.050) (0.042)
Ln(1+CEO cash compensation) -0.066 -0.094∗∗
(0.047) (0.040)
InstOwn -0.107 -0.125 -0.135 -0.168
(0.204) (0.210) (0.188) (0.193)
Ln(K/L) 0.013 0.022 0.048 0.058
(0.085) (0.086) (0.070) (0.069)
Ln(Sales) 0.301∗∗∗ 0.292∗∗∗ 0.254∗∗∗ 0.247∗∗∗
(0.072) (0.073) (0.063) (0.062)
Ln(Age) -0.164 -0.168 -0.075 -0.084
(0.127) (0.128) (0.116) (0.117)
Ln(R&D stock) 0.148∗∗∗ 0.145∗∗∗ 0.113∗∗ 0.106∗∗
(0.055) (0.055) (0.052) (0.051)
Observations 1,845 1,845 1,845 1,845
This table presents estimates of OLS panel regressions of firms’ patents
weighted by the number of forward citations (CITES) and firms’ unweighted
patent counts (PATS) on options volume (Optvol), CEO compensation vari-
ables, and other firm-level control variables. Compensation variables are
based on data from ExecuComp over the period 1996 – 2004. CEO vega
is the dollar change in the CEO’s wealth for a 0.01 change in the standard
deviation of returns; CEO delta is the dollar change in the CEO’s wealth for
a 0.01 change in the stock price; and vega and delta values are calculated
using the one-year approximation method of Core and Guay (2002). CEO
cash compensation is the sum of CEO salary and bonus, and CEO tenure is
the number of years the CEO has held the position. Firms in columns: 323.
Robust standard errors are clustered by firm (in parentheses). All regres-
sions control for a full set of four-digit industry dummies, time dummies,
and fixed effects by including pre-sample means of the dependent variable
as proposed by Blundell, Griffith, and Van Reenen (1999). ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
2.6 Discussion and conclusion
How do financial derivatives affect managerial investment decisions in the real economy?
Specifically, do they hinder or promote innovation? This paper attempts to answer these ques-
tions by studying the relationship between innovation and options markets.
Our findings contrast with the view that developed financial markets exacerbate myopic be-
havior by managers and suggest instead that the presence of informed traders in the options
market boosts innovation, even after accounting for R&D investments and the potential endo-
geneity of options volume. In particular, firms with more options trading activity obtain more
patents and patent citations per dollar of R&D invested. We interpret these findings as evidence
that the enhanced information efficiency induced by options reduces information asymmetries
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related to R&D, which provides managers with incentives to invest in innovation. This positive
impact could derive from a change in the direction of innovative activities or an increase in R&D
spending and productivity. Our findings support the former: firms with greater options trading
activity pursue a more creative, diverse, and risky innovation strategy.
Our results complement those of Roll, Schwartz, and Subrahmanyam (2009), who find that
option markets increase firm valuations by allowing agents to cover more contingencies and by
stimulating trading on private information. Specifically, we strengthen their claims by estab-
lishing a direct link between options trading activity and managerial investment decisions and
show that higher levels of options volume are associated with a more efficient allocation of R&D
resources, which then translates into higher firm value. To show this, we rely on two findings.
First, Hall, Jaffe, and Trajtenberg (2005) provide evidence that an extra citation per patent
boosts a firm’s market value by 3%. Second, we repeat the tests in Hall, Jaffe, and Trajten-
berg (2005) with a slightly augmented set of control variables. We find that the raw number of
patent counts and cite-weighted patent counts have a positive and significant association with
a firm’s market value.34 In summary, these pieces of evidence suggest that informed traders in
the options market reward successful innovation outcomes with a higher valuation. Together
with the core finding of our paper that the main effect of options trading is to alter the quality
of innovation outputs, the above evidence seems to reveal one possible “bright” side of finan-
cial derivatives: their positive impact on firms’ market value by motivating firms to invest in
innovative activities.
We discuss several possible mechanisms that could contribute to these findings. First, in
line with Aghion, Van Reenen, and Zingales (2013) and contrary to the view that informed
traders have a disciplinary effect on managers by “forcing” them to innovate, we find that the
presence of informed traders improves the incentives to innovate by reducing career concerns.
The beneficial effect of options trading is more pronounced when product market competition
is intense, when managers are less entrenched, and for younger CEOs. We complement their
findings by showing that informed agents play a crucial role in motivating innovation, even
if these agents cannot intervene directly in firms’ operations (i.e., compared to blockholders).
Second, given the pressure from investors to meet profitability targets, decreasing investments
in innovation is one of the major real earnings management tools that managers often use to
report positive or increasing income. Our analysis indicates that informed traders do recognize
the consequences of cutting R&D activities and therefore mitigate myopic investment problems.
Finally, we show that the role of informed trading in motivating innovation exists beyond the
structure of managerial compensation and corresponding incentives. Although compensation
is a mechanism that links options trading activity and innovation, this effect appears to be
substantially dominated by reputation-based incentives, at least in our setting.
While our findings on these mechanisms are consistent with our theory, an unanswered
question remains, namely, what is the bottom-line impact of options trading on innovation after
accounting for the proposed economic mechanisms. To that end, we directly control for all
five mechanism variables and re-estimate an augmented version of Eq. (2.1). The results are
34These results are tabulated in Table A.14 in the Appendix.
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tabulated in the Appendix, Table A.15. Overall, we find that options trading continues to be
positively and significantly (at the 1% level) related to innovation even after controlling for its
dependence on these mechanisms but becomes smaller in magnitude (i.e., declines from 0.216 to
0.154), which reflects a 29% decrease from the baseline model.35 This suggests that while our
mechanisms are able to explain a significant proportion of the positive effect of options trading
on innovation, the remaining effect remains strikingly large. Specifically, a coefficient of 0.154
suggests that an increase of 200% in the dollar volume of options traded is associated with
a 31% increase in cite-weighted patents. For the median firm in this subsample, this implies
that an increase in the trading volume from $15 million to $45 million leads to approximately
seven additional cite-weighted patents (i.e., from 21 to 28). This result is both economically and
statistically significant.
Clearly, we made some simplifying assumptions throughout the paper. Specifically, we as-
sume that managers can influence corporate innovation. However, even in the absence of a
specific link, there are several reasons to believe that managers can indeed influence patent-
based measures of innovation. As Lerner and Wulf (2007) emphasize, managers can change the
compensation schemes of R&D executives toward more long-term incentives, which can signifi-
cantly improve the quality of innovative outputs. Managers could also initiate reorganizations
with new strategic priorities. For instance, Daniel Vasella, the CEO of Novartis from 1996 to
2010, generated a large increase in R&D productivity with two major strategic moves. First,
Vasella expanded Novartis’s research from a narrow focus on internal discovery and development
capabilities to exploration in new areas through extensive collaborations and the establishment
of science-based research institutes. Second, he assigned budget and performance responsibilities
over R&D to the business units by setting precise goals, cutting waste, and rewarding successful
innovators (Datar and Reavis, 2003).
Moreover, while our study draws on one particular “bright” side of financial derivatives, we
are agnostic about how these instruments may affect other stakeholder groups in other ways.
Although innovation is important for the growth and wealth of nations, we do not conclude that
the greater research productivity shown in our study enhances social welfare. With estimates
of the current size of the market for derivatives at approximately $700 trillion, this should,
however, be a concern for academics, government regulators, managers, and investors. We leave
a proper evaluation of the net effects of financial derivatives for future research.
35To avoid excessive missing values in this test, we fill in years missing the G-Index with the preceding year’s G-
Index. Further, note that the magnitude of the baseline estimate differs from that reported in Table 2.2, column
4, because we have only a subsample of firms (i.e., firms included in the S&P 1500 index) with non-missing
mechanism variables. This allows us to compare the change in coefficients on the same observations.
Chapter 3
The Effect of Patent Protection on
Inventor Mobility
75
3.1. Introduction 76
3.1 Introduction
The patent system is a major instrument for articulating government innovation policy.
Patent rights are expected to provide incentives for innovation and to foster the diffusion of
knowledge. Economists, legal scholars and policy advisors, however, have long questioned the
effectiveness and efficiency of the patent system in reaching these goals (see, e.g., Federal Trade
Commission, 2003). First, awarding monopoly rights as a reward for innovation involves the
obvious deadweight loss and rent-seeking costs associated with monopolies (Nordhaus, 1969;
Boldrin and Levine, 2013). Furthermore, it is unclear whether patents help or hinder the dif-
fusion of knowledge and, ultimately, the generation of further innovation. On the one hand,
historical evidence shows that the use of patent protection encouraged the geographical diffu-
sion of innovations in the chemical industry (Moser, 2011) and the exchange of ideas in markets
for technology (Lamoreaux and Sokoloff, 1999). On the other hand, increased fragmentation of
ownership rights among firms, combined with the recombinant nature of new knowledge, may
lead to steep increases in the transaction costs associated with transferring patent-protected
knowledge (Heller and Eisenberg, 1998), thus hampering its diffusion. Recent research on the
impact of patents on subsequent innovation is also inconclusive. While Galasso and Schanker-
man (2015) provide evidence of substantial increases in citations of patents that are invalidated
by courts, Sampat and Williams (2015) show that patents on genes do not hinder subsequent
related innovations.
Complementing this debate on patents and the diffusion of knowledge, this article studies
an indirect, albeit important, mechanism through which patents may affect the circulation of
knowledge: inventor mobility. Since Arrow (1962, p. 615) noted that “mobility of personnel
among firms provides a way of spreading information,” economists have identified labor mobility
as a key conduit through which knowledge spillovers occur. In this respect, the mobility of the
R&D personnel responsible for technological advances is particularly relevant. Previous research
has documented the inter-firm transfer of technical knowledge following inventor moves (Almeida
and Kogut, 1999; Maliranta, Mohnen, and Rouvinen, 2009; Singh and Agrawal, 2011). Therefore,
understanding the causal relationship between patent protection and inventor mobility will allow
us to have a more complete picture of the role of patents in the diffusion of knowledge.
We explicitly explore the effect of patenting on the career moves of the inventors responsible
for the underlying innovations. Following the existing literature on intellectual property (IP)
rights, we hypothesize a negative effect of patents on inventor mobility. Patents grant their
owners (usually the employer of the inventor) a time-limited right to prevent others from using
a given technology. Consequently, they restrict the amount of knowledge that an inventor can
effectively use following a move to a new employer (Kim and Marschke, 2005; Agarwal, Ganco,
and Ziedonis, 2009). Furthermore, by conferring monopoly power over a given technology, patent
rights increase the value of retaining the creators of that technology in the implementation phase.
This makes the human capital of inventors with (issued) patents more specific to their current
employers and makes them less likely to move.
Testing the aforementioned hypothesis poses an important methodological challenge. Since
patented innovations are inherently different from non-patented ones (as their inventors are also
likely to be), a simple comparison of inventors who patent with those who do not might lead to
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conclusions that only mirror the underlying dissimilarities. First, the firm decision to apply for
patent protection depends on the characteristics of the given innovation (see Criscuolo, Alexy,
Sharapov, and Salter, 2015), which may also reflect certain attributes of the human capital
of its inventor(s). Second, the decision to apply for a patent is likely to be affected by the
dynamism of the inventor labor market, as suggested by Kim and Marschke (2005). Moreover,
the applications that are finally granted patents are a selected group of innovations, namely,
those that imply sufficient advancement in the state of the art according to the patent office
requirements (i.e., novelty and non-obviousness of the inventive step). These requirements are
arguably more likely to be achieved by talented inventors. Hence, a straightforward comparison
between patented and non-patented innovations is not appropriate.
We investigate the effect of patenting on inventor mobility by comparing the trajectories
of inventors with different numbers of applications granted a patent. In order to estimate
the causal relationship, we use variation in leniency across patent examiners as a source of
exogenous variation in granted patents. Patent examiner leniency has been recently used as
an instrumental variable to estimate the effect of patents on subsequent cumulative innovation
(Sampat and Williams, 2015) and on venture capital-backed startup success (Gaule´, 2015; Farre-
Mensa, Hegde, and Ljungqvist, 2017). The validity of this instrument is supported by interviews
with employees of the United States Patent and Trademark Office (USPTO) regarding the
allocation of patent applications to examiners (Cockburn, Kortum, and Stern, 2003; Lemley
and Sampat, 2012), as well as by our own exogeneity tests.
Our empirical analysis is based on the career trajectories of 69,136 inventors who filed their
first patent application with the USPTO between 2001 and 2012. By identifying individual
inventors’ career moves from patent application data, our results point to a negative effect of
patenting on mobility. In particular, one additional patent granted (due to a “lucky” examiner
assignment) decreases an inventor’s probability of changing employers by 25 percent. This
negative effect increases to 42 percent for “discrete” technologies (such as pharmaceuticals and
chemicals), where individual inventions are more clearly linked to marketable products and
patent rights protect them more effectively (Cohen, Nelson, and Walsh, 2000). On the other
hand, the estimated effect is much weaker in “complex” technologies (such as electronics), where
a given product is typically associated with many potentially patentable elements, meaning
that an individual patent confers less protection on the final product. Overall, these results
suggest that, by providing firms with monopoly power over a given technology, patents make
the human capital of the creators of the underlying innovation more specific to the current
employer. Additional tests show that the negative effect of patenting on mobility is stronger for
inventors with fewer co-authors and for inventors working outside the technological core of their
firm, suggesting that patents play a stronger role in the absence of other sources of firm-specific
human capital. Finally, and consistent with our specific human capital hypothesis, we document
that patents most steeply decrease the mobility of inventors to firms that work in the same core
technological areas as their current employers.
The results of our study provide new insights into several domains. First, we contribute to
research on knowledge diffusion and inventor mobility by showing that the institutional effect of
the patent offices on mobility is not neutral. Scholars have traditionally relied on patent data to
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examine the impact on mobility of institutional factors such as trade-secret laws or non-compete
contracts (Fallick, Fleischman, and Rebitzer, 2006; Marx, Strumsky, and Fleming, 2009; Png
and Samila, 2015) and inventors characteristics such as productivity (Hoisl, 2006; Palomeras
and Melero, 2010). However, little is known about whether and how the mobility of those
employees is itself affected by patents. Our study aligns with recent work by Agarwal, Ganco,
and Ziedonis (2009) and Ganco, Ziedonis, and Agarwal (2015), who show that the degree of
litigiousness of patent-holding firms is related to the amount of knowledge that moving inventors
can effectively transfer and, consequently, to inventor turnover rates. In this respect, our paper
provides evidence on the causal role that patent grants play in the overall process. Second,
our paper adds a dimension to the ongoing debate over the role of patents in innovation policy.
The design of a patent system is expected to address the tradeoff between the incentive to
innovate and the diffusion of knowledge. Our results suggest that, by reducing the inter-firm
mobility of inventors, patents may preclude the transmission not only of formally protected
knowledge but also of tacit technical and organizational knowledge. The findings also imply
that patents may shift incentives to invest in inventive skills from the employee-inventors to the
patent-holding employers. Finally, our results have an important methodological implication.
Many research questions in the area of innovation have traditionally been addressed using data
on granted patents, from mobility studies to knowledge spillover estimations and co-inventor
network analyses. Our evidence indicates that future research should take into account the
effect of patent grants on the behavior of inventors and subsequent knowledge flows in order to
avoid potentially biased results.
3.2 Background
The thesis of this article is that granted patents make the human capital of the inventors more
specific to their employers. It builds upon the idea that patent rights provide their owners with
an increased ability to protect their intellectual assets and, consequently, to obtain a monopoly
over the underlying technology.1 In addition, the labor contracts of R&D workers typically
include provisions by which employers retain property rights over their employees’ inventions.
This implies that patents effectively constrain the inventor from freely using that protected
knowledge. The consequences for mobility, however, are not straightforward.
The first element to take into account is the balance of incentives of current employers and
rivals to bid for the inventor. Consider first the author of an innovation that, because of a
lack of patent rights, is only weakly protected. On the one hand, the ability of competitors to
replicate the invention would be clearly enhanced by employing the original inventor. Thus, they
have incentives to poach her. On the other hand, the current employer may also have strong
incentives to retain the inventor in order to secure monopoly profits by preventing her from
moving to a competitor. The joint-profit effect (Budd, Harris, and Vickers, 1993) suggests that,
1Survey evidence gathered by Cohen, Nelson, and Walsh (2000) suggests that firms may prefer alternative
mechanisms of protection, such as secrecy or lead times, over patents in a wide range of settings. Our study
considers the universe of inventions for which an application for patent protection has been filed. Therefore, it
seems reasonable to assume that applicants in this population expect to obtain an increase in protection from a
granted patent.
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in the absence of strong property rights, incumbents will have stronger incentives than their rivals
to bid for their inventors, unless their products are differentiated enough in the market (Fosfuri,
Motta, and Rønde, 2001).2 Suppose that the incumbent now increases the protection of an
innovation by obtaining a patent. To the extent that property rights prevent the unauthorized
commercial exploitation of technological replicas by rivals, patents will eliminate the above-
mentioned strategic incentives to either poach inventors (rivals) or retain them (incumbents)
because rivals cannot use the inventors’ knowledge for replication and incumbents do not need to
retain the inventor to secure monopoly profits. Thus, the appropriation effect of patent grants on
inventor mobility may be positive or negative, depending on the degree of differentiation among
the products of the incumbent and its rivals. In a non-differentiated market, the incumbent’s
incentives to retain the inventor disappear with (strong) patents, so mobility increases with
respect to a situation without property rights. In a differentiated market, rivals’ incentives to
poach the inventor tend to disappear with patents, and thus, mobility decreases with respect to
a situation without patents.
A second important element to consider is the relevance of the inventors’ knowledge for the
successful implementation of an innovation by a patent holder. While patents may allow their
holders to obtain monopoly profits when bringing the innovation to the market, the involvement
of the inventor in implementation activities can enhance the exploitation of this monopoly power.
This makes the human capital of inventors effectively complementary to patent protection. The
development of an innovation into an actual product (or process) ready to be launched in the
market (or internally implemented) is not a trivial task, and it usually benefits considerably
from the involvement of the creator(s) of the innovation. In a study of licensing contracts for
patented inventions in the biomedical industry, Hegde (2014) reports the use of clauses specifying
the complementary knowledge that should be transferred to the licensee along with the patent
in order to successfully develop the innovation. Some of these clauses explicitly require the
personal involvement of the inventor in the process, as well as monetary compensation for their
effort. These cases illustrate the importance of non-codified knowledge for the implementation
of patented technologies, particularly the involvement of their creators. Maurseth and Svens-
son (2015) provide further evidence suggesting the importance of the inventor’s involvement in
successfully bringing an innovation to market using a sample of commercially exploited patents
generated by small firms. This evidence indicates that inventors are inputs in the implementa-
tion of their innovation and that they are especially valuable when the latter is patent protected.
According to this complementarity effect, therefore, patents increase the internal value of the
inventor to the patent holder, generating some firm-specific human capital and decreasing the
probability that inventors switch employers.
In sum, we expect patents to reduce inventor mobility to the extent that they confer
monopoly power that can only be fully exploited by keeping the inventor in-house (comple-
mentarity effect) and that alternative employers develop sufficiently differentiated products (ap-
2In a non-differentiated market, an incumbent’s incentives to maintain a monopoly situation (as opposed to
a duopoly one) will be greater than or equal to those of rivals seeking duopoly profits. As noted by Fosfuri,
Motta, and Rønde (2001), however, this is not necessarily the case if there is some product differentiation or if
the intensity of competition is low.
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propriation effect). In empirical terms, previous related research reports that the relationship
between property rights protection and mobility goes in this direction. Kim and Marschke
(2005) provide evidence that innovative firms tend to file for patent protection more in contexts
with highly dynamic R&D labor markets. However, they do not specifically study the direction
of the effect of patents on mobility. In a related study, Ganco, Ziedonis, and Agarwal (2015)
find that the outbound mobility of the inventors of patented innovations is significantly lower
in innovative firms with strong reputations for patent litigation. Outside the realm of patent
enforcement, Png and Samila (2015) show that the mobility of qualified workers is lower in U.S.
states with stronger enforcement of trade-secret laws.
If patents have a detrimental effect on inventor mobility because their human capital becomes
relatively more valuable to their current employer, we should expect that the impact on mobility
is heterogeneous across contingencies. First, our argument that the negative effect of patents on
mobility is caused by the monopoly power they confer implies that the size of the impact should
differ with the effectiveness of patent protection across technology fields. Both the appropriation
effect (resulting from changes in the balance of incentives to poach and retain the inventor) and
the complementarity effect (arising from the role of the inventor in the implementation of the
innovation) will be more intense when patents offer stronger protection. Therefore, the negative
effect of patents on mobility will be more pronounced in settings of higher patent effectiveness.
Second, we expect other sources of inventors’ firm-specific human capital to act as substitutes
for patent protection. Workers’ firm-specific skills are tied to a particular firm and have limited
applicability to outside firms. This results in a lower relative outside value of employees’ human
capital in the labor market and leads to a lower probability of turnover (Becker, 1962). In
particular, patents operate as a source of specificity of an inventor’s human capital by creating
a legally induced gap between the inside and the outside value of her skills that reduces her
probability of moving. We expect this effect to be weaker when other sources of complementarity
(either legally or technically induced) with the current employer make an inventor’s skills firm
specific. The reason is that if an inventor’s skills are already firm specific, she will be unable
to fully apply her skills at a new employer, even if the underlying knowledge is not patented.
In contrast, when the inventor’s skills are general and can be readily applied to alternative
employers, patent protection should have a larger negative effect on mobility.
Third, obtaining a patent may affect different types of inter-firm moves differently. Inventors
may be induced to leave their companies for a variety of reasons, and replicating their innovations
elsewhere may be only one of them. The above discussion of how patents affect the balance of
bids to appropriate the knowledge associated with the innovation only concerns firms that are
close enough in the technological space to be able to implement this technology. Firms that are
technologically distant can also be considered alternative employers of the focal firm’s inventors,
but they are less likely to be interested in the specific innovation than are technologically close
competitors. Hence, the appropriation effect of patents on mobility will be weaker for moves to
technologically distant employers. On the other hand, the complementarity effect will reduce
the probability of moving to any alternative employer, since it only concerns the internal value
of the employment relationship between the inventor and the patent-holder. Thus, we expect
that even if patents reduce inventor mobility to both technologically distant and technologically
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close firms, the effect will be more pronounced for moves to the latter group of employers as
long as they market sufficiently differentiated products.
3.3 Description of the data
Our paper combines data from several sources. Our starting point is the USPTO Patent
Examination Research (PatEx) dataset, which sources its information from the public Patent
Application Information Retrieval (PAIR) database. PAIR contains detailed information on
patent applications filed with the USPTO. For each application, it includes characteristics such
as the filing date, application type, patent class and subclass codes and current application
status, as well as data about the examination, such as the identity of the assigned examiner
and the “art unit” to which he belongs. From this dataset, we identify every original utility
patent application filed between 2001 and 2012, which totaled 3.6 million applications. We
are constrained to this time period due to data availability. The PAIR dataset contains data
only on applications that have been published (i.e., that are open to public scrutiny), and
it was not until late 2000 that applications were made public before a patent was granted
following the implementation of the American Inventors Protection Act (AIPA). This means
that since November 2000, publication happens regardless of whether the patent is granted,
whereas previously, only applications that were eventually issued patents were published. As
Graham, Marco, and Miller (2015) report, PAIR has very good coverage (95%) of regular utility
filings from 2001 to 2012 (after that, truncation due to a publication lag affects coverage).3
We next turn to the information available from the USPTO Patent Assignment Dataset,
since the PAIR database does not identify the assignee (i.e., the firm) responsible for filing the
patent. Before September 2012, the USPTO considered the inventor to be the owner of a patent
application. However, inventors typically have contractual obligations to transfer ownership
to their employer. In order to do so, it was necessary to submit a chain of title from the
original owner (i.e., the inventor) to the assignee (i.e., the firm) to the patent office so that the
legal assignment could be made.4 The dataset tags those assignments, allowing us to identify the
assignee and the presumed employer of an inventor. From our original set of patent applications,
we identify 2.8 million applications that were re-assigned from the inventors to the employers.
Thereafter, we use data from the PatentsView initiative (www.patentsview.org) to identify
the inventors listed in our sample of applications and compile their career histories. This dataset
contains the results of the disambiguation algorithm specific for inventor data provided in Li,
Lai, D’Amour, Doolin, Sun, Torvik, Yu, and Fleming (2014) and Balsmeier, Chavosh, Li, Fierro,
Johnson, Kaulagi, O’Reagan, Yeh, and Fleming (2015), which allows the robust identification of
individual inventors across patent applications (since 2001) and granted patents (since 1976).5
3The remaining 5% of applications corresponds to those that were abandoned before the 18-month publication
lag, those that opted out of pre-grant publication (relinquishing the possibility of international protection) at that
moment and those applications for which patents were not granted (Graham, Marco, and Miller, 2015). According
to these authors, who had access to internal USPTO application records, the applications covered by PatEx are
very similar to the population of USPTO applications.
4See 37 CFR 3.71 (pre-AIA), 35 U.S.C. 261 and Marco, Myers, Graham, D‘Agostino, and Apple (2015) for
details.
5We are grateful to the PatentsView team for sharing this data with us. PatentsView is supported by the
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Through these data, we can identify 2.1 million disambiguated individual inventors.
This initial set of inventors is substantially reduced due to the restrictions we impose. First,
we focus our analysis on inventors who filed their first patent application between 2001 and
2012. This sample represents a selection of inventors who are in their early careers, that is, in
the ten first years (at most) of inventive activity. We select these inventors for two main reasons.
Primarily, the initial steps of an inventor’s career are more likely to be affected by the outcome
of one or a few patent applications. Thus, if an effect of patents on mobility exists, it will be
more clearly detected among inventors beginning their careers. Moreover, regression to the mean
in random processes eliminates variation in average patent examiner leniency among inventors
with a large number of applications. Thus, our identification strategy would be less effective for
the subpopulation of very experienced inventors. Accordingly, we select only inventors with no
prior patenting experience before our sample period (i.e., before 2001).
Second, given our aim to detect the impact of the decision of the patent office, we focus
on inventors who receive at least one decision on an application during our sample period. In
particular, we require that they receive a first decision on their application prior to 2012 in order
to ensure that we have at least a nine-month window in which to observe mobility for the last
cohort in the data.6
Given our interest in employee inventors, we further restrict our sample to inventors who
started their careers (as measured by their patent filings) at a company. In order to capture
them, we select applications assigned to originating firms included in the Standard and Poor’s
(S&P) Capital IQ database, which provides the names and transactions (such as mergers and
acquisitions) for the most extensive set of public and privately held U.S. firms (to the best of
our knowledge). In order to match the firm names from Capital IQ with the assignee names,
we first apply the name standardization procedure used in the NBER patent data project.7 We
then run the Jaro-Winkler algorithm (developed to assist in the disambiguation of names in the
U.S. Census) to correct for typos and misspellings, grouping together records with an overlap
of 90% or higher. Finally, we keep the final list of standardized assignee names that coincide
exactly with firm names in Capital IQ.
Following the previous literature, we infer inventor mobility based on a change in the assignee
between two consecutive applications (see, e.g., Almeida and Kogut, 1999; Trajtenberg, Shiff, and
Melamed, 2006; Marx, Strumsky, and Fleming, 2009; Singh and Agrawal, 2011; Ganco, Ziedonis,
and Agarwal, 2015). This approach has a number of acknowledged limitations (Palomeras and
Melero, 2010; Ge, Huang, and Png, 2016). First, an inventor’s career can only be tracked if
she is included repeatedly in patent applications. Otherwise, she is censored out of the sample.
One potential concern is that inventors whose applications have not been granted may be less
likely to apply again in the future.8 To the extent that this attrition effect concerns similarly
Office of the Chief Economist at the USPTO, with additional support from the U.S. Department of Agriculture
(USDA). The PatentsView platform was established in 2012 and is a collaboration among the USPTO, USDA,
Center for the Science of Science and Innovation Policy at the American Institutes for Research, University of
California, Berkeley, Twin Arch Technologies, and Periscopic.
6Note that our observation period effectively runs until September 2012 when the previously mentioned legal
assignment regime changed from inventors to their firms.
7See https://sites.google.com/site/patentdataproject.
8For example, while 50.6% of individuals whose first patent application was not granted never filed an applica-
3.3. Description of the data 83
moving inventors and stayers, it would not affect our estimation of the relationship between
patent grants and mobility. A more serious concern is that differences among firm patenting
policies lead inventors that switch employers to differ from stayers in their probability of being
included in a future application. After all, applying for patents is to a large extent a firm-level
decision, and there may be substantial heterogeneity among firms in the intensity of patent use.
All the inventors in our population have, by definition, been included in a patent application
by their initial employers. Thus, it is natural to expect that all inventors are initially employed
by a firm with relatively high levels of patent intensity and that moving inventors will switch,
on average, to less patent-intensive employers. This would imply that that our overall mobility
rates would be underestimated and, more importantly, that our estimated effect of patent grants
on mobility would be subject to attenuation bias. We address this issue in Section 3.5.3.
Second, identifying inventors through the names that appear in patent documents is subject
to errors. We mitigate them by using the disambiguation algorithm provided by Balsmeier,
Chavosh, Li, Fierro, Johnson, Kaulagi, O’Reagan, Yeh, and Fleming (2015). Other important
sources of misclassification in tracking mobility with patent data are the inability to detect
the exact point in time at which a moves take place (not problematic for our study) and the
recording as moves of contract R&D, collaborations, mergers or acquisitions.9 We address this
last problem by imposing some restrictions in order to consider a change in assignee as an actual
move: (i) we do not consider changes in the assignee that imply returns to an original employer
in less than one year from the supposed move (as in Ge, Huang, and Png, 2016) under the
assumption that they probably reflect contract research or collaborations; and (ii) we do not
consider apparent changes in employers due to mergers and acquisitions, which are detected
through information provided by Capital IQ. The existence of some remaining misclassification
error is unavoidable due to the nature of the large-scale representative sample used in our study.
Thus, our final sample consists of inventors who started their research lives at one of our
identified Capital IQ firms during the period 2001-2011 and who receive a first decision on a
patent application prior to 2012. We track inventors from their first application until they
move or until their last application (during the sample period) with the originating firm. The
resulting dataset comprises 69,136 first-time inventors employed by 2,883 originating firms that
filed 404,016 patent applications during the sample period. In total, we detect 13,984 first-
employer changes for those inventors, averaging 0.20 moves per inventor.
tion again, the corresponding percentage decreases to 44.4% for individuals whose first application was granted.
9These errors are highlighted in Ge, Huang, and Png (2016), which attempts to detect the misclassification
problems produced by the use of patent data to track mobility. The authors compare the mobility detected with
patent data with that inferred from a small (and unavoidably biased) sample of LinkedIn public and self-reported
profiles for patenting inventors. Because of a lack of representativeness of their sample, their results must be
interpreted with caution.
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3.4 Econometric modeling strategy
3.4.1 Baseline specification
To identify how the approval of an inventor’s patent application affects subsequent mobility,
we estimate the likelihood that an individual changes her employer between application year t
and application year t + 1, conditional on not having moved at t. We use a linear probability
model to estimate the hazard that an inventor moves:
Probabilityit (Yi,t+1 = 1) = α+ β Patents grantedit + γ Zit + δ Si + εit, (3.1)
where i indexes inventors, and t indexes application years (i.e., the number of years in which the
inventor has filed at least one application up to that point). The dependent variable, Yi,t+1, is an
indicator that equals one if an inventor moves between t and t+ 1. Note that we consolidate the
information on applications on an annual basis, so our measure of mobility records whether the
inventor changed employers at least once during that observation window. Our main variable
of interest, Patents grantedit, is the total number of patents issued to inventor i up to (and
including) spell t. The vector Zit contains a range of time-variant covariates. First, and most
importantly, Zit contains the total number of applications filed by inventor i up to spell t. We
also condition on the time elapsed since the inventor’s first decision year, allowing mobility
decisions to be shaped by seniority. To account for sectoral differences in mobility rates, we
include indicators for six non-exclusive NBER categories in which applications are classified.
Finally, Si represents the year in which the inventor receives her first decision from the patent
office. This cohort indicator controls for the fact that inventors entering later in the panel have
less time to move than do those entering earlier. We cluster standard errors at the inventor
level.
3.4.2 Identification strategy
As discussed in the introduction, an important concern is that β will likely be biased upwards,
since it captures the combined impact of patents granted and omitted inventor characteristics.
For example, inventors of higher quality are more likely to be the authors of inventions that
meet USPTO criteria for approval.10 Since those inventors are also more likely to be hired
away (Palomeras and Melero, 2010), this may confound any true causal effect. To overcome this
identification challenge, we use examiner leniency as an instrument for whether an inventor’s
applications are approved by the patent office and estimate Eq. (3.1) using a two-stage least
squares (2SLS) approach (see Gaule´, 2015; Sampat and Williams, 2015; Farre-Mensa, Hegde,
and Ljungqvist, 2017). This instrument was first proposed by Sampat and Williams (2015)
based on the work of Lemley and Sampat (2012) and Cockburn, Kortum, and Stern (2003) on
the processes and outcomes of patent examination at the USPTO. We next describe this process
10The USPTO assesses whether applications should be granted patents based on the following five criteria:
patent eligibility (35 U.S.C. 101), novelty (35 U.S.C. 102), non-obviousness (35 U.S.C. 103), usefulness (35 U.S.C.
101), and an application that satisfies the disclosure requirements (35 U.S.C. 112).
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to illustrate the rationale for the instrument.
Rationale for the instrument: The examination process
Patent examiners at the patent office are key figures in the examination process of a patent
application. Their decisions determine eventual approval or rejection. Recent studies suggest
that the odds of receiving a patent depend on the characteristics of the particular examiner
assigned to the application (Lemley and Sampat, 2012; Frakes and Wasserman, 2016). In their
sample, Lemley and Sampat (2012) find an 11-percentage-point difference in the grant rate
between the least and the most experienced examiners who check applications related to a given
technology. Frakes and Wasserman (2016) report differences in the odds of patent approval by
examiner cohort (i.e., the year in which they were hired), which they attribute to differences in
the training received that mirrored patent office policies at that time. There is also evidence that
certain characteristics of granted patents differ by examiner.11 Cockburn, Kortum, and Stern
(2003) and Lichtman (2004) acknowledge that patent examination is not a mechanical process
and, therefore, examiners necessarily enjoy some discretion in how they conduct the examination
and determine its outcome. Nevertheless, the allocation of applications to examiners at the
USPTO follows certain structured steps that guarantee virtually random assignment within a
given technological area (Cockburn, Kortum, and Stern, 2003; Lemley and Sampat, 2012).
At the USPTO, patent applications are received by a central office, where they are assigned
an application number, a patent class and subclass codes and allocated accordingly to one of
the art units in charge of the examination process. Art units are groups of examiners that spe-
cialize in a given set of technologies (there are more art units than patent classes but fewer than
subclasses). Once a patent is allocated to an art unit, a supervisory patent examiner (SPE)
receives the application and assigns it to a specific examiner. Each art unit is an independent
administrative division and has discretion in how work is organized, including how applications
are allocated to examiners. Interviews with patent examiners conducted by Lemley and Sam-
pat (2012) reveal that supervisory examiners make most final decisions on the assignment of
applications to examiners on a quasi-random basis (e.g., according to docket management needs
or following arbitrary rules, such as the last digit of the application number). There is no evi-
dence from these interviews that SPEs engage in any substantive evaluation of applications in
order to detect their patent-worthiness. Therefore, it is unlikely that they assign applications
to certain examiners according to such characteristics. Both Lemley and Sampat (2012) and
Sampat and Williams (2015) show that patent applications assigned to lenient and strict patent
examiners have similar observable characteristics at the time of application (number of pages,
family size and number of claims). In Appendix B.1, we replicate this exercise for other relevant
pre-determined factors, such as the size of the applicant or the number of references to the
patent and non-patent literature submitted in the application. Our results do not show a sig-
nificant relationship between these factors and examiner leniency. Hence, the evidence at hand
11In a small and very selective sample (180 granted patents brought to the Court of Appeals at the end of the
nineties), Cockburn, Kortum, and Stern (2003) note that characteristics such as prior citations introduced by
the examiner, citations received afterwards and the odds of being declared invalid by the courts vary with the
characteristics of the examiners.
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suggests that the assignment of applications to examiners can be reasonably assumed to be es-
sentially random within a given art unit. Consequently, we follow Sampat and Williams (2015),
Gaule´ (2015), and Farre-Mensa, Hegde, and Ljungqvist (2017) in using examiner leniency as an
instrument for application approval.
The instrument: Average examiner leniency
Our objective is to obtain an instrumental variable for the number of applications granted to
an inventor up to a given point in time. We start by operationalizing examiner leniency at the
application level. In the spirit of Gaule´ (2015), we compute time-varying measures of leniency
as follows:
Ejkat =
Grantskat − 1(Grantj = 1)
Reviewskat − 1 (3.2)
and
Ujat =
Grantsat − 1(Grantj = 1)
Reviewsat − 1 , (3.3)
where Ejkat is the approval rate of examiner k in art unit a assigned to review patent application
j submitted at time t. Reviewskat and Grantskat are the numbers of applications examiner k has
reviewed and granted, respectively, in art unit a in the same application year as j.12 Similarly,
Ujat is the approval rate of art unit a and is constructed as the share of reviewed applications filed
in the same year as application j that were granted by art unit a, excluding the focal patent.13
The difference between Ejkat and Ujat is hence the relative leniency faced by an inventor who
files patent application j in year t assigned to examiner k within art unit a. For a single patent
application, the corresponding examiner relative leniency, Ejkat −Ujat, is a suitable instrument
for whether that application is granted. However, we are interested in obtaining an instrument
for the inventor’s total number of applications granted up to a given time. We account for this
by averaging Ejkat − Ujat across all patents applied for by inventor i up to year t:
Lit =
1
nit
nit∑
j=1
(Ejkat − Ujat). (3.4)
Thus, unlike the previous literature using examiner leniency as an instrument, our study
averages leniency at the inventor level. This prevents us from using within-art-unit technology
fixed effects in our main specifications. In Appendix B.2, we provide some evidence suggesting
12Given that there may be concerns about measurement error in leniency when the set of applications is small,
we define some threshold values (10, 20, and 50) and experiment with considering only cases for which the number
of reviewed applications per examiner, year and art unit exceeds these thresholds. If anything, results are stronger
with these restrictions.
13Note that our instrument differs from that proposed by Gaule´ (2015) in two respects. First, while the author
considers the overall approval rate of an examiner, we follow Sampat and Williams (2015) and Farre-Mensa,
Hegde, and Ljungqvist (2017) in adjusting for each art unit. Our reason for doing so is that in our sample period,
on average, 39% of examiners reviewed patent applications for multiple art units in the same year. Second, our
equations differ in the denominator, since we use the number of patent applications reviewed rather than the
number of applications filed. Nothing hinges on the use of the leniency measure in Gaule´ (2015), however.
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that this is not a concern.
3.5 Patent grants and inventor mobility
3.5.1 Descriptive statistics
Table 3.1 provides descriptive statistics for the main variables used in this study. The unit
of observation in our analysis is the inventor-application year. Accordingly, the figures indicate
that, on average, 11% of inventors change employers between two application years. Inventors
are, on average, responsible for 2.2 granted patents.
Table 3.1
Descriptive statistics
Variable Mean SD Min Median Max Observations
Move 0.11 0 0 1 131,485
# of patents issued 2.2 3.7 0 1 136 131,485
# of applications filed 7.7 11.1 1 4 305 131,485
Examiner leniency 0.004 0.09 -0.86 0.01 0.74 131,485
Years since 1st decision 3.0 2.0 1 2 11 131,485
# of co-inventors 11.0 12.4 0 7 226 131,485
# of uspc classes 2.9 2.4 1 2 49 131,485
% of applications in firm’s core 0.30 0.39 0 0 1 131,485
# of applications per firm 1,263 1,776 1 449 7,803 131,485
Enforceability index -0.72 1.7 -4.2 -0.07 1.6 47,611
3.5.2 Baseline specification
Table 3.2 provides the main results. In column 1, we begin with the OLS estimates of the
baseline specification relating mobility to the number of patents granted and additional controls.
We find a weak, positive and significant correlation between patent grants and mobility. This
relationship cannot be interpreted as causal, however. As argued above, there are reasons why
we should expect unobservable factors to affect both the extent to which inventor’s patent
applications are approved by the USPTO and subsequent mobility.
Moving to the instrumental variable approach, column 2 presents the first stage in which
we regress the number of patents issued on examiner leniency (and all other controls). As
expected, the instrument is positive and highly significant: a one standard deviation increase in
the leniency of the examiner assigned to review an inventor’s patent application is associated
with a seven-percentage-point increase in the number of patents issued for the average inventor.
The first-stage F -statistic of the excluded instrument is large (796) and well above the rule of
thumb for weak instruments (see, e.g., Stock and Yogo, 2005), indicating that the instrument
explains a substantial part of the variation in granted patents. Column 3 reports the result from
the second-stage regressions estimating Eq. (3.1), with the main variable of interest replaced
with the fitted value of # of patents issued from the first-stage regression. The coefficient is
strongly negative and significant at the 1% level. The point estimate implies that an exogenous
increase in one successful patent application reduces the probability of moving by 2.8%, which
represent a 25% decrease over the conditional sample probability of 11%. This is a result of
economic significance. The substantial difference between the OLS and IV estimates highlights
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the importance of controlling for the endogeneity of patent grants and indicates a strong positive
correlation between # of patents issued and the disturbance in the mobility equation, inducing
a large upward bias if we treat USPTO decisions as exogenous.
For the ease of estimation and interpretation, we use linear probability models as our main
specifications throughout the paper. In column 4 of Table 3.2, however, we report the results
from a probit model where we implement the instrumental variable estimator by using the control
function method (see Blundell and Powell, 2004). This leads to qualitatively and quantitatively
similar results for the coefficients on # of patents issued and, hence, supports the reasonableness
of our linear 2SLS model approximations of the average partial effects as suggested, for example,
by Wooldridge (2014).
Overall, these instrumental variable specifications provide strong evidence that patents cause,
on average, a decrease in the subsequent mobility of early-career inventors. This result suggests
that patents make the human capital of inventors more specific to their employers. In the next
subsection, we provide a series of robustness checks to address alternative explanations, while
in Section 3.6, we provide additional evidence on the heterogeneity of the estimated effect to
strengthen our interpretation.
Table 3.2
Patent grants and inventor mobility
Base Controlling for endogeneity
OLS 2SLS Probit
Estimation method OLS (1st st.) (2nd st.) (2nd st.)
# of pats
Dependent variable Move issued Move Move
(1) (2) (3) (4)
# of patents issued 0.001∗∗∗
(0.000)
Examiner leniency 1.705∗∗∗
(0.060)
# of patents issued (instr.) -0.028∗∗∗ -0.022∗∗∗
(0.006) (0.005)
Years since 1st decision (L) 0.038∗∗∗ 1.310∗∗∗ 0.077∗∗∗ 0.069∗∗∗
(0.002) (0.014) (0.008) (0.006)
First decision year FE Yes∗∗∗ Yes∗∗∗ Yes∗∗∗ Yes∗∗∗
# of applications filed FE Yes∗∗∗ Yes∗∗∗ Yes∗∗∗ Yes∗∗∗
Technological class FE Yes∗∗∗ Yes∗∗∗ Yes∗∗∗ Yes∗∗∗
First-stage F -statistic 796
N = 131, 485. Number of inventors: 69,136. Number of firms: 2,883.
Estimation period is 2001 – 2011. Robust standard errors are clustered
by inventor (in parentheses). Column (4) displays the average marginal
effects from a probit model with endogenous regressors. ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
3.5.3 Robustness checks
In this section, we briefly summarize a variety of tests that allow us to confirm the robustness
of our main finding. Results are reported in Appendix B.3.
First, in column 1 of Table B.3, we estimate a specification that incorporates fixed effects at
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a more fine-grained technology level. In our main specification, we use the six broad (one-digit)
NBER technology fields, whereas in this specification we include fixed effects that capture the
37 (two-digit) NBER sub-categories. The estimated coefficient on patent grants is identical to
the baseline coefficient.
Second, we check to what extent our estimated coefficient of interest may be subject to
attenuation bias. As suggested in Section 3.3, this would be the case if moving inventors were
less likely to apply for new patents than stayers. We replicate the main analysis of Table 3.2
for the sub-sample of inventors who obtained at least one decision on their patent applications
relatively early in our sample (i.e., prior to 2007). For this group of inventors, the observation
window is longer and, therefore, censoring is less likely (we have at least a 5-year time window
to observe another application). While 46.2% of first-time inventors are excluded from our
main sample because they are only observed once, this percentage is reduced to 26.8% for this
sub-sample. The results for this sub-sample are reported in column 2 of Table B.3 and are
qualitatively and quantitatively similar to those of our baseline estimatation.
Third, we address the concern that our results could be driven by the sub-sample of inventors
whose employers went out of business. If patents affect firm survival (as suggested by Farre-
Mensa, Hegde, and Ljungqvist, 2017), we could be detecting purely mechanical moves following
inventors’ patent rejections (i.e., moves motivated by their employer’s bankruptcy). In column 3
of Table B.3, we report the results of a restricted analysis wherein we consider only moves away
from source firms that have at least one patent filed in the years after the registered employer
change. Restricting the analysis to this sub-set of moves produces nearly identical results to
those of our baseline estimation.
Fourth, we examine whether the estimated effect of patent grants on inventor mobility is
monotonic. To check this, we include the instrumented squared term of # of patents issued
in our model. As column 4 of Table B.3 shows, the quadratic term is close to zero and not
statistically significant, whereas the linear term remains negative and significant, with a point
estimate that is substantially higher than the baseline estimate.
Fifth, one might worry that the effect we observe of patents on mobility is driven by the
threat of litigation posed by a few patent holders. As Ganco, Ziedonis, and Agarwal (2015) note,
patent holders vary in their toughness for IP litigation, which is correlated with the probability
that an inventor exits the firm. To account for this difference, we include the lagged three-year
moving sum (i.e., from t − 1 to t − 3) of the number of patent infringement lawsuits filed by
the focal employer (Litigiousness) in the main specification. We obtain this information from
the Patent Litigation Docket Reports (publicly available through the USPTO website), which
contains all patent litigation cases reported by U.S. district courts to the USPTO between 1963
and 2015. In column 5 of Table B.3, we can observe that the coefficient on # of patents issued
remains identical to the baseline coefficient, while the coefficient on Litigiousness is negative and
significant (consistent with prior research). We also interact the effect of patents on mobility with
the proxy for IP toughness. In column 6 of Table B.3, we report a negative but non-significant
interaction and an estimated coefficient on patent grants of a very similar magnitude to that of
the baseline estimate. Hence, patent rights decrease inventor mobility even for employers with
low litigation profiles.
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Finally, in our last robustness test, we extend the concept of patent protection beyond the
granted/non-granted dichotomy and focus on the number of approved claims as a more fine-
grained measure of this concept: the scope of the patent. Because of our reliance on examiner
leniency as an instrumental variable for patent approval, it is likely that the results presented in
Table 3.2 represent local average treatment effects of an additional granted patent for the group
of inventors producing innovations around the margin of approval and rejection. This analysis of
the effect of approved claims allows us to evaluate the effect of a marginal increase in the scope
of protection, which may happen at any point on the distribution of patentability. Each claim in
a patent document describes in technical terms a different element of the protected technology.
As Lanjouw and Schankerman (2001) state, patent claims delimit the boundaries of the legal
protection conferred by the patent. A larger set of claims implies that the patent covers a broader
share of the technological space. Non-granted patents obviously have no approved claim, and an
increasing number of claims implies an increasing scope of protection for the patent holder. The
applicant’s incentive is to make claims that are as broad as possible in the application, as the
examiner can limit these claims during the examination process (Lanjouw and Schankerman,
2001). The scope of patent protection is therefore affected by the examination process and is
influenced by examiner leniency. More lenient examiners not only grant more patents but also
allow a larger number of claims per patent (Cockburn, Kortum, and Stern, 2003; Lemley and
Sampat, 2012). Consequently, examiner leniency can also be used as an instrumental variable
to estimate the effect of a broader scope of patent protection on inventor mobility.
Table B.4 presents the estimated effect of the average number of approved claims granted per
application on an inventor’s likelihood of moving. The number of claims can be readily obtained
from patent documents and is available from USPTO datasets. The results are qualitatively
similar to those of the analysis of patents granted. Column 2 indicates that examiner leniency
is also a strong instrument for approved claims. Column 3 presents the second stage, with
a negative and significant coefficient estimate on Avg. # of claims issued, suggesting that a
one-unit increase in the number of approved claims reduces the probability of moving by 0.3
percentage points – a 2.8% relative decrease in the probability of leaving. To examine the extent
to which these results are driven by the fact that non-granted patents have zero approved claims,
we repeat the analysis for the sub-sample of granted patents. As the coefficient from the last
column of Table B.4 shows, the estimated relationship between approved claims and mobility
remains negative and significant.14 Overall, these results suggest that the main finding of this
paper, i.e., the negative effect of patent protection on inventor mobility, is robust to considering
the effect of patent scope, a more fine-grained measure of patent protection than patent grants.
Consequently, they indicate that the estimated effect is not driven by a subset of inventors whose
creations lie around the approval threshold but that it is a more general phenomenon.
14The results from this last piece of evidence, however, have to be interpreted with caution, since excluding
inventors without granted patents from the analysis is likely to induce some sample selection bias.
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3.6 Heterogeneous impact of patent grants
The previous section documents a negative effect of patent protection on inventor mobility,
which is consistent with the idea that patent rights make the human capital of inventors specific
to their employers. In this section, we explore several sources of heterogeneity in the relationship
between patent grants and mobility in order to evaluate the existence of further evidence sup-
porting that proposition. We first examine variations in the effect across technology areas. By
drawing on the distinction between discrete and complex technologies outlined by the existing
literature, we assess whether the negative effect of patenting on mobility is more pronounced for
discrete technologies, where patents arguably provide stronger protection. Second, we explore
the role of different sources of firm specificity affecting an inventor’s stock of human capital. We
examine whether in such cases patents play a less important role as a mechanism that turns
inventor’s knowledge into firm-specific capital and, thus, affect mobility less intensely. Finally,
we examine whether patenting makes an inventor especially less likely to move to firms that are
technologically similar to her current employer.
3.6.1 Variation across technology fields
Our argument is that the negative effect of patents on mobility presented in the previous
section should be particularly strong in contexts where patents are more effective. The tradi-
tional dichotomy between complex and discrete technologies is particularly useful in this respect.
Mansfield (1986) and Levin, Klevorick, Nelson, Winter, Gilbert, and Griliches (1987) find that
patenting is a key strategy for appropriating returns to R&D in pharmaceuticals and chemicals,
while it is less important in most other industries. Cohen, Nelson, and Walsh (2000) push this
issue further and suggest that these differences are linked to the nature of the technology and
to the physical characteristics of the products. Their rationale is that the number of patentable
elements in a product importantly affects the way patents are used and, in turn, the degree to
which they contribute to effective protection. In discrete industries, new products typically build
on a few clearly identifiable features. Hence, only one or a few patents are required to achieve
effective protection against imitation. This is the case in the pharmaceutical and chemical in-
dustries, where compounds are typically adequately protected by single patents. In contrast,
new products in complex industries, such as electronics, require inputs from numerous comple-
mentary components, typically protected by patents held by an array of third parties. This
makes the protection conferred by a single patent on a new component inherently less valuable,
since it is necessary to have or acquire the rights on other proprietary elements to bring a new
product to market. For these reasons, patents are reported to be less effective against imitation
in complex product industries relative to alternatives such as secrecy, lead time or complemen-
tary capabilities (Cohen, Nelson, and Walsh, 2000).15 Therefore, we should observe that the
negative impact of patents on inventor mobility is stronger in discrete (compared to complex)
technology fields.
15This claim is also line with the results of econometric studies that attempt to quantify the private value of
patent protection across sectors (see, e.g., Lanjouw, 1998; Arora, Ceccagnoli, and Cohen, 2008).
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In order to empirically identify the technology field for each patent application, we rely on the
NBER categorization. As there is no widely accepted classification that links those categories
to discrete or complex technology areas, we focus on the clear-cut cases identified in the prior
literature. Following Levin, Klevorick, Nelson, Winter, Gilbert, and Griliches (1987) and Cohen,
Nelson, and Walsh (2000), we classify chemicals (category 1) and drugs (sub-category 31) as dis-
crete and computers and communications (category 2), medical instruments (sub-category 32),
biotechnology (sub-category 33) and electric and electronics (category 4) as complex technology
fields.16 We then aggregate this information at the inventor–application year level and construct
two time-variant dummy variables, Discrete and Complex, that equal one if the inventor’s largest
share of applications up to spell t belongs to discrete or complex technology classes, respectively,
and zero otherwise.17 In our sample, the average mobility rate between two application years is
13% for inventors in discrete areas and 10% for those in complex areas.
Table 3.3
Patent grants, technological areas and inventor mobility
Estimation method: 2SLS Discrete and
Sample All Discrete Complex complex
Dependent variable: Move (1) (2) (3) (4)
# of patents issued (instr.) -0.027∗∗ -0.054∗∗∗ -0.022∗∗ -0.020∗∗
(0.011) (0.014) (0.009) (0.009)
# of patents issued -0.026 -0.034∗
× Discrete (instr.) (0.018) (0.019)
# of patents issued 0.008
× Complex (instr.) (0.014)
Discrete 0.070∗∗ 0.063∗
(0.032) (0.035)
Complex 0.008
(0.029)
N 131,485 23,991 88,260 110,330
# of inventors 69,136 13,632 46,498 58,296
# of firms 2,883 1,277 1,823 2,523
Wald χ2 2.96∗
Estimation period is 2001 – 2011. Robust standard errors are clustered by
inventor (in parentheses). All regressions control for the number of years
since inventor’s first decision (log), as well as fixed effects for the number
of applications filed by the inventor and the year of inventor’s first deci-
sion. Wald tests for differences in coefficients between # of patents issued
x Discrete and # of patents issued x Complex. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗
p < 0.01.
We examine the impact of patents on mobility by technology field using the instrumental
variable discussed above. Column 1 of Table 3.3 provides the estimates obtained using the full
sample. Specifically, we augment Eq. (3.1) by including two instrumented interaction terms
16Traditionally, biotechnology was classified as discrete due to its intrinsic technological characteristics. How-
ever, the possibility of patenting gene fragments since the late nineties contributed to the fragmentation of the
patent rights needed for the commercialization of a product in this area (Cohen, Nelson, and Walsh, 2000). Thus,
following recent papers, such as Galasso and Schankerman (2015), we classify biotechnology as complex. The
results are robust to the exclusion of biotech as a complex field.
17Because some technological areas are neither complex nor discrete, some 19,234 inventor-year observations
are not assigned to either category.
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to capture how different appropriability regimes alter the effect of patents on inventor mobility.
The coefficient on the first interaction term, # of patents issued x Discrete, is large and negative,
while that of # of patents issued x Complex is small and positive, although neither is statistically
significant. The corresponding Wald test indicates, however, that these two coefficients are
statistically significantly different from one another. These findings indicate, as predicted, that
the negative effect of patents on inventor mobility is stronger when inventors’ patent filings are
concentrated in discrete technologies instead of complex fields. Columns 2 and 3 present the
results of estimating our baseline 2SLS model separately for the subsamples of inventors working
mainly in complex technologies and those working mainly in discrete fields. The results show
that the effect of patent grants is large, negative and significant among inventors whose main
expertise lies in a discrete technology field, whereas it is smaller among inventors in complex
areas. One additional patent granted is expected to reduce the probability of moving by 2.2%
for inventors in a complex field (a 22% decrease over the conditional sample probability of 10%)
and by 5.4% for those in a discrete field (a 42% decrease over the conditional sample probability
of 13%). Finally, column 4 provides estimates using the combined sub-samples and interacting
# of patents issued with Discrete. Consistent with the previous findings, the coefficient on the
interaction term is negative and significant at the 10% level.
3.6.2 Other sources of firm-specific human capital
A second analysis considers the extent to which different sources of an inventor’s firm-specific
human capital shape the effect of patents on mobility. In particular, our arguments suggest that
the effect will be less negative when other types of human capital firm specificity are already in
place, and it will be more intense otherwise. To explore this question, we look at cases in which
the inventor’s knowledge becomes more valuable when implemented in collaboration with that
of other inventors in the company or in conjunction with some of the current employer’s key
assets. We also analyze whether the effect of patents is attenuated in the presence of another
legally induced source of firm specificity: non-compete covenants.
In the context of innovation studies, the literature suggests two potential sources of firm
specificity for inventors’ human capital. First, Hayes, Oyer, and Schaefer (2006) argue that
firm specificity derives from complementarities with the firm’s other workers. In particular, by
learning to work with each other over time, individual employees develop a stock of human
capital that is specific to co-workers and difficult to re-build with others. In the context of
invention generation, Jaravel, Petkova, and Bell (2015) show that inventors who experience an
unexpected death of a co-inventor face large and long-lasting losses in earnings and productivity.
Thus, strong collaborative relationships such as those established in teams of inventors imply that
each individual needs complementary knowledge from other inventors to extract the maximum
value of her own knowledge. This makes departure decisions more costly for the inventor and
reduces her relative attractiveness to outside employers, since competitors that aim to replicate
a body of knowledge must hire away the whole team (Palomeras and Melero, 2010). Therefore,
we expect the negative impact of patent grants on mobility to be more intense for solo inventors
than for inventors with many co-authors.
A second source of firm-specific human capital is suggested by Lazear (2009), who notes
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that most specific human capital is, in fact, a combination of general purpose skills applied in
a combination that is specific to the firm. Innovative companies tend to establish technologi-
cal trajectories linked to their core competences, with accompanying patterns of standardized
routines and procedures (Nelson and Winter, 1982; Hoetker and Agarwal, 2007). This implies
that the particular combination of skills used by inventors working in the company’s core areas
is especially idiosyncratic to the firm and, therefore, difficult to transfer.18 Thus, we expect
that the negative impact of patent grants on mobility is larger for inventors working outside the
firm’s core technologies than for inventors employed in the firm’s core.
We empirically explore the effects of the above-mentioned sources of firm-specific skills by
using the following proxies: (i) the natural logarithm of (one plus) the number of unique co-
inventors with whom an inventor has worked in her applications up to t and (ii) the percentage
of her patent applications that fall in the firm’s core technology areas. Following Song, Almeida,
and Wu (2003), we consider a technology area part of the core if its corresponding patent
class appears with a frequency greater than 10% in the firm’s application portfolio (over the
entire sample period). We control in these regressions for the inventor’s degree of specialization
(captured by the number of different patent classes into which her applications fall) and firm
size (proxied by the number of applications filed by the firm in that year), which are relevant
controls to consistently estimate the effect of co-inventors and core areas.
Table 3.4 presents the results of the interactions between sources of firm specificity and patent
grants on mobility. The first column reproduces the baseline model to which we add the variables
and controls mentioned in this subsection. We are interested in the interactions between the
variables capturing the firm specificity of skills and the number of patents the inventor has
been granted. In columns 2 and 3, we add these (instrumented) multiplicative terms separately.
Column 4 shows the results for the full model. As expected, the figures from the interaction
effects in columns 2 to 4 show that the negative impact of patent grants on mobility is most
intense for solo inventors and for inventors working outside the firm’s core technologies.
18The firm specificity of core skills is illustrated by the following example. In 1970, Intel planned to invest
in developing the first semiconductor DRAM (dynamic random access memory), the 1-kilobit 1103. Despite its
economic attractiveness, Intel’s engineers were seriously concerned about the potential negative consequences of
developing knowledge and skills specific to DRAM technology. As noted by Gordon Moore, then CEO of Intel,
“[t]here was a lot of resistance to semiconductor technology on the part of the core memory engineers. The
engineers didn’t embrace the 1103 until they realized that it wouldn’t make their skills irrelevant” (Cogan and
Burgelman, 1989, p. 2-3).
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Table 3.4
Patent grants, firm-specific human capital and inventor mobility
Estimation method: 2SLS
Dependent variable: Move (1) (2) (3) (4)
# of patents issued (instr.) -0.030∗∗∗ -0.072∗∗∗ -0.046∗∗∗ -0.075∗∗∗
(0.007) (0.021) (0.010) (0.021)
# of patents issued 0.021∗∗∗ 0.015∗
× # of co-inventors (L) (instr.) (0.007) (0.008)
# of patents issued 0.041∗∗ 0.035∗
× % of applications in firm’s core (instr.) (0.018) (0.018)
# of co-inventors (L) 0.000 -0.043∗∗∗ 0.002 -0.031∗
(0.002) (0.016) (0.002) (0.017)
% of applications in firm’s core -0.045∗∗∗ -0.044∗∗∗ -0.123∗∗∗ -0.112∗∗∗
(0.003) (0.003) (0.034) (0.035)
# of uspc classes (L) -0.022∗∗∗ -0.017∗∗∗ -0.009 -0.007
(0.004) (0.003) (0.006) (0.006)
# of applications per firm (L) -0.016∗∗∗ -0.017∗∗∗ -0.016∗∗∗ -0.017∗∗∗
(0.001) (0.001) (0.001) (0.001)
N = 131, 485. Number of inventors: 69,136. Number of firms: 2,883. Estimation period
is 2001 – 2011. Robust standard errors are clustered by inventor (in parentheses). All
regressions control for the number of years since inventor’s first decision (log), fixed effects
for the number of applications filed by the inventor, the technology field and the year of
inventor’s first decision. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
We also consider the role of non-compete contracts as a related mechanism that increases the
firm specificity of inventors’ human capital. Non-competes are contractual clauses included in
labor contracts that explicitly prevent employees from working for a competitor within a certain
time window, typically two years, in case of termination of the labor relationship with the current
employer. These covenants are a particular case of trade secret law, which aims to safeguard
critical information (both technical and non-technical) that firms decide to keep secret. Non-
compete contracts are prevalent among R&D workers and have been found to reduce inventor
mobility in states that enforce them (Marx, Strumsky, and Fleming, 2009). U.S. jurisdictions,
however, differ in their degree of enforcement of these covenants. Courts have often understood
that employees cannot be forbidden to seek jobs in the industry in which they have expertise. In
California, for instance, non-competes are practically unenforceable (Gilson, 1999). Thus, the
substitutability argument suggests that patents should discourage mobility, especially in states
in which non-compete covenants are not enforced.
To examine whether our results differ according to the level of enforcement of non-competes
in the corresponding state, we rely on the enforceability index compiled by Starr (2016). We use
the inventor address provided in patent filing for the geographical allocation of inventors to U.S.
states. Because this information is not available for all inventors in our dataset, we examine a
sub-sample of 25,439 inventors from 1,511 firms.
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Table 3.5
Patent grants, non-compete enforceability and inventor mobility
Estimation method: 2SLS Non-enforcing Enforcing
Sample All All All All states states All
Dependent variable: Move (1) (2) (3) (4) (5) (6) (7)
# of patents issued (instr.) -0.034∗∗∗ -0.034∗∗∗ -0.034∗∗ -0.034∗∗ -0.045∗∗ -0.031∗∗ -0.043∗∗∗
(0.011) (0.011) (0.015) (0.015) (0.021) (0.013) (0.002)
# of patents issued 0.001 0.002
× Enforceability index (instr.) (0.005) (0.005)
Enforceability index -0.009∗∗∗ -0.010
(0.003) (0.013)
# of patents issued 0.011
× Enforcing states (instr.) (0.014)
Enforcing states -0.072∗∗
(0.036)
State FE Yes∗∗∗
N 47,611 47,611 47,611 47,611 10,031 37,580 47,611
# of inventors 25,439 25,439 25,439 25,439 5,480 20,152 25,439
# of firms 1,511 1,511 1,511 1,511 635 1,183 1,511
Estimation period is 2001 – 2011. Robust standard errors are clustered at the state level (in parentheses). All regres-
sions control for the number of years since inventor’s first decision (log), fixed effects for the number of applications
filed by the inventor, the technology field and the year of inventor’s first decision. Enforceability scores for each state
are from Starr (2016). Non-enforcing states are California and North Dakota. Since non-competes are enforceable in
the state where the employee is located, we use information on inventor’s location from the last patent application
prior to observing the outcome. Since this information is not available for all inventors, the number of observations is
lower in this analysis. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
In column 1 of Table 3.5, we re-estimate Eq. (3.1) on this sub-sample. The coefficient on #
of patents issued is -0.034 and significant at the 1% level. In column 2, we add the enforceability
index, and we observe that mobility rates decline with the strength of non-compete enforcement,
as in Marx, Strumsky, and Fleming (2009). In columns 3 through 7, we then re-estimate the effect
of patent grants on mobility by including their interaction term (and state-level fixed effects)
and splitting the sample into clearly non-enforcing states (i.e., California and North Dakota)
and the rest. Though the effect on mobility is lower in magnitude for enforcing states than for
non-enforcing ones, the difference (as captured by the interaction terms) is not significant.
In sum, the evidence presented in this section regarding the relationship between patent
rights and other sources of firm-specific human capital is not conclusive. While patent protec-
tion has the strongest effect as a retention mechanism for inventors without many co-authors
and inventors outside the technological core of the company, we do not observe a similar substi-
tutability pattern between patents and non-compete contracts.
3.6.3 Similarity between hiring and focal firms
Our last test of heterogeneous effects concerns different types of inter-firm moves. The com-
plementarity of patent rights with the human capital of the corresponding inventors is expected
to affect all type of moves. However, the appropriation effect resulting from the impact of patent
rights on the balance of incentives to hire or retain inventors will only be relevant for technolog-
ically similar firms capable of implementing the innovation. Thus, the negative effect of patent
grants on mobility observed in this study should more intensely affect moves to alternative
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employers in the technological vicinity of the current employer than moves to technologically
distant firms, which have little chance of implementing an inventor’s innovations.
To test this prediction, we characterize inter-firm technological similarity using a measure
that captures whether the hiring and focal firms overlap in terms of core technologies. Using
the same definition of a firm’s core technology area used in Section 3.6.2, we create a categorical
variable that is set to 0 when the inventor stays at the focal firm, to 1 when she leaves and at
least one core technology domain of the firms is identical; and to 2 when she leaves and there is
no overlap in core areas. We then estimate a multinomial logit model that allows us to capture
the effect of patent grants on the relative probability of each type of move.19 Table 3.6 shows the
relative risk ratios that result from the analysis. As the first two columns show, one additional
patent issued reduces the relative risk that an inventor moves to both technologically overlapping
and non-overlapping employers with respect to the omitted “stay” option (both relative risks
are multiplied by a factor smaller than one after a patent grant). This is consistent with the
complementarity effect of patents on inventor mobility, which drives down the probability of all
types of moves. A comparison of the size of the estimated ratios suggests, as predicted, that
the effect is more intense for moves to employers with overlapping core technologies than for all
other employers. The last column of Table 3.6 shows the relative risk ratios corresponding to
the choice between the two types of moves, with moving to employers with no core technological
overlap as the reference category. As expected, the figures indicate that an additional patent
grant significantly decreases the relative risk that a moving inventor switches to a technologically
similar employer instead of switching to an unrelated one.20 This is consistent with the existence
of an appropriation effect that concerns exclusively technologically close employers.
Table 3.6
Technological core of the hiring and the inventor’s previous firm
Core Non-core Core
Move Move Versus
Versus Versus Non-core
Dependent variable Stay Stay Move
Estimation method: Multinomial Logit (1) (2) (3)
# of patents issued (instr.) 0.694∗∗∗ 0.849∗∗∗ 0.816∗∗
N = 131, 485. Number of inventors: 69,136. Number of firms: 2,883.
Estimation period is 2001 – 2011. Robust standard errors are clustered
by inventor (in parentheses). All regressions control for the number of
years since inventor’s first decision (log), fixed effects for the number of
applications filed by the inventor, the technology field and the year of
inventor’s first decision. Coefficients are expressed in terms of relative
risk ratios. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
19Again, we used the control function approach proposed by Blundell and Powell (2004) and Wooldridge (2014)
to correct for the endogeneity of issued patents with the average examiner leniency instrument in the multinomial
logit model.
20In unreported extensions, we distinguish between a hiring firm whose core technology overlaps with the
mobile inventor’s own technological expertise (instead of her previous employer’s core technology) to categorize
moves. Replicating the specification of Table 3.6 for the alternative categorization produces similar results to
those presented here.
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3.7 Discussion and conclusion
In this study we investigate the effect of patent protection on the mobility prospects of an
inventor. We argue that, by making the inventors knowledge more specific to their current
employers, patent grants decrease inter-firm mobility.
In order to test this idea, we examine the impact of obtaining a patent on the mobility
patterns of the inventors involved in applications. Since inventions that are granted and not
granted patents are expected to be inherently different, we adopt an instrumental variables ap-
proach to estimate the effect of patenting on inventors’ mobility. In particular, and following
previous literature, we use variations in the granting rates of patent examiners within an art unit
(leniency). We analyze the early careers of inventors employed at firms who apply for patents
in the USPTO for the first time between 2001 and 2012. Our results indicate that patenting
does cause a substantial decrease in the mobility of inventors in their early careers, suggesting
that patent grants make human capital more specific to the inventor’s current employer. Ad-
ditional evidence provides further support for this hypothesis: (i) the negative effect of patents
on mobility is particularly strong in discrete technologies, where patent protection is more ef-
fective, (ii) patents have a less negative effect on mobility when other sources of firm specificity
are present. In particular, complementarities with co-inventors and employer’s assets make an
inventor’s knowledge set more difficult to transfer outside the company, and (iii) patents make
inventors especially less likely to move to technologically close alternative employers (compared
to technologically distant ones). Among other robustness tests, we address external validity
concerns by extending the concept of patent protection from patent grants to the number of
approved claims. The results of this analysis suggest that the appropriation effect is present
over the whole population of patent applicants and not only for those producing innovations in
the margin of approval and rejection.
One feature of our research design is that it does not allow us to capture the role of patents
as signals of inventor ability. Previous findings in the labor economics and innovation litera-
tures suggest that patents could reveal information about inventive skills. Patents have been
frequently argued to work as signals of firm quality in situations of asymmetric information
in entrepreneurial finance markets (Long, 2002; Hsu and Ziedonis, 2013; Conti, Thursby, and
Thursby, 2013). Analogously, patents could act as signals in the labor market for highly skilled
employees, where employers are particularly likely to enjoy private information about the ability
of their workers (Scho¨nberg, 2007). By providing a signal to the labor market about the quality
of the inventors responsible for the innovation, patent documents could decrease the amount of
private information held by current employers and thus increase inventor mobility. Our empir-
ical strategy, however, is based on a comparison of patent filings that have been granted and
those that have not. Since the immense majority of filings are public, we would expect signaling
effects to be mainly associated to patent application events and not to grant events. Indeed, it
is at the time of the publication of the application when the information about the innovation
and its inventors is released to the market. Thus, it is conceivable that the negative effect of
patent grants on inventor mobility is preceded by a positive effect of applications.
Notwithstanding the previous caveat, the evidence presented in this paper indicates that
patent protection makes the human capital of inventors more firm specific and, therefore, lowers
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the likelihood of moving. This result has important public policy implications. First, it sug-
gests that patents, despite making public some codified knowledge, may have a growth-reducing
effect by hampering the diffusion of tacit know-how. By inducing lower mobility rates, they
may reduce the spread of non-codified knowledge associated with the protected technology and,
more generally, of other know-how not related to the replicability of a specific innovation. Fur-
thermore, this appropriation-induced reduction in mobility may also contribute to an inefficient
allocation of inventor’s skills. Evidence from Hoisl (2007) shows that inventors tend to experi-
ence productivity increases when they switch firms, suggesting that career moves are frequently
motivated by employer-employee match improvements. To the extent that patents discourage
mobility, they will also inhibit these efficiency improvements. Finally, our results also suggest
that patents generate a shift in incentives to invest in human capital from the employees (i.e.,
the inventors) to their employers (i.e., the patent holders). This shift may encourage some ef-
ficient investments in training that might not have been otherwise carried out by the inventors
themselves because of financial constraints or risk considerations.
In terms of managerial implications, our results suggest that inventors may not have strong
incentives to generate patentable innovations if patents decrease their outside options due to the
appropriation effect. In that case, firms that rely on patent protection should complement that
strategy with an internal incentive system that rewards patents (as documented by Toivanen
and Va¨a¨na¨nen, 2012).
Last but not least, our findings bring to light an important methodological issue. If patent
grants affect the mobility prospects of the authors of the inventions, tracking inventors’ careers
through their issued patents (as most studies have done until now) introduces a downward bias
in the detection of mobility. This bias may expand to analyses of causes and consequences of
mobility as well. To avoid it, further studies at the inventor level should take into account both
patent applications and grants.
Appendix A
Appendix for “The Bright Side of
Financial Derivatives: Options
Trading and Firm Innovation”
This Appendix provides additional material to the results presented in “The Bright Side of
Financial Derivatives: Options Trading and Firm Innovation.” In Section A.1, we describe the
construction of the main data set. In Section A.2, we discuss and report robustness checks for
the baseline results reported in Section 2.4 of the paper. In Section A.3, we report additional
tests that supplement other parts of the main article. Descriptive statistics are in Table A.16.
A.1 Main data set
The main firm-level data sample is generated through the combination of several data
sets. Because we are using patents (weighted by total future citations) as our key measure
of innovation, we rely on the matching of the United States Patent and Trademark Office
(USPTO) to the North American Compustat data hosted at the National Bureau of Eco-
nomic Research (NBER) (see Hall, Jaffe, and Trajtenberg, 2001; Jaffe and Trajtenberg, 2002,
for details). The main matching was performed based on the concordance file provided by
Bessen (2009) that connects the assignee identification number of the NBER patent data set
to the Compustat GVKEY identification number. These connections reflected the firms and
subsidiaries identified in the Who Owns Whom? database (published annually by Dun &
Bradstreet International). Ownership may change through mergers, acquisitions, or spin-offs,
and when an organization is acquired/merged/spun-off, its patents likely transfer to the new
owner. These changes have been tracked using data on the mergers and acquisitions of public
companies reported in the SDC database. We use the updated version of the NBER match
containing citations through 2006 (downloaded from the NBER Patent Data Project website,
https://sites.google.com/site/patentdataproject). All patents granted between 1976 and 2004
are included (just under three million patents), and citation information is available from 1976
to 2006 (over 23 million citations). The need to have some patent data is the main reason that
our sample is considerably smaller than the full Compustat sample.
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The second data set we draw on comes from OptionMetrics LLC, a financial research firm
specializing in the analysis of option markets. The IvyDB U.S. data set from OptionMetrics
contains daily closing option prices (bid and ask) for all U.S. exchange-listed and Nasdaq equities
and market indexes, as well as all U.S.-listed index and equity options, starting from January
1996 (which is why this is the first year in our sample). In addition to option prices, it also
contains daily time-series of the underlying spot prices, dividend payments and projections,
stock splits, historical daily interest rate curves and, most important, option volumes. Implied
volatilities and sensitivities (delta, gamma, vega, and theta) for each option are also calculated.
The comprehensive nature of the database makes it most suitable for empirical work on option
markets. The primary key (Security ID) for all data contained in IvyDB is linked to the security’s
CUSIP number and ticker symbol, and hence merging the two data sets is straightforward.
Third, we obtain data on institutional ownership from Thomson Reuters’ CDA/Spectrum
Institutional Holdings data set. Starting in 1978, all institutions with more than $100 million
in securities under discretionary management have been required to report their holdings to the
Securities and Exchange Commission (SEC) using Form 13F. Each quarter, these institutions
must disclose any common stock positions greater than 10,000 shares or greater than $200,000
in value. The data include the number of institutional owners, the number of share issues, and
the percentage of outstanding shares held by each institution. For each fiscal year, we take the
average of the four quarterly institutional holdings given by Form 13F and treat that as our
measure of institutional ownership (InstOwn). As the ownership data do not cover all the firms
in the data set, we lose 304 firms when we match the Compustat accounting data and ownership
data.
We began with the NBER USPTO/Compustat match and kept all domestic firms trading on
NYSE (stock exchange code 11), Amex (12) and Nasdaq (14) with non-missing accounting data
on fixed assets (PPENT), employees (EMP), and sales (SALE) that are listed on Compustat for
at least three years. As our preferred regressions use fixed effects, we condition our sample on
firms that had received at least one citation and had at least two years of non-missing data on all
variables. This leaves us with a merged data set of 1,329 firms and 9,265 observations between
1996 (the first year of the options data) and 2004 (the last year of the patent data). For reasons
explained in the main article, our final sample consists of firms with positive options volume
that are active in five broadly defined R&D-intensive industries: (i) pharmaceuticals (SIC code
283), (ii) industrial and commercial machinery and computer equipment (35), (iii) electronics
and communications (36), (iv) transportation equipment (37), and (v) instruments and related
products (38). This leaves us with 3,271 observations on 548 firms, which is our baseline sample.
A.2 Robustness tests for the baseline results
We conduct a rich set of robustness checks of our baseline results and report them in Tables
A.1 – A.11. First, we check whether our results are robust to alternative econometric models. We
begin with a Poisson model where the dependent variable is the number of cite-weighted patents
and the number of (unweighed) patents and report the results in Table A.1. The coefficients
on Ln(Optvol) remain positive and significant across all columns, consistent with our baseline
findings. For example, the coefficient estimate on Ln(Optvol) is 0.143 (p-value < 0.01) if we
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reproduce our baseline fixed effects model of cite-weighted patents (column 4 of Table 2.2 in the
main article) and is 0.106 (p-value < 0.05) when we use simple patent counts as the dependent
variable. Next, because our dependent variables are right-skewed (e.g., 24% of our firm-year
observations have zero citations), we use three modeling strategies that take this into account.
We report the results in Table A.2. In columns 1 and 2, we adopt a quantile regression approach
at the 75th percentile. The baseline results continue to hold, and we obtain similar findings if
we run the quantile regressions at the 70th, 80th, 85th, and the 95th percentiles. We then use
zero-inflated negative binomial (columns 3 and 4) and zero-inflated Poisson models (columns 5
and 6). We also find consistent results.
Second, because our main analysis uses contemporaneous independent variables, we run
alternative specifications where we lag the variables. As a first step, our approach was to
empirically explore the effects of time lags between options trading and the dependent variables.
Estimating models with various time lags (i.e., from t−1 to t−5) for the options trading variable,
we found broadly consistent results for all models, but with coefficients on Ln(Optvol) that were
consistently larger than those obtained from the contemporaneous models. We present the
results of models with one- and three-year lagged explanatory variables, as adding further lags
reduces the number of observations for firms in the data set, without providing any appreciable
gain in the precision of the estimates. The coefficients on Ln(Optvol) are shown in Panels A
(one-year lag) and B (three-year lag) of Table A.3, and are positive in all regressions. For
example, the coefficients in column 1 suggest that increasing options trading activity from the
sample median ($8.5 million) to the 75th percentile ($53.5 million) is associated with a 98%
increase in future cite-weighted patents in the following year and a 67% increase in three years,
all significant at the 1% level.
Third, we examine whether the effect of options volume on innovation is monotonic (i.e., after
conditioning on covariates). In Table A.4, we begin with the inclusion of Ln(Optvol) and its
squared term. We find that the impact of Ln(Optvol) on cite-weighted patents remains positive
and significant (coefficient = 0.105 and p-value< 0.1 in column 1 of Table A.4), but the coefficient
estimate on the squared term, Ln(Optvol) x Ln(Optvol), is not significant. Next, we create a
dummy variable, High Optvol, that equals one if the options volume for a given firm is above the
median in that year and zero otherwise and interact this dummy with Ln(Optvol). We then re-
estimate Eq. (1) in the main article by adding the High Optvol dummy and the interaction term,
Ln(Optvol) x High Optvol. However, as shown in columns 2, 4, and 6, the coefficient estimates
on the interaction terms are not statistically significant, while the coefficients on Ln(Optvol)
remain positive and highly significant. In untabulated analyses, we obtain similar results if we
replace the dependent variable with unweighted patent counts. Overall, and consistent with the
bivariate relationship in Fig. 2.1 in the main article, it appears that the effect of options trading
activity on innovation is monotonic.
Fourth, our preferred control for R&D inputs is a continuous measure of the depreciated sum
of past R&D expenditures. Although widely used in prior studies, it may partly conceal some of
the effects of R&D. To mitigate such concerns, we include only the contemporaneous R&D flow
and establish dummy variables based on deciles of the distribution of R&D stock. We report
the results in Tables A.5 and A.6, respectively. In both cases, the coefficients on options volume
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continue to be positive and significant. For example, according to columns 1 and 2 of Table
A.5, an increase in options volume from the sample median ($8.5 million) to the 75th percentile
($53.5 million) is associated with a 74% increase in citations and a 74% increase in the number
of patents filed.
Fifth, as our sample period (1996 – 2004) includes the “dot-com bubble,” which is conven-
tionally dated between 1996 and 2000, we rerun our regressions for the two subperiods 1996
– 2000 and 2001 – 2004. As Table A.7 shows, the coefficients on Ln(Optvol) are positive and
significant (at the 1% level) in both subperiods, which provides reassurance that our results are
not driven by high coefficient magnitudes in the earlier or later periods.
Finally, in Table A.8, we report the regression results after the inclusion of additional (fi-
nancial) control variables. In Table A.9, we report the regression results after controlling for
firms’ external knowledge acquisition activities. In Table A.10, we report the regression results
on the differential effect of options trading on innovation in R&D- and non-R&D-intensive in-
dustries based on a matched sample. In Table A.11, we report the within-firm regression results
that compare changes in innovation before and after firms’ inclusion in options markets. These
findings are discussed in Section 2.4.2 of the main article.
A.3 Other tests
In this section, we present additional regression results that supplement other parts of the
paper. We discuss these results in the main text.
In Table A.12, we report the results from the two-stage least-squares regression (2SLS) using
the average open interest across all options on a stock throughout the calendar year as an
alternative instrument.
In Table A.13, we present the regression results on the interaction between options volume
and managerial entrenchment using the “Entrenchment Index” (E-Index) (see Bebchuk, Cohen,
and Ferrell, 2009, for details).
In Table A.14, we report the regression results from examining the effect of firm innovation
(and options volume) on a firm’s market valuation (Tobin’s Q).
In Table A.15, we present the regression results from examining the effect of options volume
on innovation after controlling for all five economic mechanisms.
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Table A.1
Options volume and innovation–Poisson model
Dependent Var. CITES PATS
Method: Poisson (1) (2) (3) (4) (5) (6) (7) (8)
Ln(Optvol) 0.230∗∗∗ 0.139∗∗∗ 0.238∗∗∗ 0.143∗∗∗ 0.132∗∗∗ 0.117∗∗∗ 0.122∗∗ 0.106∗∗
(0.062) (0.034) (0.067) (0.035) (0.051) (0.042) (0.053) (0.044)
InstOwn -0.040 -0.088 -0.055 -0.102 -0.189 -0.083 -0.090 -0.054
(0.240) (0.221) (0.219) (0.215) (0.237) (0.235) (0.223) (0.222)
Ln(K/L) 0.634∗∗∗ 0.519∗∗∗ 0.676∗∗∗ 0.555∗∗∗ 0.477∗∗ 0.371∗∗ 0.530∗∗∗ 0.427∗∗∗
(0.232) (0.164) (0.252) (0.170) (0.186) (0.165) (0.195) (0.165)
Ln(Sales) 0.531∗∗∗ 0.250∗∗∗ 0.219∗ 0.128∗ 0.610∗∗∗ 0.330∗∗∗ 0.214∗∗ 0.148∗∗
(0.091) (0.067) (0.117) (0.076) (0.070) (0.065) (0.095) (0.069)
Ln(Age) -0.042 -0.261∗∗ -0.175∗ -0.330∗∗∗ -0.014 -0.255∗∗ -0.191∗∗ -0.352∗∗∗
(0.110) (0.112) (0.102) (0.099) (0.086) (0.109) (0.086) (0.093)
Ln(R&D stock) 0.349∗∗ 0.165∗ 0.469∗∗∗ 0.275∗∗∗
(0.138) (0.090) (0.109) (0.091)
Firm fixed effects No Yes No Yes No Yes No Yes
Observations 3,271 3,271 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of Poisson panel regressions of firms’ patents weighted by the number of
forward citations (CITES) and unweighted patent counts (PATS) on options volume (Optvol) and other
firm-level control variables. Firms in all columns: 548. Robust standard errors are clustered by firm (in
parentheses). All regressions control for a full set of four-digit industry dummies and time dummies. The
time period is 1996 – 2004 (with citations up to 2006); fixed effects are based on including pre-sample
means of the dependent variable as proposed by Blundell, Griffith, and Van Reenen (1999). ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
A.3. Other tests 105
Table A.2
Options volume and innovation–Other (alternative) specifications
Method Quantile regression Zero-inflated NB Zero-inflated Poisson
Dependent Var. Ln(1+CITES) Ln(1+PATS) CITES PATS CITES PATS
(1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.105∗∗∗ 0.106∗∗∗ 0.164∗∗∗ 0.142∗∗∗ 0.155∗∗∗ 0.115∗∗
(0.016) (0.013) (0.028) (0.024) (0.040) (0.049)
InstOwn -0.034 -0.153∗ 0.046 0.102 -0.088 0.004
(0.128) (0.088) (0.164) (0.175) (0.211) (0.218)
Ln(K/L) 0.021 0.032 0.167∗∗ 0.182∗∗∗ 0.564∗∗∗ 0.449∗∗∗
(0.052) (0.036) (0.070) (0.060) (0.168) (0.163)
Ln(Sales) 0.123∗∗∗ 0.118∗∗∗ 0.108∗∗∗ 0.138∗∗∗ 0.114 0.137∗∗
(0.025) (0.021) (0.038) (0.043) (0.074) (0.068)
Ln(Age) -0.167∗∗∗ -0.082∗ -0.215∗∗ -0.235∗∗∗ -0.318∗∗∗ -0.356∗∗∗
(0.060) (0.044) (0.087) (0.076) (0.097) (0.092)
Ln(R&D stock) 0.315∗∗∗ 0.262∗∗∗ 0.285∗∗∗ 0.266∗∗∗ 0.163∗ 0.276∗∗∗
(0.030) (0.025) (0.039) (0.044) (0.088) (0.089)
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of quantile (at the 75th percentile), zero-inflated NB, and zero-
inflated Poisson panel regressions of firms’ patents weighted by the number of forward citations
(CITES) and unweighted patent counts (PATS) on options volume (Optvol) and other firm-
level control variables. Firms in all columns: 548. Robust standard errors in columns 1 and
2 are obtained from 200 bootstrap replications. All regressions control for a full set of four-
digit industry dummies, time dummies, and fixed effects by including pre-sample means of the
dependent variable as proposed by Blundell, Griffith, and Van Reenen (1999). The time period
is 1996 – 2004 (with citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.3
Options volume and innovation–Lagged explanatory variables
Method OLS NB Poisson
Dependent var. Ln(1+CITES) Ln(1+PATS) CITES PATS CITES PATS
(1) (2) (3) (4) (5) (6)
Panel A: One-year lag
Ln(Optvol) 0.185∗∗∗ 0.179∗∗∗ 0.181∗∗∗ 0.152∗∗∗ 0.146∗∗∗ 0.123∗∗
(0.033) (0.028) (0.033) (0.027) (0.047) (0.056)
InstOwn -0.108 -0.215 0.002 0.025 -0.103 -0.024
(0.182) (0.162) (0.202) (0.172) (0.215) (0.204)
Ln(K/L) 0.023 0.042 0.078 0.151∗∗ 0.610∗∗∗ 0.463∗∗∗
(0.060) (0.050) (0.079) (0.067) (0.191) (0.170)
Ln(Sales) 0.123∗∗∗ 0.126∗∗∗ 0.132∗∗∗ 0.152∗∗∗ 0.147 0.170∗∗
(0.044) (0.036) (0.043) (0.040) (0.090) (0.072)
Ln(Age) -0.116 -0.059 -0.215∗∗ -0.258∗∗∗ -0.353∗∗∗ -0.385∗∗∗
(0.090) (0.077) (0.100) (0.082) (0.104) (0.091)
Ln(R&D stock) 0.255∗∗∗ 0.200∗∗∗ 0.311∗∗∗ 0.265∗∗∗ 0.146 0.242∗∗
(0.050) (0.046) (0.047) (0.045) (0.105) (0.101)
Observations 2,658 2,658 2,658 2,658 2,658 2,658
Panel B: Three-year lag
Ln(Optvol) 0.130∗∗∗ 0.179∗∗∗ 0.138∗∗∗ 0.164∗∗∗ 0.157∗∗∗ 0.132∗∗
(0.042) (0.039) (0.044) (0.033) (0.049) (0.061)
InstOwn -0.058 -0.194 0.142 0.027 -0.064 0.099
(0.222) (0.201) (0.243) (0.192) (0.265) (0.213)
Ln(K/L) 0.005 0.048 0.179∗∗ 0.143∗∗ 0.733∗∗∗ 0.578∗∗∗
(0.068) (0.062) (0.084) (0.070) (0.222) (0.174)
Ln(Sales) 0.159∗∗∗ 0.158∗∗∗ 0.186∗∗∗ 0.167∗∗∗ 0.153 0.205∗∗∗
(0.047) (0.042) (0.054) (0.042) (0.115) (0.076)
Ln(Age) -0.099 -0.105 -0.211∗ -0.294∗∗∗ -0.409∗∗∗ -0.452∗∗∗
(0.099) (0.091) (0.112) (0.083) (0.120) (0.092)
Ln(R&D stock) 0.215∗∗∗ 0.170∗∗∗ 0.259∗∗∗ 0.236∗∗∗ 0.118 0.182∗
(0.051) (0.051) (0.053) (0.048) (0.122) (0.105)
Observations 1,687 1,687 1,687 1,687 1,687 1,687
This table presents estimates of OLS, NB, and Poisson panel regressions of firms’ patents
weighted by the number of forward citations (CITES) and unweighted patent counts (PATS)
on (lagged) options volume (Optvol) and other (lagged) firm-level control variables. Firms
in all columns: 526 in Panel A and 399 in Panel B. Robust standard errors are clustered by
firm (in parentheses). All regressions control for a full set of four-digit industry dummies,
time dummies, and fixed effects by including pre-sample means of the dependent variable as
proposed by Blundell, Griffith, and Van Reenen (1999). The time period is 1996 – 2004 (with
citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.4
Options volume and innovation–Monotonic relationship?
Method OLS NB Poisson
Dependent Var. Ln(1+CITES) Ln(1+CITES) CITES CITES CITES CITES
(1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.065 -0.012 -0.045
x High Optvol (0.069) (0.067) (0.072)
High Optvol -0.159 0.042 0.166
(0.269) (0.251) (0.259)
Ln(Optvol) 0.009 -0.003 -0.011
x Ln(Optvol) (0.008) (0.008) (0.008)
Ln(Optvol) 0.105∗ 0.127∗∗∗ 0.176∗∗∗ 0.162∗∗∗ 0.254∗∗∗ 0.184∗∗∗
(0.059) (0.044) (0.060) (0.046) (0.074) (0.059)
InstOwn -0.017 -0.024 0.066 0.068 -0.126 -0.103
(0.159) (0.159) (0.178) (0.178) (0.222) (0.222)
Ln(K/L) 0.025 0.024 0.107 0.106 0.540∗∗∗ 0.553∗∗∗
(0.052) (0.052) (0.067) (0.067) (0.172) (0.172)
Ln(Sales) 0.127∗∗∗ 0.127∗∗∗ 0.135∗∗∗ 0.135∗∗∗ 0.140∗ 0.128∗
(0.041) (0.041) (0.040) (0.040) (0.072) (0.075)
Ln(Age) -0.107 -0.106 -0.213∗∗ -0.213∗∗ -0.326∗∗∗ -0.328∗∗∗
(0.084) (0.084) (0.095) (0.095) (0.102) (0.102)
Ln(R&D stock) 0.253∗∗∗ 0.253∗∗∗ 0.301∗∗∗ 0.300∗∗∗ 0.159∗ 0.164∗
(0.046) (0.046) (0.042) (0.042) (0.085) (0.086)
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS, NB, and Poisson panel regressions of firms’ patents
weighted by the number of forward citations (CITES) on options volume (Optvol), its squared
term, a dummy variable for high options volume (High Optvol), its interaction with options vol-
ume, and other firm-level control variables. High Optvol equals one if the options volume for a
given firm is above the median in year t and zero otherwise. Firms in all columns: 548. Robust
standard errors are clustered by firm (in parentheses). All regressions control for a full set of
four-digit industry dummies, time dummies, and fixed effects by including pre-sample means of
the dependent variable as proposed by Blundell, Griffith, and Van Reenen (1999). The time
period is 1996 – 2004 (with citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.5
Options volume and innovation–Contemporaneous R&D spending
Method OLS NB Poisson
Dependent Var. Ln(1+CITES) Ln(1+PATS) CITES PATS CITES PATS
(1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.140∗∗∗ 0.136∗∗∗ 0.133∗∗∗ 0.122∗∗∗ 0.141∗∗∗ 0.091∗
(0.030) (0.025) (0.029) (0.025) (0.043) (0.052)
InstOwn -0.041 -0.218 0.021 -0.032 -0.084 -0.039
(0.156) (0.137) (0.177) (0.147) (0.207) (0.214)
Ln(K/L) 0.026 0.042 0.099 0.141∗∗ 0.562∗∗∗ 0.430∗∗∗
(0.052) (0.044) (0.065) (0.058) (0.171) (0.164)
Ln(Sales) 0.100∗∗ 0.095∗∗∗ 0.131∗∗∗ 0.132∗∗∗ 0.078 0.094
(0.042) (0.034) (0.042) (0.039) (0.070) (0.064)
Ln(Age) -0.040 0.024 -0.144 -0.151∗∗ -0.298∗∗∗ -0.291∗∗∗
(0.082) (0.067) (0.093) (0.075) (0.109) (0.103)
Ln(1+XRD) 0.316∗∗∗ 0.256∗∗∗ 0.331∗∗∗ 0.290∗∗∗ 0.224∗∗ 0.349∗∗∗
(0.052) (0.046) (0.048) (0.047) (0.093) (0.084)
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS, NB, and Poisson panel regressions of firms’ patents
weighted by the number of forward citations (CITES) and firms’ unweighted patent counts
(PATS) on options volume (Optvol), contemporaneous R&D spending (XRD), and other firm-
level control variables. Firms in all columns: 548. Robust standard errors are clustered by
firm (in parentheses). All regressions control for a full set of four-digit industry dummies,
time dummies, and fixed effects by including pre-sample means of the dependent variable as
proposed by Blundell, Griffith, and Van Reenen (1999). The time period is 1996 – 2004 (with
citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.6
Options volume and innovation–R&D stock dummy variables
Method OLS NB Poisson
Dependent Var. Ln(1+CITES) Ln(1+PATS) CITES PATS CITES PATS
(1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.163∗∗∗ 0.145∗∗∗ 0.149∗∗∗ 0.132∗∗∗ 0.147∗∗∗ 0.115∗∗∗
(0.029) (0.024) (0.028) (0.024) (0.032) (0.043)
InstOwn -0.088 -0.188 0.073 -0.039 -0.271 -0.187
(0.166) (0.140) (0.176) (0.146) (0.217) (0.220)
Ln(K/L) 0.024 0.035 0.100 0.144∗∗ 0.473∗∗∗ 0.381∗∗
(0.053) (0.043) (0.067) (0.058) (0.152) (0.156)
Ln(Sales) 0.105∗∗∗ 0.081∗∗ 0.095∗∗ 0.093∗∗ 0.144∗∗ 0.177∗∗∗
(0.040) (0.033) (0.039) (0.037) (0.067) (0.062)
Ln(Age) -0.131 -0.067 -0.255∗∗∗ -0.244∗∗∗ -0.258∗∗∗ -0.296∗∗∗
(0.083) (0.067) (0.095) (0.075) (0.094) (0.096)
R&D stock, 10% Benchmark Benchmark Benchmark Benchmark Benchmark Benchmark
R&D stock, 20% 0.162 -0.096 0.119 -0.125 0.028 -0.259
(0.145) (0.090) (0.161) (0.132) (0.187) (0.220)
R&D stock, 30% 0.533∗∗∗ 0.174∗ 0.648∗∗∗ 0.332∗∗ 0.265 0.172
(0.145) (0.099) (0.160) (0.132) (0.191) (0.229)
R&D stock, 40% 0.648∗∗∗ 0.257∗∗ 0.578∗∗∗ 0.423∗∗∗ 0.207 0.323
(0.154) (0.113) (0.168) (0.137) (0.199) (0.237)
R&D stock, 50% 0.793∗∗∗ 0.347∗∗∗ 0.668∗∗∗ 0.621∗∗∗ 0.425∗∗ 0.567∗∗
(0.180) (0.134) (0.177) (0.160) (0.206) (0.255)
R&D stock, 60% 0.784∗∗∗ 0.480∗∗∗ 0.887∗∗∗ 0.829∗∗∗ 0.436∗ 0.638∗∗
(0.182) (0.140) (0.184) (0.160) (0.229) (0.260)
R&D stock, 70% 0.959∗∗∗ 0.635∗∗∗ 1.106∗∗∗ 0.998∗∗∗ 0.625∗∗∗ 0.805∗∗∗
(0.192) (0.155) (0.201) (0.170) (0.231) (0.265)
R&D stock, 80% 1.259∗∗∗ 0.804∗∗∗ 1.379∗∗∗ 1.135∗∗∗ 0.941∗∗∗ 1.065∗∗∗
(0.206) (0.175) (0.210) (0.185) (0.234) (0.275)
R&D stock, 90% 1.611∗∗∗ 1.285∗∗∗ 1.881∗∗∗ 1.610∗∗∗ 1.156∗∗∗ 1.438∗∗∗
(0.251) (0.225) (0.244) (0.219) (0.305) (0.312)
R&D stock, 100% 1.858∗∗∗ 1.613∗∗∗ 2.260∗∗∗ 1.975∗∗∗ 0.966∗∗ 1.523∗∗∗
(0.316) (0.302) (0.296) (0.284) (0.383) (0.376)
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS, NB, and Poisson panel regressions of firms’ patents weighted by
the number of forward citations (CITES) and unweighted patent counts (PATS) on options volume
(Optvol), R&D stock dummy variables based on deciles of its distribution, and other firm-level control
variables. Firms in all columns: 548. Robust standard errors are clustered by firm (in parentheses).
All regressions control for a full set of four-digit industry dummies, time dummies, and fixed effects by
including pre-sample means of the dependent variable as proposed by Blundell, Griffith, and Van Reenen
(1999). The time period is 1996 – 2004 (with citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.7
Options volume and innovation–Internet bubble
Period “1996 – 2000” “2001 – 2004”
Method OLS NB Poisson OLS NB Poisson
Dependent Var. Ln(1+CITES) CITES CITES Ln(1+CITES) CITES CITES
(1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.176∗∗∗ 0.134∗∗∗ 0.149∗∗∗ 0.161∗∗∗ 0.164∗∗∗ 0.179∗∗
(0.035) (0.031) (0.039) (0.037) (0.045) (0.070)
InstOwn 0.002 0.089 -0.131 -0.303 -0.018 0.179
(0.188) (0.170) (0.209) (0.185) (0.280) (0.443)
Ln(K/L) 0.026 0.086 0.533∗∗∗ 0.048 0.125 0.769∗∗∗
(0.066) (0.072) (0.170) (0.060) (0.098) (0.224)
Ln(Sales) 0.173∗∗∗ 0.144∗∗∗ 0.127 0.061 0.095 0.049
(0.049) (0.042) (0.078) (0.042) (0.065) (0.088)
Ln(Age) -0.256∗∗∗ -0.284∗∗∗ -0.334∗∗∗ 0.121 -0.026 -0.291∗
(0.096) (0.091) (0.097) (0.098) (0.137) (0.176)
Ln(R&D stock) 0.260∗∗∗ 0.291∗∗∗ 0.167∗ 0.243∗∗∗ 0.372∗∗∗ 0.205∗∗
(0.054) (0.040) (0.094) (0.049) (0.075) (0.101)
Observations 1,906 1,906 1,906 1,365 1,365 1,365
This table presents estimates of OLS, NB, and Poisson panel regressions of firms’ patents
weighted by the number of forward citations (CITES) on options volume (Optvol) and other
firm-level control variables for the two subperiods 1996 – 2000 (during the “dot-com bubble”)
and 2001 – 2004 (after the “dot-com bubble”). Firms in columns: 501 in columns 1 – 3
and 398 in columns 4 – 6. Robust standard errors are clustered by firm (in parentheses). All
regressions control for a full set of four-digit industry dummies, time dummies, and fixed effects
by including pre-sample means of the dependent variable as proposed by Blundell, Griffith, and
Van Reenen (1999). The time period is 1996 – 2004 (with citations up to 2006); ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
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Table A.8
Options volume and innovation–Additional (financial) controls
Method OLS NB Poisson
Dependent Var. Ln(1+CITES) Ln(1+PATS) CITES PATS CITES PATS
(1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.110∗∗∗ 0.097∗∗∗ 0.118∗∗∗ 0.099∗∗∗ 0.152∗∗∗ 0.104∗∗
(0.022) (0.019) (0.023) (0.020) (0.044) (0.051)
InstOwn 0.005 -0.290 -0.184 -0.212 -0.340 -0.226
(0.242) (0.183) (0.299) (0.210) (0.298) (0.292)
Ln(K/L) -0.077 0.018 0.041 0.089 0.373∗∗∗ 0.255∗∗∗
(0.070) (0.054) (0.096) (0.073) (0.128) (0.084)
Ln(Sales) 0.064 0.048 0.069 0.047 -0.177 0.045
(0.060) (0.045) (0.059) (0.053) (0.117) (0.088)
Ln(Age) -0.041 0.048 -0.097 -0.064 -0.285∗∗ -0.281∗∗
(0.113) (0.086) (0.122) (0.091) (0.131) (0.124)
Ln(R&D stock) 0.274∗∗∗ 0.254∗∗∗ 0.269∗∗∗ 0.304∗∗∗ 0.492∗∗∗ 0.473∗∗∗
(0.069) (0.054) (0.061) (0.059) (0.118) (0.085)
Illiquidity -0.109∗ -0.136∗∗ -0.173∗∗ -0.162∗∗∗ -0.088 -0.032
(0.062) (0.052) (0.068) (0.055) (0.086) (0.067)
Leverage 0.548∗ 0.280 0.500 0.254 0.315 0.003
(0.296) (0.229) (0.338) (0.236) (0.402) (0.451)
Tobin’s Q -0.073 -0.047 -0.135 -0.085 -0.038 0.105
(0.082) (0.059) (0.085) (0.063) (0.111) (0.118)
ROA -0.553 -0.531∗∗ -0.871∗∗ -0.758∗∗∗ 0.716 -0.205
(0.373) (0.251) (0.361) (0.286) (0.449) (0.448)
Capex 1.613 0.087 -0.344 -0.402 0.564 1.196
(1.041) (0.758) (0.995) (0.801) (0.952) (1.188)
Ln(1+Analyst coverage) -0.003 0.044 0.029 0.050 0.070 0.039
(0.080) (0.064) (0.083) (0.064) (0.073) (0.058)
Observations 3,271 3,271 3,271 3,271 3,271 3,271
This table presents estimates of OLS, NB, and Poisson panel regressions of firms’ patents weighted by
the number of forward citations (CITES) and unweighted patent counts (PATS) on options volume
(Optvol) and other (additional) firm-level control variables. Illiquidity is the natural logarithm of
the relative effective spread measured over firm i’s fiscal year t, where the relative effective spread
is defined as the absolute value of the difference between the execution price and the midpoint of
the prevailing bid-ask quote divided by the midpoint of the prevailing bid-ask quote; Leverage is the
book value of debt (DLTT+DLC) divided by the book value of assets (AT); Tobin’s Q is calculated
as (market value of equity (PRCC F × CSHO) plus the book value of assets (AT) minus the book
value of equity (CEQ) minus balance sheet deferred taxes (TXDB)) divided by the book value of
assets (AT); ROA is operating income before depreciation (OIDBP) divided by the book value of
assets (AT); Capex is defined as capital expenditures (CAPX) scaled by the book value of assets
(AT); and Analyst coverage is the arithmetic mean of the 12 monthly numbers of earnings forecasts
for firm i extracted from the I/B/E/S summary file. Firms in all columns: 548. Robust standard
errors are clustered by firm (in parentheses). All regressions control for a full set of four-digit industry
dummies, time dummies, and fixed effects by including pre-sample means of the dependent variable
as proposed by Blundell, Griffith, and Van Reenen (1999). The time period is 1996 – 2004 (with
citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.9
Options volume and innovation–External knowledge acquisition
Control variable Collaboration frequency Collaboration intensity Acquisitions
Dependent Var. Ln(1+CITES) Ln(1+PATS) Ln(1+CITES) Ln(1+PATS) Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4) (5) (6)
Ln(Optvol) 0.107∗∗∗ 0.090∗∗∗ 0.116∗∗∗ 0.158∗∗∗ 0.114∗∗∗ 0.156∗∗∗
(0.020) (0.017) (0.019) (0.024) (0.019) (0.024)
InstOwn -0.186 -0.252∗ -0.164 -0.224 -0.153 -0.211
(0.152) (0.139) (0.153) (0.141) (0.152) (0.139)
Ln(K/L) -0.012 0.040 -0.011 0.042 -0.014 0.040
(0.048) (0.043) (0.049) (0.044) (0.048) (0.044)
Ln(Sales) 0.129∗∗∗ 0.122∗∗∗ 0.121∗∗∗ 0.111∗∗∗ 0.130∗∗∗ 0.122∗∗∗
(0.036) (0.033) (0.037) (0.034) (0.036) (0.033)
Ln(Age) -0.062 -0.032 -0.059 -0.032 -0.057 -0.027
(0.077) (0.069) (0.078) (0.069) (0.077) (0.069)
Ln(R&D stock) 0.250∗∗∗ 0.193∗∗∗ 0.263∗∗∗ 0.210∗∗∗ 0.259∗∗∗ 0.204∗∗∗
(0.041) (0.043) (0.042) (0.044) (0.042) (0.043)
Collaboration freq. 0.106∗∗∗ 0.129∗∗∗
(0.035) (0.032)
Collaboration int. -0.731∗ -0.923∗∗∗
(0.393) (0.303)
Acquisitions -0.570∗∗ -0.539∗∗
(0.290) (0.257)
Observations 1,446 1,446 3,271 3,271 3,271 3,271
This table presents estimates of OLS panel regressions of firms’ patents weighted by the number of forward citations
(CITES) and unweighted patent counts (PATS) on options volume (Optvol), collaboration frequency, collaboration
intensity, acquisitions, and other firm-level control variables. Collaboration frequency is the natural logarithm of
(one plus) the number of R&D alliances formed over the previous five years (i.e., from t− 5 to t− 1); Collaboration
intensity is the number of a firm’s jointly owned patents filed over the previous five years scaled by its total number
of patents filed over the same period; and Acquisitions is the acquisition expenditure (ACQ) divided by the book
value of assets (AT). Firms in columns: 236 in columns 1 and 2; 548 in columns 3 – 6. Robust standard errors
are clustered by firm (in parentheses). All regressions control for a full set of four-digit industry dummies, time
dummies, and fixed effects by including pre-sample means of the dependent variable as proposed by Blundell,
Griffith, and Van Reenen (1999). The time period is 1996 – 2004 (with citations up to 2006); ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
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Table A.10
Options volume and innovation–High- versus low-tech industries
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Matched sample All All High-tech Low-tech All All High-tech Low-tech
Method: OLS (1) (2) (3) (4) (5) (6) (7) (8)
Ln(Optvol) 0.186∗∗∗ 0.193∗∗∗
x Dummy for high-tech (0.059) (0.056)
Ln(Optvol) 0.120∗∗∗ 0.004 0.144∗∗∗ 0.070 0.113∗∗∗ -0.007 0.147∗∗∗ 0.046
(0.039) (0.052) (0.049) (0.058) (0.034) (0.049) (0.040) (0.051)
Dummy for high-tech 1.219∗∗ 0.932∗ 0.543 0.243
(0.485) (0.510) (0.578) (0.605)
InstOwn -0.092 -0.053 -0.148 0.199 -0.164 -0.123 -0.287 0.208
(0.189) (0.188) (0.248) (0.252) (0.170) (0.170) (0.231) (0.216)
Ln(K/L) -0.068 -0.071 0.085 -0.252∗ -0.023 -0.025 0.090 -0.166
(0.098) (0.097) (0.134) (0.143) (0.079) (0.079) (0.111) (0.109)
Ln(Sales) 0.104∗ 0.091 0.180∗∗ -0.076 0.100∗ 0.086∗ 0.163∗∗ -0.031
(0.062) (0.062) (0.087) (0.081) (0.053) (0.052) (0.075) (0.065)
Ln(Age) -0.138 -0.150∗ -0.155 -0.156 -0.099 -0.111 -0.114 -0.119
(0.085) (0.084) (0.113) (0.118) (0.073) (0.072) (0.097) (0.102)
Ln(R&D stock) 0.167∗∗∗ 0.167∗∗∗ 0.212∗∗∗ 0.099∗∗ 0.143∗∗∗ 0.143∗∗∗ 0.158∗∗∗ 0.114∗∗∗
(0.034) (0.034) (0.050) (0.043) (0.028) (0.027) (0.041) (0.035)
Observations 2,906 2,906 1,453 1,453 2,906 2,906 1,453 1,453
This table presents estimates of OLS panel regressions on a matched sample of firms’ patents weighted by the number of forward
citations (CITES) and unweighted patent counts (PATS) on options volume (Optvol), a dummy variable that equals one if a
firm is operating in a high-tech industry (Dummy for high-tech), their interaction, and other firm-level control variables. Firms
in the matched sample: 547. Firms in columns 3 and 7: 311. Firms in columns 4 and 8: 236. Robust standard errors are
clustered by firm (in parentheses). The matched sample is constructed using nearest-neighbor matching with scores given by a
probit model in which the dependent variable is Dummy for high-tech. The propensity score is estimated using the following
firm characteristics: Ln(Optvol), InstOwn, Ln(K/L), Ln(Sales), Ln(Age), Ln(R&D stock), Illiquidity, Leverage, Tobin’s Q,
ROA, Capex, Ln(Analyst coverage), and fixed effects. All regressions control for a full set of four-digit industry dummies, time
dummies, and fixed effects by including pre-sample means of the dependent variable as proposed by Blundell, Griffith, and
Van Reenen (1999). The time period is 1996 – 2004 (with citations up to 2006); ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.11
Options volume and innovation–Within-firm relationship
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Post 0.370∗∗ 0.277∗
(0.146) (0.118)
Inclusion year −3 0.240 0.008
(0.154) (0.080)
Inclusion year −2 0.207 0.084
(0.144) (0.075)
Inclusion year −1 0.313∗∗ 0.135
(0.142) (0.098)
Inclusion year 1 0.243∗ 0.116
(0.131) (0.078)
Inclusion year 2 0.568∗∗∗ 0.271∗∗∗
(0.148) (0.103)
Inclusion year 3 0.636∗∗∗ 0.335∗∗∗
(0.145) (0.114)
Inclusion year 4 0.558∗∗∗ 0.526∗∗∗
(0.162) (0.124)
InstOwn -0.088 0.010 -0.159 -0.111
(0.257) (0.256) (0.245) (0.241)
Ln(K/L) -0.058 -0.061 -0.011 -0.014
(0.073) (0.074) (0.061) (0.062)
Ln(Sales) 0.196∗∗∗ 0.198∗∗∗ 0.133∗∗∗ 0.134∗∗∗
(0.052) (0.053) (0.044) (0.045)
Ln(Age) -0.225∗∗ -0.225∗∗ -0.072 -0.070
(0.112) (0.112) (0.087) (0.087)
Ln(R&D stock) 0.211∗∗∗ 0.218∗∗∗ 0.252∗∗∗ 0.255∗∗∗
(0.043) (0.044) (0.048) (0.048)
Observations 744 614 744 614
This table presents estimates of OLS panel regressions of within-
firm changes in patents weighted by the number of forward citations
(CITES) and unweighted patent counts (PATS) before and after
the option listing event. Post is a dummy variable equal to unity
to indicate the post-listing period; Inclusion year # are dummy
variables indicating the relative year around the listing event (the
omitted category is the year of the event). Firms in columns: 93.
Robust standard errors are clustered by firm (in parentheses). All
regressions control for a full set of four-digit industry dummies, time
dummies, and fixed effects by including pre-sample means of the de-
pendent variable as proposed by Blundell, Griffith, and Van Reenen
(1999). The time period is 1996 – 2004 (with citations up to 2006);
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.12
Options volume and innovation–Open interest as instrumental
variable
Method OLS 2SLS
(first stage) (second stage)
Dependent Var. Ln(Optvol) Ln(1+CITES) Ln(1+PATS)
(1) (2) (3)
Ln(Optvol) (instr.) 0.087∗∗∗ 0.102∗∗∗
(0.029) (0.024)
InstOwn 1.185∗∗∗ -0.028 -0.218
(0.140) (0.156) (0.137)
Ln(K/L) -0.205∗∗∗ 0.015 0.039
(0.053) (0.053) (0.045)
Ln(Sales) 0.242∗∗∗ 0.156∗∗∗ 0.133∗∗∗
(0.028) (0.041) (0.033)
Ln(Age) -0.412∗∗∗ -0.121 -0.036
(0.065) (0.083) (0.068)
Ln(R&D stock) 0.056∗∗ 0.273∗∗∗ 0.217∗∗∗
(0.028) (0.046) (0.044)
Ln(Open int.) 1.207∗∗∗
(0.028)
Observations 3,271 3,271 3,271
This table presents estimates of 2SLS panel regressions of firms’ patents
weighted by the number of forward citations (CITES) and unweighted
patent counts (PATS) on options volume (Optvol) and other firm-level
control variables, with the total open interest Ln(Open int.) as an in-
strumental variable. Firms in all columns: 548. Robust standard errors
are clustered by firm (in parentheses). All regressions control for a full
set of four-digit industry dummies, time dummies, and fixed effects by
including pre-sample means of the dependent variable as proposed by
Blundell, Griffith, and Van Reenen (1999). The time period is 1996 –
2004 (with citations up to 2006). ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.13
Options volume and innovation–Managerial entrenchment (E-Index)
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Ln(Optvol) -0.032∗∗ -0.031∗∗
x E-Index (0.015) (0.013)
Ln(Optvol) 0.168∗∗∗ 0.160∗∗∗ 0.151∗∗∗ 0.144∗∗∗
(0.031) (0.031) (0.028) (0.028)
E-Index -0.014 0.012 -0.016 0.009
(entrenchment index) (0.034) (0.034) (0.029) (0.029)
InstOwn -0.020 -0.048 -0.015 -0.041
(0.192) (0.193) (0.170) (0.170)
Ln(K/L) 0.106 0.107 0.075 0.076
(0.070) (0.069) (0.059) (0.058)
Ln(Sales) 0.108∗∗ 0.103∗∗ 0.126∗∗∗ 0.120∗∗∗
(0.047) (0.047) (0.044) (0.044)
Ln(Age) -0.183∗∗ -0.173∗ -0.106 -0.098
(0.090) (0.090) (0.084) (0.084)
Ln(R&D stock) 0.126∗∗∗ 0.124∗∗∗ 0.116∗∗∗ 0.114∗∗∗
(0.028) (0.028) (0.024) (0.024)
Observations 921 921 921 921
This table presents estimates of OLS panel regressions of firms’ patents
weighted by the number of forward citations (CITES) and unweighted
patent counts (PATS), managerial entrenchment (E-Index), their interac-
tion, and other firm-level control variables. Firms in columns: 331. Robust
standard errors are clustered by firm (in parentheses). All regressions con-
trol for a full set of three-digit industry dummies, time dummies, and fixed
effects by including pre-sample means of the dependent variable as proposed
by Blundell, Griffith, and Van Reenen (1999). The E-Index is an average of
six provisions in the firm’s charter (see Bebchuk, Cohen, and Ferrell, 2009).
The measure is based on data from RiskMetrics from 1998, 2000, 2002, and
2004. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.14
Innovation and Tobin’s Q
Dependent var.: Tobin’s Q
Method: OLS (1) (2)
Ln(1+CITES) 0.050∗
(0.026)
Ln(1+PATS) 0.059∗
(0.033)
One-year lagged Tobin’s Q 0.383∗∗∗ 0.383∗∗∗
(0.049) (0.049)
Ln(Optvol) 0.236∗∗∗ 0.236∗∗∗
(0.037) (0.037)
InstOwn -0.052 -0.041
(0.202) (0.202)
Ln(K/L) 0.057 0.054
(0.106) (0.106)
Ln(Sales) -0.221∗∗∗ -0.225∗∗∗
(0.069) (0.071)
Ln(Age) -0.173 -0.175
(0.112) (0.111)
Ln(R&D stock) 0.030 0.028
(0.039) (0.039)
Leverage -1.625∗∗∗ -1.610∗∗∗
(0.297) (0.295)
ROA 1.823∗∗∗ 1.830∗∗∗
(0.641) (0.638)
Capex 0.598 0.634
(2.470) (2.476)
Observations 2,658 2,658
This table presents estimates of OLS regres-
sions of firms’ market value (Tobin’s Q) on firms’
patents weighted by the number of forward ci-
tations (CITES) and unweighted patent counts
(PATS), one-year lagged Tobin’s Q, options vol-
ume (Optvol), and other firm-level control vari-
ables. Firms in all columns: 526. Robust standard
errors are clustered by firm (in parentheses). All re-
gressions control for a full set of four-digit industry
dummies and time dummies. The time period is
1996–2004 (with citations up to 2006); ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.15
Controlling for possible mechanisms
Dependent Var. Ln(1+CITES) Ln(1+PATS)
Method: OLS (1) (2) (3) (4)
Ln(Optvol) 0.216∗∗∗ 0.154∗∗∗ 0.192∗∗∗ 0.155∗∗∗
(0.050) (0.050) (0.042) (0.043)
Competition 8.454∗∗∗ 5.384∗∗∗
(1 − Lerner) (2.619) (1.764)
G-Index -0.033 -0.032
(governance index) (0.028) (0.025)
Ln(CEO age) -0.807∗∗ -0.605∗
(0.396) (0.325)
∆ ROAt−1 -0.162 -0.123
(0.406) (0.307)
Ln(CEO vega) 0.038 0.113∗∗∗
(0.054) (0.041)
Ln(CEO delta) 0.072 0.044
(0.055) (0.046)
InstOwn -0.072 -0.092 -0.139 -0.145
(0.293) (0.296) (0.259) (0.266)
Ln(K/L) 0.023 0.055 0.079 0.099
(0.102) (0.101) (0.084) (0.080)
Ln(Sales) 0.231∗∗∗ 0.248∗∗∗ 0.227∗∗∗ 0.240∗∗∗
(0.082) (0.080) (0.072) (0.071)
Ln(Age) -0.147 -0.122 -0.102 -0.068
(0.154) (0.154) (0.142) (0.140)
Ln(R&D stock) 0.140∗∗ 0.142∗∗ 0.080 0.082
(0.062) (0.061) (0.059) (0.058)
Observations 1,530 1,530 1,530 1,530
This table presents estimates of OLS panel regressions of firms’
patents weighted by the number of forward citations (CITES)
and unweighted patent counts (PATS) on product market com-
petition (Competition), managerial entrenchment (G-Index ), CEO
age, lagged change in profitability (∆ ROAt−1), stock-based com-
pensation (CEO vega and CEO delta), and other firm-level control
variables. Firms in columns: 285. Robust standard errors are clus-
tered by firm (in parentheses). All regressions control for a full set
of four-digit industry dummies, time dummies, and fixed effects
by including pre-sample means of the dependent variable as pro-
posed by Blundell, Griffith, and Van Reenen (1999). ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.16
Descriptive statistics (robustness tests)
Mean StdDev Min Median Max Observations Source
Co-patents/Patents[t−5,t−1] 0.03 0.09 0 0 1 2,391 USPTO
Leverage 0.16 0.16 0 0.13 0.91 3,271 Compustat
Tobin’s Q 3.0 2.8 0.40 2.1 39.1 3,271 Compustat
Capex/Assets 0.05 0.05 0.00003 0.04 0.53 3,271 Compustat
Acquisition exp. (in $m) 85.1 458 -3,557 0 8,800 3,271 Compustat
Open interest 396 1,056 0.03 92.4 13,267 3,271 OptionMetrics
Stock illiquidity -5.5 2.1 -11.6 -5.5 2.9 3,271 TAQ
Analyst coverage 8.4 7.9 0 6.1 45.6 3,271 I/B/E/S
R&D alliances[t−5,t−1] 3.7 15.2 0 0 270 1,446 SDC Platinum
Entrenchment index 2.1 1.1 0 2 5 921 RiskMetrics and
Bebchuk et al. (2009)
CEO tenure 7.3 7.9 0 5 53 1,845 ExecuComp
CEO cash comp. (in $000s) 1,340 1,492 0 962 43,512 1,845 ExecuComp
Appendix B
Appendix for “The Effect of Patent
Protection on Inventor Mobility”
This Appendix provides additional material to the results presented in “The Effect of Patent
Protection on Inventor Mobility.” In Section B.1, we present evidence that supplement the
picture that the assignment of applications to examiners is plausibly random. In Section B.2,
we discuss and report robustness checks for the first stage estimates. In Section B.3, we report
the results of the robustness tests referred in Section 3.5.3 of the article. Descriptive statistics
for variables used in this Appendix are presented in B.4.
B.1 Investigating selection
The details of the examination process described in Section 3.4.2 of the article suggest that
patent applications are assigned to examiners quasi-randomly within art units. Here, we provide
further evidence that our proposed instrument (at the patent level) satisfies the exclusion restric-
tion. For this restriction to hold, examiner leniency should only be related with inventor mobility
through its influence on the probability that her patent application is granted. Therefore, we
aim to test whether there is any correlation between the characteristics of patent applications
(at the time of filing) that can be related with the likelihood that their authors move firms and
our measure of examiner leniency (at the patent level). As discussed by Lemley and Sampat
(2012), the assessment of whether a certain type of inventions are assigned to examiners with a
certain leniency is challenging for two reasons: (i) it is difficult to identify variables that at the
time of application would capture the characteristics of the underlying invention and (ii) much
of the front-page information contained in patent documents is not available for applications.
One of the most important characteristics of patent applications that can affect the proba-
bility of their inventors to move is the value of the underlying innovation, since it is correlated
with the inventors? ability (Palomeras and Melero, 2010; Ganco, Ziedonis, and Agarwal, 2015).
Though the most common measure to proxy for value of patented innovations (e.g. citations
received) is not available at the time of application and, therefore, is not useful for our purposes,
there is an alternative proxy for value that it is available at filing. This is the patent family size,
i.e. the number of jurisdictions in which the application is filed. Because of the substantially
higher costs of filing, one expects that applicants are more likely to seek broad international pro-
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tection only if the invention is economically relevant (Putnam, 1996). Prior literature provides
evidence that family size is correlated with a quality index of patents (Lanjouw and Schanker-
man, 2004), the likelihood that a patent will be granted (Guellec and van Pottelsberghe de la
Potterie, 2000) and the economic value of patent rights (Harhoff, Scherer, and Vopel, 2003).
We define a patent family in terms of patent equivalents, using as our measure of family size
the number of unique jurisdictions in which the focal U.S. patent application was filed at the
time of application and protecting the same invention. We construct this measure using the
algorithm described in Martinez (2010) on the data extracted from the Worldwide Patent Sta-
tistical Database (Patstat, April 2012 edition). We are able to recover this information for all
of our patent applications filed between 2001 and 2011 provided that, by January 2012, they
were made public (patent applications are made public after 18 months from application or at
the resolution date if this happens before). The final sample results in 329,666 observations for
which we have non-missing values for examiner leniency and application data. We report the
results of the OLS regression of family size on examiner leniency (as described in Section 3.4.2)
in Column 1 of Table B.1. We use art-unit fixed-effects in order to control for potential patterns
regarding family size across technologies. We find that the key coefficient on examiner is small
(0.003) and insignificant (p-value = 0.877), suggesting that more lenient examiners are unlikely
to be systematically assigned more valuable patent applications.
Another used measure for value of (potentially) patented innovations is the number of back-
ward references. A relatively high number of references to previous patents and non-patent
literature may indicate innovations of relatively high value, although this is not entirely unam-
biguous (see Harhoff, Scherer, and Vopel, 2003). Given the importance of cited prior art in later
litigation, the idea is that an applicant who seeks to protect a more valuable invention might
have incentives to delineate the patent claims by inserting more references to prior art. Note
that U.S. patent law imposes a duty of candor on patent applicants to disclose to the Patent
Office any information that is “material” to the issuance of the patent (see 37 C.F.R. 1.56).
A failure to do so may render the resulting patent unenforceable. We use then the number of
applicant-submitted references to patent and non-patent literature at the time of filing available
in Patstat. This data is only available though for the subset of applications that are eventu-
ally issued as patents. Also in this case, results suggest that there is no clear evidence that
more lenient examiners get assigned applications that could protect potentially more valuable
innovations.
Finally, we test whether there might be selection based on applicants’ size, since this may
be a factor that could influence the likelihood of inventors to move. We use as a proxy for size
the number of patent applications the applicant filed in the previous year. The last column of
Table B.1 report an insignificant coefficient on examiner leniency.
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Table B.1
Examiner leniency and application characteristics
Applicant PAT Applicant NPL Applicant APP
Dependent variable Family size References References Volumet−1
Estimation method: OLS (1) (2) (3) (4)
Examiner leniency 0.003 0.433 0.223 -37.600
(0.022) (0.347) (0.271) (26.413)
Filing year FE Yes∗∗∗ Yes∗∗∗ Yes∗∗∗ Yes∗∗∗
Art unit FE Yes∗∗∗ Yes∗∗∗ Yes∗∗∗ Yes∗∗∗
N 329,666 164,832 164,832 341,007
# of examiners 9,855 7,629 7,629 9,918
Estimation period is 2001 – 2011 in columns 1 to 3 and 2002 – 2011 in columns 4 and 5.
Robust standard errors are clustered by examiner (in parentheses). ∗ p < 0.10, ∗∗ p < 0.05,
∗∗∗ p < 0.01.
B.2 Robustness tests for the first stage results
In this Appendix, we test whether our measure of examiner leniency (at the patent level)
may be driven by technological effects within an art unit. Even though art units correspond
to quite delimited technological areas, there may be subareas within an art unit that differ in
the patentability of their applications. We can only distinguish these technological sub-areas by
looking at the classes and subclasses to which the application is assigned to. Though art units
are typically a more fine-grained classification of technologies (there are more art units than tech-
nological classes), in some cases there may co-exist different classes or, more frequently, different
subclasses in an art unit (see https://www.uspto.gov/web/patents/classification). Therefore,
we want to rule out that part of the variation in the measured leniency across examiners may
be due to the variation in grant rates across technological (sub)classes within an art unit. This
issue is particularly important because we do not conduct our analysis at the patent level but
at the inventor level (i.e., we aggregate our relative leniency measure over the applications filed
by a given inventor up to a given moment of time), and therefore we cannot include (sub)class
fixed-effects in our empirical specifications. We explore whether the aforementioned techno-
logical effects may be a concern for our measure of examiner leniency by testing whether the
correlation between examiner leniency and patent grant varies substantially when we include
more fine-grained technological controls. Table B.2 contains the results from this robustness
test. Column 1 contains the baseline correlation between examiner leniency and patent grant
without introducing any technological control. Note that our examiner leniency measure is con-
structed relative to the art unit and year [see Eq. (3.2) and (3.4) of the paper]. This is why we
obtain a very similar coefficient when we introduce fixed effects by art unit and year (column
2). Column 3 introduces art unit, year and class fixed effects, in order to control for the effects
of classes that either expand over different art units or that share the art unit with another
class. Next, we control for the most stringent fixed effects, at the art-unit, year and sub-class
level (note that sub-classes are nested in classes). Across all these more stringent specifications,
the correlation of examiner leniency and patent grant does not present substantial variations
with respect to the baseline model, suggesting that our leniency measure is not the result of
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differences in the patentability across technological areas inside an art unit.
Table B.2
Technology classification, examiner leniency and patent grants
Dependent variable: Patent grant
Art unit × Art unit ×
Art unit × USPC class × Sub-class ×
Technology FE included None Filing year Filing year Filing year
Estimation method: OLS (1) (2) (3) (4)
Examiner leniency 0.737∗∗∗ 0.736∗∗∗ 0.720∗∗∗ 0.741∗∗∗
(0.008) (0.006) (0.006) (0.011)
N = 353, 976. Number of examiners: 10,142. Number of art-units: 626. Number
of USPC classes: 413. Number of sub-classes: 41,898. Estimation period is 2001 –
2011. Robust standard errors are clustered by examiner (in parentheses). ∗ p < 0.10, ∗∗
p < 0.05, ∗∗∗ p < 0.01.
B.3 Other robustness tests
In this section, we present additional regression results corresponding to the robustness tests
referred in Section 3.5.3 of the article.
Table B.3
Patent grants and inventor mobility–Miscellaneous robustness tests
Estimation method: 2SLS 1st dec. Active
Sample All up to 2006 firms All All All
Dependent variable: Move (1) (2) (3) (4) (5) (6)
# of patents issued (instr.) -0.028∗∗∗ -0.021∗∗∗ -0.029∗∗∗ -0.044∗∗ -0.028∗∗∗ -0.026∗∗∗
(0.006) (0.008) (0.006) (0.019) (0.006) (0.008)
# of patents issued 0.002
× # of patents issued (instr.) (0.002)
Litigiousness -0.001∗∗ 0.008
(0.001) (0.019)
# of patents issued -0.003
× Litigiousness (instr.) (0.007)
Refined (2-digit) Tech class FE Yes∗∗∗
N 131,485 69,069 130,082 131,485 131,485 131485
# of inventors 69,136 36,403 68,065 69,136 69,136 69,136
# of firms 2,883 2,115 2,471 2,883 2,883 2,883
Robust standard errors are clustered by inventor (in parentheses). All regressions control for the number
of years passed since inventor’s first decision (log), and fixed effects for the number of applications filed
by the inventor and the year of inventor’s first decision. Technology field fixed effects use six categories
in columns 2 through 6, and 37 sub-categories in column 1. Litigiousness is defined as the moving sum
of the number of unique patent infringement lawsuits initiated by the source firm from year t − 1 to
year t− 3 (see Ganco, Ziedonis, and Agarwal, 2015). ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table B.4
Patent claims and inventor mobility
Sample All All All Patents Patents Patents
Estimation method OLS OLS 2SLS OLS OLS 2SLS
(1st st.) (2nd st.) (1st st.) (2nd st.)
Avg. # of Avg. # of
Dependent variable Move claims iss. Move Move claims iss. Move
(1) (2) (3) (4) (5) (6)
Avg. # of claims issued -0.001∗∗∗ 0.000
(0.000) (0.000)
Examiner lenciency 18.075∗∗∗ 12.415∗∗∗
(0.355) (0.426)
Avg. # of claims issued (instr.) -0.003∗∗∗ -0.002∗∗
(0.001) (0.001)
First-stage F -statistic 2,721 566
N = 131, 485 (111, 921 in column 4 – 6). Number of inventors: 69,136 (57,926 in column 4 – 6).
Number of firms: 2,883 (2,567 in column 4 – 6). Estimation period is 2001 – 2011. Robust standard
errors are clustered by inventor (in parentheses). All regressions control for the number of years
passed since inventor’s first decision (log), and fixed effects for the number of applications filed by the
inventor and the year of inventor’s first decision. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
B.4 Descriptive statistics
Table B.5
Descriptive statistics (Robustness tests)
Variable Mean SD Min Median Max Observations
Application-level characteristics
Family size 1.5 1.7 0 1 27 329,666
Applicant PAT references 4.3 13.4 0 0 105 164,832
Applicant NPL references 1.5 8.2 0 0 99 164,832
Applicant APP volumet−1 1,261 1,840 0 427 7,803 341,007
Inventor-level characteristics
Litigiousness 0.79 1.5 0 0 10 131,485
Avg. # of claims issued 12.6 8.9 0 11.5 248 131,485
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