Abstract. We consider the wave equation damped with a boundary nonlinear velocity feedback ρ(u ).
Introduction
Let Ω be a bounded open domain of class C 2 in R N and let {Γ 0 , Γ 1 } be a partition of its boundary Γ. Denote ν the outward unit normal vector to Γ. Fix x 0 in R N and define m(x) = x − x 0 .
Keywords and phrases: Nonlinear stabilization, asymptotic behavior in zero and at infinity.
Let ρ : R −→ R be a nondecreasing continuous function such that ρ(0) = 0. We are concerned with the decay property of the solutions of the problem of the wave equation damped by a nonlinear boundary feedback:          u − ∆u = 0 in Ω × R + , u = 0 on Γ 0 × R + , ∂ ν u + m · ν ρ(u ) = 0 on Γ 1 × R + , u(0) = u 0 , u (0) = u 1 .
As usual, we define the energy of the solution by
We assume that there exist a strictly increasing and odd function g of class This problem has been widely studied when g(y) = c 3 y p on [0, 1], with some p > 1:
Zuazua [35] proved that the energy decays exponentially if p = 1 and in a polynomial way if p > 1: in this case, there exists some positive constant C such that ∀t ≥ 0, E(t) ≤ C (1 + t) 2/(p−1) · When the function ρ is weaker than any polynomial in zero, for instance if ∀y ∈]0, 1], ρ(y) = e −1/y .
Lasiecka and Tataru [22] proved that the energy of the solution decays faster than the solution of some associated differential equation.
The goal of this work is to provide an explicit decay estimate of the energy even if ρ has not a polynomial behavior in zero. We prove the following result: under some geometrical assumptions, the energy decays as ∀t ≥ 1, E(t) ≤ C g −1 1 t 2 (see Th. 2). In the example we choose, this formula gives the following estimate:
The proof is based on the construction of a special weight function φ and on the generalization of a technique of partition of the boundary introduced by Zuazua. The function φ and the new partition will be closely related to the behavior of the function ρ in zero (see Sect. 4.2) . We need also to generalize a nonlinear integral inequality used by Haraux and Komornik (see Lem. 3).
Statement of the problem and main result
Let ρ : R −→ R be a nondecreasing continuous function such that ρ(0) = 0. We are concerned with the decay property of the solutions of the following evolutionary problem:
u − ∆u = 0 in Ω × R + , (2.1)
2)
3)
We assume that where g −1 denotes the inverse function of g. Set G(y) = yg(y) and H(y) = g(y) y · (2.8)
Note that H(0) = g (0). As usually, denote
The existence and the regularity of the solution u is given by the following standard theorem (see, e.g., Komornik [18] p. 92):
, the problem (2.1-2.4) has a unique solution satisfying
The energy of the solution u defined by
is nonincreasing.
Moreover, if ρ is globally Lipschitz
the solution of (2.1-2.4) has the stronger regularity property
The problem of the energy decay has been widely studied under different geometrical conditions and different assumptions on the function ρ. Several authors derived an explicit decay rate estimate when ρ has a polynomial behavior in zero, that means when
when p = 1, the energy decays exponentially to zero: there exist two positive constants C and ω such that,
(Ω), the energy of the solution u satisfies 15) first this estimate has been proved when ρ is linear, i.e. ρ(y) = αy for all y ∈ R and some α > 0, by Chen [5] under suitable geometrical conditions; next Lagnese [20] , Komornik and Zuazua [16] extended in various directions Chen's result with the multiplier method and Bardos et al. [3] gave a necessary and sufficient geometrical condition to the exponential decay of the energy using microlocal techniques; when ρ is nonlinear (2.15) has been first proved by Zuazua [35] .
When p > 1, the energy decays at least polynomially to zero: given (u 0 , u
, there exists a positive constant C that depends on E(0) in a continuous way such that
Such polynomial decay estimates were first obtained on the problem of the wave equation damped by a nonlinear feedback distributed in the domain: Nakao [29] and Haraux [11] studied the case where ρ(y) = |y| p−1 y for all y ∈ R and some p > 1. Next Zuazua [34] studied the same problem, but noted that under some suitable growth assumptions on ρ, the decay rate was really depending only on the behavior of ρ in zero. Then the problem of stabilization by a nonlinear boundary feedback was studied; Conrad et al. [8] , Zuazua [35] and Komornik [18] obtained such polynomial estimates under some different assumptions on the behavior of ρ in zero and with different methods. But all their proofs are closely related to the fact that ρ has a polynomial behavior in zero. We refer the reader to [1, 6, 9, 21, 30, 31] for related results and to [4, 19] for a precise study of the constant C that appears in (2.16).
Note that recently, Vancostenoble [32] proved that this estimate is optimal for a one-dimensional wave equation. More precisely, she studied the following problem 17) with q(y) = y|y| p−1 in a neighborhood of zero (with p > 1). She proved that there exists a positive constant C p such that, for some initial conditions (u 0 , u 1 ), the energy of the solution u satisfies:
When the function ρ has not a polynomial behavior in zero, there were very few results. Lasiecka and Tataru [22] studied the more general case of a semilinear wave equation damped with a nonlinear velocity feedback acting on Γ 1 , under some very weak geometrical conditions on Γ 0 and Γ 1 . Without assuming that ρ has a polynomial behavior in zero (and always assuming that ρ has a linear growth at infinity), they proved that the energy decays as fast as the solution of some associated differential equation. More precisely, they generalized the method used to obtain uniform decay estimates when ρ has a polynomial behavior in zero, and they proved that the energy E(t) of the solution u of (2.1-2.4) satisfies
where S(t) is the solution of the following differential equation:
where q is a strictly increasing function that can be determined from ρ through some algorithm (what is really important is the behavior of ρ in zero) (see also [14, 15, 23, 24] for similar decay estimates for other problems of nonlinear stabilization). In the particular case where ρ has a polynomial behavior in zero, their result gives again the estimate (2.16); in some specific cases (see in particular Ex. 2 and Ex. 3 in the following), it is possible to obtain a decay rate estimate for the energy; however, it seems quite difficult to obtain a simple decay rate estimate in the general case. Recently, Liu and Zuazua [26] proved the same kind of result with a rather simpler differential equation for the function S.
Our goal is to obtain global, uniform and explicit decay rate estimates for the energy when the feedback is not supposed to have a polynomial behavior in zero, in particular when it is weaker than that at zero. This requires the development of new techniques. Our method is based first on special boundary partitions, that depend on the behavior of the feedback in zero, and on some new nonlinear integral inequalities that give precise decay rate estimates. The proof lies on the construction of some special weight function t → φ(t), whose growth at infinity is closely related to the behavior of g in zero. Our result is the following Theorem 2. Assume (2.5-2.6) and (2.7). Then for any given (u 0 , u
, the solution u of (2.1-2.4) satisfies the estimate
with a constant C only depending on the initial energy E(0) (and in a continuous way).
Moreover if H(0) = 0 and if H is nondecreasing on [0, η] for some η > 0, then in fact we have the following better estimate: 20) with a constant C only depending on the initial energy E(0) (and in a continuous way).
Note that the case where ρ has a polynomial behavior in zero corresponds to the case g(y) = c y p for y ∈ [0, 1]. As an illustration, we apply our results to some typical cases:
for some p > 1, then (2.20) gives that
which is a less good estimate than (2.16). We did not manage to find directly the estimate (2.16) with our method; however it can be proved that, given ε > 0, there exists a positive constant C p that does not depend on ε such that:
Letting go ε to zero, we find the estimate (2.16) (see Sect. 4.4).
We can apply also our result to other more general cases:
for some p > 0, then (2.20) gives the estimate
then (2.20) gives the estimate
Remarks. 1. In Examples 1, 2 and 3, we find directly the same estimate than the one provided by the results of Lasiecka and Tataru [22] and of Liu and Zuazua [26] . In a recent work with Vancostenoble, we proved that these last estimates are in fact optimal for the problem (2.17). More generally, we proved that the decay rate estimate provided by (2.20) is optimal for a class of functions g including Example 2 and Example 3 (see [33] for several optimality results).
2. We present our results under the geometrical hypothesis (2.5-2.6). We shall treat exactly in the same way the following problem
where q, a and are continuous nonnegative functions, provided that q and a are not both equal to zero, and that m · ν ≥ 0 on ∂Ω, using a method introduced by Conrad and Rao [9] . 3. The decay estimates are the same for the problem of stabilization of the wave equation damped by a nonlinear localized feedback under suitable assumptions on the localization and the same conditions on the nonlinearity than in the boundary case (see [28] ).
4. The method we present here can be applied to study the problem of the wave equation damped by a linear localized feedback a(x)u when the function a goes quickly to zero at the boundary (see [27] ).
In Section 3, we state several new nonlinear integral inequalities that generalize results of Haraux [12] and Komornik [18] . The goal of this section is to prove Lemma 3, which contains the inequality we need to prove Theorem 2. In Section 4 we prove Theorem 2 when ρ is globally Lipschitz: first we prove Lemma 6 by the multiplier method; then we construct explicitly special boundary partitions of Γ 1 and a weight function φ that allow us to apply Lemma 3 and to prove the estimates (2.19) and (2.20) . In Section 5, we complete the proof of Theorem 2 removing the additional hypothesis on ρ.
Some nonlinear integral inequalities
First we prove some intermediate results that are useful to get Lemma 3:
The key integral inequality
The following results of this section are based on the following integral inequality: Lemma 1. Let E : R + −→ R + be a nonincreasing function and φ : R + −→ R + a strictly increasing function of class C 1 such that
Assume that there exist σ ≥ 0 and ω > 0 such that:
Then E has the following decay property:
Remark. Haraux [11, 12] and Komornik [18] proved such results when φ(t) = t for all t ≥ 0. Their results can only be applied when E decays to zero at least in a polynomial way. The novelty of Lemma 1 comes from the introduction of the weight function φ (t), that allows us to consider functions E that can decay slowly to zero. For example, if E verifies (3.2) with φ(t) = ln(ln(3 + t)) − ln(ln 3) and σ = 0, or with φ(t) = ln(3 + t) − ln 3 and σ > 0, then we deduce that
Note that if φ(0) = 0, it is sufficient to replace φ(t) by φ(t) − φ(0) in (3.3) and (3.4).
Proof of Lemma 1.
Then f is nonincreasing and satisfies
Denote s = φ(S). As lim T →+∞ φ(T ) = +∞, f satisfies:
Then a well-known Gronwall type result (see Komornik [18] p. 124) gives us that
Since E(t) = f(φ(t)), (3.3) and (3.4) follow.
Consequences
First we deduce from Lemma 1 the following result: Corollary 3.1. Let f : R + −→ R + be a nonincreasing continuous function. Assume that there exist σ > 0, σ ≥ 0 and c > 0 such that:
Then there exists C > 0 such that:
Proof of Corollary 3.1. We can assume that f (0) = 1. Define
g is nonincreasing and satisfies
Then we can apply Lemma 1 with
to deduce that g decays as
Then we deduce the following integral inequality from Corollary 3.1:
Lemma 2. Let f : R + −→ R + be a nonincreasing continuous function. Assume that there exist σ > 0, σ ≥ 0 and c > 0 such that:
Then there exists C > 0 such that
Proof of Lemma 2. We can assume that f (0) = 1. The idea is that the influence of the term f (t) 1+σ on the decay estimate of f is negligible with respect to the influence of the second term: when we have only the term f (t) 1+σ on the right-hand side of (3.7), we know that f decays exponentially to zero, but when we have only the second term, we know that f decays at least polynomially to zero. We prove (3.8) using an induction argument. In the following we denote by C all the positive constants.
First we deduce from (3.7) that
So we deduce from Corollary 3.1
Then we use this estimate in (3.7) to deduce that f satisfies
and we conclude using (3.6) that
. We prove by induction that for all k ∈ N, k ≤ n, f satisfies:
We have proved (3.9) for k = 0 and for k = 1 if n ≥ 1. Assume that n ≥ 2 and that (3.9) is true for some k < n. Then we use (3.9) to deduce from (3.7) that f satisfies:
and we deduce from Corollary 3.1 that
and then with the same argument:
Now we can state the integral inequality that we will use to prove Theorem 2:
Lemma 3. Let E : R + −→ R + be a nonincreasing function and φ : R + −→ R + a strictly increasing function of class C 1 such that φ(0) = 0 and φ(t) −→ +∞ as t −→ +∞. (3.10)
Assume that there exist σ > 0, σ ≥ 0 and c > 0 such that:
Proof of Lemma 3. It is sufficient to introduce
and to use Lemma 2.
Proof of Theorem 2 when ρ is globally Lipschitz
In this section, we prove Theorem 2 under the following additional hypothesis:
ρ is globally Lipschitz.
This hypothesis will be removed in the last section. We note that it is sufficient to prove (2.19) (or (2.20)) for initial conditions (u 0 , u
(Ω) satisfying (2.11). Then a standard density argument gives (2.19) (or (2.20)) for all initial condition in
(Ω) satisfying (2.11). The regularity of the solution u of (2.1-2.4) given by (2.12-2.13) justifies all the following computations (where we will omit to write the differential elements).
The key identity given by the multiplier method
First we need an expression of E : Lemma 4. The function E : R + −→ R + is nonincreasing, locally absolutely continuous and
Proof of Lemma 4. This is a well known result. We multiply (2.1) by u and we integrate by parts on Ω × [S, T ]:
The proof of Theorem 2 is based on the following identity given by the multiplier method:
Lemma 5. Let φ : R + −→ R a function of class C 2 . Set 0 ≤ S < T < +∞. Putting for brevity
we have
Remark. This identity is classical when φ(t) = t for all t ≥ 0 (see, e.g. Komornik [18] p. 128). The function φ will be chosen later (φ will be closely related to g).
Proof of Lemma 5. We integrate by parts the expression
Now assume that φ is a strictly increasing concave function. So φ is a bounded function on R + . Denote λ the maximum of φ . We deduce from (4.3) the following estimate:
Lemma 6. There exists a positive constant c such that for all 0 ≤ S < T :
Proof of Lemma 6. It is easy to show that there exists c > 0 such that
Since E is nonincreasing and φ is concave:
and
Next we look at the boundary integrals: we see that
Set ε > 0:
if ε is small enough. Then the estimate (4.4) follows from (4.3) using (4.6-4.10).
First estimate on the decay rate of the energy
When ρ has a polynomial behavior in zero, the last term of (4.4) can be estimated using first Jensen inequality and then Hölder inequality (see, e.g., Komornik [18] p. 130). But when ρ is weaker than any polynomial in zero, it is more difficult to apply the same method. Lasiecka and Tataru [22] generalized it but did not obtain an explicit decay rate estimate for the energy.
The major problem is to find how the decrease of the energy at infinity is related to the behavior of ρ in zero. The information we need on the behavior of ρ in zero will be contained in the behavior of the weight function φ at infinity. However we need to construct a suitable function φ so that we can apply the results of Lemma 1 or Lemma 3. In order to see how φ will depend on ρ, we introduce special partitions of the boundary Γ 1 that will depend on the behavior of g in zero.
It is convenient to construct a strictly increasing odd functiong : R −→ R of class C 1 on R such that }. This can be done thanks to (2.7) (note that if g(1) = 1 and g (1) > 1, we can not impose ong to satisfyg = g on [−1, 1] and |g(y)| ≤ |g −1 (y)| on R ifg is of class C 1 on R). In the following, since we will be interested in the behavior of g in zero, we still denoteg = g.
Assume now that φ is a strictly increasing concave function of class C 2 on [0, +∞[ such that φ(t) −→ +∞ and φ (t) −→ 0 as t −→ +∞ (4.11) (for example t → ln(1 + t)). Let us introduce
h is a decreasing positive function and satisfies h(t) −→ 0 as t −→ +∞.
For every t ≥ 1 define
14)
Thanks to this partition of Γ 1 we prove the following Lemma 7. There exists a positive constant c such that:
Proof of Lemma 7. We estimate the integral on each Γ Then we have
Estimate of the part on Γ t 1,2 : since g is increasing, if x ∈ Γ t 1,2 , then
(4.19)
Estimate of the part on Γ t 1,1 : thanks to the definition of this part of the boundary, we have:
we deduce (4.16) from (4.18-4.20).
Next we estimate the term
of the right-hand side of (4.4) in the same way. In this section, ρ is supposed to be globally Lipschitz. So, since
where K is the constant of Lipschitz of ρ, we could say that
and then we could use the estimate provided by Lemma 7. However, this way to estimate is not convenient to eliminate the assumption "ρ is globally Lipschitz": this can be done approximating ρ by a sequence of globally Lipschitz functions ρ k that converges to ρ (see in Sect. 4). So we need to find estimates on the decay rate of the energy of the solution u k (related to the problem (2.1-2.4) where ρ is replaced by ρ k ) that do not depend on the constant of Lipschitz of each function ρ k . Using another partition of Γ 1 , we prove the following:
Lemma 8. There exists a positive constant c that does not depend on the constant of Lipschitz of ρ such that:
Proof of Lemma 8. For every t ≥ 1, we define
With this partition of Γ 1 we easily see that
Next we look at the part on Γ t 1,5 : by monotonicity, if x ∈ Γ t 1,5 , then
(4.26)
At last we look at the part on Γ t 1,4 :
(4.27)
We deduce (4.21) from (4.25-4.27).
Now assume that φ satisfies the following additional property:
This property is closely related to the behavior of g near 0 and the decay rate of φ at infinity. Then we deduce from (4.4) and the estimates (4.16) and (4.21) that there exists a positive constant c such that
In particular that implies that
Define F (t) := E(t + 1) andφ(t) := φ(t + 1) on [0, +∞[. Thus we can apply the Gronwall type inequality (3.2) given by Lemma 1 with σ = 1 to obtain a decay rate estimate on F , so on E: there exists C depending on E(1) in a continuous way such that
That gives a first estimate of the decay rate of the energy. Hence the problem is to find a strictly increasing function φ satisfying the following conditions φ is concave and φ(t) −→ +∞ as t −→ +∞, (4.32) 34) and then to estimate the growth of φ at infinity in order to prove (2.19) . If such a function exists, we can assume that φ(1) = 1. With the change of variable defined by
we see that
(4.36)
Then ψ is a strictly increasing function of class C 2 on [1, +∞[ that satisfies
Moreover ψ is increasing so ψ is a convex function. Then it is easy to verify that ψ −1 is concave on [1, +∞[: derivating twice the expression
That is why we define φ on [1 + ∞[ by
Then φ is a strictly increasing concave function of class C 2 on [1 + ∞[ that satisfies all the assumptions we made in our computations: (4.32) and (4.34) are already verified (4.33) is also true because
) −→ 0 when t −→ +∞.
(Note that φ(1) = 1 because ψ(1) = 1, and that φ (1) = g(1) < 1, so it is easy to extend φ on [0, +∞[ such that it remains a concave and strictly increasing nonnegative function of class C 2 on [0, +∞[, and such that φ(0) = 0.) So we have explicitly constructed a function φ that satisfies the required properties. With that special choice we deduce from (4.29) that
Then we can apply Lemma 3 with σ = σ = 1 to deduce that
which is clearly a better estimate than (4.31). It remains to estimate the growth of φ. This is equivalent to estimate the growth of the function φ −1 = ψ. Set τ 0 such that
By monotonicity we have
Thus the proof of (2.19) is achieved.
Second estimate on the decay rate of the energy
Assume that H(0) = 0 and that H is nondecreasing on [0, η] for some η > 0. Set T 1 such that
Assume that φ is an increasing and concave function such that
and also
Since H is nondecreasing on [0, η],h is a nonincreasing function that satisfies
It is easy to check that
Since H is nondecreasing on [0, η], for all x ∈Γ t 1,2 , we have
At last, we have:
So we obtain that
In a similar way, for every t ≥ T 2 , definẽ
Since H is nondecreasing on [0, η], for all x ∈Γ t 1,5 , we have
(4.54)
(4.55)
(Note that c does not depend on the constant of Lipschitz of ρ.)
Thenφ satisfies all the required properties. Since
we see thatφ
So the proof of Theorem 2 is completed when ρ is globally Lipschitz.
The case of the polynomial behavior
If g(y) = y p for some p > 1 on (0, 1), then H(y) = y p−1 is increasing on (0, 1). So (2.20) gives the estimate
We did not manage to find a function φ that gives directly the estimate found by Zuazua [35] :
However the method leading to (2.20) allows us to prove this estimate: set n ≥ 1, λ n > 0 and define ∀t ≥ 1, φ n (t) = t 1/(1+n(p−1)) and h n (t) = λ n φ n (t)
. We see that φ n is a concave function that satisfies (4.11). So we derive from (4.4) that E satisfies for all S ≥ 1:
where c denotes a positive constant that does not depend on n. We minimize the value of the right-hand side term with respect to λ n to get that
Then we apply Corollary 3.1 to the function f defined by the right-hand side term of (4.58) and after some computations we get that
where C p is a positive constant that does not depend on n, and
Hence letting go n to infinity, we get (2.16).
Decay rate estimate when ρ is not supposed to be globally Lipschitz
In Section 3, we proved Theorem 2 in the case where ρ is globally Lipschitz. In fact, we used this additional property only to justify our computations, thanks to the regularity provided by (2.12-2.13). Note that the constant of Lipschitz of ρ never appeared in our estimates. We will remove the additional hypothesis on ρ in the following way: first we construct a sequence of globally Lipschitz functions ρ k that converges to ρ; then we apply a general perturbation theorem to prove that the sequence (u k ) k∈N of the solution of the problem (2.1-2.4) where ρ k replaces ρ converges to the solution u of (2.1-2.4).
First we construct a sequence of globally Lipschitz functions ρ k that converges to ρ: Lemma 9. Let ρ : R −→ R be a nondecreasing, continuous function satisfying (2.7). Then there exists a sequence of nondecreasing, globally Lipschitz, continuous functions ρ k : R −→ R satisfying for all k ∈ N \ {0}:
with suitables constants c 1 and c 2 that are independent of k, and such that 
Since ρ k is globally Lipschitz, we can apply the results of Section 3 to the the solution u k of the problem
The energy E(u k ) of u k satisfies the following estimate
where c is a constant that depends on E(0) (in a continuous way) but that does not depend on k. Since
we obtain that
Thus, if we prove that ∀t ≥ 1, E(u k )(t) −→ E(u)(t) as k −→ +∞, (5.7)
the proof of Theorem 2 will be completed.
Proof of Lemma 9. Set k ≥ 1 and define:
∀y ∈ R, ρ k (y) = ρ((id R + 1 k ρ) −1 (y)), (5.8) that means:
∀y ∈ R, ρ k (y) = ρ(y k ), (5.9) where y k is the unique real number that satisfy
One may readily verify that the functions ρ k are well-defined, continuous and nondecreasing. They are also globally Lipschitz: set y 1 , y 2 in R and denote y It is also clear that the sequence (y k ) k≥1 is nondecreasing:
and if y k+1 < y k , then
Then the sequence (y k ) k≥1 converges, and it is easy to see that for every t ∈ R + .
Admit that Theorem 3 can be applied: then (5.7) is a consequence of (5.12). It remains to show that we can apply Theorem 3 so we need to prove that
where A k denotes the generator of the semigroup associated with the problem (5.5). It is not difficult to see that this is a consequence of (5.3) and of the following estimate provided by (5.1): there exists a positive constant c such that all the functions ρ k (and also the function ρ) satisfy:
∀k ∈ N \ {0}, ∀y ∈ R, |ρ k (y)| ≤ c(1 + |y|) (for more details, see, e.g., Komornik [18] p. 132).
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