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Consider two circle homeomorphisms f i ∈ C2+α(S \{bi}), α > 0, i = 1,2 with a single break
point bi i.e. a discontinuity in the derivative Df i , and identical irrational rotation number ρ .
Suppose the jump ratios σ1 = Df 1(b1−0)Df 1(b1+0) and σ2 =
Df 2(b2−0)
Df 2(b2+0) do not coincide. Then the map
ψ conjugating f1 and f2 is a singular function i.e. it is continuous on S1 and Dψ(x) = 0
a.e. with respect to Lebesgue measure.
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1. Introduction
The classiﬁcation of circle homeomorphisms under changes of variables is one of the important problems in one-
dimensional dynamics. It was initiated by Poincaré [14] who was motivated by studies in differential equation more than
a century ago and it has been actively studied ever since. Circle maps are also important because of their applications to
natural sciences (see [6]). In this paper we study a class of circle homeomorphisms with a single break point i.e. with
a jump in the ﬁrst derivative at exactly one point. We identify the unit circle S1 = R1/Z1 with the half open interval [0,1).
Consider the set of orientation-preserving circle homeomorphisms f with the following properties:
(a) there is a point b = b( f ) ∈ S1 such that the one-sided derivatives Df (b±0) exist, are positive and Df (b−0) = Df (b+0);
(b) f ∈ C2+α(S1\{b}), for some α > 0 and Df (x) > 0, for all x ∈ S1\{b}.
The point b = b( f ) is called a break point of f . The ratio σ f (b) := Df (b−0)Df (b+0) is called the jump ratio of f in b. Here and
later we’ll study circle homeomorphisms with a break point satisfying the conditions (a) and (b). Notice, the parameter
σ f (b) is obviously an invariant under smooth coordinate transformations and characterizes the type of the singularity.
Denote by ρ = ρ f the rotation number of the homeomorphism f . For ρ irrational the trajectory of an arbitrary point
under a suﬃciently smooth diffeomorphism f is dense on the circle, and f can be conjugated to the pure rotation fρx =
(x+ ρ) mod 1 by the angle ρ through a change of coordinates.
This result was proved by Denjoy [2]. More precisely, Denjoy proved, that for f ∈ C1(S1) and var(logDf ) < ∞, there
exists a circle homeomorphism ϕ such, that ϕ ◦ f = fρ ◦ ϕ .
It is also a well-known fact, that a circle homeomorphisms f with irrational rotation number ρ is strictly ergodic i.e.
admits an unique f -invariant measure μ f with full support. Indeed, the conjugating map ϕ and the invariant measure μ f
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closely related to the existence of an absolutely continuous invariant measure μ f with regular density.
The problem of smoothness of the conjugacy of smooth diffeomorphisms is now very well understood (see [1,8,10,11,13,
16]). We recall the last two important results in this area.
Theorem 1.1. (See Katznelson and Ornstein [10].) Let f be an orientation preserving C1-circle diffeomorphisms. For Df absolutely
continuous, D(logDf ) ∈ Lp for some p > 1 and rotation number ρ = ρ( f ) of bounded type the f -invariant probability measure μ f
is absolutely continuous with respect to Lebesgue measure.
Theorem 1.2. (See Sinai and Khanin [11].) Let f be a C2+α-circle diffeomorphisms for some α > 0, and let the rotation number ρ = ρ f
be a Diophantine number with exponent δ ∈ (0,α), i.e. there is a constant c(ρ) such that∣∣∣∣ρ − pq
∣∣∣∣ c(ρ)q2+δ for any pq ∈ Q.
Then the conjugation map ϕ belongs to C1+α−δ .
Notice, the condition f ∈ C2+α is sharp, because there is a set of full Lebesgue measure in [0,1] such that for any
rotation number in this set there are C2-diffeomorphisms for which the conjugating map ϕ is singular [9].
The classical Denjoy’s theorem can readily be extended to the case of homeomorphisms with a break point. Below we
present the exact statement of the corresponding theorem. Khanin and Vul [12] showed, that the renormalization of circle
homeomorphism f ∈ C2+α(S1\{b}) with irrational rotation number is exponentially close to fractional-linear mappings. The
dynamics of homeomorphisms with a single break point exhibits many “critical” properties which are similar to the ones of
critical circle mappings (see [7,12,16]).
Dzhalilov and Khanin [4] proved the following result: Let f be a circle homeomorphisms with a single break point b. If
the rotation number ρ of f is irrational and f ∈ C2+α(S1\{b}) for some α > 0, then the f -invariant probability measure
μ f is singular with respect to Lebesgue measure. This implies, that the conjugation between f and the pure rotation fρ is
a singular function.
The homeomorphisms with break points can be considered as natural one-parameter extensions of Herman’s rigidity
theory [8], where pure rotations are replaced by fractional-linear mappings with break point singularities. Recently, there
has been a signiﬁcant progress in the rigidity theory of circle maps with such singularities (see [3,15]).
Important there is the Teplinskii–Khanin’s result [15] on the regularity of the conjugation between two homeomorphisms
with one break point: namely, let ρ = [k1,k2, . . . ,kn, . . .] be the continued fraction expansion of the irrational rotation
number ρ and deﬁne
Mo =
{
ρ: (∃C > 0) (∀n ∈ N) k2n−1  C
}
,
Me =
{
ρ: (∃C > 0) (∀n ∈ N) k2n  C
}
.
Then their result is
Theorem 1.3. (See Teplinskii and Khanin [15].) Let f1 , f2 be circle homeomorphisms with single break points b1 = b( f1) and b2 =
b( f2) satisfying conditions (a) and (b). Assume
(1) the rotation numbers ρ( f i) of fi , i = 1,2 coincide and are irrational, i.e. ρ( f1) = ρ( f2) = ρ , ρ ∈ R1 \Q;
(2) the jumps σi = σi(b) of fi , i = 1,2 coincide i.e. σ1 = σ2 = σ .
Then the map ψ conjugating the homeomorphisms f1 and f2 is a C1-diffeomorphism of the circle if either σ > 1, ρ ∈ Mo or σ < 1
ρ ∈ Me.
In the present paper we consider the case, when the rotation numbers of f i , i = 1,2 coincide but the jumps σ1 and σ2
are different. In this case the result is quite opposite to the rigidity case: indeed we prove the following
Theorem 1.4. Let f i , i = 1,2 be circle homeomorphisms satisfying conditions (a) and (b). Assume
(1) the rotation numbers ρi of f i , i = 1,2 coincide and are irrational, i.e. ρ1 = ρ2 = ρ , ρ ∈ R1 \Q;
(2) the jumps σi(bi) of fi , i = 1,2, are positive but do not coincide.
Then the homeomorphism ψ conjugating f1 and f2 is a singular function, i.e. ψ is continuous on S1 and Dψ(x) = 0 a.e. with respect
to Lebesgue measure.
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Let f be an orientation preserving homeomorphism of the circle with lift fˆ . The rotation number ρ = ρ f of f is deﬁned
by (see [5] for details)
ρ( f ) :=
(
lim
n→∞
fˆ n(x)
n
)
mod 1,
where the limit exists for all x ∈ R and is independent of x. Here and later on gn denotes the n-th iterate of g . We denote
by {kn, n ∈ N} the sequence of entries in the continued fraction expansion ρ = [k1,k2, . . . ,kn, . . .] = (1/k1 + (1/(k2 + · · · +
1/kn + · · ·))). For n ∈ N denote by pn/qn = [k1,k2, . . . ,kn] the convergents of ρ . Their denominators qn satisfy the well-
known recursion relation qn+1 = kn+1qn + qn−1, n 1, q0 = 1, q1 = k1.
Take an arbitrary point x0 ∈ S1. The i-th iterate of x0 under f is denoted by xi . Deﬁne (n)0 (x0) as the closed interval
on S1 with endpoints x0 and xqn , such that for n odd xqn is to the left of x0 and for n even it is to the right. Denote by

(n)
i (x0) := f i((n)0 (x0)), i  1 the iterates of the interval (n)0 (x0) under f .
It is well known from the work of Denjoy that the sets ξn(x0) of intervals with mutually disjoint interior deﬁned as
ξn(x0) =
{

(n−1)
i (x0), 0 i < qn; (n)j (x0), 0 j < qn−1
}
(1)
determine partitions of the circle. The partition ξn(x0) is called the n-th dynamical partition of the point x0 with generators

(n−1)
0 (x0) and 
(n)
0 (x0). Obviously the partition ξn+1(x0) is a reﬁnement of the partition ξn(x0): indeed the intervals of
order n are members of ξn+1(x0) and each interval (n−1)i (x0) ∈ ξn(x0), 0  i < qn , is partitioned into kn+1 + 1 intervals
belonging to ξn+1(x0) such that

(n−1)
i (x0) = (n+1)i (x0) ∪
kn+1−1⋃
s=0

(n)
i+qn−1+sqn (x0).
The following lemma plays a key role for studying metrical properties of the homeomorphism f :
Lemma 2.1. Let f be an orientation preserving homeomorphism of the circle with a single break point x = b and irrational rotation
number ρ . Assume f ∈ C1([b,b + 1]) and v¯ = var[b,b+1] logDf < ∞. For x0 ∈ S1 , n 1 and b /∈ { f i(x0), 0 i < qn} one has
e−v 
qn−1∏
s=0
Df (xs) ev , (2)
with v = v¯ + |logσ f (b)|.
Inequality (2) is called the Denjoy inequality. The proof of Lemma 2.1 is similar to the one for circle diffeomorphisms
(see for instance [11]). Using Lemma 2.1 it can be shown, that the length l of the intervals of the dynamical partition ξn(x0)
in (1) is exponentially small, indeed one has
Corollary 2.2. Let (n) be an arbitrary element of the dynamical partition ξn(x0). Then
l
(
(n)
)
 constλn, (3)
where λ = (1+ e−v)−1/2 < 1.
From Corollary 2.2 it follows, that the trajectory of any point x ∈ S1 is dense in S1. This together with monotonicity of
the homeomorphism f implies the following generalization of the classical Denjoy theorem:
Theorem 2.3. Suppose, the homeomorphism f satisﬁes the conditions of Lemma 2.1. Then f is topologically conjugate to the pure
rotation fρ .
Recall the following deﬁnition introduced in [10]:
Deﬁnition 2.4. An interval I = (τ , t) ⊂ S1 is qn-small and its endpoints τ , t are qn-close if the intervals f i(I), 0 i < qn are
disjoint.
It is known that the interval (τ , t) is qn-small if, depending on the parity of n, either t  τ  f qn−1 (t) or f qn−1 (τ ) t  τ .
In the following discussion we have to compare different intervals. For this we use
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Lemma 2.1 then implies (see [10])
Corollary 2.6. Suppose the homeomorphism f satisﬁes the conditions of Lemma 2.1. Then for any interval I ⊂ S1 the intervals I and
f qn (I) are ev -comparable. If the interval I is qn-small then l( f i(I)) < constλn for all i = 0,1, . . . , (qn − 1).
Lemma 2.7. Suppose the circle homeomorphism f satisﬁes the conditions of Lemma 2.1 and x, y ∈ S1 are qn-close. Then for any
0 k < qn the following inequality holds:
e−v  Df
k(x)
Dfk(y)
 ev . (4)
Proof. Take any two qn-close points x, y ∈ S1 and 0  k  qn − 1. Denote by I the open interval with endpoints x and y.
Because the intervals f i(I), 0 i < qn are disjoint, we obtain∣∣logDfk(x) − logDfk(y)∣∣ qn−1∑
s=0
∣∣logDf ( f sx)− logDf ( f s y)∣∣ v,
from which inequality (4) follows immediately. 
Remember, that homeomorphisms f of the circle satisfying the conditions of Lemma 2.1 are ergodic with respect to
Lebesgue measure, i.e. every f -invariant set has full or vanishing measure (see [7]).
3. Some cross-ratio tools
Let us ﬁrst recall two deﬁnitions:
Deﬁnition 3.1. The cross-ratio Cr(z1, z2, z3, z4) of four points zi ∈ R, i = 1,2,3,4, z1 < z2 < z3 < z4 is deﬁned as
Cr(z1, z2, z3, z4) = (z2 − z1)(z4 − z3)
(z3 − z1)(z4 − z2) .
Deﬁnition 3.2. The cross-ratio distortion Dist(z1, z2, z3, z4; g) of four points zi ∈ R, i = 1,2,3,4, z1 < z2 < z3 < z4 with
respect to a strictly increasing function g on R is deﬁned as
Dist(z1, z2, z3, z4; g) = Cr(g(z1), g(z2), g(z3), g(z4))
Cr(z1, z2, z3, z4)
.
Consider then the points zi ∈ S1, i = 1, . . . ,k, k 3 with z1 ≺ z2 ≺ · · · ≺ zk in the order on the circle. Deﬁne zˆ1 := z1 and
for i = 2,3, . . . ,k
zˆi :=
{
zi, if z1 < zi < 1,
1+ zi, if 0 zi < z1.
Then obviously zˆ1 < zˆ2 < · · · < zˆk .
The vector (zˆ1, zˆ2, . . . , zˆk) is called the lift of (z1, z2, . . . , zk). Consider now a circle homeomorphism f with lift fˆ . We
deﬁne the cross-ratio distortion of (z1, z2, z3, z4) with respect to f by Dist(z1, z2, z3, z4; f ) := Dist(zˆ1, zˆ2, zˆ3, zˆ4; fˆ ) where
(zˆ1, zˆ2, zˆ3, zˆ4) is the lift of (z1, z2, z3, z4). We need the following
Lemma 3.3. (See [4].) Consider a circle homeomorphism f with f ∈ C2+α([z1, z4]), α > 0, [z1, z4] ⊂ S1 and Df (x) const > 0 for
x ∈ [z1, z4]. Then there is a positive constant K such that∣∣Dist(z1, z2, z3, z4; f ) − 1∣∣ K |zˆ4 − zˆ1|1+α
for any quadruple of numbers (z1, z2, z3, z4), zi ∈ S1 , i = 1,2,3,4, with z1 ≺ z2 ≺ z3 ≺ z4 .
Next we consider the case when the interval [z1, z4] contains the break point x = b of the homeomorphism f . We
estimate the distortion of the cross-ratio when b lies outside the middle interval [z2, z3]:
for zi ∈ S1, i = 1,2,3,4, with z1 ≺ z2 ≺ z3 ≺ z4 and b ∈ [z1, z2] ∪ [z3, z4] we set
α := zˆ2 − zˆ1, β := zˆ3 − zˆ2, γ := zˆ4 − zˆ3, τ := zˆ2 − bˆ,
ξ := β
α
, z := τ
α
, η := β
γ
, ϑ := bˆ − zˆ3
γ
.
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z1 ≺ z2 ≺ z3 ≺ z4 and assume f has a single break point b ∈ [z1, z2] ∪ [z3, z4]. Then
(i) |Dist(z1, z2, z3, z4; f ) − [σ(b)+(1−σ(b))z](1+ξ)σ (b)+(1−σ(b))z+ξ | K1|zˆ4 − zˆ1|, if b ∈ [z1, z2],
(ii) |Dist(z1, z2, z3, z4; f ) − [σ(b)+(1−σ(b))ϑ](1+η)σ (b)+(1−σ(b))ϑ+η | K1|zˆ4 − zˆ1|, if b ∈ [z3, z4]
where the constant K1 > 0 depends only on f .
4. Proof of Theorem 1.4
For the proof of Theorem 1.4 we need several lemmas which we formulate next. Their proofs will be given later. Consider
two copies of the circle S1 and homeomorphism f i with single break point bi , i = 1,2, and rotation number ρ acting on
them. Assume that f1 and f2 satisfy the conditions of Theorem 1.4.
Let ϕ1 and ϕ2 be maps conjugating f1 and f2 with the pure rotation fρ , i.e. ϕ1 ◦ f1 = fρ ◦ ϕ1 and ϕ2 ◦ f2 = fρ ◦ ϕ2. It
is easy to check that the map ψ = ϕ2 ◦ ϕ−11 conjugates f1 and f2, i.e.
ψ
(
f1(x)
)= f2(ψ(x)) (5)
for all x ∈ S1. Since ϕi , i = 1,2, is unique up to an additive constant we can choose to choose ϕi , i = 1,2, such that
ϕ−11 (b1) = b2 and ϕ2(b2) = b2 and hence ψ(b1) = b2. Notice, that ψ(x) is continuous on S1. The derivative Dψ(x) exists for
almost all x w.r.t. Lebesgue measure because ψ(x) is monotone. It is enough to show that Dψ(x) = 0 at all points where
the derivative is deﬁned. Recall, that the length of an interval [a,b] ⊂ S1 is deﬁned by
l
([a,b]) := {b − a, if a < b < 1,
1+ b − a, if 0 b < a.
Deﬁnition 4.1. Fix R1 > 1 and ε > 0, four points zi ∈ S1, i = 1,2,3,4, z1 < z2 < z3 < z4 satisfy the conditions (CR1,ε) if:
(a) R−11 β
√
ε  α  R1β
√
ε;
(b) R−11 β  γ  R1β;
(c) max1i4 |zi − x0| R1β .
Next deﬁne d(x0) := min{x0, (1− x0)}, x0 ∈ S1.
Lemma 4.2. Assume that the conjugating map ψ has a positive derivative Dψ(x0) = ω at the point x0 ∈ (0,1) and let R1 > 1 be a
constant, then there exists a constant C2 = (C2(ω, R1)) such that: for any ε > 0, there exists δ = δ(x0, ε) ∈ (0,d(x0)) such that for
any zi ∈ (x0 − δ, x0 + δ), i = 1,2,3,4 satisfying the conditions (CR1,ε) one has:
(i) βα (1− C2
√
ε) l[ψ(z2),ψ(z3)]l[ψ(z1),ψ(z2)] 
β
α (1+ C2ε),
(ii) γ
β
(1− C2ε) l[ψ(z3),ψ(z4)]l[ψ(z2),ψ(z3)] 
γ
β
(1+ C2ε).
Lemma 4.3. Assume that the conjugating map ψ has a positive derivative Dψ(x0) = ω at the point x0 ∈ (0,1) and let R1 > 1 be a
constant, then there exists a constant R2 = (R2(ω, R1)) such that: for any ε > 0, there exists δ = δ(x0, ε) ∈ (0,d(x0)) such that for
any zi ∈ (x0 − δ, x0 + δ), i = 1,2,3,4 satisfying the conditions (CR1,ε) one has∣∣Dist(z1, z2, z3, z4;ψ) − 1∣∣ R2√ε. (6)
Suppose now, Dψ(x0) = ω for some point x0 ∈ (0,1). Deﬁne (n)i := f i1((n)0 ), C (n)i := f i2(C (n)0 ), i > 0 where (n)0 , C (n)0 are
the initial intervals of rank n of the points x0 and y0 = ψ(x0) determined by f1 and f2 respectively. Next, consider the n-th
dynamical partitions
ξn(x0) =
{

(n−1)
i , 0 i < qn; (n)j , 0 j < qn−1
}
,
ζn(x0) =
{
C (n−1)i , 0 i < qn; C (n)j , 0 j < qn−1
}
.
Then two cases are possible: b1 ∈ (n−1)i0 , 0 i0 < qn , or b1 ∈ 
(n)
j0
, 0 j0 < qn−1. Denote by b¯1 the primage of the break
point b1 which lies inside the interval 
(n)
0 (x0) or 
(n−1)
0 (x0). It is clear that b¯1 = f −l1 (b1), for some l ∈ [0,qn). Notice that
the points x0 and b¯1 are qn-close. Assume n to be odd. Then 
(n−1) = [x0, f qn−1 (x0)] and (n) = [ f qn (x0), x0]. The structure0 1 0 1
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exactly once.
Since the rotation number ρ of f1 and f2 is irrational, the order of the points in the orbit f k(x0), k ∈ Z1 on the ﬁrst circle
will be precisely the same as for the orbit f k2 (ψ(x0)), k ∈ Z1 on the second circle. From this and the identities ψ(b1) = b2
respectively ψ( f1(x)) = f2(ψ(x)), x ∈ S1 we get
ψ
(

(n−1)
i
)= C (n−1)i , 0 i < qn, ψ((n)j )= C (n)j , 0 j < qn−1.
Since b1 ∈ (n−1)0 ∪ (n)0 it follows that ψ(b1) ∈ C (n−1)0 ∪ C (n)0 . It is clear that
f l2
(
ψ(b1)
)= f l−12 ( f2(ψ(b1)))= f l−12 (ψ( f1(b1)))= · · · = ψ( f l1(b1))= ψ(b1) = b2.
Hence the intervals f m2 ([ f −qn−12 (ψ(b1)), f qn−12 (ψ(b1))]), 0  m < qn , cover the break point b2 exactly once with
f l2(ψ(b1)) = b2.
Fix ε > 0. Next we introduce the following notations:
z2 = b1, z3 = b1 + f
qn−1
1 b1
2
, z4 = f qn−11 b1, z1 = z2 − 2β
√
ε with β = z3 − z2. (7)
By Corollary 2.6 the intervals [ f −qn−11 (b1),b1] and [b1, f qn−11 (b1)] are ev -comparable. It is easy to see that for ε ∈ (0, e−2v ]
the point z1 belongs to the interval [ f −qn−11 (b1),b1], where v = varS1 logDf 1.
Then one shows
Lemma 4.4. Suppose the circle homeomorphism f1 satisﬁes the conditions of Lemma 2.1. Let δ be the positive constant given by
Lemmas 4.2 and 4.3. Then the triple of intervals [zs, zs+1], s = 1,2,3 possesses the following properties:
(1) [z1, z4], [ f qn1 (z1), f qn1 (z4)] ⊂ (x0 − δ, x0 + δ);
(2) the intervals [zs, zs+1], [ f qn1 (zs), f qn1 (zs+1)], s = 1,2,3, satisfy the conditions (CR1,ε) with some constant R1 > 1 depending only
on the variation of logDf 1 .
Lemma 4.5. Assume the circle homeomorphisms fi , i = 1,2, satisﬁes the conditions of Theorem 1.4 and the conjugacy map ψ has a
positive derivative Dψ(x0) = ω at the point x0 ∈ (0,1). Let the points zi ∈ S1 , i = 1,2,3,4, be deﬁned as in (7). Then the following
inequality holds for suﬃciently large n:∣∣∣∣Dist(ψ(z1),ψ(z2),ψ(z3),ψ(z4); f
qn
2 )
Dist(z1, z2, z3, z4; f qn1 )
− σ2
σ1
∣∣∣∣ const√ε, (8)
where σi , i = 1,2 are the jump ratios of f i and the constant depends only on the functions fi , i = 1,2.
After these preparations we can prove Theorem 1.4.
Proof of Theorem1.4. Let f1 and f2 be circle homeomorphisms satisfying the conditions of Theorem 1.4. Since their rotation
number ρ is irrational the f i-invariant measures μi , i = 1,2, are non-atomic i.e. every one point subset of the circle has zero
μi-measure. The maps ϕi conjugating f i and fρ given by ϕi(x) = μi([0, x]), i = 1,2, are continuous and monotone increas-
ing functions on R1. Hence the map conjugation ψ = ϕ−12 ◦ϕ1 conjugating f1 and f2 has the same properties. The function
ψ has a ﬁnite derivative almost everywhere w.r.t. Lebesgue measure on the circle. We will show Dψ(x) = 0 at all points
x where the derivative exists. Assume that Dψ(x0) = ω > 0 at some point x0 ∈ (0,1). Fix some ε ∈ (0, e−2v). Choose the
points zi ∈ S1, i = 1,2,3,4 as given in formulas (7). According to Lemma 4.4 the intervals [zs, zs+1] and [ f qn (zs), f qn (zs+1)]
satisfy the conditions of Lemma 4.2. It follows then from Lemma 4.3 that∣∣Dist(z1, z2, z3, z4;ψ) − 1∣∣ R2√ε (9)
and ∣∣Dist( f qn1 (z1), f qn1 (z2), f qn1 (z3), f qn1 (z4);ψ)− 1∣∣ R2√ε. (10)
Consequently∣∣∣∣Dist( f
qn
1 (z1), f
qn
1 (z2), f
qn
1 (z3), f
qn
1 (z4);ψ)
Dist(z1, z2, z3, z4;ψ) − 1
∣∣∣∣ R3√ε, (11)
where the constant R3 > 0 does not depend on ε and n.
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Dist
(
f qn1 (z1), f
qn
1 (z2), f
qn
1 (z3), f
qn
1 (z4);ψ
)= Cr(ψ( f qn1 (z1)),ψ( f qn1 (z2)),ψ( f qn1 (z3)),ψ( f qn1 (z4)))
Cr( f qn1 (z1), f
qn
1 (z2), f
qn
1 (z3), f
qn
1 (z4))
.
Since ψ is conjugating f1 and f2 we can readily see that
Cr
(
ψ
(
f qn1 (z1)
)
,ψ
(
f qn1 (z2)
)
,ψ
(
f qn1 (z3)
)
,ψ
(
f qn1 (z4)
))= Cr( f qn2 (ψ(z1)), f qn2 (ψ(z2)), f qn2 (ψ(z3)), f qn2 (ψ(z4))).
It now follows that
Dist( f qn1 (z1), f
qn
1 (z2), f
qn
1 (z3), f
qn
1 (z4);ψ)
Dist(z1, z2, z3, z4;ψ)
= Cr(ψ( f
qn
1 (z1)),ψ( f
qn
1 (z2)),ψ( f
qn
1 (z3)),ψ( f
qn
1 (z4)))
Cr( f qn1 (z1), f
qn
1 (z2), f
qn
1 (z3), f
qn
1 (z4))
× Cr(z1, z2, z3, z4)
Cr(ψ(z1),ψ(z2),ψ(z3),ψ(z4))
= Cr( f
qn
2 (ψ(z1)), f
qn
2 (ψ(z2)), f
qn
2 (ψ(z3)), f
qn
2 (ψ(z4)))
Cr(ψ(z1),ψ(z2),ψ(z3),ψ(z4))
: Cr( f
qn
1 (z1), f
qn
1 (z2), f
qn
1 (z3), f
qn
1 (z4))
Cr(z1, z2, z3, z4)
= Dist(ψ(z1),ψ(z2),ψ(z3),ψ(z4); f
qn
2 )
Dist(z1, z2, z3, z4; f qn1 )
.
Combining this and inequality (11) we get∣∣∣∣Dist(ψ(z1),ψ(z2),ψ(z3),ψ(z4); f
qn
2 )
Dist(z1, z2, z3, z4; f qn1 )
− 1
∣∣∣∣ R3√ε. (12)
But this contradicts Lemma 4.5, according to which∣∣∣∣Dist(ψ(z1),ψ(z2),ψ(z3),ψ(z4); f
qn
2 )
Dist(z1, z2, z3, z4; f qn1 )
− σ2
σ1
∣∣∣∣ const√ε (13)
for suﬃciently large n. This contradiction proves Theorem 1.4. 
5. Proofs of Lemmas 4.2–4.5
We start with the proof of Lemma 4.2.
Proof of Lemma 4.2. Consider a point x0 where the derivative Dψ(x0) exists with Dψ(x0) = ω > 0. It is obvious that
Dψˆ(x0) = Dψ(x0). By the deﬁnition of the derivative there exists for any ε > 0 a number δ1 = δ1(x0, ε) > 0, such that for
all x ∈ (x0 − δ1, x0 + δ1)
ω − ε < ψˆ(x) − ψˆ(x0)
x− x0 < ω + ε. (14)
Put δ = min (δ1,d(x0)). Take points zi ∈ (x0 − δ, x0 + δ), i = 1,2,3,4 satisfying conditions (a), (b) and (c) of Deﬁnition 4.1.
W.l.o.g. we can assume that [z1, z4] ⊂ (x0 − δ, x0). Relation (6) then implies for x = zi , i = 1,2,3,4,
(ω − ε)(x0 − zi) < ψˆ(x0) − ψˆ(zi) < (ω + ε)(x0 − zi).
This yields the following inequalities for s = 1,2,3:
ω − ε (x0 − zs+1) + (x0 − zs)
zs+1 − zs 
ψˆ(zs+1) − ψˆ(zs)
zs+1 − zs
ω + ε (x0 − zs+1) + (x0 − zs)
zs+1 − zs , (15)
respectively for s = 1,2
ω − ε (x0 − zs+2) + (x0 − zs)
zs+2 − zs 
ψˆ(zs+2) − ψˆ(zs)
zs+2 − zs
ω + ε (x0 − zs+2) + (x0 − zs) . (16)
zs+2 − zs
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max
1i4
{
x0 − zi
z2 − z1
}
 R1
β
α

R21√
ε
, (17)
max
1i4
max
{
x0 − zi
z3 − z2 ,
x0 − zi
z4 − z3
}
 R21. (18)
Combining relations (15), (16), (17) and (18) we get for l = 2,3
ω − C4
√
ε  ψˆ(z2) − ψˆ(z1)
z2 − z1 ω + C4
√
ε, (19)
ω − C4ε  ψˆ(zl+1) − ψˆ(zl)
zl+1 − zl ω + C4ε, (20)
and for s = 1,2
ω − C4ε  ψˆ(zs+2) − ψˆ(zs)
zs+2 − zs ω + C4ε, (21)
where the constant C4 > 0 depends on R1, ω and does not depend on α,β,γ and ε.
Using the equality
ψˆ(zs+1) − ψˆ(zs)
ψˆ(zs) − ψˆ(zs−1)
: zs+1 − zs
zs − zs−1 =
ψˆ(zs+1) − ψˆ(zs)
zs+1 − zs ·
zs − zs−1
ψˆ(zs) − ψˆ(zs−1)
and relations (19), (20) and (21) we get the assertions of Lemma 4.2. 
Next we will prove Lemma 4.3.
Proof of Lemma 4.3. Since
Dist(zl, z2, z3, z4, ψˆ) = Cr(ψˆ(z1), ψˆ(z2), ψˆ(z3), ψˆ(z4))Cr(zl, z2, z3, z4)
= ψˆ(z2) − ψˆ(zl)
z2 − z1 ·
ψˆ(z4) − ψˆ(z3)
z4 − z3 ·
z3 − z1
ψˆ(z3) − ψˆ(z1)
· z4 − z2
ψˆ(z4) − ψˆ(z2)
inequalities (19)–(21) then prove Lemma 4.3. 
Next consider the proof of Lemma 4.4.
Proof of Lemma 4.4. Let Dψ(x0) = ω > 0 for some x0 ∈ (0,1). W.l.o.g. we can assume n to be odd, the case n even can
be deduced from the odd one just by reversing the orientation of the circle. From the deﬁnition of the dynamical partition
ξn(x0) it follows, that the primage b1 of the point is in the interval [ f qn1 (x0), f qn−11 (x0)] with b1 = f −l1 (b1) for some 0 l <
qn−1. Deﬁne the points zi , i = 1,2,3,4 as in formulas [7]. Consider the neighborhood [ f −qn−11 (b1), f qn−11 (b1)] of the point
b1.
By Corollary 2.6 the intervals [a,b], f qn1 [a,b], f −qn1 [a,b] are ev -comparable for any a,b ∈ S1. Since b1∈[ f qn1 (x0), f qn−11 (x0)],
it is easy to check [ f −qn−11 (b1), f qn−11 (b1)] ⊂ [ f −2qn−11 (x0), f 2qn−11 (x0)]. But the interval [ f −2qn−11 (x0), f 2qn−11 (x0)] is the union
of the four intervals [ f −2qn−11 (x0), f −qn1 (x0)], [ f −qn1 (x0), x0], [x0, f qn1 (x0)], [ f qn1 (x0), f 2qn−11 (x0)] and the ﬁrst three inter-
vals are comparable with [x0, f qn−11 (x0)]. By Corollary 2.2 l([x0, f qn−11 (x0)]) < constλn . Using the last inequality we get
l([ f −2qn−11 (x0), f 2qn−11 (x0)]) < constλn . If n is suﬃciently large then obviously [ f −2qn−11 (x0), f 2qn−11 (x0)] ⊂ [x0 − δ, x0 + δ]. This
together with [ f −qn−11 (b¯1), f qn−11 (b¯1)] ⊂ [ f −2qn−11 (b¯1), f 2qn−11 (b¯1)] imply the ﬁrst assertion of Deﬁnition 4.1.
By Corollary 2.6 the intervals [zs, zs+1] and [ f qn1 (zs), f qn1 (zs+1)] are ev -comparable for all s = 1,2,3. The intervals
[zs, zs+1], s = 1,2,3 satisfy the assumptions of Lemma 4.1. This implies that the intervals [ f qn1 (zs), f qn1 (zs+1)], s = 1,2,3
satisfy the assumption (a) and (b) of Deﬁnition 4.1.
Next consider assumption (c) of Deﬁnition 4.1. It is easy to see, that for i = 1,2,3,4 one has
l
([zi, x0]) l([z2, x0])+ l([z1, z4]),
l
([
f qn(zi), x0
])
 l
([z2, x0])+ l([ f qn(z2), z2])+ l([ f qn(z1), f qn (z4)]).1 1 1 1
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comparable with [ f −qn−11 (b¯1), f qn−11 (b¯1)]. But the length of this last interval is 4ev -comparable with β = z3 − z2. Finally we
get that l([ f qn1 (zi), x0]) Kβ for all i = 1,2,3,4, where the positive constant K depends on R1 and the total variation v of
logDf 1. Lemma 4.4 is proved. 
Proof of Lemma 4.5. Choose points zi , i = 1,2,3,4 as in formulas (7) and consider the two systems of intervals
{[ f i1(zs), f i1(zs+1)], s = 1,2,3} and {[ f i2(ψ(zs)), f i2(ψ(zs+1))], s = 1,2,3}. Obviously only the intervals ( f l1[z1, z2], f l1[z2, z3],
f l1[z3, z4]) respectively ([ f l2(ψ(z1)), f l2(ψ(z2))], [ f l2(ψ(z2)), f l2(ψ(z3))], [ f l2(ψ(z3)), f l2(ψ(z4))]), 0  l < qn cover the break
points b1 respectively b2. Next we compare the distortions
Dist
(
z1, z2, z3, z4; f qn1
)
and Dist
(
ψ(z1),ψ(z2),ψ(z3),ψ(z4); f qn2
)
.
It is clear that
Dist
(
z1, z2, z3, z4; f qn1
)= qn−1∏
i=0
i =l
Dist
(
f i1(z1), f
i
1(z2), f
i
1(z3), f
i
1(z4); f1
)
× Dist( f l1(z1), f l1(z2), f l1(z3), f l1(z4); f1), (22)
and
Dist
(
ψ(z1),ψ(z2),ψ(z3),ψ(z4); f qn2
)= qn−1∏
i=0
i =l
Dist
(
f i2
(
ψ(z1)
)
, f i2
(
ψ(z2)
)
, f i2
(
ψ(z3)
)
, f i2
(
ψ(z4)
); f2)
× Dist( f l2(ψ(z1)), f l2(ψ(z2)), f l2(ψ(z3)), f l2(ψ(z4)); f2). (23)
Applying Lemma 3.3 we obtain
qn−1∏
i=0
i =l
Dist
(
f i1(z1), f
i
1(z2), f
i
1(z3), f
i
1(z4); f1
)= exp
{qn−1∑
i=0
i =l
log
(
1+ O (∣∣[ f i1(z1), f i1(z4)]∣∣1+α))
}
. (24)
It is easy to see, that for 0  i < qn one has [ f i1(z1), f i1(z4)] ⊂ [ f −qn−11 ( f i1(b¯1)), f qn−11 ( f i1(b¯1))]. The last interval is the
union of intervals of rank (n − 1), namely [ f −2qn−11 ( f i1(b¯1)), f i1(b¯1)] and [ f i1(b¯1), f qn−11 ( f i1(b¯1))]. By Corollary 2.2 the length
of the last intervals is bounded by constλn . Thus we get for 0 i < qn ,∣∣[ f i1(z1), f i1(z4)]∣∣ constλn. (25)
Furthermore
qn−1∑
i=0
∣∣[ f i1(z1), f i1(z4)]∣∣
qn−1∑
i=0
∣∣[ f −qn−11 ( f i1(b¯1)), f i1(b¯1)]∣∣+
qn−1∑
i=0
∣∣[ f i1(b¯1), f qn−11 ( f i1(b¯1))]∣∣ 2. (26)
Combining Eqs. (23), (24) and (26) we get∣∣∣∣∣
qn−1∏
i=0
i =l
Dist
(
f i1(z1), f
i
1(z2), f
i
1(z3), f
i
1(z4); f1
)− 1
∣∣∣∣∣ constλnα
qn−1∑
i=0
i =l
∣∣[ f i1(z1), f i1(z4)]∣∣ constλnα. (27)
In analogy one shows∣∣∣∣∣
qn−1∏
i=0
i =l
Dist
(
f i2
(
ψ(z1)
)
, f i2
(
ψ(z2)
)
, f i2
(
ψ(z3)
)
, f i2
(
ψ(z4)
); f2)− 1
∣∣∣∣∣ constλnα. (28)
Next we compare
Dist
(
f l1(z1), f
l
1(z2), f
l
1(z3), f
l
1(z4); f1
)
and Dist
(
f l2
(
ψ(z1)
)
, f l2
(
ψ(z2)
)
, f l2
(
ψ(z3)
)
, f l2
(
ψ(z4)
); f2).
Applying Lemma 3.4 we get
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∣∣∣∣ K2∣∣[ f l1(z1), f l1(z4)]∣∣, (29)∣∣∣∣Dist( f l2(ψ(z1)), f l2(ψ(z2)), f l2(ψ(z3)), f l2(ψ(z4)); f2)− σ2(1+ ξ2)(σ2 + ξ2)
∣∣∣∣ K2∣∣[ f l2(ψ(z1)), f l2(ψ(z4))]∣∣, (30)
where the constant K2 > 0 depends only on f1, f2 and
ξ1 = f
l
1(z3) − f l1(z2)
f l1(z2) − f l1(z1)
, ξ2 = f
l
2(ψ(z3)) − f l2(ψ(z2))
f l2(ψ(z2)) − f l2(ψ(z1))
.
This together with Lemma 2.7 implies
R−15
z3 − z2
z2 − z1  ξ1  R5
z3 − z2
z2 − z1 ,
R−15
ψ(z3) − ψ(z2)
ψ(z2) − ψ(z1)  ξ2  R5
ψ(z3) − ψ(z2)
ψ(z2) − ψ(z1) , (31)
where the constant R5 > 1 does not depend on ε. Applying Lemma 4.3 we get
(1− C2
√
ε )
z3 − z2
z2 − z1 
ψ(z3) − ψ(z2)
ψ(z2) − ψ(z1)  (1+ C2
√
ε )
z3 − z2
z2 − z1 .
Hence
R−15 (1− C2
√
ε )
z3 − z2
z2 − z1  ξ2  R5(1+ C2
√
ε )
z3 − z2
z2 − z1 . (32)
By construction z3 − z2 = β , z2 − z1 = 2β√ε. This together with relations (31) and (32) yields
R−15
2
√
ε
 ξ1 
2R5√
ε
respectively
R−15
2
√
ε
 ξ2 
2R5(1+ C2√ε )√
ε
.
Combining the bounds (29), (30) and the last two inequalities we get∣∣∣∣ Dist( f l1(z1), f l1(z2), f l1(z3), f l1(z4); f1)Dist( f l2(ψ(z1)), f l2(ψ(z2)), f l2(ψ(z3)), f l2(ψ(z4); f2)) −
σ1
σ2
∣∣∣∣ const√ε.
This together with relations (22), (23), (24), (27) and (28) implies the assertion of Lemma 4.5. 
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