A new description is given of all solutions to the relaxed commutant lifting problem. The method of proof is also different from earlier ones, and uses only an operator-valued version of a classical lemma on harmonic majorants.
Introduction
In this paper we give a new, more refined, description of all solutions to the relaxed commutant lifting problem. Let us first recall the formulation of this problem. The starting point is a data set {A, T ′ , U ′ , R, Q} consisting of five Hilbert space operators. The operator A is a contraction mapping H into H ′ , the operator U ′ on K ′ is a minimal isometric lifting of the contraction T ′ on H ′ , and R and Q are operators from H 0 to H, satisfying the following constraints: Here Π H ′ is the orthogonal projection from K ′ onto H ′ . The RCL problem has been introduced in [9] , and in the paper [9] also an explicit construction for a particular solution is given. By choosing H 0 = H with R the identity operator on H and Q = T an isometry on H, one sees that the solution of the RCL problem in [9] contains the classical Sz-Nagy-Foias commutant lifting theorem [15] as a special case. Also a number of recent generalizations of the commutant lifting theorem can be seen as special cases of the solution to the RCL problem presented in [9] . This includes the Treil-Volberg version [17] , which appears when one takes R = I, and the weighted commutant lifting theorem from [5] . Finally, [9] also shows that the solution of the RCL problem allows one to solve relaxed versions of most metric constrained interpolation problems from [10] , and their H 2 versions.
In [12] a Redheffer type description is given of all solutions to the RCL problem by using the theory of isometric realizations and Arocena's coupling method from [2] and [3] , see also Section VII.8 in [7] . A choice sequence approach for the description of all solutions, also using the coupling framework, can be found in [14] . In the present paper we give a more refined and more explicit description of all solutions than the one appearing in [12] . Furthermore, our proof will be rather elementary and uses only an operator-valued version of a classical result on harmonic majorants. Our approach is even interesting in the classical commutant lifting setting, and provides a new proof for Theorem XIII.3.4 in [7] (see the final part of Section 1).
The paper consists of three sections not counting the present introduction. In the first section we introduce the necessary terminology, state our two main theorems, and specify our results for the commutant lifting setting. The second section contains preliminary material on positive real operator-valued functions and presents an operator-valued version of a classical result on least harmonic majorants (cf., [6] , page 28). The proofs of our two main theorems are given in the third section.
We conclude with a few words about notation and terminology. Throughout capital calligraphic letters denote Hilbert spaces. The Hilbert space direct sum of U and Y is denoted by U ⊕ Y or by U Y .
The term operator stands for a bounded linear transformation acting between Hilbert spaces. The set of all operators from U into Y is denoted by L(U, Y). The identity operator on the space U is denoted by I U or just by I, when the underlying space is clear from the context. As usual, given a contraction A from U into Y, we write D A for the defect operator (I U − A * A) 
where
For convenience a function F that is represented as in (0.3) will be denoted by
. By H 2 (U) we denote the Hardy space of all U-valued analytic functions f on D such that ∞ ν=0 f ν 2 < ∞, where f 0 , f 1 , f 2 , . . . are the Taylor coefficients of f at zero. Finally, S U denotes the unilateral shift on H 2 (U) and E U is the canonical embedding of U onto the space of constant functions in H 2 (U) defined by (E U v)(λ) ≡ v for all v ∈ U. We simply write S and E if the underlying space is clear from the context.
Main theorems
Let {A, T ′ , U ′ , R, Q} be a fixed data set. In the sequel we say that B is a solution to the RCL problem for the data set {A, T ′ , U ′ , R, Q} if B is a contraction from H into K ′ satisfying (0.2).
Without loss of generality we shall assume that U ′ is the Sz.-Nagy-Schäffer minimal isometric lifting of T ′ , that is,
Here S is the unilateral shift on H 2 (D T ′ ) and E is the canonical embedding of
Since we assume that
as in the first identity of (0.2), if and only if B can be represented in the form
where Γ is a contraction from D A into H 2 (D T ′ ). Moreover, B and Γ determine each other uniquely. Using this representation of B and the fact that U ′ is given by (1.1), the constraint
Therefore, with U ′ as in (1.1), the RCL problem for {A, T ′ , U ′ , R, Q} is equivalent to the problem of finding all contractions Γ from
To state our two main theorems we need some additional notation. Observe that, because of (0.1), for each h ∈ H 0 we have
Hence the identity 
Notice that we have equality in (1.4) if and only if R * R = Q * Q. In other words, ω is an isometry if and only if R * R = Q * Q, which happens in many applications. In particular, ω is an isometry in the setting of the commutant lifting problem. The equation in (1.3) can equivalently be represented in terms of ω 1 and ω 2 as
In the sequel we shall call a pair of operator-valued functions {F, G} a Schur pair associated with the data set {A,
In other words, {F, G} is a Schur pair if both F and G are analytic operator-valued functions, where
We can now state the first main theorem. 
with {F, G} an arbitrary Schur pair associated with the given data set.
The mapping {F, G} → B from the set of Schur pairs to the solutions of the RCL problem described in Theorem 1.1 is onto but not necessarily one to one. In other words, in general there can by many Schur pairs associated with a specified solution B, via (1.8) and (1.9). However, in the classical commutant lifting setting the mapping {F, G} → B is onto and one to one, see [7] and the final part of this section. To describe the non-uniqueness we need some additional notation.
Let B in (1.8) be a fixed solution to the RCL problem for the data set {A, T ′ , U ′ , R, Q} with U ′ being given by (1.1), and let Γ be the contraction from D A into H 2 (D T ′ ) determined by B via (1.8). Then Γ satisfies (1.3). This implies that there exists a contraction Ω mapping
To see this we use (1.3) and (1.5) to show that for all h in H 0 , we have
By employing the definition of ω observe that for all f ∈ F we have ΩD Γ f = D Γ ω 2 f . From the calculation leading to (1.11) we also see that Ω is an isometry if and only if ω is an isometry, and as we saw the latter happens if and only if R * R = Q * Q. In particular, Ω is an isometry in the setting of the commutant lifting theorem. Now for Γ and Ω as in the previous paragraph, let S Ω (D Γ , D Γ ) be the subset of the Schur class
(1.12)
We claim that for the given contraction Γ, the set of all Schur pairs {F, G} associated with the data set {A, T ′ , U ′ , R, Q} and satisfying (1.3) is parameterized by the set
To make this precise, we first define a mapping
Here S is the unilateral shift on H 2 (D T ′ ) and E is the canonical embedding of D T ′ onto the set of constant function in H 2 (D T ′ ). We are now ready to state the second main theorem. To give some further insight in the set S Ω (D Γ , D Γ ) appearing in Theorem 1.2, put G Γ = D Γ ⊖F Γ , and let Π F Γ and Π G Γ be the orthogonal projections from D Γ onto F Γ and G Γ , respectively. Using Corollary XXVII.5.3 in [13] it follows that C ∈ S Ω (D Γ , D Γ ) if and only if A similar remark applies to the set of Schur pairs appearing in Theorem 1.1. To see this, notice that a pair of functions {F, G} is a Schur pair associated to the data set {A,
Therefore, the set of Schur pairs associated to the given data set is in one to one correspondence to
We conclude this section with the commutant lifting theorem as given by Theorem XIII.3.4 in [7] . We show how this result can be derived from Theorems 1.1 and 1.2.
Q} be a data set with U ′ being given by (1.1), H 0 = H, R = I H and Q an isometry on H. Then all solutions to the corresponding RCL problem are given by 
Proof. The representation of all solutions follows immediately from Theorem 1.1. Obviously, the Schur pair {F, G} in (1.17) determines B uniquely. To prove the converse implication, let B be a solution to the corresponding RCL problem for the given data set, and let Γ be the contraction from D A into H 2 (D T ′ ) given by (1.16). By Theorem 1.2 it suffices to show that the set S Ω (D Γ , D Γ ) consists of one element only. Recall that in the commutant lifting setting R * R = Q * Q, and hence, as has been remarked in the paragraph preceding (1.12), in this case the operator Ω is an isometry. Moreover, from the definition of Ω we obtain that
Thus Ω is a unitary operator from F Γ onto D Γ , and hence D Ω * = {0}. But then the remark made in the first paragraph after Theorem 1. 
Since in the commutant lifting setting the operator ω is an isometry (see the paragraph containing (1.6)),
For the commutant lifting setting representations of all solutions by formulas of the type (1.17) date back to [4] , see also [8] . The proofs of Theorems 1.1 and 1.2 will be given in the third section.
2 Operator-valued positive real functions and harmonic majorants Let Θ be a L(E, Y)-valued analytic function on D, where E and Y are Hilbert spaces. We say that Θ belongs to H 2 (L(E, Y)) if for each a ∈ E the function Θ(·)a belongs to H 2 (Y). The latter condition is equivalent to the requirement that ∞ ν=0 Θ ν a 2 < ∞ for all a in E. Here and in the sequel
(2.1)
In this case, we say that Γ is the operator associated with Θ. On the other hand, if Γ is an operator
In this case, we say with a slight abuse of terminology that Θ is the symbol of Γ. As before, let Θ be a function in H 2 (L(E, Y)), and let Γ be the operator associated with Θ. Throughout this section S is the block forward shift on H 2 (Y), and E the canonical embedding from Y onto the constant functions in H 2 (Y), that is, (Ey)(λ) ≡ y on D. In this case, Θ n = E * (S * ) n Γ for all non-negative integers n. Hence Θ admits a state space realization of the following form:
With Θ as above we associate the L(E, E)-valued function
where Γ is the operator associated with Θ via (2.2). An easy computation shows that V can also be written as
Obviously, V is analytic on D. Using EE * = I − SS * , we see from (2.2) and (2.3) that the Taylor coefficients {V n } ∞ 0 of V at zero are given by
The results below show that V is positive real, and therefore we shall refer to V as the positive real function defined by Θ.
Recall that a L(E, E)-valued function W is positive real if W is analytic on D and
It is known (see, e.g., [11] , Section 1.2) that a L(E, E)-valued function W which is analytic at zero, W (λ) = ∞ ν=0 λ ν W ν say, is positive real if and only if for each n the n × n Toeplitz operator matrix T ℜW, n given by
defines a non-negative operator on E n . Our aim in this section is to prove the following theorem which can be viewed as an operator valued version of a classical result on harmonic majorants, cf., Section 2.6 in [6] .
The set of all positive real functions W with values in L(E, E) satisfying
More precisely, all positive real functions W on D satisfying (2.6) are given by In order to prove the above theorem it will be convenient to first prove a lemma and to review some theory concerning the Cayley transform of operator-valued functions. 
To give some further insight in (2.8), let us consider the scalar case, that is, E and Y are equal to C. In that case formula (2.4) can be rewritten as
and the above lemma is well known (see the proof of Theorem 2.12 in [6] ). In fact, in the scalar case ℜV is known as the least harmonic majorant of |θ(·)| 2 .
Proof of Lemma 2.2. We split the proof into three parts. In the first part we prove (2.8). Part 1. Take λ ∈ D. For convenience set Φ(λ) = (I − λS * ) −1 . Using (2.2) and (2.3), we have
Note that Φ(λ) = I + λΦ(λ)S * . Since E * E + SS * = I, we obtain
The last term is non-negative. Thus (2.8) holds. In particular, V is positive real. 
Note that Λ r is bounded and lim r↑1 Λ r = I with pointwise convergence. Let V be the positive real function defined by Θ. Thus
Since Λ r S = rSΛ r , we have Λ r (I − λS) −1 = (I − λrS) −1 Λ r for each λ ∈ D. Taking adjoints and replacing λ byλ we see that (I − λS * ) −1 S * Λ r = rΛ r (I − λrS * ) −1 S * and hence V is also analytic on an open neighborhood of D.
From the first part of the proof we know that for each λ in D we have
Since all functions involved are analytic on an open neighborhood of D, we conclude that
Let W be a positive real function with values in
Again W is analytic on an open neighborhood of D, and thus, by continuity, Θ(e ıω ) * Θ(e ıω ) ≤ ℜ W (e ıω ) for each 0 ≤ ω ≤ 2π. But then we can use the result of the previous paragraph to show that
Next we show that the latter inequality implies that W − V is positive real. To accomplish this, let L ℜ V and L ℜ W be the block Laurent operators on ℓ 2 (Y) defined by ℜ V and ℜ W , respectively. Since ℜ V and ℜ W are both continuous on the unit circle T, these operators are well defined and bounded. Furthermore, the inequality (2.9) implies that L ℜ V ≤ L ℜ W . Taking the compression to ℓ 2 + (Y) this implies that T ℜ V ≤ T ℜ W , where T ℜ V and T ℜ W are the block Toeplitz operators on ℓ 2 + (Y) defined by ℜ V and ℜ W , respectively. Next, taking an n-th section of these block Toeplitz operators, we obtain that T ℜ V , n ≤ T ℜ W , n for all integers n ≥ 0. This implies (see the paragraph before Lemma 2.2) that W − V is positive real. Part 3. We continue to use the notation introduced in the preceding part, but now we make the dependence on the parameter r explicit. Thus for V we write V (r) , and for W we write W (r) . Define
, for each 0 < r < 1.
The result of the previous part shows that ∆ (r) is positive real for each 0 < r < 1. Furthermore, for r ↑ 1 the n-th Taylor coefficient of ∆ (r) converges pointwise (i.e., in the strong operator topology) to the n-th Taylor coefficient of ∆. Here n is an arbitrary non-negative integer. Hence for each n = 0, 1, 2, . . . we see that T ℜ∆ (r) , n x converges to T ℜ∆, n x for each x ∈ E n as r ↑ 1. Since the operators T ℜ∆ (r) , n are non-negative, the same holds true for T ℜ∆, n . This shows that ∆ = W − V is positive real.
Positive real functions and the Cayley transform. For C in S(E, E) consider the map
Since C(λ) is contractive for each λ ∈ D, the function K is well defined by (2.10). The map C → K in (2.10) establishes a one to one correspondence between the Schur class S(E, E) and the set of all positive real functions K satisfying K(0) = I. Indeed, if K is defined by (2.10) for some C ∈ S(E, E), then K is analytic in D and K(0) = I while
It follows that ℜK(λ) > 0 for each λ ∈ D, and hence K is positive real. Conversely, for a positive real function K satisfying K(0) = I, the function C given by
is well defined and belongs to S(E, E). If C belongs to S(E, E), then we call K defined by (2.10) the Cayley transform of C. If K is positive real with K(0) = I, then C defined by (2.12) will be called the inverse Cayley transform of K. Proof of Theorem 2.1. Let C be a function in S(D Γ , D Γ ), and define W by (2.7). Then 
Therefore W is a positive real function satisfying (2.6). Conversely, assume that W is a positive real function satisfying (2.6). According to Lemma 2. Recall (see Theorem XVI.1.1. in [7] ) that a 2 × 2 operator matrix
induces a positive operator on E ⊕ E if and only if B = A 1/2 ΦA 1/2 for some contraction Φ on AE.
In this case, B and Φ uniquely determine each other. So from (2.13) we see that there exists a unique operator K n on D Γ such that ∆ n = D Γ K n D Γ for all integers n ≥ 0, and K 0 = I. Let T ℜK, n the n × n block Toeplitz operator matrix obtained by replacing W j by K j in (2.5). Notice D * n T ℜK, n D n = T ℜ∆, n , where D n is the diagonal operator matrix diag{D Γ } n 1 acting on ⊕ n 1 D Γ . Since T ℜ∆, n is positive, and D n is onto a dense set in ⊕ n 1 D Γ , it follows that T ℜK, n is positive for each integer n ≥ 0. Hence
where K is a positive real function satisfying K(0) = I, which proves our claim.
Let C on D be the inverse Cayley transform of K. Then C is a function in S(D Γ , D Γ ), and we have
Hence W is given by (2.7) with C ∈ S(D Γ , D Γ ) being the inverse Cayley transform of the positive real function K uniquely determined by
Recall that the inverse Cayley transform is a bijective mapping from the set of positive real functions K with
. Thus K and C uniquely determine each other. Moreover, since ∆ and K determine each other uniquely and the Cayley transform is bijective, we obtain that C and W in (2.7) determine each other uniquely.
Proofs of the main theorems
In this section we proof Theorems 1.1 and 1.2. Throughout this section {A, T ′ , U ′ , R, Q} is a fixed data set with U ′ being given by (1.1). As mentioned in Section 1, an operator B from H into H ′ ⊕ H 2 (D T ′ ) is a solution to the corresponding RCL problem if and only if B admits a representation of the form
Here S denotes the unilateral shift on H 2 (D T ′ ) and E is the canonical embedding of D T ′ onto the space of constant functions in
As a first step towards the proofs of Theorem 1.1 and 1.2 it will be convenient first to consider the case when the space F in (3.2) consists of the zero element only. In that case the only constraint on the operator Γ in (3.1) is that it has to be a contraction. It follows that for F = {0} our two main theorems reduce to the following result. 
Theorem 3.1 Let Γ be an operator from E into H 2 (Y). Then Γ is a contraction if and only if Γ admits a representation of the form
with Θ the symbol of Γ, see (2.1), and In a somewhat different, less explicit form, Theorem 3.1 appears in the introduction of [12] , see Corollaries 0.3 and 0.4 in [12] . These corollaries were obtained as immediate consequences of the description of all solutions to the relaxed commutant lifting problem given in [12] . In the present paper we follow a different direction: we first proof Theorem 3.1, and then derive Theorems 1.1 and 1.2 as further refinements of Theorem 3.1.
Theorem 3.1 has other partial predecessors in the literature. For example, when E = Y = C and Γ is an isometry, the representation (3.3) immediately follows from the description of H 2 functions of unit norm given in [16] , page 490. When E = C q and Y = C p the first statement in Theorem 3.1 is Theorem 2.2 in [1] . The second and third part of Theorem 3.1 seem to be new, even in the scalar case.
Proof of Theorem 3.1. Let Θ be the symbol of Γ, see (2.1). Take for C any function in S(D Γ , D Γ ), and define functions F and G by (3.4) and (3.5) . Then F is a L(E, Y)-valued function and G is a L(E, E)-valued function. From Theorem 2.1 we obtain that W in (3.5) is a positive real function satisfying (2.6). Note that G is the inverse Cayley transform of W . Hence G is a function in S(E, E). Moreover, for each λ ∈ D we have
Therefore, F is given by F (λ) = Θ(λ)(I − λG(λ)), λ ∈ D. In particular, F is analytic on D and, since G ∈ S(E, E), we obtain that Θ(λ) = F (λ)(I − λG(λ)) −1 for all λ ∈ D. Then the definition of Θ shows that (3.3) is satisfied. Since G is the inverse Cayley transform of W , the function W must be the Cayley transform of G. Hence, using (2.11) with G in place of C, the real part of W is given by
Then for each λ ∈ D we have
Using the maximum principle for analytic functions from E to Y ⊕ E we see that col [F, G] is in S(E, Y ⊕ E).
Note that C and W uniquely determine each other, by Theorem 2.1, and W and G determine each other uniquely because G is the inverse Cayley transform of W . Hence C and G determine each other uniquely. In other words, the map J Γ is one to one.
To prove the surjectivity, let us assume that col [F, G] is in S(E, Y ⊕ E) and satisfies (3.3). Then G is a function in S(E, E). Let W be the Cayley transform of G. Then W is positive real and W (0) = I. Moreover, for each λ in D we have
Thus W is a L(E, E)-valued positive real function that satisfies (2.6), and we can apply Theorem 2.1 to show that W is given by (3.5) for some function C in S(D Γ , D Γ ). Since W is the Cayley transform of G, we have
Furthermore, (3.3) and (3.6) yield
The final statement about uniqueness is trivial, because Γ is an isometry if and only if D Γ is a zero operator.
Note that for the case when E = D A and Y = D T ′ , the map J Γ in Theorem 3.1 is precisely the map J Γ in (1.13).
Next, in order to deal with the constraint in (3.2) and to prove the main theorems, we first prove the following result. Proof. Let Θ be the symbol of Γ, that is, Θ(λ)d = (Γd)(λ) for all d ∈ D A and all λ ∈ D. Observe that W in (1.14) can be rewritten as
We divide the remaining part of the proof into two parts. Part 1. First, assuming that Γ satisfies (3.2), we show that G(λ)|F = ω 2 for all λ ∈ D if and only if C belongs to S Ω (D Γ , D Γ ). So assume that Γ satisfies (3.2). Using (3.7) and (3.8) we see that for f ∈ F and λ ∈ D we have
Since G is defined as the inverse Cayley transform of W , we obtain for f ∈ F and λ ∈ D that This proves that {F, G} is a Schur pair. Conversely, assume that {F, G} is a Schur pair associated with the given data set. Since F (λ)|F = ω 1 and F (λ) = Θ(λ)(I − λG(λ)) for all λ ∈ D, we obtain for all f ∈ F and all λ ∈ D that ω 1 f = F (λ)f = Θ(λ)f − λΘ(λ)G(λ)f = (Γf )(λ) − λΘ(λ)ω 2 f = (Γf )(λ) − λ(Γω 2 f )(λ).
In other words, Γ satisfies the constraint in (3.2) . Using this along with G(λ)|F = ω 2 for all λ ∈ D, the result of the first part shows that C is in S Ω (D Γ , D Γ ).
Proof of Theorem 1.1. Let {F, G} be a Schur pair associated with the given data set. Then Theorem 3.1 and Proposition 3.2 show that Γ given by (1.9) is a contraction from D A into H 2 (D T ′ ) satisfying (1.6). Hence B given by (1.8) is a solution to the RCL problem.
Conversely, assume that B is a solution to the RCL problem. Then B admits a matrix representation of the form (1.8), where Γ is a contraction from D A into H 2 (D T ′ ) satisfying (1.6). Recall that the set S Ω (D Γ , D Γ ) is not empty. Let C be any function in S Ω (D Γ , D Γ ). Then we obtain from Proposition 3.2 that the pair of functions {F, G} given by col [F, G] = J Γ C form a Schur pair associated with the given data set. Moreover, Theorem 3.1 shows that Γ satisfies (1.9).
Proof Theorem 1.2. Assume that B is a solution to the RCL problem. Recall that B admits a matrix representation of the form (1.8), where Γ is a contraction from D A into H 2 (D T ′ ) satisfying the constraint in (1.6). Then Proposition 3.2 implies that J Γ maps S Ω (D Γ , D Γ ) onto the set of Schur pairs {F, G} such that (1.9) holds. According to Theorem 3.1 the map J Γ is one to one.
As one may expect from the proof of Theorem 1.3, under appropriate additional conditions on the data set {A, T ′ , U ′ , R, Q}, the formula describing all solutions in Theorem 1.1 will yield a proper parametrization, that is, the relation between the Schur pair {F, G} and the solution B is one to one. We plan to come back to this question and the related question of uniqueness of the solution in a future publication.
