Abstract-Positron Emission Tomography (PET) has emerged as a valuable molecular imaging modality for quantitative measurement of biochemical processes in vivo in the clinical and preclinical imaging domains. However, PET imaging suffers from various physical degrading factors including photon attenuation, which can be corrected using CT-based attenuation correction (CTAC) on combined PET/CT scanners. The attenuation map is calculated by converting CT numbers derived from low-energy polyenergetic x-ray spectra to linear attenuation coefficients at 511 keV. Generation of accurate attenuation maps is crucial for reliable attenuation correction of PET data and hence is a prerequisite for accurate quantification of biological processes. For low concentrations of K 2 HPO 4 , the mean relative difference (in %) between theoretical and calculated attenuation coefficients when using bilinear and quadratic energy-mapping methods are 1 39 1 9 and 1 33 1 8, respectively. They are 2 78 1 3 and 2 5 1 3, respectively, for high concentrations of K 2 HPO 4 .
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I. INTRODUCTION

P
OSITRON emission tomography (PET) has emerged as a revolutionary molecular imaging technology for qualitative assessment and quantitative measurement of biochemical processes in vivo in the clinical and preclinical imaging domains. However, the technique suffers from many physical degrading factors with photon attenuation being one of the major issues impacting image quality and quantitative analysis of PET images [1] . The magnitude of photon attenuation in small-animal PET is not as large as in clinical imaging situations. Indeed, 5 cm of soft tissue, the approximate transverse size of a 250 g rat, may absorb 40% of 511 keV photons [2] . This proves that attenuation correction (AC) is still potentially important for accurate estimation of tracer uptake in high-resolution preclinical PET imaging [3] . Through knowledge of the attenuation properties of the object being scanned, the measurement along each line of response can be corrected for photon attenuation. Various strategies were developed for the purpose of attenuation correction in PET [1] . CT-based attenuation correction (CTAC) is one the well established techniques on combined PET/CT scanners owing to the low statistical noise and high-quality anatomical information, small crosstalk between PET annihilation photons and low energy x-rays, and higher throughput imaging protocols [4] . However, accurate and robust conversion of CT numbers derived from low-energy polyenergetic x-ray spectra of a CT scanner to linear attenuation coefficients at 511 keV has become essential for accurate correction of the corresponding PET data. Several strategies have been reported in the literature such as segmentation [4] , scaling [5] , hybrid (segmentation/scaling) [6] , bilinear or piece-wise scaling [7] and dual-energy decomposition methods [8] . The bilinear conversion method uses a linear relationship between CT numbers and linear attenuation coefficients of materials at 511 keV with one slope for soft tissue regions (air-water segment) and another slope for bone regions (water-bone segment) [9] .
CT numbers in the range are considered to represent regions with a mixture of air and soft tissue whereas positive CT numbers represent regions with 0018-9499/$26.00 © 2010 IEEE a mixture of soft tissue and bone. Other variants to the linear relationship were also proposed through the use of nonlinear regression such as quadratic polynomial mapping algorithms [10] . Although the bilinear conversion method remains the most widely used technique, the quadratic polynomial energy-mapping method is an appealing approach [10] . Energy-mapping methods are generally derived at a preset tube voltage and current. These methods are widely used and validated on clinical PET systems [11] ; however, they still need to be thoroughly investigated on dedicated high resolution, small field-of-view scanners such as those used for small-animal imaging. The quantitative capabilities of the commercially available FLEX Triumph™ (Gamma Medica-Ideas, Nortridge, CA) preclinical PET/CT platform installed in our department are being characterized [12] ; however, the lack of reliable image correction methodologies necessitated the implementation of CTAC on this system as a first step to achieve our endeavors. In this work, we implemented and evaluated tube voltage-dependent attenuation correction on this preclinical PET/CT scanner. Improvements in image quality and quantitative capability of preclinical PET images corrected for attenuation using attenuation maps generated using both bilinear and quadratic polynomial energy-mapping methods were also assessed.
II. MATERIALS AND METHODS
A. System Description
PET and CT data were acquired using the commercially available FLEX Triumph™ preclinical PET/CT scanner (Gamma Medica-Ideas, Nortridge, CA). Both PET and CT subsystems are mounted on the same gantry allowing functional and anatomical imaging without moving the animal (other than table translation). The X-PET subsystem is based on detector blocks arranged in 48 rings having a 10 cm transaxial field-of-view (FOV) and 11.6 cm axial FOV. The PET detector array consists of 11,520 individual Bismuth Germanate (BGO) crystals arranged in 48 rings and 180 blocks. The dimension of each crystal is in the axial, transaxial, and radial direction, respectively. This optimal design allows achieving unique properties such as low-cost, high-sensitivity and large axial FOV using an inexpensive crystal material arranged in pixilated ring geometry. The scanner incorporates the photomultiplier (PMT)-quadrant-sharing (PQS) method [13] which maximizes the number of crystals per PMT that can be decoded, thus improving the system's spatial resolution. The sensitivity and light output are maximized by using 96% crystal-packing fraction and no light-guides, respectively. High yield pileup event recovery (HYPER) electronic processing technology is used to improve count rate performance [14] . The detector blocks are circularized by slightly grinding each block on the PMT side into a pentagon shape and having the two end-rows of crystals in each block tapered [15] - [17] . The PET scanner has a spatial resolution of 1.8 mm full-width at half-maximum (FWHM) and sensitivity near 8% at the center of the FOV [12] .The high-resolution microCT subsystem is configured with a CMOS x-ray detector coupled to a scintillator [18] and a standard self-contained, air-cooled x-ray tube operating in the range of 40-80 kVp having a standard micro-focus tube of a focal spot with 40 W total power. The CT tube has target material of tungsten with cone angle of 38 degree. The detector is made of CsI flipped scintillator material with pixel array of 2240 2368 and a pixel size of 50- [19] .
B. Data Acquisition and Processing
PET scans were acquired with a 250-750 keV energy window and 12 ns timing window. Coincident events acquired in list-mode format were first Fourier rebinned into 2D sinograms, and then reconstructed using 2D ordered subsets-expectation maximization (OS-EM) algorithm (4 iterations and 10 subsets), resulting in voxel size for a image volume.
-flurodeoxyglucose (FDG) was used as tracer for PET studies. CT scans were acquired using tube voltages varying between 40 and 80 kVp and optimized tube current. The gantry rotated in continuous flying mode. A total of 512 projections were acquired in a full 360 scan with 2240 2368 projection matrix size. Images were reconstructed using a modified 3D cone-beam Feldkamp algorithm resulting in voxel size for a image volume. CT images were downsampled to match the bin size of PET images. This was followed by energy conversion of CT images using experimentally derived bilinear and quadratic polynomial energy-mapping methods to match PET's energy. Gaussian smoothing was then applied using an appropriate Gaussian kernel to match PET's spatial resolution. The resulting attenuation maps were then forward projected using ray tracing based on Siddon's algorithm [20] implemented in C++ programming environment. The forward projected sinograms were then exponentiated to generate attenuation correction factors (ACFs). The measured PET sinogram was then multiplied by the generated ACFs to obtain the attenuation corrected PET sinograms. The multiplicative ACF for a given path length is calculated according to: (1) where is the linear attenuation coefficient at 511 keV. The attenuation corrected PET sinogram was then reconstructed using the same technique used for the uncorrected data to obtain the final CT-based attenuation corrected PET images. The strategy followed for implementation of the CT-based attenuation correction technique is described elsewhere [2] .
C. Conversion of CT Images to Maps
A specially designed polyethylene cylindrical phantom , containing 16 cylindrical holes , was scanned on the CT subsystem of the combined PET/CT scanner by varying CT tube voltages between 40 to 80 kVp. To simulate different types of biological materials, thirteen plugs were filled with a mixed solution of and water, with concentrations varying between 80 and 1040 mg/cc (ranging between 0.1 and at 511 keV) along with three additional plugs containing water, air and lung equivalent tissue ( Fig. 1(a) ). The CT image values were extracted from volumes of interest (VOIs) of dimensions in each image corresponding to the location of the samples ( Fig. 1(b) ).
The theoretical linear attenuation coefficients for each material were calculated using the NIST XCOM photon cross section library [21] , and served as reference for evaluation of phantom studies. The known of each material was subsequently plotted against its CT number. In the CT energy range, Compton scattering dominates the coefficient of low-Z materials (such as water and soft tissue), while photoelectric effect dominates the coefficient of high-Z materials (such as bone). Thus, different scaling factors are used to transform CT numbers into a -map at 511 keV for different tissues. For the plotted curve was fitted only linearly. However, for both a linear and quadratic polynomial functions were fitted to the data points with 95% confidence interval. The two fitted functions provided bilinear and quadratic polynomial energymapping curves for use in attenuation correction of PET studies.
The bilinear energy-mapping method uses the following equations [11] : (2) The quadratic energy mapping method is defined by the following equations [10] :
D. Phantom and Rodent Studies
Three phantom studies (of different size) were performed for validation purposes. A uniform cylindrical phantom of 2.5 cm diameter and 14 cm length was filled with uniformly distributed mixture of water and 3 MBq of . The second phantom used is the NEMA NU 4-2008 image quality phantom [22] PET imaging was performed for the above mentioned phantoms for a duration of 10 minutes (except the uniform cylindrical phantom which was scanned for 5 minutes) and followed immediately by a CT scan. Rodent studies included one healthy mouse (24 g ) and one rat (260 g). The mouse and rat were anesthetized with 2% of isofluorane and injected intravenously in the tail with about 10 and 38 MBq of -FDG, respectively. PET acquisitions were performed for 10 minutes covering the whole-body for the mouse study whereas only the head region of the rat was covered. A CT scan of 2 minutes was then performed for each animal after PET acquisition of the same region. All PET studies were performed in an activity/count rate regime resulting in a low random coincidence rate. Activity was measured with a regularly calibrated dose calibrator (MED Dose Calibrator Isomed 2000). The calibration of emission activity values to actual activity concentration was performed using a small cylinder (2.5 cm diameter) filled with a mixture of 3 MBq of and water. The cylinder was scanned for 2 hours using an energy window of 250-750 keV and 12 ns timing window. The PET emission data were corrected for attenuation. The actual activity concentration in the cylinder was computed from the activity, measured in a dose calibrator, and the volume of the sample. The computed activity concentration was related to a region of interest in the PET image. The resulting calibration factor (CF) that relates activity concentration to reconstructed counts per voxel was calculated using the following equation: (4) where is computed as follows:
where is the activity in the phantom measured in a dose calibrator, is the volume of the phantom, is the branching ratio of positron decay of the radionuclide, and is the time delay from initial measurement to the start of the scan, and is the half-life of the radionuclide used.
E. Analysis
A VOI-and line profile-based quantitative analysis was performed on phantom and rodent studies for assessment of the quality of -maps and CTAC procedure using both energy-mapping methods. VOIs of dimension were defined on regions of the -map corresponding to different concentrations of solution and the mean value was calculated. The obtained results were then compared with the theoretical estimated using the XCOM data tables [21] . The analysis was performed on 2 datasets corresponding to regions with low concentration of , representing soft tissue, and regions with high concentration of , representing high density tissues for both energy-mapping methods. Four and 11 data points were considered for representation of low and high concentration, respectively. Four VOIs of dimension were drawn on the central slice of the uniform cylindrical phantom and uniform compartment of the NEMA image quality phantom for both uncorrected and attenuation corrected PET data sets. Likewise, three VOIs of the same size were drawn on the largest diameter rod of the Micro-deluxe phantom. VOI drawing and image analysis were performed using AMIDE [23] and PMOD software (PMOD Technologies Ltd, Zurich, Switzerland). The mean, standard deviation and coefficients of variation (CV) were also computed for each VOI.
The CV, which is a measure of the magnitude of noise in the reconstructed image, was calculated for the phantom studies by computing , where and are the standard deviation and mean of the pixel values within the above mentioned VOIs, respectively. In addition, line profiles were drawn on uncorrected and attenuation corrected PET images and compared to actual activity line profiles. Percent differences from actual values were also calculated. For the mouse study, several VOIs of dimension were drawn on brain, heart, and bladder regions whereas smaller VOIs was drawn for bone (vertebra) region. Likewise, VOIs of dimension were drawn on the brain and striatum whereas smaller VOIs were drawn on the bony region of the rat. The increased percentages of PET intensities after attenuation correction as compared to uncorrected images were calculated for mouse and rat tissues using both energy-mapping methods. Statistical analysis using Student's t-test was performed to assess significant differences between attenuation corrected PET images using both energy-mapping methods.
III. RESULTS
A. Conversion of CT Images to -Maps
Linear attenuation coefficients for the different materials present in the calibration phantom were plotted as a function of CT numbers. Curve fitting using both linear and quadratic polynomial functions was performed to determine the fitting parameters as shown in Fig. 2 . As mentioned earlier, CT data were obtained at several x-ray tube voltages ranging from 40 to 80 kVp. The fitting parameters and correlation coefficients for both bilinear and quadratic energy-mapping methods at different CT tube voltages are shown in Table I .
The obtained -maps were compared with the theoretical estimates calculated using the XCOM photon cross section library [21] for different tube voltages. Table II summarizes the mean relative difference between measured and theoretical attenuation coefficients for the bilinear method when using different tube voltages. The results show that a tube voltage of 70 kVp produced the smallest relative error and higher correlation coefficient compared to other tube voltages given the calibration curve was obtained at this tube voltage. This tube voltage was selected for further assessment. Table III summarizes the mean relative difference between measured and theoretical attenuation coefficients for the various samples when using two different energy-mapping methods. The results presented were averaged for low and high concentrations of to allow modelling of soft tissue and bony structures (Fig. 3) . The error bars in Fig. 3 represent the standard deviation of data points for various ROIs defined on low and high and low concentration regions. For low concentrations of , the mean relative difference (in ) between theoretical and calculated attenuation coefficients when using bilinear and quadratic energy-mapping methods are and , respectively. They are and for high concentrations of , respectively. Hence, both energy-mapping methods produce quite similar relative difference for low concentrations of . However, for higher concentrations of , the quadratic energy-mapping method results in relatively lower relative difference compared to the bilinear method. The original transverse CT image of the NEMA image quality phantom together with a horizontal line profile showing actual and resulting CT numbers is shown in Fig. 4 . The beam hardening effect is clearly visible. The -maps along with line profiles of the NEMA image quality phantom generated using both energy-mapping methods are shown in Fig. 5 . Similar results are shown for the mouse in Fig. 6 . 
B. Phantom and Rodent Studies
PET images of a transverse slice of the cylindrical, NEMA NU 4-2008 image quality, and Micro-deluxe phantoms are shown before and after attenuation correction using both energy-mapping methods in Figs. 7-9 , respectively. Horizontal line profiles of the images of various phantoms along with the actual activity concentration are also shown. The percentage coefficients of variation (CV) in the drawn VOIs for various phantoms of are shown in Table IV . The mean CV derived from uncorrected emission data was significantly different from all corrected data . Figs. 10 and 11 show the correlated CT image, uncorrected and attenuation corrected PET images of the mouse and rat using both energy-mapping methods. Horizontal line profiles passing through the heart and brain, respectively, are also shown. Fig. 12 illustrates the percent increment of PET activity concentration when using CTAC in rodent PET imaging for both energy-mapping methods. The increased image intensities for different mouse tissues are in the range 21-31% for bilinear and 21.8-35% for quadratic energy-mapping. They are in the range 40-51% and 41-56%, respectively, for the rat.
The error bars reflect statistical analysis for several VOIs drawn on various parts of rodents' body including the brain, heart, bone and bladder. Statistical analysis using student's t-test at 0.05 significance level did not reveal statistically significant differences between attenuation corrected PET images using both energy-mapping methods for experimental phantoms and preclinical studies. However, for high atomic number tissues such as bone, the quadratic energy-mapping method produced slightly enhanced increment of PET activity concentration than the bilinear energy-mapping method for attenuation corrected as compared to uncorrected PET images.
IV. DISCUSSION
Accurate quantification in PET requires precise correction for the many physical degrading factors out of which photon at- tenuation is the major one. Attenuation correction of PET data requires an accurate attenuation map which represents the spatial distribution of linear attenuation coefficients at 511 keV for the volumes under study. Two main classes of method have emerged for generation of attenuation maps: transmissionless and transmission-based methods. Transmissionless correction methods rely on simple calculated techniques such as those used for brain imaging or more sophisticated algorithms allowing simultaneous modeling of attenuation and emission distributions from a set of emission projections alone. Transmission-based methods include transmission imaging using external radionuclide sources, x-ray CT imaging and segmented MRI data. The advantage of using x-ray CT are the lower statistical noise, and unbiased and faster post-injection transmission scans, in addition to high resolution anatomical imaging offering improved localization capabilities that can not be obtained using radionuclide transmission scanning [24] . The use of CT images for attenuation correction requires transforming the polyenergetic CT data to linear attenuation coefficients at 511 keV. This can be Rat when applying CTAC to PET data using both energy-mapping methods as compared to uncorrected PET images.
achieved by many conversion methods such as scaling, segmentation, and dual-energy decomposition methods [10] . In scaling methods, the attenuation map at 511 keV is estimated by multiplying the CT image of the subject by the ratio of attenuation coefficients of water at the photon energies of CT and PET. Segmentation methods segment the CT image into different regions representing different tissue properties, which are then assigned appropriate attenuation coefficients at 511 keV. The software provided by the manufacturer of the FLEX Triumph™ preclinical PET/CT scanner installed in our facility does not incorporate CTAC utilities which are nowadays implemented by default on clinical scanners. This motivated its development and implementation on site. The general applicability of CTAC has already been proven in small-animal PET imaging [2] , [3] . However, some pragmatic technical approaches still need to be explored. The strategy followed in the implementation of CTAC on this scanner follows the general principles of the method described in [2] . However, some additional issues not sufficiently addressed in the early publications were investigated in this work. In particular, the effect of varying CT tube voltages was investigated through quantitative analysis of the created -maps, generated ACFs and reconstructed PET images using experimental phantom and preclinical studies. Moreover, the practical application and impact of various calibration curve-based energy-mapping approaches for converting CT numbers to linear attenuation coefficients is studied for the bilinear and quadratic methods for water-bone segment.
A representative plot of the bilinear and quadratic polynomial fitting of the calibration curves at 70 kVp and is shown in Fig. 2 . A plot discontinuity is observed at CT number corresponding to zero for quadratic polynomial fitting, which does not exist for the bilinear fitting. The reason for this is that we fitted the water-bone segment using both bilinear and quadratic polynomial whereas the air-water segment was fitted using linear curve fitting. The discontinuity can be removed by fitting the air-water segment with quadratic polynomial and this might improve the CT-based attenuation correction procedure. Nevertheless, both methods are reasonably successful in transforming rodent tissue CT values into 511 keV linear attenuation coefficients as demonstrated by our results. These results confirm and extend those shown previously by Chow et al. [2] .
It was observed that increasing the tube voltage increases the slope of calibration curves for HU greater than zero (Table I) . This can be explained as follows: the photoelectric interaction probability increases with decreasing tube voltage, particularly in materials with high atomic number. Moreover, since the derivation of calibration curves is based on CT numbers of air, water and bone, the tube voltage dependence of bone's CT number can be the ground for the difference in the slopes of calibration curves obtained at different CT tube voltages. Higher correlation coefficient and smallest relative error were obtained for CT tube voltage of 70 kVp for both energy-mapping methods. This setting could be considered as optimal tube voltage for PET/CT imaging studies (Table II) . However, increasing the CT tube voltage increases the delivered radiation dose to the animal which is an important issue to consider. It was observed using experimental phantom studies that for all concentrations of , the relative difference between theoretical attenuation coefficients and those derived through energy-mapping are less than 5% (Table III) . Moreover, for low concentrations of , the relative difference between theoretical attenuation coefficients and those derived by the two energy-mapping methods are almost identical. However, for higher concentrations of , the quadratic energy-mapping method has a smaller relative difference compared to the bilinear energy-mapping method (Fig. 4) . The results of -maps and PET data analysis are consistent with these observations. Therefore, in soft tissue regions where high atomic number tissues such as bones are absent, both energy-mapping methods produce similar results and may be used interchangeably for attenuation correction of PET data.
The CV of PET activity concentration, which is considered as a measure of the SNR, is shown for various PET studies (Table IV) . The mean CV derived from uncorrected emission data was significantly different from CT-based attenuation corrected data . There was no significant improvement of SNR in the attenuation corrected PET data since attenuation correction is a multiplicative process and as such will not improve the noise properties. It will at best results in similar noise properties but could be substantially improved if incorporated in an iterative reconstruction procedure using the well established attenuation weighted iterative reconstruction. Statistical analysis did not reveal statistically significant differences between PET images corrected using bilinear and quadratic energy-mapping methods for soft tissues. However, for high atomic number tissues such as bone, the quadratic energy-mapping method produced slightly improved results than bilinear energy-mapping methods.
The polyenergetic x-ray spectra used in CT imaging induces beam hardening artefacts caused by the absorption of low energy x-rays as they pass through the objects' volume. The direct outcome is that the linear attenuation coefficients calculated for thick object regions are lower that thin regions. This effect generates cupping and streak artefacts in the reconstructed CT images which propagate to PET images following application of the CTAC procedure [25] . Future work will focus on quantifying and correcting beam hardening effects. As mentioned earlier, as of present, the scanner manufacturer did not provide CTAC utilities on the FLEX Triumph™ preclinical PET/CT scanner. It would be interesting indeed to compare our results with those generated by the manufacturer's implementation should this option become available in the future. It should be noted that we considered only water-bone segment of calibration curves for deriving quadratic energy-mapping parameters. The air-water segment of calibration curves was fitted linearly. It would be interesting to consider fitting the air-water segment using quadratic energy-mapping calibration curve.
Despite the established fact that CTAC leads to more accurate quantification in high resolution preclinical PET imaging, further work is still needed to explore its broad potential, in particular in combination with Compton scatter and beam hardening correction of cone-beam CT data [26] .
V. CONCLUSION
Attenuation correction is of prime importance in preclinical PET imaging. The dependence of -maps generated using two energy-mapping methods was evaluated for various x-ray CT tube voltages. In addition, the impact on resulting preclinical PET/CT studies was assessed. It was demonstrated that the slope of the energy-mapping curves for CT numbers greater than 0 HU increases with increasing tube voltages. In addition, higher correlation coefficients were obtained for the quadratic energy-mapping method compared to the bilinear energy-mapping method. In general, no statistically significant differences were observed on PET studies when using bilinear vs. quadratic energy-mapping methods for soft tissues. However, for high atomic number tissues such as bone, the quadratic energy-mapping method produced slightly improved results compared to the bilinear energy-mapping method, and as such this method is being used for attenuation correction of preclinical studies on the FLEX Triumph™ PET/CT scanner. Experimental phantom and preclinical PET studies were successfully corrected for photon attenuation using the implemented CTAC procedure.
