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Abstract
A powerful symmetrical radial basis function (RBF) aided detector is proposed for nonlinear detection in so-called rank-deﬁcient multiple-
antenna assisted beamforming systems. By exploiting the inherent symmetry of the optimal Bayesian detection solution, the proposed RBF
detector becomes capable of approaching the optimal Bayesian detection performance using channel-impaired training data. A novel nonlinear
least bit error algorithm is derived for adaptive training of the symmetrical RBF detector based on a stochastic approximation to the Parzen window
estimation of the detector output’s probability density function. The proposed adaptive solution is capable of providing a signal-to-noise ratio gain
in excess of 8 dB against the theoretical linear minimum bit error rate benchmark, when supporting four users with the aid of two receive antennas
or seven users employing four receive antenna elements.
c  2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The ever-increasing demand for an improved through-
put in mobile communication has motivated the develop-
mentofadaptiveantenna-arrayassistedspatial-processingtech-
niques (Blogh & Hanzo, 2002; Godara, 1997a, 1997b; Kohno,
1998; Litva & Lo, 1996; Paulraj & Papadias, 1997; Paulraj,
Nabar, & Gore, 2003; Paulraj, Gore, Nabar, & B¨ olcskei, 2004;
Soni, Buehrer, & Benning, 2002; Tse & Viswanath, 2005;
Tsoulos, 1999; Tsoulos, Beach, & McGeehan, 1997; Vande-
nameele, van Der Perre, & Engels, 2001; Wells, 1996; Win-
ters, 1998; Winters, Salz, & Gitlin, 1994) in order to further
improve the achievable spectral efﬁciency. A speciﬁc technique
that has shown real promise in achieving substantial capacity
enhancements is constituted by adaptive beamforming. Upon
appropriately combining the signals received by the antenna
I An abbreviated version of some portions of this article appeared in Chen,
Wolfgang, Harris, and Hanzo (2007) as part of the IJCNN 2007 Conference
Proceedings, published under IEE copyright.
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array, adaptive beamforming is capable of separating user sig-
nalstransmittedonthesamecarrierfrequency,providedthatthe
signal sources are sufﬁciently separated in the angular domain.
Classically, this is achieved by a linear beamformer based on
the minimum mean square error (L-MMSE) solution (Blogh &
Hanzo, 2002; Godara, 1997b; Litva & Lo, 1996; Paulraj et al.,
2003; Soni et al., 2002; Tse & Hanly, 1999). This traditional
L-MMSE beamforming design requires that the number of
users supported is no more than the number of receive antenna
elements.Ifthisconditionisnotmet,thesystemisreferredtoas
overloaded or rank-deﬁcient. The optimal solution for the lin-
ear beamforming has been shown to be the minimum bit error
rate (L-MBER) design (Chen, Ahmad, & Hanzo, 2005; Chen,
Hanzo, Ahmad, & Wolfgang, 2005). The L-MBER beamform-
ing outperforms the L-MMSE one and it is capable of operat-
ing in hostile rank-deﬁcient scenarios. It is well known, how-
ever, that digital communication signal detection in general and
in multiple antenna-aided beamforming systems in particular
can be viewed as a classiﬁcation problem (Abend & Fritch-
man, 1970; Chen, McLaughlin, Mulgrew, & Grant, 1995; Chen,
Hanzo,&Wolfgang,2004b),wherethereceiverdetectorsimply
classiﬁes the received multidimensional channel-impaired sig-
nal into the most likely transmitted symbol constellation point
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 2007 Elsevier Ltd. All rights reserved.
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or class. Both radial basis function (RBF) networks (Chen &
Mulgrew, 1992; Chen, Mulgrew, & Grant, 1993; Wolfgang,
Chen, & Hanzo, 2004) as well as other kernel models (Albu
& Martinez, 1999; Chen, Samingan, & Hanzo, 2001; Chen,
Gunn, & Harris, 2001; Chen et al., 2004b; P´ erez-Cruz, Navia-
V´ azquez, Alarc´ on-Diana, & Art´ es-Rodrguez, 2001; Sebald &
Bucklew, 2000) have been applied to solve this nonlinear detec-
tion problem. All these RBF or kernel-based detectors attempt
to realize or approximate the underlying optimal Bayesian
solution.
The standard RBF or kernel-based modelling technique
constitutes a black-box approach that seeks to extract a sparse
model representation from the available training data. Adopting
this black-box modelling approach is appropriate, if no a priori
information exists regarding the underlying data generating
mechanism. If, however, there exists some a priori information
concerning the system to be modelled, a fundamental principle
in practical data modelling is that the prior information should
be incorporated into the modelling process. The use of prior
knowledge in data modelling often leads to an improved
performance. Many real-life phenomena exhibit inherent
properties,suchassymmetry,butthesepropertiesareoftenhard
to infer from the data with the aid of black-box RBF or kernel
models. In regression modelling, the symmetrical properties
of the underlying system have been exploited by imposing
symmetry in the context of both RBF networks and least
squares support vector machines (Aguirre, Lopes, Amaral, &
Letellier, 2004; Espinoza, Suykens, & De Moor, 2005). These
two studies have shown that, by imposing symmetry on the
model’s structure, it is easier to extract the inherent symmetry
properties of the underlying system from noisy training data
and this leads to substantial improvements in the achievable
regression modelling performance. We argue that it is equally
important to exploit the inherent symmetry in classiﬁcation
applications, and hence the ﬁrst novel contribution of this paper
is to propose a symmetrical RBF network detector for multiple-
antenna aided beamforming systems.
In fact, the work of Chen, Mulgrew, and Hanzo (2000)
and Chen, Hanzo, and Mulgrew (2001) implies that the
optimal Bayesian nonlinear detection solution has an inherent
odd symmetry because the signal states corresponding to the
different signal classes are distributed symmetrically. This
inherent symmetrical property of the optimal Bayesian solution
is difﬁcult to infer from the noisy training data using standard
RBF or kernel models. Previous studies (Albu & Martinez,
1999; Chen & Mulgrew, 1992; Chen et al., 1993; Chen,
Samingan, et al., 2001; Chen, Gunn, et al., 2001; Chen
et al., 2004b; P´ erez-Cruz et al., 2001; Sebald & Bucklew,
2000; Wolfgang et al., 2004) have shown that a standard
RBF or kernel detector typically requires signiﬁcantly more
RBF centres or kernels than the number of legitimate channel
output states in order to approximate the Bayesian detector
using noisy training data, and often there is a performance
difference between such a kernel detector and the optimal
Baysian solution. In contrast to the standard RBF model, we
will demonstrate that the proposed symmetrical RBF model
is capable of approaching the optimal Bayesian performance
accurately, despite using channel-impaired training data and
despite using no more RBF centres than the number of
legitimate channel output states. The advantage of the proposed
symmetrical RBF detector is demonstrated in challenging
detection scenarios, when the number of users supported is
almost twice the number of antenna array elements. Although
we develop the symmetrical RBF detector in the context
of multiple-antenna-aided beamforming systems, the idea is
applicable in symmetrical classiﬁcation problems. To the best
of our knowledge, this is the ﬁrst time that the symmetry is
explicitly exploited in RBF or kernel classiﬁer construction.
Most of the learning algorithms derived for training the
RBF or kernel classiﬁers are block based. For communication
detection applications, however, it is highly desirable to update
the detector’s parameters on a prompt sample-by-sample basis
for the sake of maintaining a low real-time computational
complexity as well as for ensuring that the receiver becomes
capable of tracking highly time-variant channels. The second
novel contribution of this paper is the introduction of a
stochastic learning algorithm, referred to as the nonlinear least
bit error rate (NLBER) technique, invoked for the adaptive
training of the symmetrical RBF detector. We point out that
the classical stochastic gradient algorithm based on the mean
square error (MSE) criterion, referred to as the nonlinear
least mean square (NLMS) technique, is inappropriate for the
adaptive training of a nonlinear detector, since the performance
metric to be optimised should be the detection error probability
or bit error rate (BER). If the probability density function
(PDF) of the detector’s output is known analytically, the BER
expression of the detector can be formulated and the detector’s
parameters can be tuned by directly minimizing the BER rather
than the MSE. The PDF of the nonlinear detector’s output,
although generally unknown, can be sufﬁciently accurately
modelled with the aid of Parzen window estimation (Bowman
& Azzalini, 1997; Parzen, 1962; Silverman, 1996), which in
turngivesrisetoanapproximateBERestimateforthenonlinear
detector. By minimizing this approximate BER of the detector,
an approximate nonlinear minimum BER solution is obtained.
Adopting a stochastic approximation of this Parzen window-
based PDF estimate leads to the proposed NLBER algorithm.
The efﬁciency of this adaptive NLBER algorithm will be
demonstrated using simulations.
The remainder of the paper is organized as follows. In
Section 2 we present the beamforming signal model considered
and discuss the inherent symmetrical structure of the optimal
Bayesian detection solution. Based on the system model of
Section 2, the novel symmetrical RBF detector is presented
and the powerful adaptive NLBER algorithm is derived in
Section 3. The achievable performance of this NLBER-based
RBF detector is investigated in Section 4, using the optimal
Bayesian solution as well as the low-complexity theoretical
L-MBER beamformer as two benchmarks, while in Section 5
we offer our conclusions.
2. Multiple-antenna assisted beamforming system
We consider a coherent communication system that supports
M users, where each user transmits on the same carrierAuthor's personal copy
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frequency of ω = 2πf . For such a system, user separation can
be achieved in the spatial or angular domain (Paulraj et al.,
2003; Tse & Viswanath, 2005) and the receiver is equipped
with a linear antenna array consisting of L uniformly
spaced elements. We assume furthermore that the channel
is nondispersive and hence it does not induce intersymbol
interference. Then the symbol-rate complex-valued received
signal samples can be expressed as (Blogh & Hanzo, 2002;
Litva & Lo, 1996)
xl(k) =
M X
i=1
Aibi(k)ejωtl(θi) + nl(k) = ¯ xl(k) + nl(k), (1)
for 1 ≤ l ≤ L, where tl(θi) is the relative time delay at
array element l for source i, with θi being the direction of
arrival for source i, nl(k) is the complex-valued Gaussian
white noise with E[|nl(k)|2] = 2σ2
n, Ai is the complex-valued
nondispersive channel coefﬁcient of user i, and bi(k) is the k-
th symbol of user i, which assumes values from a binary phase
shift keying (BPSK) symbol set, i.e. we have bi(k) ∈ {±1}.
Without loss of generality, source 1 is assumed to be the desired
user and the rest of the sources are the interfering users. The
desired user’s signal-to-noise ratio (SNR) is given by SNR =
|A1|2σ2
b/2σ2
n, where σ2
b = 1 is the BPSK symbol energy,
and the desired signal-to-interferer i ratio (SIR) is deﬁned by
SIRi = |A1|2/|Ai|2, for 2 ≤ i ≤ M. The received signal vector
x(k) = [x1(k) x2(k)···xL(k)]T can be expressed as
x(k) = Pb(k) + n(k) = ¯ x(k) + n(k), (2)
where we have n(k) = [n1(k) n2(k)···nL(k)]T and the system
matrix P is given by
P = [A1s1 A2s2 ··· AMsM] (3)
with the steering vector of source i given by
si =
h
ejωt1(θi) ejωt2(θi) ···ejωtL(θi)
iT
, (4)
and the transmitted BPSK symbol vector by b(k) =
[b1(k) b2(k)···bM(k)]T.
Although we assume a uniformly-spaced linear antenna ar-
ray, the results can be extended to other antenna array struc-
tures. In fact, our discussions are applicable to the generic
multiple-input multiple-output communication system (Paulraj
et al., 2003; Tse & Viswanath, 2005), where the (i, j)-th ele-
ment of the system matrix P represents the channel coefﬁcient
connecting the j-th transmit antenna to the i-th receive antenna.
Extension to the multi-level modulation schemes is also pos-
sible (Chen, Hanzo, et al., 2001, 2005; Chen, Du, & Hanzo,
2006). An assumption for the signal model (2) is that the de-
sired user and interfering signals are symbol-synchronized. For
the downlink scenario synchronous transmission of the users is
guaranteed. By contrast, in an uplink scenario, the differently
delayed asynchronous signals of the users are no longer au-
tomatically synchronized. However, the quasi-synchronous op-
eration of the system may be achieved with the aid of adap-
tive timing advance control as in the global system of mo-
bile (GSM) (Steele & Hanzo, 1999). The GSM system has
a timing-advance control accuracy of 0.25 bit duration. Since
synchronous systems perform better than their asynchronous
counterparts, the third-generation partnership research consor-
tium (3GPP) is also considering the employment of timing-
advance control in next-generation systems.
Traditionally, a linear beamforming receiver is adopted to
detect the desired user’s signal (Blogh & Hanzo, 2002; Litva &
Lo, 1996). The output of the linear beamformer is deﬁned by
yLin(k) = αHx(k) (5)
and the associated decision is given by
ˆ b1(k) = sgn(R[yLin(k)]) =

+1, R[yLin(k)] ≥ 0,
−1, R[yLin(k)] < 0, (6)
where α = [α1 α2 ···αL]T denotes the complex-valued lin-
ear beamformer’s weight vector and R[•] the real part. Clas-
sically, the L-MMSE solution for the weight vector of the lin-
ear beamformer (5) is regarded as the optimal design (Blogh &
Hanzo, 2002; Godara, 1997b; Litva & Lo, 1996; Paulraj et al.,
2003; Soni et al., 2002; Tse & Hanly, 1999), and the L-MMSE
beamforming can readily be implemented adaptively using the
well-known least mean square (LMS) algorithm. The L-MMSE
technique, apart from its noise enhancement problem, requires
that the number of users M is no higher than the number of
antenna array elements L. Minimizing the MSE does not guar-
antee minimizing the BER, and the optimal weight vector de-
signed for the linear beamformer is known to be the L-MBER
solution (Chen, Ahmad, et al., 2005), which directly minimizes
the BER of the linear beamformer (5). This approach is capa-
ble of operating in rank-deﬁcient scenarios, and adaptive imple-
mentation of the L-MBER design can be realized using the least
bit error rate (LBER) algorithm (Chen, Ahmad, et al., 2005;
Chen, Hanzo, et al., 2005).
However,theoptimalsolutionforthemultiple-antennaaided
beamforming detector is nonlinear (Chen, Hanzo, & Wolfgang,
2004a; Chen et al., 2004b). Let us denote the Nb = 2M
legitimate combinations of b(k) as bq, 1 ≤ q ≤ Nb. Denote
furthermoretheﬁrstelementofbq,correspondingtothedesired
user, as bq,1. The noiseless channel output ¯ x(k) only takes
values from the ﬁnite signal state set
¯ x(k) ∈ X
4
= {¯ xq = Pbq, 1 ≤ q ≤ Nb}. (7)
The signal state set X can be divided into two subsets
conditioned on the value of b1(k) as follows
X(±) 4
= {¯ xi ∈ X,1 ≤ i ≤ Nsb : b1(k) = ±1}, (8)
where the size of X(+) and X(−) is Nsb = Nb/2 = 2M−1.
Denote the conditional probabilities of receiving x(k) given
b1(k) = ±1 as p±(x(k)) = p(x(k)|b1(k) = ±1). According
to Bayes’ decision theory (Duda & Hart, 1973), the optimal
detection strategy should be
ˆ b1(k) =

+1, if p+(x(k)) ≥ p−(x(k)),
−1, if p+(x(k)) < p−(x(k)). (9)
If we introduce the following real-valued Bayesian decision
variableAuthor's personal copy
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yBay(k) = fBay(x(k))
4
=
1
2
p+(x(k)) −
1
2
p−(x(k)), (10)
the optimal Bayesian detection rule (9) is equivalent to ˆ b1(k) =
sgn(yBay(k)).
The decision variable (10) of the optimal Bayesian detector
can be expressed as (Chen et al., 2004a, 2004b)
yBay(k) =
Nb X
q=1
sgn(bq,1)βqe
−
kx(k)−¯ xqk2
2σ2
n (11)
where βq is proportional to the a priori probability of ¯ xq. Since
in our case, all the ¯ xq are equiprobable, we have βq = β =
1
Nb(2πσ2
n)L . It can be readily shown that the two subsets X(+)
and X(−) are distributed symmetrically with respect to each
other (Chen et al., 2000; Chen, Hanzo, et al., 2001). Thus, when
using an appropriate indexing, for any signal state ¯ x
(+)
i ∈ X(+)
there exists a signal state ¯ x
(−)
i ∈ X(−) satisfying
¯ x
(−)
i = −¯ x
(+)
i . (12)
Given this symmetry, the optimal Bayesian detector (11) can be
characterized as
yBay(k) =
Nsb X
q=1
βq

e
−
kx(k)−¯ x(+)
q k2
2σ2
n − e
−
kx(k)+¯ x(+)
q k2
2σ2
n

, (13)
where ¯ x
(+)
q ∈ X(+). Note that the Bayesian detector has odd
symmetry, as fBay(−x(k)) = − fBay(x(k)).
If the system matrix P of (3) is known, the signal state subset
X(+) can be computed and the Bayesian detection solution
is speciﬁed. For the multiple-antenna aided beamformer in
downlink, however, the receiver only has access to the training
data DK = {x(k),b1(k)}K
k=1, where K is the number of training
symbols and {b1(k)} are the desired user’s data. But the receiver
does not have access to the interfering users’ data {bi(k)}, i 6=
1. Thus, estimating the system matrix P is a challenging task.
In our previous work (Chen et al., 2004a, 2004b), standard RBF
detectors were constructed using the channel-impaired training
data set to generate RBF kernels and hence to approximate the
optimal Bayesian solution. It is clear, however, that the inherent
symmetry of the Bayesian detector in (13) is hard to infer
from the channel-impaired data by a standard RBF detector.
In this study, we propose the novel symmetrical RBF detector
which renders realization of the symmetrical optimal Baysian
detection solution (13) easier.
Before formulating the symmetrical RBF detector for the
BPSK modulated signals, we point out that our approach can be
generalized to the general modulation scheme. This is because
the “symmetry” properties of the channel state set X for the
generic modulation scheme are inherent from the symmetry of
the symbol constellation. For the BPSK modulation scheme,
the symmetry of the BPSK symbol constellation leads to
the odd symmetry relationship of (12). For higher-order
modulation schemes, the symmetry relationship of X is more
complicated. For example, the symmetrical properties for the
quadrature phase shift keying (QPSK) signalling have been
derived by Chen, Hanzo, and Tan (submitted for publication),
and these symmetrical propertie are exploited in Chen et al.
(submitted for publication) to form a (more sophisticated)
symmetrical RBF detector for QPSK systems.
3. Symmetrical RBF detector and nonlinear least bit error
algorithm
Consider the problem of training a generic RBF aided
detector based on a training data set DK = {x(k),d(k)}K
k=1,
where d(k) = b1(k) ∈ {1,−1} denotes the class type for each
complex-valued data sample x(k) ∈ CL. More speciﬁcally, we
consider the RBF detector of the form
yRBF(k) = fRBF(x(k);w) =
nc X
i=1
αiφi(x(k)), (14)
where f (•;•) is a real-valued nonlinear mapping realized by
the RBF network, αi is the i-th real-valued RBF weight, φi(•)
denotes the response of the i-th RBF node, nc is the number of
RBF nodes used, and w denotes the vector of all the adjustable
parameters of the RBF detector. The RBF detector makes
the decision according to ˆ d(k) = sgn(yRBF(k)), where ˆ d(k)
denotes the estimated class label or estimated desired symbol
associated with x(k). In contrast to the standard RBF model,
we propose to adopt the following symmetrical RBF node
φi(x)
4
= ϕ(x;ci,σ2
i ) − ϕ(x;−ci,σ2
i ), (15)
where ci ∈ CL is the i-th complex-valued RBF centre, σ2
i
the i-th real-valued RBF variance, and ϕ(•) is the classic RBF
function. The parameter vector w of the symmetrical RBF
detector (14) therefore consists of all the real-valued RBF
weights αi, complex-valued RBF centre vectors ci as well as
real-valued and positive RBF variances σ2
i . In this study we
adopt the Gaussian RBF function of
ϕ(x;ci,σ2) = e
−
kx−cik2
σ2 . (16)
Note that the symmetric RBF network (14) with the node
structure deﬁned in (15) has an inherently odd symmetry, just as
the Bayesian detector. In the standard RBF model, by contrast,
a RBF node is deﬁned simply by φi(x)
4
= ϕ(x;ci,σ2
i ), and
such a RBF model cannot guarantee odd symmetry, particularly
when the RBF centres are generated from the channel-impaired
training data.
The block-data orientated construction algorithms (Chen
et al., 2004a, 2004b), originally derived for the standard
RBF detector, can also be applied here to construct the
symmetrical RBF detector of (14), and this is demonstrated
in the recent study (Chen et al., 2007). However, as argued
in the introduction section, it is highly desirable to adaptively
adjust the detector on a sample-by-sample basis. Again if the
MSE criterion of E[|d(k) − yRBF(k)|2] is adopted, we arrive
at the nonlinear version of the well-known LMS adaptive
algorithm, which we refer to as the NLMS algorithm. This
NLMS algorithm can be used here for training the symmetricalAuthor's personal copy
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RBF detector (14)

   
   
yRBF(k) = fRBF(x(k);w(k − 1)),
w(k) = w(k − 1) + µ(d(k) − yRBF(k))
×
∂fRBF(x(k);w(k − 1))
∂w
,
(17)
where µ is the step size. However, minimizing the MSE does
not necessarily produce a low BER. It can be readily seen that
multiplying the weights βq of the optimal Bayesian detector
by a positive scalar will change the MSE value of the detector,
albeit the resultant detector remains the optimal Bayesian
one. Similarly, multiplying the weights of the symmetric RBF
detector (14) with a positive scalar will change its MSE value
but not its BER. Therefore, the MSE criterion may result
in a suboptimal BER performance, and hence we derive an
adaptive algorithm for the nonlinear detector (14) based on an
(approximate) nonlinear MBER criterion.
Let us deﬁne the following signed decision variable ys(k) =
sgn(d(k))yRBF(k) and denote the PDF of ys(k) as py(ys). Then
the error probability of the nonlinear detector (14) is given by
PE(w) = Prob{ys(k) < 0} =
Z 0
−∞
py(ys)dys. (18)
The MBER solution for the detector’s parameter vector w is
deﬁned as
wMBER = argmin
w
PE(w). (19)
The problem associated with this approach is that the
PDF of ys(k) is generally unknown. However, it may be
sufﬁciently accurately estimated using the Parzen window
method (Bowman & Azzalini, 1997; Parzen, 1962; Silverman,
1996). Given a block of training data DK, a Parzen window
estimate of py(ys) is readily given as
˜ py(ys) =
1
K
√
2πρ
K X
k=1
e
−
(ys−sgn(d(k))yRBF(k))2
2ρ2 , (20)
where ρ2 is the chosen kernel variance. With this estimated
PDF, the estimated or approximate BER is given by
˜ PE(w) =
Z 0
−∞
˜ py(ys)dys =
1
K
K X
k=1
Q (˜ gk(w)), (21)
where
Q(u) =
1
√
2π
Z ∞
u
e−v2
2 dv (22)
and
˜ gk(w) =
sgn(d(k))yRBF(k)
ρ
. (23)
An approximate MBER solution for w can be obtained
by minimizing ˜ PE(w) using a gradient-based optimization
algorithm. The gradient of ˜ PE(w) is given by
∇ ˜ PE(w) = −
1
K
√
2πρ
K X
k=1
e
−
y2
RBF(k)
2ρ2 sgn(d(k))
×
∂fRBF(x(k);w)
∂w
. (24)
The following steepest-descent gradient algorithm based on
a block of training samples may be used to arrive at an
approximate MBER solution
(
yRBF(k) = fRBF(x(k);w(ι − 1)), 1 ≤ k ≤ K,
w(ι) = w(ι − 1) − µ∇ ˜ PE(w(ι − 1)),
(25)
where ι indicates the iteration index. The step size µ and
kernel variance ρ2 are the two algorithmic parameters that
must be set appropriately. Parzen window method is capable
of producing reliable PDF estimates with the aid of relatively
short data records (Bowman & Azzalini, 1997; Parzen, 1962;
Silverman, 1996). Therefore, the associated BER estimate (21)
is an accurate one, provided that the kernel variance ρ2 is
chosen appropriately, and hence this approach is capable of
approaching the optimal Bayesian performance.
In order to derive a sample-by-sample adaptive algorithm,
consider a “single-sample PDF estimate” of py(ys) given by
˜ py(ys,k) =
1
√
2πρ
e
−
(ys−sgn(d(k))yRBF(k))2
2ρ2 . (26)
Conceptually, given this instantaneous PDF “estimate” we have
a single-sample BER “estimate” ˜ PE(w,k) = Q (˜ gk(w)). Using
the instantaneous gradient of
∇ ˜ PE(w,k) = −
1
√
2πρ
e
−
y2
RBF(k)
2ρ2 sgn(d(k))
×
∂fRBF(x(k);w)
∂w
(27)
gives rise to the following stochastic adaptive algorithm

      
      
yRBF(k) = fRBF(x(k);w(k − 1)),
w(k) = w(k − 1) +
µ
√
2πρ
e
−
y2
RBF(k)
2ρ2 sgn(d(k))
×
∂fRBF(x(k);w(k − 1))
∂w
,
(28)
which we refer to as the NLBER algorithm. The step size µ and
kernel variance ρ2 should be chosen appropriately to achieve a
desired convergence performance, both in terms of convergence
speed and steady-state BER misadjustment.
For the symmetrical RBF detector (14) using the Gaussian
function (16), the derivatives of the RBF detector’s output with
respect to the RBF detector’s parameters are given byAuthor's personal copy
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Table 1
Number of antenna array elements, number of users supported and locations of
users in terms of angle of arrival (AOA)
Example 1: L = 2 and M = 4
Two-element antenna array supporting four users
User i 1 2 3 4
AOA θ 0◦ 20◦ −30◦ −45◦
Example 2: L = 3 and M = 5
Three-element antenna array supporting ﬁve users
User i 1 2 3 4 5
AOA θ 0◦ 10◦ −17◦ 15◦ 20◦
Example 3: L = 4 and M = 7
Four-element antenna array supporting seven users
User i 1 2 3 4 5 6 7
AOA θ 0◦ 10◦ −12◦ 15◦ 20◦ −18◦ 17◦
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(29)
for 1 ≤ i ≤ nc. Since the number of users M is usually known,
the number of RBF units can be set to nc ≤ Nsb.
Convergence properties of this NLBER algorithm is not
well known, although our extensive simulation experience
has suggested that it is not too difﬁcult for tuning the two
algorithmic parameters, µ and ρ2, to achieve a reasonable
convergence speed. Furthermore, at the time of writing there
exists no theoretical result for analysing the steady-state
BER misadjustment of the NLBER algorithm, but in practice
we have observed that the steady-state BER misadjustment
can often be made very small by carefully tuning the two
algorithmic parameters. From (28) it can be seen that the actual
adaptive gain is proportional to the ratio of µ to ρ. Therefore,
it is the combined effect of the two algorithmic parameters
that determines the convergence rate and steady-state BER
misadjustment. Increasing the value of ρ2 will increase the
optimal value of µ. The kernel width ρ also inﬂuences the
accuracy of the PDF estimate and therefore it has an inﬂuence
to the steady-state BER misadjustment.
4. Simulation study
Three multiple antenna aided beamforming systems were
used to demonstrate the efﬁciency of the proposed adaptive
Fig. 1. Geometric structure of the L-element linear antenna array having λ/2
spacing used in the simulation, where λ is the wavelength.
Fig. 2. The desired-user’s bit error rate performance in the context of three
detectors for the two-element antenna array supporting four users at the angular
positions of Table 1. The NLBER-based RBF detector has nc = 8 symmetrical
RBF nodes.
NLBER algorithm in the context of the proposed symmetrical
RBF detector and to investigate the inﬂuence of the two
algorithmic parameters, µ and ρ2, to the performance of the
NLBER algorithm. Fig. 1 shows the angular position of a
generic user with respect to the L-element linear antenna array
employed in the simulation study. The array element spacing
washalfofthewavelength.Thesimulatednarrowbandchannels
were Ai = 1 + j0, 1 ≤ i ≤ M. The desired user and all the
interfering users had equal signal power, and therefore we had
SIRi = 0 dB for 2 ≤ i ≤ M.
Example 1. A two-element antenna array was designed to
support four BPSK signal sources. The users’ angular positions
are summarized in Table 1. Fig. 2 depicts the BER performance
of both the theoretical L-MBER beamformer and the Bayesian
detector for the desired user. For this example, the size of the
Bayesian detector is speciﬁed by the number of symmetrical
signal states Nsb = 8. First, the convergence performance of
the NLBER algorithm was investigated. Given a SNR value of
7 dB and a detector size of nc = 8, Fig. 3 shows the learning
curve of the NLBER algorithm averaged over 10 independent
simulation runs. In Fig. 3, we used the ﬁrst eight data points
as the initial RBF centres ci(0), set the initial RBF weights to
αi(0) = 0.125 and the initial RBF variances to σ2
i (0) = σ2
n,
where 1 ≤ i ≤ nc = 8. The step size and kernel variance
of the NLBER algorithm (28) were chosen to be µ = 0.4
and ρ2 = 10σ2
n. The learning curve (dashed curve) was the
estimated BER ˜ PE(w(k)), calculated using Eq. (21) for eachAuthor's personal copy
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Fig. 3. Learning curve of the NLBER-based RBF detector averaged over 10
runs for the two-element antenna array supporting four users at the angular
positions of Table 1, where SNR = 7 dB, the RBF detector has nc = 8
symmetric RBF nodes, and the two algorithmic parameters are set to µ = 0.4
and ρ2 = 10σ2
n.
Fig. 4. The inﬂuence of the two algorithmic parameters to the steady-state
BER performance of the NLBER-based symmetrical RBF detector for the two-
element antenna array supporting four users at the angular positions of Table 1,
given SNR = 7 dB and nc = 8 symmetrical RBF nodes.
w(k) in conjunction with a block size of K = 400 and a kernel
variance of ˜ ρ2 = σ2
n. Note that ˜ ρ2 was not the kernel variance
of the NLBER algorithm and was only used to approximate the
BER. In order to check that the estimated BER ˜ PE(w(k)) gave
the correct convergence trend, we also calculated the true BER
PE(w(k))using Monte Carlo simulation for a number of points,
shown in Fig. 3 by the triangles. The results of Fig. 3 conﬁrm
that the estimated BER correctly indicated the convergence
trend and the NLBER algorithm achieved convergence after
800 samples.
The inﬂuence of the two algorithmic parameters, µ and ρ2,
to the steady-state BER performance is illustrated in Fig. 4,
under the similar conditions for obtaining Fig. 3. It can be seen
that ρ2 = 4σ2
n gave a better steady-state BER performance
than the case of ρ2 = 10σ2
n. However, we observed in the
simulation that ρ2 = 10σ2
n achieved a fast convergence than
the case of ρ2 = 4σ2
n. Also from Fig. 4 it can be seen that an
appropriate value of µ depends on the value of ρ2 used. The
inﬂuence of the number of RBF centres nc on the performance
of the NLBER-based symmetrical RBF detector was studied
next. Given SNR = 7 dB and the same initial conditions
as before, Fig. 5 illustrates the performance of the NLBER-
based detector as a function of model size or the number
of RBF centres nc. It can be seen that for nc ≥ Nsb the
Fig. 5. The inﬂuence of the detector’s size on the bit error rate performance
of the NLBER-based symmetrical RBF detector for the two-element antenna
array supporting four users at the angular positions of Table 1, where we have
SNR = 7 dB.
Fig. 6. The desired-user’s bit error rate performance in the context of three
detectorsforthethree-elementantennaarraysupportingﬁveusersattheangular
positionsofTable1.TheNLBER-basedRBFdetectorhasnc = 16symmetrical
RBF nodes.
symmetrical RBF detector trained by the stochastic NLBER
algorithm becomes capable of closely approaching the optimal
Bayesian performance. It is also interesting to observe in Fig. 5
that using a single symmetrical RBF node the detector achieves
the same performance as the L-MBER solution, since the
detector of a single symmetrical RBF node is only capable of
constructing a linear decision boundary. For each SNR value,
the BER performance of the NLBER-based symmetrical RBF
detector having nc = 8 RBF nodes is depicted in Fig. 2, in
comparison to the optimal Bayesian performance.
Example 2. The system consisted of a three-element antenna
array designed for supporting ﬁve BPSK users. The users’
angular locations are summarized in Table 1. The BER
performance of the two benchmarks, namely those of the L-
MBER beamformer and the Bayesian detector, are shown in
Fig. 6. The size of the Bayesian detector in this example
is Nsb = 16. The convergence performance of the NLBER
algorithm is characterized in Fig. 7, given SNR = 5 dB and
nc = 16. Again, the learning curve of Fig. 7 was averaged over
10 runs, and we used the ﬁrst 16 data points as the initial RBF
centres, set all the initial RBF weights to 1/16 ≈ 0.06 and
all the initial RBF variances to 9σ2
n. It was found empiricallyAuthor's personal copy
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Fig. 7. Learning curve of the NLBER-based RBF detector averaged over 10
runs for the three-element antenna array supporting ﬁve users at the angular
positions of Table 1, where SNR = 5 dB, the RBF detector has nc = 16
symmetrical RBF nodes, and the two algorithmic parameters are set to µ = 0.4
and ρ2 = 4σ2
n.
Fig. 8. The inﬂuence of the detector’s size on the bit error rate performance
of the NLBER-based symmetrical RBF detector for the three-element antenna
array supporting ﬁve users at the angular positions of Table 1, where we have
SNR = 5 dB.
that appropriate values for the two algorithmic parameters of
the adaptive NLBER algorithm were µ in the range of 0.3–0.5
and ρ2 in the range of 3σ2
n to 5σ2
n, respectively. The step
size µ = 0.4 and kernel variance ρ2 = 4σ2
n were chosen to
obtain the convergence curve of Fig. 7. The block size used for
estimating the approximated BER ˜ PE(w(k)) was K = 800 in
conjunction with a kernel variance of ˜ ρ2 = σ2
n. The true BER
markers (triangles) in Fig. 7 conﬁrm that the learning curve
˜ PE(w(k)) correctly indicated the convergence trend and the
algorithm achieved convergence after 2500 samples of training.
Given SNR = 5 dB and the same initial conditions as before,
Fig. 8 illustrates the inﬂuence of the number of RBF centres
nc on the BER performance of the NLBER-based symmetrical
RBFdetector.Uponusingnc = 16symmetricalRBFnodes,the
performance of the NLBER-based symmetrical RBF detector is
compared to those of the other two benchmarks in Fig. 6.
Example 3. A four-element antenna array was used to support
seven BPSK users. The users’ angular locations are again
summarized in Table 1. The BER performance of the L-MBER
beamformer and the optimal Bayesian detector are shown in
Fig. 9. The size of the Bayesian detector in this example is
Nsb = 64. Fig. 10 shows the convergence performance of the
NLBER algorithm averaged over 10 runs, given SNR = 4 dB
Fig. 9. The desired-user’s bit error rate performance in the context of three
detectors for the four-element antenna array supporting seven users at the
angular positions of Table 1. The NLBER-based RBF detector has nc = 60
symmetrical RBF nodes.
Fig. 10. Learning curve of the NLBER-based RBF detector averaged over 10
runs for the four-element antenna array supporting seven users at the angular
positions of Table 1, where SNR = 4 dB, the RBF detector has nc = 60
symmetrical RBF nodes, and the two algorithmic parameters are set to µ = 0.5
and ρ2 = σ2
n.
and nc = 60. In order to obtain the learning curve of Fig. 10, we
used the ﬁrst 60 data points as the initial RBF centres, set all the
initial RBF weights to 0.01 and all the initial RBF variances to
σ2
n. The step size and kernel variance of the adaptive NLBER
algorithm (28) were set empirically to be µ = 0.5 and ρ2 =
σ2
n. The block size used for estimating the approximated BER
˜ PE(w(k)) of (21) was K = 2000 along with a kernel variance
of ˜ ρ2 = σ2
n. Note that the convergence rate shown in Fig. 10
was reasonable, considering the fact that the number of total
adjustable parameters in w for this example was 600. When
using nc = 60 symmetrical RBF nodes, the performance of the
NLBER-based symmetrical RBF detector is compared to those
of the other two benchmarks in Fig. 9.
5. Conclusions
A novel symmetric RBF network has been proposed for
nonlinear detection in beamforming, which is capable of
substantially outperforming previous solutions found in the
literature in the extremely challenging scenario of supporting
almost twice as many users, as the number of antenna elementsAuthor's personal copy
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in multiple-antenna aided beamforming systems. A powerful
adaptive algorithm based on a stochastic approximation of
Parzen window density estimation has been derived for training
the symmetrical RBF detector. It has been shown using a
simulation study that this novel NLBER algorithm is capable
of approaching the optimal Bayesian detection performance.
The proposed solution is capable of providing an SNR gain in
excess of 8 dB against the powerful linear minimum bit error
rate benchmark, when supporting four users with the aid of two
receive antennas or seven users employing four receive antenna
elements. A practical way of applying this NLBER algorithm
is to combine it with the block-data-based algorithm for the
symmetrical RBF detector, presented in Chen et al. (2007).
During the link set up, the block-data-based algorithm of Chen
et al. (2007) is used to construct the initial symmetrical RBF
detector, while during the communication phase the NLBER
algorithm is used to adapt the detector in order to track time-
varying channels.
Our future research will focus on the extension of this
NLBER-based symmetrical RBF detector to the generic
multiple-input multiple-output communication system in the
framework of space–time equalisation, where frequency
selective channels are encountered. Further work will also be
carried out to investigate decision-directed adaptation for the
NLBER algorithm in order to shorten the training length and to
extend the present results to multi-level modulation schemes.
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