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1. INTRODUCTION 
Let C,, be the linear space of ordered n-tuples of complex numbers 
and C, ~ n be the linear space of n x n matrices over the complex numbers. 
If A,, A,, . . I A, E c,,, and ‘4, is nonsingular we define a regular 3, 
matrix L(A) by 
L(A) = A($ + A,?-’ + * . * + A,. 
If there is a nonzero x E C, and a complex number 1, such that L(&,)x = 0 
we call 1, and x a latent root and right latent vector of L, respectively. 
M’e shall denote the 7th derivative of L(I) at A(, by Lo(r). 
;\ Jordan chain for L associated with the latent root A,, is a set of 
vectors x0, xi, . . . , xk._i E C,, for which x0 # 0 and 
j = 0, 1, 
x-1 = x-y =. * - = X_[ = 0 
\Ve call k the length of the Jordan chain. 
If 2 = 1, A, = - I, and A, = A then L(A) = A - 
tion of the chain yields 
- /I and the defini- 
I 
..,k-1, I 
(1) 
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(A-Ail,l)x,=xj_l, j=O,l,..., LPI, 
with x-1 = 0. This is the familiar definition for the classical matrix 
eigenvalue problem (see Gantmacher [l], for example). However, the 
real significance of the definition is seen if we first define the matrix 
.d E Cl,z y In b> 
I 
0 I o.** 0 
0 0 I . . . 0 
.d= ; 
0 0 1 
- A,-IA, - A” -IA, , j I. . . . - ,4,--1A1 
Observe first that 1 is an eigenvalue of .c/ iff 1 is a latent root of L, and 
then observe that x0, x1, . . ., xk~ L form a Jordan chain for I, with latent 
root L iff the vectors in Clrl 
IL 
Xl 
;Ix, + x0 
122x, + (Y) x0
I : a”-lx, + (” y’) P”x, 
form a Jordan chain for s/ with eigenvalue A. This idea has been used 
recently by Langer [2] and seems to have originated with Keldys [3], 
although Roth [4] made use of Eqs. (1). 
It is important to note that the members of the chain (2) are linearI!- 
independent, and are independent with the members of other chains for 
.d (in fact the set of all such chains is a basis for C.l,Z), but the chain 
x0, x1, . . . , x,<_~ is not necessarily an independent set, nor are the members 
of different chains necessarily independent. 
The first objective of this paper is to present a constructive method 
for finding Jordan chains for L. This generalizes a process described 
by Gantmacher [l] for the eigenvalue problem. Second, in an important 
special case, we give some results concerning linearly independent s&s 
of vectors chosen from the Jordan chains of L. 
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2. THE KEDUCED ADJOINT 
Let d,(A) be the greatest common divisor of the elements of the minors 
of L(il) of order Y for Y = 1, 2,. . ., n, then the invariant $ol?lnomials of 
L are given by 
44 = W/4 ,(4> Y= l,:! , . . .> n (3) 
with d,(l) = 1. It is easily seen that a, _, divides a,. The Smith normal 
form for L is D(A) = diag{a,(ii), . , a,(A)}, and there exist lambda 
matrices E(A), F(A) having nonzero determinants independent of 1 for 
which 
L(A) = E(A)D(A)F(A). (4) 
All of these results have been developed in detail by Gantmacher [l]. 
Now let adj L(L) denote the adjoint matrix of L(A) and define the 
redzcced adjoint C(A) by 
adj L(A) = d,,-,(W@). 
Then if c(A) = det L(1) we have c(A)1 = d,,__,(ii)L(A)C(A), whence d,,+, 
divides c, and there is a polynomial $ such that 
$@)I = L(A)C(A). (5) 
Now observe that from (3) with d,(A) = c(A), we also have #(A) = a,,(A), 
the invariant polynomial of L of highest degree. It follows that every 
latent root of L is a zero of 4. Furthermore, if A,, is a latent root and 
VW) = (A- &)“x@) (6) 
where i - & does not divide x(A), then (3, - A”)’ is the elementary divisor 
of ii,, of highest degree. 
From Eq. (5) we non have L(il,)C(A,) = 0 and C(A,) # 0; otherwise 
il - 1, would be a factor of every element of C(A), contradicting the 
definition of d,_, (A). Thus every nonzero column of C(A,) is a right 
latent vector of L associated with A,,. \ITe can say how many independent 
latent vectors are obtained in this way. 
THEOREM 1. The nonzero columns 01 C(A,) are right latent vectors o/ 
L associated with A,,. The rank of C(A,,) is p iff 1, has p elementary 
divisors of maximal degree. 
I’rooj. LYe deduce from the Smith normal form (4) and from (5) 
that 
and since #(A) = u,,(A), 
C(i) = fi!; ‘(I.1 diag(n,,(A)/a,(A), . , u,,(l)/u,, _,(A), l}E--‘(A) 
The rank of C(&) is just the number of nonzero terms appearing in the 
diagonal matrix and this is just the number of elementary divisors of 
2,) of maximal degree. Q.E.D. 
I\‘e now differentiate (5) x 1 times and then put 3. = A(, (bearing 
in mind Eq. (6)). \\‘r find that for ,j -~.- 0, 1, 2, , x 1, 
L,,C,,“’ I- i 1 ; I<,,“‘(‘,,” ‘) 1~ . . . -1~ I.,,(“C‘,, ~ 0. 
If eO is a nonzero column of C, = C(A,) and is in the sth position, w( 
define ei to be the sth column of Co(‘) and we ha\e 
i --= 0, 1, 2, . . , ‘J. ~ I and, comparing with (l), each of the nonzero 
columns of C(A,) is the first member of a Jordan chain of I, of length o! 
gi\.en by. x3 = (;/i !, ,l -= 0, 1, . , x -~ 1. 
It is clear that if the rth column of C‘,, is the zero vector and the 7th 
column of CO(‘) - IS nonzero then this can bc used as the first vector in a 
chain of length a ~- I, and so on. (;antmacher is able to evaluate the 
rank of COti) for ,j = 1, 2,. , Y. ~~ J in the linear c’ase, but we have not 
succeeded in generalizing these results. 
Note that if 2, has only linear elementary divisors then all thr 
chains are of length one and the!, (the right latent vectors) are all 
obtained from the columns C(&,). Further, if it is known a ,z5riori that 
all chains of il, have the same length then the above process determines 
all the chains of L associated with I,,,. 
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4. SOME INDEPENDENT VECTORS 
The lambda matrices of degree two (I = 2) are particularly important 
in applications. In this case we shall see that, if we also have some symmetry 
properties for the matrix coefficients, we may be able to say something 
about the independence of members of the chains of L. For the remainder 
of this paper we confine our attention to the il matrix 
L(l) = 112 + Ri + c, 
where I, B, C E C, ~ lz. In what follows Y(X) will denote the imaginary 
part of the complex number CI. 
THEOREM 2. Let Al, 1, be distinct latent roots of L and either 
(i) 23 = R* and Y(il, + A,) # 0, OY 
(ii) C = C* and 9(&A,) # 0; 
then the subspaces S, and S,, of right latent vectors of Al and A,, have only 
the zero vector in common. 
PYOO/. We have to show that if xi ES, and x2 ES, then x1 and x2 
are necessarily independent under either hypothesis. We prove this by 
contradiction and note that if x1 and x2 are dependent we may write 
xi = x2 = x, without loss of generality. We then have 
(IA,2 + m, + C)x = 0 and (IA,2 + Ril, + C)x = 0. (7) 
Subtracting these equations and noting that 1, - I, # 0 we obtain 
(I(& + 22) + B)x = 0, 
which implies that - (A, + A2) is an eigenvalue of B with right eigenvector 
x. This contradicts hypothesis (i). 
Multiplying Eqs. (7) by A,, A, respectively and then subtracting we have 
(IAJ, - C)x = 0. 
We have obtained a contradiction with hypothesis (ii). This completes 
the proof. 
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THEOKEN 3. Ii A,, is u luteut root o/ L, I{ = Ii*, and .f(il,,) + 0, rlud 
Y,], x1, . . . , Yk-l is n Jordalz chain associated xlith A,,, then Y,, axd x1 (wc 
linearl_v indefiendenf 
Prooj. The \wtor s,, is in the null spacc~ of L-(2,), ant1 
Now Lc’)(J.,) .-- PZiL, +- I< and sinw .Y’(&) 7: 0, Id”‘(&) is nonsingular. 
Thus, L(“(&Jx, # 0 and it follows that x1 # 0 and is not in the nullspaw 
of L(/I,). Hence x0 and x1 are linearly independent. 
Sufficient conditions on N and C (stronger than those abo\~) arc 
known which will ensure that the set of all Jordan chains of L(A) 
span C,,. See 15, Theorem 7.61 and generalizations by Rogers / 6 1. The 
strongest result to date is due to Krcin and Larger I7 ,. 
\\‘e have c(A) = Ati + A5 and II,(A) = A.-’ -~ 2”. Tll~ latent root 2 = 0 ha5 
two elementary divisors, one of degree 2 and one of tlegree 3. On computin;: 
the deri\.ati\.es of C‘ it is found that corresponding chains are: 
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