Recently, the Quadratic Residue Number System (QRNS) has bean introduced [4, 5, 6] , which allows the multiplication of complex integers with two real multiplications. Restrictions on the form of the moduli can be removed if an increase in real multiplications from two to three can be tolerated; the resulting number system has been termed the Modified Quadratic Residue Number System (NQRNS). In this paper the MQRNS is defined, and residue to binary conversion techniques in both the QRNS and MQRNS are presented. Mardware implementations of non-recursive and recursive digital filters are also presented where the QRNS and MQRNS structures are realized using a bit-slice architectures.
INTRODUCTION
Recent work in Residue Number System (RXS) architectures has led to designs for high speed digital signal processors with inherent parallel arithmetic properties 11,2]. It has recently been pointed out that the calculation intensive processing of complex sequences can be simplified by using a special number system based on modular arithmetic. The resulting system has been termed the Quadratic Residue Number System 14,5].
Using the Quadratic Residue Number System (QRNS), we can effectively perform complex multiplication with two "real" multiplications. The restriction is that the QRNS is defined for moduli, m, which have prime factors of the form 4R + 1 [4, 5] . Very recently Soderstrand and Foe have extended the QRNS to moduli of any form but with considerable dynamic range reduction 131. In this paper we will show that moduli of any form can be used with no dynamic range reduction but with an increase in "real" multiplications from 2 to 3.
In digital signal processing hardware, based on the RNS, the analog input signals must be first converted to RNS representation and than afterwards converted back to binary representation. In the case of the QRNS and MQRNS representations, we will present techniques for direct decoding of element pairs into a binary representation using the Chinese Remainder Theorem (CRT) and we will also present the bit-slice technique for the realization of non-recursive and recursive digital filters with complex sequences using the QRNS and MQRNS.
The QRNS baa been discussed in detail in (4,5], 20.3.1 we will now show an extension to the QRNS, the MQRNS, by first defining the modified quadratic residue ring.
2, MODIFIED QUADRATIC RESIDUE NUMBER SYSTEM
Using a modulus, in, of any form except of the form 4R + 1, the ironic quadratic equation x2 + 1=0 is irreducible in R(m). Clearly this will not admit a QRNS since we require -1 to be a quadratic residue. We will generalize the monic quadratic so that a solution (other than /T) exists over RIm). 
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In the following section the use of the Chinese Remainder Theorem on the residue codes and the conjugate pairs is illustrated.
USE OF CMINESE REMAINDER TMEOREM (CRT) ON RESIDUE CODES
Implementing the CR1 on residue code and conjugate paj.ra is illustrated as follows for two cases: case-l, MQRNS; case-2, QRNS.
The CRT can be used to convert 91S coded nunare not available commercially and the iniplementabers to binary coded numbers as follows:
tiori by other means can be expensive. on the CRT, proposed in [7] , which is a fractional quadratic nonic polynomial modulo n1, then the method. same value of j will be a solution to a quadratic monic polynomial modulo m2, m3 .... or mL or M.
In the case of the MQRNS this fractional method is perfectly suitable, if we select the opera-[The proof of this theorem has been Sent for tor j = 1. Now the resulting Q and Q* computed us- implemented using a binary adder/subtractor. The The element pairs are resulting output is to be right shifted to perform the 2 operation as shown in (9,10). As mention-
ed in [7] , to obtain the correct integer result, the multiplication by N is accomplished in the D/A * B. = Ic + jdlm, B.
-jdlm.
converter.
In the case of the QRNS, this fractional met-
hod is not suitable because, while computing the Let us perform the binary operations on the residue imaginary part, the multiplication of the operator codes of (6) using (2,3) and then if we use (5) on jl will drastically alter the imaginary part. the residue codes we obtain Hence in the case of the QRNS, the only viable ap-L proach is, first, to map the residue codes into
complex integers and then to use the conversion ii i technique proposed in [7] . of hardware for the implementation of the FIR fili= ter structure [2] and give almost the same data Hence the decoded value of the real ad imaginary rate. This can be observed from Table 1 which  parts are gives the number of hardware elements required Real = 21 (Q + Q*)IM (9) and the data rate per stage (for each modulus) in the direct implementation of a FIR filter using The non-recursive filter can be expressed as over the element pairs can be performed N-l y(n) h x(n-i) (11) i We can now use (7, 8) to obtain Q, Q. The iO real and imaginary parts can be computed using (9, where y(n),h, x(n-i) are the output, filter coef-10) and the operator j can be computed using the ficient and the input complex sequences of the FIR CRT. filter.
In implementing the CRT technique, we need a Let h = a1 + i b1: and x(n-i) = c(n-i) 4-i modulo M-adder-shifter [2] . Modulo M adders (M2B) d(n-i) and h, h, x(n-i), x*(n_i) are their ele-20.3.2 ment pairs. The residue codes of the input sequenco can be represented by B binary bits as follows:
where x(n-i) = 0 or 1 and x5(ni) = 0 or 1,
Equations (14,15) can be implemented using the bit-slice technique [9] as shown in Fig. (3) for s sequence length of 64.
Inplementstion of Recursive Filter in the QRNS
A recursive digitsl filter is characterized by an input-output relationship of the form
i=l where x(n) = input sequence y(n) ' = output sequence A,B. = filter coefficients 1 1
Since we are dealing with an integer system we need to choose an appropriate scaling fsctor to multiply the frsotionsl filter coefficients in order to convert them to integers. Numerous methods for scaling are available [1] . Let K be s scaling factor then the recursive filter in (16) can be modified as
The expression within the brackets { } can be expressed as follows: Consider the implementation of s second order section using the residue codes snd let us assume that the residue codes of the input sequence can be represented by B binary bits. So the second order section csn be written as
k=O * (15) where x(n-1) and x (n-i) = 0 or 1 and Q(n_i* and Q*(n_i)k = 0 or 1 After dividing Qnt and Q by K and quantized to integers the expressions (19,20) can be implemented as shown in Fig. (4) . The FIR and recursive filter architectures in Fig. (3) and Fig. (4) can be modified for the MQRNS by incorporating one additional channel to perform the third multiplication.
CONCLUSIONS AND SUMMARY
The QBMS has been extended to allow moduli of (16) any form. The resulting number system has been termed the Modified Qusdrstic Residue Number System (MQRNS). The method proposed in [7] for the decoding is more suitable. The QRNS snd MQRNS can be used to implement complex rscursive and non-recursive digital filters with considerable savings in hsrdwsre. Residue to binary conversion techniques snd bit-slice architectures have been discussed for the QRNS snd MQRNS. 
