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Abstract
The concept of discrete statistical Abel convergence is introduced. In terms of Berezin symbols
we present necessary and sufficient condition under which a series
∑∞
n=0 an with bounded sequence{an}n0 of complex numbers is discrete statistically Abel convergent. By using concept of statis-
tical convergence we also give slight strengthening of a result of Gokhberg and Krein on compact
operators.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction and background
The concept of statistical convergence was introduced by Fast [3] in 1951 (see also [20])
and studied in many further papers. Statistical convergence has been discussed in number
theory [2], trigonometric series [21], summability theory [4] and bases theory [1]. In the
paper [18] a statistical cluster point instead of usual concept of limit point is considered
and the turnpike theorem (see [13,14]) is proved. Notice that the notions of statistical limit
and statistical cluster points were introduced in [6] and developed in [7,17] and so on.
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|Kn| denotes the number of elements in Kn. The natural density of K (see [15, Chapter 11])
is given by δ(K) = limn→∞ n−1|Kn|. A sequence {xk: k = 1,2, . . .} of (real or complex)
numbers is said to be statistically convergent to some number L if for each  > 0 the set
K = {k ∈ N : |xk − L| } has natural density zero; in this case we write st-limk xk = L.
The following concept is due to Fridy [5]. A sequence {xk} is said to be statistically
Cauchy if for each  > 0 there exists a number N = N() such that
lim
n→∞
1
n
∣∣{k  n: |xk − xN | }∣∣= 0.
We recall that (see [5]) for two sequences x = {xk} and y = {yk} the notion “xk = yk for
almost all k” means that δ({k: xk = yk}) = 0.
Fridy [5] proved the following theorem.
Theorem 1. The following statements are equivalent:
(i) {xk} is a statistically convergent sequence;
(ii) {xk} is a statistically Cauchy sequence;
(iii) {xk} is a sequence for which there is a convergent sequence {yk} such that xk = yk for
almost all k.
The proof of the following result follows immediately from Theorem 1.
Corollary 1. If {xk} is a sequence such that st-limk xk = L, then {xk} has a subsequence
{yk} such that limk yk = L (in the usual sense).
Definition 1 [1]. Let B be a Banach space, let {xk} be a B-valued sequence, and x ∈ B .
(1) The sequence {xk} is norm statistically convergent to x provided that δ({k: ‖xk − x‖
> }) = 0 for all  > 0.
(2) The sequence {xk} is weakly statistically convergent to x provided that, for any con-
tinuous linear functional f on B, the sequence{f (xk − x)} is statistically convergent
to 0.
If a Banach space valued sequence x = {xk} is norm statistically convergent, then there
exists (see [1]) a convergent sequence y = {yk} such that xk = yk for almost all k, i.e.,
δ({k: xk = yk}) = 0. As a consequence, many of the results for real statistically convergent
sequences carry over to norm statistically convergent sequences [12].
It is natural to define a series
∑
k xk to be norm statistically convergent to x by requiring
the sequence of partial sums {∑nk xk} to be norm statistically convergent to x.
Definition 2. We say that a series
∑
k xk of a complex numbers xk is discretely statistically
Abel convergent to L, if for each t , 0 < t < 1, the series
∑
k xkt
k = f (t) is statistically
convergent and st-limm→∞ f (tm) = L whenever {tm} is a sequence in (0,1) that statisti-
cally converges to 1.
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Our primary interest in this article is to find condition under which a series is st-(DA)
convergent. In Section 2 of the paper in terms of so-called Berezin symbols, we present
necessary and sufficient condition for st-(DA) convergence of a series of complex numbers
(see Theorem 2 below). In Section 3 we also give an extension of a result of Gokhberg and
Krein (see [8, Chapter 3, Lemma 5.1]) on compact operators.
2. New results
A functional Hilbert space is the Hilbert space of complex-valued functions on some
set Ω such that the evaluation functional f → f (λ) is continuous for each λ ∈ Ω . If
H=H(Ω) is such a space, then (by Riesz theorem) for each λ ∈ Ω there exists a unique
function kλ ∈H such that f (λ) = (f, kλ) for all f ∈H. The family {kλ: λ ∈ Ω} is called
the reproducing kernel of the space H. For a bounded linear operator A on the functional
Hilbert space H, the Berezin symbol of A is the function A˜ defined by
A˜(λ) =
(
A
kλ
‖kλ‖ ,
kλ
‖kλ‖
)
, λ ∈ Ω.
The Berezin symbol is a function that is bounded by the numerical radius of the operator.
On the most familiar functional Hilbert spaces, the Berezin symbol uniquely determines
the operator, i.e., A˜(λ) = B˜(λ) for all λ implies A = B . (For the basic facts and applications
about the Berezin symbols see, for instance, [9–11,16]).
A prototypical functional Hilbert space is the Hardy space H 2 = H 2(D), the space of
all functions analytic on the open unit disk D = {z ∈ C: |z| < 1} having Taylor coefficients
that are square summable. It is easy to verify that the reproducing kernel of H 2 is given by
kλ(z) = 1/(1 − λ¯z) and has the property that (f, kλ/‖kλ‖) =
√
1 − |λ|2f (λ), for f ∈ H 2,
and this obviously approaches 0 for f ∈ H∞ (the space of all bounded analytic functions
on D), and hence for all f ∈ H 2, whenever |λ| → 1−. Thus we have that if A is compact
operator on f ∈ H 2, then A˜(λ) → 0 as λ → ∂D. In this sense, the Berezin symbol of a
compact operator on H 2 vanishes on the boundary.
Throughout the paper for any bounded sequence a = {an}n0 of complex numbers the
symbol Da will denote the diagonal operator in H 2 with respect to the standard basis
{zn}n0 of H 2, i.e., Dazn = anzn, n = 0,1,2, . . . .
Our main result is as follows.
Theorem 2. Let a = {an}n0 be a bounded sequence of complex numbers. Then the series∑∞
n=0 an is st-(DA) convergent if and only if
st-lim
m
D˜a(√tm )
1 − tm
is finite, whenever {tm} is a sequence in (0,1) that statistically converges to 1.
Proof. Since {an}n0 is a bounded sequence, obviously, the diagonal operator Da is
bounded in H 2. Let us calculate the Berezin symbol of the operator Da in the space H 2,
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(
Da kλ‖kλ‖ ,
kλ
‖kλ‖
)
= (1 − |λ|2)(Da 11 − λ¯z , kλ
)
= (1 − |λ|2)
(
Da
∞∑
n=0
λ¯nzn, kλ
)
= (1 − |λ|2)
( ∞∑
n=0
anλ¯
nzn, kλ
)
= (1 − |λ|2) ∞∑
n=0
an|λ|2n.
Thus
D˜a(λ) =
(
1 − |λ|2) ∞∑
n=0
an|λ|2n, λ ∈ D.
In particular,
D˜a(
√
t ) = (1 − t)
∞∑
n=0
ant
n
for all t , 0 < t < 1. From this
∞∑
n=0
ant
n = D˜a(
√
t )
1 − t (1)
for all t , 0 < t < 1. Since |D˜a(√t )| ‖Da‖, this equality shows that for each tm ∈ (0,1)
the series
∑∞
n=0 antnm converges, and consequently, statistically converges. On the other
hand, from equality (1) also follows that
st-lim
m
∞∑
n=0
ant
n
m
is finite, whenever {tm} is a sequence in (0,1) that statistically converges to 1, if and only
if
st-lim
m
D˜a(√tm )
1 − tm
is finite, whenever {tm} is a sequence in (0,1) that statistically converges to 1. This proves
the theorem. 
Prior to proving the next result, we recall some definitions.
Let H be a Hilbert space over C and let B(H) be the algebra of all bounded linear
operators on H . For a compact operator K ∈ B(H), the ith s-number (or singular value)
of K is the ith largest eigenvalue of (K∗K)1/2, where each eigenvalue repeats according
to its multiplicity. If necessary, the numbers will be appended by 0’s to form an infinite se-
quence. The ith s-number of K will be denoted by si (K). The set of all compact operators
from B(H) is denoted by the symbol ∞ = ∞(H). The Schatten–von Neumann class
p = p(H), 0 < p < ∞, is formed by the operators K ∈ ∞(H) satisfying the condi-
tion
∑∞
n=0 sn(K)p < +∞. The space p, 1 p < +∞, is a Banach space with respect to
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n=0 sn(K)p)1/p. (The basic facts about the s-numbers and the classes p can
be found in [8].)
The proof of the following result also based to the above equality (1).
Theorem 3. Let H be an infinite dimensional complex Hilbert space, let K ∈ ∞(H)
and let {sn(K)}n0 be a nonincreasing sequence of its s-numbers. Then the operator K
belongs to p, 0 < p < ∞, if and only if D˜Λp(
√
t ) = O(1 − t) as t → 1−, where Λp =
{sn(K)p}n0.
Proof. It is well known that if an  0 for n sufficiently large, then usual Abel convergence
of the series
∑∞
n=0 an implies the convergence (in the usual sense) of the series
∑∞
n=0 an
(see [19, Theorem 4.7]). Consequently, since sn(K) 0, n 0, the series
∑∞
n=0 sn(K)p is
convergent if and only if the series
∑∞
n=0 sn(K)p is Abel convergent. On the other hand,
by above equality (1) we have
∞∑
n=0
sn(K)
ptn = D˜Λp(
√
t )
1 − t ,
which means that the Abel convergence of
∑∞
n=0 sn(K)p is equivalent to the assertion that
lim
t→1−
D˜Λp(
√
t )
1 − t
is finite. This completes the proof of the theorem. 
Note that the problem of description of the Schatten–von Neumann classes in terms
of Berezin symbols was formulated by Nordgren and Rosenthal in [16]. The second au-
thor’s paper [11] contains several particular answers to the question posed Nordgren and
Rosenthal. It should also be noted that the proof of Theorem 3 shows that condition (1) in
Theorem 6 of the paper [11] is obligatory.
3. Strengthening of a result of Gokhberg and Krein
Definition 3. The sequence {An} ∈ B(H) is weakly statistically convergent to A ∈ B(H)
provided that, for any f,g ∈ H, the sequence (Anf,g) is statistically convergent to
(Af,g).
Let Φ be a symmetric gauge function on RdimH [8]. Then Φ determines a symmet-
ric norm ideal Φ of compact operators by decreasing A ∈ Φ if Φ({si (A)}) < ∞.
Norm ideals of this type include the Schatten–von Neumann class. Moreover, ‖A‖Φ =
Φ({si (A)}) is a complete norm on Φ .
Gokhberg and Krein have formulated (see [8, Chapter 3, Theorem 5.2]) criterion for
operators to belong to the ideal Φ. For the proof of this criterion the following lemma
plays an important role.
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limit of the sequence of operators {An}∞n=1 from ∞, i.e.,
lim
n→∞(Anf,g) = (Af,g)
for each f,g ∈ H . If
lim
j→∞ supm
sj (Am) = 0,
then the operator A is compact and
n∑
j=1
sj (A)
n∑
j=1
sup
m
sj (Am) (n = 1,2, . . .).
Since it is clear that limn xn = L implies st-limn xn = L, it follows that st-limn(Anf,g)
= (Af,g) for any f,g ∈ H and st-limj→∞ supm sj (Am) = 0 are a weaker assumptions
than the hypotheses of Lemma 1 above. In Theorem 4 below we extend Gokhberg and
Krein’s result by using these weaker hypotheses.
Theorem 4. Let A be a linear bounded operator which is weak statistical limit of the
sequence of operators {An}∞n=1 ∈ ∞, i.e.,
st-lim
n
(Anf,g) = (Af,g)
for each f,g ∈ H. If
st-lim
j→∞ supm
sj (Am) = 0,
then the operator A is compact and
n∑
j=1
sj (A)
n∑
j=1
sup
m
sj (Am) (n = 1,2, . . .).
Proof. The proof of theorem essentially uses a similar arguments used for Lemma 1. For
the sake of completeness we present it here.
In fact, since An ∈ B(H) is compact, then An admits a Schmidt expansion
An =
∞∑
j=1
sj (An)
(
., x
(n)
j
)
y
(n)
j , n = 1,2, . . . ,
where {x(n)j } and {y(n)j } are orthogonal sequences. Let us denote
Tn,k =
k∑
j=1
sj (An)
(
., x
(n)
j
)
y
(n)
j .
Choose a sequence {nr }∞r=1 so that the sequences of numbers {sj (Anr )}∞r=1 (j = 1,2,
. . . , k) are statistically convergent and the sequences of vectors {x(nr )}∞ and {y(nr )}∞j r=1 j r=1
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by sj , xj and yj , respectively. Then, taking into account the facts that the statistical limit
relation is additive and the product of statistical null sequences also is statistical null se-
quence, it can be easily shown that the operator
Tk =
k∑
j=1
sj (., xj ) yj
is weak statistical limit of a sequence of operators {Tnr ,k}r1. Since
‖An − Tn,k‖ =
∥∥∥∥∥
∞∑
j=k+1
sj (An)
(
., x
(n)
j
)
y
(n)
j
∥∥∥∥∥ sk+1(An) supn sk+1(An),
we have∣∣(Anr f, g) − (Tnr ,kf, g)∣∣ sup
n
sk(An), ‖f ‖ = ‖g‖ = 1.
Then taking the statistical limit for r → ∞ in last inequality, we have that∣∣(Af,g) − (Tkf, g)∣∣ sup
n
sk(An), ‖f ‖ = ‖g‖ = 1,
or
‖A − Tk‖ sup
n
sk(An).
Since st-limk→∞ supn sk(An) = 0, obviously,
st-lim
k→∞ ‖A − Tk‖ = 0.
Then by Corollary 1, {‖A − Tk‖} has a subsequence {‖A − Tkp‖}p1 such that
lim
p→∞‖A − Tkp‖ = 0.
From this, taking into account that the operators Tkp (p = 1,2, . . .) are compact (finite
dimensional), we have that A is a compact operator.
Choose unitary operator U and orthonormal system {gj }nj=1 so that (UAgj , gj ) =
sj (A), j = 1,2, . . . , n. According to Lemma 4.1 in Chapter 2 of [8],∣∣∣∣∣
n∑
j=1
(UAnr gj , gj )
∣∣∣∣∣
n∑
j=1
sj (Anr ),
and therefore,∣∣∣∣∣
n∑
j=1
(UAnr gj , gj )
∣∣∣∣∣
n∑
j=1
sup
m
sj (Am).
Taking the statistical limit for r → ∞ in last inequality, we have
n∑
j=1
sj (A) =
n∑
j=1
(UAgj , gj )
n∑
j=1
sup
m
sj (Am),
the theorem is proved. 
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The formulations of Definition 2 and Theorem 2 can be improved. Namely, by using a
result of either J. Zeager (Buck-type theorems for statistical convergence, Radovi Math.
9 (1999) 59–69), or H.I. Miller and C. Orhan (On almost convergent and statistically
convergent subsequences, Acta Math. Hungar. 93 (2001) 135–151) it can be proved that
Definition 2 is actually equivalent to the classical Abel convergence of a series of complex
numbers. We are indebted to Professor Cihan Orhan of Ankara University for bringing
these into our attention.
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