Usually, bearing angle measurements are employed in triangulation methods to display the position of targets. However, in multiradar and multitarget scenarios, triangulation approaches bring out ghosts that operate like real targets. This paper proposes a target/ghost classifier that relies on the fact that the trajectory of a ghost is actually a function of trajectories of at least two targets and therefore, the complexity of a ghost trajectory is "greater" than the complexity of targets' trajectories.
denotes the inverse z-transform.
Rank(A)
Rank of matrix A. c 1 1 norm:
Cardinality of vector x is the number of nonzero elements of x such that {c(k) : c(k) = 0}.
vec(A)
Matrix x will be used to shorten the notation. It is assumed that n is large enough so that H x is rank deficient. r x 1 , r y 1 Radar-1 coordinates. r x 2 , r y 2 Radar-2 coordinates. T m x 1 , T m y 1 Unknown Target-1 coordinates. T m x 2 , T m y 2 Unknown Target-2 coordinates. Gh x 1 , Gh y 1 Unknown Ghosts-1 coordinates. Gh x 2 , Gh y 2 Unknown Ghosts-2 coordinates. φ 1, 1 Bearing angle from Radar-1 to Target-1. φ 2, 1 Bearing angle from Radar-2 to Target-1. φ 1, 2 Bearing angle from Radar-1 to Target-2. φ 2, 2 Bearing angle from Radar-2 to Target-2.
I. INTRODUCTION
Having only bearing information of targets is alone insufficient to localize targets with one passive emitter tracking radar. However, localization is possible if there are more than one static radar in a given clutter free environment. In this case, triangulation methods that use only bearing information can be employed to track targets [1] - [3] . The geometry of multiradar, multitarget scenarios for the proposed problem is given in Fig. 1 . As shown there, the triangulation step may generate additional intersections that are referred to as "ghosts" in the radar literature [1] , [4] . Unfortunately, ghosts behave like real targets, making distinguishing targets from ghosts using radars and triangulation methods a challenging problem. There are two different scenarios related to this difficulty:
1) Scenario 1-Two Static radars and more than one target:
Line triangulation methods can still be utilized to calculate the possible positions of the targets. Some of these possible positions are ghosts. In 3-D and noisy environments, triangulation procedures may not be trivial. 2) Scenario 2-More than two static radars and more than one target: In this case, the defending side can still utilize line triangulation methods to calculate the possible positions of the targets. Moreover, contrary to Scenario 1, here the number of intersecting lines at the actual target locations (equal to the number of radars) is greater than the number of intersecting lines at ghost positions, facilitating deghosting [4] , [5] .) Scenario 1 is the most common and more demanding situation, because no analytical solutions for this scenario are available in the literature, even in the noise free case. For this reason, in this paper, the "ghost elimination" problem is examined for Scenario 1, i.e., there are exactly two radars and more than one target in the environment. The main result of the paper is an efficient method to distinguish actual targets from ghosts, based on the concept of Hankel rank.
Localization of targets in a multiradar scenario is a longstanding and practically meaningful problem in the radar community, leading to a large number of studies, including [1] , [3] - [9] . However, in order to obtain practical deghosting algorithms, these methods typically rely on many assumptions.
For example, one of the existing methods that has been developed for single frequency network based passive emitter tracking radars is associated hypothesis decision algorithm [3] . This study investigates the solvability analysis for measurement-to-transmitter association ambiguity under noise free assumption. This algorithm requires the velocity calculation of intersection while proposed method does not need this requirement. Other commonly available methods use a probabilistic detection test by employing a maximum likelihood type estimator [3] , [4] . There are methods in [10] that use the hinge angle if the surveillance radars or passive sensors can collect bearing and elevation measures simultaneously. Different than these methods, we provide an analytic result for the deghosting problem. On the other hand, advanced deghosting algorithms have to be efficient in terms of computation and accuracy, especially when bearing data contains bounded noise and/or outliers that are caused by impulse noise or communication errors such as missing measurement [11] . Therefore, in this paper, we present an efficient filtering algorithm with Hankel rank as a new ghost indicator in bearing-only tracking.
Preliminary version of some of the results in this paper were presented in [12] , where the measurements were assumed to be corrupted only by bounded noise. However, realistic scenarios should consider also the presence of gross outliers due for instance to impulsive noise (magnetic source close to radar) and/or missing measurements due to communication outages. Unlike our previous work, this paper proposes a deghosting algorithm that filters the noise and outliers at the same time. In this method, we are aware that ghost trajectories are actually function of the trajectories of several targets in a radar's range and consequently, we expect to have significantly greater degrees of "complexity" for the ghosts. Trajectories in this context refer to the paths of targets and ghosts. By approximating the measured trajectories as a linear combination of impulse responses of first-and second-order systems, and modifying the recently developed algorithms for low-order system identification in [13] , we are able to develop a denoising algorithm that simply classifies the observed trajectory based on the number of impulse responses used to approximate the trajectory. Our algorithm consists of the following four steps: 1) compute the trajectories (triangulation); 2) compute Hankel matrices of trajectories; 3) rank minimization of Hankel matrix (filtering); 4) estimate ranks and distinguish target/ghosts.
In this paper, deterministic errors on x − y domains are assumed to be bounded, even though they are statistically correlated since the noise comes from bearing measurements. A complete description of the errors would lead to x−y errors with a support set whose size and shape depends on the distance to the target. In this paper, we use a fixed bound for the error in the coordinates that contains all possible values of noise.
The organization of this paper is as follows: In Section II, the mathematical description of the proposed algorithm is given in detail. In Section III, we present an algorithm to filter the observed trajectories. The effectiveness of the proposed algorithm is demonstrated in Section IV us-ing different simulations. Finally, in Section V we comment on the limitation of the method and present some directions for future research.
II. HANKEL RANK ANALYSIS OF GHOST AND TARGET TRAJECTORIES
A. Trajectories
The locations of targets and ghosts are functions of bearing angles and the sensors' coordinates. In a scenario with two radars and two targets, the coordinates of the targets (see Fig. 1 ) are given by
and the coordinates of ghosts are given by
where
Thus, the trajectories of the ghosts are a "mixture" of the trajectories of both targets.
B. Complexity Measure
It is well known that any discrete time signal can be decomposed (for instance via partial fraction expansion of its Z-transform) into a linear combination of simpler signals that are the impulse response of the first-and second-order systems. In the case of periodic signals, this leads to the Fourier series expansion. In order to use this fact to develop efficient numerical procedures for target/ghost classification, we need a formal definition of the complexity. DEFINITION 1 Complexity Measure A discrete time sequence is said to have complexity n if it is the impulse response of a discrete-time linear time invariant system of order n.
To illustrate this concept, consider the following example: EXAMPLE 1 Consider a sequence whose Z-transform is
Using partial fraction expansions, one can express the quantity above as a linear combination of a first and a second order system:
Thus, in the time domain, the original sequence can be decomposed into the sum of two "elementary" signals, corresponding to the impulse response of each of the terms in the right-hand side of (3) . . . . . .
Generically, any discrete time sequence can be decomposed as the sum of impulse responses of first-and secondorder systems, that is,
where p k ∈ R, p l ∈ C (poles of a discrete time system), and c 1 (k) and c 2 (k) are real numbers. Note that, the order of the complete system in this setting is n 1 + 2n 2 , that is the total number of poles used for the first-and second-order components.
REMARK 1 Since the targets are real systems, the corresponding trajectories must be physically realizable. Hence, we can assume that the any finite trajectories produced by the intersections of lines (see Fig. 1 ) can be taken to be the impulse response of a linear system [14] . Moreover, this impulse response can be well approximated by a finite linear combination of impulse responses of first-and second-order systems over short-term horizons.
As shown in (2), unlike the estimates of the targets' coordinates, the ghosts' coordinate estimates are a function of the motions of several targets. For this reason, in most cases it is expected that the ghosts' trajectories will have greater complexity than the targets' trajectories. The next result provides an efficient way of evaluating the complexity of a given signal. THEOREM 1 Let y k , k = 1, . . . , 2N − 1 denote the first 2N − 1 elements of the impulse response of an nth order linear time invariant system and consider its associated Hankel matrix H y . Then, for every N ≥ n, rank (H y ) = n (complexity measure).
For a proof of Theorem 1, see [15] and [16] .
C. Hankel Rank
When target bearing information and radar coordinates are available, the coordinates (x, y) of the line intersections (targets and ghosts) can be calculated with the help of triangulation and used to discriminate ghosts from targets. In what follows, the coordinates (x, y) measurements can be expressed by:
where the noise vectors η x and η y are assumed to be bounded (e.g., η x 1 ≤ η max ). In our formulation 1 norm is used since this description provides a way to address the fact that we assume there are outliers in the measured signals. This approach to outliers has been widely used in the literature; see, for instance, [17] - [20] for a more detailed explanation of the outliers rejection properties of the 1 norm. Furthermore in any realistic scenario, data is typically corrupted by noise and/or outliers, due for instance to communication errors.
To evaluate the complexity of the signals measured, we use following assumption. ASSUMPTION 1 Consider the Hankel matrices H x and H y built from the intersection coordinates and define the combined Hankel matrix as
Then, generically Rank (H Targets ) < Rank (H Ghosts ) because the trajectories of ghosts, as mixtures of real target trajectories, follow a more complex dynamic.
The key idea of this study, motivated by the property stated above, is to use the rank of the Hankel matrices whose entries are the measured trajectories as a complexity measure for differentiating targets from ghosts. Note that in ideal, noiseless scenarios, this separation criteria can be directly calculated from the measured data (see Theorem 1 and Remark 1). In real-world circumstances, however, these trajectory measurements are subjected to noise and sometimes contain outliers that make the direct estimation of rank impossible. Therefore, the filtering step described in the next section is needed to use the proposed complexity measure.
D. Filtering With Rank Minimization
In the presence of noise and outliers, we generally have full rank Hankel matrices (see Section IV for examples). Hence, to use the measure of complexity in a noisy environment, we first need to perform a filtering step in order to eliminate the effect of noise. Note that the above problem is separable into two different minimization problems: One in the component x, the other in the component y. Hence, where H x and H y are Hankel matrix of the coordinate measurements, and Hx and Hỹ are their estimates. Given upper bounds α x and α y on the noise (bounded noise in each domain), the optimization problem (6) provides a way to approximate the true rank of the measured Hankel matrices. Nevertheless, the rank minimization is an NP-hard problem because of the noncontinuous and nonconvex nature of rank function [16] , [21] . Hence, one needs a different method that (i) uses the "right" relaxation of rank for the specific structure of the problem at hand and (ii) allows for the development of computationally efficient algorithms that can be used in real time.
III. RELAXATION OF RANK MINIMIZATION
To provide an efficient approximation of the rank minimization problem introduced in Section II-D, we use a similar reasoning to the one used in parsimonious system identification in [13] , [22] . Again let x and y be the measured signals andx andỹ be the desired low complex approximations; i.e.,x andỹ are the filtered signals that will be used to do classification.
As discussed before, in this paper we assume that the filtered signals can be expressed as the sum of impulse responses of first-and second-order systems. More precisely, we havẽ
where the vectors c 1 , c 2 , c 3 , and c 4 have real entries. We assume that the set of all possible first-and second-order systems have poles in the compact set D ρ . Note that this is not a limitation since we can choose ρ as large as we want. Consider now, the following minimization problems: PROOF We provide a sketch of the proof forx since the proof forỹ follows along similar lines. Assume that (8a) admits a solution (c 1 , c 2 ) with cardinality n . = n 1 + 2n 2 . Since the corresponding system has order n and the corresponding signal is a feasible solution of (6a), from Theorem 1 it follows that r * . = Rank (Hx * ) ≤ n. Denote now by (c * 1 , c 2 )
* the optimal solution to (8a) and let n * . = card{c * 1 (k)} + card{c * 2 (k)}. If (6a) admits a solution with rank r * , there exists an (r * )th order system that has x * as its impulse response [15] . If this system has single poles, it admits an expansion of the form (7), so it is a feasible solution to (8a). Hence r * ≥ n 1 + 2n 2 . Thus, r * = n 1 + 2n 2 .
REMARK 2 Since a system with repeated poles can be approximated arbitrarily close by a system with nonrepeated poles (by simply taking a small enough perturbation of the poles), from a practical stand point, the nonrepeated poles assumption does not limit the applicability of the proposed method. Now, to determine a convex relaxation of the abovementioned problem consider the set of atoms A defined in Appendix A. These are no more than the set of impulse responses of first-and second-order systems. Given this set of atoms, define the corresponding atomic norm The above-mentioned equation is the generalization of the 1 -norm relaxation for vector sparsity to the problem of "rank sparsity."
We are now ready to state the optimization problem that is used to filter the measurements x which is a tight convex relaxation of the cardinality minimization problem stated previously:
where H x is Hankel matrix of x-axis measurement and Hx is the estimation of it. Note that the same optimization problem (9) needs to be solved separately for y. In this optimization problem, we are trying to find a low complexity signal that interpolates the measurements within the error bounds, where complexity of the approximation is enforced through the atomic norm constraint. 
8: end for
To solve the optimization problem in (9), we use the randomized Frank-Wolfe algorithm in [23] . However, in order to use the randomized Frank-Wolfe algorithm, the objective function in (9) should be convex and continuously differentiable in its domain (smooth function) [23] . 1 norm is a convex but not continuously differentiable function in a ∈ A. Therefore, we use a smooth 1 norm approximation. The smooth 1 approximation is [24] 
Then, 1 in (9) is replaced by its approximation in ( .
Next, the problem (11) is solved for the x and y axis trajectories separately using the following Algorithm 1. Again this algorithm mainly filters the (x, y) measures. After choosing a pole in set D ρ at STEP 3, the set of atoms for this pole is constructed at STEP 4. In addition, the gradient of the smooth approximation function for STEP 5 is explicitly calculated in (12) (The reader is referred to [12] for the gradient of the 2 norm case).
A closed-form solution for the optimum of STEP 6 in the Algorithm 1 is: 0, min(α u , 1) ), where
where vec(Hx (a t ) ) represents the Hankel matrix of the momentary response of the system a ∈ A at iteration t. In the next section, the complete ghost elimination algorithm is provided.
A. Ghost Elimination Algorithm
First, (x, y) axes information in time is calculated using triangulation methods from measured azimuth information. Once the (x, y) axes time measurements are available, one can use filtering Algorithm 1 to clean these measurements. In this section, the complete steps are provided for the deghosting algorithm that includes the filtering step (Algorithm 1).
IV. EXPERIMENTS
To illustrate effectiveness of the proposed deghosting algorithm, we conducted two different experiments. In experiment-1, a scenario of two radars and three targets was used to show how rank comparisons of the deghosting process works with the filtering algorithm. In experiment-2, an example is given for the scenario of two radars and two targets.
A. Experiment-1
In this example, two radars and three targets are included that resemble Scenario 1. The trajectories were created as random walks starting from randomly generated initial coordinates for the three targets. Moreover, a triangulation method was employed to calculate the trajectories of the six ghosts according to the three targets' motion paths. The randomly generated trajectories of these targets and ghosts are depicted in Fig. 2 to illustrate the tracking process. The corresponding x and y coordinates were then corrupted by additive (independent) Gaussian noise N (0, 1500) (e.g., zero mean and 1500 standard deviation). Additionally, 10% outliers were randomly added to these coordinate measurements. These outliers were generated using the following formula:
O y = μ y /1500 + (−3 + 6 * U(1, 0.1 * 400)) min(y)/σ y where the outlier vector is O y ∈ R 40 , U is a vector of uniformly distributed pseudo-random numbers, and where μ y and σ y denote the mean and standard deviation of the noiseless vector y, respectively. Finally, the simulation was performed for t = 400 time points. For the 1 norm smooth approximation function in (11), we chose λ = 1. The τ in Algorithm 1 is experimentally chosen to be 236.5. Finally, the poles for the atoms are located in the origin-centered circle D 1.1 . H ) ) of the Hankel matrix of noisy (Gaussian noise and outliers), denoised, and noiseless trajectories of ghosts and targets are provided in Table I , respectively. This allows us to explore the efficiency of the proposed deghosting algorithm. Note that the Hankel matrix in Table I is
In the "noiseless case," the ranks (the number of the singular values greater than 10 −8 max(σ (H ))) of the targets' trajectories Hankel matrices are lower than the ranks of the ghosts' trajectories Hankel matrices, as it is proposed in assumption 1 (see Table I , especially #σ (H Noiseless )). However, Gaussian noise and outliers in the trajectory measures are restricted from portraying the ghosts and real targets in the radars' ranges. As explained in the main body of the paper, the noise and outliers in trajectory measurements bring some extra atoms that lead to full rank Hankel matrices for all trajectories (see Table I , especially #σ (H Noisy ) >10 −8 max(σ (H Noisy )). Therefore, one needs a filtering algorithm to have the situation for the noiseless case in order to characterize ghosts and targets (#σ (H Denoised ) >10 −8 max(σ (H Denoised )). Furthermore, the proposed filtering algorithm (Algorithm 1) adequately eliminates the effect of noise and outliers. Then as expected, the lower number of the singular values of the Hankel matrix of targets' measurements is obtained with respect to the number of the singular values of the Hankel matrix of the ghosts' measurements in both denoised and noiseless cases.
In the final step of deghosting algorithm, we compare the ranks of trajectories and characterize the real targets and ghosts. In this specific illustrative example, the proposed deghosting Algorithm 2 reveals that the lowest three ranks come from the trajectories of targets, and the remaining six ranks come from the trajectories of ghosts in the radars' ranges.
To compare performance of the proposed method for the case of outliers, our previous algorithm in [12] that was for only Gaussian noise is used as benchmark. Performance of this algorithm is presented in Table I (see row #σ (H Denoised G ) >10 −8 max(σ (H Denoised G )). One can conclude that proposed method gives better performance against the algorithm presented in [12] .
B. Experiment-2
In experiment-2, we include two radars and two targets as another example of how our filtering algorithm effectively denoises the axis measurements of ghosts and targets. Again in this case, the initial locations of two targets are chosen randomly, and the targets' trajectories are generated as random walk. two targets' and two ghosts' trajectories are calculated after triangulation. Instead of depicting the trajectories, in this example, the noisy (Gaussian noise and outliers), x and y axis measurements of the trajectories and their denoised versions are depicted in Fig. 3 , showing how effectively our filtering algorithm eliminates the effects of noise and outliers in the axis data. Note that the x and y axis measurements of ghosts and targets are corrupted by Gaussian noises η x ∼ N (0, 2000) for the x-axis and η y ∼ N (0, 2000) for the y-axis. Additionally 10% outliers are also randomly added to these (x, y) axis measurements. Again, the outliers are generated using the following formula: where outlier vector is O y ∈ R 50 . Finally, a simulation is performed for 500 time points. For outlier filtering Algorithm 1, we use τ = 232 and λ = 1 for the 1 norm smooth approximation function. Again the poles for atoms are located in the origin-centered circle D 1.1 . The rank information of ghosts' and targets' trajectories for this experiment is given in Table II . Finally, we can characterize the trajectories as targets/ghosts according to the rank information in Table II . Similar to the previous example, the results of algorithm in [12] is also added for completeness.
C. Average Performance Based on Different Simulations
In this section, two radars-two targets and two radarsthree targets scenarios are separately simulated 100 times. For these simulations, the data horizon −N is randomly chosen between 50-600 time points. Additionally, the axis measurements are contaminated by zero mean Gaussian noise. The noise standard deviation is also randomly chosen between σ ∈ [1000-2000] for each run. Again for the 1 norm smooth approximation function in (11), we choose λ = 1. Furthermore, there is no known method to choose true τ (bound on atomic norm in (11)) for the filtering algorithm. Therefore, we used following heuristic for these simulations.
1) Heuristic (Algorithm 3):
One could find out how many ghosts and targets are available in the system by checking the total number of intersections. For instance if we have four intersection, we could indicate that we have two ghosts and two targets in our radar range. The question is which ones are true targets. In order to make this indication automatically, we used following heuristic to choose a reasonable τ for the Algorithm 2. In the following algorithm, K denotes the total number of intersections, n indicates the total number of ghosts, and N indicates the data horizon length. For instance, for two radars and two target case, we have four (K = 4) intersections and we know that two of them are ghosts. In order to estimate which ones are ghosts, we first of all order the estimated ranks of the Hankel matrix of these trajectories in each iterations as follows: Then, algorithm indicates that two matrices with smallest rank are targets. Finally, τ is updated based on Algorithm 3.
In this algorithm, the initial τ values are chosen as a function of data horizon length. Then, the τ value is iteratively increased. Once the error bound on the rank of filtered measurements that is also function of the data horizon length are hit, the algorithm stops and indicates the ghost and targets. With this heuristic, we aim to predict how much τ bound should be adjusted for true estimate. 
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