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5Abstract
This thesis mainly works on the parametric graphical modelling of multivariate time series.
The idea of graphical model is that each missing edge in the graph corresponds to a zero
partial coherence between a pair of component processes. A vector autoregressive process
(VAR) together with its associated partial correlation graph defines a graphical interaction
(GI) model. The current estimation methodologies are few and lacking of details when
fitting GI models. Given a realization of the VAR process, we seek to determine its graph
via the GI model; we proceed by assuming each possible graph and a range of possible
autoregressive orders, carrying out the estimation, and then using model-selection criteria
AIC and/or BIC to select amongst the graphs and orders.
We firstly consider a purely time domain approach by maximizing the conditional maxi-
mum likelihood function with zero constraints; this non-convex problem is made convex
by a ‘relaxation’ step, and solved via convex optimization. The solution is exact with high
probability (and would be always exact if a certain covariance matrix was block-Toeplitz).
Alternatively we look at an iterative algorithm switching between time and frequency do-
mains. It updates the spectral estimates using equations that incorporate information from
the graph, and then solving the multivariate Yule-Walker equations to estimate the VAR
process parameters. We show that both methods work very well on simulated data from GI
models.
The methods are then applied on real EEG data recorded from Schizophrenia patients,
who suffer from abnormalities of brain connectivity. Though the pretreatment has been
carried out to remove improper information, the raw methods do not provide any inter-
pretive results. Some essential modification is made in the iterative algorithm by spectral
up-weighting which solves the instability problem of spectral inversion efficiently. Equiva-
lently in convex optimization method, adding noise seems also to work but interpretation of
eigenvalues (small/large) is less clear. Both methods essentially delivered the same results
via GI models; encouragingly the results are consistent from a completely different method
based on nonparametric/multiple hypothesis testing.
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Introduction
Nowadays many scientific investigations collect their data in the form of multivariate time
series (MTS), a set of several univariate time series. For example, some recent research in
neuroscience involves the analysis of several series of electroencephalogram measurements
obtained from different locations on the scalp of an individual, which can be considered as
a MTS. It becomes crucial to have a reliable method, which can be widely applied in all
fields of studies, to analyze the connections between the component series of a MTS.
Graphical models can be a very appealing analysis tool to display connections between
several time series, since graphical representations are so helpful for interpretation and
understanding. More precisely the existence of connections between time series can be
displayed in the form of graphical models by showing the presence or absence of links in
a graphical manner. Graphical models have been well-studied for multiple variables by
Whittaker [60] and Lauritzen [41], particularly in the multivariate Gaussian case. But the
fitting of the graphical models for MTS is much more problematic. Rosenberg et al [49]
applied partial coherence for point processes systems to distinguish whether two output
processes interact directly or are influenced by common input processes. Dahlhaus has
worked on a method to identify the graphical structures based on non-parametric spectral
estimation, which does not have any rigorous theory for identifying the best fitting model
[24].
The little-known parametric model, called graphical interaction model, was introduced by
Eichler [31]. It is an excellent model since the parameters of the model consist of a finite
number of matrices and the dimension of the parameters depend on the order of the model.
But currently assumptions are involved in the estimation process which can potentially lead
to inappropriate model fitting. The development of the semi-parametric estimation method
for graphical interaction models is incomplete at several points. It needs to be formulated to
take account of non-unity sample intervals in order to be relevant for real data applications.
In Eichler’s iterative method [31], it is not clear what non-parametric spectral estimators
to use as the initial values. This current method has only been implemented with one real
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data example, and there is not enough evidence to distinguish between the best model and
the saturated model. So far there is not any computational algorithm available for this
estimation method.
Our main interests in this thesis is the semi and purely parametric methodologies for fit-
ting graphical models to MTS. An adequate theoretical development of MTS and a clear
understanding of parametric graphical models are both important in the beginning of this
work. The graphical interaction model is in fact a combination between a vector autore-
gressive (VAR) process and its associated graph. Two different approaches to estimate
the graphical interaction models are discussed in detail and modifications are provided for
their robustness illustrated on real data. The following is an outline for each chapter of this
thesis:
Chapter 1: we review some concepts and properties of MTS that will be involved in the
graphical models. The spectral representation for stationary MTS is extended from the
well-known spectral representation of univariate time series. For a MTS partial coherence
illustrates the coherence between two component series when fixing, or conditioning on, the
rest of component series. We can express partial spectrum and partial coherence in terms of
ordinary spectral matrices. Additionally we prove a seemingly novel recursive relation for
partial spectrum with lower order, which has implication for determining partial spectrum.
The Fourier transform of the inverse spectral matrix is called the inverse autocovariance
matrix. The last section of this chapter contains two new proofs of theorems on the inverse
autocovariance matrices.
Chapter 2: In order to have a good understanding on the graphical models, we review
some terms and properties of graphs. Our work only considers the graphs where all the
edges are without directions, such graphs are called undirected graphs. The main idea of
graphical models in MTS is that, each edge in the graph represents the existence of the
partial (/conditional) coherence between a pair of the component series in the associated
MTS. Additionally the three Markov properties are studied for such graphs. Since the
partial coherence between the component series of the MTS can be represented by the
inverse covariance matrices, graphical interaction models are defined by requiring some
entries on the partial spectral matrices or the inverse autocovariance matrices to be zero
[31], a property of VAR processes.
Chapter 3: We study the VAR process, a multivariate version of autoregressive process.
In a VAR process, the value of the process at each time point can be expressed in a linear
form of its past values of the process with a noise term. The parameters are a set of coef-
ficient matrices and the covariance matrix of the noise term. We develop a fast calculation
14
algorithm for the spectral matrices of a stationary VAR process by its parameters. To relate
VAR processes with graphical interaction models, we work out the inverse covariance ma-
trices of a VAR process by introducing its inverse process, a finite vector-valued moving
average process. A VAR process with its associated graph under some criteria is identical
to a graphical interaction model. To estimate the coefficient matrices of a VAR process, we
look at the multivariate least square method [42], Yule-Walker equations and conditional
likelihood estimation.
Chapter 4: This chapter includes a few approaches to estimate graphical interaction mod-
els with a given graph and fixed order. We firstly start with a parametric estimation by the
convex optimization carried out in the time domain. The problem of maximizing a con-
ditional likelihood function with some zero constraints on inverse autocovariance matrices
can be solved by convex optimization [53]. The second section gives some non-parametric
approaches to estimate the spectral matrices in the frequency domain. This provides us
the way to identify the partial correlation graph for graphical models in general. We also
discuss two approaches to derive the Whittle’s likelihood approximation: the first one is
the original work from Whittle [61], which assumed identity covariance matrices of the
noise term; the second one is to make the approximation via constructing a new matrix
in the form of covariance matrices [26]. Then the maximum likelihood estimators is de-
rived for the graphical interaction model. In the last part of this chapter, we discuss a
semi-parametric iterative algorithm, which is an improved version of Eichler’s work [31],
to estimate the parameters of the VAR coefficient matrices Φ1, . . . ,Φl and the covariance
matrix of the white noise term Ξ for a given graph. The modification includes the use of
smoothing and pseudo-inverse, techniques that are developed in §3.5 and the fast calcula-
tion of spectral matrices in §3.2.1. Some experiments are carried out with simulated data
and the results are shown when using different non-parametric spectral estimations as the
initial values of the iterative algorithm. Last but not least, we look at the graph selecting
method when identifying the graphical interaction model for a MTS. If the graph and the
order of the model is unknown for a MTS, we can list all the possible graph structures.
For each fixed graph structure, the graphical interaction model is fitted with different or-
ders separately. The best fitted graph is selected with the smallest AIC and/or BIC values
among all the possible models. In an example implementing convex optimization method
and iterative algorithm, both methods select the correct graph and order for the simulated
data.
Chapter 5: This chapter is a real data experiment on the Electroencephalograph (EEG)
data collected from patients diagnosed with Schizophrenia brain disease. We separately
apply the convex optimization method and the iterative algorithm to the same set of EEG
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data with a non-unity sample interval. The data pretreatment involves applying Butterworth
low-pass filters to remove a dominant spectral line, downsampling technique to avoid the
undefined inverse of spectral matrices and partitioning into small epochs for the station-
arity assumption. In both methods we modified the existing methods with a diagonal up-
weighting technique that efficiently reduces the blown-up values on the inverse matrices.
Finally we compared the result of our modified algorithms with a completely different non-
parametric estimation methodology [45]. The same graph structure is selected. We showed
the difference of the brain connectivity between positive and negative syndrome patients.
We conclude that modification may be essential for the VAR process based model when
applying the estimation methodologies to actual data.
In summary this thesis fills up many gaps between the current theoretical and practical
studies in purely parametric and semi-parametric estimation of graphical models for MTS.
Some useful theorems and relations are developed with novelty in MTS. The computing
codes of two estimation methods are written for both simulation and real data work during
this study, except the CVX package used for solving convex optimization problems [33]
[34]. It also highlights the importance of carrying proper modifications when fitting graph-
ical interaction models to real data. The material including the two estimation methods and
the practical implementation has been presented in the Royal Statistical Society Conference
2010. A paper based on the material of this thesis is ready to submit for publication [18].
Via this thesis we hope to make the use of graphical modelling of MTS more appealing
and better understanding, and to attract more attention to the graphical models for MTS in
a wide range of fields.
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Chapter 1
Multivariate Time Series
This chapter reviews some concepts and properties of MTS that will be involved in the
graphical models. We firstly start from the definitions of some basic terms such as au-
tocovariance matrices and the stationarity property, etc. Then the spectral representation
for stationary MTS has been introduced, which is extended from the well-known spectral
representation of univariate time series.
In section §1.3 we study the partial spectra of MTS. Different from univariate time series,
partial spectra are ubiquitous inMTS. For aMTS, each component series may be influenced
and correlated with several other component series. The idea of partial coherence is to il-
lustrate the coherence between two component series when fixing, or conditioning on, the
rest of component series. We need to use the partial spectral representation to express these
two component series, each in a linear form of the other fixed component series with a zero
mean noise term which is called a residual process. Thus each of these two component
series has a corresponding residual process. The covariance between these two residual
processes is called the partial cross-covariance (or the conditional cross-covariance) of the
two component series. In frequency domain, the partial cross-spectrum is just the Fourier
transform of the partial cross-covariances sequence. The partial coherence can be formu-
lated in terms of partial cross-spectra, but it is remarkable that the inverse of the spectral
matrix is also sufficient to compute the partial spectrum and partial coherence of a MTS.
Besides using the ordinary spectral matrices, a partial spectral matrix might be written in
a recursive relation with its lower-order partial spectra. It requires a few conditions on the
existence of the lower-order partial spectra and was lack of theoretical details in some past
works [9] [49]. Here a clear derivation of this recursive relation is provided. We also show
that if it is not possible to express the partial spectra via the ordinary spectra, then neither
via the lower-order partial spectra.
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The Fourier transform of the inverse of the spectral matrices is called the inverse covariance
matrices sequence. The inverse covariance matrix was firstly introduced by Cleveland as a
tool to identify the univariate time series in 1972 [20]. Later on Shaman showed that the
inverse covariance matrices are useful when finding an approximate inverse of a covariance
matrix in univariate time series [51]. Further discussion includes the work from Battaglia
[5] and Bhansali [13]. Currently there is no clear statement or proof about the properties
of inverse covariance matrices in MTS. The last section of this chapter contains two new
proofs of theorems on the inverse covariance matrices.
1.1 Basics
Multivariate time series(MTS) express a set of several univariate time series in vector form.
Consider a p-dimensional MTS {Xt}t∈Z, which contains p univariate time series as its
components. i.e. {Xt}t∈Z = {(X1,t, X2,t, . . . , Xp,t)T}t∈Z.
We define a set of integers V = 1, 2, . . . , p.
{Xj,t}t∈Z is called the component series of {Xt}t∈Z for j ∈ V .
For 1 ≤ j < k ≤ p, the cross-covariance between the jth and kth series at time t with lag
τ is denoted by
sjk,t,τ = cov[Xj,t+τ , Xk,t].
A real-valued {Xt}t∈Z is stationarymeans that the mean of {Xt}t∈Z and the cross-covariance
for any jth and kth series with lag τ do not depend on time t. In our study we only consider
real-valued stationary MTS.
If {Xt}t∈Z is stationary, we define the autocovariance matrix with lag τ as sτ , where
sτ = cov[Xt+τ ,X
T
t ] at any time t ∈ Z;
= E[Xt+τX
T
t ]− E[Xt+τ ]E[XTt ].
Let sjk,τ denote the (j, k)th entry of sτ , which is called the cross-covariance between the
jth and kth series with lag τ .
sjk,τ = cov[Xj,t+τ , Xk,t] at any time t ∈ Z.
We can easily show that sjk,τ = skj,−τ and sτ = sT−τ .
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1.2 Spectral Representation
Now the well-known spectral representation theorem of univariate time series can be ex-
tended to the multivariate case. Let {Xt}t∈Z be a p-dimensional stationaryMTS with zero
mean. Similarly with the univariate spectral representation, for each component series (or
process) {Xj,t}t∈Z, j ∈ V , there exists a process Zj(f) with an orthogonal increment,
defined on [−fN , fN ], such that
Xj,t =
∫ fN
−fN
ei2πftΔtdZj(f), (1.1)
where dZj(f) is defined as
dZj(f) =

Zj(f + df)− Zj(f) if 0 ≤ f < fN ;
0 if f = fN ;
dZ∗j (−f) if − fN ≤ f < 0,
(1.2)
and df is a small increment. Note that Δt is the sample interval and fN is the Nyquist
frequency defined as fN = 12Δt .
Here sjk,τ = cov[Xj,t+τ , Xk,t] = E[Xj,t+τXk,t] for any j, k ∈ V . Thus the cross-covariance
can be written as
sjk,τ =
∫ fN
−fN
ei2πfτΔtSjk(f)df for any j, k ∈ V,
where Sjk(f), called the cross-spectral density function of series {Xj,t}t∈Z and {Xk,t}t∈Z,
is defined as
Sjk(f) = E[dZj(f)dZ
∗
k(f)] for any j, k ∈ V.
The notation ∗ represents the complex conjugate.
Sjk(f) and sjk,τ are Fourier Transform pairs:
Sjk(f) = Δt
∞∑
τ=−∞
sjk,τe
−i2πfτΔt , f ∈ [−fN , fN ].
In matrix form, S(f) = (Sjk(f)) is called the spectral matrix. Thus we have
S(f) = E[dZ(f)dZH(f)].
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where dZ(f) = (dZ1(f), dZ2(f), . . . , dZp(f))T.
The notation H represents the Hermitian transpose. i.e. AH = (A∗)T = (AT)∗ for any
matrixA.
The autocovariance matrix can be write as
sτ =
∫ fN
−fN
S(f)ei2πfτΔtdf.
Note that the spectral matrix is Hermitian. i.e. S(f) = S(−f)T.
1.3 Partial Coherence
The concept of partial coherence was originated in light optics by Van Cittert and Zernike
back to 1930s [32]. Bendat [10] provided some useful derivations of partial spectra and
partial coherence based on least square prediction. Dahlhaus used the partial coherence to
define the graphical model for MTS [23]. In this section, we review some basic definitions
and derivations of partial spectrum and partial coherence for a p-dimensional MTS.
Consider two distinct component series {Xj,t}t∈Z and {Xk,t}t∈Z in {Xt}t∈Z while the re-
maining p − 2 component series are fixed. The idea of partial spectral representation is to
express {Xj,t}t∈Z and {Xk,t}t∈Z in a linear form of the other fixed component series with
a noise term.
Without loss of generality, let j and k be the integers such that 1 ≤ j < k ≤ p.
We express {Xj,t}t∈Z and {Xk,t}t∈Z with the least mean square filters that minimize the
mean square of the noise process in the following way:
When j = 1, we can find the least square filters a1l,u’s, l 6= 1, k, and a zero mean noise
{ν1,t}t∈Z so that
X1,t =
∑
u∈Z
[a12,uX2,t−u + ∙ ∙ ∙+ a1(k−1),uXk−1,t−u (1.3)
+ a1(k+1),uXk+1,t−u + ∙ ∙ ∙+ a1p,uXp,t−u]
+ν1,t
where the noise {ν1,t}t∈Z is uncorrelated with all the input component series.
In (1.3) filters {a1l,u}, l 6= 1, k, are chosen to minimize E[|ν1,t|2]. Details of computing the
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least square filters can be found in [37].
Similary for j > 1, we find the least mean square filters ajl,u’s, l 6= j, k, and a zero mean
noise {νj,t}t∈Z so that
Xj,t =
∑∞
u=−∞ [aj1,uX1,t−u + ∙ ∙ ∙+ aj(j−1),uXj−1,t−u
+ aj(j+1),uXj+1,t−u + ∙ ∙ ∙+ aj(k−1),uXk−1,t−u
+ aj(k+1),uXk+1,t−u + ∙ ∙ ∙+ ajp,uXp,t−u]
+νj,t,
where the noise {νj,t}t∈Z is uncorrelated with all the input component series.
We can also write {Xk,t}t∈Z in the same fashion with least square filters akl,u’s, l 6= j, k,
and a zero mean noise term {νk,t}t∈Z.
For notational convenience, suppose 1 < j < k < p.
Define the residual process for the jth component series as
Xj|(\jk),t ≡ νj,t = Xj,t−
∑∞
u=−∞ [aj1,uX1,t−u + ∙ ∙ ∙+ aj(j−1),uXj−1,t−u
+aj(j+1),uXj+1,t−u + ∙ ∙ ∙+ aj(k−1),uXk−1,t−u
+aj(k+1),uXk+1,t−u + ∙ ∙ ∙+ ajp,uXp,t−u],
where “|(\jk)” means partially regressing on the rest of component processes excluding
the jth and the kth processes.
Now we work on the spectrum of the residual processes.
We start by defining the Fourier transform of the filters ajl,u, l 6= j, k, in the following
matrix:
Aj(\jk)(f) = [Aj1(f), . . . , Aj(j−1)(f), Aj(j+1)(f), . . . , Aj(k−1)(f), Aj(k+1)(f), . . . , Ajp(f)],
(1.4)
for f ∈ [−fN , fN ], where Ajl(f) =
∑∞
u=−∞ ajl,ue
−i2πfuΔt
, l 6= j, k.
Note thatAj(\jk)(f) is a 1× (p− 2) matrix.
Let
dZ(\jk)(f) = [dZ1(f), . . . , dZj−1(f), dZj+1(f), . . . , dZk−1(f), dZk+1(f), . . . , dZp(f)]T,
for f ∈ [−fN , fN ], where dZi(f) is the same as defined in (1.2).
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For f ∈ [−fN , fN ], we define
dZj|(\jk)(f) ≡ dZνj(f) = dZj(f)−Aj(\jk)(f)dZ(\jk)(f),
and similarly for k,
dZk|(\jk)(f) ≡ dZνk(f) = dZk(f)−Ak(\jk)(f)dZ(\jk)(f).
Generating the above derivation for any two distinct integers j, k ∈ V, the partial cross-
spectral density function of {Xj,t}t∈Z and {Xk,t}t∈Z, denoted by Sjk|(\jk)(f), is defined
as
Sjk|(\jk)(f) = E[dZj|(\jk)(f)dZ∗k|(\jk)(f)] = E[dZνj(f)dZ
∗
νk
(f)] = Sνjνk(f). (1.5)
Note that Sjk|(\jk)(f) ≡ Sνjνk(f). Thus it is also called the cross-spectrum of the residual
processes.
Furthermore, define the partial cross-covariance sequence of {Xj,t}t∈Z and {Xk,t}t∈Z,
denoted by sνjνk,τ , as
sνjνk,τ = cov[νj,t+τ , νk,t] = cov[Xj|(\jk),t+τXk|(\jk),t], τ ∈ Z. (1.6)
It is easy to show that Sνjνk(f) and sνjνk,τ are Fourier Transform pairs.
The important difference between the spectrum and the partial spectrum is that the partial
spectrum is complicated to handle in any matrix form. This is because the conditioning set
of components series is varied when calculating the partial cross-spectral density function
for different pairs of component series.
The complex partial coherency of {Xj,t}t∈Z and {Xk,t}t∈Z, denoted by γjk|(\jk)(f), is
defined as
γjk|(\jk)(f) =
Sjk|(\jk)(f)[
Sjj|(\jk)(f)Skk|(\jk)(f)
]1/2 , (1.7)
where Sjj|(\jk)(f) = E[|dZj|(\jk)(f)|2] and Skk|(\jk)(f) = E[|dZk|(\jk)(f)|2].
The real-valued partial coherence of {Xj,t}t∈Z and {Xk,t}t∈Z, denoted by γ2jk|(\jk)(f), is
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defined as the square of complex partial coherency,
γ2jk|(\jk)(f) =
|Sjk|(\jk)(f)|2
Sjj|(\jk)(f)Skk|(\jk)(f)
. (1.8)
We may consider the partial coherence as the square of the partial correlation in frequency
domain. Furthermore,
0 ≤ γ2jk|(\jk)(f) ≤ 1 for f ∈ [−fN , fN ]. (1.9)
Similarly with how the partial cross-spectral density function is defined, we can write
Sj(\jk)(f) = E[dZj(f)dZ(\jk)(f)H], (1.10)
S(\jk)k(f) = E[dZ(\jk)(f)dZ∗k(f)], (1.11)
S(\jk)(\jk)(f) = E[dZ(\jk)(f)dZ(\jk)(f)H]. (1.12)
If S(\jk)(\jk) is invertible, the following relations can be derived and are useful when calcu-
lating partial coherence:
Sjk|(\jk)(f) = Sjk(f)− Sj(\jk)(f)S−1(\jk)(\jk)(f)S(\jk)k(f), (1.13)
Sjj|(\jk)(f) = Sjj(f)− Sj(\jk)(f)S−1(\jk)(\jk)(f)S(\jk)j(f), (1.14)
Skk|(\jk)(f) = Skk(f)− Sk(\jk)(f)S−1(\jk)(\jk)(f)S(\jk)k(f). (1.15)
The derivation of the above three equations can be found in [16, page 296][48]. Here
equation (1.13) is a key relation to compute partial cross-spectra via the ordinary cross-
spectra. It is further used when defining graphical models for MTS in Chapter 2.
Another remarkable relation is
γjk|(\jk)(f) = − S
jk(f)
[Sjj(f)Skk(f)]1/2
. (1.16)
where Sjk(f) is the (j, k)th entry in the inverse of the spectral matrix S−1(f) [23, Theorem
2.4]. This means that the inverse of the spectral matrix is all that required when computing
any partial coherence. But (1.16) is only valid when the spectral matrix S(f) is invertible.
If S(f) is not invertible, then we may apply (1.7) to work out the partial coherence via
partial spectra.
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1.3.1 Partial Spectra With Different Orders
Suppose we have a p-dimensional MTS {Xt}t∈Z. We have previously defined the partial
cross-spectral density function between {Xj,t}t∈Z and {Xk,t}t∈Z processes conditioning on
the rest of component processes in {Xt}t∈Z, Sjk|(\jk)(f), for integers j, k ∈ V . The order
of the partial spectrum is the dimension of the conditioning set. For instance, the partial
spectrum Sjk|(\jk)(f), which we looked at in the previous section, is of order p − 2; that
is the highest order of the partial spectrum for a p-dimensional MTS. One of the earliest
work studying the partial spectra with different orders was from Dodds and Robson [29]
in 1975, where they introduced a procedure to derive the first-order and the higher-order
partial spectrum, but the algebra involved was likely to be extensive for higher-order partial
spectra. Mahalingam et al. discussed the rank of the partial spectral matrices with different
orders and provided a matrix approach to derive the partial spectral matrices of different
orders via the ordinary spectral matrices [43]. In the beginning of this section we formulate
the partial spectra with different orders via ordinary spectral matrices for a general case.
Since the graphical models are defined by the partial spectrum conditioning on the rest of
all component series Sjk|(\jk)(f) [23], we look for an expression of Sjk|(\jk)(f) in terms of
the partial spectra with lower-order for the same MTS. The rest of this section works on
the relation between the partial spectra with different orders and the conditions when using
this relation to derive Sjk|(\jk)(f).
Firstly we define the partial spectra with different orders in some general terms. For any
two integer j and k from V , we fix a subset of V \ jk, denoted by VI. i.e. j, k /∈ VI and
VI ⊂ V . The order of the partial spectrum Sjk|VI(f) is just the size of set VI.
A partial cross-spectral density function between two component series {Xj,t}t∈Z and
{Xk,t}t∈Z, Sjk|VI(f) can be defined by considering a new MTS with component processes
{Xj,t}t∈Z, {Xk,t}t∈Z and {XVI , t}t∈Z where {XVI,t}t∈Z is the component processes that we
condition on. Recall the result (1.13) that the partial cross-spectral density function be-
tween {Xj,t}t∈Z and {Xk,t}t∈Z processes conditioning on the rest of component processes
can be expressed in terms of the ordinary cross-spectral density function. Thus we can
write
Sjk|VI(f) = Sjk(f)− SjVI(f)S−1VIVI(f)SVIk(f). (1.17)
The derivation of (1.17) can be found in [49].
Since VI ⊆ V \ jk, the order of Sjk|VI(f) is always less than or equal to p− 2.
Let set VI denote the complement of set VI. i.e.VI ∪ VI = V and VI ∩ VI = ∅.
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We have j, k ∈ VI since j, k /∈ VI.
Now we can define a partial spectral matrix SVI|VI(f) of which each entry is just Sjk|VI(f)
for j, k ∈ VI.
Equation (1.13) formulates the partial cross-spectrum of order p − 2, Sjk|(\jk)(f), via the
ordinary spectral matrices. Can we write the partial cross-spectral Sjk|(\jk)(f) in terms of
other partial spectra with lower orders such as Sjk|VI(f) and SVI|VI(f)?
The idea of expressing the partial spectrum via its related lower-ordered partial spectra was
firstly introduced by Bendat in 1978 [9]. Rosenberg et al. [49] and Medkour et al. [45]
gave examples using the recursive relation to work out the partial cross-spectra without
any proof. Although their work only included the cases that p = 4 and p = 5, the recursive
relation will work for the MTS of any dimension. For instance, when p = 4 (Rosenberg et
al. [49]),
S34|(12)(f) = S34|1(f)− S32|1(f)S−122|1(f)S24|1(f), (1.18)
then S34|1(f), S32|1(f), S22|1(f) and S24|1(f) can be written in terms of the ordinary partial
cross-spectra.
Bendat [11, P233] has shown the derivation of the special case when expressing r-ordered
partial spectrum via (r − 1)-ordered partial spectra. We would like to extend the recursive
relation and show that the partial cross-spectral of order p − 2 can be expressed in terms
of the partial cross-spectral of any lower order for a general case in the following Theorem
1.3.1. We provide a proof of Theorem 1.3.1 which has not been seen anywhere else so far
and a discussion of the conditions when Theorem 1.3.1 is applicable.
Theorem 1.3.1. Suppose we have a p-dimensional MTS {Xt}t∈Z. For any two inte-
ger j, k ∈ V , we partition the MTS {Xt}t∈Z into four component series: {Xj,t}t∈Z,
{Xk,t}t∈Z, {XVI,t}t∈Z and {XVII,t}t∈Z, where VI ∪ VII = V \ (jk). Assuming that
SVIIVII|VI(f) is invertible for all f ∈ [−1/2, 1/2], we can write
Sjk|(\jk)(f) = Sjk|VI(f)− SjVII|VI(f)S−1VIIVII|VI(f)SVIIk|VI(f). (1.19)
In the above expression, VI is the new condition of the lower-ordered partial spectra. The
partial cross-spectrum conditioning on {X(\jk),t}t∈Z is expressed in terms of the partial
cross-spectra conditioning on {XVI,t}t∈Z.
We firstly look at how Theorem 1.3.1 generalizes the recursive relation for partial cross-
spectra. Then we provide a detailed proof for this theorem.
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When VI = ∅, VII = V \ jk, Theorem 1.3.1 is just the result in (1.13):
Sjk|(\jk)(f) = Sjk(f)− Sj(\jk)(f)S−1(\jk)(\jk)(f)S(\jk)k(f).
Sometimes {XVI,t}t∈Z and {XVII,t}t∈Z can be scalar depending on the dimension of VI and
VII. Bendat [9], Rosenberg et al. [49] and Medkour et al. [45] only gave examples for the
case when the size of the set VII is 1. For instance [45], p = 5, j = 4, k = 5, VI = {1, 2}
and VII = {3},
S45|123(f) = S45|12(f)− S43|12(f)S−133|12(f)S35|12(f). (1.20)
By Theorem 1.3.1, besides the above relation we can also have VI = {1} and VII = {2, 3},
S45|123(f) = S45|1(f)− S4(23)|1(f)S−1(23)(23)|1(f)S(23)5|1(f). (1.21)
Proof.
Here we work on the general case that {XVI,t}t∈Z and {XVII,t}t∈Z are vectors.
Write {Xj|VI,t}t∈Z with filters {gjl|VI,u}, l ∈ VII, and a zero mean noise {νj,t}t∈Z as
Xj|VI,t =
∑
l∈VII
∞∑
u=−∞
gjl|VI,uXl|VI,t−u + νj|VIVII,t (1.22)
where the noise term {νj|VIVII,t}t∈Z is uncorrelated with all the input component series
conditioning on {XVI,t}t∈Z.
Thus the residual of {Xj,t}t∈Z on fixing {Xl|VI,t}t∈Z for l ∈ VII is just
νj|VIVII,t = νj|(\jk),t = Xj|VI,t −
∑
l∈VII
∞∑
u=−∞
gjl|VI,uXl|VI,t−u. (1.23)
We define a row matrix gjVII|VI,u such that each entry of gjVII|VI,u is the filter gjl|VI,u for
l ∈ VII. Thus the above equation becomes
νj|VIVII,t = νj|(\jk),t = Xj|VI,t −
∞∑
u=−∞
gjVII|VI,uXVII|VI,t−u (1.24)
1.3 Partial Coherence 26
Thus the corresponding process in frequency domain is
dZj|(\jk)(f) = dZj|VI(f)−GjVII|VI(f)dZVII|VI(f), (1.25)
whereGjVII|VI(f) is the Fourier transform of {gjVII|VI,u}.
If we multiply both sides of (1.25) by dZ∗VII|VI(f) and take the expectation, we get
E[dZj|(\jk)(f)dZ∗VII|VI(f)] = E[dZj|VI(f)dZ
∗
VII|VI(f)]
−GjVII|VI(f)E[dZVII|VI(f)dZ∗VII|VI(f)]. (1.26)
But E[dZj|(\jk)(f)dZ∗VII|VI(f)] = 0 since the noise term {νj|(\jk),t}t∈Z is uncorrelated with
all the component series conditioning on {XVI,t}t∈Z.
Equation (1.26) becomes
E[dZj|VI(f)dZ
∗
VII|VI(f)] = GjVII|VI(f)E[dZVII|VI(f)dZ
∗
VII|VI(f)], (1.27)
which is just
SjVII|VI(f) = GjVII|VI(f)SVIIVII|VI(f). (1.28)
If SVIIVII|VI(f) is invertible, we have
GjVII|VI(f) = SjVII|VI(f)S
−1
VIIVII|VI(f). (1.29)
Similarly, we have
GkVII|VI(f) = SkVII|VI(f)S
−1
VIIVII|VI(f). (1.30)
Thus
Sjk|(\jk)(f) = E
[
dZj|(\jk)(f)dZHk|(\jk)(f)
]
= E
[(
dZj|VI(f)−GjVII|VI(f)dZVII|VI(f)
) (
dZHk|VI(f)− dZHVII|VI(f)GHkVII|VI(f)
)]
= E
[
dZj|VI(f)dZ
H
k|VI(f)
]− E [dZj|VI(f)dZHVII|VI(f)]GHkVII|VI(f)
−GjVII|VI(f)E
[
dZVII|VI(f)dZ
H
k|VI(f)
]
+GjVII|VI(f)E
[
dZVII|VI(f)dZ
H
VII|VI(f)
]
GHkVII|VI(f)
= Sjk|VI(f)− SjVII|VI(f)GHkVII|VI(f)−GjVII|VI(f)SVIIk|VI(f)
+GjVII|VI(f)SVIIVII|VI(f)G
H
kVII|VI(f).
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Substituting (1.29) and (1.30), the above equation becomes
Sjk|(\jk)(f) = Sjk|VI(f)− SjVII|VI(f)S−1VIIVII|VI(f)SVIIk|VI(f)
−SjVII|VI(f)S−1VIIVII|VI(f)SVIIk|VI(f)
+SjVII|VI(f)S
−1
VIIVII|VI(f)SVIIVII|VI(f)S
−1
VIIVII|VI(f)SVIIk|VI(f)
= Sjk|VI(f)− SjVII|VI(f)S−1VIIVII|VI(f)SVIIk|VI(f).
In Theorem 1.3.1, the invertibility of SVIIVII|VI(f) is the condition for (1.19) being com-
putable. Recall that Sjk|(\jk)(f) is computable via (1.13) if the ordinary spectral matrix
S(\jk)(\jk)(f) is invertible. If a partial cross-spectrum is not computable via (1.13), can
we use Theorem 1.3.1 as a recursive relation instead? The answer is no. The following
examples discuss the cases when p = 4 and p = 5.
Example 1.3.2.
Suppose we have a 4-dimensional stationary time series {Xt}t∈Z with the spectral matrix
function S(f) for f ∈ [−fN , fN ].
The partial cross-spectral function between the component series {X3,t}t∈Z and {X4,t}t∈Z,
conditioning on the rest of the series, is
S34|(12)(f) = S34(f)− S3(12)(f)S−1(12)(12)(f)S(12)4(f) (1.31)
by (1.13).
If S(12)(12)(f) is invertible, then (1.31) is computable.
By Theorem 1.3.1, we can write
S34|(12)(f) = S34|1(f)− S32|1(f)S−122|1(f)S24|1(f). (1.32)
or
S34|(12)(f) = S34|2(f)− S31|2(f)S−111|2(f)S14|2(f). (1.33)
Let us firstly look at (1.32). The condition of the existence of (1.32) is the existence of
Sab|1(f) for integers a, b 6= 1 and S22|1(f) 6= 0.
1.3 Partial Coherence 28
By (1.13), for any positive integers a, b and c such that a, b 6= c,
Sab|c(f) = Sab(f)− Sac(f)S−1cc (f)Scb(f). (1.34)
Corresponding to (1.32), c = 1. We need S11(f) 6= 0 and S22|1(f) 6= 0, the latter one
implies
S22|1(f) = S22(f)− S21(f)S−111 (f)S12(f) 6= 0. (1.35)
If S11(f) 6= 0, (1.35) is equivalent with S11(f)S22(f)−S12(f)S21(f) 6= 0 or detS(12)(12)(f) 6=
0.
So the conditions of the existence of (1.32) using the partial cross-spectrum conditioning
on {X1,t}t∈Z are S11(f) 6= 0 and S(12)(12)(f) is invertible.
Similarly the conditions of the existence of (1.33) using the partial cross-spectrum condi-
tioning on {X2,t} are S22(f) 6= 0 and S(12)(12)(f) is invertible.
Therefore if S(12)(12)(f) is not invertible, we are neither able to compute S34|(12)(f) via
(1.13) nor the recursive relation. When computing S34|(12)(f) via (1.13), we only need to
meet the minimum requirement that is the invertibility of S(12)(12)(f); however we also
need some other conditions when using the recursive relation in Theorem 1.3.1.
Example 1.3.3.
Now we increase the dimension of the MTS to 5. Suppose {Xt}t∈Z is a 5-dimensional
stationary MTS. We can write
S45|(123)(f) = S45(f)− S4(123)(f)S−1(123)(123)(f)S(123)5(f). (1.36)
To compute (1.36), the condition is the invertibility of S(123)(123)(f).
By the recursive relationships between partial cross-spectra, we can use one of the follow-
ing equations to compute S45|(123)(f):

S45|(123)(f) = S45|(12)(f)− S43|(12)(f)S−133|(12)(f)S35|(12)(f),
S45|(123)(f) = S45|(13)(f)− S42|(13)(f)S−122|(13)(f)S25|(13)(f),
S45|(123)(f) = S45|(23)(f)− S41|(23)(f)S−111|(23)(f)S15|(23)(f).
(1.37)
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In (1.37), the partial cross-spectrum conditioning on a set of 3 component series can be
expressed in terms of the partial cross-spectra conditioning on any 2 component series by
excluding any one component series from the previous conditioning set.
Without loss of generality let us look at the case that writing S45|(123)(f) in terms of the
partial cross-spectra conditioning on {X1,t}t∈Z and {X2,t}t∈Z, that is the first equation in
(1.37):
S45|(123)(f) = S45|(12)(f)− S43|(12)(f)S−133|(12)(f)S35|(12)(f). (1.38)
To compute (1.38), we need to compute the partial cross-spectra conditioning on {X1,t}t∈Z
and {X2,t}t∈Z, i.e. S45|(12)(f), S43|(12)(f), S33|(12)(f) and S35|(12)(f), and also the inverse
of S33|(12)(f).
For any positive integer a, b = 3, 4, 5, we can write the partial cross-spectrum between
{Xa,t}t∈Z and {Xb,t}t∈Z in the same way as (1.31):
Sab|(12)(f) = Sab(f)− Sa(12)(f)S−1(12)(12)(f)S(12)b(f). (1.39)
The condition to compute above equation is the invertibility of S(12)(12)(f).
By the recursive relation, we can express the partial cross-spectra conditioning on {X1,t}t∈Z
and {X2,t}t∈Z in terms of the partial cross-spectra conditioning on either {X1,t}t∈Z or
{X2,t}t∈Z.
For instance,
S45|(12)(f) = S45|1(f)− S42|1(f)S−122|1(f)S25|1(f), (1.40)
and
S43|(12)(f) = S43|2(f)− S41|2(f)S−111|2(f)S13|2(f). (1.41)
We now need the following substitution:
For any positive integers a and b,
Sab|1(f) = Sab(f)− Sa1(f)S−111 (f)S1b(f). (1.42)
For the existence of (1.37), we need S11(f), S22|1(f) and S33|(12)(f) are all non-zero. It is
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equivalent with
S11(f) 6= 0, (1.43)
S22(f) 6= 0, (1.44)
S22|1(f) = S22(f)− S21(f)S−111 (f)S12(f) 6= 0, (1.45)
S11|2(f) = S11(f)− S12(f)S−122 (f)S21(f) 6= 0, (1.46)
and
S33|(12)(f) = S33|1(f)− S32|1(f)S−122|1(f)S23|1(f)
= S33(f)− S31(f)S−111 (f)S13(f)
−
[
S32(f)− S31(f)S−111 (f)S12(f)
] [
S23(f)− S21(f)S−111 (f)S13(f)
][
S22(f)− S21(f)S−111 (f)S12(f)
]
= S33(f)− S31(f)S−111 (f)S13(f)
− [S32(f)S11(f)− S31(f)S12(f)] [S23(f)S11(f)− S21(f)(f)S13(f)]
S11(f) [S22(f)S11(f)− S21(f)S12(f)]
6= 0 (1.47)
If (1.43) and (1.44) hold, (1.45) or (1.46) implies S22(f)S11(f)− S21(f)S12(f) 6= 0,
i.e. detS(12)(12) 6= 0.
If (1.45) or (1.46) holds, we can multiply (1.47) by S11(f) [S22(f)S11(f)− S21(f)S12(f)],
which gives
[S33(f)S11(f)− S31(f)S13(f)] [S22(f)S11(f)− S21(f)S12(f)]
− [S32(f)S11(f)− S31(f)S12(f)] [S23(f)S11(f)− S21(f)(f)S13(f)] 6= 0.
We can expand the brackets and get:
S11(f)
2S22(f)S33(f)− S11(f)S13(f)S22(f)S31(f)− S11(f)S12(f)S21(f)S33(f)
+S12(f)S13(f)S21(f)S31(f)− S11(f)2S23(f)S32(f) + S11(f)S12(f)S23(f)S31(f)
+S11(f)S13(f)S21(f)S32(f)− S12(f)S13(f)S21(f)S31(f) 6= 0.
Two of the terms are cancelled out and we have
S11(f)
2S22(f)S33(f)− S11(f)S13(f)S22(f)S31(f)− S11(f)S12(f)S21(f)S33(f)
−S11(f)2S23(f)S32(f) + S11(f)S12(f)S23(f)S31(f) + S11(f)S13(f)S21(f)S32(f) 6= 0,
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which is equivalent with
detS(123)(123)(f) 6= 0. (1.48)
To sum up, when we use the recursive relation to express S45|(123)(f) via S45|(12)(f), we
need the following conditions:
S11(f) 6= 0, (1.49)
S22(f) 6= 0, (1.50)
detS(12)(12)(f) 6= 0, (1.51)
detS(123)(123)(f) 6= 0. (1.52)
Similarly, if we use the recursive relation to express S45|(123)(f) via S45|(13)(f), we need
the following conditions:
S11(f) 6= 0, (1.53)
S33(f) 6= 0, (1.54)
detS(13)(13)(f) 6= 0, (1.55)
detS(123)(123)(f) 6= 0. (1.56)
Therefore, detS(123)(123)(f) 6= 0 is a necessary condition for both methods.
In Example 1.3.2 and 1.3.3, the partial cross-spectrum Sjk|(\jk)(f) is not computable via
the ordinary spectral matrices since S(\jk)(\jk)(f) is not invertible. Using the recursive
relation in Theorem 1.3.1 requires not only the invertibility of S(\jk)(\jk)(f) but also the
invertibility of some sub-matrices of S(\jk)(\jk)(f). The next theorem shows in general
cases that Theorem 1.3.1 is not applicable to compute the partial cross-spectrum Sjk|(\jk)(f)
if it cannot be computed via the ordinary spectral matrices in (1.13).
Theorem 1.3.4. Suppose we have a p-dimensional MTS {Xt}t∈Z. For integer j, k ∈ V ,
when computing a partial cross-spectral function Sjk|(\jk)(f) via its ordinary spectra
and lower order partial spectra, regardless of the order of the partial spectra in the
recursive relation, the necessary condition is that S(\jk)(\jk)(f) is invertible.
Proof. Suppose we have a p-dimensional MTS {Xt}t∈Z. For any two integer j, k ∈ V , we
partition the MTS {Xt}t∈Z into four component series: {Xj,t}t∈Z, {Xk,t}t∈Z, {XVI,t}t∈Z
and {XVII,t}t∈Z, where VI ∪ VII = V \ (jk).
1.3 Partial Coherence 32
We claim that if S(\jk)(\jk)(f) is not invertible, Sjk|(\jk)(f) can neither be computed via the
ordinary spectra in (1.13) nor the recursive relation with lower order partial spectra. This
can be proved by mathematical induction.
When p = 4, the claim is true. See Example 1.3.2.
Suppose the claim is true for p ≤ n, where k is a positive integer larger than or equal to 4.
(*)
Now we look at the case when p = n+ 1.
By Theorem 1.3.1,
Sjk|(\jk)(f) = Sjk|VI(f)− SjVII|VI(f)S−1VIIVII|VI(f)SVIIk|VI(f). (1.57)
When VI = ∅, it is the case using ordinary spectra where SVIIVII|VI(f) = S(\jk)(\jk)(f). It
is obvious that Sjk|(\jk)(f) cannot be computed if S(\jk)(\jk)(f) is not invertible.
Here the dimension of VI is less than or equal to n− 2, since VII is a non-empty set.
By (*), Sjk|VI(f),SjVII|VI(f) and SVIIk|VI(f) are not computable via the recursive relation
if SVIVI(f) is not invertible.
If SVIVI(f) is invertible, by (1.17) we have
SVIIVII|VI(f) = SVIIVII(f)− SVIIVI(f)S−1VIVI(f)SVIVII(f). (1.58)
SVIIVII(f)− SVIIVI(f)S−1VIVI(f)SVIVII(f)
is just the Schur complement of SVIVI(f) in S(\jk)(\jk)(f), i.e.S(VIIVI)(VIIVI)(f).
There is a useful relation between S(VIIVI)(VIIVI)(f) and the Schur complement of SVIVI(f)
[60]:
detS(VIIVI)(VIIVI)(f) = det
[
SVIIVII(f)− SVIIVI(f)S−1VIVI(f)SVIVII(f)
]
det [SVIVI(f)] .
(1.59)
This can be written as
detS(\jk)(\jk)(f) = det
[
SVIIVII|VI(f)
]
det [SVIVI(f)] . (1.60)
If SVIIVII|VI(f) is not invertible, then S(\jk)(\jk)(f) is not invertible.
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Hence it is a necessary condition that S(\jk)(\jk)(f) is invertible when computing Sjk|(\jk)(f)
via recursive relation for p = n+ 1.
Since both the basis and the inductive step have been proved, it has now been proved
by mathematical induction that if S(\jk)(\jk)(f) is not invertible, Sjk|(\jk)(f) can neither
be computed via the ordinary spectra nor the recursive relation with lower order partial
spectra.
Theorem 1.3.4 is important when estimating graphical models in Chapter 4. This is because
the estimation algorithm involves computing the estimated partial spectra via (1.13).
1.4 Inverse Autocovariance Matrix
For a univariate process the role of the inverse correlation function for time series model
identification is discussed in [17] [20] [13]. Cleveland firstly introduced the concept of the
inverse correlation function via spectral functions and also the estimation of this function
using the autoregressive and the window methods [20]. Chatfield provided the equivalent
definition in time domain and demonstrated the duality between autocovariance functions
and inverse autocovariance functions in autoregressive models and moving average mod-
els [17]. He also suggested that the use of inverse autocorrelation as a superior tool when
identifying partial autocorrelation function in ARMA models with examples. Following
Cleveland’s work, Bhansali derived the asymptotic distribution of the estimates of inverse
correlation function and showed that these estimation procedures were asymptotically ef-
ficient in moving average model, relative to maximum likelihood estimation [13]. In this
section, we look at the inverse autocovariance matrix in MTS since it is useful when build-
ing the graphical models for MTS in the next few chapters.
The inverse autocovariance and correlation terms for univariate time series were well-
defined with certain conditions on the spectral functions in Cleveland’s original work [20].
Bhansali also explained these conditions in some details, requiring the existence of the
Fourier expansion of the inverse of the spectral function [13]. The earliest work of inverse
autocovariance matrix for MTS, that we found, was from Battaglia [6], where the term
was well-defined in multivariate case without any proof on the existence. Dahlhaus [23]
and Eichler [31] used the inverse autocovariance matrix in graphical models for MTS, but
again no detail on the existence of the inverse autocovariance was taken into account. Cur-
rently the existence condition of inverse covariance has been justified only in the univariate
case. Here we provide a clear definition of the inverse autocovariance matrix with our own
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proof on its existence condition for MTS.
We describe the univariate results by fixing any integers j and k such that 1 ≤ j ≤ k ≤ p.
It is well-known that the spectral density function of series {Xj,t}t∈Z and {Xk,t}t∈Z has
a convergent Fourier expression if its corresponding cross-covariance sequence {sjk,τ}τ∈Z
belongs to L1 or L2.
i.e. The sequence {sjk,τ}τ∈Z satisfies either the condition
∞∑
τ=−∞
| sjk,τ |<∞, (1.61)
or the weaker condition ∞∑
τ=−∞
| sjk,τ |2<∞. (1.62)
Following Bhansali’s work on the inverse of the spectral matrix in univariate case [13], by
lemma 616 from Wiener [62, p.91], if condition (1.61) holds and Sjk(f) is non-zero for all
f ∈ [−1/2, 1/2], then Sjk(f)−1 exists and has an absolutely convergent Fourier expression:
Sjk(f)
−1 =
∞∑
τ=−∞
cjk,τe
−i2πfτΔt ,
where the sequence {cjk,τ} belongs to L1.
Instead of Sjk(f) being non-zero in univariate time series, when considering the inverse
of the spectral matrix in MTS, the condition of non-singularity must hold for the spectral
matrix, i.e.
detS(f) 6= 0 for all f ∈ [−fN , fN ]. (1.63)
To extend the definition of inverse autocovariance matrix from univariate time series to
MTS, are the conditions (1.61) and (1.63) sufficient for the inverse of spectral matrix to
have an absolutely convergent Fourier expansion? Before proving it, we firstly look at the
following lemmas and proposition.
Let C be the set of all functions such that every function in C has an absolutely convergent
Fourier expansion.
Suppose α(f) and β(f) are two functions which both belong to C.
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Let F−1 denote the operation of inverse Fourier Transform such that,
F−1(α(f)) = {ατ}
and
F−1(β(f)) = {βτ},
where {ατ} and {βτ} are the inverse Fourier transform sequences of α(f) and β(f) re-
spectively.
• Lemma 610 from Wiener [62, p.86] showed that if {ατ} and {βτ} both belong to L1,
F−1(α(f) + β(f)) and F−1(α(f)β(f)) also belong to L1. Thus α(f) + β(f) and
α(f)β(f) both belong to C.
• Lemma 616 fromWiener [62, p.91] proved that if {ατ} belongs to L1, thenF−1( 1α(f))
also belongs to L1. Thus 1
α(f)
belongs to C.
Proposition 1.4.1. For any p × p matrix Q(f), if F−1(Qjk(f)) belongs to L1 for all
integers j, k ∈ [1, p] and Q−1(f) exists, then both F−1(detQ(f)) and F−1(Q−1(f))
belong to L1. Furthermore, both detQ(f) andQ−1(f) belongs to C.
Proof. This can be proved by induction.
When p = 2,Q(f) is a 2× 2 matrix, sayQ(f) =
(
Q11(f) Q12(f)
Q21(f) Q22(f)
)
.
We have detQ(f) = Q11(f)Q22(f)−Q12(f)Q21(f).
By the above lemma 610, if F−1(Qjk(f)) belongs to L1 for all integers j, k ∈ [1, p]
holds, then F−1(Q11(f)Q22(f)) and F−1(Q12(f)Q21(f)) belong to L1, which implies that
F−1(detQ(f)) also belongs to L1. Thus detQ(f) belongs to C.
IfQ−1(f) exits, thenQ−1(f) = 1
detQ(f)
(
Q22(f) −Q12(f)
−Q21(f) Q11(f)
)
.
Then by lemma 616, F−1( 1detQ(f)) belongs to L1 and 1detQ(f) belongs to C. By lemma
610 again, F−1( 1detQ(f)Q11(f)), F−1( 1detQ(f) ∙ [−Q12(f)]), F−1( 1detQ(f) ∙ [−Q21(f)]) and
F−1( 1
detQ(f)
Q22(f)) all belong to L1, which means that every entry of Q−1(f) belongs to
C.
Thus Proposition 1.4.1 is true when p = 2.
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Assume that for any n ≥ 2, n ∈ N, Proposition 1.4.1 is true when p = n. i.e. For any
n × n matrix Q(f), both of F−1(detQ(f)) and F−1(Q−1(f)) belong to L1 if F−1(Qjk)
belongs to L1 for all integers j, k ∈ [1, p]. Thus both of detQ(f) andQ−1(f) belong to C.
Consider p = n+ 1.
For any integers j, k ∈ [1, n + 1], let Q(\jk)(f) denote the sub-matrix of Q(f) by deleting
the jth row and the kth column ofQ(f).
For example,
Q(\12)(f) =

Q21(f) Q23(f) ∙ ∙ ∙ Q2(n+1)(f)
.
.
.
.
.
.
.
.
.
.
.
.
Q(n+1)1(f) Q(n+1)3(f) ∙ ∙ ∙ Q(n+1)(n+1)(f)
 .
It is clear thatQ(\jk)(f) is a n×nmatrix and F−1(Q(\jk)(f)) belongs to L1 for all integers
j, k ∈ [1, n+1]. Hence F−1(detQ(\jk)(f)) belongs to L1 and detQ(\jk)(f) belongs to C.
Fix any integer k such that 1 ≤ k ≤ n+ 1,
detQ(f) =
n+1∑
j=1
(−1)(j+k)Qjk(f) detQ(\jk)(f). (1.64)
In equation (1.64), for each integer j ∈ [1, n + 1], F−1(Qjk)(f) and F−1(detQ(\jk))(f)
belong to L1, soF−1(Qjk detQ(\jk)(f)) belongs to L1. Since the inverse Fourier transform
sequences of each term in the sum belongs to L1, F−1(detQ(f)) belongs to L1. Thus
detQ(f) belongs to C.
Moreover, denote the (j, k)th entry ofQ−1(f) by Qjk(f). We know that
Qjk(f) =
(−1)(j+k) det(Q(\jk)(f))
det(Q(f))
.
By lemma610, it is clear that F−1(Qjk(f)) belongs to L1 since F−1(detQ(\jk)(f)) and
F−1( 1
detQ(f)
) both belong to L1. Thus Qjk(f) belongs to C.
Hence if Proposition 1.4.1 is true for integer n, then Proposition 1.4.1 is also true for n+1.
Since Proposition 1.4.1 is true when p = 2, Proposition 1.4.1 is true for all integer p ≥ 2.
This complete the proof of Proposition 1.4.1.
Theorem 1.4.2. For a p-dimensional MTS {Xt}t∈Z, if condition (1.61) holds for all
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integers j, k ∈ V and condition(1.63) holds, then the inverse of the spectral matrix,
S−1(f), exists and has an absolutely convergent Fourier expansion
S−1(f) = Δt
∞∑
τ=−∞
s(i)τ e
−i2πfτΔt for all f ∈ [−fN , fN ], (1.65)
where s(i)τ is called the inverse autocovariance matrix of {Xt}.
Proof. Now let Q(f) = S(f) in Proposition 1.4.1, condition (1.61) is equivalent to the
condition in the Proposition, i.e. F−1(Sjk(f)) = {sjk,τ} belongs to L1 for all integers
j, k ∈ [1, p]. Condition (1.63) ensures the existence of {S−1(f)}. Therefore, if both condi-
tions (1.61) and (1.63) hold, then both F−1(detS(f)) and F−1(S−1(f)) belong to L1.
Here F−1(S−1(f)) = {s(i)τ }. Thus {s(i)τ } belongs to L1 and {S−1(f)} belongs to C by
Proposition 1.4.1, which completes the proof of Theorem 1.4.2.
Hence if conditions (1.61) and (1.63) hold, S−1(∙) and {s(i)τ } are Fourier Transform pairs:
s(i)τ =
∫ fN
−fN
S−1(f)ei2πfτΔtdf. (1.66)
Furthermore, the summability and multiplicability of Fourier expressions are also valid in
L2. See Appendix B for the proof in detail. It is not clear whether condition (1.62) supports
the convergent Fourier expansion of S−1(f). Thus condition (1.61) cannot be replaced by
(1.62) in Theorem 1.4.2.
Notes:
1. Eichler described the inverse of the spectral matrix S−1(f) for MTS, where he as-
sumed the eigenvalues of S(f) are bounded and bounded away from zero uniformly
for all f ∈ [−1/2, 1/2] [31, Assumption 2.1]. But he did not provide a proof for the
existence of its absolutely convergent Fourier expansion from his assumptions.
2. Battaglia [6] assumed that S−1(f) exists and is integrable, so the inverse covariance
s
(i)
τ is well-defined. But it is not clear that S−1(f) can be written as the convergent
Fourier expansion with {s(i)τ }.
Chatfield avoided the frequency domain and defined the inverse autocovariance functions
via its relation with autocovariance functions [17]. Shaman proposed to use inverse au-
tocovariance for an approximation of the inverse of the autocovariance in univariate time
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series [51]. Battaglia also discussed the use of the orthogonality property of the inverse
autocovariance in univariate time series [5]. Its extension to multivariate time series has
been stated by Battaglia [6] and Eichler [31] without any proof. Now a detailed proof is
derived as follow:
Theorem 1.4.3.
Δ2t
∑
u∈Z
sτ−us(i)u = δ0τIp for all τ ∈ Z.
where δ0τ denotes the Kronecker delta.
Proof. It is clear that∑∞u=−∞ sτ−us(i)u is a function in terms of τ only, say Gτ . Let Gjk,τ
denote the (j, k)th entry ofGτ .
Let s(i)jk,τ denote the (j, k)th entry of the inverse autocovariance matrix s
(i)
τ .
Let F denote the operation of Fourier Transform such that, for integers j, k ∈ V and
f ∈ [−fN , fN ], we have
F(sjk,τ ) = Sjk(f),
F(s(i)jk,τ ) = Sjk(f).
Here F(sτ ) = Δt
∑∞
τ=−∞ sτe
−i2πfτΔt
.
Denote the convolution of sjm,τ and s(i)mk,τ by sjm ∗ s(i)mk, i.e.
sjm ∗ s(i)mk = Δt
∞∑
u=−∞
sjm,τ−us
(i)
mk,u.
By the convolution theorem [3, §15.10],
F(sjm ∗ s(i)mk) = Sjm(f)Smk(f).
But S(f)S−1(f) ≡ Ip gives
p∑
m=1
Sjm(f)S
mj(f) ≡ 1,
and
p∑
m=1
Sjm(f)S
mk(f) ≡ 0 if j 6= k.
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Thus
p∑
m=1
Sjm(f)S
mj(f) =
p∑
m=1
F(sjm ∗ s(i)mj)
= F(
p∑
m=1
sjm ∗ s(i)mj)
= ΔtF(
∞∑
u=−∞
p∑
m=1
sjm,τ−us
(i)
mj,u)
= ΔtF(
∞∑
u=−∞
(sτ−us(i)u )jj)
= ΔtF(Gjj,τ )
≡ 1.
Since ΔtF(Gjj,τ ) = Δ2t
∑∞
τ=−∞Gjj,τe
−i2πfτΔt ≡ 1, we have
Gjj,τ =
Δ−2t if τ = 0;0 otherwise.
Similarly we get
p∑
m=1
Sjm(f)S
mk(f) = F(Gjk,τ ) ≡ 0 for all j 6= k.
This implies Gjk,τ = 0 for all j 6= k and τ ∈ Z.
Therefore
Δ2t
∞∑
u=−∞
sτ−us(i)u = δ0τIp for all τ ∈ Z.
where δ0τ denotes the Kronecker delta.
Consider another way to prove the above property using convolution theorem. If the con-
volution theorem holds for matrices, i.e. F(s ∗ s(i)) = F(sτ )F(s(i)τ ), then F(s ∗ s(i)) =
S(f)S−1(f) = Ip. If the convolution of two positive definite matrices is still positive
definite, then F(s ∗ s(i)) is a spectral matrix of some MTS, which has the corresponding
covariance matrix δoτIp. This would extend the orthogonal property from the univariate
approach to the multivariate case. But we have not found any convolution theorem for
matrices that is required for this approach.
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The inverse autocovariance matrix gives us another important proposition in graphical in-
teraction models, which will be analyzed in the next chapter. This has been derived with
the justification of univariate time series in Eichler’s work [31], where the following propo-
sition is useful.
Proposition 1.4.4.
ωjk|(\jk)(f) = 0 ⇐⇒ Sjk(f) = 0 for all f ∈ [−fN , fN ], (1.67)
⇐⇒ s(i)jk,τ = 0 for all τ ∈ Z. (1.68)
Proof.
By equation(1.16), if the partial coherence of two component series {Xj,t}t∈Z and {Xk,t}t∈Z
is zero, then the (j, k)th entry of the inverse of spectral matrix is zero. Thus its correspond-
ing Fourier Transform, the (j, k)th entry of the inverse autocovariance matrix, is also zero
by Theorem 1.4.2.
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Chapter 2
Graphical Models
In order to have a good understanding on the graphical models for MTS, we review some
general terms and properties of graphs in the first section of chapter 2. In our study, we
only consider the graphs where all the edges are without directions, such graphs are called
undirected graphs. A MTS and an undirected graph are associated with each other if there
is a one-to-one mapping from the index of the component series of the MTS to the set
of vertices in the graph. The main idea of graphical models in MTS is that, each edge
in the graph represents the existence of the partial/conditional coherence between a pair
of the component series in the associated MTS. The conditional correlation has different
meanings for random variables and MTS. Additionally the three Markov properties are
studied for undirected graphs. Since the partial coherence between the component series
of the MTS can be represented by the inverse covariance matrices, graphical interaction
models are defined by requiring some entries on the inverse covariance matrices to be zero,
a property of vector autoregressive (VAR) processes [31]. There is thus a natural reason to
fit a parametric graphical model via VAR processes.
2.1 Graphs
In this section we review some definitions of graphical theory which will be involved in the
graphical models. The material in this section can be found with further study in [60].
A graphG = (V,E) contains a set of vertices V and a set of edges E where E ⊂ {(j, k) ∈
V × V : j 6= k}.
A graph is simple if there are no loops from a vertex to itself or any multiple edges between
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two vertices.
An edge (j, k) is undirected if (j, k) is equivalent to (k, j), denoted by j ∼ k. A graph is
called an undirected graph if all the edges are undirected.
If there exists an edge between j, k ∈ V , then we say that j and k are adjacent or neigh-
bours.
LetVI be a subset of V .
The boundary of VI is the set of vertices in V \ VI that are adjacent to vertices in VI,
denoted by bd(VI).
The closure of VI is cl(VI) = VI ∪ bd(VI).
For distinct j, k ∈ V , a path of length n from j to k is a sequence α0 = j, . . . , αn = k of
distinct vertices such that (αi, αi+1) ∈ E for all i = 1, . . . , n− 1.
A subset C ⊆ V is said to be an (j, k)-separator if all paths from j to k intersect C.
For subsets A,B ⊆ V , a subset C ⊆ V is said to separate A from B if C is an (j, k)-
separator for every j ∈ A and k ∈ B.
2.2 Conditional uncorrelatedness
In graphical models for MTS, the absence of an edge is equivalent to the conditional un-
correlatedness between two component series. Here we discuss the conditional uncorrelat-
edness of MTS.
Consider a p-dimensional stationary MTS {Xt}t∈Z with mean zero.
Let {Xj,t}t∈Z and {Xk,t}t∈Z be two distinct component series in {Xt}t∈Z.
We say that {Xj,t}t∈Z and {Xk,t}t∈Z are partially uncorrelated given the other (p − 2)
component processes if and only if the partial cross-covariance are zero everywhere be-
tween {Xj,t}t∈Z and {Xk,t}t∈Z. For simplicity, we denote this by {Xj,t}t∈Z ⊥ {Xk,t}t∈Z |
{X(\jk),t}t∈Z.
Notice that the symbol ⊥ has a different meaning for random variables and MTS.
Recall the definition of the partial cross-covariance in (1.6):
sνjνk,τ = cov[νj,t+τ , νk,t] = cov[Xj|(\jk),t+τ , Xk|(\jk),t], τ ∈ Z.
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It is remarkable that the following statements are equivalent:
{ Xj,t}t∈Z ⊥ {Xk,t}t∈Z | {X(\jk),t}t∈Z ⇐⇒ sνjνk,τ = 0 for all τ ∈ Z; (2.1)
⇐⇒ Sjk|(\jk)(∙) = 0; (2.2)
⇐⇒ ωjk|(\jk)(∙) = 0. (2.3)
The above equivalent relations can be easily shown by the material in §1.3.
Note that if the MTS is stationary Gaussian, then the residual processes {νj,t}t∈Z and
{νk,t}t∈Z are also Gaussian [23]. In this case, {Xj,t}t∈Z and {Xk,t}t∈Z are conditionally
independent given {X(\jk),t}t∈Z since the marginal and conditional distribution of Gaus-
sian distributions are also Gaussian.
Moreover, since any partial coherence can be expressed in terms of the elements of the
inverse of a spectral matrix, by Proposition 1.4.4 we have the following two equivalent
statements:
{ Xj,t}t∈Z ⊥ {Xk,t}t∈Z | {X(\jk),t}t∈Z ⇐⇒ Sjk(∙) = 0; (2.4)
⇐⇒ s(i)jk,τ = 0 for all τ ∈ Z. (2.5)
Assuming the stability of the inversion for the spectral matrices, the above two statements
hold for any stationary MTS without claiming Gaussianity.
2.3 Partial correlation graphs
Consider a p-dimensional MTS {Xt}t∈Z and an undirected graph G = (V,E), where we
use the vertices in V to represent the component processes in {Xt}t∈Z. So we have V =
1, . . . , p and j ∈ V represents the jth component process {Xj,t}t∈Z. Thus we now have a
one-to-one mapping between the index of {Xt}t∈Z and the vertex set ofG. We say that the
MTS {Xt}t∈Z and the undirected graph G are associated with each other.
To construct a partial correlation graph, the main idea is that an edge (j, k) is missing if
{Xj,t}t∈Z and {Xk,t}t∈Z are uncorrelated having conditioned on the other (p−2) component
processes. The edges reflect the conditional correlation structure between the component
series.
An undirected graph G = (V,E) associated with a stationary MTS {Xt}t∈Z, which is
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defined above, is called a partial correlation graph if
j ∼ k /∈ E ⇐⇒ {Xj,t}t∈Z ⊥ {Xk,t}t∈Z | {X(\jk),t}t∈Z. (2.6)
So the partial correlation graph is an undirected graph with some particular condition. The
set of partial correlation graphs with vertices set V is a subset of the set of all the undirected
graphs with vertices set V .
If {Xt}t∈Z is stationary Gaussian, then the above graph defined by condition (2.6) is also a
conditional independence graph.
By the equivalent statements in §2.2, condition (2.6) is equivalent to
j ∼ k /∈ E ⇐⇒ Sjk(f) = 0 for all f ∈ [−fN , fN ]; (2.7)
⇐⇒ s(i)jk,τ = 0 for all τ ∈ Z. (2.8)
Assuming the stability of the inversion of the spectral matrices, any missing edges in the
partial correlation graph can be identified from (i) the zeros on the inverse of the spectral
matrices according to (2.7); (ii) the zeros on the inverse autocovariance matrices according
to (2.8). These two results are very important in the graphical models for MTS which we
see later in §2.5.
2.4 Markov property on undirected graphs
In this section, we discuss the graphical properties when a graph is associated with a MTS.
Suppose we have a MTS {Xt}t∈Z with an associated undirected graph G = (V,E). There
are three different Markov properties relative to G as follows:
• The pairwise Markov property
For any pair j ∼ k of non-adjacent vertices, j, k ∈ V ,
{Xj,t}t∈Z ⊥ {Xk,t}t∈Z | {X(\jk),t}t∈Z. (2.9)
Equivalently, for any j, k ∈ V such that j ∼ k, {Xj,t}t∈Z ⊥ {Xk,t}t∈Z | {X(\jk),t}t∈Z.
• The local Markov property
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For any vertex j ∈ V ,
{Xj,t}t∈Z ⊥ {X(\cl(j)),t}t∈Z | {Xbd(j)}t∈Z. (2.10)
• The global Markov property
For any disjoint subset A,B,C ⊂ V such that C separate A and B,
{XA,t}t∈Z ⊥ {XB,t}t∈Z | {XC,t}t∈Z. (2.11)
Proposition 2.4.1 (Lauritzen [41]).
For any undirected graph G associated with the MTS {Xt}t∈Z, it holds that
Global Markov property⇒ local Markov property⇒ Pairwise Markov property (2.12)
The proof of this proposition can be found in [41, p.33]. Thus Global Markov property is
the strongest among the three Markov properties.
Dahlhaus stated the Separation Theorem, which implies the global Markov property in par-
tial correlation graphs [23]. But no relationship has been clarified between the Markov
properties and the partial correlation graphs. Eichler linked the undirected graph with
Markov property to the graphical interaction models [31]. However, it is not clear which
one among the three Markov properties Eichler indicated. Thus the next theorem is impor-
tant in the graphical interaction models which will be introduced later, since the graphical
interaction model is equivalent with a parametric model under a certain Markov property.
Here we also provide our own proof for the next theorem.
Theorem 2.4.2. Suppose {Xt}t∈Z is a MTS with non-singular spectral matrix at every
frequency f ∈ [−fN , fN ], which has an associated undirected graph G = (V,E). G
is the partial correlation graph for {Xt}t∈Z if and only if at least one of the Markov
property holds for {Xt}t∈Z relative to G.
Proof.
(i) Partial correlation graph =⇒ All three Markov properties hold =⇒ at least one Markov
property holds.
Let G be the partial correlation graph for {Xt}t∈Z, which has non-singular spectral matrix
at every frequency f ∈ [−fN , fN ].
2.5 Graphical Interaction Model 46
For any four distinct component processes in {Xt}t∈Z, say {Xa,t}t∈Z, {Xb,t}t∈Z, {Xc,t}t∈Z,
{Xd,t}t∈Z, the following statement holds [23]:
{Xa,t}t∈Z ⊥ {Xb,t,Xc,t}t∈Z | {Xd,t}t∈Z ⇐⇒
{Xa,t}t∈Z ⊥ {Xb,t}t∈Z | {Xc,t,Xd,t}t∈Z and {Xa,t}t∈Z ⊥ {Xc,t}t∈Z | {Xb,t,Xd,t}t∈Z.
(2.13)
Furthermore, if the above statement (2.4) holds, then the three Markov properties are all
equivalent [41].
By definition, the pairwise Markov property always holds in the partial correlation graph.
Since G is the partial correlation graph for {Xt}t∈Z, then all of the global, local and pair-
wise Markov properties hold for {Xt}t∈Z relative to G.
(ii) At least one Markov property =⇒ Partial correlation graph.
Let G be an undirected graph associated with {Xt}t∈Z.
By Proposition 2.4.1, under the graph G, global Markov property =⇒ local Markov prop-
erty =⇒ pairwise Markov property. If at least one Markov property holds for {Xt}t∈Z,
then pairwise Markov property holds. But pairwise Markov property implies that G is a
partial correlation graph by its definition.
Hence if at least one Markov property holds for {Xt}t∈Z, then G is a partial correlation
graph.
2.5 Graphical Interaction Model
In §2.3, we associated the MTS with a partial correlation graph by the partial coherency of
that MTS. Let us call this the general graphical model for MTS.
Recall result (2.7). Dahlhaus used nonparametric estimation to identify the zeros on the
inverse of the spectral matrices [23]. His approach can be applied to any stationary MTS
with non-singular spectral matrices at every frequency f ∈ [−fN , fN ]. He seeks a thresh-
old for the maximum of partial coherence over all frequencies, but he only defined the
approximate maximum of partial coherence at some frequencies where the spectral esti-
mates do not overlap. He says it is very difficult to get the exact thresholds when testing for
a connection in the partial correlation graph. Due to the approximation involved, his non-
parametric estimation method is quite unsatisfactory when identifying the graph structure
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via asymptotic distribution of the maximum partial coherence.
For any stationaryMTS we can draw a unique partial correlation graph; however this partial
correlation graph may represent some other MTS with different parameters. This is shown
by examples in the next chapter. To identify the parameters for a given MTS with its
corresponding partial correlation graph, we need a model with some extra criteria in the
following way:
Since S−1(f) and s(i)τ are Fourier Transform pairs, the partial coherence can be expressed
by the inverse covariance matrix. Recall the result (2.8) for the partial correlation graph.
Eichler introduced a parametric graphical model for MTS with some extra information
on the inverse autocovariance matrices [31]. Comparing to the general graphical model,
Eichler added the information on the order of the inverse autocovariance matrices to his
model. The original definition of his model assumed the Gaussianity for the MTS. But the
order of the inverse autocovariance matrices exists if the spectral matrices are non-singular
everywhere without assuming the Gaussianity. So the MTS is not necessary to be Gaussian
in his model. In our later simulation practice, we will use Gaussian MTS for computational
convenience.
The model is proceeded as follows: Let {Xt}t∈Z be a p-dimensional stationary MTS with
zero mean such that its inverse covariance matrix exists. The MTS {Xt}t∈Z with its asso-
ciated partial correlation graph G = (V,E), is a graphical interaction model of order l,
denoted byGI(l, G) model, if
s(i)τ = 0 for all | τ |> l (2.14)
and for all distinct j, k ∈ V ,
j ∼ k /∈ E ⇐⇒ s(i)jk,τ = s(i)kj,τ = 0 for all | τ |≤ l. (2.15)
Alternatively, we say {Xt} belongs to GI(l, G) model.
The general graphical model always satisfies the condition (2.15) but may not satisfy the
condition (2.14). The GI(l, G) model is a special case of the general graphical model for
MTS. In the other words, the set of GI(l, G) model is a subset of the set of the general
graphical model for MTS. When the order l equals to infinity, the GI(l, G) model is just a
general graphical model.
The parameter of a GI(l, G) model, say θ, contains the entries of the inverse covariance
matrices s(i)0 , . . . , s
(i)
l . In s
(i)
0 , we only consider the entries of the lower triangular and the
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diagonal because of its symmetric property. Thus the dimension of θ is 1
2
p(p+ 1) + p2l.
Using the condition (2.14) in the definition of GI(l, G) models, Eichler [31] related the
GI(l, G) model with vector autoregressive processes of order l under Markov properties,
which will be described in the next chapter. The rest of this thesis will work on the es-
timation methodologies of the graphical interaction model followed with some simulated
examples and real data practice.
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Chapter 3
Vector Autoregressive Process VARp(l)
In this chapter we look at VAR processes – the multivariate version of autoregressive pro-
cesses, since we will later fit the graphical interaction models on these processes. In a VAR
process, the value of the process at each time point can be expressed in a linear form of its
past values of the process with a noise term. This linear form consists of a set of coefficient
matrices, which together with the covariance matrix of the noise term, are the parameters
of a VAR process. We derive the spectral matrices for a stationary VAR process by its
parameters. For high dimension MTS, we develop a fast algorithm to compute the spectral
matrices. The spectral matrices can be used to interpret the influence between each pair of
the component processes.
To associate VAR processes with graphical interaction models, we work out the inverse
covariance matrices of a VAR process by introducing its inverse process, a finite vector-
valued moving average process. It is shown that the inverse covariance matrices of VAR
processes are consistent with the inverse covariance matrices of the MTS from graphical
interaction models. Thus a VAR process with its associated graph under some criteria is
identical to a graphical interaction model. In our example, with a given graphical struc-
ture we discuss all the possible cases of the coefficient matrices of a VAR process under
graphical interaction model with order 1. When the order of the VAR process is larger than
1, it is hard to transform the zero constraints from the inverse autocovariance matrices to
the VAR coefficient matrices. That’s why a new and appropriate estimation method is re-
quired, rather than some general VAR estimation methods, when estimating the graphical
interaction models and identifying the graphs.
However, it is still helpful to look at the estimation of VAR processes before fitting the
graphical interaction models. We look at a few methods to estimate the coefficient matri-
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ces of VAR processes. The advantage of multivariate least square method is that we do
not need to make any assumption on the covariance matrices of the noise terms in the VAR
processes. Additionally this least square method can be extended to estimate the coefficient
matrices of a VAR process with certain constraints. When considering Yule-Walker equa-
tions, the solutions of the Yule-Walker equations are just the estimated parameters if we
substitute the estimated autocovariance block-matrix into the equations. We also show that
the conditional maximum likelihood estimator is the same as the solution of Yule-Walker
equation with a certain form of estimated autocovariance block-matrix.
3.1 Definitions
A p-dimensional vector autoregressive process of order l, denoted by VARp(l), can be
written as
Xt =
l∑
u=1
ΦuXt−u + t, (3.1)
where the {Φu}’s are p × p coefficient matrices. Here {t}t∈Z is a p-dimensional white
noise process such that
E[t] = 0,
and
cov[t+τ , t] =
Ξ, τ = 0;0, otherwise.
In general, Ξmay not be a diagonal matrix and Ξ is non-singular. Further discussion about
distribution of multivariate white noise autocorrelations can be found in [19].
Let Φjk,u denote the (j, k)th entry of Φu.
For example, a VAR3(l) has
X1,t =
l∑
u=1
Φ11,uX1,t−u +
l∑
u=1
Φ12,uX2,t−u +
l∑
u=1
Φ13,uX3,t−u + 1,t,
X2,t =
l∑
u=1
Φ21,uX1,t−u +
l∑
u=1
Φ22,uX2,t−u +
l∑
u=1
Φ23,uX3,t−u + 2,t,
X3,t =
l∑
u=1
Φ31,uX1,t−u +
l∑
u=1
Φ32,uX2,t−u +
l∑
u=1
Φ33,uX3,t−u + 3,t.
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Let Ip be the p× p identity matrix and B be the backward-shift operation such that
BnXt = Xt−n. (3.2)
Putting all the terms of {Xt}t∈Z on the same side of the equation, we can rewrite VARp(l)
as
Φ(B)Xt = t, (3.3)
where Φ(z) = Ip −
∑l
u=1Φuz
u = −∑lu=0Φuzu with Φ0 = −Ip.
Φ(z) is often called the characteristic equation of the process.
Let Φjk(z) denote the (j, k)th entry of Φ(z). Then we have
Φjj(z) = 1−
l∑
u=1
Φjj,uz
u for j ∈ V ; (3.4)
Φjk(z) = −
l∑
u=1
Φjk,uz
u for j, k ∈ V and j 6= k. (3.5)
Equation (3.4) shows that for j ∈ V ,
Φjj(∙) = 1 ⇐⇒ Φjj,u = 0 for all u = 1, 2, . . . , l,
which means that the past history of the jth series does not influence its present value.
Equation (3.5) shows that when j 6= k and j, k ∈ V ,
Φjk(∙) = 0 ⇐⇒ Φjk,u = 0 for all u = 1, 2, . . . , l,
which means that the kth series does not influence the jth series.
It is clear to see that for any integers j 6= k, the kth series does not influence the jth series
if and only if Φjk,u = 0 for all u = 1, 2, . . . , l.
3.2 Spectral matrix of VARp(l) 52
3.2 Spectral matrix of VARp(l)
If detΦ(z) 6= 0 for all |z| ≤ 1, thenΘ(∙) = Φ−1(∙) exists and {Xt}t∈Z can be represented
as an infinite moving average process in the following way:
Xt = Θ(B)t,
or
Xt =
∞∑
u=0
Θut−u,
where
Θ(z) =
∞∑
u=0
Θuz
u and the Θu are p× p matrices.
Then the covariance matrix of {Xt}t∈Z is
sτ = E[Xt+τX
T
t ]
= E[
∞∑
u=0
Θut+τ−u
∞∑
v=0
Tt−vΘ
T
v ]
=
∞∑
u=0
Θτ+uE[u
T
u ]Θ
T
u
=
∞∑
u=0
Θτ+uΞΘ
T
u . (3.6)
Here sτ only depends on the time lag τ , thus {Xt}t∈Z is a stationary VARp(l) process.
The condition detΦ(z) 6= 0 for all |z| ≤ 1 is often called the stability condition for a
VARp(l) process [42].
Hence we can apply the Filter Theorem [46, §5] to derive the spectral matrix
S(f) = Θ(e−i2πfΔt)ΔtΞΘH(e−i2πfΔt). (3.7)
ButΘ(∙) = Φ−1(∙), so
S(f) = Φ−1(e−i2πfΔt)ΔtΞ
[
Φ−1(e−i2πfΔt)
]H
, (3.8)
and by inverting both sides
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S−1(f) = ΦH(e−i2πfΔt) [ΔtΞ]
−1Φ(e−i2πfΔt). (3.9)
Suppose Ξ = σ2Ip. Then the (j, k)th entry of the inverse of the spectral matrix is
Sjk(f) =
1
Δtσ2
p∑
m=1
Φ∗mj(e
−i2πfΔt)Φmk(e−i2πfΔt)
=
1
Δtσ2
p∑
m=1,m 6=j,k
Φmj(e
i2πfΔt)Φmk(e
−i2πfΔt)
+
1
Δtσ2
∑
m=j,k
Φmj(e
i2πfΔt)Φmk(e
−i2πfΔt). (3.10)
With the previous explanation of Φjk(∙), the first sum of equation (3.10) is zero at any
frequency f ∈ [−fN , fN ] if the jth and kth series do not jointly influence any other series
m. The second sum of equation (3.10) is zero for all frequency f ∈ [−fN , fN ] if and only
if Φjk(∙) ≡ 0 and Φkj(∙) ≡ 0.
Here the expression “the jth and kth processes do not jointly influence any other pro-
cess m ” means that for any integer m ∈ V , m 6= j, k, at least one of the following two
cases occurs:
1. The jth series does not influence themth process, i.e. Φmj(∙) = 0;
2. The kth series does not influence themth process, i.e. Φmk(∙) = 0.
Recall that
Sjk(∙) = 0⇐⇒ s(i)jk,τ = 0 for all τ ∈ Z.
Hence we have the important result as follows:
Suppose that Ξ = σ2Ip.
If the jth and kth series do not jointly influence any other seriesm, then
s
(i)
jk,τ = 0 for all τ ∈ Z ⇐⇒ Φjk(∙) ≡ 0 and Φkj(∙) ≡ 0;
⇐⇒ Φjk,u = 0 and Φkj,u = 0 for all u = 1, 2, . . . , l,
which means the jth and the kth series do not influence each other.
This result is helpful for the interpretation of GI(l, G) models.
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Discussion:
Is it possible to know from the partial correlation graph that the jth and kth series do not
jointly influence any other series m? In §3.3 we will show that the answer is no, which
means we cannot tell the allocation of the zeros on the coefficient matrices Φu’s by the
information from the partial correlation graph.
3.2.1 A fast algorithm for calculation
Suppose a MTS {Xt}t∈Z is a stationary VARp(l) process with parameters Φu’s for u =
1, 2, . . . , l and Ξ.
We can apply equation (3.8) to work out the spectral matrices S(f) for f ∈ [−fN , fN ]:
S(f) = Φ−1(e−i2πfΔt)ΔtΞ
[
Φ−1(e−i2πfΔt)
]H
,
where Φ(z) = Ip −
∑l
u=1Φuz
u = −∑lu=0Φuzu with Φ0 = −Ip and Φ(z) is invertible
for |z| < 1 since the process is stationary.
When the order l is large, it is computationally expensive to work out Ip −
∑l
u=1Φuz
u
.
Here we introduce the idea of transforming a VARp(l) process with l > 1 to a VARpl(1)
process [42, §2.1] and then extend it to a new algorithm that provides a fast calculation for
the spectral matrices.
A VARp(l) process can be transformed to a VARpl(1) process as follows:
We define a new pl-dimensional MTS {Yt}t∈Z such that
Yt =

Xt
Xt−1
.
.
.
Xt−l+1
 . (3.11)
(3.1) can be rewritten as
Yt = ΦYYt−1 + Y,t, (3.12)
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where
ΦY =

Φ1 Φ2 Φ3 . . . Φl−1 Φl
Ip 0 0 . . . 0 0
0 Ip 0 . . . 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 0 . . . Ip 0

, Y,t is a pl × 1 matrix and Y,t =

t
0
.
.
.
0
 .
Here {Y,t}t∈Z is also a white noise process with a pl × pl covariance matrix
ΞY =

Ξ 0 . . . 0
0 0 . . . 0
.
.
.
.
.
. . . .
.
.
.
0 0 . . . 0
 . (3.13)
The stability of {Yt}t∈Z remains the same as the original MTS {Xt}t∈Z. This is shown in
[42]:
det(Ipl −ΦYz) = det(Ip −Φ1z − ∙ ∙ ∙ −Φlzl). (3.14)
Here ΦY(z) is invertible since {Xt}t∈Z is stationary and Φ(z) is invertible.
By equation (3.8), the spectral matrices of {Yt}t∈Z can be written as
SY(f) = ΦY
−1(e−i2πfΔt)ΔtΞY
[
ΦY
−1(e−i2πfΔt)
]H
, (3.15)
where ΦY(z) = Ipl −ΦYz.
By considering Xt as the top p rows of Yt, the first p × p entries of the top left of SY(f)
is just S(f). Thus we only need the top left p × p entries of the product of three pl × pl
matrices in (3.15). We are going to use the following lemma to reduce the dimension in the
calculation:
Lemma 3.2.1. For a product of three pl × pl matrices A, B and C, the top left p × p
entries of ABC is just AV,V lBCV l,V , where AV,V l is the top p rows of A and CV l,V is
the left p columns of C.
Proof. Let (ABC)V,V be the top left p× p entries of ABC.
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ABCV,V is the top p rows of AB times the left p columns of C, i.e.
ABCV,V = (AB)V,V lCV l,V . (3.16)
But the top p rows of AB is just the top p rows ofA times B, i.e.
(AB)V,V l = AV,V lB. (3.17)
Substituting (3.17) into (3.16) gives us
(ABC)V,V = AV,V lBCV l,V . (3.18)
Let SY(f)V,V denote the top left p × p entries of SY(f), ΦY−1(e−i2πf )V,V l denote the
top r rows of ΦY−1(e−i2πf ) and ΦY−1(e−i2πf )V,V denote the top left p × p entries of
ΦY
−1(e−i2πf ).
We have
S(f) = SY(f)V,V
= ΦY
−1(e−i2πfΔt)V,V lΔtΞY
[
ΦY
−1(e−i2πfΔt)V,V l
]H
. (3.19)
By substituting
ΞY =

Ξ 0 . . . 0
0 0 . . . 0
.
.
.
.
.
. . . .
.
.
.
0 0 . . . 0

into (3.19), we have
S(f) = ΦY
−1(e−i2πfΔt)V,V lΔt

Ξ 0 . . . 0
0 0 . . . 0
.
.
.
.
.
. . . .
.
.
.
0 0 . . . 0
[ΦY−1(e−i2πfΔt)V,V l]H
=
(
ΦY
−1(e−i2πfΔt)V,VΔtΞ, 0 . . . 0
) [
ΦY
−1(e−i2πfΔt)V,V l
]H
= ΦY
−1(e−i2πfΔt)V,VΔtΞ
[
ΦY
−1(e−i2πfΔt)V,V
]H
. (3.20)
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To sum up the above, the algorithm works in the following steps:
1. Let ΦY(z) = Ipl −ΦYz where
ΦY =

Φ1 Φ2 Φ3 . . . Φl−1 Φl
Ip 0 0 . . . 0 0
0 Ip 0 . . . 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 0 . . . Ip 0

. (3.21)
2. For f ∈ [−fN , fN ], calculate the top left p× p entries on ΦY−1(e−i2πfΔt),
i.e. ΦY−1(e−i2πfΔt)V,V .
3. For f ∈ [−fN , fN ], S(f) = ΦY−1(e−i2πfΔt)V,VΔtΞ
[
ΦY
−1(e−i2πfΔt)V,V
]H
.
For example, we compute the spectral matrices of 100 VAR3(2) processes with different
coefficient matrices via (i) relation (3.8), (ii) the fast algorithm with relation (3.20). On
average using (ii) the fast algorithm is 33.88% faster than (i).
3.3 Inverse Autocovariance Matrix of VARp(l)
In §1.4, we have introduced the inverse autocovariance matrix, which is the inverse Fourier
transfer of the inverse of spectral matrices. Here we will work out the expression of the
inverse autocovariance matrix for VARp(l) models.
The motivation is that, there are finite numbers of autocovariance matrices in a moving
average process and finite numbers of inverse autocovariance matrices in an autoregressive
process:
Moving average Autoregressive
Number of autocovariance matrices finite infinite
Number of inverse autocovariance matrices infinite finite
Table 3.1: The number of autocovariance matrices and inverse autocovariance matrices of
MA processes and AR processes of MTS.
To derive the inverse autocovariance matrix of {Xt}t∈Z from a VARp(l), now consider a
finite vector-valued moving average multivariate time series {Yt}t∈Z such that
Yt = Φ
T(B) [ΔtΞ]
−1
t, (3.22)
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where Φ(z) and t’s are defined as the same one in (3.3).
The MTS {Yt}t∈Z is referred to as the inverse process of {Xt}t∈Z, and is studied by
Battaglia [6].
The spectral matrix of {Yt}t∈Z is
SY(f) = Φ
T(e−i2πfΔt) [ΔtΞ]
−1Φ∗(e−i2πfΔt).
In this section we use the notation SX(f) and SY(f) to distinguish between the spectral
matrix of {Xt}t∈Z and {Yt}t∈Z. We denote the covariance matrices for different processes
in the same fashion.
But equation (3.9) gives us
SX
−1(f) = ΦH(e−i2πfΔt) [ΔtΞ]
−1Φ(e−i2πfΔt).
Thus the inverse of the spectral matrix of {Xt}t∈Z can be written in a neat form by the
spectral matrix of {Yt}t∈Z as follows:
SX
−1(f) = SYT(f).
This implies that the inverse autocovariance matrix of {Xt}t∈Z equals the transpose of the
ordinary covariance matrix of {Yt}t∈Z, i.e.
sX
(i)
τ = s
T
Y,τ . (3.23)
We can easily derive that
sY,τ = E[Yt+τY
T
t ]
=

Δ−2t
∑l−τ
u=0(Φ
T
τ+uΞ
−1Φu) if τ = 0, 1, . . . , l;
sTY,−τ if τ = −1,−2, . . . ,−l;
0 otherwise.
(3.24)
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Hence, by substituting (3.23) into equation (3.24), we get
s
(i)
X,τ =

Δ−2t
∑l−τ
u=0(Φ
T
uΞ
−1Φτ+u) if τ = 0, 1, . . . , l;
(s
(i)
X,−τ )
T if τ = −1,−2, . . . ,−l;
0 otherwise.
(3.25)
The above equation shows that for a VARp(l) process, the inverse covariances s(i)τ vanish
for all |τ | > l. This property of VARp(l) process is consistent with (2.14) in the defini-
tion of the GI(l, G) model. But any partial correlation graph is sufficient for (2.15) by its
definition. Thus if a MTS {Xt}t∈Z is a VARp(l) model and {Xt}t∈Z has an associated
partial correlation graph G, then {Xt}t∈Z is a GI(l, G) model. This leads to the result that
a VARp(l) model with its associated partial correlation graph G is a GI(l, G) model.
Conversely we can show that a GI(l, G) model is a VARp(l) model with its associated
partial correlation graph G. Referring to Tunnicliffe Wilson’s theorem on the factorization
of matrical spectral densities[56], Eichler [31] stated that there is a unique solution of
the VAR coefficient matrices Φu’s and the covariance matrix Ξ in terms of the inverse
autocovariance matrices.
Hence there is a 1-to-1 correspondence between theGI(l, G)model and the VARp(l)model
with its associated partial correlation graph G.
Furthermore, by Theorem 2.4.2, the GI(l, G) model is identical to the VARp(l) model as-
sociated with the undirected graph G under any Markov property, which is also called
VARp(l, G) [31]. This new notation for the graphical interaction model, VARp(l, G), com-
bines the notations for the VARp(l) process and its associated graph G. It directly shows
that the graphical interaction model associates the MTS with the graph. Alternatively from
the inverse autocovariance matrices, the parameters of the VARp(l, G) are the parameters
of the VARp(l) process, Φu for u = 1, 2, . . . , l and Ξ.
Table 3.2 shows these two equivalent ways of expressing the graphical interaction model
and its parameters.
From (3.25) we can see that s(i)X,τ ’s are non-linear combinations of Φu’s. It is not possible
to uniquely identify the allocation of zeros on Φu’s via just the graph. The following is an
example of a VAR3(1, G) process.
Example 3.3.1.
Now we consider a VAR3(1, G) model and we will take Φ1 = Φ and Δt = 1 for simplifi-
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notation parameters
GI(l, G) or {s(i)0 , s(i)1 , . . . , s(i)l } or
VARp(l, G) {Φ1, . . . ,Φl,Ξ}
Table 3.2: The graphical interaction model: notations and parameters.
Figure 3.1: Partial correlation graph in the example of a VAR3(1) model
cation.
Suppose a 3-dimensional stationary time series {Xt}t∈Z is from the VAR3(1) model
Xt = ΦXt−1 + t, (3.26)
where the Φ is a 3 × 3 coefficient matrix and {t}t∈Z is a 3 × 1 vector-valued white noise
process with zero mean and covariance matrix Ξ.
Here we assume that
Ξ = σ2I3.
Suppose that {Xt}t∈Z is associated with the partial correlation graph G, which has the
structure in Figure 3.1.
Since VAR3(1) with G is identical to GI(1, G), by the definition of graphical interaction
model, the inverse covariance matrices of {Xt}t∈Z, s(i)τ , satisfies the following equations:
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s(i)τ = 0 for all τ > 1; (3.27)
s
(i)
13,1 = s
(i)
31,1 = 0; (3.28)
s
(i)
13,0 = s
(i)
31,0 = 0. (3.29)
Equation (3.25) gives us the following equations:
s(i)τ = 0 for all τ > 1; (3.30)
s
(i)
1 = −
1
σ2
Φ; (3.31)
s
(i)
0 =
1
σ2
(I3 +Φ
TΦ). (3.32)
Compare (3.28) and (3.31), we get
Φ13 = Φ31 = 0. (3.33)
Compare (3.29) and (3.32), we get
Φ21Φ23 = 0,
which means at least one of Φ21 and Φ23 is zero.
• Case 1: Φ21 = 0.
Φ21 = 0 implies s(i)21,1 = 0 by (3.31). Since there is an edge between component 1
and 2, at least one of s(i)12,0, s
(i)
12,1, s
(i)
21,0 are not zero. But
s
(i)
12,0 = s
(i)
21,0 =
1
σ2
(Φ12Φ11 + Φ22Φ21 + Φ32Φ31)
=
1
σ2
Φ12Φ11 by (3.33)
and s(i)12,1 = − 1σ2Φ12.
If Φ12 = 0, then s(i)12,0 = s
(i)
21,0 = s
(i)
12,1 = 0 which leads to the contradiction of the
edge 1 ∼ 2.
Thus if Φ21 = 0, then Φ12 6= 0.
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Hence Φ has six unknown entries in the form of
Φ11 Φ12 00 Φ22 Φ23
0 Φ32 Φ33
 with Φ12 6= 0.
• Case 2: Φ23 = 0.
Φ23 = 0 implies s(i)23,1 = 0 by (3.31). Since there is an edge between component 2
and 3, at least one of s(i)23,0, s
(i)
32,0 and s
(i)
32,1 are not zero. But
s
(i)
23,0 = s
(i)
32,0 =
1
σ2
(Φ12Φ13 + Φ22Φ23 + Φ32Φ33)
=
1
σ2
Φ32Φ33 by (3.33)
and s(i)32,1 = − 1σ2Φ32.
Thus if Φ23 = 0, then Φ32 6= 0.
Hence Φ has six unknown entries in the form of
Φ11 Φ12 0Φ21 Φ22 0
0 Φ32 Φ33
 with Φ32 6= 0.
• Case 3: Φ21 = Φ23 = 0.
Combining the results of case 1 and case 2, we can see that Φ has five unknown
entries in the form of
Φ11 Φ12 00 Φ22 0
0 Φ32 Φ33
 with Φ12,Φ32 6= 0.
In this VAR3(1, G) example, given just the partial correlation graph G there are multi-
ple possibilities for the form of the VAR coefficient matrix Φ. More generally in the
VARp(l, G) model the partial correlation graph does not determine the zero constraints on
the VAR coefficient matrices, with proof by counter example using example 3.3.1. Alter-
natively the partial correlation graph G does not carry sufficient information to determine
the parameters of the graphical interaction model. In practice, the partial correlation graph
G together with the observations of the MTS will enable the estimation of the parameters
of the graphical interaction model.
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3.4 Least square estimation of VARp(l) coefficients
3.4.1 Estimation of VARp(l) coefficients without constraints
In §3.3 we have shown that the GI(l, G) model is identical to the VARp(l) model associ-
ated with a partial correlation graph G. When we have the estimates of the parameters of
the VARp(l) model, we can work out its partial correlation graph by the estimates of the
inverse autocovariance matrices using equation (3.25). Here we discuss the multivariate
least square method to estimate the parameters of the VARp(l) model.
A p-dimensional vector autoregressive process of order l, denoted by VARp(l), can be
written as
Xt =
l∑
u=1
ΦuXt−u + t,
where theΦu’s are p×p coefficient matrices and t is a p×1 vector-valued white noise pro-
cess with zero mean and non-singular covariance matrix Ξ. Here the unknown parameters,
that we are going to estimate, are Φu’s and Ξ.
Suppose we have a sample set of size N , X1, . . . ,XN , from a VARp(l) process. We take
the first l variables as our pre-sample values.
LetX = (Xl+1,Xl+2, . . . ,XN).
To express all the observations in a linear form, we define a sequence of matrices
Zt =

Xt+l
Xt+l−1
.
.
.
Xt+1
 for t = 0, 1, . . . , N − l − 1. (3.34)
Thus we can write
X = AZ+ , (3.35)
where the matricesA,Z and  are defined as follows:
A = (Φ1,Φ2, . . . ,Φl), (3.36)
Z = (Z0,Z1, . . . ,ZN−l−1), (3.37)
 = (l+1, l+2, . . . , N). (3.38)
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Vectorizing both sides of equation (3.35), we get
x = (ZT ⊗ Ip)β + υ, (3.39)
where
x = vec(X), (3.40)
β = vec(A), (3.41)
υ = vec(). (3.42)
υ is a p(N − l)× 1 vector with covariance matrix IN−l ⊗Ξ.
Here A⊗ B denotes the Kronecker product of A and B.
Equation (3.39) is now in the form of a univariate linear regression. Thus we can estimate
β by minimizing the generalised residual sum square RSS(β).
RSS(β) = υT(IN−l ⊗Ξ)−1υ (3.43)
= (x− (ZT ⊗ Ip)β)T(IN−l ⊗Ξ−1)(x− (ZT ⊗ Ip)β) (3.44)
= xT(IN−l ⊗Ξ−1)x− 2βT(ZT ⊗ Ip)T(IN−l ⊗Ξ−1)x
+βT(ZT ⊗ Ip)T(IN−l ⊗Ξ−1)(ZT ⊗ Ip)β (3.45)
= xT(IN−l ⊗Ξ−1)x− 2βT(Z⊗Ξ−1)x
+βT(ZZT ⊗Ξ−1)β. (3.46)
Thus the first derivative of RSS(β) w.r.t. β is
∂RSS(β)
∂β
= −2(Z⊗Ξ−1)x+ 2(ZZT ⊗Ξ−1)β. (3.47)
To get the least square estimator βˆ , we set equation (3.47) to zero:
(ZZT ⊗Ξ−1)βˆ = (Z⊗Ξ−1)x, (3.48)
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which gives
βˆ = (ZZT ⊗Ξ−1)−1(Z⊗Ξ−1)x (3.49)
= ((ZZT)−1Z⊗ Ip)x. (3.50)
To ensure (3.50) holds, we have to assume that ZZT is nonsingular.
The second derivative of RSS(β) w.r.t. β is
∂2RSS(β)
∂β∂βT
= 2(ZZT ⊗Ξ−1). (3.51)
Hence the least square estimator ofβ , βˆ , minimizes theRSS(β), since the second derivative
of RSS(β) is positive definite.
Additionally, since x = vec(X) and β = vec(A), (3.50) gives us
Aˆ = XZT(ZZT)−1, (3.52)
where the sub-matrices are just Φˆu’s.
Recall that Ξ = E[tTt ]. By the adjustment of degree of freedom [42, p.77], we have an
unbiased estimator of the covariance matrix Ξ:
Ξˆ =
1
N − l − pl
N∑
t=l+1
ˆtˆ
T
t
=
1
N − l − plˆˆ
T
=
1
N − l − pl (X− AˆZ)(X− AˆZ)
T by (3.35)
=
1
N − l − pl (X−XZ
T(ZZT)−1Z)(X−XZT(ZZT)−1Z)T by (3.52)
=
1
N − l − plX(IN−l − Z
T(ZZT)−1Z)(IN−l − ZT(ZZT)−1Z)TXT
=
1
N − l − plX(IN−l − Z
T(ZZT)−1Z)XT (3.53)
Further details of the multivariate least square estimation, including the consistent and
asymptotic properties, can be found in [42, p.71].
Example 3.4.1.
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Suppose we have 1024 observations from a V AR3(1) process:
Xt = ΦXt−u + t,
where theΦ is a 3× 3 coefficient matrices and {t}t∈Z is a 3× 1 vector-valued white noise
process with zero mean and covariance matrix Ξ.
See the Appendix A.1 for simulation parameters.
Here we have
A = Φ.
Applying the multivariate least square method above, by (3.52) we get
Φˆ =
 0.5284 0.3656 −0.0124−0.0293 −0.0585 0.3934
−0.0384 0.0101 −0.0254
 .
By (3.53) the estimated covariance matrix of t is
Ξˆ =
 1.0197 0.0844 −0.00670.0844 1.0523 −0.0176
−0.0067 −0.0176 1.0652
 .
3.4.2 Estimation of VARp(1, G) coefficients with constraints
From Example 3.3.1, we can see that the absent edges imply zero entries on the coeffi-
cient matrix of the VAR process of order 1. Here we extend the multivariate least square
method to estimate the coefficients of VAR process with zero constraints, which follows
Lu¨tkepohl’s work [42, P194]. This method is only valid for the zero constraints of a linear
combination of the coefficient matrices (i.e. Φu’s). Thus it is only suitable to estimate the
graphical interaction model with order 1, where we may make a list of all the possible cases
for the zero entries on the coefficient matrices.
Suppose we have a sample set of size N ,X1, . . . ,XN from a VARp(l) model.
Recall equation (3.39). LetM be the number of unknown parameters in β .
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Suppose that the constraints are in a linear form of β , which is given as
β = Rγ, (3.54)
whereR is a known full rank ppl×M matrix, γ is aM ×1 vector of unknown parameters.
Substitute (3.54) into (3.46), we have
RSS(γ) = xT(IN−l ⊗Ξ−1)x− 2(Rγ)T(Z⊗Ξ−1)x+ (Rγ)T(ZZT⊗Ξ−1)(Rγ). (3.55)
With respect to γ , we have
∂RSS(γ)
∂γ
= −2RT(Z⊗Ξ−1)x+ 2RT(ZZT ⊗Ξ−1)Rγ. (3.56)
Setting (3.56) to zero gives us
γˆ = (RT(ZZT ⊗Ξ−1)R)−1RT(Z⊗Ξ−1)x (3.57)
From (3.57), we can see that the estimator of γ with constraints involves the unknown term
Ξ, of which we require further information.
In our next example, we will assume that Ξ = σ2Ip. Now the unknown parameters to
estimate are Φu’s and σ2.
By (3.57) the least square estimator of γ becomes
γˆ = (RT(ZZT ⊗ Ip)R)−1RT(Z⊗ Ip)x. (3.58)
and βˆ = Rγˆ by (3.54).
Thus we can derive Φˆu’s via (3.36) and (3.41).
In order to estimate σˆ2, we define
Ξˉ =
1
N
(X− AˆZ)(X− AˆZ)T. (3.59)
Since Ξ is assumed to be known, Ξˉ is very close to the form of σ2Ip. Thus our estimator
of σ2 is just
σˆ2 =
tr[Ξˉ]
p
. (3.60)
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Example 3.4.2.
Suppose we have 1024 observations from a VAR3(1) process:
Xt = ΦXt−1 + t,
which is the same as Example 3.4.1. The partial correlation graph has the same structure
as Figure 3.1. Simulation details are again as in Appendix A.1.
Here we assume that covariance matrix of t, Ξ, is in the form of σ2Ip.
Example 3.3.1 gives us a clear illustration on the possibilities for Φ. Firstly we estimate
the VAR model with constraints Φ13 = Φ31 = 0. HereM = 7.
Then we set
R =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
γ = (Φ11,Φ21,Φ12,Φ22,Φ32,Φ23,Φ33)
T.
By (3.58) we get
γˆ = (0.5079, 0.0127, 0.4787,−0.0245,−0.0016, 0.4718,−0.0387)T.
Thus
Φˆ = Aˆ =
0.5079 0.4787 00.0127 −0.0245 0.4718
0 −0.0016 −0.0387
 . (3.61)
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Substituting (3.61) into (3.59), we get
Ξˉ =
 0.9995 0.0770 −0.00500.0770 1.0376 −0.0151
−0.0050 −0.0151 1.0639
 .
Thus σˆ2 = 1.0326 by (3.60).
Furthermore, Example 3.3.1 shows that the third constraint is either Φ21 = 0 or Φ23 = 0.
According to the estimation with two constraints, it is very likely that Φ21 = 0. Now
estimate the model by the least square method with three constraints (M = 6), we set
R′ =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

,
γ ′ = (Φ11,Φ12,Φ22,Φ32,Φ23,Φ33)T.
We get Φˆ′ =
0.5079 0.4787 00 −0.0237 0.4714
0 −0.0016 −0.0387
 and σˆ′2 = 1.0327.
The estimates of Ξ is just
Ξˆ′ =
1.0327 0 00 1.0327 0
0 0 1.0327
 .
Since Ξ = σ2I3 in the true model (Appendix A.1), both of Example 3.4.1 and Example
3.4.2 have very similar result. But by assuming the covariance matrix Ξ = σ2I3, the
least square method with constraints in 3.4.2 may give some wrong result when the true
value of Ξ is not proportional to the identity matrix. Thus the least square method without
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constraints in §3.4.1 might be preferable in general.
3.5 Yule-Walker equations for VARp(l)
Suppose we have a p-dimensional VARp(l) process {Xt}t∈Z with zero mean as in (3.1).
Here we want to estimate Φu’s and Ξ.
The idea of Yule-Walker equations is to write a set of functions in terms of covariance
matrices and VARp(l) coefficient matrices by multiplying Xt+τ and XTt and taking its
expectation:
E[Xt+τX
T
t ] =
l∑
u=1
ΦuE[Xt+τ−uXTt ] + E[t+τX
T
t ] for all integer τ and t. (3.62)
But sτ = E[Xt+τXTt ] and
E[t+τX
T
t ] =
Ξ for τ = 0;0 for τ > 0. (3.63)
Thus we can re-write (3.62) as
sX,τ =
l∑
u=1
ΦusX,τ−u + δτ0Ξ for all integer τ ≥ 0. (3.64)
For the solution of VARp(l) coefficient matricesΦu’s and the white noise covariance matrix
Ξ, we need to solve the following set of l + 1 equations:
sX,0 =
∑l
u=1ΦusX,−u +Ξ;
sX,1 =
∑l
u=1ΦusX,1−u;
. . . . . . . . .
sX,l =
∑l
u=1ΦusX,l−u.
(3.65)
The above equations are called the Yule-Walker equations for the VARp(l) process.
We can also write the set of Yule-Walker equations (3.65) in one equation via the block-
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matrix:
(
Ip −Φ1 . . . −Φl
)

sX,0 sX,1 . . . sX,l
sX,−1 sX,0 . . . sX,l−1
.
.
.
.
.
.
.
.
.
.
.
.
sX,−l sX,−(l−1) . . . sX,0
 =
(
Ξ 0 . . . 0
)
. (3.66)
If the autocovariance block-matrix in (3.66) is given, then the parameters of the VAR pro-
cess is just the solution of (3.66).
Let C =

sX,0 sX,1 . . . sX,l
sX,−1 sX,0 . . . sX,l−1
.
.
.
.
.
.
.
.
.
.
.
.
sX,−l sX,−(l−1) . . . sX,0
.
Now the Yule-Walker equation becomes(
Ip −Φ1 . . . −Φl
)
C =
(
Ξ 0 . . . 0
)
. (3.67)
Let Cˆ be the estimate of C.
WhenC is unknown, we may replaceC by Cˆ in (3.67) and the estimates of the parameters
of the the VAR process satisfies(
Ip −Φˆ1 . . . −Φˆl
)
Cˆ =
(
Ξˆ 0 . . . 0
)
. (3.68)
We now look at the property of C before starting to estimate it.
Consider a block-matrixR,
R =

R11 R12 . . . R1l
R21 R22 . . . R2l
.
.
.
.
.
.
.
.
.
.
.
.
Rl1 Rl2 . . . Rll
 ,
for integer l ≥ 2. The block-diagonal of R contains the block-entries R11,R22, . . . ,Rll.
For an integer τ , 1 ≤ τ ≤ l − 1, the τ th block-super-diagonal of R contains the block-
entriesRk(k+τ) for all integer k such that 1 ≤ k ≤ l− τ ; symmetrically the τ th block-sub-
diagonalR contains the block-entriesRk(k−τ) for all integer k such that τ + 1 ≤ k ≤ l.
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We sayR is a block-Toeplitzmatrix if the block-entries are the same on its block-diagonal,
block-super-diagonals and block-sub-diagonals respectively. Wemake use of block-Toeplitz
matrices in §4.1.
We say R is a block-symmetric matrix if the block-entries Rjk = Rkj for all integers
j, k = 1, 2, . . . , l.
The autocovariance block matrix C is both block-Toeplitz and block-symmetric.
Here we discuss two different ways to estimate C:
Method I:
Let
HI =

Xl+1 Xl+2 . . . XN
Xl Xl+1 . . . XN−1
.
.
.
.
.
.
.
.
.
.
.
.
X1 X2 . . . XN−l
 , (3.69)
and
Cˆ = CI =
1
N − lHIH
T
I . (3.70)
For l = 2, we have
CI =
1
N − 2

∑N
t=3XtX
T
t
∑N−1
t=2 Xt+1X
T
t
∑N−2
t=1 Xt+2X
T
t
∑N−1
t=2 XtX
T
t+1
∑N−1
t=2 XtX
T
t
∑N−1
t=2 Xt+1X
T
t
∑N−2
t=1 XtX
T
t+2
∑N−2
t=1 XtX
T
t+1
∑N−2
t=1 XtX
T
t
 . (3.71)
The p× p block-entries on the diagonal of CI are not the same.
In general CI is not block-Toeplitz.
If we replace the autocovariance block-matrix C by CI in (3.66), the solution of the Yule-
Walker equation is the same as the least square estimates in §3.4.1.
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Proof. Recall the following notation in §3.4.1:
X =
(
Xl+1 . . . XN
)
;
Z =

Xl Xl+1 . . . XN−1
.
.
.
.
.
.
.
.
.
.
.
.
X1 X2 . . . XN−l
 .
We can see that
HI =
(
X
Z
)
. (3.72)
Thus we have
Cˆ = CI =
1
N − l
(
XXT XZT
ZXT ZZT
)
. (3.73)
Let Cjk be the (j, k)th block matrix of C.
The solution of (3.67) is
(Φ1, . . . ,Φl) = (C12 . . .C1l)

C22 . . . C2l
.
.
.
.
.
.
.
.
.
Cl2 . . . Cll

−1
, (3.74)
and
Ξ = (Ip,−Φ1, . . . ,−Φl)

C11
.
.
.
Cl1
 . (3.75)
But by (3.73) we have
(Cˆ12 . . . Cˆ1l) =
1
N − lXZ
T, (3.76)
Cˆ22 . . . Cˆ2l
.
.
.
.
.
.
.
.
.
Cˆl2 . . . Cˆll
 = 1N − lZZT, (3.77)
and

Cˆ11
.
.
.
Cˆl1
 = 1N − l
(
XXT
ZXT
)
. (3.78)
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Now we substitute (3.76)-(3.78) into (3.74) and (3.75), we have
(Φˆ1, . . . , Φˆl) = XZ
T(ZZT)−1 (3.79)
and
Ξˆ =
1
N − l
(
Ip −XZT(ZZT)−1
)(XXT
ZXT
)
=
1
N − l
(
XXT −XZT(ZZT)−1ZXT
)
=
1
N − lX
(
Ip − ZT(ZZT)−1Z
)
XT. (3.80)
Thus the estimators of coefficient matrices Φˆu’s are the same with those in the least square
method (3.52), and the estimator of the covariance matrix of the noise term Ξˆ is of the same
form but with a different scaling factor due to the adjustment of the degree of freedom in
the least square method (3.53).
Using method I to estimate the autocovariance block-matrixC in the Yule-Walker equation
is also equivalent to the estimates by conditional maximum likelihood estimation which we
will see in §3.6 later. All these three methods give us the same estimator of the coefficient
matrices Φˆu’s.
Method II:
Let
HII =

X1 X2 . . . Xl+1 . . . XN 0 . . . 0
0 X1 . . . Xl . . . XN−1 XN . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . X1 . . . XN−l XN−l+1 . . . XN
 , (3.81)
and
Cˆ = CII =
1
N
HHT. (3.82)
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For l = 2, we have
CII =
1
N

∑N
t=1XtX
T
t
∑N−1
t=1 Xt+1X
T
t
∑N−2
t=1 Xt+2X
T
t
∑N−1
t=1 XtX
T
t+1
∑N
t=1XtX
T
t
∑N−1
t=1 Xt+1X
T
t
∑N−2
t=1 XtX
T
t+2
∑N−1
t=1 XtX
T
t+1
∑N
t=1XtX
T
t
 . (3.83)
In general,
CII =

1
N
∑N
t=1XtX
T
t
1
N
∑N−1
t=1 Xt+1X
T
t . . .
1
N
∑N−l
t=1 Xt+lX
T
t
1
N
∑N−1
t=1 XtX
T
t+1
1
N
∑N
t=1XtX
T
t . . .
1
N
∑N−(l−1)
t=1 Xt+l−1X
T
t
.
.
.
.
.
.
.
.
.
.
.
.
1
N
∑N−l
t=1 XtX
T
t+l
1
N
∑N−(l−1)
t=1 XtX
T
t+l−1 . . .
1
N
∑N
t=1XtX
T
t

=

sˆX,0 sˆX,1 . . . sˆX,l
sˆX,−1 sˆX,0 . . . sˆX,l−1
.
.
.
.
.
.
.
.
.
.
.
.
sˆX,−l sˆX,−(l−1) . . . sˆX,0
 .
CII is always block-Toeplitz in this case. Here the estimates of sτ ’s are defined as follow:
sˆ(p)τ =

1
N
∑N−τ
t=1 Xt+τX
T
t for τ = 0, 1, . . . , N − 1;
1
N
∑N+τ
t=1 XtX
T
t−τ for τ = −(N − 1), . . . ,−1;
0 otherwise.
(3.84)
We will later see this estimator of sτ ’s in the non-parametric estimation of the spectral
matrices §4.2.1.
If we use CII to estimate of the covariance block-matrices C in (3.66), the solution of the
Yule-Walker equation is often called ”the Yule-Walker estimator”.
The estimates of C in method I and II will be utilised and discussed again in Chapter 4.
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3.5.1 Transformation from VARp(l) into VARpl(1)
If {Xt}t∈Z is from a VAR process of order 1, the solution of the Yule-Walker equations
(3.65) is just Φ ≡ Φ1 = sX,1s−1X,0;Ξ = sX,0 − sX,1ΦT. (3.85)
When the order of the process l is greater than 1, (3.65) becomes a set of non-linear equa-
tions that are hard to solve. Lu¨tkepohl showed that we can transform a VARp(l) process
with l > 1 to a V ARpl(1) process and then apply (3.85) [42, §2.1]. This transformation is
used to solve (4.76) when estimating the graphical interaction models in §4.4.
We define a new pl-dimensional MTS {Yt}t∈Z such that
Yt =

Xt
Xt−1
.
.
.
Xt−l+1
 . (3.86)
(3.1) can be rewritten as
Yt = ΦYYt−1 + Y,t, (3.87)
where
ΦY =

Φ1 Φ2 Φ3 . . . Φl−1 Φl
Ip 0 0 . . . 0 0
0 Ip 0 . . . 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 0 . . . Ip 0

and Y,t is a pl × 1 matrix, Y,t =

t
0
.
.
.
0
 .
(3.88)
Here {Y,t}t∈Z is also a white noise process with a pl × pl covariance matrix
ΞY =

Ξ 0 . . . 0
0 0 . . . 0
.
.
.
.
.
. . . .
.
.
.
0 0 . . . 0
 . (3.89)
The covariance matrices of {Yt}t∈Z can be expressed in terms of the covariance matrices
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of {Xt}t∈Z:
sY,0 = E[YtY
T
t ]
= E


Xt
Xt−1
.
.
.
Xt−l+1

(
XTt X
T
t−1 . . . X
T
t−l+1
)

=

sX,0 sX,1 . . . sX,l−1
.
.
.
.
.
. . . .
.
.
.
sX,−l+1 sX,−l+2 . . . sX,0
 , (3.90)
and
sY,1 = E[YtY
T
t−1]
= E


Xt
Xt−1
.
.
.
Xt−l+1

(
XTt−1 X
T
t−2 . . . X
T
t−l
)

=

sX,1 sX,2 . . . sX,l
.
.
.
.
.
. . . .
.
.
.
sX,−l+2 sX,−l+3 . . . sX,1
 . (3.91)
In general, for any integer τ
sY,τ = E[YtY
T
t−τ ]
= E


Xt
Xt−1
.
.
.
Xt−l+1

(
XTt−τ X
T
t−τ−1 . . . X
T
t−τ−l+1
)

=

sX,τ sX,τ+1 . . . sX,τ+l−1
.
.
.
.
.
. . . .
.
.
.
sX,τ−l+1 sX,τ−l+2 . . . sX,τ
 . (3.92)
We can apply sY,0 and sY,1 to (3.85) for the solution ofΦY and ΞY, then decompose them
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to the coefficient matrices Φu’s and Ξ for {Xt}t∈Z.
ΦY = sY,1s
−1
Y,0
=

sX,1 sX,2 . . . sX,l
.
.
.
.
.
. . . .
.
.
.
sX,−l+2 sX,−l+3 . . . sX,1


sX,0 sX,1 . . . sX,l−1
.
.
.
.
.
. . . .
.
.
.
sX,−l+1 sX,−l+2 . . . sX,0

−1
=

Φ1 Φ2 Φ3 . . . Φl−1 Φl
Ip 0 0 . . . 0 0
0 Ip 0 . . . 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 0 . . . Ip 0

, (3.93)
and
ΞY = sY,0 − sY,1ΦTY
=

sX,0 sX,1 . . . sX,l−1
.
.
.
.
.
. . . .
.
.
.
sX,−l+1 sX,−l+2 . . . sX,0
 (3.94)
−

sX,1 sX,2 . . . sX,l
.
.
.
.
.
. . . .
.
.
.
sX,−l+2 sX,−l+3 . . . sX,1


Φ1 Φ2 Φ3 . . . Φl−1 Φl
Ip 0 0 . . . 0 0
0 Ip 0 . . . 0 0
.
.
.
.
.
.
.
.
. . . .
.
.
.
.
.
.
0 0 0 . . . Ip 0

T
.
3.6 Conditional maximum likelihood estimation
Suppose a stationary Gaussian MTS {Xt}t∈Z is from a p-dimensional VARp(l)model with
a known model order l, recall (3.1).
Suppose we have a set of observationsX1, . . . ,XN from {Xt}t∈Z.
The exact likelihood function of a VARp(l) process is hard to maximize – see the discus-
sion in §4.3. Here we look at the conditional likelihood function of θ given the first l
observationsX1, . . . ,Xl.
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We define a sequence of vector {Dt} such that for t = l + 1, . . . , N ,
Dt =

Xt
.
.
.
Xt−l
 , (3.95)
and a p× (p+ lp) matrixA =
(
Ip −Φ1 −Φ2 . . . −Φl
)
.
We can transform {t}t∈Z to aWhite noise process with covariance matrix Ip by multiplying
a scaling matrix with {t}t∈Z. This is equivalent with defining a new p × (p + lp) matrix
Q =
(
Q0 Q1 Q2 . . . Ql
)
such that
Q0 = Ξ−1/2 with QT0Q0 = Ξ−1Qk = −Q0Φk for k = 1, . . . , l. (3.96)
Thus {QX(t)}t∈Z is a White noise process with covariance matrix Ip.
The conditional likelihood function ofQ from l+1, . . . , N is
L(Q; l+1, . . . , N) =
(
1
(2π)p detΞ
)(N−l)/2
exp
(
−1
2
N∑
t=l+1
Tt Ξ
−1t
)
= (2π)−p(N−l)/2
(
detQT0Q0
)(N−l)/2
exp
(
−1
2
N∑
t=l+1
DTt A
TΞ−1ADt
)
=
(
detQT0Q0
(2π)p
)(N−l)/2
exp
(
−1
2
N∑
t=l+1
DTt Q
TQDt
)
. (3.97)
Recall (3.69) that
HI =

Xl+1 Xl+2 . . . XN
Xl Xl+1 . . . XN−1
.
.
.
.
.
.
.
.
.
.
.
.
X1 X2 . . . XN−l
 .
We can show that the likelihood function can be also written as
L(Q; l+1, . . . , N) =
(
detQT0Q0
(2π)p
)(N−l)/2
exp
(
−1
2
tr
[
HIH
T
I Q
TQ
])
. (3.98)
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The log-likelihood function ofQ is just
l(Q; l+1, . . . , N) =
N − l
2
log detQT0Q0 −
1
2
tr
[
HHTQTQ
]
+ constant (3.99)
We define a p(l + 1)× p matrix α = (Ip 0 . . . 0)T. Thus we have
Q0 = Qα. (3.100)
Recall (3.70) in Yule-Walker equations with C estimated by method I.
Substituting (3.70) and (3.100) into (3.99), we have
l(Q; l+1, . . . , N) =
N − l
2
log detαTQTQα − N − l
2
tr
[
CIQ
TQ
]
+ constant
= (N − l) log detQα − N − l
2
tr
[
CIQ
TQ
]
+ constant. (3.101)
The derivative of the log-likelihood function with respect toQ is just
∂
∂Q
l(Q; l+1, . . . , N) = (N − l)α (Qα)−1 − (N − l)CIQT. (3.102)
Setting (3.102) to be zero, we get
CIQˆ
T = α
(
Qˆα
)−1
. (3.103)
We now substitute (3.96) and α = (Ip 0 . . . 0)T into (3.103):
CI

Ξˆ−1/2
−ΦˆT1 Ξˆ−1/2
.
.
.
−ΦˆTl Ξˆ−1/2
 =

Ip
0
.
.
.
0
 Ξˆ1/2. (3.104)
This is equivalent to (
Ip − Φˆ1 . . . − Φˆl
)
CI =
(
Ξˆ 0 . . . 0
)
, (3.105)
which is just the Yule-Walker equation (3.67) with C replaced by CI.
Thus the conditional maximum likelihood estimator is the same as the solution of the Yule-
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Walker equation with C estimated by method I.
82
Chapter 4
Estimation of GI(l, G) models
The estimation methodologies that we discuss in Chapter 3 can be applied for the models
with order 1. When the order l ≥ 2, it is hard to transform the zero constraints from the in-
verse autocovariance matrices to the VAR coefficient matrices. In this chapter we introduce
a few different approaches to estimate the graphical interaction models for the stationary
MTS with a given graph. Since the GI(l, G) model is the same with the VARp(l, G) pro-
cess, here the parameters that we estimate are still the VAR coefficient matricesΦ1, . . . ,Φl
and the covariance matrix of the white noise term Ξ, but subject to the information from a
given partial correlation graph and fixed order l.
We firstly start with a parametric estimation by the convex optimization carried out in
the time domain. The motivation is the expression of the conditional likelihood function
in terms of VAR parameters. The reason for using the conditional likelihood function is
that the exact likelihood function does not have any neat form to get its maximum. For
a GI(l, G) model with a fixed order l and a given graph G, the problem of maximizing a
conditional likelihood function with some zero constraints can be solved by convex opti-
mization [53]. The Matlab code CVX [33] [34] provides the solutions for such problems.
In GI(l, G) models, the straightforward parameters are the inverse autocovariance matrices
s
(i)
0 , . . . , s
(i)
l . However, it is unclear how to estimate the inverse autocovariance matrices
directly. By theorem 1.4.2 the inverse autocovariance matrices can be expressed in terms
of the spectral matrices. Hence we can estimate the spectral matrices instead. In the second
part of this chapter, we discuss some non-parametric approaches to estimate the spectral
matrices in the frequency domain. For a GI(l, G) model, with a proper non-parametric
estimation method we will get the result that the entries on the inverse of the spectral
matrices, which correspond to the missing edges in graph G, are almost all zero for all
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the frequencies. This provides us the way to identify the partial correlation graph for a
graphical models in general.
In the third part of this chapter, we work on the likelihood inference. The Whittle’s like-
lihood function is an approximation of the exact likelihood function in terms of the exact
spectral matrices and the estimated spectral matrices. Here we discuss two approaches to
derive the Whittle’s likelihood function: the first one is the original work fromWhittle [61],
which assumed identity covariance matrices of the noise term; the second one is to make
the approximation via constructing a new matrix in the form of covariance matrices [26].
Under a GI(l, G) model with a fixed order l and given graph G, we derived the maximum
likelihood estimators of the inverse autocovariance matrices. Although this does not give
us any formulation to estimate the inverse autocovariance matrices directly, it shows that
under the maximum likelihood estimators of the inverse autocovariance matrices, some en-
tries of the estimated autocovariance matrices, which correspond with the existing edges
in the partial correlation graph, are consistent with those derived from the non-parametric
estimation. This is a foundation for our next semi-parametric approach.
We discuss an iterative algorithm to estimate the parameters of the VAR coefficient matrices
Φ1, . . . ,Φl and the covariance matrix of the white noise term Ξ. Since we use the non-
parametric estimations as the initial values of the algorithm, this approach is considered as
semi-parametric. In each cycle of the algorithm, we set the zero constraints corresponding
to the missing edges in the frequency domain and estimate parameters by Yule-Walker
equations in the time domain. The algorithm switches between frequency domain and
time domain within each cycle and updates the parameters of the model recursively till
convergence. When modifying the spectral matrices by the missing edges, the calculation
involves the inversion of some sub-matrices of the estimated spectra that might be singular
or ill conditioned. We discuss these possible cases and avoid them by the use of smoothing
and pseudo-inverse. At the steps of estimating the parameters by Yule-Walker equations,
we apply the techniques that are developed in §3.5. The fast calculation algorithm in §3.2.1
is also useful when updating the spectral matrices for VAR processes. Last but not least,
some practice is carried out with simulated data and the results are shown when using
different non-parametric spectral estimations as the initial values of the iterative algorithm.
Both convex optimization method and iterative algorithm estimate the graphical interaction
model for a given graph structure and a fixed order. In the last part of this chapter, we
look at the model selection procedure when the graph structure and order of the model
are unknown. The best fitted graph is selected with the smallest AIC and/or BIC values
among all the possible models. In an example implementing convex optimization method
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and iterative algorithm, both methods select the correct graph and order for the simulated
data.
4.1 Parametric estimation by convex optimization
Convex optimization has been widely used in solving both parametric and nonparametric
estimation problems in many fields, ranging from bioinformatics to finance. Some classical
convex optimization problems include linear programing, semidefinite programing, second
order cone programing and geometric programing, etc. The development of theoretical
aspects together with software tools enable numerous optimization problems to be solved
efficiently. In Gaussian graphical models, convex optimization techniques such as block
coordinate descent method and Nesterov’s method to the non-smooth problems have been
studied when solving maximum likelihood problem with sparsity in the inverse covariance
matrix [4] [8]. Songsiri et al. proposed a relaxed convex optimization problem for estimat-
ing autoregressive models subject to zero constraints on inverse autocovariance matrices
[53]. Here the challenge of this methodology is to make the optimizing function convex
and transform it into a standard and solvable form of convex optimization problem. Then
we can solve the optimization problem via CVX package which provides the solutions to
most of standard convex optimization problems in Matlab [34].
Suppose a stationary Gaussian MTS {Xt}t∈Z is from a VARp(l, G)model with an unknown
parameter θ, but known order l and graph G. The parameter θ consists of the VAR process
coefficient Φ1, . . . ,Φl and the covariance matrix of the white noise term Ξ.
Recall the conditional log-likelihood function of a VARp(l) process (3.101):
l(Q; l+1, . . . , N) = (N − l) log detQα − N − l
2
tr
[
CIQ
TQ
]
+ constant,
whereQ is defined in (3.96).
Maximising the log-likelihood function is equivalent to
argmin
Q∈Rp×(p+lp)
− 2 log detQα + tr [CQTQ] , (4.1)
where C = CI.
In fact the solution of the above optimization problem (4.1) Qˆ is equivalent to the solution
of Yule-Walker equation (3.66). This can be shown by setting the first derivative of the
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minimizing function in (4.1) to zero and replacing CI by C in (3.102) to (3.104).
Recall the inverse covariance matrices that we derived in (3.25). Substituting the definition
of theQ matrix (3.96) into (3.25), we get
s(i)τ =

∑l−τ
u=0Q
T
uQτ+u if τ = 0, 1, . . . , l;
(s
(i)
X,−τ )
T if τ = −1,−2, . . . ,−l;
0 otherwise.
(4.2)
Now we link the above result with the zero constraints in the partial correlation graph. Re-
call the two criteria in the graphical interaction model, (2.14) and (2.15). For a VARp(l)
process, (2.14) always holds. From (2.15), the graphical interaction model GI(l, G) is a
VARp(l) model with partial correlation graph G = (V,E) satisfying the following state-
ment:
For all distinct j, k ∈ V ,
j ∼ k /∈ E ⇐⇒
(
l−τ∑
u=0
QTuQτ+u
)
jk
=
(
l−τ∑
u=0
QTuQτ+u
)
kj
= 0 for τ = 0, 1, . . . , l.
(4.3)
In (4.1), 2 log detQα = log detQT0Q0 since α = (Ip 0 . . . 0)T.
Therefore the maximum conditional likelihood estimator of the graphical interaction model
is the solution of the following optimization problem:
argmin
Q∈Rp×(p+lp)
− log detQT0Q0 + tr
[
CQTQ
] (4.4)
subject to
(
l−τ∑
u=0
QTuQτ+u
)
jk
=
(
l−τ∑
u=0
QTuQτ+u
)
kj
= 0
for τ = 0, 1, . . . , l if j ∼ k /∈ E.
Referring to the definition of a convex optimization problem [15, P.136], the equality con-
straint function must be linear. Thus (4.4) is not a convex optimization problem. To com-
pute the optimal value of this non-convex problem, we need to make the following convex
relaxation to (4.4):
LetR = QTQ.
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We know that
R = QTQ =

QT0Q0 Q
T
0Q1 . . . Q
T
0Ql
QT1Q0 Q
T
1Q1 . . . Q
T
1Ql
.
.
.
.
.
.
.
.
.
.
.
.
QTl Q0 Q
T
l Q1 . . . Q
T
l Ql
 (4.5)
=

Ξ−1 −Ξ−1Φ1 . . . −Ξ−1Φl
−ΦT1Ξ ΦT1Ξ−1Φ1 . . . ΦT1Ξ−1Φl
.
.
.
.
.
.
.
.
.
.
.
.
−ΦTl Ξ ΦTl Ξ−1Φ1 . . . ΦTl Ξ−1Φl
 . (4.6)
Here we consider R as a (l + 1) × (l + 1) block-matrix with the p × p matrix in each
block. In (4.4) QT0Q0 is the the top left block-entry of R and
∑l−τ
u=0Q
T
uQτ+u is the sum
of the τ th super-diagonal block-entries of R. We can treat R as the only optimal variable
in the optimization problem. Furthermore, if R has rank p, then it can be factorized as
R = QTQ [12, P.381, 5.15.22]. Hence, if the optimal solution Rˆ has rank p, the convex
problem (4.7) provides an exact solution to the optimization problem (4.4), that is the case
whenC is block-Toeplitz [53]. ButC = CI is not block-Toeplitz in general. CI is close to
block-Toeplitz when the number of observations N is large.
Referring from Boyd et al [15, P.11]: “In relaxation, each non-convex constraint is replaced
with a looser but convex constraints”. The new convex optimization problem is
argmin
R∈R(p+lp)×(p+lp)
− log detR00 + tr [CR] (4.7)
subject to Rτjk = Rτkj = 0 for τ = 0, 1, . . . , l if j ∼ k /∈ E,
R is positive semi-definite.
where R00 is the top left block of R and Rτ is the sum of the τ th super-diagonal block-
entries of R. In (4.7), the log-determinant function is concave [15, P.74] and the rest of
the problem is in the form of a standard semi-positive programming [15, P.168]. Here the
relaxed constraint does not require R to be factorized as QTQ; but if it does, it is the
solution of the original problem (4.4).
Songsiri et al. [53] showed that the requirement that the information matrix C be positive
definite is a sufficient condition to ensure the existence of the minimum of (4.7).
The Matlab program CVX provides the solution to the above convex optimization problem
[33] [34].
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Figure 4.1: The partial correlation graph G associated with a VAR3(2) process.
By (3.96), QTQ can be expressed in terms of the coefficient matrices Φi’s and the covari-
ance matrix Ξ. With the solution of Rˆ from CVX, we can derive the estimating parameters
in the following way: Ξˆ = (Rˆ00)−1Φˆk = −Rˆ−100 Rˆ0k for k = 1, . . . , l. (4.8)
Example 4.1.1.
Suppose we have 1024 observations from a VAR3(2, G) process:
Xt = Φ1Xt−1 +Φ2Xt−2 + t,
where the Φ1 and Φ2 are 3 × 3 coefficient matrices and t is a 3 × 1 vector-valued white
noise processes with zero mean and covariance matrix Ξ.
The partial correlation graph G has a known graph structure, see Figure 4.1.
Simulation parameters are in Appendix A.2.
We can solve the problem (4.7) with the designed matrix C defined in (3.70) using the
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CVX code. We get the following result for QˆTQˆ:
0.9088 0.0285 0.0131 −0.2819 −0.4077 0.0114 0.2608 0.1860 0
0.0285 0.9633 0.0496 −0.3576 −0.1658 0.0027 −0.1588 0.0465 0.0371
0.0131 0.0496 0.9678 −0.0022 −0.4063 −0.1349 0 −0.2281 0.1012
−0.2819 −0.3576 −0.0022 0.2142 0.1739 −0.0072 −0.0203 −0.0772 −0.0114
−0.4077 −0.1658 −0.4063 0.1739 0.3670 0.0495 −0.0924 0.0048 −0.0463
0.0114 0.0027 −0.1349 −0.0072 0.0495 0.0191 0.0022 0.0351 −0.0138
0.2608 −0.1588 0 −0.0203 −0.0924 0.0022 0.1038 0.0452 −0.0059
0.1860 0.0465 −0.2281 −0.0772 0.0048 0.0351 0.0452 0.0960 −0.0224
0 0.0371 0.1012 −0.0114 −0.0463 −0.0138 −0.0059 −0.0224 0.0117

.
We apply (4.8) to get
Ξˆ =
 1.1016 −0.0319 −0.0133−0.0319 1.0418 −0.0529
−0.0133 −0.0529 1.0361
 ,
Φˆ1 =
 0.2991 0.4385 −0.01430.3634 0.1382 −0.0096
−0.0204 0.4068 0.1401
 ,
Φˆ2 =
−0.2924 −0.2065 0.00250.1737 −0.0546 −0.0333
−0.0049 0.2413 −0.1029
 .
4.2 Non-parametric estimation for the spectral matrices
In a GI(l, G) model, if the partial correlation graph G is unknown, we can determine the
absence of edge via the zeros of the inverse autocovariance matrices according to (2.15).
The inverse autocovariance matrices, the parameters of a GI(l, G) model, are just the in-
verse Fourier transform of the inverse of the spectral matrices. Here we review a few
non-parametric methods to estimate the spectral matrices given a MTS with sample size
N . Among these methods, we look for the one that also provides a good estimate of the
inverse of the spectral matrices. Once we have the estimate of the inverse of the spectral
matrices, we can derive the corresponding estimated inverse autocovariance matrices by
theorem 1.4.2. For the remainder of this section, we assume thatX1, . . . ,XN are observed
from a real-valued stationary MTS with zero mean and the spectral matrices S(∙). All our
computational work and plots are carried out using the simulated parameters of Appendix
Chapter 4. Estimation of GI(l, G) models 89
A.1.
4.2.1 Periodogram
Define the biased estimator of sτ as
sˆ(p)τ =

1
N
∑N−τ
t=1 Xt+τX
T
t for τ = 0, 1, . . . , N − 1;
1
N
∑N+τ
t=1 XtX
T
t−τ for τ = −(N − 1), . . . ,−1;
0 otherwise,
(4.9)
and the periodogram or ordinary periodogram as
Sˆ(p)(f) = Δt
N−1∑
τ=−(N−1)
sˆ(p)τ e
−i2πfτΔt , f ∈ [−fN , fN ], (4.10)
which is the Fourier transform of sˆ(p)τ .
From (4.9) we can show that sˆ(p)τ = (ˆs(p)−τ )T.
We can also write the periodogram as
Sˆ(p)(f) = Δt
N−1∑
τ=−(N−1)
sˆ(p)τ e
−i2πfτΔt
=
Δt
N
N−1∑
τ=1
N−|τ |∑
t=1
(Xt+τX
T
t e
−i2πfτΔt +XtXTt+τe
i2πfτΔt) +
N∑
t=1
XtX
T
t

=
Δt
N
N∑
a=1
N∑
b=1
XaX
T
b e
−i2πf(b−a)Δt
=
Δt
N
∣∣∣∣∣
N∑
t=1
Xte
−i2πftΔt
∣∣∣∣∣
2
. (4.11)
The cross-periodogram between the jth and kth component series of {Xt}t∈Z, denoted by
Sˆ
(p)
jk (f), is defined as
Sˆ
(p)
jk (f) =
Δt
N
{
N∑
t=1
Xj,te
−i2πftΔt
}{
N∑
t=1
Xk,te
i2πftΔt
}
, (4.12)
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Figure 4.2: Based on N = 1024 observations from a VAR3(1) model, (a) The absolute
value of the (1, 1)th entry of the periodogram; (b) The absolute value of the (1, 1)th entry
of the inverse of the periodogram; (c) The absolute value of the cross-periodogram between
{X1,t} and {X3,t}; (d) The absolute value of the (1, 3)th entry of the inverse of the peri-
odogram. The bold lines represent the corresponding true values in the model. In (d) the
bold line is overlaid by the horizontal axis. Here Δt = 1.
which is just the (j, k)th entry of the periodogram Sˆ(p)(f).
Let sˆ(p)jk,τ be the (j, k)th entry of sˆ
(p)
τ . It is easy to see that {sˆ(p)jk,τ} and Sˆ(p)jk (∙) are Fourier
transform pair.
See Figure 4.2. In Figure 4.2(b), the estimated values are too far away from the true values.
But it is actually correct and it shows that the inverse of a bad estimate of the spectral
matrices is extremely poor.
Due to its bias properties for univariate time series with high dynamic range or small
sample size, the ordinary periodogram is often seen as a naive estimator of the spectrum
[46]. One effective way to reduce the bias is by using tapers in the estimation, which we
will discuss in the next section.
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4.2.2 Tapered periodogram
Define the tapered estimator of sτ as
sˆ(d)τ =

∑N−τ
t=1 ht+τhtXt+τX
T
t for τ = 0, 1, . . . , N − 1;
(ˆs
(d)
τ )T for τ = −(N − 1), . . . ,−1;
0 otherwise,
(4.13)
where ht is a suitable real-valued function of t and
∑N
t=1 h
2
t = 1.
The corresponding Fourier transform is
Sˆ(d)(f) = Δt
N−1∑
τ=−(N−1)
sˆ(d)τ e
−i2πfτΔt , (4.14)
which is called the tapered periodogram or direct spectral estimator.
Compared with (4.9), each observation is multiplied by a taper function in (4.13). Now
(4.11) is replaced by
Sˆ(d)(f) = Δt
∣∣∣∣∣
N∑
t=1
htXte
−i2πftΔt
∣∣∣∣∣
2
. (4.15)
Thus the ordinary periodogram is a special case of the tapered periodogram, which has
taper function ht = 1/
√
N .
The tapered cross-periodogram between the jth and kth component series, denoted by
Sˆ
(d)
jk (f), is defined as
Sˆ
(d)
jk (f) = Δt
{
N∑
t=1
htXj,te
−i2πftΔt
}{
N∑
t=1
htXk,te
i2πftΔt
}
, (4.16)
which is just the (j, k)th entry of the tapered periodogram. Sˆ(d)jk (f) is also called the direct
cross-spectral estimator.
Example 4.2.1. Sine Taper
The sine taper function is
ht =
√
2
N + 1
sin
(
πt
N + 1
)
for t = 1, . . . , N. (4.17)
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Figure 4.3: Same as Figure 4.2 except using the sine tapered periodogram.
See Figure 4.3. Comparing with the ordinary periodogram in Figure 4.2, we can hardly see
any improvement on the estimates by using the sine tapered periodogram.
Example 4.2.2. Modified Bessel Taper
The modified Bessel taper function is
ht = C0I0
πW (N − 1)
√
1−
(
2t− 1−N
N
)2 for t = 1, . . . , N, (4.18)
where I0(∙) is the modified Bessel function of the first kind and zeroth order, C0 is the
normalising constant andW is the bandwidth parameter [46].
There is a package to calculate modified Bessel functions in Matlab.
Modified Bessel tapers provide us a simple way to smooth the curvature of the spectral
estimator via enlarging the bandwidth. See Figure 4.4 and Figure 4.5, where the bandwidth
is increased from 1/256 to 3/128. But there is still no improvement on the variance of
the estimates by modified Bessel tapered periodogram. This is also the reason for the bad
estimate of the inverse of the spectral matrices.
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Figure 4.4: Same as Figure 4.2 except using the modified Bessel tapered periodogram with
bandwidthW = 1/256.
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Figure 4.5: Same as Figure 4.2 except using the modified Bessel tapered periodogram with
bandwidthW = 3/128.
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4.2.3 Multitaper spectral estimator
Multitaper spectral estimation efficiently reduces variance and recovers information lost
from tapering by using multiple orthogonal tapers, and was firstly introduced by Thomson
[55]. The idea of his work is to express the estimator as an average of several tapered
periodograms. Following Walden et al.’s work on univariate time series [58], we look at
the multitaper functions in MTS.
Suppose we have a real-valued, symmetric N ×N matrixQ with rankK.
By the principal axis theorem [54, p.296],Q can be factorized into
Q =
N∑
k=1
γkhkh
T
k ,
where hk = (hk,1, . . . , hk,N)T for k = 1, . . . , N are the orthonormal eigenvectors ofQ and
λk’s are the corresponding eigenvalues ofQ. If K < N , hk = 0 for k = K + 1, . . . , N .
In order to use hk’s as taper functions, we need the following criteria:
• γk ≥ 0 for k = 1, . . . , N , (positive weights of each taper);
•
∑N
k=1 γk = 1, (unity scale).
Thus Q must be positive semi-definite and have unity trace. The rank K is also called the
order of the tapers.
Now we define the multitaper spectral estimator as
Sˆ(f) = Δt
K∑
k=1
γk
∣∣∣∣∣
N∑
t=1
hk,tXte
−i2πftΔt
∣∣∣∣∣
2
. (4.19)
The multitaper spectral estimator is the average ofK tapered periodograms, where the kth
tapered periodogram with taper functions {hk,t} is weighted at γk for k = 1, . . . , K .
Now let λk = Kγk for k = 1, . . . , K . (4.19) is replaced by
Sˆ(f) =
Δt
K
K∑
k=1
λk
∣∣∣∣∣
N∑
t=1
hk,tXte
−i2πftΔt
∣∣∣∣∣
2
. (4.20)
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The multitaper cross-spectral estimator is defined as
Sˆlm(f) =
Δt
K
K∑
k=1
λk
{
N∑
t=1
hk,tXl,te
−i2πftΔt
}{
N∑
t=1
hk,tXm,te
i2πftΔt
}
, (4.21)
which is just the (l,m)th entry of the multitaper spectral estimator Sˆ(f). Here both {hk,t}
and {Xl,t} are assumed to be real-valued.
The first moment of the multitaper spectral estimator is
E[Sˆ(f)] =
∫ fN
−fN
H(f − φ)S(φ)dφ, (4.22)
where
H(f) = Δt
K
K∑
k=1
λk
∣∣∣∣∣
N∑
t=1
hk,te
−i2πftΔt
∣∣∣∣∣
2
. (4.23)
The functionH(f) is called the overall spectral window of the multitaper estimator. Perci-
val and Walden discussed the design ofH(∙) to control the sidelobe leakage [46, §7].
Example 4.2.3. Sine Tapers
The sine taper functions are defined as
hk,t =
√
2
N + 1
sin
(
kπt
N + 1
)
for t = 1, . . . , N and k = 1, . . . , K. (4.24)
This simple form of tapers is firstly proposed by Riedel and Sidorenko [47]. They showed
that the sine taper could have smaller local bias than some other tapers. It is also noticeable
that the sine taper function does not have any bandwidth parameters. The wider bandwidth
can be achieved by increasing the order of the tapers and the bandwidth is W = (K +
1)/(N + 1)Δt [47].
See Figure 4.6 and 4.8. It is remarkable that the estimates on the inverse of the spectral
matrices pick up the trend of the true values, which is a significant improvement from
the ordinary and tapered periodogram. When increasing the numbers of the tapers, the esti-
mates get smoother curvature and also smaller variance. Figure 4.8 shows a nice estimation
on both the spectral matrices and its inverse matrices by using 94 sine tapers.
Example 4.2.4. Slepian Tapers
The motivation is to solve the concentration problem in order to reduce sidelobes by using
prolate spheroidal sequences, originally derived by Slepian [52]. Here the concentration
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Figure 4.6: Same as Figure 4.2 except using the 14-sine-taper spectral estimator.
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Figure 4.7: Same as Figure 4.2 except using the 46-sine-taper spectral estimator.
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Figure 4.8: Same as Figure 4.2 except using the 94-sine-taper spectral estimator.
problems are to determine how large the concentration ratio can be with limited bandwidth
between [−W,W ] and limited sample size N . The concentration ratio for a sequence {gt}
in frequency domain over a chosen interval [−W,W ] is defined as∫W
−W |H(f)|2df∫ 1/2
−1/2 |H(f)|2df
, (4.25)
whereH(∙) is the Fourier transform of {ht}. More details can be found in [46, §3.9].
The idea of Slepian tapers is that each taper function is chosen to maximize the concentra-
tion ration subject to being orthogonal to the previous tapers. To achieve a desired band-
width W , it is suggested to use (2NW − 2) as the number of tapers with unity sample
interval, called the maximum number of tapers for the effective bandwidth[57]. Bell et al.
contributed an algorithm to calculate the Slepian tapers [7].
See Figure 4.9 to 4.11. By increasing the bandwidth and using the corresponding maximum
number of tapers, the variance of the estimates on the spectral matrices is significantly
reduced. Figure 4.11 shows a nice estimation on both the spectral matrices and its inverse
matrices by the bandwidthW = 3
64
with 94 Slepian tapers .
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Figure 4.9: Same as Figure 4.2 except using the 14-Slepian-taper spectral estimator with
bandwidthW = 1/128.
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Figure 4.10: Same as Figure 4.2 except using the 46-Slepian-taper spectral estimator with
bandwidthW = 3/128.
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Figure 4.11: Same as Figure 4.2 except using the 94-Slepian-taper spectral estimator with
bandwidthW = 3/64.
4.3 Whittle’s likelihood estimation
In this section, we study likelihood inference for graphical interaction models. The first part
of this section is a review of the original Whittle’s likelihood approximation, an expression
of the likelihood function in terms of the spectral matrices and the ordinary periodogram.
Here we also study the detailed proof for this approximation [61], which is not commonly
cited. The second part provides a simple alternative way to derive Whittle’s likelihood
approximation. At the end of this section, we work out the maximum likelihood estimator
for the parameter θ in GI(l, G) models. For simplicity, we set the sample interval Δt = 1
in this section.
4.3.1 Original Whittle’s likelihood approximation
Suppose we are given a sample, X1, . . . ,XN , from a p-dimensional stationary Gaussian
MTS {Xt}t∈Z with zero mean, where {Xt}t∈Z is from the GI(l, G)model with an unknown
parameter θ ∈ Θ(l, G), but known model order l and graph G. In §3.3 we have shown
that the autoregressive model of order l associated with the partial correlation graph G,
VARp(l, G), is identical to the graphical interaction model GI(l, G).
Thus we have
Φ(B)Xt = t,
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where the Φ(z) is a p × p matrix and t is a p × 1 vector-valued white noise process with
zero mean and covariance matrix Ξ. We assume that Ξ = σ2Ip.
If detΦ(z) 6= 0 for all |z| ≤ 1, then we can write
Xt = Θ(B)t,
where
Θ(z) =
∞∑
u=0
Θuz
u and the Θu are p× p matrices.
The likelihood function is
L(θ;X1, . . . ,XN) = (2πσ
2)−Np/2 det[
∂(1, 2, . . . , N)
∂(X1,X2, . . . ,XN)
] exp(− 1
2σ2
N∑
t=1
Tt t), (4.26)
and the log-likelihood function is
l(θ;X1, . . . ,XN) = −Np
2
log(2π)−Np
2
log σ2+log det[
∂(1, 2, . . . , N)
∂(X1,X2, . . . ,XN)
]− 1
2σ2
N∑
t=1
Tt t.
(4.27)
The above functions are not in a neat form to estimate parameter θ.
Whittle’s likelihood function, which expresses the likelihood function in terms of the spec-
tral matrices, is useful to get the maximum likelihood estimator of the spectral matrices
[61].
Firstly we define the operation A as follows: For any function f(z) =∑∞n=−∞ cnzn, A is
the operation such that Af(z) = c0 [61]. Related properties of this operation can be found
in residue theorem [40, §4.4.2]. For example,
AΘ(∙) = Θ0. (4.28)
Define the total prediction variance Vtotal as the total variance of Θ0t, i.e. the determi-
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nant of its covariance matrix. Here
Vtotal = det [cov[Θ0t,Θ0t]]
= det[Θ0E[t
T
t ]Θ
T
0 ]
= detΘ0 detΞ detΘ
T
0
= σ2p(detΘ0)
2. (4.29)
Recall the previous result (3.7):
SX(f) = σ
2Θ(e−i2πf )ΘH(e−i2πf ) ≡ Sθ(f) here. (4.30)
Applying (4.30) to the definition of the total prediction variance, we can show that
Vtotal = exp
(∫ 1/2
−1/2
log detSθ(f)df
)
. (4.31)
This is because∫ 1/2
−1/2
log detSθ(f)df = log σ
2p +
∫ 1/2
−1/2
log detΘ(e−i2πf )df
+
∫ 1/2
−1/2
log detΘH(e−i2πf )df
= log σ2p + log detΘ0 + log detΘ
T
0
= log Vtotal.
Here
∫ 1/2
−1/2 log detΘ(e
−i2πf )df = log detΘ0 since A log detΘ(∙) = log detΘ0, see fur-
ther details in [61].
Thus the Jacobian transformation term in the log-likelihood function (4.27) is
log det[
∂(1, 2, . . . , N)
∂(X1,X2, . . . ,XN)
] = − log det[∂(X1,X2, . . . ,XN)
∂(1, 2, . . . , N)
] (4.32)
= −N log detΘ0 (4.33)
= −N
2
(log Vtotal − log σ2p) (4.34)
= −N
2
∫ 1/2
−1/2
log detSθ(f)df +
Np
2
log σ2. (4.35)
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From (4.32) to (4.33) we use ∂Xj
∂k
= Θ0δjk for j, k = 1, 2, . . . , N .
Now we look at the
∑N
t=1 
T
t t term in the log-likelihood function (4.27). Whittle made the
following approximation [61]:
N∑
t=1
Tt t ≈
∫ 1/2
−1/2
tr[Sˆ(p)(f)S−1θ (f)]df. (4.36)
where Sˆ(p)(f) is the ordinary periodogram.
Here we take a look at the details of this approximation, then we will discuss how to
improve it with tapered periodogram.
Since
Φ(B)Xt = t,
we can write the (j, k)th entry of Φ(z) as
Φjk(z) =
∞∑
n=0
Φjk,nz
n.
Thus
N∑
t=1
Tt t =
p∑
u=1
N∑
t=1
2u,t
=
p∑
u=1
N∑
t=1
p∑
j=1
p∑
k=1
∞∑
r=0
∞∑
s=0
Φuj,rXj,t−rΦuk,sXk,t−s
=
p∑
u=1
p∑
j=1
p∑
k=1
∞∑
r=0
∞∑
s=0
Φuj,rΦuk,s
N∑
t=1
Xj,t−rXk,t−s. (4.37)
Now we need to make the approximation for the term
∑N
t=1Xj,t−rXk,t−s in (4.37). Recall
the biased estimator of sτ :
sˆ(p)τ =
 1N
∑N−|τ |
t=1 Xt+τX
T
t for |τ | ≤ N − 1;
0 otherwise,
(4.38)
and the ordinary periodogram
Sˆ(p)(f) =
N−1∑
τ=−(N−1)
sˆ(p)τ e
−i2πfτ . (4.39)
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The equation (4.37) can be approximated as
N∑
t=1
Tt t ≈ N
p∑
u=1
p∑
j=1
p∑
k=1
∞∑
r=0
∞∑
s=0
Φuj,rΦuk,ssˆ
(p)
jk,s−r. (4.40)
Let z = e−i2πf . We can rewrite (4.40) as
N∑
t=1
Tt t ≈ N
p∑
u=1
p∑
j=1
p∑
k=1
∞∑
r=0
∞∑
s=0
Φuj,rz
rΦuk,sz
−ssˆ(p)jk,s−rz
s−r
= NA
p∑
u=1
p∑
j=1
p∑
k=1
∞∑
r=0
Φuj,rz
r
∞∑
s=0
Φuk,sz
−s
∞∑
q=−∞
sˆ
(p)
jk,qz
q
= NA
p∑
u=1
p∑
j=1
p∑
k=1
Φuj(z)Φ
∗
uk(z)Sˆ
(p)
jk (f)
= NAtr[Sˆ(p)(f)ΦH(z)Φ(z)]
= Nσ2Atr[Sˆ(p)(f)S−1θ (f)] by (3.9).
We can show that for z = e−i2πf , if both of two matrices P(z) and Q(z) can be written as
P(z) =
∑∞
n=−∞Pnz
n andQ(z) =
∑∞
n=−∞Qnz
n
,
then Atr[P(z)Q(z)] = ∫ 1/2−1/2 tr[P(z)Q(z)]df . Proof can be found in Appendix C.2.
Thus
N∑
t=1
Tt t ≈ Nσ2
∫ 1/2
−1/2
tr[Sˆ(p)(f)S−1θ (f)]df. (4.41)
Therefore, substitute the result (4.35) and (4.41) into the log-likelihood function (4.27), we
have theWhittle’s log-likelihood function lWn (θ;X1, . . . ,Xn), that is an approximation to
the log-likelihood function and
lW (θ;X1, . . . ,XN) = −Np
2
log(2π)− N
2
∫ 1/2
−1/2
(
log detSθ(f) + tr[Sˆ
(p)(f)S−1θ (f)]
)
df.
(4.42)
Then θ can be estimated by maximizing lW (θ):
θˆ = argmax
θ∈Θ(l,G)
lW (θ)
Improving the accuracy in the approximation:
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The ordinary periodogram actually has some poor bias and variance properties. Dahlhaus
[21] talked about the edge effects with finite observations when estimating the parame-
ters with ordinary periodogram in univariate stationary time series. But Dahlhaus [22]
and Eichler [31] did not implement tapered Whittle’s likelihood functions when estimating
graphical interaction models.
Now we go back to the approximation of
∑N
t=1 
T
t t in (4.41).
Recall the tapered estimator of sτ :
sˆ(d)τ =

∑N−|τ |
t=1 ht+τhtXt+τX
T
t for |τ | ≤ N − 1;
0 otherwise,
(4.43)
where ht’s are real-valued functions of t and
∑N
t=1 h
2
t = 1.
Suppose we approximate (4.37) via the tapered estimator of sτ :
N∑
t=1
Tt t ≈ N
p∑
u=1
p∑
j=1
p∑
k=1
∞∑
r=0
∞∑
s=0
Φuj,rΦuk,s
N−|τ |∑
t=1
ht+τhtXt+τX
T
t , (4.44)
Now (4.40) is replaced by
N∑
t=1
Tt t ≈ N
p∑
u=1
p∑
j=1
p∑
k=1
∞∑
r=0
∞∑
s=0
Φuj,rΦuk,ssˆ
(d)
jk,s−r, (4.45)
and we get the tapered Whittle’s log-likelihood function:
lW (θ;X1, . . . ,XN) = −Np
2
log(2π)− N
2
∫ 1/2
−1/2
(
log detSθ(f) + tr[Sˆ
(d)(f)S−1θ (f)]
)
df.
(4.46)
4.3.2 An alternative approach to Whittle’s approximation
Suppose a set of samples, X1, . . . ,XN , is from a p-dimensional stationary Gaussian MTS
{Xt}t∈Z with zero mean, where {Xt}t∈Z is from the GI(l, G) model with an unknown
parameter θ ∈ Θ(l, G), but known model order l and graph G.
Firstly we write all of the sample variables as a pN × 1 vector Xv = vec(X1, . . . ,XN).
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Define sv(θ) as the covariance matrix ofXv. It is clear that sv(θ) is a pN × pN matrix and
sv(θ) =

sθ,0 sθ,1 ∙ ∙ ∙ sθ,N−1
.
.
.
.
.
.
.
.
.
.
.
.
sθ,1−N sθ,2−N ∙ ∙ ∙ sθ,0
 ,
where sθ,τ is the covariance matrix of {Xt} with lag τ , τ ∈ Z.
Thus we have the likelihood function of θ,
L(θ) = (2π)−
Np
2 (det sv(θ))
− 1
2 exp(−1
2
XTv s
−1
v (θ)Xv), (4.47)
and the log-likelihood function of θ,
l(θ) = −1
2
log(det sv(θ))− 1
2
XTv s
−1
v (θ)Xv + constant (4.48)
= −1
2
log(det sv(θ))− 1
2
tr[XvX
T
v s
−1
v (θ)] + constant. (4.49)
Detailed calculation from (4.47) to (4.49) can be found in Appendix C.1. It is difficult
to estimate θ by maximizing the above functions, since the determinant of the covariance
matrix, det sv(θ), and the inverse of the covariance matrix, s−1v (θ), are hard to express in
any neat form.
To solve this problem, we express the above functions in the following way [26]:
Let {Sθ(f)} be the sequence of the spectral matrices of {Xt}t∈Z, which is the Fourier
Transform of the covariance matrices sequence {sθ,τ}, τ ∈ Z.
Let fk = kN , for 1 ≤ k ≤ N and k ∈ Z.
Define
SN(θ) = diag (Sθ(f1), . . . ,Sθ(fk), . . . ,Sθ(fN)) ,
i.e. SN(θ) is the Np × Np diagonal matrix which combines the diagonals of the matrices
Sθ(f1), . . . ,Sθ(fk), . . . ,Sθ(fN).
Let ΩN be a pN × pN matrix that is composed of N × N blocks of p × p sub-matrices,
where the (j, k)th block is the p × p identity matrix Ip multiplied by N−1/2e−i2πjfk , for
1 ≤ j, k ≤ N and j, k ∈ Z.
Note that the (j, k)th block is the sub-matrix of ΩN from the jth row of the blocks and the
kth column of the blocks.
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It is easy to show that ΩN is an unitary matrix, i.e. ΩNΩHN = INp.
Davies showed that ΩNsv(θ)ΩHN − SN(θ) is close to 0 as N →∞ under some conditions
in [25].
Example 4.3.1.
Suppose p = 1. We have
ΩN = N
−1/2

e−i2πf1 e−i2πf2 ∙ ∙ ∙ e−i2πfN
e−i2π2f1 e−i2π2f2 ∙ ∙ ∙ e−i2π2fN
.
.
.
.
.
.
.
.
.
.
.
.
e−i2πNf1 e−i2πNf2 ∙ ∙ ∙ e−i2πNfN
 .
Thus the (i, i)th entry of the matrix ΩNsv(θ)ΩHN is
1
N
N∑
j=1
N∑
k=1
e−i2πi(fk−fj)sj−k =
N−1∑
τ=−(N−1)
(1− |τ |
N
)e−i2πifτ sτ =
N−1∑
τ=−(N−1)
(1− |τ |
N
)e−i2πfiτsτ
As N →∞, the above sum tends to Sθ(fi), i.e. the (i, i)th entry of SN(θ).
Thus we can approximate sv(θ) asΩ−1N SN(θ)(ΩHN)−1 for largeN . Thus in the log-likelihood
function (4.49), for large N , we can make the following approximations:
det sv(θ) ≈ detSN(θ) =
N∑
k=1
detSθ(fk) (4.50)
and
s−1v (θ) ≈ ΩHNS−1N (θ)ΩN . (4.51)
Another important result is thatΩN transformsXNXTN into a multiple of the periodogram.
Let dN = ΩNXN . Consider dN as N × 1 blocks of p× p sub-matrices. Write
dN =

d(f1)
.
.
.
d(fk)
.
.
.
d(fN)

,
where 1 ≤ k ≤ N , k ∈ Z.
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It is clear that the (k, 1)th block in dN , d(fk) = N−1/2
∑N
t=1Xte
−i2πtfk
.
Thus we can write
XvX
T
v = XvX
H
v = Ω
−1
N dNd
H
N(Ω
−1
N )
H. (4.52)
Now we can approximate the log-likelihood function (4.49) using results (4.50), (4.51)and
(4.52),
l(θ) ≈ −1
2
N∑
k=1
log detSθ(fk)− 1
2
tr
[
dNd
H
NS
−1
N (θ)
]
+ constant. (4.53)
Since S−1N (θ) = diag
(
S−1θ (f1), . . . ,S
−1
θ (fk), . . . ,S
−1
θ (fN)
)
, we have
tr
[
dNd
H
NS
−1
N (θ)
]
=
N∑
k=1
tr
[
d(fk)d
H(fk)S
−1
θ (fk)
]
. (4.54)
Substitute (4.54) into equation (4.53). We get
l(θ) ≈ −1
2
N∑
k=1
{
log detSθ(fk) + tr
[
d(fk)d
H(fk)S
−1
θ (fk)
]}
+ constant. (4.55)
Whittle’s log-likelihood function (4.42) used integrals instead of the summation in (4.55)
as follows:
lW (θ) = −N
2
∫ 1/2
−1/2
(log detSθ(f) + tr[Sˆ
(p)(f)S−1θ (f)])df + constant,
where Sˆ(p)(f) is the periodogram such that
Sˆ(p)(f) = d(f)dH(f),
and
d(f) =
1√
N
N∑
t=1
Xte
−i2πft.
Then θ can be estimated by maximizing lW (θ):
θˆ = argmax
θ∈Θ(l,G)
lW (θ)
Discussion:
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Now we go back to look at the definition of ΩN . Define Ω′N as a pN × pN unitary matrix
that has the same block structure with ΩN . In the (j, k)th block of Ω′N , multiply Ip by
hke
−i2πjfk
, where hk’s are the taper functions such that
∑N
k=1 h
2
k = 1.
To ensure the tapered Whittle’s likelihood function gives a better approximation, for 1 ≤
k ≤ N and k ∈ Z, hk’s must satisfy that Ω′Nsv(θ)Ω′HN − SN(θ) gets close to zero quicker
than ΩNsv(θ)ΩHN − SN(θ).
4.3.3 Maximum Whittle’s likelihood estimator
Now we can derive the maximum likelihood estimator by setting the first derivative of
the Whittle’s likelihood approximation with respect to θ to zero, which largely follows
Eichler’s work [31]. Recall the definition of the graphical interaction model, the parameter
θ contains the entries of s(i)0 , . . . , s
(i)
l . Suppose θi, the ith entry of θ, represents s
(i)
jk,τ , for
0 ≤ τ ≤ l and τ ∈ Z. With respect to θi, the first derivatives of the Whittle’s log-likelihood
is
∂lW (θ)
∂θi
=
N
2
∫ 1/2
−1/2
tr
[(
Sθ(f)− Sˆ(p)(f)
) ∂S−1θ (f)
∂θi
]
df. (4.56)
See Appendix C.3 for the derivatives of the matrix functions.
Denote Sabθ (f) as the (a, b)th entry of S−1θ (f).
Since Sabθ (f) =
∑∞
τ=−∞ s
(i)
ab,τe
−i2πfτ = s(i)ab,0 +
∑∞
τ=1(s
(i)
ab,τe
−i2πfτ + s(i)ba,τe
i2πfτ ), we have
∂Sabθ (f)
∂θi
=
∂Sabθ (f)
∂s
(i)
jk,τ
=
δajδbk τ = 0;δajδbke−i2πfτ + δakδbjei2πfτ otherwise. (4.57)
Substitute (4.57) into (4.56), we get
∂lW (θ)
∂θi
=
N
2
∫ 1/2
−1/2
(
Sjk,θ(f)− Sˆ(p)jk (f)
)
ei2πfτdf, (4.58)
for 0 ≤ τ ≤ l, τ ∈ Z.
Equating (4.58) to zero, we see that Whittle’s likelihood estimator θˆ satisfies∫ 1/2
−1/2
Sjk,θˆ(f)e
i2πfτdf =
∫ 1/2
−1/2
Sˆ
(p)
jk (f)e
i2πfτdf, (4.59)
for 1 ≤ j, k ≤ p and |τ | ≤ l, τ ∈ Z.
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Notice that the LHS of (4.59) is the (j, k)th entry of the estimated covariance matrix with
lag τ under θˆ, i.e. sjk,θˆ,τ . Since {sˆ(p)τ } and Sˆ(p)(∙) are Fourier transform pair, the RHS
of (4.59) is just the (j, k)th entry of sˆ(p)τ , i.e. sˆ(p)jk,τ . Thus Whittle’s likelihood estimator θˆ
satisfies
sjk,θˆ,τ = sˆ
(p)
jk,τ , |τ | ≤ l and τ ∈ Z. (4.60)
Therefore, under Whittle’s estimation the graphical interaction model GI(l, G) has the es-
timator of θ, θˆ, where θˆ satisfies that in graph G, if j, k ∈ V with j = k or j ∼ k ∈ E,
sjk,θˆ,τ = sˆ
(p)
jk,τ , |τ | ≤ l and τ ∈ Z. (4.61)
Together with the definition of the graphical interaction model, θˆ also has to satisfy the
following equations:
If j, k ∈ V with j 6= k and j ∼ k /∈ E,
s
(i)
jk,θˆ,τ
= 0 for all | τ |> l; (4.62)
and for all distinct j, k ∈ V , when j ∼ k /∈ E
s
(i)
jk,τ = s
(i)
kj,τ = 0 for all | τ |≤ l. (4.63)
Additionally under the tapered Whittle’s likelihood function, θˆ satisfies that in graph G, if
j, k ∈ V with j = k or j ∼ k ∈ E,
sjk,θˆ,τ = sˆ
(d)
jk,τ , |τ | ≤ l and |τ | ∈ Z. (4.64)
Here equation (4.64) can be used as an alternative to (4.60).
It is remarkable that when j, k ∈ V with j = k or j ∼ k ∈ E in graph G, the estimated co-
variance matrix with lag τ , sjk,θˆ,τ , depends on the approximation which is made in (4.41);
more precisely, under the maximum likelihood estimator θˆ, sjk,θˆ,τ equals to the most ap-
propriate estimation of the covariance between {Xj,t}t∈Z and {Xk,t}t∈Z with lag τ , which
best represents the data of sample size N . This is a foundation of the initial values for the
semi-parametric approach in the next section.
In conclusion, θˆ satisfies that with known order l and graph G, if j, k ∈ V with j = k
or j ∼ k ∈ E, under the maximum likelihood estimators of the inverse autocovariance
matrices, some entries of the estimated autocovariance matrices, which correspond with
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the existing edges in the partial correlation graph, are consistent with those derived from
the non-parametric estimation. See Table 4.1.
For j = k or j ∼ k ∈ E,
Raw Whittle’s likelihood function Tapered Whittle’s likelihood function
sjk,θˆ,τ = sˆ
(p)
jk,τ , |τ | ≤ l and τ ∈ Z. sjk,θˆ,τ = sˆ(d)jk,τ , |τ | ≤ l and τ ∈ Z.
Table 4.1: The results of the Whittle’s likelihood estimation.
4.4 Semi-parametric estimation: an iterative algorithm with zero con-
straints on inverse covariances
This iterative method estimates the parameter of the GI(l, G) model, that is the inverse
covariance matrices of {Xt}t∈Z. Since it is based on the properties of the VAR processes,
it also provides the estimates of the coefficient matrices and the covariance matrix of the
noise term in the VARp(l) process with partial correlation graph G.
Firstly we look at the iterative algorithm. We reintroduce Δt here as it will be used in the
real data practice in Chapter 5.
Suppose a p-dimensional time series {Xt}t∈Z, t = 1, . . . , N , is from a GI(l, G)model with
an unknown parameter θ ∈ Θ(l, G), but known model order l and graph G.
Let CG be the set of all (a, b, τ ) ∈ V × V × Z such that the element (a, b, τ ) satisfies at
least one of the following two conditions:
1. |τ | > l.
2. a and b are distinct and non-adjacent in G.
By the definition of GI(l, G) model, (a, b, τ ) ∈ CG implies that s(i)ab,τ = 0. Thus CG
represents all the zero constraints of the inverse covariance matrices s(i)τ in the GI(l, G)
model.
Let C0 be the subset of CG such that
C0 = {(a, b, τ ) ∈ V × V × Z; |τ | > l}.
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Thus C0 represents the constraints imposed by the order l of the GI(l, G) model.
Now we index the non-adjacent vertices in unordered pairs, i.e. {a, b} = {b, a}. Let
{ai, bi} be the ith pair of two distinct vertices that are non-adjacent inG. Suppose there are
M pairs of non-adjacent vertices in total. For i = 1, 2, . . . ,M , define
Ci = {(a, b, τ ) ∈ V × V × Z; {a, b} = {ai, bi}}.
Thus Ci represents the constraints due to the absence of the edge between ai and bi.
Hence we have CG =
⋃M
i=0Ci. In other words, CG represents a set of the zero constraints
that can be split intoM subsets:
1. C0 referring to the order of the GI(l, G) model.
2. Ci for i = 1, 2, . . . ,M referring to the non-adjacent edge between {Xai} and {Xbi}.
Start with the initial value sτ (0) as
sˆτ (0) = sˆτ ,
where sˆτ is the non-parametric estimator of sτ defined as (4.9) or (4.13) in §4.2.
Here sˆτ (n) means the nth iteration step.
The initial value of the spectral matrix Sˆ(f, 0) is the corresponding tapered periodogram:
Sˆ(f, 0) = Sˆ(f), (4.65)
where
Sˆ(f) = Δt
N−1∑
τ=−(N−1)
sˆτe
−i2πfτΔt .
The iterative system is to solve the nth-step equations such that
sˆab,τ (n) = sˆab,τ (n− 1) for all (a, b, τ ) /∈ CnmodM+1; (4.66)
sˆ
(i)
ab,τ (n) = s
(i)
ab,τ = 0 for all (a, b, τ ) ∈ CnmodM+1. (4.67)
The detail of the algorithm is as follows:
• When n mod (M + 1) = i > 0, the iteration step update the values that satisfies the
constraints in Ci.
4.4 Semi-parametric estimation: an iterative algorithm with zero constraints on
inverse covariances 112
Since Ci = {(a, b, τ ) ∈ V × V × Z; {a, b} = {ai, bi}}, equations (4.66) and (4.67)
become:
for all integer τ ,
sˆab,τ (n) = sˆab,τ (n− 1) if {a, b} 6= {ai, bi}; (4.68)
sˆ
(i)
ab,τ (n) = s
(i)
ab,τ = 0 if {a, b} = {ai, bi}. (4.69)
In frequency domain, equations (4.68) and (4.69) are respectively equivalent to the
following:
for all f ∈ [−fN , fN ],
Sˆab(f, n) = Sˆab(f, n− 1) if {a, b} 6= {ai, bi}; (4.70)
Sˆab(f, n) = 0 if {a, b} = {ai, bi}. (4.71)
Recall the result (1.13) that we derived in §1.3,
Saibi|(\aibi)(f) = Saibi(f)− Sai(\aibi)(f)S−1(\aibi)(\aibi)(f)S(\aibi)bi(f). (4.72)
Here we know the terms Sˆai(\aibi)(f),Sˆ(\aibi)(\aibi)(f) and Sˆ(\aibi)bi(f) from (4.70),
Sˆaibi|(\aibi)(f) = 0 by (4.71). Substituting these terms into equation (4.72), we have
Sˆaibi(f, n) = Sˆai(\aibi)(f, n− 1)Sˆ−1(\aibi)(\aibi)(f, n− 1)Sˆ(\aibi)bi(f, n− 1). (4.73)
Equation (4.73) together with (4.70) complete all the entries of the spectral matrices
S(f, n). The corresponding sˆτ (n) can be obtained by Fourier Transform.
• When n mod (M + 1) = 0, the iteration step update the values that satisfies the
constraints in C0. Equations (4.66) and (4.67) become
sˆτ (n) = sˆτ (n− 1) for all |τ | ≤ l; (4.74)
sˆ(i)τ (n) = 0 for all |τ | > l. (4.75)
In this step, (4.75) consists with the form of the inverse autocovariance in an arbitrary
VARp(l) model. Thus sˆτ (n) satisfies the Yule-Walker equations:
sˆτ (n) =
l∑
u=1
Φˆusˆτ−u(n) + Ξˆδτ0 for all |τ | ≤ l. (4.76)
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This corrects an error in [31, §5].
Substituting (4.74) into (4.76), we have l + 1 unknown parameters with l + 1 linear
equations. Thus (4.76) can be solved with the unique solutions Φˆ1, . . . , Φˆl and Ξˆ by
transforming the VARp(l) process into a VARpl(1), see §3.5.1.
Hence the spectral matrix can be obtained by
Sˆ(f, n) = Φˆ−1(e−i2πfΔt)ΔtΞˆ
(
Φˆ−1(e−i2πfΔt)
)H
, (4.77)
where Φˆ(z) = Ip −
∑l
u=1 Φˆuz
u
.
When calculating the spectral matrices in (4.77), we apply the fast algorithm that is
developed in §3.2.1.
For simplicity we summarize the algorithm in Table 4.2.
steps algorithm
{1, 2, . . . ,M − 1}, Sˆ(f, n) modified by missing edges;
{M + 1,M + 2, . . . , 2M − 1}
.
.
.
M, 2M, . . . Φu’s and Ξ determined by Yule-Walker equations;
Sˆ(f, n) modified by VAR process.
Table 4.2: The summarization of the iterative algorithm.
The algorithm cycles through the sets of steps {d(M + 1) + 1, . . . , d(M + 1) + (M + 1)}
for integer d ≥ 0, where d is the index of cycles. The number of steps of each cycle
is M + 1. As the VAR coefficient matrices Φˆ1, . . . , Φˆl and Ξˆ converge in cycles, each
spectral matrix at frequency f converges in steps for all f ∈ [−fN , fN ]. At the convergent
step Nc, Nc = d(M + 1) for some integer d ≥ 0, the algorithm gives the estimates of
the spectral matrices S(f,Nc), as well as the estimates of the parameters in the VARp(l)
process, Φˆ1, . . . , Φˆl and Ξˆ. Then we can estimate the parameter of the GI(l, G) model, the
inverse of the spectral matrices as sˆ(i)τ (Nc) by (1.66):
sˆ(i)τ (Nc) =
∫ fN
−fN
Sˆ−1(f,Nc)ei2πfτΔtdf.
Example 4.4.1 is a simple example without calculation to show how the algorithm cycles.
Example 4.4.2 shows how the algorithm is carried out within each cycle of the algorithm.
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Figure 4.12: G4, the partial correlation graph in the Example 4.4.1.
Example 4.4.1.
Consider a 3-dimensional Gaussian stationary MTS from a GI(l, G4) model where l is a
fixed constant and G4 has the given graph structure in Figure 4.12.
SinceG4 has 2 pairs of non-adjacent vertices {1, 3} and {2, 3},M = 2 and the size of each
cycle is 3.
Using the non-parametric estimation as the initial values sˆτ (0) and Sˆ(f, 0), now we look at
the first cycle:
• Step 1: modified by the missing edge between 1 and 3;
• Step 2: modified by the missing edge between 2 and 3;
• Step 3: modified by the VAR3(l) model.
The second cycle is from step 4 to 6 repeating the algorithm in the first cycle. The algorithm
carries on until the values converge in cycles.
Example 4.4.2.
Consider a 3-dimensional stationary MTS {Xt}t∈Z from a GI(1, G) model. Suppose its
partial correlation graph G has the same structure as Figure 3.1.
Since there is one absent edge between component series {X1,t}t∈Z and {X3,t}t∈Z, the only
non-adjacent pair is {1, 3}. Here we treat {1, 3} and {3, 1} as the same pair. ThusM = 1.
Now we have
C0 = {(a, b, τ ) ∈ V × V × Z; |τ | > 1}.
and
C1 = {(a, b, τ ) ∈ V × V × Z; {a, b} = {1, 3}}.
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In step 1, update the sequence of the spectral matrices with the following equations:
For f ∈ [−fN , fN ],
Sˆab(f, 1) = Sˆab(f, 0) for {a, b} = {1, 2} or {2, 3};
Sˆ13(f, 1) =
Sˆ12(f, 0)Sˆ23(f, 0)
Sˆ22(f, 0)
(4.78)
and
Sˆ31(f, 1) =
Sˆ32(f, 0)Sˆ21(f, 0)
Sˆ22(f, 0)
. (4.79)
Then the covariance matrices sˆτ (1) are just the inverse Fourier transform of Sˆ(f, 1).
In step 2, based on the Yule-Walker equations use the following two equations to estimate
the coefficient matrices of VAR3(1), Φˆ and Ξˆ:
sˆT1 (1) = sˆ0(1)Φˆ
T;
sˆ0(1) = sˆ1(1)Φˆ
T + Ξˆ.
Then we can update the spectral matrices Sˆ(f, 2):
For f ∈ [−fN , fN ],
Sˆ(f, 2) = Φˆ−1(e−i2πfΔt)ΔtΞˆ
(
Φˆ−1(e−i2πfΔt)
)H
,
where Φˆ(z) = I3 − Φˆz.
The rest of iterative steps carry on by repeating step1 and step2 until the sequence of spec-
tral matrices and the sequence of covariance matrices both converge in steps.
There are a few practical issues that we need to take special notice:
1. At each time when we are modifying the missing edge between {ai, bi} for i = 1, 2, . . . ,M ,
we apply the equation (4.73) to get the modified spectrum Sˆaibi(f, n):
Sˆaibi(f, n) = Sˆai(\aibi)(f, n− 1)Sˆ−1(\aibi)(\aibi)(f, n− 1)Sˆ(\aibi)bi(f, n− 1).
In the above equation, Sˆ(\aibi)(\aibi)(f, n− 1) is a sub-matrix of Sˆ(f, n− 1) by deleting two
rows and two columns. The invertibility of Sˆ(\aibi)(\aibi)(f, n − 1) is an essential issue for
this iterative algorithm.
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The derivation of (4.72) and (4.73) used the following relation:
S(\aibi)(\aibi)(f)Aai(\aibi) = Sai(\aibi)(f), (4.80)
whereAai(\aibi) is the linear coefficient for {Xai,t} fixing {X(\aibi),t} defined in (1.4).
The result follows when S(\aibi)(\aibi) is invertible and
Aai(\aibi) = S
−1
(\aibi)(\aibi)(f)Sai(\aibi)(f). (4.81)
In Example 4.4.2 above, the dimension of theMTS is p = 3. In this case Sˆ(\aibi)(\aibi)(f, n−
1) becomes a scalar, see equation (4.78) and (4.79) for instance. Thus we do not need to
consider the matrix inversion for equation (4.73) when dealing with 3-dimensional MTS.
For dimension p ≥ 4, excluding the components {Xai,t} and {Xbi,t}, Sˆ(\aibi)(\aibi)(f, n−1)
is the estimate of the spectral matrix for the rest (p − 2) components series of {Xt}. This
term can be non-invertible or close to non-invertible, which leads to equation (4.73) hard
to compute.
If we use the ordinary periodogram as the initial value, i.e. Sˆ(f, 0) = Sˆ(p)(f) for f ∈
[−fN , fN ], then Sˆ(\aibi)(\aibi)(f, 0) is a singular matrix [14].
Instead of doing the standard inversion, we can use the pseudo- inverse of Sˆ(\aibi)(\aibi)(f, n−
1) in (4.73). This is because the pseudo-inverse of Sˆ(\aibi)(\aibi)(f)minimizes the Frobenius
norm of S(\aibi)(\aibi)(f)Aai(\aibi) − Sai(\aibi)(f) [12, 9.15.4].
The pseudo-inverse of a matrixA, denoted byA+, is a generalisation of the inverse matrix.
It neglects the small eigenvalues that are close to zero and keeps most of the properties of
the standard inversion. It is often computed via the singular value decomposition. When
Sˆ(\aibi)(\aibi)(f, n − 1) is non-singular, Sˆ+(\aibi)(\aibi)(f, n − 1) = Sˆ−1(\aibi)(\aibi)(f, n − 1).
Thus (4.73) can be replaced by
Sˆaibi(f, n) = Sˆai(\aibi)(f, n− 1)Sˆ+(\aibi)(\aibi)(f, n− 1)Sˆ(\aibi)bi(f, n− 1), (4.82)
where Sˆ+(\aibi)(\aibi)(f, n− 1) denotes the pseudo-inverse of Sˆ(\aibi)(\aibi)(f, n− 1).
Matlab provides pinv(A) to work out the pseudo-inverse of matrixA.
Alternatively, we can avoid the singular case of spectral estimation by the use of smoothing.
A singular matrix has an infinite condition number, i.e. the ratio of largest to smallest
eigenvalue, since some of the eigenvalues are zero. Bo¨hm and von Sachs [14] explained
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that the condition number of the smoothing periodogram depended not only on the true
spectrum but also the influence by the number of frequencies over which smoothing took
place. In fact, it has been known since White [59] that provided the number of degrees of
freedom of the smoothed estimator exceeds the dimension, the matrix will be invertible. So
Sˆ(\aibi)(\aibi)(f, n − 1) becomes invertible if the multi-tapered periodogram has been used
with more than p− 2 tapers as the initial value in the iterative algorithm.
Furthermore, during the iterative steps of the algorithm, an invertible spectral matrix
Sˆ(\aibi)(\aibi)(f, n− 1) can be ill-conditioned, which has an extremely large condition num-
ber, and it is close to non-invertible. In this case, we will also replace the standard inverse
by the pseudo-inverse.
To sum up, we use the following table to show how this algorithm works in different situa-
tions:
dimension of MTS initial value Sˆ(\aibi)(\aibi)(f, n) inversion method
p = 3 periodogram scalar scalar division
p ≥ 4 periodogram singular matrix pseudo-inverse
multi-tapered spectral
estimates with more
than p− 2 tapers
well-conditioned
non-singular matrix standard inverse
ill-conditioned
non-singular matrix pseudo-inverse
Table 4.3: The corresponding techniques for (4.73) in different situations.
2. At the step n =M, 2M, . . . , we work out the estimates of the parameters of the VARp(l)
process Φˆ’s and Ξˆ via Yule-Walker equations (4.76). In §3.5 we discussed two methods
for the Yule-Walker equations when the autocovariance block-matrix is unknown. Here we
implement the autocovariance estimates from the previous step sˆτ (n − 1) , thus the auto-
covariance block-matrix is both block-Toeplitz and block-symmetric. This is similar with
using method II in §3.5: instead of using periodogram, here we inject the autocovariance
estimates modified by the missing edges into the Yule-Walker equations. Method I in §3.5
involves the use of the observations, thus it cannot be applied in this iterative algorithm
since we do not change the observations at any iterative step via the zero constraints for the
missing edges.
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In practice the accuracy at convergence largely depends on the initial values, which varies
with different non-parametric methods. Here we apply the iterative algorithm to the sim-
ulated data from Appendix A.1 and arbitrarily decide to stop at step 6 (cycle 3), called
“convergent step”. The following figures show three sets of the results by using ordi-
nary periodogram (Figure 4.13 – 4.16), modified Bessel single-tapered periodogram with
bandwidth W = 4/N (Figure 4.17 – 4.20) and 14-Slepian-taper spectral estimator with
bandwidthW = 8/N (Figure 4.21 – 4.24) as the initial values respectively. In Figure 4.17
– 4.20, we can see that the Bessel single-tapered periodogram does not perform very well
since the estimates are not very close to the true value at the convergent step.
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Figure 4.13: The (1, 1)th entry of the spectral matrices in the steps of the iterative algorithm
using the ordinary periodogram as the initial values, based on N = 1024 simulated data.
The bold lines represent the true values in the model. (a) step 0: the initial value; (b) step
1: modified by the absence of edge; (c) step 2: modified by Yule-Walker equations based
on a VAR3(1) process; (d) step 6: the convergent values. Here Δt = 1.
4.5 Selection of the GI(l, G) models
In the previous section we have shown a convex optimisation method and a semi-parametric
iterative algorithm to estimate the parameters of a GI(l, G)model with a given graph struc-
tures G and a fixed order l. But the graph structure is often unknown when we do not
observe any prior information of the data.
For a p-dimensional MTS, an unknown correlation graph has p vertices. There are p(p−1)
2
unordered pairs of vertices. i.e.(j, k) is the same as (k, j). An edge may exist between any
pair of the vertices. Thus there are 2
p(p−1)
2 distinct graph structures and we call them the
possible graph structures for a MTS.
Now we introduce how to generate all the possible graph structures for a MTS in Matlab
code in general. The idea is to use binary (base-2) number where 1 represents the pres-
ence of an edge and 0 represents the absence of an edge in the partial correlation graphs.
For a p-dimensional MTS, we can index the set of distinct unordered pairs of vertices as
E1, . . . , E p(p−1)
2
.
We can also index its possible partial correlation graphs as G0, G1, . . . such that that each
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Figure 4.14: Same as Figure 4.13 except plotting the (1, 1)th entry of the inverse of the
spectral matrices.
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Figure 4.15: Same as Figure 4.13 except plotting the (1, 3)th entry of the spectral matrices.
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Figure 4.16: Same as Figure 4.13 except plotting the (1, 3)th entry of the inverse of the
spectral matrices.
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Figure 4.17: The (1, 1)th entry of the spectral matrices in the steps of the iterative algo-
rithm using the Bessel single-tapered periodogram with bandwidthW = 4/N as the initial
values, based on N = 1024 simulated data. The bold lines represent the true values in the
model. (a) step 0: the initial value; (b) step 1: modified by the absence of edge; (c) step 2:
modified by Yule-Walker equations based on a VAR3(1) process; (d) step 6: the convergent
values. Δt = 1.
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Figure 4.18: Same as Figure 4.17 except plotting the (1, 1)th entry of the inverse of the
spectral matrices.
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Figure 4.19: Same as Figure 4.17 except plotting the (1, 3)th entry of the spectral matrices.
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Figure 4.20: Same as Figure 4.17 except plotting the (1, 3)th entry of the inverse of the
spectral matrices.
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Figure 4.21: The (1, 1)th entry of the spectral matrices in the steps of the iterative algorithm
using the 14-Slepian-tapered spectral estimator with bandwidth W = 8/N as the initial
values, based on N = 1024 simulated data. The bold lines represent the true values in the
model. (a) step 0: the initial value; (b) step 1: modified by the absence of edge; (c) step 2:
modified by Yule-Walker equations based on a VAR3(1) process; (d) step 6: the convergent
values. Δt = 1
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Figure 4.22: Same as Figure 4.21 except plotting the (1, 1)th entry of the inverse of the
spectral matrices.
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Figure 4.23: Same as Figure 4.21 except plotting the (1, 3)th entry of the spectral matrices.
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Figure 4.24: Same as Figure 4.21 except plotting the (1, 3)th entry of the inverse of the
spectral matrices.
of them has a distinct possible graph structure. For i = 0, 1, . . . , 2
p(p−1)
2 − 1, the graph
structure of Gi is represented by the p(p−1)2 -digit binary number of i, where its rth digit
represent the existence of an undirected edge between the pair of vertices Er.
Figure 4.25 shows all the possible graph structures for {Xt}.
Details of constructing possible graphs in Matlab can be found in Appendix D.1 with ex-
ample D.1.1.
4.5.1 The iterative algorithm with a fixed order
Suppose we have 1024 observations from a 3-dimensional GI(1, G) model. See the Ap-
pendix A.1 for simulation parameters. The possible graphs are G0, . . . , G7, Figure 4.25
gives the graph structures. Here we know that G5 is the true graph from the simulated
model. G7 is the graph for the saturated model.
Now we apply the iterative algorithm under all the 8 possible graphs separately. Under
different graphs, the estimated VAR parameters Φˆ and Ξˆ are convergent at different values.
In Table 4.4, we can see that under the true model and the saturated model the algorithm
converges quicker than the rest of possible models.
Figure 4.26 shows the norm of the difference between Φˆ and the trueΦ at each cycle under
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Figure 4.25: 8 possible graph structures of a 3-dimensional MTS
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Figure 4.26: The norm of the different between the estimated value and the true value of
Φ in all the possible graphs. The circle shows where the estimated value converges in each
graph.
different graphs. Figure 4.27 shows the determinant of Ξˆ at each cycle under different
graphs. Here the true detΞ = 1 in the true model. It is noticeable that on convergence
Φˆ and Ξˆ are significantly closer to the true values under the true model and the saturated
model.
Graph no. of missing edges convergent cycle convergent step
G0 3 4 16
G1 2 4 12
G2 2 4 12
G3 1 4 8
G4 2 4 12
G5 1 3 6
G6 1 4 8
G7 0 2 2
Table 4.4: Changes of different graphs when applying the iterative algorithm to simulated
data.
4.5.2 AIC and BIC among the possible models
In the previous section we have estimated the parameters of a 3-dimensional GI(1, G)
model for all possible graphs. How do we identify the best fitted model among the esti-
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Figure 4.27: The determinant of the estimated value of Ξ in all the possible graphs. The
circle shows where the estimated value converges in each graph.
mations of all possible graphs? Eichler selected the best model with the smallest Akaike’s
Information Criterion (AIC) [30] or Bayesian Information Criterion (BIC) [31].
Akaike originally proposed a model selection method for independent and identically dis-
tributed random variables among the maximum likelihood estimators of the different mod-
els. This method gives the best model with respect to the minimum of the expected
Kullback-Leibler information [1]. Akaike defined the Akaike’s Information Criterion (AIC)
for a given model with an unknown parameter θ as follows [2]:
AIC = −2(logL(θˆ)) + 2k, (4.83)
where θˆ is the maximum likelihood estimator of θ, L(θ) is the likelihood function of the
model and k is the dimension of θ. AIC is an estimate of the expected Kullback-Leibler
information, which measures the difference between θˆ and the true value of parameter θ in
probability density functions. In (4.83) −2 log(L(θˆ)) is an approximation to the expected
Kullback-Leibler information and 2k is a correction term for the purpose of distinguishing
different models [2]. Among several competing models, we can choose the model with the
minimum of AIC.
Based on minimizing the expected Kullback-Leibler information, Eichler showed that the
minimum of AIC can be used to identify the GI(l, G) model among different orders and
different graphs [30] in the following way:
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For fixed order l and given graph G, the AIC of the GI(l,G) model with parameter θ is
defined as
AIC ≈ AICE(l, G) = −2 logLW (θˆ(l, G)) + 2k ch
N
, (4.84)
where LW (θ) is the Whittle’s likelihood function, θˆ(l, G) is the maximum Whittle’s likeli-
hood estimator of θ in the GI(l, G) model, k is the dimension of θ and N is the number of
observations. ch is called the variance inflation factor due to the tapers and is defined as
ch =
H4
H22
=
∫
h4tdt
(
∫
h2tdt)
2
, (4.85)
where ht’s are the generalised tapers such that
∑N
t=1 h
2
t = 1. Note that chN = 1 when using
ordinary periodogram [46, p.248].
Regardless of the constant terms in (4.83), Lutkepohl extended the AIC for the VAR pro-
cesses in [42, P147]:
AIC = N log det Ξˆ+ 2k, (4.86)
where Ξˆ is the maximum likelihood estimator of the covariance matrix of the noise term,
N is the number of the observations and k is the number of freely estimated parameters.
For a VARp(l) process without further constraints, k = lp2 + p(p + 1)/2. For a GI(l, G)
model,G = (V,E), the number of freely estimated parameters is the number of parameters
in the VARp(l) process excluding the numbers of zero constraints on the inverse covariance
matrices by the missing edges, that is
k = lp2 + p(p+ 1)/2− (1 + 2l)
(
p(p− 1)
2
− |E|
)
, (4.87)
= (1 + 2l)|E|+ p+ lp (4.88)
where |E| is the number of existing edges in G. In (4.87), the numbers of zero constraints
on the inverse auto-covariance matrices by the missing edges is just (1+2l)
(
p(p+1)
2
− |E|
)
.
This is because p(p−1)
2
− |E| is the number of missing edges in G and also from (2.15), we
know that for all distinct j, k ∈ V ,
j ∼ k /∈ E ⇐⇒ s(i)jk,τ = 0 for τ = −l, . . . , 0, . . . , l. (4.89)
Thus at each τ = −l, . . . , 0, . . . , l, there are p(p−1)
2
−|E| number of zeros on the off-diagonal
of the inverse covariance matrices.
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In practice, sometimes AIC is not efficient when identifying the model in the graphical
interaction model selection. This might be caused by the improper correction term for the
estimation of the expected Kullback-Leibler information. Hurvich and Tsai introduced a
corrected version of AIC for vector autoregressive models [38]:
AICc = N log det Ξˆ+ 2bk, (4.90)
where Ξˆ is the maximum likelihood estimator of the covariance matrix of the noise term,
N is the number of the observations, k is the number of freely estimated parameters and
b = N
N−(lp+p+1) . The scale factor b in (4.90) plays an important role when sample size N is
small.
Comparing AICc with the original AIC, the only difference is the correction term in (4.86)
and (4.90). For N >> lp+ p+ 1, AICc and AIC are almost the same.
Since we obtain the estimation of the covariance matrix of the White noise term Ξˆ directly
from both the parametric approach and semi-parametric approach, here we only look at
AIC from (4.86) and AICc from (4.90) for the graphical interaction models. Table 4.5
shows the AIC and AICc via the iterative algorithm with order 1 among different graphs
using the simulation parameters of Appendix A.1. Since N is large, AIC and AICc give
very close results. We can see that G5 (the true graph) gives the smallest AIC and AICc
values among all the possible graphs, but the values from G7 (the saturated graph) is very
close to those from G5. Both AIC and AICc are not good at distinguish between the true
graph and the saturated graph.
Graph k AIC AICc N log det Ξˆ 2k 2bk
G0 6 1803.1329 1803.2155 1791.1329 12 12.0826
G1 9 1477.2934 1477.4173 1459.2934 18 18.1239
G2 9 1804.6738 1804.7976 1786.6738 18 18.1239
G3 12 1479.6603 1479.8255 1455.6603 24 24.1652
G4 9 1394.2494 1394.3733 1455.6603 18 18.1239
G5 12 1145.2832 1145.4483 1121.2832 24 24.1652
G6 12 1396.8652 1397.0303 1372.8652 24 24.1652
G7 15 1148.8378 1149.0443 1118.8378 30 30.2065
Table 4.5: AIC and AICc for the fixed order 1.
Furthermore, Schwarz suggested the Bayesian Information Criteria [50] which is defined
as
BIC = N log det Ξˆ+ k logN, (4.91)
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whereN , Ξˆ and k are defined in the same way with those in AIC. Comparing with the form
of AIC in (4.86), the only difference is at the correction term: AIC uses 2k; while BIC uses
k logN .
Now we compare the AICs and BICs of the models with order 1 among different graphs
using the same simulated data, see table 4.6. In this table, the results from AIC and BIC
are consistent, that is G5 (the true graph) gives the smallest values. The correction term
k logN in BIC highlights the difference between G5 (the true graph) and G7 (the saturated
graph).
Graph k AIC BIC N log det Ξˆ 2k k logN
G0 6 1803.1329 1832.7217 1791.1329 12 41.5888
G1 9 1477.2934 1521.6766 1459.2934 18 62.3832
G2 9 1804.6738 1849.057 1786.6738 18 62.3832
G3 12 1479.6603 1538.8379 1455.6603 24 83.1777
G4 9 1394.2494 1438.6327 1455.6603 18 62.3832
G5 12 1145.2832 1204.4608 1121.2832 24 83.1777
G6 12 1396.8652 1456.0428 1372.8652 24 83.1777
G7 15 1148.8378 1222.8098 1118.8378 30 103.9721
Table 4.6: AIC and BIC for the fixed order 1.
Both Table 4.5 and table 4.6 are computed by the iterative algorithm for a fixed order 1 as
the examples. Suppose the order of the GI(l, G) model is unknown, we need to compute
the AIC and BIC values among the orders l = 1, 2, . . . and choose the graph and the order
with the smallest value of AIC or BIC. Additionally the prametric approach by convex
optimization also works fine to compute AIC and BIC values among different graphs and
orders.
Example 4.5.1.
Here we apply the convex optimization method and the iterative algorithm separately to a
set of 1024 observations from a VAR3(2) process. Simulation details are in Appendix A.2.
From Figure 4.28- Figure 4.31, we can see that both of the convex optimization and the
iterative algorithm picked up the order 2 and graph G5. BIC appears more effective than
AIC to distinguish G5 the true model and G7 the saturated model. Looking at the same
graph for different orders, BIC also provides a clearer view than AIC in order to pick up
the smallest value. It also seems that both estimation methods work well on providing the
parameters to select the true graph and order with simulated data.
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Figure 4.28: Contour plot of the AIC values by convex optimization method. The crossed
point denotes the minimum value at 214.6.
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Figure 4.29: Contour plot of the BIC values by convex optimization method. The crossed
point denotes the minimum value at 308.3.
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Figure 4.30: Contour plot of the AIC values by iterative algorithm. The crossed point
denotes the minimum value at 208.6.
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Figure 4.31: Contour plot of the BIC values by convex optimization method. The crossed
point denotes the minimum value at 302.2.
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Chapter 5
Data Analysis: Practical Problems and
Solutions
In real data experiments, we work on the EEG data of patients diagnosed with schizophre-
nia. Schizophrenia is a mental disease characterised by the abnormalities of brain func-
tional connectivity. Since our aim is to fit graphical interaction models, we separately
implement the convex optimisation method and the semi-parametric iterative algorithm to
the same EEG data. The data pretreatment involves applying Butterworth low-pass filters
to remove a dominant spectral line and downsampling technique to ameliorate the unde-
fined inverse of spectral matrices and partitioning into small epochs for the stationarity
assumption. In both methods the instability of the inverse spectral matrices is an essential
issue when deleting a pair of component series. We modified the existing methods with
a diagonal up-weighting technique that efficiently reduces the blown-up values on the in-
verse matrices. The reliability and the robustness of these two methods are discussed when
identifying the graph. Finally we compared the result of our modified algorithm with a
different non-parametric approach [45]. The same graph structure is selected. We show the
difference of the brain connectivity between positive and negative syndrome patients.
5.1 Initial treatment
The data was collected from 34 male forensic patients with a DSM-III-R diagnosis of
schizophrenia (15 classified as predominantly positive syndrome; 19 as predominantly neg-
ative syndrome) in the Serbsky Institute in Moscow. All the patients were unmedicated at
the time of the study.
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EEG was recorded with a bandpass filter of 0.5 − 45Hz while the patients were at resting
conditions with eyes closed. We look at the data from the back 4 scalp sites (electrodes P3,
P4, O1, O2) as a 4-dimensional MTS, denoted by {Xt}t∈Z = {X1,t, X2,t, X3,t, X4,t}Tt∈Z.
The 6 possible edges (the pairs of distinct scalp sites) in a partial correlation graph are
indexed in Table 5.1. There are 64 possible graph structures, indexed by {G0, G1 . . . , G63},
see Figure 5.1. When the dimension of the MTS is larger than 4, there are at least 210
possible graph structure for each patient, which is computationally prohibitively expensive.
P4:{X2,t} O1:{X3,t} O2:{X4,t}
P3:{X1,t} 1 2 3
P4:{X2,t} 4 5
O1:{X3,t} 6
Table 5.1: Indices of possible edges in a partial correlation graph.
A sample interval of Δt = 0.01s was used when recording the data, so the Nyquist fre-
quency is fN = 1/(2Δt) = 50Hz. We shall focus our analysis on the delta band [0.5, 4]Hz
since the past research found consistent differences between the positive and negative syn-
drome patients using EEG at low frequencies [39, 35, 45]. When fitting the graphical in-
teraction models to this data, we expect to find different graph structures between positive
and negative syndrome patients.
A past study on brain EEG data showed that the alpha rhythm created a characteristic
and dominant spectral line at a frequency of approximately 10Hz [27]. As a basic pre-
processing step, to check out the most overall dominant characteristic of the data, we look
at the “mean-corrected” power spectral estimator of a typical set of data from a positive-
syndrome patient, see Figure 5.2 (a) for example. The data of each component series was
standardised to unity variance. In Figure 5.2 (a), the spectral window is centred at the
position of the 10Hz spectral line and the side-lobes transfer power into other part of the
spectrum. When the spectral line is sufficiently dominant, the side-lobe leakage causes se-
rious estimation errors. As a result of such considerations, we applied a 4.6Hz Butterworth
low-pass filter to the data before carrying out any estimation. Experiments found that any
Butterworth low-pass filter with order 5 and cutoff frequency less than 6Hz would attenuate
the spectral line at around 10Hz. Since the position of the spectral line varies for different
patients, other techniques such as spectral reshaping [44] failed to remove the spectral line
for all patients. As a property of the Butterworth low-pass filter, the frequency response
starts to decline before the cutoff frequency and rolls down towards zero after the cutoff
frequency, see Figure 5.3. We choose the cutoff frequency at 4.6Hz so that the power spec-
tra remains maximally undamaged in [0.5, 4] delta band after filtering. Figure 5.2(b) shows
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Figure 5.1: 64 possible graph structures.
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Figure 5.2: (a) and (b) show the estimated power spectrum for {X1,t} (electrode P3) before
and after 4.6Hz butterworth filtering respectively.
the concentrated energy between [8, 12]Hz alpha band is removed and the power spectrum
is practically untouched in the [0.5, 4]Hz delta band after applying the 4.6Hz Butterworth
low-pass filter.
Figure 5.4 shows us the estimated power spectra for all component series from a typical
positive-syndrome patient after the 4.6Hz butterworth low-pass filtering. This is again
standardised with unity variance for each component series. It is inevitable and obvious
that all the spectral ordinates are exactly zeros in a large frequency range [10, 50]Hz due to
applying the low-pass filtering. Thus the inverse of the spectral matrices does not exist and
the inverse covariance matrices are not well-defined beyond 10Hz. Therefore the graphical
interaction model will not work if the analysis is carried out in the full frequency range
[0, 50]Hz.
In order to neglect the zero spectral matrices in [10, 50]Hz frequency range, we consider a
downsampling technique to only look at a smaller frequency range without changing the
characteristics of the original spectral matrices in the [0.5, 4]Hz delta band. We took one
observation from every five, so the frequency range went down from [0, 50]Hz to [0, 10]Hz.
See Figure 5.5 for example. It is probably not justified to do the downsampling into a
smaller frequency range since there are a few non-zero power spectral ordinates in [6,10]Hz
and we wish to avoid aliasing.
The above pretreatment represents a practical attempt at producing “undamaged” data for
the analysis of the data in [0.5, 4]Hz delta band. Now the new sample interval becomes
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Figure 5.3: Gain plot of the frequency response of an order 5 butterworth filter with cutoff
frequency 4.6Hz.
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Figure 5.4: Power spectral estimation of the data from a positive-syndrome patient after
Butterworth low-pass filtering.
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Figure 5.5: (a) and (b) show the estimated power spectrum for electrode P3 before and after
downsampling respectively from a positive-syndrome patient.
Δ′t = 0.05 and the Nyquist frequency is f ′N = 1/(2Δ′t) = 10Hz.
The sample size of the raw data is 3072, which is equivalent to time length 30.72s. Af-
ter down-sampling, we have 615 number of observations. Figure 5.6 is a plot of the 4-
dimensional MTS data after the pretreatment from a positive-syndrome patient. The data
is partitioned into 3 equal length epochs, each epoch ends at the vertical dashed line in the
plot. We assume that the data of each epoch is from a stationary MTS. If we fit graphical
interaction modes to these 4-dimensional MTS data, each epoch may have different pa-
rameters. Our weaker assumption is that the partial correlation graph structure is invariant
across epochs for each patient.
5.2 Practical Issues
5.2.1 Convex optimization method
Recall the relaxation on the constraints of the original problem, that is the deletion of rank
constraint on the matrix R. In practice, the optimal solution of problem (4.7), Rˆ, need not
have rank p and so does not solve the ‘unrelaxed” original problem. If Rˆ does not have
rank p, then Qˆ and {sˆ(i)X,τ} do not exist. In this case the convex optimization methodology
breaks down. Thus the reliability of the convex optimization methodology depends on the
observed matrix C.
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Figure 5.6: 4-dimensional MTS data for a positive-syndrome patient after pretreatment.
The epochs are delineated by the vertical dashed lines.
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In each epoch, we solve the convex optimisation problem (4.7) for all the possible graph
structures among order 1 to 8. Table 5.2 and Table 5.3 show the partial correlation graphs
selected by the minimum of AICs and BICs at each epoch for the positive-syndrome pa-
tients respectively. We can see from Table 5.2 that AIC keeps on picking up the saturated
model G63. In the example of simulated data from the previous chapter, the selecting pro-
cess via AIC is not as significant as BIC when choosing between the true model and the
saturated model. This explains the reason that Table 5.3 does not have as many G63 as
Table 5.2. From now on we will only look at the results by minimising BICs.
patient 1 2 3 4 5 6 7 8 9 10 11 12
epoch1 G63 G63 G63 G63 G63 G63 G63 G63 G63 G57 G63 G63
epoch2 G63 G63 G63 G63 G63 G63 G63 G63 G63 G63 G63 G63
epoch3 G63 G63 G63 G63 G63 G63 G63 G63 G63 G61 G63 G63
Table 5.2: Graph structures selected by minimising AICs via convex optimization method
for positive-syndrome patients.
patient 13 14 15
epoch1 G63 G63 G63
epoch2 G63 G47 G63
epoch3 G63 G35 G63
Table 5.2: Graph structures selected by minimising AICs via convex optimization method
for positive-syndrome patients. (Cont.)
patient 1 2 3 4 5 6 7 8 9 10 11 12
epoch1 G60 G52 G63 G63 G45 G35 G63 G54 G35 G41 G54 G50
epoch2 G53 G53 G50 G63 G60 G35 G19 G22 G50 G61 G49 G51
epoch3 G53 G48 G63 G63 G60 G35 G63 G54 G33 G21 G38 G19
Table 5.3: Graph structures selected by minimising BICs via convex optimization method
for positive-syndrome patients.
We look at the histograms of the selected graphs and orders for all positive-syndrome pa-
tients, see Figure 5.7 and Figure 5.8. Figure 5.7 shows that G19, G35, G50 and G63 are
selected quite often compared with other possible graphs , but none of them is dominant.
We need to go back and check the graph structure in Figure 5.1. For example, G19 and G35
have two common edges; while G35 and G50 also have two common edges. Thus it is hard
to tell what is the best fitted graph structure for all the patients from the histogram.
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Figure 5.7: Histogram of the possible graphs being selected with minimum BIC using
convex optimisation method for positive-syndrome patients.
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Figure 5.8: Histogram of the orders being selected with minimum BIC using convex opti-
misation method for positive-syndrome patients.
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patient 13 14 15
epoch1 G50 G35 G19
epoch2 G51 G35 G50
epoch3 G19 G35 G50
Table 5.3: Graph structures selected by minimising BICs via convex optimization method
for positive-syndrome patients.(Cont.)
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Figure 5.9: The appearance of possible edges in proportion for (a) positive-syndrome pa-
tients and (b) negative-syndrome patients using convex optimisation method.
We assumed that the partial correlation graph structure is invariant across different epochs
of an individual patient. We also considered to average the BICs for every fixed order
and graph across 3 epochs for each patient and then select the graph with the minimum
averaged BIC. But it does not give us any interpretable result.
Figure 5.9 (a) and (b) display the proportion of appearance for each possible edge among
all the epochs for positive-syndrome patients and negative-syndrome patients respectively.
If we look at the edges with above 50% appearance, it is not obvious to see any difference
between these two plots.
The optimisation problem (4.7) is solved by the CVX package [34] for MatLab. The only
observed matrix in (4.7) is C, which is required to be positive definite. In fact, C is close
to positive semi-definite at most of the epochs. On the other hand, the optimal solution
Rˆ has full rank but not rank p = 4 based on the default tolerance in Matlab. The convex
optimisation method fails to provide any good fitting from these EEG data at this stage.
5.2 Practical Issues 144
5.2.2 Semi-parametric iterative algorithm
In the semi-parametric iterative algorithm, the input values are the non-parametric estima-
tion of the spectral matrices. Eichler assumed that all the eigenvalues of the spectral matri-
ces are bounded and bounded away from zero uniformly for all frequency f ∈ [−fN , fN ]
in the iterative algorithm [31]. This assumption guarantees the invertibility of the spec-
tral matrices and the existence of the inverse autocovariance matrices. So we adopt the
5-sine tapered spectral estimation to provide a full rank spectral matrix at any frequency
f ∈ [−10, 10]Hz. The updating step requires a stable inverse of Sˆ(\jk)(\jk)(f) when the
edge is missing between {Xj,t}t∈Z and {Xk,t}t∈Z in the partial correlation graph. We dis-
cussed the use of pseudo-inverse when calculating S−1(\jk)(\jk)(f) in the end of §4.4. How-
ever, in practice when all the entries of the spectral matrices are close to zero, the pseudo-
inversion or standard-inversion may blow up and therefore may lead to all the connections
in the graph, i.e. the saturated model. Recall Figure 5.5, although we reduced the frequency
range from [0.50]Hz to [0, 10]Hz, we still get lots of spectral ordinates close to zero on the
spectral matrices in [4, 10]Hz frequency range outside the delta band [0.5, 4]Hz.
We checked the condition number of Z(f) at each frequency f ∈ [−1/2, 1/2]when Z(f) is
the spectral matrices after deleting two component series, see Figure 5.10. In Figure 5.10(a)
and (f), the condition number as a function of frequency f increases to a respectively high
level in the frequency range [7, 10]Hz where (a) corresponds to the missing edge between
{X1,t} and {X2,t} and (f) corresponds to the missing edge between {X3,t}t∈Z and {X4,t}t∈Z
at the updating step in the algorithm. The condition numbers for the rest of possible missing
edges look fine. The algorithm still works fine even with standard matrix inversion, but
there may be some estimation errors when picking up the edges {X1,t}t∈Z ∼ {X2,t}t∈Z and
{X3,t}t∈Z ∼ {X4,t}t∈Z for positive-syndrome patients.
The essential problem is the inverse of some spectral matrices outside the delta band
[4, 10]Hz blow up to very large values at the updating steps. This is caused by the zeros
and the small values closed to zero on the spectral matrices in the frequency range [4, 10]
in Figure 5.5 (b). For example, we look at the same data as we used to check the condition
number in Figure 5.10. Suppose the edge between {X2,t}t∈Z and {X4,t}t∈Z is missing in
the graph, i.e. there is no partial correlation between electrode P4 and O2. Let Z(f) be the
estimated spectral estimation of {X1,t, X3,t}Tt∈Z. Z(f) = Sˆ(\24)(\24)(f) = Sˆ(13)(13)(f). Fig-
ure 5.11 and Figure 5.12 display the plot of real part and image part of Z−1(f) by entries
respectively. It causes serious estimation errors in [4, 10]Hz frequency range for the whole
spectral matrices in all the possible graphs.
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Figure 5.10: condition number of Z(f) along f ∈ [0, 10]Hz where (a) Z(f) = S(34)(34)(f);
(b) Z(f) = S(24)(24)(f); (c) Z(f) = S(23)(23)(f); (d) Z(f) = S(14)(14)(f); (e) Z(f) =
S(13)(13)(f); (f) Z(f) = S(12)(12)(f) at a typical epoch of a positive-syndrome patient.
Figure 5.13 shows the overall characteristic of the selected graph structure using the iter-
ative algorithm. This is very similar with the result from convex optimisation method in
5.9. The iterative algorithm breaks down due to the nature of the data that it does not have
a stable inverse of the spectral estimation across the whole frequency range when deleting
any pair of component series.
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Figure 5.11: Real part of Sˆ−1(\24)(\24)(f) at scale of 104.
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Figure 5.12: Imaginary part of Sˆ−1(\24)(\24)(f) at scale of 104.
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Figure 5.13: The appearance of possible edges in proportion for (a) positive-syndrome
patients and (b) negative-syndrome patients using the iterative algorithm.
5.3 Modifications
To solve the problem caused by the small entries on the estimated spectral matrices outside
the [0.5, 4]Hz delta band, we employed the matrix diagonal up-weighting technique on the
spectral matrices that was used in the non-parametric estimation of graphical models [45].
The idea of this diagonal up-weighting technique is to add a certain level of white noise to
each component series so that the diagonal terms of the spectral matrices are lifted up and
away from the zero horizon. It is particularly useful for the iterative algorithm to address
the instability of the matrix inversion in [4, 10]Hz frequency range.
The diagonal up-weighting scheme for the iterative algorithm is carried out in the following
steps:
1. For each fixed diagonal entry, we find the maximum value over the whole frequency
range [0, 10]Hz. For i = 1, . . . , p, let ai = max Sˆii(f) and let A be a p× p diagonal
matrix where Aii = ai.
2. Choose a up-weighting factor λ and get a new p× p matrix B = λA.
3. We add the matrixB to the estimated spectral matrix, so our new input of the iterative
algorithm becomes B+ Sˆ(f).
The above scheme is non-uniform since the up-weighting terms added to the original esti-
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Figure 5.14: The (1, 1) entry of the inverse of the new Sˆ(13)(13)(f) after up-weighting in the
frequency range [0, 4]Hz, where Z(f) = Sˆ(13)(13)(f): (a)λ = 0, (b)λ = 0.001, (c)λ =
0.005, (d)λ = 0.01, (e)λ = 0.05, (f)λ = 0.1.
mated spectra are not the same for each diagonal entry. In this sense it shares a similar idea
with generalised ridge regression [28].
As an example for a positive-syndrome patient, Figure 5.14 and Figure 5.15 display the
(1, 1)th entry of the inverse of the spectral matrix when deleting the component series
{X2,t}t∈Z and {X4,t}t∈Z in the frequency range [0, 4]Hz and [4, 10]Hz respectively. Since
our study is on [0.5, 4]Hz delta band, we hope to keep the original estimated spectra in the
frequency band [0, 4]Hz in Figure 5.14 and reduce the unstable ordinates on the inverse of
the spectra in the frequency band [4, 10]Hz in Figure 5.15. We can see that λ = 0.001 in
particular looks reasonable to use as the up-weighting factor.
In Figure 5.16 we compare the histograms of the possible graphs being selected via the
iterative algorithm before and after modification for positive-syndrome patients. In Figure
5.16 (a), the saturated model (G63) is selected at a relatively large frequency. It is very
likely that the algorithm without modification is not good at distinguishing between the
true graph and the saturated graph. After the modification with the up-weighting factor
λ = 0.001, the saturated model (G63) is not selected for any epochs in Figure 5.16 (b). It is
more clear that G18 is most frequently selected over all positive-syndrome patients.
Recall that the input for the iterative algorithm is the estimated spectral matrices in fre-
quency domain while the input for the convex optimisation method is the original data in
time domain. In step (3) of the up-weighting scheme for the iterative algorithm, adding λai
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Figure 5.15: The (1, 1) entry of the inverse of the new Sˆ(13)(13)(f) after up-weighting in the
frequency range [4, 10]Hz, where Z(f) = Sˆ(13)(13)(f): (a)λ = 0, (b)λ = 0.001, (c)λ =
0.005, (d)λ = 0.01, (e)λ = 0.05, (f)λ = 0.1.
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Figure 5.16: Histogram of the possible graphs being selected with minimum BIC using
the iterative algorithm for positive-syndrome patients: (a) before modification; (b) after
modification using λ = 0.001.
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to Sˆii(f) means we add a white noise sequence with spectrum λai to the original power
spectrum of the component series {Xi,t}t∈Z. Equivalently, we can generate a white noise
sequence with variance λai
Δ′t
and add it to {Xi,t}t∈Z for the convex optimisation method.
The diagonal up-weighting scheme for the convex optimisation method can be done equiv-
alently in the following steps:
1. For each fixed diagonal entry, we find the maximum value over the whole frequency
range [0, 10]Hz. For i = 1, . . . , p, let ai = max Sˆii(f) and let A be a p× p diagonal
matrix where Aii = ai (same as step 1 for the iterative algorithm).
2. Choose a up-weighting factor λ and generate a white noise sequence {ηi,t} with
variance λai
Δ′t
for i = 1, . . . , 4.
3. The new input of the convex optimisation method is {Xi,t+ ηi,t}t∈Z for i = 1, . . . , 4.
The convex optimisation method is carried out in time domain. However, in the above
modification the spectral estimation is used to find the up-weighting factor, which provides
an equivalent effect in the iterative algorithm. Recall that C is the only observed matrix in
the convex optimisation problem (4.7). Without adding noise terms to the data, the smallest
eigenvalue ofC is very close to zero, i.e. C is close to positive semi-definite. Figure 5.17 is
a plot of base-10 logarithm of the eigenvalues of C when estimating the model for a fixed
order at a typical epoch. It is noticeable that the small eigenvalues are getting larger with
larger value of λ. Across all the epochs for positive patients, at λ
Δ′t
= 0.005, the smallest
eigenvalue of C is increased by 68.45% on average; at λ
Δ′t
= 0.05, the smallest eigenvalue
of C is increased by 560.93% on average.
The determination of order l by the raw and modified methods via BIC minimization is
given in Table 5.4. A total of 102 epochs were analyzed over all patients: the result is
expressed as a percentage of these 102. Here we choose the up-weighting factor λ = 0.001.
For both iterative algorithm and convex optimisation method, we see that the effect of up-
weighting is to increase the concentration at the dominant value of l (from 63% to 87% for
the iterative algorithm; from 64% to 83% for the convex optimisation method) and reduce
the dominant order from l = 4 to l = 3.
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Figure 5.17: The logarithm of the eigenvalues ofC for the same graph structure at a typical
epoch: dashed line for λ = 0; thin line for λ
Δ′t
= 0.005; bold line for λ
Δ′t
= 0.05.
order l 2 3 4 5 ≥ 6
Raw iterative algorithm – 12 63 25 –
Raw convex optimisation – 16 64 18 2
Modified iterative algorithm 3 87 10 – –
Modified convex optimisation 3 83 13 1 –
Table 5.4: Order chosen from 102 epochs (percent)
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5.4 Data results
Now we look at the selected graph results for both iterative algorithm and convex optimi-
sation method with the modification discussed in the previous section.
For the iterative algorithm, we choose the up-weighting factor λ = 0.001 as discussed in
the previous section. It efficiently solves the problem of unstable inverse matrices in the
iterative algorithm. Figure 5.18 shows the estimated spectrum of GI(3, G18) model for a
typical positive-syndrome patient. The result gives a good fit for the sample spectrum. We
also realised that the partial correlation graphs are not necessary to be exactly the same even
for two epochs from the same patient or for two both positive/negative-syndrome patients.
Because it is not possible that all the individuals are under the same condition during the
time of recording the data. The appearance of the possible edges in proportion across all the
epochs shows a most persistent characteristics for all the individuals. Figure 5.19 (a) and
(b) shows the results for positive-syndrome and negative-syndrome patients. We look at
the edges that have at least 50% appearance across all the epochs and select the two edges
with the most frequent appearance. The overall partial correlation graph for the positive-
syndrome patients has two edges with index number 2 and 5 in Figure 5.19 (a), that are
{X1,t}t∈Z ∼ {X3,t}t∈Z and {X2,t}t∈Z ∼ {X4,t}t∈Z from Table 5.1. This corresponds to
G18 in Figure 5.1. G18 is also the most frequently selected graph in the histogram, see
Figure 5.16. Similarly for the negative-syndrome patients, the overall partial correlation
graph has two edges with index number 5 and 6 in Figure 5.19 (b), which corresponds to
G3 in Figure 5.1. Figure 5.20 shows a consistent results using convex optimisation method,
where the two most frequently selected edges are the same for both methods.
Medkour et al. gave a nonparametric method for brain connectivity using multiple hypoth-
esis testing to determine significant partial coherence [45]. They produced a total weighted
relative strength for edge indices, with thresholds for graph selection. In order to make a
comparison, we construct the plots of total weighted relative strength against edge indices
following their nonparametric method with the same set of data, see Figure 5.21. We can
see that it picks up the same edges with certain thresholds, comparing with our graphical
interaction models.
Finally we transform the selected edges from the edges indices to their corresponding posi-
tions on the scalp. Figure 5.22 shows the brain connectivity on scalps for positive-syndrome
and negative-syndrome patients respectively.
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Figure 5.18: (a) The estimated power spectrum of P3 electrode, (b) the absolute value of the
estimated cross-spectrum between P3 and O1 electrodes. The thin lines represent the initial
estimates after filtering and downsampling. The bold lines represent the corresponding
estimates using modified iterative algorithm with up-weighting factor λ = 0.001.
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Figure 5.19: The appearance of possible edges in proportion via the iterative algorithm
with up-weighting factor λ = 0.001: (a) positive-syndrome patients, (b) negative-syndrome
patients.
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Figure 5.20: The appearance of possible edges in proportion via convex optimisation
method with up-weighting factor λ = 0.001: (a) positive-syndrome patients, (b) negative-
syndrome patients.
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Figure 5.21: Total weighted relative strength against edge index: (a) positive-syndrome
patients, (b) negative-syndrome patients.
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Figure 5.22: Brain connectivity on scalps: left graph for positive-syndrome and right graph
for negative-syndrome patients.
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Conclusion
The central aim of this thesis is to fit a parametric graphical model and determine the graph
structure of MTS. We focus on graphical interaction model and its purely parametric and
semi-parametric estimation methodologies. Given a realization of the VAR process, we
seek to determine its partial correlation graph via the GI model. Two different approaches
to estimate the graphical interaction models are discussed in details and modifications are
provided for their robustness illustrated on real data.
Firstly assumptions of some terms and formula related with graphical models for MTS
needed clarification. A few theorems and properties on MTS have been proved in Chapter
1. It is not only beneficial for the estimation of graphical models in this thesis, but also
helpful with other studies in MTS. Besides using the ordinary spectral matrices, a partial
spectral matrix might be expressed in a recursive relation with its lower-order partial spec-
tra. It requires a few conditions on the existence of the lower-order partial spectra and there
was lack of theoretical details in some past work [9] [49]. Here a clear derivation of this re-
cursive relation is provided. We show that if it is not possible to express the partial spectra
via the ordinary spectra, then neither it can express via the lower-order partial spectra. This
has an direct implication on determining the partial spectrum. The Fourier transform of the
inverse spectral matrix equals the inverse autocovariance matrix. Zero partial coherence
between the component series of the MTS is equivalent to some zero entries on the inverse
covariance matrices. The last section of chapter 1 contains two new proofs of theorems on
the inverse autocovariance matrices.
Our work only considers undirected graphs. The main idea of graphical models in MTS
is that, each edge in the graph represents the existence of the partial/conditional coherence
between a pair of the component series in the associated MTS. The partial correlation
graph and its properties are reviewed in Chapter 2. As a parametric model, the graphical
interaction (GI) model is defined by requiring some entries on the partial spectral matrices
or the inverse autocovariance matrices to be zero [31], a property of VAR processes. In
fact the GI model is a combination between a vector autoregressive (VAR) process and its
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associated partial correlation graph.
We therefore study the VAR process, a multivariate version of autoregressive process. We
derive the spectral matrices for a stationary VAR process by its parameters (the linear coef-
ficient matrices and the covariance matrix of the noise term). For high dimensional MTS,
a fast calculation algorithm is developed, which can be widely used for the spectral matri-
ces of a stationary VAR process via its parameters. It is shown that the inverse covariance
matrices of VAR processes are consistent with the inverse covariance matrices of the MTS
from graphical interaction models. In our example, with a given graphical structure we
discuss all the possible cases of the coefficient matrices of a VAR process under graphical
interaction model with order 1. When the order of the VAR process is larger than 1, it is
hard to transform the zero constraints from the inverse autocovariance matrices to the VAR
coefficient matrices. To estimate the coefficient matrices of a VAR process, we look at
multivariate least square methods [42], Yule-Walker equations and conditional likelihood
estimation. Compared with constrained least square method, the advantage of ordinary
least square method is that we do not need to make any assumption on the covariance
matrices of the noise terms in the VAR processes. Examples are given when using these
two least square methods with simulated data. When considering Yule-Walker equations,
the solutions of the Yule-Walker equations are just the estimated parameters if we substi-
tute the estimated autocovariance block-matrix into the equations. Two estimators of the
autocovariance block-matrix are discussed. We also show that the conditional maximum
likelihood estimator is the same as the solution of Yule-Walker equation with a certain form
of estimated autocovariance block-matrix.
We include a few approaches to estimate graphical interaction models with a given graph
and fixed order in Chapter 4. We firstly start with a purely parametric estimation via the
convex optimization carried out in the time domain: the problem of maximizing a condi-
tional likelihood function with some zero constraints on inverse autocovariance matrices
can be solved by convex optimization [53]. The second section gives some non-parametric
approaches to estimate the spectral matrices in the frequency domain. This provides us
the way to identify the partial correlation graph for graphical models in general. We also
discuss two approaches, with full details worked through, to derive the Whittle’s likelihood
approximation: the first one is the original work fromWhittle [61], which assumed identity
covariance matrices of the noise term; the second one is to make the approximation via
constructing a new matrix in the form of covariance matrices [26]. It shows that under the
maximum likelihood estimators of the inverse autocovariance matrices, some entries of the
estimated autocovariance matrices, which correspond with the existing edges in the partial
correlation graph, are consistent with those derived from the non-parametric estimation.
158
This is a foundation for the initial values of the semi-parametric approach which follows.
In the last part of this chapter, we discuss a semi-parametric iterative algorithm to estimate
the parameters of the VAR coefficient matricesΦ1, . . . ,Φl and the covariance matrix of the
white noise term Ξ for a given graph. We explain the algorithm step by step and inject a
few new modifications into it. When updating the spectral matrices by the information in-
corporated with missing edges, the calculation involves the inversion of some sub-matrices
of the estimated spectra that might be singular or ill conditioned. We discuss these possible
cases and avoid them by the use of smoothing and pseudo-inverse. At the steps of estimat-
ing the parameters by Yule-Walker equations, we apply the techniques that are developed
in §3.5. The fast calculation algorithm in §3.2.1 is also useful when updating the spectral
matrices for VAR processes. Last but not least, some practice is carried out with simulated
data and the results are shown when using different non-parametric spectral estimations as
the initial values of the iterative algorithm.
The information of the graph structure is often unknown for an observed set of MTS. We
can list all the possible graph structures. For each fixed graph structure, the graphical
interaction model is fitted with different orders separately. The best fitted graph is selected
with the smallest AIC and/or BIC values among all the possible models. In an example
implementing convex optimisation method and iterative algorithm, both methods select the
correct graph and order for the simulated data. For a MTS with dimension p ≥ 5, there are
at least 210 possible graph structures. This model selection procedure may take a very long
time computationally when dealing with high dimension MTS.
Past studies have very little discussion about reliability when applying the graphical inter-
action models to real data. The existing real data examples have assumed the unity sample
interval [23] [31]. We have included the sample interval Δt, at some algebraic cost, to
enable the equations to be correctly applied to the real data. We have an experiment on
the real EEG data recorded from Schizophrenia patients who are characterized by the ab-
normalities of brain connectivity. The different subtypes of schizophrenia are expected to
be discriminated by different brain connectivity graphs. We separately apply the convex
optimization method and the iterative algorithm to the same set of EEG data. The data
pretreatment involves applying Butterworth low-pass filters to remove a dominant spectral
line, downsampling technique to avoid the undefined inverse of spectral matrices and parti-
tioning into small epochs for the stationarity assumption. The sample interval change from
0.01 to 0.05 after downsampling. Though the pretreatment has been carried out to remove
improper information, the raw estimation methods do not provide any interpretable results.
In both methods we modify the existing methods with a diagonal up-weighting technique
that efficiently reduces the blown-up values on the inverse matrices. Essentially the convex
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optimization method and the iterative algorithm deliver the same results. The same graph
and VAR process order were selected. Encouragingly it gives a consistent result from a
completely different method based on nonparametric/multiple hypothesis testing [45]. The
selected graphs display the difference of the brain connectivity between positive and neg-
ative syndrome patients. We conclude that modifications might be essential for the VAR
process based model when applying the estimation methodologies to actual data.
The following is some further thoughts of the real data implementation:
• For the data containing no power or small power at some frequencies, modification
is made in the iterative algorithm by spectral up-weighting which solves the spectral
inversion problem efficiently. Equivalently in convex optimization method, adding
noise seems also to work but interpretation of eigenvalues (small/large) is less clear.
A further exploration is needed to explain the reason for some unreliable solution in
the raw convex optimization method.
• It is not easy to conclude an overview of the characteristics among all the patients
in the same subtype (positive/negative syndrome). We choose the proportion of pos-
sible edges selected. Some further research may be carried out on averaging graph
structures for general cases.
In summary this thesis fills up many gaps between the current theoretical and practical
studies in parametric graphical models for MTS. Some new theorems and relations, which
are useful not only in graphical models but also in general for MTS, have been developed.
It also highlights the importance of carrying out modifications and taking consideration of
sample interval when fitting graphical interaction models to real data. A paper based on the
material of this thesis is submitted for consideration [18]. Via this thesis we hope to make
the use of graphical modelling of MTS more appealing and better understood.
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Appendix A
Simulated data
A.1 VAR3(1) model for data
We simulated 1024 observations from a particular VAR3(1) as follows:
Xt = ΦXt−1 + t, (A.1)
where Φ =
0.5 0.5 00 0 0.5
0 0 0
 and t’s are from i.i.d. white noise with zero mean and
covariance I3.
We can show that the above VAR process is a stationary Gaussian time series, since Φ
satisfies the stability condition.
i.e. det(I3 −Φz) 6= 0 for all |z| < 1.
This is because
det(I3 −Φz) = det
1− 0.5z −0.5z 00 1 −0.5z
0 0 1

= 1− 0.5z
det(I3 −Φz) = 0 when z = 2.
The computation details can be found in [42, p.707].
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A.2 VAR3(2) model for data
We simulated 1024 observations from a particular VAR3(2) as follows:
Xt = Φ1Xt−1 +Φ2Xt−2 + t, (A.2)
where
Φ1 =
0.2667 0.4 00.4 0.1786 0
0 0.4 0.1786
 ,
Φ2 =
−0.25 −0.2 00.2 −0.1111 0
0 0.2 −0.1111
 ,
and t’s are from i.i.d. white noise with zero mean and covariance I3.
We can show that the above VAR process is a stationary Gaussian time series, since Φ
satisfies the stability condition.
i.e. det(I3 −Φ1z −Φ2z2) 6= 0 for all |z| < 1.
162
Appendix B
Properties of Fourier expansions
Suppose f(x) and g(x) are two functions with the absolutely convergent Fourier expansions
f(x) =
∞∑
n=−∞
cne
i2πnx,
and g(x) =
∞∑
n=−∞
dne
i2πnx,
where the sequences {cn} and {dn} belong to L2.
Thus f(x) + g(x) and f(x)g(x) also have the absolutely convergent Fourier expansions.
Proof. Let A(f) =∑∞−∞ |cn|2 <∞, and similarly A(g) =∑∞−∞ |dn|2 <∞.
Since
f(x) + g(x) =
∞∑
n=−∞
(cn + dn)e
i2πnx,
A(f + g) =
∞∑
n=−∞
|cn + dn|2
≤
∞∑
n=−∞
(|cn|+ |dn|)2
=
∞∑
n=−∞
(|cn|2 + |dn|2 + 2|cn||dn|)
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But
∑∞
n=−∞(|cn| − |dn|)2 ≥ 0 gives∑∞
n=−∞ 2|cn||dn| ≤
∑∞
n=−∞(|cn|2 + |dn|2) <∞
ThusA(f+g) <∞. This completes the proof that f(x)+g(x) has an absolutely convergent
Fourier expansion.
Moreover,
f(x)g(x) =
∞∑
m=−∞
∞∑
n=−∞
cmdne
i2π(m+n)x
=
∞∑
s=−∞
∞∑
m=−∞
cnds−mei2πsx
=
∞∑
s=−∞
(
∞∑
m=−∞
cnds−m)ei2πsx.
Thus
A(fg) =
∞∑
s=−∞
|
∞∑
m=−∞
cmds−m |2
≤
∞∑
s=−∞
(
∞∑
m=−∞
|cmds−m| )2
≤ (
∞∑
s=−∞
∞∑
m=−∞
|cmds−m| )2
= (
∞∑
m=−∞
∞∑
n=−∞
|cmdn| )2.
But
∑∞
m=−∞
∑∞
n=−∞(|cm| − |dn|)2 ≥ 0 gives
∞∑
m=−∞
∞∑
n=−∞
|cmdn| ≤ 1
2
∞∑
m=−∞
∞∑
n=−∞
(|cm|2 + |dn|2)
=
1
2
[A(f) + A(g)].
Thus
A(fg) ≤ 1
4
[A(f) + A(g)]2 <∞.
Hence f(x)g(x) also has an absolutely convergent Fourier expansion.
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Appendix C
Matrix calculation
C.1 Likelihood function
SinceXv is a column matrix,XTv s−1v (θ)Xv is a scalar. We have
XTv s
−1
v (θ)Xv = tr[X
T
v s
−1
v (θ)Xv]
= tr[XvX
T
v s
−1
v (θ)], (C.1)
as tr[AB] = tr[BA] for any matricesA and B.
In (4.47), we have the likelihood function of θ,
L(θ) = (2π)
N
2 (det sv(θ))
− 1
2 exp(−1
2
XTv s
−1
v (θ)Xv),
So the log-likelihood function of θ is
l(θ) = −1
2
log(det sv(θ))− 1
2
XTv s
−1
v (θ)Xv + constant (C.3)
Substituting (C.1) into (C.3), we have
l(θ) = −1
2
log(det sv(θ))− 1
2
tr[XvX
T
v s
−1
v (θ)] + constant, (C.4)
which is just (4.49).
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C.2 Absolute term
Show that for z = e−i2πf , if both of two p × p matrices P(z) and Q(z) can be write as
P(z) =
∑∞
n=−∞Pnz
n andQ(z) =
∑∞
n=−∞Qnz
n
,
then Atr[P(z)Q(z)] = ∫ 1/2−1/2 tr[P(z)Q(z)]df .
Proof.
By Lemma 610 from [62], if both of two matrices P(z) and Q(z) can be write as P(z) =∑∞
n=−∞Pnz
n and Q(z) =
∑∞
n=−∞Qnz
n
, then P(z)Q(z) can be written as P(z)Q(z) =∑∞
n=−∞Cnz
n
, where Cn is the p× p coefficient matrices.
Thus tr[P(z)Q(z)] =
∑∞
n=−∞ tr[Cn]z
n
, so
Atr[P(z)Q(z)] = tr[C0]. (C.5)
But ∫ 1/2
−1/2
tr[P(z)Q(z)]df =
∫ 1/2
−1/2
∞∑
n=−∞
tr[Cn]e
−i2πfndf (C.6)
=
∞∑
n=−∞
∫ 1/2
−1/2
tr[Cn]e
−i2πfndf (C.7)
= tr[C0]. (C.8)
From (C.7) to (C.8), it is because ∫ 1/2−1/2 tr[Cn]e−i2πfndf = 0 for all integer n 6= 0.
Hence, Atr[P(z)Q(z)] = ∫ 1/2−1/2 tr[P(z)Q(z)]df .
C.3 Partial differentiations for matrix functions
LetA(θ) be a n× n matrix function of θ, θ ∈ Rk. Then
∂ log detA(θ)
∂θi
= tr
[
A−1(θ)
∂A(θ)
∂θi
]
. (C.9)
More differentiations for matrix functions can be found in [36].
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From (4.42) to (4.56), we need to show that
−
∂
(
log detSθ(f) + tr[Sˆ
(p)(f)S−1θ (f)]
)
∂θi
= tr
[(
Sθ(f)− Sˆ(p)(f)
) ∂S−1θ (f)
∂θi
]
(C.10)
Proof. On the left hand side of (C.10) the function before the partial differentiation is
− log detSθ(f) + tr
[
Sˆ(p)(f)S−1θ (f)
]
= log(detSθ(f))
−1 − tr
[
Sˆ(p)(f)S−1θ (f)
]
(C.11)
= log detS−1θ (f)− tr
[
Sˆ(p)(f)S−1θ (f)
]
. (C.12)
By (C.9)
∂ log detS−1θ (f)
∂θi
= tr
[
Sθ(f)
∂S−1θ (f)
∂θi
]
(C.13)
Since Sˆ(p)(f) is not a function of θi,
∂tr
[
Sˆ(p)(f)S−1θ (f)
]
∂θi
= tr
[
Sˆ(p)(f)
∂S−1θ (f)
θi
]
(C.14)
Substituting (C.13) and (C.14) into the partial derivative of (C.12) with respect to θi, we
have
−
∂
(
log detSθ(f) + tr[Sˆ
(p)(f)S−1θ (f)]
)
∂θi
= tr
[
Sθ(f)
∂S−1θ (f)
∂θi
]
− tr
[
Sˆ(p)(f)
∂S−1θ (f)
θi
]
(C.15)
= tr
[(
Sθ(f)− Sˆ(p)(f)
) ∂S−1θ (f)
∂θi
]
, (C.16)
which is just (C.10).
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Appendix D
Matlab code for GI(l, G) models
D.1 Possible graph structures
In Matlab, nchoosek(1:p,2) provides all the distinct unordered pairs of the vertices in
a matrix, of which the rth row is Er for r = 1, . . . , p(p−1)2 .
For i = 0, 1, . . . , 2
p(p−1)
2 − 1, dec2bin(i,p(p−1)
2
) transform i to a binary number with
p(p−1)
2
digits.
In graph Gi, if the rth digit of dec2bin(i,p(p−1)2 ) is 1, there is an edge between the pair
of vertices in the rth row of nchoosek(1:p,2); otherwise there is no edge between the
pair of vertices in the rth row of nchoosek(1:p,2).
Example D.1.1.
Consider a 3-dimensional MTS {Xt}t∈Z, where {Xt}t∈Z = {(X1,t, X2,t, X3,t)T}t∈Z. Here
p = 3 and there are 8 possible graph structures for {Xt}.
nchoosek(1:3,2) gives the result in a matrix:
1 2
1 3
2 3
For G0 dec2bin(0,3) gives 000. There is not any edge in G0.
For G1 dec2bin(1,3) gives 001. There is one edge in G1. The binary number 1 in the
third digit indicates the edge between the two component time series in the third row of the
matrix in nchoosek(1:3,2), i.e.{X2,t}t∈Z and {X3,t}t∈Z.
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For G2 dec2bin(1,3) gives 010. There is one edge in G1. The binary number 1 in the
second digit indicates the edge between the two component time series in the second row
of the matrix in nchoosek(1:3,2), i.e.{X1,t}t∈Z and {X3,t}t∈Z.
For G3 dec2bin(3,3) gives 011. There are two edges in G3. The binary number
1 in the second digit indicates the edge between the two component time series in the
second row of the matrix in nchoosek(1:3,2), i.e.{X1,t}t∈Z and {X3,t}t∈Z. The binary
number 1 in the third digit indicates the edge between the two component time series in the
third row of the matrix in nchoosek(1:3,2), i.e.{X2,t}t∈Z and {X3,t}t∈Z.
Thus we can generate the graph structure of Gi using dec2bin(i,3), for integer i = 0
to 7.
D.2 Parameter estimation
The following code is the iterative algorithm for the Schizophrenia patients data. It pro-
duces the AICs, BICs and parameters of GI(l, G) models among all possible graphs and
orders 1, 2, . . . , 5. It can be used to select the best model with the smallest AIC or BIC
values. The results are saved for each patient and each epoch in different files.
load 'patientsdata_cutoff100.mat' patients;
maxl=5;
nloop=50;
posns=[1 2 3 4];
%no. of epochs
epochs=20;
p=size(posns,2);
%maximum no. of edges:
nedge=nchoosek(p,2);
%no. of graphs:
ngraph=2ˆnedge;
%Possible edges:
g=nchoosek(1:p,2);
sp=size(patients,1);
for indv=1:sp
for epoch=1:epochs
[x]=selectdata(patients, posns, indv, epoch);
[n,p]=size(x);
%initial values:
w=0;
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kk=3;
iclass=2;
nreq=2*n;
qmean=1;
deltat=2./500;
[xsm,eb]=mtcs(x, w, kk, iclass, nreq, qmean, deltat);
AIC_eichler=zeros(ngraph,maxl);
BIC_eichler=zeros(ngraph,maxl);
Phi_eichler=zeros(p,p*maxl,ngraph,maxl);
Xi_eichler=zeros(p,p,ngraph,maxl);
% for a particular order l
for l=1:maxl
%in a particular graph
for igraph=2:ngraph
[AIC,BIC, phi, Xi] = patientonegraph(igraph, nedge, g, n,...
p, xsm, deltat, l, nloop);
AIC_eichler(igraph,l)=AIC;
BIC_eichler(igraph,l)=BIC;
Phi_eichler(:,1:p*l,igraph,l)=phi(1:p,:);
Xi_eichler(:,:,igraph,l)=Xi(1:p,1:p);
end
end
if isdir(pos2txt(posns))==0
mkdir(pos2txt(posns));
end
filename1=['./',pos2txt(posns),'/AIC_eichler_',num2str(epoch),'_',...
num2str(indv),'.mat']; save(filename1, 'AIC_eichler');
filename2=['./',pos2txt(posns),'/BIC_eichler_',num2str(epoch),'_',...
num2str(indv),'.mat'];
save(filename2, 'BIC_eichler');
filename3=['./',pos2txt(posns),'/Phi_eichler_',num2str(epoch),'_',...
num2str(indv),'.mat'];
save(filename3, 'Phi_eichler');
filename4=['./',pos2txt(posns),'/Xi_eichler_',num2str(epoch),'_',...
num2str(indv),'.mat'];
save(filename4, 'Xi_eichler');
end
end
The above code involves a function called patientonegraph, which is the modified iterative
algorithm for one particular graph structure G and a known order l.
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function [AIC,BIC,new_phi,new_Xi] = patientonegraph(igraph, nedge, g,
n, p, xsm, deltat, l, nloop)
%inputs:
%igraph: the index of graph G
%nedge: total number of possible edges
%g: list of edges in G
%n: number of observations
%p: dimension of the MTS
%xsm: initial spectral estimation of the MTS
%deltat: sample interval
%l: order
%nloop: maximum number of loops for the iterative algorithm.
%
%outputs: AIC, BIC and the parameters of GI(l,G) model.
%graph structure:
dum1=dec2bin(igraph-1,nedge);
gstruc=str2num(dum1(:));
%no.of missing edges in this graph:
medge=nedge-sum(gstruc);
%no. of parameters:
ipar=p*(p+1)/2+l*pˆ2-medge*(1+2*l);
%initial values:
cov_step=zeros(p,p,2*n,(nloop+1)*(medge+1));
spec_step=zeros(p,p,2*n,(nloop+1)*(medge+1));
% reminder: deltat must have been given to produce xsm()
spec_step(:,:,1:(n+1),1)=permute(xsm,[2,3,1]);
for f=n+2:2*n
spec_step(:,:,f,1)=spec_step(:,:,2*n+2-f,1).';
end
for j=1:p
for k=1:p
spec_jk=zeros(1,2*n);
spec_jk(:)=spec_step(j,k,:,1);
% in the inverse FT deltat must be included as it was in xsm
cov_step(j,k,:,1)=real(ifft(spec_jk))./deltat;
end
end
istep=0;
new_phi=zeros(p*l,p*l);
old_phi=ones(p*l,p*l);
new_Xi=zeros(p,p);
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old_Xi=ones(p,p);
%iterative steps:
for iloop=1:nloop,
if (norm(new_phi-old_phi,'fro')>=0.005 && norm(new_Xi-old_Xi,'fro')>=0.005),
%effect by missing edge:
for iedge=1:nedge
if gstruc(iedge)==0,
istep=istep+1;
j=g(iedge,1);
k=g(iedge,2);
%update the spectral matrices:
spec_step(:,:,:,istep+1)=spec_step(:,:,:,istep);
dumajk=spec_step(:,:,:,istep);
dumajk(:,[j,k],:)=[];
dumjka=spec_step(:,:,:,istep);
dumjka([j,k],:,:)=[];
dumjkjk=dumjka;
dumjkjk(:,[j,k],:)=[];
for f=1:2*n
spec_step(j,k,f,istep+1)=dumajk(j,:,f)*inv(dumjkjk(:,:,f))...
*dumjka(:,k,f);
spec_step(k,j,f,istep+1)=dumajk(k,:,f)*inv(dumjkjk(:,:,f))...
*dumjka(:,j,f);
end
%update the covariance matrices:
for ja=1:p
for ka=1:p
spec_jk=zeros(1,2*n);
spec_jk(:)=spec_step(ja,ka,:,istep+1);
cov_step(ja,ka,:,istep+1)=real(ifft(spec_jk,2*n))./deltat;
end
end
end
end
%effect by VAR model:
istep=istep+1;
s0=zeros(p*l,p*l);
s1=zeros(p*l,p*l);
for sj=1:l
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for sk=1:l
if sk-sj>=0,
s0((sj-1)*p+1:(sj-1)*p+p,(sk-1)*p+1:(sk-1)*p+p)=...
cov_step(:,:,sk-sj+1,istep);
s1((sj-1)*p+1:(sj-1)*p+p,(sk-1)*p+1:(sk-1)*p+p)=...
cov_step(:,:,sk-sj+2,istep);
else
s0((sj-1)*p+1:(sj-1)*p+p,(sk-1)*p+1:(sk-1)*p+p)=...
cov_step(:,:,-sk+sj+1,istep)';
s1((sj-1)*p+1:(sj-1)*p+p,(sk-1)*p+1:(sk-1)*p+p)=...
cov_step(:,:,-sk+sj,istep)';
end
end
end
s0(isnan(s0))=0;
s1(isnan(s1))=0;
s0(isinf(s0))=0;
s1(isinf(s1))=0;
phi=(inv(s0)*s1')';
Xi=s0-s1*phi';
spec_dummy=zeros(p,p,n+1);
for f=1:n+1
freq=(f-1)/(2*n);
dum=eye(l*p)-phi(:,:)*exp(-i*2.*pi.*freq);
dumA=inv(dum);
dumA=dumA(1:p,:);
spec_dummy(:,:,f)=(dumA*Xi*dumA').*deltat;
end
spec_step(:,:,1:n+1,istep+1)=spec_dummy;
for f=n+2:2*n
spec_step(:,:,f,istep+1)=spec_step(:,:,2*n+2-f,istep+1).';
end
%update the covariance matrices:
for j=1:p
for k=1:p
spec_jk=zeros(1,2*n);
spec_jk(:)=spec_step(j,k,:,istep+1);
cov_step(j,k,:,istep+1)=real(ifft(spec_jk))./deltat;
end
end
old_phi=new_phi;
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new_phi=phi;
old_Xi=new_Xi;
new_Xi=Xi(1:p,1:p);
else
break
end
end
AIC=n*log(det(new_Xi))+2*ipar;
BIC=n*log(det(new_Xi))+log(n)*ipar;
end
Instead using iterative algorithm, we can replace the function patientonegraph with pa-
tientMLcvx, which uses the convex optimisation method to estimate graphical interaction
models for the Schizophrenia patients data. The function patientMLcvx below produces
the AICs, BICs and estimated parameters of the GI(l, G) model with a particular graph G
and order l.
%load cvx_setup.m from \cvx.
function [AIC,BIC,phi,Xi] = patientMLcvx(x,igraph, nedge, g, n, p,l)
%inputs:
%x: MTS data
%igraph: the index of graph G
%nedge: total number of possible edges
%g: list of edges in G
%n: number of observations
%p: dimension of the MTS
%l: order
%outputs: AIC, BIC and the parameters of GI(l,G) model.
%graph structure:
dum1=dec2bin(igraph-1,nedge);
gstruc=str2num(dum1(:));
%no.of missing edges in this graph:
medge=nedge-sum(gstruc);
%no. of parameters:
ipar=p*(p+1)/2+l*pˆ2-medge*(1+2*l);
H=zeros((l+1)*p,n-l);
for i=0:l
dum_x=x';
H(i*p+1:(i+1)*p,:)=dum_x(:,l+1-i:n-i);
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end
C=H*H'/(n-l);
cvx_clear;
cvx_begin
variable X((l+1)*p , (l+1)*p) symmetric
expression spar_dum(p,p,l+1)
minimize(-log_det(X(1:p,1:p))+trace(C*X));
subject to
for m=0:l
dum=zeros(p,p);
for i=1:l+1-m
dum=dum+X((i-1)*p+1:i*p,(i-1+m)*p+1:(i+m)*p);
end
for iedge=1:nedge
if gstruc(iedge)==0,
j=g(iedge,1);
k=g(iedge,2);
spar_dum(j,k,m+1)=dum(j,k);
spar_dum(k,j,m+1)=dum(k,j);
end
end
spar_dum(:,:,m+1)==0;
end
X==semidefinite((l+1)*p);
cvx_end
Xi=pinv(X(1:p,1:p));
phi=-Xi*X(1:p,p+1:p*(l+1));
detXi=1/det(X(1:p,1:p));
AIC=n*log(detXi)+2*ipar;
BIC=n*log(detXi)+log(n)*ipar;
end
175
References
[1] H. Akaike. Use of an information theoretic quantity for statistical model identifica-
tion. Proceedings of the 5th Hawaii International Conference on System Sciences,
1972.
[2] H. Akaike. A new look at the statistical model identification. IEEE Transactions on
Automatic Control, 19:716–723, 1974.
[3] G. B. Arfken. Mathematical methods for physicists. Academic Press, 1970.
[4] O. Banerjee, L. El Ghaoui, and G. Natsoulis. Convex optimization techniques for
fitting sparse gaussian graphical models. In Proceedings of the 23rd International
Conference on Machine Learning, pages 89–96, 2006.
[5] F. Battaglia. Inverse autocovariances and a measure of linear determinism for a sta-
tionary process. Journal of Time Series Analysis, 4:79–87, 1983.
[6] F. Battaglia. Inverse covariances of a multivariate time series. Metron, 42:117–129,
1984.
[7] B. Bell, D. B. Percival, and A. T. Walden. Calculating Thomson’s spectral multitapers
by inverse iteration. Journal of Computational and Graphical Statistics, 2:119–130,
1993.
[8] P. Bell and S. King. Sparse gaussian graphical models for speech recognition. In
Proceedings of Interspeech, 2007.
[9] J. S. Bendat. Statistical errors in measurement of coherence functions and input/out-
put quantities. Journal of Sound and Vibration, 59:405–21, 1978.
[10] J. S. Bendat and A. G. Piersol. RandomData: Analysis and Measurement Procedures.
New York: Wiley-Interscience, 1971.
REFERENCES 176
[11] J. S. Bendat and A. G. Piersol. Random data: analysis and measurement procedures.
John Wiley & Sons, second edition, 1986.
[12] D. S. Bernstein. Matrix mathematics. Princeton University Press, 2nd edition, 2008.
[13] R. J. Bhansali. Autoregressive and window estimates of the inverse correlation func-
tion. Biometrika, 67:551–566, 1980.
[14] H. Bohm and R. Von Sachs. Shrinkage estimation in the frequency domain of multi-
variate time series. Journal of Multivariate Analysis, 100:913–935, 2009.
[15] S. Boyd and L. Vandenberghe. Convex optimization. Cambridge University Press,
2004.
[16] D. R. Brillinger. Time series data analysis and theory. SIAM, 2001.
[17] C. Chatfield. Inverse autocorrelations. Journal of the Royal Statistical Society Series
A, 142:363–377, 1979.
[18] C. C. Chen and A. T. Walden. Fitting graphical models to multiple time series.
Preprint, 2011.
[19] R. V. Chitturi. Distribution of multivariate white noise autocorrelations. Journal of
the American Statistical Association, 71:223–226, 1976.
[20] W. S. Cleveland. The inverse autocorrelations of a time series and their applications.
Technometrics, 14:277–293, 1972.
[21] R. Dahlhaus. Edge effects and efficient parameter estimation for stationary random
fields. Biometrika, 74:877–882, 1987.
[22] R. Dahlhaus. Small sample effects in time series analysis: a new asymptotic theory
and a new estimates. The Annals of Statistics, 16:808–841, 1988.
[23] R. Dahlhaus. Graphical interaction models for multivariate time series. Metrika,
51:157–172, 2000.
[24] R. Dahlhaus, M. Eichler, and J. Sandkuhler. Identification of synaptic connections in
neural ensembles by graphical models. Journal of Neuroscience Methods, 77:93–107,
1997.
[25] R. B. Davies. Asymptotic inference in stationary gaussian time series. Advances in
Applied Probability, 5:469–497, 1973.
REFERENCES 177
[26] R. B. Davies. Optimal inference in the frequency domain. Time Series in The Fre-
quency Domain, Handbook of Statistics, 3:73–92, 1983.
[27] G. Dawson and K. W. Fischer. Human behavior and the developing brain. The Guil-
ford Press, 1994.
[28] P. de Boer. Ridge regression revisited. Statistica Neerlandica, 59:498–505, 2005.
[29] C. J. Dodds and J. D. Robson. Partial coherence in multivariate random processes.
Journal of Sound and Vibration, 42:243–249, 1975.
[30] M. Eichler. Graphical models in time series analysis. Doctoral thesis, Universita¨t
Heidelberg, 1999.
[31] M. Eichler. Fitting graphical interaction models to multivariate time series. Proceed-
ings of the 22nd Conference on Uncertainty in Artificial Intelligence, pages 147–154,
2006.
[32] H. Fujiwara, T. Asakura, and K. Murata. On the Van Cittert-Zernike theorem. Opto-
electronics, 4:197–205, 1972.
[33] M. Grant and S. Boyd. Graph implementations for nonsmooth convex programs.
In V. Blondel, S. Boyd, and H. Kimura, editors, Recent Advances in Learning and
Control, Lecture Notes in Control and Information Sciences, pages 95–110. Springer-
Verlag Limited, 2008. http://stanford.edu/∼boyd/graph dcp.html.
[34] M. Grant and S. Boyd. CVX: Matlab software for disciplined convex programming,
version 1.21. http://cvxr.com/cvx, January 2011.
[35] A. Gross, S-L. Joutsiniemi, R. Rimon, and B. Appelberg. Correlation of symptom
clusters of schizophrenia with absolute powers of main frequency bands in quantita-
tive eeg. Behavioral and Brain Functions, 2:23, 2006.
[36] D. A. Harville. Matrix algebra from a Statistician’s perspective. Springer, New York,
1997.
[37] M. H. Hayes. Statistical digital signal processing and modeling. Wiley, 1996.
[38] C. M. Hurvich and C. Tsai. A corrected Akaike information criterion for vector
autoregressive model selection. Journal of Time Series Analysis, 14:271279, 1993.
REFERENCES 178
[39] J. P. John, M. Rangaswamy, K. Thennarasu, S. Khanna, R.B. Nagaraj, C.R. Mukun-
dan, and N. Pradhan. Eeg power spectra differentiate positive and negative subgroups
in neuroleptic-naive schizophrenia patients. The Journal of Neuropsychiatry and Clin-
ical Neurosciences, 21:160–172, 2009.
[40] S. G. Krantz. Handbook of Complex Variables. Boston, MA: Birkhuser., 1999.
[41] S. L. Lauritzen. Graphical models. Oxford University Press, 1996.
[42] H. Lu¨tkepohl. New introduction to multiple time series analysis. Springer, 2006.
[43] S. Mahalingam, D. B. MacVean, and J. D. Robson. Residual spectral densities: a
matrix approach. Journal of Sound and Vibration, 68:313–316, 1980.
[44] T. Medkour, A. T. Walden, and A. P. Burgess. Graphical modelling for brain connec-
tivity via partial coherence. Journal of Neuroscience Methods, 180:374–383, 2009.
[45] T. Medkour, A. T. Walden, A. P. Burgess, and V. B. Strelets. Brain connectivity in
positive and negative syndrome schizophrenia. Neuroscience, 169:1779–88, 2010.
[46] D. B. Percival and A. T. Walden. Spectral analysis for physical applications. Cam-
bridge University Press, 1993.
[47] K. S. Riedel and A. Sidorenko. Minimum bias multiple taper spectral estimation.
IEEE Transactions on Signal Processing, 43:188–195, 1995.
[48] J. R. Rosenberg, A. M. Amjad, P. Breeze, D. R. Brillinger, and D. M. Halliday. The
fourier approach to the identification of functional coupling between neuronal spike
trains. Progress in Biophysics and Molecular Biology, 53:1–31, 1989.
[49] J. R. Rosenberg, D. M. Halliday, P. Breeze, and B. A. Conway. Identification of
patterns of neuronal connectivity partial spectra, partial coherence, and neuronal in-
teractions. Journal of Neuroscience Methods, 83:57–72, 1998.
[50] G. E. Schwarz. Estimating the dimension of a model. Annals of Statistics, 6:461–464,
1978.
[51] P. Shaman. An approximate inverse for the covariance matrix of moving average and
autoregressive processes. The Annals of Statistics, 3:532–538, 1975.
[52] D. Slepian. Prolate spheroidal wave functions, fourier analysis, and uncertainty - v:
The discrete case. Bell System Technical Journal, 57:1371–1430, 1978.
REFERENCES 179
[53] J. Songsiri, J. Dahl, and L. Vandenberghe. Graphical models of autoregressive pro-
cesses. Convex Optimization in Signal Processing and Communications, Cambridge
University Press, 2010.
[54] G. Strang. Linear algebra and its applications. Harvourt Brace Jovanovich, 1988.
[55] D. J. Thomson. Spectral estimation and harmonic analysis. Proceedings of the IEEE,
70:1055–96, 1982.
[56] G. Tunnicliffe Wilson. The factorization of matrical spectral densities. SIAM Journal
on Applied Mathematics, 23, 1972.
[57] A. T. Walden, E. J. McCoy, and D. B. Percival. The effective bandwidth of a multita-
per spectral estimator. Biometrika, 82:201–214, 1995.
[58] A. T. Walden, E. J. McCoy, and D. B. Percival. Multitaper spectral estimation of
power law processes. IEEE Transactions on Signal Processing, 46:655–668, 1998.
[59] R. E. White. The estimation of signal spectra and related quantities by means of the
multiple coherence function. Geophysical Prospecting, 21:660–703, 1973.
[60] J. Whittaker. Graphical models in applied multivariate statistics. John Wiley and
Sons, 1991.
[61] P. Whittle. The analysis of multiple stationary time series. Journal of the Royal
Statistical Society. Series B (Methodological), 15:125–139, 1953.
[62] N. Wiener. The Fourier integral and certain of its applications. Dover, 1933.
