Methods for the computation of thermodynamic properties from volumetric measurements are presented and discussed. Their accuracy is evluated by means of an error analysis based on the generation of a set of pseudo-experimental points through an appropriate comptuer technique.
INTRODUCTION
Carbon dioxide enjoies many desirable characteristics which make its use particularly attractive for the power industry. It is less corrosive than steam or air at high temperature and ranks second only to helium as a heat transfer agent in the gas state. Besides it is thermally stable up to at least 1000 deg C (at this temperature and 50 atm pressure less than one part in the thousand of CO 2 is dissociated to CO and 0 2 ), and it exhibits a similarly good stability with respect to the radioactive environment encountered in nuclear reactors. Furthermore the intermediate position of the critical temperature of CO 2 between that of water and that of air permits the realization of power cycles which, sharing some of the characteristics of steam and of perfect gas cycles, exhibit advantages on both in particular working conditions. For a reliable evaluation of the merits of the various thermodynamic arrangements of CO 2 power cycles, accurate thermodynamic properties must be known. The analysis of published tables giving specific volume, enthalpy, entropy and heat capacities of carbon dioxide led the authors to the conclusion that a careful use of existing volumetric experimental data allows the computation of tables of thermal properties having a satisfactory degree of accuracy, consistency and completeness at least in the region of interest of power cycles.
Recent measurements by Vukaloviah and alii [1] 1, integrating previous experimental data, were included in the computations.
The state diagram of CO 2 was divided into two regions, the first one ranging from 0 to 150 deg C and the second one from 150 to 750 deg C. Due to the different importance of real gas effects at low and at high temperature, different methods of calculation were employed in the two regions. Results are reported here of the computation of thermodynamic properties up to 150 deg C.
Most of the experimental volumetric data included in the present analysis were already employed by others to compute thermodynamic functions of CO 2 . However, published tables [2] [3] [4] were obtained through methods which, requiring some graphycal treatment of the data, yield results whose degree of accuracy, even when satisfactory, is not easily predicta- [5] cover only a small portion of the region of interest of this study.
SOURCES OF EXPERIMENTAL DATA
As it will be shown in the Error Analysis section, volumetric data having a precision of 1/1000 or better allow the calculation of thermodynamic properties (enthalpy and entropy) which are sufficiently accurate for all technical purposes. Two bodies of CO 2 density data exceed by far the afore indicated precision: the measurements by Michels and Michels, L6-7], Michels, Michels and Wouters , Michels, Blaisse and Michels [9] and those by Mac Cormack and Schneider [10] 2 temperatures between 0 and 600 deg C. The accuracy of the experimental data by Kennedy [11] reproducible to one part in 500 and covering an extremely wide range up to 1000 deg C and 1400 bar is not surely adequate for the determination of thermal properties of CO 2 .
The extensive work by Vukalovich and coworkers (precision of 1/1000) [1, 12, 13] ami overlapping part of the measurements by Michels and coworkers , Mac Cormack and Schneider and Kennedy integrates the previous data at low temperature, and, furthermore, allows the computation of thermodynamic properties of carbon dioxide in the high temperature, high pressure region.
The present work is based on the body of data by Michels for pressures higher than 30 atm; experimental points by Vukalovich were incorporated in the selected set of data in order to complete Michels measurements in the vicinity of the Andrews curve. At lower pressures the description of the isothermal variation of pressure with volume given by Mac Cormack and Schneider was adopted.
Other density measurements available from the literature were judged not sufficiently accurate, or dependable, or extensive to be inserted in the afore mentioned set of data. It is known that some precise experimental points were not included in the calculations; such a stricter selection of experimental values however, increases the homogeneousness and consistency of the starting measurements. Measured points by Michels on the vapor pressure curve were preferred to the well known data by Meyers and Van Dusen [141 for sake of consistency with the other data.
The thermodynamic behaviour of CO 2 in the perfect gas state was derived from [5] and is based on values calculated by Woolley from spectroscopic data.
METHODS OF CALCULATION -THE ERROR CURVE METHOD
Thermodynamic properties can be derived from the observed volumetric behaviour of a substance through the relationships:
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giving the isothermal correction, due to real gas effect, to ideal gas properties. The evaluation of the derivatives of pressure is usually obtained through analytical, graphycal or, more often, through a combination of analytical and graphycal methods [2-4, 15-171. In the latter case the basic trend of the isochor is described analytically while the residual term (which is usually only a very small fraction of the basic function) is treated graphycally.
Such a residual term represents the error of the analytical interpretation of the measurements and its graphycal representation can be denominated the error curve.
After evaluating the merits of various techniques it was concluded that a purely analytical transposition of the errorcurve method could give a satisfactory description of the experimental data along each separate isochor, which in turn, is sufficient to computeAntribution of real gas effect to the thermal properties of a substance.
When trying to evaluate the shape of an isochor,isobaiisotherm, from an experimental series of data it is often difficult to The error curve method is also useful for interpolation of experimental data to round values. Provided the conditions are met which make meaningful the error curve method, it is necessary to find an analytical description of the error curve. The choice is between interpreting more or less freely the measurements or renouncing to introduce any personal element of judgement in the analysis by selecting a curve which passes exactly through the experimental points and is univocally determined between any two points. Once a procedure completely exempt from arbitrary decision is selected, the inaccuracy of the volumetric measurements are directly and univocally transferred to inaccuracy of thermal properties and the amplification of errors due to the computation technique can be predicted with reasonable accuracy. By "smoothing, the error curve it is certainly possible to improve the final results of the calculations, but it is also possible to introduce errors which are impredictable since they are completely disconnected from the experimental errors. Having this in mind it was decided to describe the error curve through the "spline, technique which consists in connecting two adjacent points with a cubical partMa providing that the two curves converging at a given point, at that point, the same first and second derivative.
The description of a series of experimental points through the spline-error curve method is practically univocal, no matter which curve is selected to give the basic trend of the measurements, provided the base curve gives a reasonably good interpretation of the data.
This unicity extends to the first and second derivatives and then, to the functions from which thermodynamic properties are derived.
The following example illustrates this fact.
Three different analytical curves were fitted to 13 experimental points, by Michels, of the isochor p = 93.162 kg/m 3 : A similar reasoning can be extended to the two curves at low density (Fig. 3a) . Here it is doubtful if experimental points are arranged on meaningful error curves. Furthermore, maximum deviations are so small (0.023% and 0.019% respectively) that the base curve is certainly adequate to describe the experimental isochors. However, if one choose to take into account also the error curves their contribution to enthalpy and entropy corrections is so small that, at worst, it represents a random error on the two thermal properties.
These observations cannot be repeated for the computation of specific heats. The error curves contributes a substantial fraction of the second derivative and, according to Eq.3, random irregularities introduce significant errors which,in general,are not acceptable.
ERROR ANALYSIS
The method outlined in the previous section, of calcula-tion of the departure of real gas thermal properties from the perfect gas values is such that an imperfect knowledge of the volumetric behaviour of the substance is reflected as an inaccuracy of the derived thermodynamic functions. The incidence of a given error in the specific volume on entropy, enthalpy or heat capacity is so strictly connected to the computation procedure (which may include also some graphycal treatment of the data) that it is not directly and rigorously predictable. The number of points on each isochor and the number of isochors were selected in agreement with the actual set of experimental data available for the calculation. The simulated measurements were treated as illustrated in the previous section. The basic trend of isochors was described through a polinomi=s al expression of the second order and it was explicitely verified that the final results did not depend on the particular selection of the base curve.. The computed thermodynamic data were compared with their actual values obtained rigorously from the reference equation of state. It seems reasonable to assume that the relation between the precision of the volume measurements and that of the computed thermal properties valid for the model fluid is also valid for CO 2 whose behaviour is described by the reference equation of state within about 1%. The present analysis, besides giving a method for evaluating the probable accuracy of tabulated data offers useful indications about the reliability of the method of calculation proposed here. Computations were carried out for various degrees of precision of the simulated experimental points. Detailed results are given for a square mean deviation of the randomly selected set of data of 1/10000 corresponding to the class of precision of the measurements by Michels and by MacCormack and Schneider. Fig. 4 reports the relative error in the interpolation of ten isochors to yield the pressure correspondingtclour indicated temperatures. Maximum departure of calculated from actual values is 0.02%, which confirms the usefulness of the error curve method for interpolation of experimental data. Absolute and relative errors of computed entropy and enthalpy corrections from exact values (model fluid) are given in Fig. 5 and 6 respectively for the same mean square deviation. The maximum departure of the entropy correction within the range investigated (up to a pressure of 270 atm) is 4.7 x 10 -4 kcal/kg-deg C, while the maximum relative error is 0.5%. Similarly the maximum error for the enthalpy correction is 0.13 kcal/kg, while the maximum relative error is 1.4%. It must be noted that maximum relative departures of computed from exact values accur at comparatively low pressures, and
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high temperatures where the correction due to real gas effect is very small. It is clear from Fig. 5 and 6 that deviations in entropy and enthalpy are strictly corresponding,which reduces the expected final error of typical technical computations as isentropic expansionsor compressions. Figures 4, 5 and 6 permit the evaluation of probable errors of the present tables within the limits of pressure and temperature reported on the graphs. The influence of the precision of the measurements on the computed thermal properties is illustrated in Fig. 7 in terms of absolute departure of computed from actual corrections for the isotherm t = 124.1 deg C. Entropy and enthalpy errors as high as 1 • 10 -3 kcal/kg -deg C and 0.4 kcal/kg respectively are reported. The analysis of this and of the other isothermal corrections however indicates that a precision 1/1000 is still adequate for the computation of entropy and enthalpy for technical purposes. The influence of the precision of the measurements on the applicability of the error curve method deserves a more detailed evaluation. The error curve method is meaningful only if the experimental points about the base curve, determined through the least squares criterion, is not random. The mechanism of the least squares curve fitting is such that the departure of the calculated curve from a set of experimental data does not steadly decrease as measurements become preciser and preciser. In other words the least squares curve fitting is in general unsuited to describe extremely precise measurements. On the contrary the error curve method takes full advantages of the increased accurn:tf the experimental points, as it is clearly indicated in Fig. 8vtinillliting case of a set rigorously exact measurements which were treated as previously described. The deviations of pressure and of its derivatives with respect to temperature from true values are a consequence of the limited number of points available. Maximum errors affecting pressure, its first and its second derivative are 0.8 x 10 -4 percent, 0.6 x 10 -2 per cent and 0.5 percent respectively for the error curve method; 0.07 percent, 0.2 percent and about 50 percent for the simple least square method.
Detailed computations of the entropy and enthalpy corrections carried out parallelly through the simple least squares method and through the spline-error curve method indicated that, for a precision of the measurements of 1/10000, the latter procedure gives better results. At 32 deg C, for instance, the largest error on enthalpy correction decreases from 0.92 to 0.13 kcal/kg when the error curve is added to the base function. None of the methods so far proposed is suitable for the computation of heat capacities from volumetric data,having a precision of 1/10000 1 over the entire range investigated. 
COMPUTATION OF THERMODYNAMIC PROPERTIES

IN THE DIFFERENT REGIONS
The state diagram of carbon dioxide was divided into three regions in which volumetric measurements of the following authors were adopted: region 1 (two phase boundary, up to the critical point) Michels and coworkers, Ref. Specific volume and the other thermodynamic functions computed through Eqs. 1-2 and reported in Tables 2-4 are compared with values given by other authors in Fig. 10 (specific volume) and 11 (enthalpy).
Entropy departure can be evaluated through the approximate relationship: AS = oh/T.
Isobaric specific heat was computed by differentiating enthalpy at constant pressure and is reported in Table 5 .
Its departure from values of other authors is illustrated in Fig. 12 .
The differences between data tabulated in Ref. 4 A more accurate description of Michels measurements could be obtained by replacing Eq. 4 with a more complicated expression; this, however, was judged unnecessary since the error curve method does not require a very strict agreement between the base curve and the experimental points.
Measurements by Vukalovich exhibit the largest deviations and, in general, are scattered about the base curve. Due to this fact the error curve was computed taking into account only Michels data. A similar procedure is suggested whenever experimental data of different accuracy are available.
The results of the computations are reported on Table 6, 7 and 8 (specific volumes, entropy and enthalpy respectively).
Departure of tabulated specific volumes and enthalpies from data reported by other authors is given in Figs. 13 and 14.
The agreement with values calculated by Din, is good over the whole range of pressures and temperatures with the only exception of a few points at 40 deg C. On the contrary enthalpy data from NBS tables exhibit differences up to 9 kcal/kg, which are probably due to the remarkable departure of NBS tabulated specific volumes from Michels measurements (Fig. 13 ).
Computations were carried out also neglecting the contribution
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At 0 deg C, 1 atm reference values for entropy and enthalpy of CO 2 in the perfect gas state [53 , were chosen as follows: of the error curve. As a matter of fact the error curve carries a valuable information about the volumetric behaviour of the fluid but is also affected by errors which are the direct reflection of the inaccuracy of the measurements. However, as already said, the contribution of the error curve to entropy and enthalpy is in general, very small, as shown on Table 9, reporting enthalpy values in a region close to the critical point.
The consistency of the data obtained through the two methods is an argument in favour of the reliability of the results.
On the contrary the specific heats, being very sensitive to the shape of the error curve and to the irregularities introduced by experimental errors cannot be computed satisfactorily through the proposed methods.
In trying to evaluate the precision of the tabulated thermodynamic functions it can be observed that the accuracy of the starting set of data is of a high order; that the methods employed for the calculations do not include any arbitrary step (such as "smoothing" the experimental data), and that the results are in good agreement with that obtained by others through standard graphic-analytical techniques.
Furthermore the excellent agreement, illustrated on Fig. 15 
