We consider complex eigenstates of unstable Hamiltonian and its physically meaningful regions. Starting from a simple model of a discrete state interacting with a continuum via a general potential, we show that its Lippmann-Schwinger solution set can be decomposed into a free-field set, a set containing lower half plane pole of Green's function and a set containing upper half pole of Green's function. From here distinctive complex eigenstates corresponding to each pole are constructed. We note that on the real line square integrable functions can be decomposed into Hardy class above and below functions which behave well in their respective complex half planes.
I. INTRODUCTION
The introduction of complex eigenstate has a long history. Since Gamow proposed complex energy eigenstate to describe decay process 1 , it has been widely used for its simplicity and predicting power for decay rate. Matthews and Salam 2-4 developed the concept of an unstable particle in terms of asymptotic states. Nakanishi 5 introduced complex distributions to define a complex eigenstate of the Hamiltonian in Lee's model 6 . The contour deformation method in momentum space is also studied and applied in nuclear physics [7] [8] [9] .
Sudarshan, Chiu and Gorini 10 constructed complex eigenstates using contour deformation in the complex plane. Bohm and Gadella 11 constructed complex eigenvectors using poles of the S matrix and Hardy class test functions (see also 12 ). Prigogine and collaborators studied extensively the properties of complex spectral representations in the Friedrichs model 13 , and defined unstable states in Liouville space (see 14 and references therein).
But its physical meaning has been in debate. The complex eigenstate itself is not normalized and its resemblance to the real wave function evolution ceases to exist outside certain spacetime region. When the decay occurs it has starting time, and the decay products propagate according to the causality conditions. Since complex eigenstates' physically meaningful spacetime regions is related to its initial conditions or test functions applied to them, it is desirable that complex eigenstates are presented with its meaningful test function criteria.
Notable researches to this direction have been done by Bohm and Gadella 11 , who proposed certain class of functions, namely Hardy class functions, should be applied to complex eigenstates to obtain physically meaningful results. They also proposed rigged Hilbert spaces to distinguish functionals and test functions 15 . This removed exponential blowup in negative time, but spatial exponential growth in complex eigenstate still remained. One of other suggested methods for removing divergences is complex scaling method 16 which introduced complex coordinate to diverging regions at large distances.
In this article we develop a method to find physical meanings of complex eigenstates in all spacetime regions. We start from a decay model of one discrete state and continuum states interacting through a general potential and obtain its energy eigenstate set from Lippmann- 
II. LIPPMANN-SCHWINGER EQUATION AND S MATRIX
We start with standard quantum scattering setting. Consider a simple Hamiltonian H 0 with a discrete state and energy continuum.
Without interaction between the discrete state and continuous states, |1 state is just a bound state. The continuous energy spectrum spans from 0 to ∞ (bounded from below), preventing negative infinite energy. In this setup H 0 eigenstates are orthonormal and complete, i.e.
|1 1| + ∞ 0 dω |ω ω| = 1.
When there is interaction between the discrete state and continuum, situation changes. Let us write the interaction term V . The total Hamiltonian H is written as
and |1 , |ω are no more energy eigenstates of H. When the discrete energy is within the continuous energy spectrum (ω 1 > 0 in our case) and total energy is finite, the discrete 
where ǫ is a positive infinitesimal. In case that the discrete state decays into continuum, the total energy eigenstates set does not contain discrete energy state. With our specific form of H 0 in Eq. (1), Eq. (6) can be written as
where we used
by applying 1| on Eq. (6).
It is known 17 that both |Ψ ± ω states form complete and orthogonal sets, namely
In the discussion of scattering and decay, the wave operators, scattering operator, scattering matrix and its poles are frequently mentioned. The Møller wave operators Ω ± satisfy the relations
and the scattering operator S is defined as
and the scattering matrix (S matrix) is obtained by
Since
S matrix has the form
and if Ψ − ω ′ |V |ω has no poles for ω = ω ′ one can write
From the unitarity of S one can also see
The poles of S matrix are related to the resonance and decay states. If we assume that the potential can be analytically continued to the lower half plane, S matrix is known to have poles in the lower half plane 18 . Also, the complex conjugate of the S matrix poles are the zeros of S matrix, or poles of S −1 matrix.
In our case of ω 1 > 0, which means the discrete energy is inside the continuous spectrum, S matrix pole just below the real axis corresponds to the decay state of |1 . Or the upper half plane pole of S −1 matrix corresponds to the growing state of |1 .
But one should note that not every part of total Hamiltonian eigenstate is related to the scattering or decay state. As one see in Eq. (5), |Ψ + ω consists of free field term plus scattering term due to the interaction. S matrix pole are related to scattering term, and depending on the initial conditions scattering or decay effects might be small or large. It is desirable that terms related to the S matrix poles are separated from free field term if one wants to see the scattering or decaying effect clearly.
We show that there is a way to separate free field term, decay term and growing term in complete eigenstate set of our system. We can write, after some manipulation (see appendix
where
Eq. (21) 
III. POLE EXTRACTION AND COMPLEX EIGENSTATES
In this section we derive complex eigenstates and study its test function conditions. For this purpose construction process of complex eigenstate is examined first.
In many cases the complex eigenstates are constructed from the pole of S-matrix. Generally S-matrix might have infinite number of poles, so to get the physically meaningful complex eigenstate one should first identify the physically meaningful pole. In our case we are investigating the decay phenomena of discrete state |1 , which results from the interaction between discrete state and field states. When the interaction is small, the decay is slow and distinctive. This corresponds to the fact that there is a pole in the lower half plane which has small imaginary part and real part close to the discrete state eigenenergy ω 1 . The complex eigenstate related to the decay of |1 is constructed with this pole.
From Eq. (19), we can see that
in our model. From Eq. (5), we can write
and we see that when ω in Eq. (24) changes to complex number in the upper half plane the integration is well defined whenever the integral for real ω is defined, except possible singularities due to Ψ 
and its coefficient 
has |Ψ + ω in both numerator and denominator, so the possible poles from 1/(ω + − H) cancel out. As a whole the term (25) has the lower half plane poles from 1/(ω + − H) and no poles
Following similar reasoning, we can show that in Eq. (21),
has upper half plane poles from 1/(ω − − H) and no poles from 1/(ω + − H).
These results give very nice separations with respect to complex energies. When we want to construct complex eigenstate with eigenenergies in the upper half plane, we need to consider only the second term in Eq. (21) . Other terms do not contribute. Likewise, when we construct complex eigenstate in the lower half plane, we need to consider only the third term in Eq. (21).
The complex eigenstates can be constructed by deforming the real line integration into the pole encircling contour plus the rest. Let us call the lower half plane pole which is close to ω 1 as z. From Eq. (21) we can write
In Eq. (29), Cz dω is the contour integral which encircles z in clockwise direction, and 
and ( Their existence depends on the system structure. On the contrary, definability of terms like f |z and z c.c |g depend on the analyticity of test functions f | and |g which act on the |z and z c.c |. These test functions are not related to the system structure but the initial and final conditions which are usually square integrable but not necessarily analytic. Even when the potential V behaves well analytically and S(ω) is well defined, the complex eigenstates have meanings only for certain types of test functions.
For the discussion of suitable choice of test functions, let us consider a simple integral which contains a pole and its integration is over nonnegative real axis. Suppose that we have an integration given by 
In this approximation only part of integrating function e −iω|x| contributes and other part vanishes. We easily see why the result of this integration is different from pole encircling contour integration of Eq. (29). e iω|x| contribution does not exist in the whole real line integration but is included in pole encircling integration.
From this simple example we can find hints for constructing physically meaningful complex eigenstates. First one might suggest integrating over the whole real line instead of positive real line for complex eigenstates. But directly extending integrations to the whole line can produce many unnecessary terms if the test function contains other poles than z.
The z pole encircling contour method has advantage of taking only z pole contributions, so we have to consider a way to take only z residue part while removing unphysical growth.
We see that this might be possible if we take only part of test functions in the pole encircling integration. This part of test functions should be analytic and should not grow for parameters like t and x if the original real line integration does not grow on those parameters.
Fortunately there exist class of functions that make square integrable functions into sum of analytic functions of corresponding domains. They are called Hardy class functions and it is shown in later section
where [f (y)] − is Hardy class below part of f (y).
A very nice property of hardy class decomposition is that this decomposition fixes both exponential grow problem and analyticity problem of test functions simultaneously.
Next section we examine the definitions and properties of Hardy class functions.
IV. HARDY CLASS FUNCTIONS ON THE REAL LINE
In this section Hardy class functions are defined and properties are summarized 15, 19 .
Hardy class function decomposition formula is presented and important points are noted. (
on the real axis is uniquely determined by its values on the positive real axis.
has the propertyĜ
, its complex conjugate is in H 2 − and vice versa.
From the above properties one can observe that there is a quite simple way to decompose square integrable functions on the real line into Hardy class functions. One can write
for the positive infinitesimal ǫ. For square integrable functions, this relation holds if f (ω)
is continuous (even if f (ω) is not continuous it might be applicable in physical situations provided discontinuous points set is negligible). When the above relation can be defined, one can make Hardy class decomposition on the real line as
with
Usefulness of the decomposition formula Eq. (43) becomes apparent when we consider the behavior of decomposed functions in complex plane. For the variables of finite imaginary part we have
and the integrals in Eq. (45) 
They are linear and orthogonal as Hardy class functions and taking only lower part solves these problems, thus suggesting a good way to obtain physically meaningful regions of complex eigenstates as shown in next section.
V. HARDY CLASS TEST FUNCTIONS ON COMPLEX EIGENSTATES
In this section we apply Hardy class test functions to the complex eigenstates of our model and examine its physical properties. To this end, we first write general time evolved transition f |e −iHt |g expanded by real energy eigenstates. Then the test function parts are decomposed into Hardy class below and above and finally the pole residue z (or z c.c ) is taken. In decay problem the time evolution of discrete state and field states are of great interests, so their transition probabilities are analyzed.
f |e −iHt |g expanded by real energy eigenstates is written as (see Eq. (21))
In last expression of Eq. 
This term f |φ z e −izt φ z |g is diverging for t < 0, and spatial divergence might appear if f | and |g contain spatial field components. We want to remove the diverging effects and obtain only physically meaningful results, while preserving the complex eigenstate structure as much as possible. To this end we restrict test functions f |, |g , e −iωt while not touching the system dependent parts. For example,
Next we want T − to be linear to the test function parts. When the test functions are multiplied with non test function parts,we want
where a and b are functions which belong to system part. Up to this point, () T + can be defined similar way and we have the property Having the requirements of linearity, completeness and orthogonality in mind, let us examine Eq. (53) more closely. Since z encircling contour can be arbitrarily close to z, we can replace
Note that we did not replace ω in the test functions.
In Eq. (53) some terms have test functions inside the integration. With Eq. (44)and Eq.
(59) we rewrite Eq. (53) as
where we define
Also, when there is no confusion and ω is the only variable we abbreviate We construct T ± for each case. For details, see appendix B.
We have
and
e[ΘB z f ]
From Eq. (63) to Eq. (66) we can also see the condition for z complex eigenstates being remained as z complex eigenstates when the above test function procedure is applied.
Whenever the conditions
are all satisfied the z complex eigenstate is remained as z complex eigenstate. 
again contains diverging terms and we remove these effects one by one. Like z case we get
Next section we apply above formulations to the well known specific model for actual calculations of complex eigenstates.
VI. A SPECIFIC EXAMPLE: FRIEDRICHS MODEL
In this section we introduce a decay model known as Friedrichs model as a specific example of our more general formulation. We review its eignestates, poles and complex eigenstates in this section and their specific forms. This model has a same form as Eq. (4) and describes a discrete system interacting with a 1D continuous scalar field. The interaction potential has a simple form and exact analytic eigenstates as well as complex eigenstates are known.
Since this model has the same from as Eq. (4) and serves as a specific example, the same symbols H, V etc. will be used when there is no confusion.
The Friedrichs Hamiltonian is given bȳ
The state |1 represents the discrete state and the state |k represents a continuous scalar field of momentum k. In spatial representation
which is delta normalized. For simplicity we set c = = 1.
The interaction Hamiltonian is
The interaction termv k (|1 k| + |k 1|) stands for the transition from 1 state to k state and from k state to 1 state. Coupling constant λ is a parameter indicating interaction strength.
The energy of the lowest field state is chosen to be zero; ω 1 is the eigenenergy of the discrete state and field ω k dispersion relation is
The dimensionless constant λ is chosen to be small (λ ≪ 1) such that the decay phenomena is well noticable. We shall consider a specific form of the interaction potential
The constant M −1 determines the range of the interaction and gives an ultraviolet cutoff.
Since we dealing with analytic continuations of energy, we choose the branch cut of √ ω in Eq. (84) as negative real line so that analytic continuation from positive real line does not pose any problems.
The HamiltonianH in Eq. (80) can be more simplified. From the dispersion relation ω k = |k|, the free-Hamiltonian eigenstates |k and | − k have the same eigenvalue ω k . We remove this degeneracy by rewriting the Hamiltonian
From Eq. (85) we see that the discrete eigenstate |1 only interacts with the symmetric field eigenstate |S k . From now on, we concentrate only on the discrete atom state and the symmetric field states which are related to the decay.
and ignoring |A k related terms we get the Hamiltonian
This Hamiltonian has an exact diagonalized form and various properties of the exact solution have been analyzed
where P means Cauchy principal integral.
In Eq. (93), 1/(ω ± − ω) means that z is analytically continued from above (+) or below (−). For real ω, it can be understood as ω ± ≡ ω ± iǫ, where ǫ > 0 is infinitesimal. We can choose + branch or − branch for the diagonalized solution and these two sets of eigenstates independently satisfy the eigenvalue equation as well as the orthonormality and completeness
It is noted in no discrete eigenstate is present. The discrete state |1 is represented as sum of continuum state and it decays into continuum if there is no initial field.
Actually these sets of solutions are the solutions of Lippmann-Schwinger equation we discussed in section II. From Eq. (91) we have
and direct substitution into Eq. (7) shows that |F + ω is indeed the solution.
The S matrix of Friedrichs model is given by
In Friedrichs model setting Eq. (21) is written as
Each pole contribution is clearly separated in Eq. (97). Let us write the pole of 1/η + (ω)
closest to ω 1 as z and and that of 1/η − (ω) closest to ω 1 as z c.c , in lower and upper half planes, respectively. The complex eigenstates can be obtained by analytically continuing real energy spectrum into complex plane, using those poles.
The explicit forms of complex eigenstates are written as
This complex eigenvectors have eigenvalues
Similarly we have z c.c complex eigenstates
Without test function considerations, these complex eigenstates show exponential blowup behavior. If time evolution operator e −iHt is applied to complex eigenvector |z , it gives e −izt factor which grows exponentially for negative time. Exponential growth also appears in spatial domain. If x|z is considered, it yields
and its spatial feature is shown in figure 1 . Exponential growth e iz|x| is shown as |x| increases.
Next section we compare numerical total Hamiltonian time evolution with complex eigenstates. It is shown that in certain ranges of spacetime the complex eignestate component is very close to the actual field. Test function restriction of complex eigenstates clearly shows those physically meaningful regions of spacetime.
VII. COMPARISON OF TEST FUNCTION RESTRICTED COMPLEX EIGENSTATE WITH TOTAL HAMILTONIAN EVOLUTION
In this section we do the numerical simulation of total Hamiltonian time evolution, and compare results with test function restricted complex eigenstate. Our original goal is to find physically meaningful regions of complex eigenstate, and comparison with total time evolution should justify our construction.
Numerical setup is as follows. We choose ω 1 = 2, λ = 0. 
With the box normalization of size L, delta functions correspond to Kronecker delta as
If we require orthonormal relations for energy eigenstates in discrete case, we get
From the correspondences
we have
Total discrete Hamiltonian becomes
We directly calculate the time evolution operator e −iHt using fourth order Crank-Nicolson 
In Eq. (114) the test functions are not restricted, so the term containing e −iz c.c t grows for positive t and the term containing e −izt grows for negative t, exponentially. To avoid this we take test function restricted form
Eq. 
and we have for t > 0 
It yields four delta function and an integration involving sin(ωt). In spacetime picture the delta functions are highly localized, and the integral involving sin(ωt) becomes very small as t becomes large. So the contributions from free field correlations are very distinctive compared to other contributions.
Next we examine the contributions from poles. There are two poles, one in the lower half plane and the other in the upper half plane. As we can see in Eq. (66) 
where C and C ′ are constants. This shows that the dominant term can be interpreted as the correlation between incoming field at x 2 and outgoing field at x 1 through scattering at x = 0. The time for the incoming field at x 2 scatters at x = 0 point and changes to the outgoing field at |x 1 | is t = |x 1 | + |x 2 |. This correlation occurs at the resonance frequency ω = z. Figure 3 shows the comparison between total time evolution | 
In Eq. (A1) we see that
From the expansion
we can rewrite the last term in Eq. (A3) 
and collecting the terms (in Eq. (A6) the relation Eq. (A2) was used), we obtain Eq. (21).
Appendix B: Completeness and orthogonality of ( ) 
where we set
