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Abstract
A holy grail of bioelectronics is to engineer biologically implantable systems that can
be embedded without disturbing their local environments, while harvesting from their
surroundings all of the power they require. As implantable electronic devices become
increasingly prevalent in scientific research and in the diagnosis, management, and
treatment of human disease, there is correspondingly increasing demand for devices
with unlimited functional lifetimes that integrate seamlessly with their hosts in these
two ways. This thesis presents significant progress toward establishing the feasibility
of one such system: A brain-machine interface powered by a bioimplantable fuel cell
that harvests energy from extracellular glucose in the cerebrospinal fluid surrounding
the brain.
The first part of this thesis describes a set of biomimetic algorithms and low-
power circuit architectures for decoding electrical signals from ensembles of neurons
in the brain. The decoders are intended for use in the context of neural rehabilita-
tion, to provide paralyzed or otherwise disabled patients with instantaneous, natural,
thought-based control of robotic prosthetic limbs and other external devices. This
thesis presents a detailed discussion of the decoding algorithms, descriptions of the
low-power analog and digital circuit architectures used to implement the decoders,
and results validating their performance when applied to decode real neural data. A
major constraint on brain-implanted electronic devices is the requirement that they
consume and dissipate very little power, so as not to damage surrounding brain tissue.
The systems described here address that constraint, computing in the style of biolog-
ical neural networks, and using arithmetic-free, purely logical primitives to establish
universal computing architectures for neural decoding.
The second part of this thesis describes the development of an implantable fuel
cell powered by extracellular glucose at concentrations such as those found in the
cerebrospinal fluid surrounding the brain. The theoretical foundations, details of
design and fabrication, mechanical and electrochemical characterization, as well as in
vitro performance data for the fuel cell are presented.
Thesis Supervisor: Rahul Sarpeshkar
Title: Associate Professor
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Chapter 1
Introduction
1.1 Overview
Imagine treating severe and currently irreparable brain damage by neurosurgically im-
planting synthetic neural circuitry-microelectronic devices that interface with neural
tissue to restore and augment neurologic function. Imagine, too, being able to offer
hope for recovery to victims of strokes, severe trauma, seizure disorders, dementia,
and even psychiatric illness-through implantable devices that learn and compute like
biological neurons, harvest power from their surrounding environments, and operate
on the tiny scales of living cells.
The work presented in this thesis is part of an effort to develop a set of platform
technologies for brain-machine interfaces, with a particular emphasis on neuromotor
prosthetics: brain-controlled prosthetic limbs for paralyzed people, amputees, and
others who have sustained damage to regions of the nervous system that control
movement.
Neuromotor prosthetics and other brain-machine interface systems seek to restore
and augment neural function by facilitating direct communication between the brain
and external devices. These systems use brain-implanted electrode interfaces to ex-
tract neural signals associated with intended limb movement. They then decode the
acquired neural signals into motor commands used to control the movement of robotic
prosthetic limbs, computer interfaces, or other devices.
Figure 1-1: Conceptual Design of a BrainMachine Interface System. An
Electrode Array implanted in the brain detects neural signals that are transmitted
via a Flexible Cable to an Implanted Unit, which amplifies, digitizes, and decodes
the neural signals into control parameters capable of operating an External Device.
Decoded signals are transmitted wirelessly through the skin from the Internal Unit
to the External Unit, which then broadcasts the control signals across a Wireless Link
to the target device. Copyright @ 2007 by Benjamin I. Rapoport.
------ ..................... ... . ....... .-. .... .. 
This thesis describes core contributions to a collaboration to design, build, and
test a micropower, microelectronic system that could form the technological core
of the first fully implantable-and hence potentially clinically viable-neuromotor
prosthesis. The overall system, a microchip-based prosthesis with brain-implanted
electrodes, neural signal conditioning and decoding circuitry, a wireless transceiver,
and wireless recharging circuitry, should run for the lifetime of a patient.
1.2 Neural Decoding in General
Every brain is unique, and so the meanings of neural signals differ from person to
person. Neural prosthetics therefore cannot be programmed in advance with all of the
information required to decode signals from a particular brain. Rather, they must
incorporate flexible algorithms capable of learning personalized neural codes after
implantation in the brain. Neural decoding algorithms for clinically viable neural
prostheses must also be implementable in circuitry that consumes so little power
that implantation in a living brain will not harm surrounding brain tissue. This
thesis describes two such decoding systems. The first, an analog system, consists
of a set of biomimetic algorithms and a microelectronic architecture for adaptively
and automatically learning to interpret patterns of electrical activity in neuronal
populations-in real time. The system is biomimetic in that it implements a real-
time artificial neural network with analog synaptic dynamics resembling those of real
neurons. The second, a digital system of extremely low computational complexity
and suited for highly scalable implantable systems, is an explicit implementation of
a Turing-type computing machine. It requires no arithmetic operations, and decodes
neural signals using only computationally inexpensive logic operations.
1.3 Micropower Neural Decoders for Implantable
Brain-Machine Interfaces
Brain-machine interfaces have proven capable of decoding neuronal population ac-
tivity in real time to derive instantaneous control signals for robotic prosthetic limbs
and other devices, and clinically viable neural prosthetics are an eagerly anticipated
advance in the field of rehabilitation medicine. Algorithmically and energetically effi-
cient computational architectures that operate in real time are essential for clinically
useful neural prosthetic devices. Such devices not only decode raw neural data to
generate control signals for external devices, but also perform data compression and
dramatically reduce the bandwidth and consequently the power expended in wire-
less transmission of raw data from implantable brain-machine interfaces. The first
section of this thesis describes a biomimetic algorithm and micropower analog cir-
cuit architecture for decoding neural cell ensemble signals. The decoding algorithm
implements a continuous-time artificial neural network, using a bank of adaptive lin-
ear filters with kernels that emulate synaptic dynamics. The filters transform neural
signal inputs into control-parameter outputs, and can be tuned automatically in an
on-line learning process.
The analog system presented here represents a departure from previous work in
the field of neural decoding, as all of the decoding systems demonstrated to date have
operated by analyzing digitized neural data [15, 94, 88, 55, 29, 73, 34].
Development of brain-machine interfaces that wirelessly transmit neural data to
external devices will represent an important step toward clinical viability. The general
model for such devices has two components, as shown in Figure 1-2: a brain-implanted
unit directly connected to a multielectrode array collecting raw neural data; and a
unit outside the body for data processing, decoding, and control. Data transmission
between the two units is wireless. A 100-channel, 12-bit-precise digitization of raw
neural waveforms sampled at 30 kHz generates 36 Mbs- 1 of data; the power costs in
digitization, wireless communication, and population signal decoding all scale with
this high data rate. Consequences of this scaling, as seen for example in cochlear-
implant systems, include unwanted heat dissipation in the brain, decreased longevity
of batteries, and increased size of the implanted unit. Recent designs for system
components have addressed these issues in several ways. However, with the exception
of [4] and [64], which describe work done by the author and colleagues in pursuit of
the research agenda described here, essentially no work has been done in the area of
power-efficient neural decoding.
In addition to playing an important functional role in neuroprosthetic devices,
neural decoding is the ultimate form of compression of neural data. Direct, power-
efficient analysis and decoding of analog neural data within the implanted unit of a
brain-machine interface could facilitate extremely high data compression ratios. For
example, the 36 Mbs- 1 required to transmit raw neural data from 100 channels could
be compressed more than 100, 000-fold to 300 bs- 1 of 3-channel motor output infor-
mation updated with 10-bit precision at 10 Hz. Such dramatic compression brings
concomitant reductions in the power required for communication and digitization of
neural data. This thesis describes an approach to neural decoding using low-power
analog preprocessing methods that can handle large quantities of high-bandwidth
Figure 1-2 (facing page): Conceptual Design of a Neural Decoding System.
1 Neural signals from the brain of an amputee are recorded using an array of micro-
electrodes 2 implanted in the region of her motor cortex (red highlighted region) that
controlled her amputated arm. Individual neurons near the electrodes 3 respond elec-
trically to her intention to move her amputated arm, generating extracellular voltage
waveforms 4 containing sharp spikes, known as 'action potentials,' with characteristic
shapes identifying different neurons 5. My neural decoder 6 examines these spikes,
and implements a decoding algorithm illustrated in the block diagram 7. The de-
coding algorithm itself simulates the properties of real neural networks 9, with each
decoding module corresponding to a synapse 8 in a neural network. The synapses
are implemented as signal filters, and each one has a set of parameters that are tuned
during the learning phase of the algorithm, in which the amputee imagines executing
a set of prescribed movements designed to train the system. During normal operation,
the output of the neural decoder is a stream of control parameters used to operate
a prosthetic limb 10. Image Credits for Figure Components: Neuron illustration
by Shutterstock Images, Prosthetic Arm illustration by the Johns Hopkins University
Applied Physics Laboratory and Bryan Christie Design, Multichannel Neural Record-
ing Grid by Miguel A. L. Nicolelis (PNAS 2003), Microelectrode images and Voltage
Tracings by G. Buzsdki (Nature Neuroscience 2004).
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analog data, processing neural input signals slowly and in parallel to generate low-
bandwidth control outputs.
Multiple approaches to neural signal decoding have been demonstrated by a num-
ber of research groups employing highly programmable, discrete-time, digital algo-
rithms, implemented in software by processors located outside the brain. I am un-
aware of any work on continuous-time analog decoders or analog circuit architectures
for neural decoding. The first neural signal decoder presented here is designed to
complement and integrate with existing approaches. Optimized for implementation
in micropower analog circuitry, it sacrifices some algorithmic programmability to re-
duce the power consumption and physical size of the neural decoder, facilitating use
as a component of a unit implanted within the brain. Trading off the flexibility of a
general-purpose digital system for the efficiency of a special-purpose analog system
may be undesirable in some neural prosthetic devices. Therefore, the analog decoder
is meant to be used not as a substitute for digital signal processors but rather as
an adjunct to digital hardware, in ways that combine the efficiency of embedded
analog preprocessing options with the flexibility of a general-purpose external digi-
tal processor. The micropower digital decoder developed in the second part of this
thesis explicitly manipulates the trade-off between computationally and energetically
efficient implanted system components, on the one hand, and complementary, more
complex decoding elements located outside the implant, on the other.
For clinical neural prosthetic devices, the necessity of highly sophisticated decod-
ing algorithms remains an open question, since both animal [88, 13, 55, 91] and human
[29] users of even first-generation neural prosthetic systems have proven capable of
rapidly adapting to the particular rules governing the control of their brain-machine
interfaces. In the present work we therefore focus on implantable architectures that
implement simple, continuous-time decoding algorithms. The approaches we present
here can be generalized to implement circuit architectures for generalized linear mod-
els and Bayesian algorithms; examples of related systems include analog probabilistic
decoding circuit architectures used in speech recognition and error correcting codes
[38, 43].
1.4 Energy Harvesting for Bioimplantable Electron-
ics
Biologically implantable devices are increasing both in prevalence and in importance
as treatment modalities in contemporary medicine and as tools in basic scientific
research. In particular, four programmable, implantable electronic devices, have
emerged as standards of care in the treatment of some electrophysiologic disorders:
implantable cardiac pacemakers and implantable cardioverter-defibrillators have ex-
tended the healthy lifespans of millions of people with heart arrhythmias [23], cochlear
implants have afforded functional hearing to hundreds of thousands of children who
would otherwise have grown up deaf [54], and deep brain stimulators have been used to
treat tens of thousands of people with Parkinson's disease and related movement dis-
orders [87]. These devices all use implanted power sources, as will many implantable
electronic devices of the future.
Various solutions to the problem of providing power to biologically implanted de-
vices have been proposed, prototyped, or implemented. Two principal solutions are
currently in widespread use: single-use batteries, such as those used in implantable
pulse generators for cardiac pacing, defibrillation, and deep brain stimulation, which
are designed to have finite lifetimes and to be replaced surgically at intervals of
several years [23]; and inductive power transfer systems, typically functioning tran-
scutaneously at radio frequencies, as in cochlear implants [76]. Recent advances in
battery technology and related fields, leading to increased energy and power densities
in small devices such as supercapacitors [11, 35] as well as thin film lithium and thin
film lithium ion batteries [20], will facilitate improvements in systems based on these
two solutions, particularly by shrinking battery sizes and extending battery lifetimes.
An alternative approach to powering biologically implanted devices is to employ
schemes for harvesting power from the biological environment. Important objectives
of such energy scavenging systems are to provide stable, long-lasting sources of power,
and to obviate the need for surgical replacement of implantable batteries. Systems for
transducing light, thermal energy, mechanical vibration, low-frequency mechanical
stresses or strains, and near- or far-field electromagnetic radiation, into electrical
energy have been described and implemented, and complementary electronic design
techniques required to make use of the power generated by such systems have been
described and reviewed [14].
One approach to harvesting energy from a physiologic environment is to extract
it from physiologically available biological fuel substrates such as glucose. Three
major design paradigms for glucose-based fuel cells have been described, differing
principally in the materials used to catalyze electrode reactions: In one paradigm
the catalysts are abiotic; in the second paradigm the catalysts are isolated enzymes
fixed to electrode substrates; and in the third paradigm oxidation is performed by
exoelectrogenic bacteria colonizing a fuel cell anode. Numerous designs representing
each of these fuel cell paradigms have been described and reviewed in the scientific
and patent literatures. An extensive review of the scientific and patent literatures
on abiotic implantable glucose fuel cells is provided in [36]. Bioimplantable fuel cells
based on enzymatic catalysis are reviewed in [27]. Microbial fuel cells are reviewed
in Appendix A. While several proposals for biologically implantable fuel cells of each
type have been described, no design has truly been reduced to practice in vivo.
1.5 A Glucose-Based Bioimplantable Fuel Cell
As implantable electronic devices become increasingly prevalent in scientific research
and in the diagnosis, management, and treatment of human disease, there is a cor-
respondingly increasing demand for devices (including pacemakers, implantable car-
diac defibrillators, cochlear implants, and deep brain stimulators) with extremely long
functional lifetimes. The first chapters of this thesis focus on developing implantable
electronic devices under microwatt power constraints, in order to avoid damaging
sensitive brain tissue when such devices are used in the context of brain-machine
interfaces. Such micropower implantable electronic devices, which consume power at
rates comparable to those of their host biological systems, beg the question of whether
such electronics can be powered in the same manner as are their surrounding tissues.
A biologically implantable system that could harvest all of the power it required from
its surroundings would represent a major step toward meeting this demand by escap-
ing an important constraint on system lifetime, the need to recharge or replace an
implanted power supply, in favor of a power supply with an effectively unlimited life-
time. In developing an implantable biofuel cell designed for a micropower electronic
system, the second major project presented in this thesis seeks to demonstrate the
feasibility of such a paradigm.
This thesis describes a biologically implantable biofuel cell that converts extra-
cellular glucose into electrical power. As described in the previous section, there
are three principal approaches to developing a glucose-based bioimplantable fuel cell.
The work described here focuses on the first of those approaches. The fuel cell uses
solid-state catalysts to oxidize glucose at the anode, liberating electrons to generate
an electronic current at a potential defined by the electrochemical reactions at the
anode and cathode.
In general, a fuel cell generates power by catalyzing complementary electrochem-
ical reactions (oxidation and reduction) at a pair of corresponding electrodes (the
anode and cathode, respectively), as a fuel flows across the anode and an oxidant
flows across the cathode. A fuel substrate is electrooxidized at the anode, which
collects electrons from the oxidation current and conducts them through an exter-
nal load to the cathode. Typically an ion-selective membrane partitions the anode
and cathode into separate chambers, facilitating a unidirectional flow of protons from
anode to cathode that leads to overall charge balance as electrons arriving at the
cathode are used to reduce the oxidant in the cathode chamber.
In a glucose-based biofuel cell, glucose is oxidized at the anode, while oxygen is
reduced to water at the cathode. This scheme is illustrated in Figure 1-3. The nature
of the catalyst residing at the anode determines the extent of glucose oxidation and the
associated oxidation products. Traditional solid-state anode catalysts predominantly
oxidize glucose to a single product such as gluconic acid, liberating a single pair of
electrons. By contrast, using living microorganisms, such as exoelectrogenic bacteria,
to catalyze the anodic reaction can result in complete oxidation of glucose, liberating
twenty-four electrons per molecule of glucose consumed. This much higher catalytic
efficiency, and correspondingly greater power-generating capabilities, have led to a
considerable body of work on microbial fuel cells, including some proposals for using
such fuel cells as components of implantable systems. These ideas are reviewed in
greater detail in the literature review of Section A.3 of Appendix A.
The availability of fuel cell reactants, oxygen and glucose, only as a mixture in the
physiologic environment, has traditionally posed a design challenge, as net current
production requires oxidation and reduction to occur separately and selectively at the
anode and cathode, respectively; glucose oxidation at the cathode and oxygen reduc-
tion at the anode generate electrochemical short circuits by abolishing the potential
difference that induces electron flow through the external circuit. The fuel cell devel-
oped here is configured in a half-open geometry that shields the anode while exposing
the cathode, resulting in an oxygen gradient that strongly favors oxygen reduction
at the cathode. Glucose reaches the shielded anode by diffusing through the porous
cathode, which does not catalyze glucose oxidation, and through the ion-selective
membrane, which is permeable to small neutral and cationic species.
One important innovation of the work described here is the use of cerebrospinal
fluid as a physiologic niche for an implantable power source. The thesis describes an
intracranial configuration of the biofuel cell that enables it to harvest glucose from
the cerebrospinal fluid surrounding the brain in order to power brain-implanted mi-
croelectronic devices. The cerebrospinal fluid represents a promising and unexplored
environment for a bioimplantable fuel cell: it is virtually acellular, it is under minimal
immune surveillance, it has a lower protein content than blood and other tissues and
is therefore less prone to induce biofouling of implanted devices, and its glucose levels
under normal conditions are approximately half those of blood plasma.
The bioavailabilities of glucose and oxygen to a fuel cell residing in the subarach-
noid space are modeled in detail in Chapter 4, with a view toward estimating the
amount of power that can safely be drawn from cerebrospinal fluid glucose and oxy-
gen without appreciably altering cerebrospinal fluid physiology.
Another important innovation in the present work relates to its manufacturing
process, which facilitates true integration with microelectronic circuits at the most
basic level. The fuel cell is constructed using conventional semiconductor fabrication
processes, and so is well suited for manufacture together with traditional integrated
circuits on a single silicon wafer to yield implantable microchips with long-lifetime,
integrated power sources.
The fuel cell is used to power a neural signal amplifier, the fundamental front-
end used to generate input signals for a neural decoder, in a prototype of the first
brain-powered brain-machine interface.
1.6 Literature Reviews
Detailed discussions in Appendix A review the foundational and most relevant scien-
tific literature published to date in fields spanned by this thesis. Section A. 1 considers
prior work on brain-machine interfaces and neural decoding, while Section A.2 sur-
veys the field of bioimplantable device engineering, with a focus on implantable power
sources and areas of emerging research related to the work described in this thesis.
Figure 1-3 (facing page): Conceptual Design of a Brain-Implantable Glucose-
Based Fuel Cell. 1 Cerebrospinal fluid flows within the subarachnoid space, il-
lustrated in the first inset, surrounding the brain. A biofuel cell placed within the
subarachnoid space 2 could harvest glucose from the cerebrospinal fluid to gener-
ate electrical power. A prototype of one such fuel cell, manufactured on a silicon
dioxide substrate using semiconductor microfabrication techniques, is shown in mi-
crograph 3. Its principles of operation are illustrated in schematics 4 and 5, while
special materials properties of its catalytic anode, cation-selective membrane, and
current-collecting cathode are highlighted in the micrographs and diagrams of 6. Im-
age Credits for Figure Components: Skull and Subarachnoid Space Inset illustration
by A.D.A.M. Medical Images, Meninges and Human Head illustration by Karolinska
Institute 3D Brain Project, Nafion Chemical Structure from Wikimedia Commons,
Nafion Water Channel Model illustration by Schmidt-Rohr and Chen (Nature Ma-
terials 2008). All other figure components are original micrographs and diagrams
generated by the author.
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1.7 Structure of This Thesis
This thesis is structured as follows:
The present chapter, Chapter 1, places the work presented here in context, in-
troducing background material relevant to the scientific and technological visions to
which this work has contributed, and outlining a conceptual framework developed
in detail in subsequent chapters. Chapter 2 presents work on biomimetic algorithms
for neural decoding, together with micropower circuit architectures for implementing
such algorithms in the context of fully brain-implantable brain-machine interfaces for
neural prosthetic devices and neurorehabilitation in victims of traumatic limb loss,
amputation, and paralysis; and in patients suffering from locked-in syndrome or se-
vere and degenerative neuromotor diseases such as amyotrophic lateral sclerosis (ALS
or Lou Gehrig's disease). This work is developed further in Chapter 3, which discusses
digital approaches to neural decoding using arithmetic-free, purely logical primitives,
and establishes universal computing architectures for neural decoding. Chapter 4 pro-
vides a detailed discussion of the design and performance of a biologically implantable
glucose-powered fuel cell. Finally, Chapter 5 presents conclusions, summarizing the
achievements of the work described here.
Appendix A reviews the scientific literature on brain-machine interfaces and neu-
ral decoding, as well as the scientific and patent literatures on bioimplantable power
sources and several related subfields relevant to this thesis.
Chapter 2
Biomimetic Algorithms and
Micropower Circuit Architectures
for Real-Time Neural Decoding
2.1 Overview
This chapter presents a corpus of work on biomimetic algorithms for neural decoding,
together with micropower circuit architectures for implementing such algorithms in
the context of fully brain-implantable brain-machine interfaces. The primary appli-
cations of this work are in the field of neurorehabilitation, designing brain-controlled
prosthetic devices to restore natural movement and communication to victims of trau-
matic limb loss, amputation, and paralysis; as well as to patients suffering from locked-
in syndrome, or severe and degenerative neuromotor diseases such as amyotrophic
lateral sclerosis (ALS or Lou Gehrig's disease). As discussed in detail in Chapter
1, the Introduction to this thesis, neuroprosthetic devices decode 'thoughts' encoded
in electrical signals from neuronal populations to control mechanical or computer
interfaces. The electronic systems that implement the neural decoding algorithms
described here are biomimetic in that they compute in ways similar to biological
neurons and neuronal networks.
At the time this chapter was composed, the work it describes had already been
published as a conference paper [4] and a book chapter [64].
2.2 A Biomimetic Adaptive Algorithm and Low-
Power Architecture for Implantable Neural De-
coders
This section was previously published as a paper in the Proceedings of the 31st In-
ternational Meeting of the IEEE Engineering in Medicine and Biology Society [4],
Copyright 2009 IEEE. It is reprinted here with the permission of the publisher.
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Abstract-Algorithmically and energetically efficient computa-
tional architectures that operate in real time are essential for
clinically useful neural prosthetic devices. Such devices decode
raw neural data to obtain direct control signals for external
devices. They can also perform data compression and vastly
reduce the bandwidth and consequently power expended in wire-
less transmission of raw data from implantable brain-machine
interfaces. We describe a biomimetic algorithm and micropower
analog circuit architecture for decoding neural cell ensemble
signals. The decoding algorithm implements a continuous-time
artificial neural network, using a bank of adaptive linear filters
with kernels that emulate synaptic dynamics. The filters trans-
form neural signal inputs into control-parameter outputs, and
can be tuned automatically in an on-line learning process. We
provide experimental validation of our system using neural data
from thalamic head-direction cells in an awake behaving rat.
Index Terms-Brain-machine interface, Neural decoding,
Biomimetic, Adaptive algorithms, Analog, Low-power
I. INTRODUCTION
B RAIN-MACHINE interfaces have proven capable ofdecoding neuronal population activity in real-time to
derive instantaneous control signals for prosthetics and other
devices. All of the decoding systems demonstrated to date have
operated by analyzing digitized neural data [1]-[7]. Clinically
viable neural prosthetics are an eagerly anticipated advance
in the field of rehabilitation medicine, and development of
brain-machine interfaces that wirelessly transmit neural data
to external devices will represent an important step toward
clinical viability. The general model for such devices has two
components: a brain-implanted unit directly connected to a
multielectrode array collecting raw neural data; and a unit out-
side the body for data processing, decoding, and control. Data
transmission between the two units is wireless. A 100-channel,
12-bit-precise digitization of raw neural waveforms sampled
at 30 kHz generates 36 Mbs-- of data; the power costs in
digitization, wireless communication, and population signal
decoding all scale with this high data rate. Consequences of
B. I. Rapoport, W. Wattanapanitch, and R. Sarpeshkar are with the De-
partment of Electrical Engineering and Computer Science, Massachusetts
Institute of Technology (MIT), Cambridge, Massachusetts 02139 USA; B.
I. Rapoport is also with the Harvard-MIT Division of Health Sciences and
Technology, Cambridge, Massachusetts 02139 and Harvard Medical School,
Boston, Massachusetts 02115; E-mail: rahuls@mit.edu.
H. L. Penagos is with the MIT Department of Brain and Cognitive Sciences
and the Harvard-MIT Division of Health Sciences and Technology.
S. Musallam is with the Department of Electrical and Computer Engineer-
ing, McGill University, Montreal, Quebec, Canada.
R. A. Andersen is with the Division of Biology, California Institute of
Technology, Pasadena, California 91125.
Manuscript received April 2009.
this scaling, as seen for example in cochlear-implant systems,
include unwanted heat dissipation in the brain, decreased
longevity of batteries, and increased size of the implanted unit.
Recent designs for system components have addressed these
issues in several ways. However, almost no work has been
done in the area of power-efficient neural decoding.
In this work we describe an approach to neural decoding
using low-power analog preprocessing methods that can han-
dle large quantities of high-bandwidth analog data, processing
neural input signals in a slow-and-parallel fashion to generate
low-bandwidth control outputs.
Multiple approaches to neural signal decoding have been
demonstrated by a number of research groups employing
highly programmable, discrete-time, digital algorithms, im-
plemented in software or microprocessors located outside the
brain. We are unaware of any work on continuous-time analog
decoders or analog circuit architectures for neural decoding.
The neural signal decoder we present here is designed to
complement and integrate with existing approaches. Optimized
for implementation in micropower analog circuitry, it sacrifices
some algorithmic programmability to reduce the power con-
sumption and physical size of the neural decoder, facilitating
use as a component of a unit implanted within the brain.
Trading off the flexibility of a general-purpose digital system
for the efficiency of a special-purpose analog system may be
undesirable in some neural prosthetic devices. Therefore, our
proposed decoder is meant to be used not as a substitute for
digital signal processors but rather as an adjunct to digital
hardware, in ways that combine the efficiency of embedded
analog preprocessing options with the flexibility of a general-
purpose external digital processor.
For clinical neural prosthetic devices, the necessity of highly
sophisticated decoding algorithms remains an open question,
since both animal [3], [4], [8], [9] and human [5] users of even
first-generation neural prosthetic systems have proven capable
of rapidly adapting to the particular rules governing the control
of their brain-machine interfaces. In the present work we focus
on an architecture to implement a simple, continuous-time ana-
log linear (convolutional) decoding algorithm. The approach
we present here can be generalized to implement analog-
circuit architectures of general Bayesian algorithms; examples
of related systems include analog probabilistic decoding circuit
architectures used in speech recognition and error correcting
codes [10], [11]. Such architectures can be extended through
our mathematical approach to design circuit architectures for
Bayesian decoding.
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II. A BIOMIMETIC ADAPTIVE ALGORITHM FOR
DECODING NEURAL CELL ENSEMBLE SIGNALS
In convolutional decoding of neural cell ensemble signals,
the decoding operation takes the form
M(t) = W(t) 0 N(t) (1)
n
M(t) = E Wij(t) o Nj(t); i E {1, ... ,m}, (2)
j=1
where N(t) is an n-dimensional vector containing the neural
signal (n input channels of neuronal firing rates, analog signal
values, or local field potentials, for example) at time t; M(t) is
a corresponding m-dimensional vector containing the decoder
output signal (which in the examples presented here corre-
sponds to motor control parameters, but could correspond as
well to limb or joint kinematic parameters or to characteristics
or states of nonmotor cognitive processes); W is a matrix of
convolution kernels Wij (t) (formally analogous to a matrix of
dynamic synaptic weights), each of which depends on a set of
p modifiable parameters, W, k E {1, ... ,p}; and o indicates
convolution. Accurate decoding requires first choosing an
appropriate functional form for the kernels and then optimizing
the kernel parameters to achieve maximal decoding accuracy.
Since the optimization process is generalizable to any choice
of kernels that are differentiable functions of the tuning pa-
rameters, we discuss the general process first. We then explain
our biophysical motivations for selecting particular functional
forms for the decoding kernels; appropriately chosen kernels
enable the neural decoder to emulate the real-time encoding
and decoding processes performed by biological neurons.
Our algorithm for optimizing the decoding kernels uses
a gradient-descent approach to minimize decoding error in
a least-squares sense during a learning phase of decoder
operation. During this phase the correct output M(t), and
hence the decoder error e(t) = M(t) - M(t), is available
to the decoder for feedback-based learning. We design the
optimization algorithm to evolve W(t) in a manner that
reduces the squared decoder error on a timescale set by the
parameter r, where the squared error is defined as
E(W(t), T) j |(u) I'du
m t mn
i= du Ei,
and the independence of each of the m terms in Equation
4 is due to the the independence of the m sets of np
parameters W , j e {1,.. ., n} k E {1, ... p} associated
with generating each component M (t) of the output. Our
strategy for optimizing the matrix of decoder kernels is to
modify each of the kernel parameters W continuously and in
parallel, on a timescale set by r, in proportion to the negative
gradient of E(W(t), r) with respect to that parameter:
- k E(W(t), r) OE-
ij
M j du 2 Mi (u)
=1EJ Ut--( aWij (a)
aWiu
=2 ei(u)
o N(u))( 0
oj
n
j=1
Wij (u) o N (u))
Nj (u)) du.
The learning algorithm refines W in a continuous-time fashion,
using -VE(t) as an error feedback signal to modify W(t),
and incrementing each of the parameters WZ (t) in continuous
time by a term proportional to -iVE(W(t)) (the propor-
tionality constant, c, must be large enough to ensure quick
learning but small enough to ensure learning stability). If W(t)
is viewed as an array of linear filters operating on the neural
input signal, the quantity -iE(W(t), r) used to increment
each filter parameter can be described as the product, averaged
over a time interval of length r, of the error in the filter output
and a secondarily filtered version of the filter input. The error
term is identical for the parameters of all filters contributing
to a given component of the output, Mi (t). The secondarily
filtered version of the input is generated by a secondary
convolution kernel, , which depends on the functional
form of each primary filter kernel and in general differs for
each filter parameter. Figure 1 shows a block diagram for an
analog circuit architecture that implements our decoding and
optimization algorithm.
e t - A!,(t)
N.(t)
m(t) M
I W(t) -N(t))m
NM(t)
Fig. 1: Block diagram of a computational architecture for
linear convolutional decoding and learning.
Many functional forms for the convolution kernels are both
theoretically possible and practical to implement using low-
power analog circuitry. Our approach has been to emulate
biological neural systems by choosing a biophysically inspired
kernel whose impulse response approximates the postsynaptic
currents biological neurons integrate when encoding and de-
coding neural signals in vivo [12]. Combining our decoding
architecture with the choice of a first-order low-pass decoder
kernel enables our low-power neural decoder to implement a
biomimetic, continuous-time artificial neural network. Numer-
ical experiments have also indicated that decoding using such
biomimetic kernels can yield results comparable to those ob-
tained using optimal linear decoders [13]. But in contrast with
our on-line optimization scheme, optimal linear decoders are
computed off-line after all training data have been collected.
We have found that this simple choice of kernel offers effective
performance in practice, and so we confine the present analysis
to that kernel.
Two-parameter first-order low-pass filter kernels account for
trajectory continuity by exponentially weighting the history of
neural inputs:
Wii = -e ' , (8)
rij
where the two tunable kernel parameters are W=1 =
the low-pass filter gain, and W!=2 =rij, the decay time over
which past inputs N(t'), t' < t, influence the present output
estimate M(t) = W 0 N(t). The filters used to tune the low-
pass filter kernel parameters can be implemented using simple
and compact analog circuitry. The gain parameters are tuned
using low-pass filter kernels of the form
Wij(t) 1 -t
e , (9)
while the time-constant parameters are tuned using band-pass
filter kernels:
&Wij(t) 
__Aie i -i1 (10)
W !=2 T?
When decoding discontinuous trajectories, such as se-
quences of discrete decisions, we can set the Tij to zero,
yielding
W (t) = W= 1(t) =A 3 (t). (11)
Such a decoding system, in which each kernel is a zeroth-
order filter characterized by a single tunable constant, performs
instantaneous linear decoding, which has successfully been
used by others to decode neuronal population signals in the
context of neural prosthetics [5], [14]. With kernels of this
form, W(t) is analogous to matrices of synaptic weights
encountered in artificial neural networks, and our optimization
algorithm resembles a 'delta-rule' learning procedure [15].
III. RESULTS
Head direction was decoded from the activity of n = 6
isolated thalamic neurons according to the method described
in [16]. The adaptive filter parameters Wi E {Ai, rij } were
implemented as micropower analog circuits and simulated in
SPICE; they were optimized through gradient descent over
training intervals of length T during which the decoder error,
ei(t) = Mi(t) - M (t) (where M(t) =(cos (0(t)), sin (0(t)))
and 0 denotes the head direction angle), was made available
to the adaptive filter in the feedback configuration described
in Section II for t E [0, T]. Following these training intervals
feedback was discontinued and the performance of the decoder
was assessed by comparing the decoder output M(t) with
$(t) for t > T.
Figure 2 compares the output of the decoder to the measured
head direction over a 240 s interval. The filter parameters were
trained over the interval t E [0, T = 120] s. The figure shows
J(t) (gray) tracking A(t) (black) with increasing accuracy
as training progresses, illustrating that while initial predictions
are poor, they improve with feedback over the course of the
training interval. Feedback is discontinued at t = 120 s.
Qualitatively, the plots on the interval t E [120, 240] s illustrate
that the output of the neural decoder reproduces the shape of
the correct waveform, predicting head direction on the basis
of neuronal spike rates.
IV. DISCUSSION
Simulations using basic circuit building-blocks for the mod-
ules shown in Figure 1 indicate that a single decoding module
(corresponding to an adaptive kernel Wij and associated
optimization circuitry, as diagrammed in Figure 1) should
consume approximately 54 nW from a 1 V supply in 0.18 pim
CMOS technology and require less than 3000 pm2 . Low
power consumption is achieved through the use of subthresh-
old bias currents for transistors in the analog filters and
other components. Analog preprocessing of raw neural input
waveforms is accomplished by dual thresholding to detect
action potentials on each input channel and then smoothing the
resulting spike trains to generate mean firing rate input signals.
SPICE simulations indicate that each analog preprocessing
module should consume approximately 241 nW from a 1 V
supply in 0.18 pim CMOS technology. A full-scale system with
n = 100 neuronal inputs comprising N(t)) and m = 3 control
parameters comprising M(t) would require m x n = 300
decoding modules and consume less than 17 pW in the
decoder and less than 25 pW in the preprocessing stages.
Direct and power-efficient analysis and decoding of analog
neural data within the implanted unit of a brain-machine
interface could also facilitate extremely high data compression
ratios. For example, the 36 Mbs- 1 required to transmit raw
neural data from 100 channels could be compressed more
than 100, 000-fold to 300 bs- 1 of 3-channel motor-output
information updated with 10-bit precision at 10 Hz. Such dra-
matic compression brings concomitant reductions in the power
required for communication and digitization of neural data.
Ultra-low-power analog preprocessing prior to digitization of
neural signals could thus be beneficial in some applications.
V. CONCLUSIONS
The algorithm and architecture presented here offer a
practical approach to computationally efficient neural sig-
nal decoding, independent of the hardware used for their
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Fig. 2: Continuous decoding of head direction from neuronal spiking activity.
implementation. While the system is suitable for analog or
digital implementation, we suggest that a micropower analog
implementation trades some algorithmic programmability for
reductions in power consumption that could facilitate implan-
tation of a neural decoder within the brain. In particular, circuit
simulations of our analog architecture indicate that a 100-
channel, 3-motor-output neural decoder can be built with a
total power budget of approximately 43 pzW. Our work could
also enable a 100, 000-fold reduction in the bandwidth needed
for wireless transmission of neural data, thereby reducing to
nanowatt levels the power potentially required for wireless
data telemetry from a brain implant. Our work suggests
that highly power-efficient and area-efficient analog neural
decoders that operate in real time can be useful components
of brain-implantable neural prostheses, with potential applica-
tions in neural rehabilitation and experimental neuroscience.
Through front-end preprocessing to perform neural decoding
and data compression, algorithms and architectures such as
those presented here can complement digital signal processing
and wireless data transmission systems, offering significant
increases in power and area efficiency at little cost.
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ABSTRACT
Algorithmically and energetically efficient computational architectures that operate in real time are
essential for clinically useful neural prosthetic devices. Such architectures decode raw neural data to
obtain direct motor control signals for external devices. They can also perform data compression and
vastly reduce the bandwidth and consequently power expended in wireless transmission of raw data
from implantable brain-machine interfaces. We describe a biomimetic algorithm andmicropower analog
circuit architecture for decoding neural cell ensemble signals. The decoding algorithm implements a
continuous-time artificial neural network, using a bank ofadaptive linearfilters with kernels that emulate
synaptic dynamics. The filters transform neural signal inputs into control-parameter outputs, and can
be tuned automatically in an on-line learning process. We demonstrate that the algorithm is suitable for
decoding both local field potentials and mean spike rates. We also provide experimental validation of
our system, decoding discrete reaching decisions from neuronal activity in the macaque parietal cortex,
and decoding continuous head direction trajectories from cell ensemble activity in the rat thalamus. We
further describe a method of mapping the algorithm to a highly parallel circuit architecture capable of
continuous learning and real-time operation. Circuit simulations ofa subthreshold analog CMOS instan-
tiation of the architecture reveal that its performance is comparable to the predictedperformance of our
decoding algorithm for a system decoding three control parameters from 100 neural input channels at
microwatt levels ofpower consumption. While the algorithm and decoding architecture are suitable for
analog or digital implementation, we indicate how a micropower analog system trades some algorithmic
programmability for reductions in power and area consumption that could facilitate implantation of a
DOI: 10.4018/978-1-60960-018-1.chOlO
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A Biomimetic Adaptive Algorithm and Micropower Circuit Architecture
neural decoder within the brain. We also indicate how our system can compress neural data more than
100,000-fold, greatly reducing the power needed for wireless telemetry of neural data.
INTRODUCTION
Brain-machine interfaces have proven capable of
decoding neuronal population activity in real time
to derive instantaneous control signals for prosthet-
ics and other devices. All of the decoding systems
demonstrated to date have operated by analyzing
digitized neural data (Chapin, Moxon, Markowitz,
&Nicolelis, 1999; Hochberg et al., 2006; Jackson,
Mavoori, & Fetz, 2006; Musallam, Corneil, Gre-
ger, Scherberger, & Andersen, 2004; Santhanam,
Ryu,Yu,Afshar, & Shenoy, 2006; Taylor, Tillery, &
Schwartz, 2002; Wessberg etal., 2000). Clinically
viable neural prosthetics are an eagerly anticipated
advance in the field of rehabilitation medicine,
and development ofbrain-machine interfaces that
wirelessly transmit neural data to external devices
will represent an important step toward clinical
viability. The general model for such devices has
two components: a brain-implanted unit directly
connected to a multielectrode array collecting
raw neural data; and a unit outside the body for
data processing, decoding, and control. Data
transmission between the two units is wireless.
A 100-channel, 12-bit-precise digitization of raw
neural waveforms sampled at 30 kHz generates
36 Mbs 1 of data; the power costs in digitization,
wireless communication, and population signal
decoding all scale with this high data rate. Con-
sequences of this scaling, as seen for example
in cochlear-implant systems, include unwanted
heat dissipation in the brain, decreased longevity
of batteries, and increased size of the implanted
unit. Recent designs for system components have
addressed these issues in several ways, including
micropower neural amplification (Holleman &
Otis, 2007; Wattanapanitch, Fee, & Sarpeshkar,
2007); adaptive powerbiasing to reduce recording
power in multielectrode arrays (Sarpeshkar et al.,
2008); low-power data telemetry (Ghovanloo &
Atluri, 2007; Mandal & Sarpeshkar, 2007, 2008;
Mohseni, Najafi, Eliades, & Wang, 2005); ultra-
low-power analog-to-digital conversion (Yang
& Sarpeshkar, 2006); low-power neural stimula-
tion (Theogarajan et al., 2004); energy-efficient
wireless recharging (Baker & Sarpeshkar, 2007);
and low-power circuits and system designs for
brain-machine interfaces (Sarpeshkar et al.,
2008; Sarpeshkar et al., 2007). Power-conserving
schemes for compressing neural data before
transmission have also been proposed (Olsson
III & Wise, 2005). However, almost no work has
been done in the area of power-efficient neural
decoding (Rapoport et al., 2009).
Direct and power-efficient analysis and decod-
ing of analog neural data within the implanted
unit of a brain-machine interface could facilitate
extremely high data compression ratios. For ex-
ample, the 36 Mbs' required to transmitraw neural
data from 100 channels could be compressed more
than 100,000-fold to 300 bs-' of 3-channel motor-
output information updated with 10-bit precision
at 10 Hz. Such dramatic compression brings
concomitant reductions in the power required for
communication and digitization of neural data.
Ultra-low-power analog preprocessing prior to
digitization ofneural signals could thus be benefi-
cial in some applications. Related considerations
arise in the design of cochlear implants, and prior
work in that field has demonstrated that power-
efficient, analog preprocessing before digitization
can be used to achieve high data compression
ratios, leading to order-of-magnitude reductions
in power consumption relative to fully digital
data-processing schemes (Sarpeshkar, Bakeretal.,
2005; Sarpeshkar, Salthouse et al., 2005). Such
power savings have been achieved while preserv-
ing programmability, as well as robustness to
multiple sources ofnoise and transistor mismatch.
Importantly, a processor based on this low-power
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design paradigm functioned successfully in a deaf
patient, enabling her to understand speech on her
very first attempt (Sarpeshkar, 2006).
In this chapter we describe an approach to
neural decoding using low-power analog prepro-
cessing methods that can handle large quantities
ofhigh-bandwidth analog data, processing neural
input signals in a slow-and-parallel fashion to
generate low-bandwidth control outputs. Parallel
architectures for data compression constitute an
area in which analog systems perform especially
well relative to digital systems, as has been dem-
onstrated analytically (Sarpeshkar, 1998), and as
exemplified by biological systems such as the
retina and the cochlea (Mead, 1989; Sarpeshkar,
2006).
Multiple approaches to neural signal decoding
have been implemented successfully by a number
ofresearch groups, as mentioned in the section en-
titled "Implementation ofthe DecodingAlgorithm
in Analog Circuitry." All of these have employed
highly programmable, discrete-time, digital algo-
rithms, implemented in software or microproces-
sors located outside the brain. We are unaware of
any work on continuous-time analog decoders or
analog circuit architectures for neural decoding
(Rapoport et al., 2009). The neural signal decoder
we present here is designed to complement and
integrate with existing approaches. Optimized for
implementation in micropower analog circuitry,
it sacrifices some algorithmic programmability
to reduce the power consumption and physical
size of the neural decoder, facilitating use as a
component of a unit implanted within the brain.
We demonstrate a method of designing highly
power-efficient adaptive circuit architectures for
neural decoding in two stages. We first general-
ize a discrete-time algorithm for adaptive-filter
decoding to a continuous-time analog decoder.
We then provide an approach to translating this
decoder into a circuit architecture.
In this chapter we show that our algorithm and
analog architecture offer good performance when
learning to interpret real neural cell ensemble codes
in the rat thalamus, from which we decode continu-
ous head direction trajectories, and the macaque
monkey parietal cortex, from which we decode
discrete reach decisions. We further show that the
system is sufficiently flexible to accept local field
potentials or mean spike rates as inputs. Circuit
simulations of a subthreshold analog CMOS
implementation ofour circuit architecture suggest
that a spike processor and decoder with 100 input
channels and 3 output control parameters could be
built with a total power budget of approximately
42 pW; this would reduce the power expended in
wireless telemetry to approximately 300 nW and
the total power consumption ofthe implanted unit
would be under 43 pW.
Our decoding scheme sacrifices the flexibil-
ity of a general-purpose digital system for the
efficiency of a special-purpose analog system.
This tradeoff may be undesirable in some neural
prosthetic devices. Therefore, our proposed de-
coder is meant to be used not as a substitute for
digital signal processors but rather as an adjunct to
digital hardware, in ways that synergistically fuse
the efficiency of embedded analog preprocessing
options with the flexibility of a general-purpose
external digital processor. The schematic for such
a combined system is shown in Figure 1. First,
an external digital processor transiently analyzes
raw, high-bandwidth neural data to determine
spike thresholds and DAC-programmable analog
parameters for the implanted analog decoder. Such
parameters could control which input channels
are turned on or off, set filter time constants for
converting spikes to mean firing rates, and es-
tablish amplitude thresholds that ensure optimal
spike sorting. Such analysis requires a great deal
of flexible programmability and so is best done
digitally, by an external processor, taking into ac-
count all available raw neural data. The analysis
generates configuration settings that can be down-
loaded over a low-bandwidth link to reconfigure
the implanted unit, including a low-power analog
decoder, digitally. The analog system then learns,
decodes, and outputs low-bandwidth informa-
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Figure 1. Schematic diagram of a brain-machine interface system incorporating an implantable analog
neural decoder
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tion in a low-power fashion for most of the time
that the brain-machine interface is operational.
Digital analysis and recalibration of the analog
system may be done infrequently (perhaps once
a day, as in early reports of a clinically useful
brain-machine interface (Hochberg et al., 2006))
so that the average power consumption is always
low even though transient power consumption of
the external digital system may be relatively high
during recalibration. The architecture of Figure
1 permits exploration of other decoding algo-
rithms in the external unit, allowing high-power
operation when necessary to achieve sufficient
programmability.
For clinical neural prosthetic devices, the
necessity of highly sophisticated decoding algo-
rithms remains open to question, since both animal
(Carmena et al., 2003; Musallam et al., 2004;
Taylor et al., 2002; Velliste, Perel, Spalding,
Whitford, & Schwartz, 2008) and human (Hoch-
berg et al., 2006) users of even first-generation
neural prosthetic systems have proven capable of
rapidly adapting to the particular rules governing
the control of their brain-machine interfaces. In
the present work we focus on an architecture to
implement a simple, continuous-time analog
linear (convolutional) decoding algorithm. The
nt Data
ndwidth)
Outside the Brain
--- sidetheBrai
I Inside the Brain
approach we present here can be generalized to
implement analog-circuit architectures of more
general Bayesian algorithms; examples of related
systems include analog probabilistic decoding
circuit architectures used in speech recognition
and error correcting codes (Lazzaro, Wawrzynek,
& Lippmann, 1997; Loeliger, Tark6y, Lusten-
berger, & Helfenstein, 1999). Related architectures
can be adapted through ourmathematical approach
to design circuits for Bayesian neural decoding.
This chapter is organized as follows: The sec-
tion entitled "Methods of Designing and Testing
a Micropower Neural Decoding System" begins
by presenting a derivation of our adaptive-kernel
decoder; a corresponding description of an
example instantiation in subthreshold micro-
power analog VLSI is presented in the subsection
"Implementation of the Decoding Algorithm in
Analog Circuitry." "Methods ofTesting the Neural
Signal Decoding System" describes methods for
testing the algorithm and corresponding circuit
architecture in several decoding tasks: continuous
trajectory decoding from simulated local field
potential (LFP) input signals, continuous head-
direction trajectory decoding from spike-train
inputs recorded from the thalamus of a freely
moving rat, and discrete arm-reach intentions
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decoded from spike-train inputs recorded from the
parietal cortex of a macaque monkey. The results
of these tests are subsequently presented in the
section entitled "Evaluating the Performance ofthe
Neural Decoding System." The following section,
"Evaluating Design Tradeoffs in the Construction
of an Implantable Neural Decoder," discusses
the simulated performance characteristics of our
decoding system and alternative digital implemen-
tations from the perspectives of reducing power
consumption for implantable brain-machine in-
terfaces. The chapter concludes with a summary
of our work and anticipated directions for future
research in the field of neural decoding in the
context of brain-machine interfaces.
METHODS OF DESIGNING AND
TESTING A MICROPOWER
NEURAL DECODING SYSTEM
An Algorithm for Adaptive
Convolutional Decoding of
Neural Cell Ensemble Signals
The function of neuronal population decoding is
to map neural signals onto higher-level cognitive
processes to which they correspond. This section
presents the mathematical foundations ofan adap-
tive convolutional decoder whose kernels can be
modified according to a gradient-descent-based
learning algorithm that optimizes decoding per-
formance in an on-line, real-time fashion.
In convolutional decoding of neural cell
ensemble signals, the decoding operation takes
the form
(1.1)
M(t) = W N(t)oN$(t)
M )= (t) o N. (t
where ie{1,...,m}; N(t) is an n-dimensional
vector containing the neural signal (n input chan-
nels ofneuronal firing rates, analog signal values,
or local field potentials, for example) at time t;
M (t) is a corresponding m-dimensional vector
containing the decoder output signal (which in
the examples presented here corresponds to mo-
tor control parameters, but could correspond as
well to limb or joint kinematic parameters or to
characteristics or states of nonmotor cognitive
processes); W is a matrix of convolution kernels
W. (t) (formally analogous to a matrix of dy-
namic synaptic weights), each of which depends
on a set ofp modifiable parameters, Wke{1,...
,p}; and o indicates convolution. Accurate decod-
ing requires first choosing an appropriate func-
tional form for the kernels and then optimizing
the kernel parameters to achieve maximal decod-
ing accuracy. Since the optimization process is
generalizable to any choice of kernels that are
differentiable functions of the tuning parameters,
we discuss the general process first. We then
explain our biophysical motivations for selecting
particular functional forms for the decoding ker-
nels; appropriately chosen kernels enable the
neural decoder to emulate the real-time encoding
and decoding processes performed by biological
neurons.
Our algorithm for optimizing the decoding
kernels uses a gradient-descent approach to
minimize decoding error in a least-squares sense
during a learning phase of decoder operation.
During this phase the correct output M (t),and
hence the decoder error e (t) = W (t) - j (t),
is available to the decoder for feedback-based
learning. We design the optimization algorithm
to evolve W(t) in amanner that reduces the squared
decoder error on a timescale set by the parameter
'r, where the squared error is defined as
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(W (t),-)= 2(u) du
- $f e (u)2 du
i=1 t-T
(1.2)
m
= ZElE,
and the independence of each of the m terms in
Equation (1.2) is due to the independence of the
m sets of n x p parameters Wyk, j {,,n
ke {l,...,p} associated with generating each com-
ponent M(t) of the output. Our strategy for opti-
mizing the matrix of decoder kernels is to modi-
fy each of the kernel parameters W
continuously and in parallel, on a timescale set
by r, in proportion to the negative gradient of
E(W(t),r) with respect to each parameter:
-
E(W (t), 1) -
= du 12 Mu)- w.uoNju) x N. ()u
H N. (u)u)
= 2fe (u WN(u d
(1.3)
The learning algorithm refines W in a contin-
uous-time fashion, using -VE (t) as an error
feedback signal to modify W(t), and incrementing
each of the parameters l (t) in continuous time
by a term proportional to -VE (W (t)) (the
proportionality constant, c, must be large enough
to ensure quick learning but small enough to
ensure learning stability). If W(t) is viewed as an
array of linear filters operating on the neural input
signal, the quantity -VE (W (t), T) used to
increment each filter parameter can be described
as the product, averaged over a time interval of
length r, of the error in the filter output and a
secondarily filtered version ofthe filter input. The
error term is identical for the parameters of all
filters contributing to a given component of the
output, M,(t). The secondarily filtered version of
the input is generated by a secondary convolution
aW. (u)
kernel, - " , which depends on the func-
OWk
tional form of each primary filter kernel and in
general differs for each filter parameter. Figure 2
shows a block diagram for an analog circuit ar-
chitecture that implements our decoding and
optimization algorithm.
Many functional forms for the convolution
kernels are both theoretically possible and practi-
cal to implement using low-power analog cir-
cuitry. Our approach has been to emulate bio-
logical neural systems by choosing a
biophysically inspired kernel whose impulse re-
sponse approximates the postsynaptic currents
biological neurons integrate when encoding and
decoding neural signals in vivo (Arenz, Silver,
Schaefer, & Margrie, 2008). Combining our de-
coding architecture with the choice of a first-order
low-pass decoder kernel enables our low-power
neural decoder to implement a biomimetic,
continuous-time artificial neural network. Nu-
merical experiments have also indicated that
decoding using such biomimetic kernels can yield
results comparable to those obtained using optimal
linear decoders (Eliasmith & Anderson, 2003).
But in contrast with our on-line optimization
scheme, optimal linear decoders are computed
off-line after all training data have been collected.
We have found that this simple choice of kernel
offers effective performance in practice, and so
we confine the present analysis to that kernel.
We also offer a heuristic justification for using
first-order low-pass kernels. Kernels for decod-
ing continuous trajectories should be designed to
anticipate low-frequency variation in the input
and output signals. Two-parameter first-order
low-pass filter kernels account for trajectory
continuity by exponentially weighting the history
of neural inputs:
11
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Figure 2. Block diagram of an analog circuit architecturefor linear convolutional decoding and learning
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where the two tunable kernel parameters are
Wk=l =A. , the low-pass filter gain, and
wk=2 = T,, the decay time over which past inputsY
Mm(t)
M(t)
N (t'), t' < t, influence the present output esti-
mate i (t) = W o N (t). The filters used to tune
the low-pass filter kernel parameters can be imple-
mented using simple and compact analog cir-
cuitry. The gain parameters are tuned using low-
pass filter kernels of the form
42
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" '=l - e T (1.5)
while the time-constant parameters are tuned using
band-pass filter kernels:
W. (t)
wk=2 2T.#
t(
_T t
T 
-I
IT.
lJ
When decoding discontinuous trajectories,
such as sequences of discrete decisions, we use
the limiting case of this kernel as r -+ 0:
W. (t) =Wk='b (t) =A.8 (t). (1.7)
Such a decoding system, in which each kernel
is a zeroth-order filter characterized by a single
tunable constant, performs instantaneous linear
decoding, which has successfully been used by
others to decode neuronal population signals in
the context of neural prosthetics (Hochberg et al.,
2006; Wessberg & Nicolelis, 2004). With kernels
of this form, W(t) is analogous to matrices of syn-
aptic weights encountered in artificial neural net-
works, and our optimization algorithm resembles
a 'delta-rule'learning procedure (Haykin, 1999).
Implementation of the Decoding
Algorithm in Analog Circuitry
In this section we describe the implementation of
our adaptive decoder in an analog circuit architec-
ture. This approach represents a divergence from
conventional approaches to neural signal decod-
ing. The ease ofimplementing sophisticated algo-
rithms in digital systems has led to a proliferation
of effective approaches to decoding and learning.
Some of the most popular such algorithms in the
context of neural decoding involve construction
of optimal linear filters (Serruya, Hatsopoulos,
Fellows, Paninski, & Donoghue, 2003; Warland,
Reinagel, & Meister, 1997); training of artificial
neural networks (Sanchez, Erdogmus, Principe,
Wessberg, & Nicolelis, 2005); use of Kalman
filters (Wu, Black et al., 2004; Wu, Gao, Bienen-
stock, Donoghue, & Black, 2006; Wu, Shaikhouni,
Donoghue, & Black, 2004) and adaptive Kalman
filters (Wu & Hatsopoulos, 2008); estimation
based on Bayesian inference techniques (Brock-
well, Rojas, & Kass, 2004; Srinivasan, Eden,
Mitter, & Brown, 2007) and point-process models
(Eden, Frank, Barbieri, Solo, & Brown, 2004);
and decoding on the basis of frequency-domain
data (such as the spectral content of local field
potentials) (Musallam et al., 2004; Pesaran, Pe-
zaris, Sahani, Mitra, & Andersen, 2002; Shenoy
et al., 2003) or wavelet decompositions of neural
signals (Musallam et al., 2004). However, to our
knowledge the present work represents the first
description of an analog circuit architecture for
neural signal decoding.
We separate the present discussion into three
parts. The first part treats the preprocessing of the
two principal classes ofneural input signals, local
field potentials (LFPs) and action potentials
('spikes'). We then address the decoding archi-
tecture itself. Finally, we describe our estimates
of power consumption by each module of the
decoder architecture. Figure 3 is a diagram of the
circuit modules required to implement a single
adaptive kernel of the decoder. These modules
fall into six functional classes: (1)Adaptive filters
corresponding to the kernels W(t); (2) Parameter-
learning filters to tune the JWjk)= A ,-r };(3)
Biasing circuits for the parameter-learning filters;
(4) Multipliers; (5) Adders and subtracters; and
(6) Memory units for storing learned parameter
values. The second part of this section presents
the design for each functional subunit of our
decoding architecture in turn.
Note that the descriptions given here corre-
spondto anunoptimized, proof-of-concept circuit
implementation. Current-mode techniques, circuit
optimizations not described here, and noise-robust
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Figure 3. Block diagram indicating the functional component circuits required to implement a single
adaptive kernel of the convolutional decoder
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analog biasing techniques such as those described
in (Sarpeshkar, Salthouse et al., 2005) will be
necessary to ensure robust, programmable, and
efficient operation in a practical implementation.
Input Signals for the Neural Decoder
Local-Field-Potential-based decoding
Local field potentials encode information about
well defined cognitive states and can also be used
as control signals for neural prostheses. Further-
more, it has been found that particular classes of
information are encoded in distinct frequency
bands of the LFP power spectrum (Pesaran et al.,
2002). Information encoded in this manner can be
extracted from the LFP by passing the raw LFP
signal through a band-pass amplifier tuned to the
spectral band of interest, rectifying the output of
the band-pass filter, and passing the result through
a peak-detection circuit to generate an envelope
waveform. Prior work solved this design problem
in the context of ultra-low-power bionic-ear (co-
chlear implant) processors (Sarpeshkar, Baker et
al., 2005; Sarpeshkar, Salthouse et al., 2005) for
which micropower band-pass amplifier (Salthouse
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& Sarpeshkar, 2003) and envelope detector circuits
(Zhak, Baker, & Sarpeshkar, 2003) were built
that can be employed to process neural signals
at lower frequencies.
Spike-Based Decoding
Neuronal action potential voltage spikes typi-
cally have widths on the order of 1 ms, corre-
sponding to frequencies in the kilohertz range.
Spike-based inputs are transformed to lower-
frequency signals (of order 1-10 Hz) through
time-domain averaging and the resulting spike
rates are used as input signals for the decoder.
Such averaging can be implemented by low-pass
interpolation filters. The simplest such filter is
a first-order low-pass filter with frequency-do-
main transfer function H, (s) = , and
cutoff frequencyf, = (27rr)- 1 Hz. Smoother in-
terpolation can be obtained by cascading first-
order filters. The analog implementation of such
filters can be achieved using a G,,-C design: GM
refers to the transconductance of an operational
transconductance amplifier (OTA) component,
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while C denotes a filter capacitance. In such a
filter f = 'i , so a low cutoff frequency
2-x C
requires C to be large or G,, to be small. Circuit
layout area restrictions will constrain the maxi-
mum value of C to approximately 4 pF, so a low
fC requires G,, to be small. Wide-linear-range
transconductors with subthreshold bias currents
(Sarpeshkar, Lyon, & Mead, 1997) allow Gm to
be small enough to achieve such low corner
frequencies in a reliable fashion. We convert raw
neural input waveforms into smooth time-aver-
aged spike rates (Figure 5) using the circuitry
shown in Figure 4, which uses dual thresholding
to detect action potentials on each input channel
and then smoothens the resulting spike trains to
generate mean firing rate input signals. Circuit
simulations indicate that the charge pump and
smoothing filter modules consume approxi-
mately 1.1 nW and 40 pW of power from a 1 V
supply in 0.18 ptm CMOS technology, respec-
tively. As a result, power consumption of the
preprocessing stages will be dominated by the
requirements of the comparator; a comparator
of the kind described in (Yang & Sarpeshkar,
2006), operating at 30 kHz, requires approxi-
mately 240 nW.
Functional Circuit Subunits of the
Decoder Architecture
Primary Adaptive Filters
Each ofthe m x n tunable kernels used to implement
our decoding architecture can be understood as an
adaptive filter whose frequency-domain transfer
function is obtained from the Laplace transform
of the time-domain kernel in Equation (1.4):
-- A..
W.(S) = "
* + 'T..
(1.8)
where the gain A can be positive or negative.
This transfer function can be obtained from a filter
having the topology shown in Figure 6, which
contains four standard, nine-transistor wide-range
operational transconductance amplifiers (OTAs)
of the form described in (Mead, 1989).
Every OTA is operated subthreshold such that
its transconductance is linear in its bias current.
The gain of the filter is determined by the three
OTAs, G(A 0, G (A), and G(R) , which have trans-
rJIo rI(U " I(Rij
conductances + , and , respec-V V V
VT T T
tively, where K denotes the gate-coupling coef-
ficient of the MOS transistor, and in this analysis
K =0.7 is assumed for all transistors; and V =
kT/q, where k denotes the Boltzmann constant, q
denotes the electron charge, and T denotes the
Kelvin temperature. By applying Kirchoff's Cur-
rent Law (KCL) at node V, we obtain the voltage
gain from V, to V as
V G (A# - G ( Y.
x _ m+ m -
V G (R
" - k
I*- IA*
If we set the sum of I_ and equal to a
constant current I , the expression in Equation
(1.9) can be reduced to
V 2I(" -I "
- + '"'
inIR
(1.10)
The transfer function from V to V can bes aout
expressed as
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Figure 4. Analog preprocessing circuitry for converting raw neural signals into smooth analog inputs
for an analog decoder
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Figure 5. Analog preprocessing of raw neural signals to generate smooth analog inputs to an implant-
able analog decoder The raw neural signal (top trace) is thresholded to generate a spike train (middle
trace), which is converted to a smooth time-averaged spike rate (bottom trace) using a second-order
low-pass filter
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Figure 6. Adaptive filter with tunable parameters for learning the optimal convolution kernels for neural
signal decoding
y o-
Vout
Vref Vref
I (A1)
1
C
1+ s Y
G T
in
(1.11)
As a result, we can express the overall transfer
function from V to V asIn out
21( ) - I1
+ tot
I(R R + CTGCT#1+ s
Gt
(1.12)
Comparing Equation (1.12) to Equation (1.8),
we obtain expressions for the gain and time con-
stant parameters:
21 (A) I
(1.13)
CI
Y G(T#)
Since I "I can be adjusted from 0 to I A+- tot i
can vary from -A / I(RY) to ( I(R- .Thelotto
time constant r.. can be adjusted by tuning the bias
current in G *.
Secondary Parameter Tuning Filters
Real-time gradient-descent-based optimization
ofthe convolution kernels can be achieved through
tuning the filter parameters {W( }- Y{,TU}
using signals proportional to -V E . Construc-
tion of such signals requires convolution kernels
a W. (t)
proportional to () . These convolution ker-
nels can be implemented by 'parameter-learning
filters' of the kind shown in Figure 7. Figure 7(a)
shows a first-order low-pass Gm-C filter with
transfer function W> (s) = to be used
1 I+ TY s
as a 'gain-learning filter.' Figure 7(b) shows a
second-order band-pass GMC filter with transfer
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Figure 7. Parameter-learningfiltersfor tuning adaptivefilterparameters basedon error-signalfeedback.
A1
(a) A first-order low-pass G-C filter with transfer function . s = 1 to be used as a 'gain-
T T..s
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to be ud a+ T Y S)
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function W.' (s) = Ts to be used as a
(1I+ Ys)2
'time-constant-learning filter.'The time constant
C
T.= " for the two parameter-learning filters
G (T*
is identical to thatofthe adaptive filter, as described
in the section entitled "Primary adaptive filters."
Correspondingly, the bias currents and therefore
the transconductances G(Tj" in all three types ofm
filter are identical, so the time constants of all
filters in the learning architecture are updated
simultaneously. Note that the actual transfer func-
tion ofthe time-constant-learning filter need only
be proportional to W. Y (s), so the factor ofYr(/A
between the transfer function of Equation (1.8)
and the filter shown in Figure 7(b) is acceptable.
Implementation of the negation required to adapt
the time constants is addressed in the section
entitled "Multipliers."
(b)
Multipliers
The multipliers that perform the operations
e. (t) x W (t) required by the gradient-descent
W (k)
ii
algorithm, denoted by the symbol x in Figure 2
and Figure 3, can be implemented using wide-
range four-quadrant Gilbertmultipliers ofthe kind
described in (Mead, 1989), which accept four
voltage inputs V, i E { 1, 2, 3, 4} and a bias current
I,, and generate an output current; low-power
performance can be obtained by operating the
multiplier circuit with all transistors in the sub-
threshold regime. The input-output characteristic
of the Gilbert multiplier is given by
I V I (V - VI
I = I tanh 2' tanh 2 4'out b 2 2V,
T T
(1.14)
where the approximation of Equation (1.14) is
valid in the intended operating region, where V,
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~ V2 and V3 ~ V4 .Noninverting multiplication, as
required for adapting the A.., can be implemented
a W. (t )by feeding e, into V,, " W ' into V, and setting
W
V2 and V4 to a constant reference voltage. On the
other hand, inverting multiplication, as required
for adapting the r., can be implemented by inter-
awe)
changing the roles of V and V4, feeding ()
into V4 and setting V3 to a constant reference
voltage.
The output of each multiplier is a current, Iot
so the integrations required in Equation (1.3) for
updating the parameters IyWk) } = {A., 1 I are
conveniently implemented by linear capacitors,
W~k
as indicated in Figure 3. The voltages Vc on
the capacitors C and used in adapting the
parameter values W(k) are therefore given by
V) Wq k)) 2 .. ( ( ) o N .(u) du
c C
(1.15)
which has the form requiredby Equation (1.3). The
filter parameters therefore vary continuously in
time, and the time variation ofthe control voltages
can be obtained by differentiating Equation (1.15).
Biasing Circuits
As discussed in the section entitled "Multipliers,"
the filter parameters A and r. defining the trans-
fer function of adaptive filter W. are stored on the
capacitors C(A ) and C(T,) , respectively. Further-
more, as indicated in the section entitled "Pri-
mary adaptive filters," the values of the filter
parameters can be tuned by adjusting the bias
currents that determine G ") and G .Since the
gain A, depends on ocA(A I , while the time
constant r.. depends on " c ,real-time
G (T#) (T)G
adaptive parameter tuning requires a scheme for
modifying I in proportion to V and I
in inverse proportion to V (TC
Tuning I (A) in proportion to variations in the
capacitor voltage V(At) can be accomplished by
converting V " into a current proportional to
V ) and then using a current mirror to generate
a copy of that current that is in turn used to set
the transconductance G of the adaptive filter.
The conversion of V A") into a current propor-
tional to V( ") can be performed by a wide-linear-
range transconductance amplifier (WLR) of the
form described in (Sarpeshkar et al., 1997). Fig-
ure 8(a) shows a schematic of the gain-biasing
circuit used to generate I oc V"(A) This biasing
circuit is intended to make I($u) + (A") = tt
Assuming that all of the NMOS transistors are
well matched, the current in M3 must be equal to
that in M2 , which is IA" .Using KCL at the drain
ofM, the current in M is thus I(A) - I(A) whichV4tot +
is equal to the current in Mso I(A .= (A - I55 - tot +
as required.
Tuning JT in inverse proportion to variations
inthe capacitor voltage V"Ty) canbe accomplished
using the circuit shown in Figure 8(b), which
operates as follows. First, VT") is converted into
a proportional current IP as in the gain-biasing
circuit. A translinear circuit, formed by the four
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Figure 8. Circuits for setting the bias currents and transconductances that determine the adaptive filter
parameters: (a) Bias-current-setting circuit for filter gains, (b) Bias-current-setting circuit for filter
time constants
10
*Io~
+
WLR -
M.~
I0
VS;r) 0 +
WLR --
M
I, +
well matched MOS transistors M1-M4, is then
usedto invert I" ,producing I = s where
I is a current reference that scales the inversion.S
A mirror copy of I is then used as the bias
current that sets transconductance G(.
Adders and Subtracters
Each adder, denoted by the symbol I in Figure 2
and Figure 3, sums the n outputs of each set { W.},
j E {1, ..., n} of adaptive filters contributing to
J(A)
' 1(m)
(W (t) o N (t)) = A. (t). The adders can be
implemented using a follower-aggregation circuit
of the kind described in (Mead, 1989). The cor-
responding error signal, e,(t), is generated by
performing the subtraction M, (t) - AfI1 (t). This
operation can be implemented by another adder,
with a unity-gain inverting amplifier negating the
adder input from A, (t).
Parameter Memory
A completely analog implementation of our
decoder could include analog memory units for
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storing parameter values when learning ends. Such
units could consist of analog memory elements
operating in a switched sample-and-hold scheme to
permit memoryless adaptation during the learning
phase and parameter storage as soon as learning
terminates. Analog memory circuits with 8-bit
hold times of 3.9 hours and 12-bit hold times of
14.5 minutes have been developed (O'Halloran &
Sarpeshkar, 2004, 2006) and could be used in this
context. Output from the memory and biasing cir-
cuits could be multiplexed onto the adaptive filter
nodes whose voltages correspond to the adaptive
filterparameters, using aCMOS transmission gate.
This scheme is indicated in Figure 3. However,
even using digital memory elements does not
increase total power consumption significantly,
since the termination of a learning phase is a rare
event and therefore writing to memory, with its
associated power cost, occurs only infrequently.
Power Consumption of the Decoder
Table 1 shows an estimate ofthe power consumed
by each circuit block needed to implement our
neural decoder, based on a SPICE simulation of
the decoder, the performance of which is shown
in Figure 11. The supply voltage of the entire
system is 1 V. The bias current of each module is
chosen so that the circuit has enough bandwidth to
process input signals band-limited to 1 kHz (note
that this choice of input signal bandwidth is more
than sufficient because the bandwidth of mean-
firing-rate changes is typically much smaller than
the reciprocal of a refractory period. As indicated
in Table 1, the total power consumption of one
decoding module is approximately 54 nW.
In order to ensure robust, stable decoding, the
learned (optimized) filter parameters for the neu-
ral decoder will be programmed using digital-to-
analog converters (DACs) as indicated in the
"Introduction" section. These DACs do not ap-
preciably increase system power consumption.
One DAC is required per filter parameter to set
the bias current for each filter constant, so a sys-
Table 1. Power consumption in decoder circuit
modules
Power Consumption
Portion of Channel (nW)
Tunable Decoding Filter 16
Gain-Learning Filter 2
Time-Constant-Learning Filter 2
Multipliers (2) 2
Gain Biasing Circuit 10
Time Constant Biasing Circuit 10
Analog Memories (2) 5
Total (One Decoder Module) 54 nW
tem decoding 3 motor parameters from 100
neural input channels would require 600 current
DACs. The static current in a current DAC is
approximately equal to that of a transistor whose
gate is connected to the associated capacitors in
Figure 3, which is approximately 100 pA. The
total power consumed by all 600 DACs, when
operated from a 1.8-V supply, is therefore only
approximately 110 nW.
Methods of Testing the Neural
Signal Decoding System
In this section we describe three approaches to
testing the ability of our system to decode neu-
ral signals. The first experiment is based on a
simulation of local field potential input signals,
which are used to decode continuous-time mo-
tor trajectories. The second experiment involves
continuous-time decoding of head direction from
spike train data recorded from a small set of neu-
rons in the thalamus of an awake, behaving rat. In
the third experiment we decode discrete arm-reach
intentions from spike train data recorded using
a multielectrode array in the posterior parietal
cortex of a macaque monkey.
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Testing the Ability to Decode Trajectory Infor-
mation from Multichannel Local Field Potential
Neural Input Signals
A recent set of experiments has shown that pari-
etal cortex neurons tend to exhibit electrical activ-
ity predictive of arm or eye movement in a single
preferred direction. Increases in y -band (25-90
Hz) spectral activity ofsuch tuned parietal neurons
anticipate movements in the preferred directions
of those neurons, so a potentially useful signal
for decoding intended movement from neural
activity is therefore an envelope curve describing
the modulated amplitude ofthe power transmitted
in the gamma band (Andersen, Musallam, &
Pesaran, 2004; Musallam et al., 2004; Pesaran et
al., 2002). As a preliminary demonstration of the
ability of our convolutional decoder to interpret
LFP-type neural input signals, we therefore gen-
erated simulated y -band power envelopes in order
to model the local field potentials recorded by a
set of n neural recording electrodes. We modeled
y-band power envelopes using a set of sinusoids
with randomized amplitudes and phases and a
constant offset term, and stored the corresponding
waveforms in the vector N (t), which was used
as the input to the decoder. We then randomly
generated an mxn matrix, W*, and used it to
construct a vector of m motor control parameters,
A (t). The decoder was permitted to observe
M (t) during a learning period ofvariable length,
over which it sought to optimize its mxn-
dimensional convolution kernel W(t). The param-
eter c was set to 0.1 during these simulations, and
both the N(t) and the M(t) were transformed us-
ing a hyperbolic-tangent normalization to con-
strain them to the interval [-1, 1]. We evaluated
decoder performance using a scale-invariant and
dimensionless conventional figure of merit, the
normalized mean squared error, q, of the esti-
mated trajectory, defined as
(1.16)
where L. denotes the maximum extent of excur-
sions permitted to M.(t) and the time T denotes
the length of the training interval; q0) is used to
denote the average value of q for a single output
dimension. It is possible to consider other figures
of merit, including ones based on correlation
rather than absolute error between M (t) and
M (t), but other authors have agreed that j-like
figures of merit tend to reflect decoding system
performance most reasonably (Wu et al., 2006).
The results of these simulations are provided in
the section entitled "Model Motor Trajectory
Decoding from Simulated Multichannel Local
Field Potential Inputs."
Testing the Decoding of Continuous Trajecto-
ries Using Neuronal Spike Recordings from the
Thalamus of an Awake Behaving Rat
Head direction cells ofthe rat thalamus are neurons
known to exhibit receptive fields tuned to spe-
cific orientations of the head relative to the envi-
ronment (Taube, 1995). We explored the ability
of our system to decode the temporal firing pat-
terns of such cells in real time. The spike trains
used as input signals to the decoder in this set of
experiments were derived from tetrode recordings
made in the thalamus of a laboratory rat that rat
ran back and forth between two points on a cir-
cular maze for food reward over a 30-minute
period. The position and head direction of the
animal were continuously tracked using a pair of
head-mounted light-emitting diode (LED) arrays
imaged at a sampling frequency of 30 Hz using
a 300 x 300-pixel charge-coupled device (CCD)
array. Data from the imager were time-stamped
in order to ensure synchronization with the neural
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recordings, and were used to generate a target
output signal M(t) for the decoder. In order to
avoid learning the discontinuity associated with
a mod-27c-based definition of the head direction
angle 0(t), M (t) was constructed as a two-di-
mensional vector having components M1(t)
cos0(t) and M2(t) sin6(t). Spike-sorting analysis
of the tetrode-derived waveforms isolated n = 6
single units, and the activity of each of these units
was converted to a normalized spike rate N,(t), i
S{l. n = 6} so that N(t) could be used as
an n-channel analog input to the decoder. As in-
dicated in the section entitled "Input Signals for
the Neural Decoder," the conversion of spike
trains to analog input signals was achieved by
treating each spike train as a train of pulses hav-
ing uniform amplitude and pulse width, then
passing the pulse trains through a third-order
interpolation filter with transfer function
(1.17)H3 (s) =
(1 + T s)
with -r, = 500 ms. The filter output was then res-
caled and recentered about a zero-offset in order
to generate the normalized spike rates N,(t). The
performance of the convolutional decoding algo-
rithm in learning to map N (t) to M' (t) was
studied using a software implementation of the
decoder, as well as a SPICE analog-circuit simu-
lation of the convolutional decoder, the details of
which are described in the section entitled "Func-
tional Circuit Subunits of the Decoder Architec-
ture." We discuss the results of these simulations
in the section entitled "Continuous Real-Time
Decoding ofHead Direction fromNeuronal Spike
Activity in the Rat Thalamus."
Testing the Decoding of Discrete Decisions
Using Neuronal Spike Recordings from the
Posterior Parietal Cortex ofaMacaque Monkey
Engaged in an Arm-Reaching Task
Neurons in the posterior parietal cortex have been
shown to encode intention to execute limb move-
ments in both humans (Connolly, Andersen, &
Goodale, 2003) and nonhuman primates (Snyder,
Batista, & Andersen, 1997). The ability to decode
signals from this region has provided proof of
principle for neural prosthetic devices based on
cognitive (as opposed to explicitly motor) control
signals (Musallamet al., 2004). Using neural spike
trains recorded during these proof-of-principle
experiments, we investigated the performance of
our system in the real-time decoding of discrete
arm-reaching decisions.
The spike trains used as input signals to the
decoder in this set of experiments were derived
from recordings by a multielectrode array chron-
ically implanted in the medial intraparietal area
(within the 'parietal reach region') of a macaque
monkey. The animal had previously been trained
to perform a standard stimulus-response task
involving center-out arm-reaching movements
between visual targets. This task, which has been
described in detail elsewhere (Musallam et al.,
2004), was designedto isolate the neural correlates
ofmotor intention from those ofactual movement.
The monkey initiated each iteration of the task
by touching a central cue target and looking at a
nearby visual fixation point at t = - 800 ms (its
gaze was monitored using an eye-tracking device,
and cues were presented on a touch-sensitive
screen). After a delay of 500 ms a peripheral cue
target was flashed from t = - 300 to t = 0 ms at
one of four locations displaced up, right, down,
or left from the starting point. The animal was
rewarded if it touched the indicated target at the
end of a memory period of 1500±300 ms. Neural
activity as monitored by the implanted electrode
array was recorded continuously during each
trial. A spike-sorting algorithm isolated 54 units
from the recorded signals, and spike trains from
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each unit were smoothed to spike rate waveforms
using a filter of the form provided in Equation
(1.17), with r, 50 ms. Filter output was then
rescaled and recentered about a zero-offset in
order to generate the normalized spike rate input
signals N(t) for each of the isolated units indexed
by i e {;, ..., n - I = 54}; the (n = 55)-dimen-
sional neural input signal N(t) contained an
additional constant-offset component N (t) = 1.
The task of the decoder was to predict im-
minent arm movement on the basis of intention-
related neuronal activity. Therefore, in order to
ensure the absence from N (t) of residual neu-
ronal activity corresponding to actual arm move-
ment (such artifact signals are sometimes present
at the beginning and end of a memory interval),
only the segment of N(t) from t e [200, 1100]
ms was fed into the decoder for each reach. The
motor output M (t) was defined as a two-dimen-
sional position vector corresponding to the target
to which the monkey reached at the end of a cor-
responding memory period. Reach targetpositions
were encoded as follows:
Analog outputs generated by the decoder were
thresholded according to
M, -+ sgnM,, (1.18)
so that positive and negative outputs were inter-
preted as +1 and -1, respectively.
We studied the performance of a software
implementation of our convolutional decoding
system in learning to use neural signals from the
parietal reach region to predict the direction of
subsequent reaching movements. We discuss the
results of these simulations in the section entitled
"Decoding Discrete Arm Reaches from Neuronal
Spike Activity in the Macaque Monkey Posterior
Parietal Cortex."
Table 2. Encoding vectors for reach targets
Direction M, M2
Up +1 +1
Right +1 -1
Down -1 -1
Left -1 +1
EVALUATING THE
PERFORMANCE OF THE
NEURAL DECODING SYSTEM
Model Motor Trajectory Decoding
from Simulated Multichannel
Local Field Potential Inputs
Parts (a) and (b) of Figure 9 respectively illustrate
the training and post-training phases of decoder
operation as the system learns to trace a three-
dimensional trajectory in real time during a
simulation of the kind described in the section
entitled "Testing the Ability to Decode Trajec-
tory Information from Multichannel Local Field
Potential Neural Input Signals," with (n, m) =(10,
3). The figure illustrates qualitatively that M (t)
converges toward A (t) reasonably quickly on
the timescale set by full-scale variations in the
trajectory.
Figure 10 presents the results of a set of com-
putations of q0) for the performance of the neural
decoding system in simulations of the kind de-
scribed in the section entitled "Testing the Abil-
ity to Decode Trajectory Information from Mul-
tichannel Local Field Potential Neural Input
Signals." The system was trained for intervals of
varying length up to one minute, T e [0, 60] s,
and the value of q0) was computed for each of 50
trials at each value of T. In a fractionfof trials at
each value of T, the decoding performance as
reflected by t70)(T) was significantly worse than
in the remaining fraction, 1-f of cases. In such
cases markedly improved decoding, comparable
54
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Figure 9. Trajectory decoding from simulated localfield potential input signals. (a) The correct trajec-
tory, M ( t), is plotted in light gray over the initial segment t e [0, 10] s of a 40-second training interval,
while the decoded trajectory, M (t) -- W o $' (t), is plotted as a darker line whose shade lightens as
time progresses; A (t) converges toward M (t). (b) For t E [40, 80] sfollowing training, the correct
trajectory is plotted in light gray while the decoded trajectory evolves with time from dark to lighter
shades
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to that achieved in the (1-f)-majority of cases,
could be achieved by randomly reinitializing the
parameters WYk) and decoding again. The dataY
presented in Figure 10 were obtained by setting
f= 0.1. Error in trajectory estimation by the de-
coder decreases rapidly as the training interval
increases. At T = 30 s, for example,( ()~) - 0.008 ± 0.008, as compared with a
baseline value of ( ~I(1)) 0.118 + 0.106 com-
puted for an untrained system (T= 0) over 1000
trials.
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Continuous Real-Time Decoding of
Head Direction from Neuronal Spike
Activity in the Rat Thalamus
Head direction was decoded from the activity of
the n = 6 isolated thalamic neurons according to
the method described in the section entitled "Test-
ing the Decoding of Continuous Trajectories
Using Neuronal Spike Recordings from the
Thalamus of an Awake Behaving Rat." The adap-
tive filter parameters = A were
optimized through gradient descent over training
intervals of length T during which the decoder
error,
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Figure 10. Mean squared trajectory prediction error as afunction of training time for the convolutional
decoding algorithm
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e,. (t) = i M(t) - 5,1 (t)
-, (1.19)M (t) (cos0(t),sin0(t)),
(where 6 denotes the head direction angle) was
made available to the adaptive filter in the feedback
configuration described in the section entitled
"An Algorithm for Adaptive Convolutional De-
coding of Neural Cell Ensemble Signals" for t e
[0, fl. Following these training intervals feedback
was discontinued and the performance of the
decoder was assessed by comparing the decoder
output M (t) with M(t) for t>T.
Figure 11(a) compares the output of the de-
coder to the measured head direction over a 240-
s interval. The filter parameters were trained over
the interval t E [0, T= 120] s. The figure shows
M (t) (thick, light line) tracking M' (t) (thin,
dark line) with increasing accuracy as training
progresses, illustrating that while initial predic-
tions are poor, they improve with feedback over
the course of the training interval. Feedback is
discontinued at t = 120 s. Qualitatively, the plots
on the interval t e [120, 240] s illustrate that the
output ofthe neural decoder reproduces the shape
ofthe correct waveform, predicting head direction
on the basis of neuronal spike rates. Figure 11(b)
displays output over a brief interval from the
neurons in the ensemble whose activity was de-
coded, showing individual action potentials as
raster plots below the corresponding smoothened
firing rate curve for each cell, as well as a plot of
head direction over the same time interval; indi-
vidual neurons evidently have distinct receptive
fields in head-direction space, and their spatial
selectivity makes decoding both possible and, in
this case, intuitive.
The performance of the decoder in predicting
head direction was assessed quantitatively using
the normalized mean-squared error measure
(in this context L, 2, t, = T, and t2 = T+ 60 s). In
order to quantify the accuracy of head direction
decoding as a function of training time T, q(1) was
computed for a set of training and decoding trials
with increasingly long training periods, averaging
over randomized initial settings of the filter pa-
rameters and different choices oftraining interval.
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Figure 11. (a) Continuous decoding of head direction from neuronal spiking activity. (b) Spiking activity
in head direction cells and corresponding head direction plotted as functions of time. The paired plots
illustrate neuronal receptive fields and the distribution of their peaks over the range ofpossible head
direction angles
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The results of this computation are displayed in
Figure 12, which shows improving accuracy of
head direction decoding with increased training.
Decoding Discrete Arm Reaches
from Neuronal Spike Activity in the
Macaque Monkey Posterior Parietal
Cortex
The input signals to the neural decoder when
decoding discrete reaches were piecewise-con-
stant, as described in the section entitled "Testing
the Decoding of Discrete Decisions Using Neu-
ronal Spike Recordings from the PosteriorParietal
Cortex of a Macaque Monkey Engaged in an
Arm-Reaching Task." This form of input reflects
a qualitative difference between the decoding
problem in this experiment, which requires the
decoder to make a series of decisions from among
a finite set of options, and the decoding problems
framed in the sections entitled "Testing the Abil-
ity to Decode Trajectory Information from Mul-
tichannel Local Field Potential Neural Input
Signals" and "Testing the Decoding ofContinuous
237
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Figure 12. Performance improvements in head direction decoding with increasing training times
100 150
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Trajectories Using Neuronal Spike Recordings
from the Thalamus of an Awake Behaving Rat,"
and simulated in the sections entitled "Model
Motor Trajectory Decoding from Simulated Mul-
tichannel Local Field Potential Inputs" and "Con-
tinuous Real-Time Decoding of Head Direction
from Neuronal Spike Activity in the Rat Thala-
mus," which require the decoder to estimate
smooth trajectories as functions of time. While
the gradient-descent least-squares approach is
applicable to both kinds of problem, the convolu-
tion kernel chosen to implement the neural de-
coder, W= -'- e , is designed to exploit the
T.
predictive value of past input signals. The degree
to which past inputs N (t' < t) have predictive
value is reflected by the value ofthe time constant
r, and as r. -+ 0 the time interval over which
N (t' < t) contributes significantly to the present-
time output (t) correspondingly vanishes. In
this experiment the signal to be decoded corre-
sponds to a time series of discrete decisions made
every At = w; consecutive reach cues were guar-
200 250
anteed to be independent through experimental
design. Consequently, N (t ') is completely uncor-
related from N(t) and M'(t) for t - t' ;> w.
(In concrete terms, since successive reaches are
independent, neural activity preceding one reach
contains no predictive information concerning
the direction ofthe next reach.) As a result, mean-
ingful decoding requires ry =0, which we enforce
by taking r. to be a small, unmodifiable constant.
Therefore, our decoding scheme as applied to the
reach-intention neural data reduces to an instan-
taneous linear decoder, analogous to a single-
layer artificial neural network implemented in
continuous time and trained with continuous-time
feedback.
The neural data used in the experiments
reported here were first obtained and analyzed
in connection with a previously reported set of
experiments (Musallam et al., 2004). The decod-
ing method used in those experiments involved
an analysis of variance to preselect a subset of
neurons exhibiting the greatest directional tuning,
followed by Bayesian inference on the mean firing
rates and higher-order Haar wavelet coefficients
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of the signals obtained from the selected neurons.
We consequently had the opportunity to compare
the performance of the adaptive-filter decoder to
that of the Bayesian decoder. The principal per-
formance measure reported using the Bayesian
decoder was a 64.4% success rate in predicting the
correct one of four allowed reach directions (Mus-
allam et al., 2004). Under corresponding training
conditions the neural decoding system described
in the present work generated accurate predic-
tions in 65% ±9% of trials (the uncertainty figure
preceded by the ± symbol indicates the magnitude
of one standard deviation). Improved decoding
performances were demonstrated in (Musallam
et al., 2004) by considering higher-order coef-
ficients in the Haar wavelet decomposition of
the neural input signals, but in the present study
we considered only the zeroth-order coefficients,
corresponding to mean firing rates.
The decoding scheme originally usedto decode
the data analyzed in this section was based in part
on the known tendency of direction-sensitive
neurons to 'tune' to preferred directions in the
sense that only movement in certain preferred
directions induces such neurons to modulate their
firing rates away from a baseline (Cohen & An-
dersen, 2002). In preparing the Bayesian decoder,
an off-line analysis of variance on the training
set of spike trains (corresponding to arm reaches
in each direction for each isolated neuron) was
required to rank the isolated neurons by degree of
directional sensitivity. The computational intensity
of this decoding scheme was sufficiently high that
inputs from only a subset ofisolated neurons were
used in decoding after the learning period ended,
and this ranking provided a means of prioritizing
neurons for use as decoder inputs. By contrast,
the adaptive-filter decoder described here eas-
ily handles all 54 neuronal inputs in computer
simulations of real-time decoding; in a certain
sense the adaptive-filter decoder automatically
learns which neural inputs are the most highly
directionally tuned (Rapoport, 2007). Moreover,
the analog-circuit-based implementation of the
decoder described here processes all neuronal
inputs in parallel, so the computational intensity
of the decoding task does not constrain the num-
ber of neuronal inputs the system can handle.
Consequently, the adaptive-filter approach to
decoding scales favorably with the number of
neuronal inputs to the system. This is an important
virtue of adaptive-filter decoding, as decoding
accuracy typically improves and more complex
decoding tasks can be performed without sacri-
ficing accuracy as more neuronal inputs are used
(Chapin, 2004). Furthermore, improvements in
multielectrode neural recording methodologies
and technologies continue to facilitate recording
from increasing numbers of neurons (Harrison et
al., 2007; M.A. L. Nicolelis et al., 2003; Suner, Fel-
lows, Vargas-Irwin, Nakata, & Donoghue, 2005;
Wise, Anderson, Hetke, Kipke, & Najafi, 2004).
The ability of the adaptive-filter decoder to
handle large numbers of neurons provides an
opportunity to explore a decoding regime less
amenable to the Bayesian analysis of (Musallam
et al., 2004). Figure 13 plots decoder performance
as a function ofthe number ofneuronal inputs (the
horizontal line across the plot indicates the 0.25
threshold corresponding to unbiased guessing).
While the corresponding performance curves for
the Bayesian decoding algorithm were originally
analyzed for up to sixteen neurons (Musallam et
al., 2004), the computational efficiency of the
adaptive filter enables performance to be evalu-
ated for considerably larger numbers of neuronal
inputs; the computation illustrated in Figure 13
is limited only by the total number of neuronal
inputs available. The computation was performed
under the standard training condition of 30 trials,
and the error bars indicate the magnitude of a
standard deviation after averaging over sets of
randomized initial conditions and training inputs.
As expected, decoder performance increases from
just above the 25% chance threshold to the maxi-
mum ofapproximately 65% reported earlier in this
section. The lower curve corresponds to random
selections of the input neurons, while the upper
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curve corresponds to preselection of neurons in
order of decreasing variance in the mean firing
rates over the four reach directions (higher vari-
ance indicates greater directional selectivity). The
latter curve suggests that decoding input signals
from the subset of neurons transmitting the great-
est amount of directional information results in
performance nearly equivalent to that obtained
from using the full set of available signals.
The 65% success rate of the decoding system,
while comparable to that of other decoding algo-
rithms tested on the same data (Musallam et al.,
2004), indicates that there is considerable room
for improvement. An outstanding question in the
field of neural prosthetics concerns the degree to
which intelligent users can compensate for im-
perfect decoding through biofeedback. Marked
improvements in performance along these lines
have been observed over time in both monkeys
and humans (Carmena et al., 2003; Hochberg et
al., 2006; Musallam et al., 2004; Taylor et al.,
2002), but such contributions from biological
learning are evidently insufficient. The work of
(Musallamet al., 2004) indicates that performance
can be improved by considering the temporal
structure of the input neural signals at higher than
zeroth order, and this might be achieved through
changing the form of the filter kernels W..
EVALUATING DESIGN TRADEOFFS
IN THE CONSTRUCTION OF AN
IMPLANTABLE NEURAL DECODER
Power Efficiency
Simulations using the circuit designs presented
in the section entitled "Implementation of the
DecodingAlgorithm inAnalog Circuitry" indicate
that a single decoding module (corresponding to
an adaptive kernel W. and associated optimization
circuitry, as diagrammed in Figure 3) should
consume approximately 54 nW from a 1-V supply
in 0.18 pm CMOS technology (and require less
than 3000 pm2 in area). This low power consump-
tion is achieved through the use of subthreshold
bias currents for transistors in the analog filters
and other components. Analog preprocessing of
raw neural input waveforms can be accomplished
by dual thresholding to detect action potentials
on each input channel and then smoothing the
resulting spike trains to generate mean firing rate
input signals. Simulations of the circuits pre-
sentedinthe section entitled "Spike-based decod-
ing" indicate that each analog preprocessing
module should consume approximately 241 nW
from a 1-V supply in 0.18 pm CMOS technology.
A full-scale system with n = 100 neuronal inputs
comprising N (t) and m = 3 control parameters
comprising M(t) would require m x n = 300
decoding modules and consume less than 17 pW
in the decoder and less than 25 pW in the prepro-
cessing stages.
Savings in Telemetry Power
An advantage of our system is that its suitability
for power- and area-efficient analog implemen-
tation can enable decoding in the implanted unit
of a brain-machine interface, saving power by
obviating the need for analog-to-digital conver-
sion of neural signals before decoding, and by
compressing data before wireless transmission. In
this section we compare the power costs of internal
analog decoding to those of external digital decod-
ing. System power will depend on the bandwidth
required to transmit digitized neural data to an
external unit, so we consider three alternatives
for digitization and telemetry, reflecting three
approaches to trading algorithmic flexibility in
decoding for total systempower: (1) Transmission
ofdigitized raw neural waveforms, preserving the
greatest amount of neural information and requir-
ing the greatest bandwidth; (2) Transmission of
threshold-crossing events from neural waveforms,
60
240
A Biomimetic Adaptive Algorithm and Micropower Circuit Architecture
Figure 13. Decoding performance as afunction of neuron number for randomly selected neurons (dark)
and neurons selected on the basis of directional selectivity (light)
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preserving only spike timing information and re-
quiring intermediate bandwidth; (3) Transmission
ofcontrol-parameter outputs from an implantable
analog decoder, requiring minimal bandwidth
and internal power consumption but sacrificing
algorithmic flexibility.
In cases (1) and (2) initial 8-bit digitization of
the input data at 30 kHz would require approxi-
mately 1 ptW per channel (Yang & Sarpeshkar,
2006), contributing 100 p.W in total. In these cases
we consider implementing the external decoding
system using a highly power-efficient digital sig-
nal processor (DSP) ("TMS320C55x Technical
Overview (Literature Number SPRU393)," 2000)
and analog-to-digital converters (A/Ds) (Yang &
Sarpeshkar, 2006). (1)The first alternative requires
transmitting all of the digitized data, correspond-
ing to a bandwidth of 24 Mbs 1 for all n = 100
channels; at a rate of 1 mW per Mbs' (assuming
typical link geometries and efficient topologies)
(Mandal & Sarpeshkar, 2007,2008) wireless data
telemetry would consume 24 mW. (2) The second
alternative requires dual thresholding for spike
detection, followed by transmission of one bit per
channel indicating the presence ofa detected spike.
Two comparison operations per period at 30 kHz
across n = 100 input channels constitutes 6 x 106
operations per second. In practice (due to chip and
board level parasitics) the most power-efficient
DSPs operate at efficiencies of several hundred
microwatts per MIPS (Millions of Instructions Per
Second) (Verret, 2003); assuming an efficiency of
250 pW/MIPS, the power associated with these
thresholding operations would be 1.5 mW. The
bandwidth required to transmit the thresholded
waveforms, assuming a maximal spike rate of 1
Hz per channel, would be 0.1 Mbs' for all n =
100 channels, corresponding to a transmission
power of 0.1 mW. So the total power consumed
by a system adopting this alternative for data
digitization, compression and transmission would
be approximately 1.7 mW.
In estimating the power consumed in cases (1)
and (2) we have not included the overhead of a
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DSP in excess ofthe power consumed in computa-
tions. In practice such overhead costs can be sig-
nificant, contributing several milliwatts or more,
depending on the processor used and its operating
settings (Verret, 2003). However, it is important
to note that all DSPs incur static power costs due
to CMOS leakage currents, independent of device
activity and operating frequency. Leakage power
depends primarily on operating voltage and tem-
perature, and the processing core of one highly
power-efficient DSP dissipates approximately 180
ptW at 1.6 V and room temperature (25C); this
leakage power increases to approximately 277
ptW at body temperature (37C) (Verret, 2003).
Therefore, our power estimates for DSP-based
processing represent lower bounds on what would
be consumed in a practical implementation.
When our decoding algorithm is executed by
a power-efficient DSP, the power expended in
performing computations is negligible relative to
the leakage power of the processor core. In a
digital implementation of our decoder the adaptive
filter kernels are transformed into discrete-time
filters. A discrete-time implementation of the
filter kernel Ae T has a two-parameter z-trans-
form, so each update cycle requires two multipli-
cations. An update frequency of 10 Hz requires
20 multiplications per second, and scaling by n
x m = 300 yields the computational rate required
to execute the algorithm, 0.006 x 106 multiplica-
tions per second. At an efficiency of 250 gW/
MIPS, the power cost ofthe algorithm itselfwould
therefore be only approximately 1.5 pW.
(3)As discussed in the section entitled "Power
Efficiency," our simulations indicate that a low-
power-analog implementation of our first-order
adaptive kernel decoder with (n, m) = (100,3) could
be built with a power budget of approximately 17
pW (54 nW per decoding module) and that an ad-
ditional 25 gW is required for the preprocessing
stages. Transmission ofm = 3 decoded parameters
for real-time control of an external device with
10-bit precision and an update frequency of 10
Hz requires a transmission rate of 300 bs 1 and
an associated power of 300 nW. (Here we have
assumed an impedance modulation telemetry
scheme similar to the one reported in (Mandal &
Sarpeshkar, 2007) and (Mandal & Sarpeshkar,
2008), which operates at an efficiency of <1 nJ
per bit even for transmission rates greater than 1
Mbs-'.) The total power consumption associated
with internal decoding would therefore be ap-
proximately 43 ptW.
So an implantable analog decoding system
is capable of operating with 40- to 500-fold less
power than would be required by digital pre-
processing and telemetry in external decoding
systems. Moreover, the 43 pW required by an
implantable decoding system is 4-6 times less
than even the leakage power of state-of-the-art
power-efficient DSPs; this implies that when the
implantable analog decoder is operating, it should
consume at least 4 times less power than an ex-
ternal digital decoder that is doing nothing. The
efficiency of our analog architecture arises from
its exploitation of subthreshold currents (which
are wasted as 'leakage'power in traditional digital
implementations) to perform computations.
A further point of comparison concerns the
sizes ofthe devices required to perform the decod-
ing. In our simulations, a single decoder module
implemented in 0.18 pm technology would require
less than 3000 pm 2 , so a system decoding 3 control
parameters from 100 input channels would con-
sume less than 1 mm 2 of chip area. By contrast,
industry-standard low-power DSPs are typically
100 times larger, consuming approximately 1 cm 2
of board area ("TMS320C54x BGA Mechanical
Data (Document MPBG021C)," 2002). Space
limitations and skull curvature restrict the planar
surface area ofdevices implanted within the cranial
cavity to approximately 2x2 cm 2, so individual
components that consume 1 cm2 of area are likely
impractical as elements of implantable units.
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FUTURE RESEARCH DIRECTIONS
Neural Decoding in the
Context of Implantable Brain-
Machine Interfaces
In this section we describe five important emerging
areas in the field of neural decoding for brain-
machine interfaces: (1) Biocompatibility and
Stability: Ideal neuroprosthetics must be capable
of implantation in the brain for indefinite periods
without damaging or eliciting unintended reac-
tions from surrounding neural tissue, macro- and
microanatomically optimized for the appropriate
neural targets, and capable of stably recording
neural signals of the selected types for indefinite
periods of time; (2) Biological versus Artificial
Learning: Achieving optimal long-term perfor-
mance from brain-machine interfaces requires
understanding the interplay between artificial and
biological learning; (3) Closed-Loop Neuropros-
thetics: Neuroprosthetics must be able to adapt in
real time based on feedback from sensory input,
neural populations, and other environmental vari-
ables; (4)IntegratedElectronic Systems: General-
purpose devices suitable for clinical intervention
or neuroscientific research must have all func-
tional subcomponents integrated within a single
modularized package; (5) Scalable Multi-Region
Brain-Machine Interfaces: Brain-machine inter-
faces should be capable of parallel or networked
operation, in which multiple independent modules
can operate either independently from neighboring
or disparate neural populations without sacrificing
performance quality, or while sharing information
in a networked fashion in real time.
Biocompatibility and Stability
The difficulty of maintaining stable single-unit
neural recordings for extended periods has long
been acknowledged by electrophysiologists,
and while some notable examples have been
reported in the literature, such reports tend to be
the exception rather than the rule. The field of
brain-machine interfaces has responded to this
problem in two principal ways, at once seeking
to optimize electrode design and electrode-tissue
interactions for stable long-term recording, while
simultaneously exploring a range of neural sig-
nals, including local field potentials and unsorted
multiunit activity as alternatives to single-unit
action potentials. Biocompatibility as a concern
for implantable brain-machine interface systems
extends to multiple aspects of the implanted sys-
tem, including the design and materials chosen
for the packaging, but we restrict our comments
here to neural electrodes.
Decoding neural signals presupposes the avail-
ability of such signals, and the quality of neural
decoding depends not only on the particular
algorithms used for the decoding, but also on
the quality of the neural signals used as inputs
to the neural decoder. An ideally biocompatible
neural recording electrode must satisfy two sets of
constraints, which respectively concern the static
and dynamic properties of the tissue-electrode
interface. Ideal static properties of the electrode
include the following: (1) Suitability for insertion
in amannerthat does minimal damage to surround-
ing neural and vascular tissue; (2) Mechanical
stiffness equal to that of the surrounding tissue,
in order to avoid tissue-electrode shearing and
electrode displacement during head acceleration;
(3) Minimal electrode volume to minimize neural
tissue displacement after insertion; (4) Shank and
recording site geometry optimized for stereo-
tactic placement relative to desired macro- and
microanatomic targets; and (5) Tip or recording
site geometry optimized for the neural signal
of choice. Ideal dynamic properties of a neural
recording electrode include the following: (1)
Optimized electrode impedance given the local
tissue properties and neural signals of interest;
and (2) Ability to regulate the response of neural
tissue to the presence of the electrode over time.
Almost all of these static and dynamic proper-
ties represent active areas of current research and
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potentially fruitful future work. In particular, mi-
crofabricationtechniques (Kipke etal., 2008; Wise
et al., 2004) and nontraditional materials (such as
conducting polymers) (Abidian & Martin, 2008;
Ludwig, Uram, Yang, Martin, & Kipke, 2006;
Richardson-Bums, Hendricks, & Martin, 2007)
present large parameter spaces within which to
optimize electrode designs. Additionally, it is well
known that the microanatomic environment of a
recording electrode changes over time, generally
in ways that degrade electrode performance, as
neighboring neurons tend to die or recede from
the electrode, for example, and astrocytes and
microglia ensheath the electrode and change
the impedance at the tissue-electrode interface.
Consequently, understanding and controlling the
dynamic response of neural and neurovascular
tissue to neural recording electrodes is also an
extremely important area for future research
(Bjornsson et al., 2006; Shain et al., 2003).
Some differences of opinion exist as to the
most appropriate signals to use as inputs for
neural prosthetic devices. The difficulty of first
reliably obtaining and subsequently maintaining
stable single-unit recordings for indefinite periods
has motivated the use of other forms of input
signal, which in a number of studies have yielded
equivalent decoding performance while exhibit-
ing greater stability over time. Action potentials,
multiunit activity, and local field potentials as-
sociated with movement, imagined movement,
and motor planning have all been shown capable
of affording neural control of external devices
in conjunction with a variety of neural decod-
ing techniques (Andersen, Burdick, Musallam,
Pesaran, & Cham, 2004; Mehring et al., 2003;
Pesaran et al., 2002; Shenoy et al., 2003; Stark
& Abeles, 2007).
A related question concerns the ways in which
the brain represents motor control information:
Precisely what kinds of state space variables do
neural populations encode, and how stable are
the representations (Rokni, Richardson, Bizzi, &
Seung, 2007)? In particular, in the context ofneuro-
motor prosthetics, under what circumstances does
neural activity reflect internal signals to muscles,
external parameters such as those relating to limb
kinematics or dynamics, or higher-level control
signals such as those related to movementplanning
(Kakei, Hoffman, & Strick, 1999)? Questions such
as these are particularly relevant to systems such
as those in which functional electrical stimulation
(FES) of muscles in a paralyzed limb is placed
under real-time neural control to restore lost func-
tion (Moritz, Perlmutter, & Fetz, 2008).
Biological vs. Artificial Learning
A major question in the area of neural decoding
to achieve neural control of prosthetic devices
concerns the extent to which the brain can learn
to decode processed neural data on its own. Given
aparticularprosthetic interface controlled by neu-
ral signals from a subject that receives feedback
on decoder performance, what is the minimal
decoder required to operate the device reliably?
Under what circumstances, and with what degree
of reliability, can biological learning compensate
for deficiencies in an artificial neural decoder?
As indicated earlier in this chapter, experi-
ments in both animals (Musallam et al., 2004;
Taylor et al., 2002) and humans (Hochberg et
al., 2006) have provided early evidence that us-
ers of neural prosthetic systems are capable of
adapting to the particular rules governing the
control of their brain-machine interfaces, dem-
onstrating improved performance over time even
after termination of the learning phases for their
software-based decoders. Nevertheless, some of
the same experiments have also demonstrated the
apparent insufficiency of such contributions from
biological learning, and so the degree to which a
neural prosthetic system should rely on artificial or
biological learning remains unclear. More recent
work (Ganguly & Carmena, 2009) has helped
clarify some of these issues by underscoring the
importance of stable long-term neural recordings
for reliable neural decoding and improvements
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through biological learning. In particular, it ap-
pears that the brain is capable not only of learning
complex decoders, but also of correcting errors
in corrupt decoders, provided the decoders are
based on stable neural recordings. Much of the
existing work on neural decoding has been limited
by the inability to maintain stable recordings from
multiple units over long time periods, and by the
consequent need to retrain decoders at each train-
ing session. As biological learning can occur over
longer timescales than those set by the instability
of typical single- or multiunit neural recordings,
optimal conditions for biological learning in the
context of neural prosthesis control have rarely
been achieved. Recent evidence suggests that a
reliably high level ofperformance can be obtained
as the brain forms motor memories in response
to learning a decoder based on stable, long-term
recordings. The implications of these findings for
the design of neural decoders, neural electrodes,
and neural prosthetic systems in general remain
to be explored and will be an important area for
future research.
Relatedly, decoder optimality is likely to be
application dependent, as specific contexts will
determine the constraints and performance criteria
to be optimized by a particular neural decoder.
Nevertheless, it may be important to ask under
what circumstances is it possible to define and
construct optimal neural decoders, and to under-
stand how to make tradeoffs between biologi-
cal and artificial learning that optimize system
performance.
Closed-Loop Neuroprosthetics
Translating advances in neural decoding into
clinical practice will require prosthetic devices,
including robotic prosthetic limbs, that confer
natural functionality (Aaron et al., 2006; Adee,
2009; Kuiken et al., 2009; Kuniholm, 2009). The
form and quality ofsensory and direct neural feed-
back signals are important in enabling devices to
achieve such lifelike performances. Therefore, in
the context of motor prosthetics, realistic sensory
feedback from proprioceptive, haptic, and other
modalities encoded by physiologic signals will
improve motor prosthetic performance (Miguel
A. L. Nicolelis, Chapin, & Wessberg, 2007).
Implementation of such a system will require
simultaneous neural recording and neural stimula-
tion of somatosensory and motor brain regions.
An important class of future neural prosthetic
systems will involve closed-loop neural decoding
and neural stimulation, in which decoded neural
firing patterns can be used to control neural
stimulation in a feedback loop. This paradigm
is applicable to deep brain stimulation (DBS) in
which the stimuli delivered depend on sensory
data and the state of local neural networks; current
DBS systems use fixed, nonadaptive stimulation
paradigms. Neural decoding for seizure detection,
coupled with stimulation to preempt the seizure
in a feedback fashion, represents another poten-
tial clinical application for closed-loop neural
decoding and stimulation. The scope of clinical
problems amenable to solutions of this kind is
likely to expand over time.
Integrated Electronic Systems
We make reference in the Introduction to recent
progress developing modular electronic compo-
nents of implantable brain-machine interfaces,
particularly in the areas ofmicropower neural am-
plification, low-power data telemetry, ultra-low-
power analog-to-digital conversion, low-power
and power-conserving schemes for neural stimu-
lation, adaptive power biasing of multi-electrode
arrays, and energy-efficient wireless recharging
circuits (Sarpeshkar et al., 2008). Significant prog-
ress has also been made toward integrating and
packaging these individual modules into function-
ing systems, in several cases together with neural
recording electrodes (Harrison, 2008; Song et al.,
2007; Wise et al., 2004). Work in this area is an
important avenue for continuing research toward
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brain-machine interface systems that can be used
in both clinical and experimental neuroscience.
Power efficiency and power management are
extremely important concerns in small, biologi-
cally implantable systems. The development of
high-performance biologically implantable power
sources that are safe, compact, and easily recharge-
able or schemes for scavenging energy from the
biological environment could lift a variety of
design constraints on the implantable electronics,
as implantable batteries are typically the largest
and most massive components of biologically
implantable electronic devices.
Scalable Multi-Region Brain-
Machine Interfaces
Scalability represents an important trend in con-
temporary neuroscience (Narasimhan, 2004).
Neural computations underlying motor and other
functions are distributed across a variety of brain
regions, so it is likely that optimal control of
neural prosthetic devices will be achieved using
neural decoders that coordinate input signals
from multiple brain regions (Andersen, Burdick
et al., 2004; Chapin, 2004; M. A. L. Nicolelis et
al., 2003). Coordinating signal processing over
multiple input streams derived from distinct
regions requires that brain-machine interface
systems be designed in a modular fashion that
permits individual modules not only to report data
independently, but also to share information in a
networked fashion in real time. Such scalable,
networked systems represent an extremely inter-
esting direction for future research, particularly
in light of the observation that even rudimentary
artificial networking of neural regions can induce
long-term motor plasticity (Jackson et al., 2006).
Systems of this kind might be used not only to
establish functional connections among multiple
regions within an individual brain, but also to
connect individual brains to one another.
CONCLUSION
We have described a continuous-time, adaptive,
biomimetic algorithm and a corresponding mi-
cropower analog circuit architecture for decoding
neural signals (Figure 1 and Figure 2). The system
is suitable for decoding both local field potentials
and mean spike rates; in experimental trials it has
successfully decoded both discrete decisions from
the parietal cortex of a behaving primate (Figure
13) and continuous trajectories from the thalamus
of a behaving rodent (Figure 11). The algorithm
and architecture presented here offer a practical
approach to computationally efficient neural signal
decoding, independentofthe hardware used fortheir
implementation. While the system is suitable for
analog or digital implementation, we discuss how a
micropower analog implementationtrades some al-
gorithmic programmability forreductions in power
consumption that could facilitate implantation of a
neural decoderwithinthe brain. Inparticular, circuit
simulations of our analog architecture (comprised
of standard building-block circuits described in the
section entitled "Functional Circuit Subunits ofthe
DecoderArchitecture") indicate that a 100-channel,
3-motor-output neural decoder can be built with a
total power budget of approximately 43 pW. Our
work could also enable a 100,000-fold reduction
in the bandwidth needed for wireless transmission
of neural data, thereby reducing to nanowatt levels
the power potentially required for wireless data
telemetry from a brain implant.
Our work suggests that highly power-efficient
and area-efficient analog neural decoders that
operate in real time can be useful components
of brain-implantable neural prostheses, with
potential applications in neural rehabilitation and
experimental neuroscience. Through front-end
preprocessing to perform neural decoding and data
compression, algorithms and architectures such
as those presented here can complement digital
signal processing and wireless data transmission
systems (Figure 1), offering significant increases
in power and area efficiency at little cost.
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KEY TERMS AND DEFINITIONS
Adaptive Algorithm: In the present work
we use the term "adaptive algorithm" to denote
an optimization process in which a filter adjust
its own transfer function. The associated filter is
referred to as an "adaptive filter," and the adapta-
tion process is referred to as "tuning." In other
scientific literature, the term "adaptive algorithm"
is sometimes used to refer to an algorithm that
modifies its behavior in accordance with the
computational resources available.
Biomimetic: Designed according to principles
used by biological systems.
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Brain-Machine Interface (BMI): A system
enabling direct transfer of information between a
brain and a machine; when the machine in ques-
tion is a computer, such a system is sometimes
called a "brain-computer interface" (BCI). The
transfer of information is typically "direct" in one
of two senses: Either information obtained from
the brain remains encoded in physiologic signals
(such as intracortical or electroencephalographic
[EEG] voltage traces) that are recorded from
the brain and transmitted to an external system
for decoding, or information is sent to the brain
by electrochemical stimulation of neural tissue.
The present chapter focuses on brain-machine
interfaces of the former kind, which decode in-
formation from electrophysiologically recorded
neural signals.
Motor Control: "Motor" in the neurophysi-
ologic sense refers to muscle activity and associ-
ated body movements coordinated by the nervous
system; such neural coordination is referred to as
"motor control."
NeuralCellEnsemble(NeuronalEnsemble):
A group of neurons whose activity is considered
simultaneously. The cells in the ensemble may or
may not share functional or anatomic connections.
Neural Decoding: A process by which physi-
ologic neural signals are translated into objectively
defined state variables (which may correspond to
parameters such as position, speed, or discrete
values from a set of possibilities).
Neural Prosthetic (Neural Prosthesis): The
term "prosthesis" refers to an artificial replacement
for a body part, usually one whose function has
been lost or impaired. The term "neural prosthesis"
may refer literally to a system designed to replace
or augment part of a brain or nervous system.
The term may also refer to a prosthetic device,
such as an artificial limb, that is controlled by a
brain-machine interface.
Parietal Cortex: An anatomic region of the
cerebral cortex whose functions relate primarily
to spatial orientation and proprioception (the
perception of body positioning), based on in-
tegration of information from multiple sensory
information pathways. Experiments described
in the present chapter involve neural data from
the macaque monkey posterior parietal cortex,
which computes transformations between eye-
based and head-based coordinate systems, and
which has been correspondingly implicated in
the coordination of limb and eye movements for
reaching and grasping.
Receptive Field: The "receptive field" of a
neuron consists of all locations from which a
stimulus is capable of altering the firing pattern of
the neuron in question. When the cell of interest
belongs to a sensory pathway, its receptive field
may be spatial, corresponding to regions of the
visual field for neurons of the visual system or to
regions on the body surface for touch-sensitive
neurons; the receptive field may also exist in a
more abstract parameter space, corresponding,
for example, to ranges in pitch for neurons of the
auditory system. Functionally connected neurons
may also be considered to comprise receptive
fields for one another: One neuron whose firing
constitutes a stimulus for a second neuron can
be considered part of the receptive field of the
second cell.
Thalamus: A structure in the brain whose
functions include transmitting sensory information
to the cerebral cortex, and relaying motor infor-
mation from the cerebral cortex to the peripheral
nervous system. The present chapter describes
a set of experiments involving neural decoding
from "head direction cells" of the rat thalamus,
which are neurons within this region of the rat
brain that are known to exhibit receptive fields
tuned to specific orientations of the head relative
to the environment.
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Chapter 3
Efficient Universal Computing
Architectures for Decoding Neural
Activity
3.1 Overview
The ability to decode neural activity into meaningful control signals for prosthetic
devices is critical to the development of clinically useful brainmachine interfaces.
This chapter presents a computationally efficient, low-power, implantable system for
real-time neural decoding. In particular, it describes a Turing-machine-like digital
architecture that uses virtually arithmetic-free, purely logical primitives to estab-
lish a universal computing architecture for neural decoding. It then describes in
detail a concrete realization of the neural decoding architecture in a low-power, field-
programmable gate array (FPGA) that dissipates 0.5 mW, and validates system
performance by decoding electrophysiologic data from a behaving rodent.
3.2 Efficient Universal Computing Architectures
for Decoding Neural Activity
This section consists of a manuscript in preparation for submission to PLoS ONE
[63].
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Abstract
The ability to decode neural activity into meaningful control signals for prosthetic devices is critical
to the development of clinically useful brain-machine interfaces (BMIs). Such systems require input
from tens to hundreds of brain-implanted recording electrodes in order to deliver robust and accurate
performance; they must also minimize power dissipation in order to avoid damaging neural tissue; and
they must transmit transmit data wirelessly in order to minimize the risk of infection associated with
chronic, transcutaneous implants. Electronic architectures for brain-machine interfaces must therefore
minimize size and power consumption, while maximizing the ability to compress data to be transmitted
over limited-bandwidth wireless channels. Here we present a system of extremely low computational
complexity, designed for real-time decoding of neural signals, and suited for highly scalable implantable
systems. Our programmable architecture is an explicit implementation of a universal computing machine
emulating the dynamics of a network of integrate-and-fire neurons; it requires no arithmetic operations
except for counting, and decodes neural signals using only computationally inexpensive logic operations.
The simplicity of this architecture does not compromise its ability to compress raw neural data by factors
greater than 105 . We describe a set of decoding algorithms based on this computational architecture, one
designed to operate within an implanted system, minimizing its power consumption and data transmission
bandwidth; and a complementary set of algorithms for learning, programming the decoder, and post-
processing the decoded output, designed to operate in an external, nonimplanted unit. We demonstrate
their implementation in a field-programmable gate array (FPGA) decoding system with 32 neural input
channels that dissipates 0.5 mW of power, occupies a 6 x 6 x 1-mm 3 footprint, and requires fewer than
5000 operations per second. We validate the performance of the system by decoding electrophysiologic
data from a behaving rodent.
Author Summary
Programmable, implantable medical devices such as cardiac pacemakers, cochlear implants, and deep-
brain stimulators, have transformed hundreds of thousands of lives. Brain-machine interfaces, already
established as tools for basic neuroscience, are poised to emerge with similarly transformative impact
in medicine, repairing and augmenting the human nervous system in conditions ranging from paralysis
and amputation to Parkinsonian dyskinesia, blindness, and epilepsy. Clinically useful brain-machine
interfaces must decode neural signals in real time into control signals for prosthetics and other external
devices. The clinical viability of brain-machine interfaces hinges on their ability to operate in miniature,
implantable electronic systems with low power budgets. Yet state-of-the-art neural decoding systems
currently neglect power and size constraints, relying on computationally intensive, software-based al-
gorithms. Here we present a universal computing architecture for neural decoding, and show how it
can be programmed to decode neural signals by emulating the dynamics of a biological neural network.
In contrast with existing approaches to neural decoding it requires no arithmetic operations, and uses
only computationally inexpensive logic operations. We also demonstrate a field-programmable gate array
(FPGA) prototype of the implantable component of the decoding system, which dissipates 0.5 mW of
power, occupies only 6 x 6 x 1-mm 3 , and operates with fewer than 5000 operations per second. We
validate the performance of the system by decoding neural signals from a behaving rodent.
Introduction
Implantable Neural Decoding Systems for Brain-Machine Interfaces
Recent years have seen dramatic progress in the field of brain-machine interfaces, with implications
for rehabilitation medicine and basic neuroscience [1-3]. One emerging goal is the development of an
implantable system capable of recording and decoding neural signals, and wirelessly transmitting raw
and processed neural data to external devices. Early versions of such systems have shown promise in
developing prosthetic devices for paralyzed patients [4], retinal implants to restore sight to the blind [5,6],
deep brain stimulators for treating Parkinson's disease and related disorders [7], and systems for predicting
and preventing seizures [8]. Neural decoding has been essential to these systems, conferring the adaptive
ability to learn to extract from neural data meaningful signals for controling external devices in real time.
Electronics implanted in the brain must be sufficiently energy-efficient to dissipate very little power
while operating, so as to avoid damaging neural tissue; conserving power also extends device lifetimes.
Yet experimental and clinical neuroscience demand ever-increasing bandwidth from such systems [9]:
sampling rates on the order of 30 kbps per recording channel are commonly used in applications requiring
discrimination of action potentials generated by individual cells, and while contemporary systems rarely
record from more than hundreds of neurons simultaneously, much more extensive sampling will be required
to probe the state of an entire human brain containing on the order of 10" neurons. In this context,
neural decoding can be viewed not only as a computational approach to extracting meaning from vast
quantities of data [10], but also as a means of compressing such data. In previous work [11], we have
shown that an implanted neural decoder can compress neural data by a factor of 100,000.
Considerable attention has been devoted to meeting the low-power operation constraint for brain
implantation in the context of signal amplification [12,13], analog-to-digital conversion [14], power and
data telemetry [15-18], neural stimulation [19,20], and overall low-power circuit and system architecture
[21,22]. A small amount of work has also been conducted on power-efficient neural data compression [23].
However, almost no systematic effort has been devoted to the problem of power-efficient neural decoding
[11,24]..
Multiple approaches to neural decoding have been implemented by several research groups. As we
have discussed in [11], nearly all of these have employed highly programmable algorithms, using software
or microprocessors located outside the body [25-40]. An implantable, low-power decoder, designed to
complement and integrate with existing approaches, would add the efficiency of embedded preprocessing
options to the flexibility of a general-purpose external processor. As illustrated in Figure 1, our decoding
architecture is designed to couple a power-efficient, bandwidth-reducing, implanted decoder, with an
external unit that is less power-constrained and can therefore bear a computational load of greater
complexity when postprocessing the decoded neural data. Being optimized for low power consumption,
it sacrifices a small amount of algorithmic programmability-posing algorithmic challenges with which we
deal in this paper-to reduce power consumption and physical size, facilitating inclusion of the decoder
within an implanted unit.
As we have described in previous work [21,22], such an implanted unit consists of circuits for neural
signal amplification, digitization, decoding, and near-field power and data telemetry. In association with
an external unit that manages wireless power transfer and far-field data telemetry, such an implanted
unit forms the electronic core of a brain-machine interface.
Biological and Universal Computing Primitives for Neural Decoding
Our computational architecture for neural decoding operates explicitly as a Turing-type universal comput-
ing machine, in which the decoding operation is programmed by selecting the rule array of the machine,
which can also reprogram itself, resulting in an overall system that emulates the dynamics of a network
of integrate-and-fire neurons. In contrast with existing approaches to neural decoding, this framework
facilitates extreme power efficiency, requiring no arithmetic operations except for counting.
Our architecture decomposes the operation of neural signal decoding, allocating the computational
load across two processing units: one implanted within the body, and therefore power-constrained, and the
other located outside the body, and therefore less power-constrained. The overall architecture strategically
imbalances the computational load of decoding in a way that leverages the relatively high computational
power of the external unit to minimizes power consumption in the implanted unit. Simultaneously, the
system minimizes data throughput between the internal and external units in order to reduce the power
costs of wireless communication between the two units.
Figure 1 shows the overall architecture of our neural decoding system. The architecture is decomposed
into a set of operations implemented by Turing-type computing machines, shown as a collection of heads
(data processing units) reading from and writing to a set of corresponding tapes (programs and data
streams). Amplification and digitization of raw neural data, and decoding of that data, are performed by
heads N and I, respectively, in the implanted unit. The computations of these two system components
are streamed across a wireless data channel to an external unit, which performs more power-intensive
external computations to postprocess the decoded output. In particular, further processing of the decoded
data is performed externally by head E, and the final output of the system is reported by head 0.
The core decoding function executed by the internal unit is an evaluation of the likelihood that the
system is in each of its available states. At each time step, t, the internal unit reports a one-bit binary
score di(t), i C {1... n,} for each of the n, possible states, based on neural data observed at each time
step. The binary vector of likelihood scores, d(t), is processed by the external unit, which decides, on
the basis of system history and other a priori information, which single state is most probable. It then
broadcasts its decision, for example to be used in controlling external devices.
The detailed operation of the internal unit is diagrammed in Figure 2, in which functional blocks are
color-coded in accord with the scheme used in Figure 1. Neural inputs from an (n = 32)-channel array
are amplified and digitized, and the resulting digital bits are copied to the high-throughput neural data
tape. As indicated by the red rectangle in Figure 2, these operations correspond to the function of the N
head in Figure 1. The internal decoding computations implemented by the I head in Figure 2 are shown
in detail within the green box in Figure 1. Digital circuits in this subsystem monitor each input channel
during successive time windows of length t,, counting the number of spikes whose amplitudes exceed
channel-specific, programmable levels. The resulting spike counts are evaluated by a program stored in
memory, which constitutes the core of the internal decoder. The program defines a set of rules, one or
more for each possible state, that are configured during a learning period and then used to evaluate the
likelihood scores di on the basis of the spike counts observed at each time step. Each rule identifies the
nt channels most informative in decoding its corresponding state, along with spike count thresholds that
discriminate the state from its neighbors with statistically defined sensitivity and specificity.
The components of di(t) are written to the decoder output tape. The external unit examines the
decoder output tape in a noncausal manner, postprocessing the decoded output generated by the inter-
nal unit to find a single most probable state. Our architecture permits a wide variety of postprocessing
schemes, consistent with comparative studies of neural decoding algorithms and their underlying as-
sumptions, which have formally and systematically demonstrated that movement smoothing is the most
significant algorithmic factor influencing decoder performance [41]. We therefore implement a general-
purpose decoding algorithm in the implanted system, while permitting application-specific choices in the
external unit. Here we implement the postprocessing using a Viterbi algorithm.
Pattern-matching algorithms conceptually related to the one implemented in our internal unit have
previously been used to decode neuronal activity, notably in the context of memory replay during dreams
[42,43], but until now the computational complexity of such approaches has limited their applicability
to off-line, software-based implementations. Pattern matching systems have the useful property of being
able to emulate receptive field structures-essential computational primitives of biological neurons-in a
direct and intuitive way: they learn and store a set of templates, patterns corresponding to the activity of
a given ensemble of neurons in response to a particular set of external states. Classical implementations of
decoding by pattern matching function by comparing observed neuronal activity against stored templates
(the system must store at least one template for each state to be decoded) and choosing a best match.
This approach is typically computationally expensive for two reasons. First, the ability to quantify the
degree to which observed neuronal activity matches a given template requires a defined metric, the value
of which must be computed for every stored template at every time step of the decoder. And second,
useful metrics themselves typically require computationally expensive operations, such as multiplication,
root extraction, and division (or normalization). Computation of continuous-valued metrics in a digital
context can also be accomplished only to a specified limit of precision.
The efficiency of application-specific digital microcontrolers and digital signal processors (DSPs) arises
in large part from their ability to identify and prioritize the computational primitives, such as Fourier
transformation or specific kinds of filtering, that are of greatest importance in particular applications [44].
In seeking a minimal digital decoding system whose operation is consistent with the computing primitives
of biological neural networks, we have retained pattern matching as an approach to embedding neuronal
receptive fields within the decoding architecture. However, we have reduced the template-matching metric
to a set of rules in programmable logic. The structure of these rules as implemented in the example system
described here results in a decoding architecture that behaves like a network of integrate-and-fire neurons.
However, the programmability of the system and its explicitly rule-based architecture ensure that its scope
encompasses even complex, multimodal receptive fields, but is not limited to such emulations [45]; the
decoding architecture presented here is an example of a universal computing machine customized for
neural decoding.
This paper is structured as follows: In this Introduction Section and in the Discussion Section,
we address the implications of this work in the context of implantable brain-machine interfaces for
clinical applications and basic neuroscience. We present results illustrating the performance of our neural
decoding architecture in an initial Results Section, which includes a subsection discussing techniques for
noise reduction. In the Methods Section we describe the acquisition and format of our input signals, and
develop the decoding and smoothing algorithms themselves. A Methods subsection describes in detail a
concrete, hardware implementation of the neural decoding architecture in a low-power field-programmable
gate array (FPGA).
Results
Neural Decoding
We applied our neural decoding system to decode whole-body position trajectories from place cell en-
semble activity in the hippocampus of a behaving rat. Place cells in rat hippocampus exhibit receptive
fields tuned to specific locations in the environment [46-48]. Our system was able to decode temporal
firing patterns of ensembles of such cells in real-time simulations using recorded neural data. Spike train
inputs were derived from spike-sorted tetrode recordings from the hippocampus of a rat bidirectionally
traversing a maze for food reward, as described in [49].
In the context of our place-cell-based position decoding problem, the states to be decoded, si, i E
1 ... n, = m = 32, are 32 equally sized, discrete sections of a one-dimensional track maze, constituting
an arbitrary discretization of the continuous, linear, 10-meter track.
Figure 3 illustrates the encoding of position in our ensemble of n = 32 place cells. The columns of
5the color-coded array are normalized representations of spike activity for the place cells in the ensemble,
with bins (columns) corresponding to discretized positions in the one-dimensional track maze. The rows
have been sorted based on the locations associated with maximal spike activity. Figure 3 shows that the
receptive fields within this ensemble of neurons are distributed over the available one-dimensional space,
forming a basis for effective decoding.
Figure 4 graphically displays the data structure, g, in which the decoding templates have been stored.
We used nt = 2, t, = 0.5, and t, = 0.25 to compute the decoding templates, as described in the Methods
Section. In Figure 4, g,,j is displayed as an (n, = m = 32) x (n = 32) array, in which row si contains
the template used to establish the likelihood threshold for state si. Hence, each row contains nt = 2
maximally informative elements, color-coded in one of 2be=4 shades of gray, with remaining row elements
colored white. (In the case shown here, every element of g is smaller than 23, so black elements in Figure
4 correspond to threshold values of 7.)
Figure 5 displays the performance of our decoding algorithms at both the spike-to-state and state-
to-state stages. A each time step, the output of the decoder is displayed vertically, with black pixels
representing the ones in the binary vector d(t). The locations of those ones are observed to cluster
along a trajectory reflecting the position of the rat in time, with stray ones due to noise and decoder
error. The effects of noise and spike-to-state decoder errors are reduced by the state-to-state smoothing
algorithm (in this case a Viterbi algorithm implemented by the external unit), whose output is also
shown. Using a window length of t,, = 360 ms, our decoded output matches the correct trajectory with
a Pearson correlation coefficient of 0.70; the correlation rises to 0.91 when the time window for histogram
generation and input spike counting is widened to t, = 1440 ms. Our performance is comparable to
those of other implementations [28,50,51].
Compression Factor
Real-time decoding compresses neural data as it is acquired, by extracting only meaningful information
of interest from a high-bandwidth, multichannel signal. For data acquired from an n-channel array and
digitized to bp bits of precision at s samples per second, our algorithm yields a compression factor of
nsb, (1)
In our work, data are digitized to at least bp = 8 bits of precision, typically at a rate of 31, 250 Hz; time
windows are rarely shorter than t, = 90 ms. In an (n = 32)-channel system decoding m = 32 states,
decoding therefore yields a compression factor of c > 23,130. In this example we have used m = n to
generate a conservative value for c; in practice, the number of states decoded is often fewer than the
number of input channels, resulting in larger compression ratios.
Computational Efficiency
We explicitly calculate the computational efficiency of our decoding architecture in the Methods Section,
following a detailed description of its operation. We find that the total computational load, L, associated
with neural decoding, scales as
L =/3mntf., (2)
where f, =-, and # = for the implementation employed here, as explained in detail in the Methods
Section. Thus, for m = n, = 32, nt = 2, and f, = 90ms' L ~ 4623 operations per second, or
approximately 4.7 x 10~3 MIPS (millions of instructions per second).
Noise Reduction
Input noise degrades the performance of the decoder, but our system has a number of mechanisms
for mitigating the effects of noise. In considering the impact of noise on system performance, it is
helpful to distinguish between correlated and uncorrelated noise, where the correlation is with reference
to the collection of neural input signals, h(t), and h3 (t), j E {1 ... n}, refers to the signal obtained
from input channel j. More precisely, the covariance matrix for h(t), computed over a designated time
interval, reflects the degree of correlation across input channels. In the context of neural signal recordings,
cross-channel correlations (for electrodes spaced tens of micrometers apart) can arise from low-frequency
components of the electroencephalogram (EEG) or from motion artifacts (movement of the recording
array with respect to the brain, as may occur with head acceleration). Uncorrelated noise may be
attributed to intrinsic properties of the recording system or to the biological signal itself, as discussed
extensively in [22].
A useful feature of our internal decoding algorithm is its ability explicitly to suppress output noise
and tune performance by adjusting t,, the duration of the window over which neural data are collected
at each time step before making a prediction. In particular, t, can be scaled in proportion to -, wherefc denotes a low-frequency cutoff in the noise spectrum. Lengthening t" sacrifices system response speed
for improved performance accuracy by integrating over more input data. Longer t, intervals require more
memory to store decoding templates of correspondingly higher resolution, so the total memory available
to the implanted system (in our case, 18 kbits of RAM) places an upper bound on decoding performance.
The effects of correlated noise can also be suppressed in postprocessing, by the nonimplanted compo-
nent of the system designated 'External Computations' in Figure 1. By virtue of its ability to use a priori
constraints, such as those imposed by continuity as well as the physical properties and relationship of
the states being decoded, the performance of the external system is not entirely limited by the statistical
properties of the input signals and their associated noise levels.
Uncorrelated noise restricted to individual channels, associated with low channel-specific signal-to-
noise ratios (SNRs), can be handled in the context of our decoding architecture by tuning the value of
nt on a channel-by-channel basis.
Generalizations
Our system for neural decoding, implemented as described here, can be generalized in several ways.
First, consider the combinatorial logic we use to interpret spike train data. We designed the decoding
architecture to facilitate applying primitive operations derived from the structure of neuronal receptive
fields. We model the receptive field of a neuron with respect to a set of states as the probability distribution
of action potential firing as a function of state index. Discretizing this model to a finite level of precision
transforms the frequency distribution to a histogram over states. The general problem of evaluating
the degree to which input spike counts represent evidence of particular states has often been cast in
terms of Bayesian analysis [52]. In the context of a discrete-time digital implementation, however, the
most general anaalysis of a set h(t) of input spike counts can be conducted by comparing each element
hj (t) to a finite set of thresholds. As the set of all possible composite results of all such comparisons
(made over all channels and all states) is enumerable and finite, discrete-time digital decoding can be
implemented by a finite set of threshold-comparison rules. In particular, although the template-matching
algorithm we describe here consists of logical conjunction operators applied to single, unidirectional
threshold crossings on designated sets of channels, our decoding architecture is capable of using much
more general combinational logic in analyzing h(t).
The combinational logic function we implement explicitly in this work, described by Equation 3,
is appropriate when decoding from neuronal populations that encode information in receptive fields
structured like those of the hippocampal place cells from which we demonstrate effective decoding here.
The prototypical place cell has an approximately Gaussian, unimodal receptive field, which can be coarsely
approximated by an impulse or threshold function that assumes a constant, nonzero value for states in
which the cell is most active, and vanishes over all other states.
While such receptive-field encoding patterns are common, a more precise and more general model
based on the one we describe here will have broader applicability. In a system with more memory or
more logic circuits, a decoding scheme could use more logical functions with more conditions, operating
on multiple upper- and lower-bound thresholds per channel. Such an approach could more smoothly
model the state dependence of neuronal activity present in most receptive fields, through level-dependent
conditions, where spike count levels are defined by pairs of upper- and lower-bound thresholds. This
approach should be especially useful in decoding from multimodal receptive fields, or from input channels
carrying unsorted multiunit activity, as in [53]. As indicated by the dashed 'Operation Selection' line in
Figure 2, the most general decoder can employ different logical functions for each state.
Second, consider the information content of channel silence. Our decoding scheme takes action on the
basis of observed spikes. Yet the absence of spikes also conveys information. A more general version of the
system we describe here could exploit the information content of channel silence, constructing histograms
and templates for time-windowed spike absence in analogy with those described here for observed spikes.
Third, consider cross-channel correlations in neural activity. The logical operations and probabilistic
assumptions we have described here treat input channels, and indeed channel activity in each position,
as independent. While it is convenient to assume such independence, neural activity across channels
and positions may in general exhibit nonzero correlations. In a more elaborate version of our decoding
system, such correlations could be exploited, for example by implementing combinational logic functions
depending simultaneously on activity across multiple channels.
Discussion
We have designed a processor architecture for decoding neural signals. Its core decoding functions require
no arithmetic operations except for simple counting: by relying entirely and explicitly on computationally
inexpensive combinational logic, the architecture can be implemented in devices that dissipate power at
rates low enough to permit safe implantation in the human body [54]. Our system applies a pattern
recognition algorithm to windowed spike trains to decode and thereby compress large quantities of neural
data. Pattern-matching templates are constructed in a way that permits approximate quantification
of decoding reliability, and data integration times can be tuned to control decoder output noise. We
also describe ways in which more powerful and computationally expensive routines, executed outside
the body, can apply physical constraints and other prior knowledge about the system being decoded,
to smooth and correct the output of the implanted processor. The resulting low-power, implantable
neural decoder is designed for integration into a compact unit of implanted electronics providing neural
signal amplification, analog-to-digital conversion, and wireless telemetry for brain-machine interfaces of
the kind we have described in previous work [21,22]. Processors designed using our architecture could
be used to monitor cognitive states and to provide natural, brain-based control of prosthetic limbs and
other devices for paralyzed patients and amputees.
Advanced neural prosthetic systems that control multiple degrees of freedom currently rely on neural
input signals from hundreds of parallel recording channels [55-57], and the trend over the past decade has
been toward systems with increasing numbers of channels [9]. The power required to transmit recorded
neural data using wireless telemetry increases with the bandwidth required for transmission, which in
turn scales linearly with system channel count. Because the total power consumption of fully implanted
systems is constrained below the threshold for heat-induced damage of biological tissue, effective strategies
for compressing neural data in real time, such as the one we describe here, will be important for high-
channel-count implantable-and hence clinically viable-brain-machine interfaces.
Our decoding system, programmed as we have described here, illustrates how a simple universal
computing architecture can implement an effective, biomimetic neural decoding. In particular, the rule-
based decoding program we describe can be understood as implementing a two-layer network of digitized
integrate-and-fire neurons. The first layer of this network consists of n input neurons, corresponding to
the n input channels of the system. The second layer consists of m neurons, each connected to the nt
neurons in the first layer indicated by the decoding rules, and each synaptic weight set to the reciprocal
of the corresponding threshold. Each second-layer neuron integrates its inputs for the duration of each
time window, resetting to zero every t, and firing when it accumulates a value of nt. The output of the
neurons in this second layer constitute the decoder output we have designated d(t).
The particular scheme we describe here for programming our decoding architecture has an intuitive
interpretation as an emulation of a network of integrate-and-fire neurons. However, the rule-based pro-
gramming structure of the system is extremely versatile, and by no means limited to intuitive, biomimetic
computations. Indeed, the computational universality of such rule-based systems has been explored and
described in detail by Wolfram [45].
Methods
Spike Detection
Our neural decoder is designed to process full-bandwidth, multichannel neural signals in real time, by
interfacing directly with the digitized output stream from an array of amplifiers and neural recording
electrodes. Such a direct connection of the logic to the amplifier array facilitates great flexibility in the
spike detection and decoding algorithms that the associated system can implement. In the present work
we detect neuronal action potentials ('spikes') using a single-threshold method; individual thresholds are
programmable, and can be fine-tuned channel by channel.
More advanced spike-detection methods are also possible. One such approach would be to implement
dual-threshold detection, with or without a refractory period. Another would be to use more compu-
tationally intensive detection criteria, such as nonlinear energy operators [58]. However, we have found
that a basic single-threshold method works well in practice.
Importantly, we can also estimate the noise level on each channel in real time. Estimating the noise
level is necessary in high-channel-count systems because in such systems it is typically desirable to set
spike detection thresholds automatically. A common approach is to set the detection threshold to a
multiple of the noise level, isolating spike events with approximate statistical confidence bounds.
Neural Decoding Algorithm
Overall Scheme of Operation
The objective in neural decoding is to infer an aggregate neural state, such as the intention to move a
limb in a particular way, from signals sampled from a population of neurons encoding that state. The
computational task of a neural decoding system operating in discrete time can therefore be described in the
language of universal computing architectures, and our neural decoding architecture can be understood
in terms of a Turing-machine-like architectures with tapes and heads, as shown in Figure 1. At each time
step, the system accumulates a sample of activity from a targeted neuronal population. This sample is
interpreted as a symbol, or set of symbols, on the 'tape' read by our processor. The state of the system
at that time step is inferred from the symbols by a discrete set of rules, stored in the memory of the
system and used in reading the 'tape.'
The rules for symbol interpretation are derived using a statistical procedure we describe here in detail.
Intuitively, the procedure treats neural spike counts from each input channel as test statistics, used to
evaluate the likelihood that the system is in each of the possible states. The distributions of these test
statistics, conditioned on being in or out of each of the possible states, are approximated as histograms
collected during a learning phase. Maximally informative spike-count values (thresholds) can therefore
be derived and converted to logical rules involving only comparison operations.
Our decoding architecture operates as follows:
Neural spikes are detected on each of n input channels using digitally programmable thresholds, as
described in the Methods Section under 'Spike Detection.' Spikes detected from each channel during an
observation window of duration t, (typically tens to hundreds of milliseconds) are registered in bc-bit
counters. At the end of each time window, the set of counter values is stored in an n-dimensional spike-
count vector, h(t), describing neural activity across all channels. This vector is compared, component by
component, to a set of m stored templates embodying the decoding rules. Each template gi, i E {1 . .. m}
is also an n-dimensional vector, and its components gij, j E {1 ... n} constitute spike-count thresholds
for corresponding channels hj (t) in h(t). The data structure g that contains the templates is therefore an
m x n array, mnbc bits in size; one such template array is illustrated in Figure 4. The set of templates
contains at least one member for each of the n, states to be decoded.
At the end of every time window, h(t) is compared component-wise to each of the m templates, g,
k E {1 ... m > n,}, Sk E {1 . . . n,}; we index the templates in this way to make clear that we allow states
to be encoded by multiple templates. The decoder output vector, d(t), is then defined as follows:
n
d, = \V h Sk(t) > g501 (,
j=1
where the condition specified in Equation 3 is the logical and of all the component-wise comparisons
between the spike counts in the input at time t, and the corresponding stored thresholds in the templates
encoding a given state, Sk. Thus, at every time step, the decoder independently evaluates the strength
of the evidence that the state sk is encoded by the neural population over the time window [t - te, t).
The decoder output, d(t), is an m-dimensional binary vector whose components coarsly encode the
corresponding likelihood estimates.
In practice, as discussed in the Methods Section under 'FPGA Implementation,' the decoder output
can be computed by implementing a reduced version of the full m-input logical and. This is accomplished
by storing the templates 9 k not as n-component vectors, but as (nt < n)-component vectors containing
the nt most informative threshold values for each state, paired with pointers to their corresponding
input channels. As we discuss in the Results Section under 'Generalizations,' and as indicated by the
dashed 'Operation Selection' line in Figure 2, a more general form of the decoder architecture can also
store a pointer to a logical operation to apply to the indicated channel thresholds. This pointer would
select among alternatives to the operation described in Equation 3, which we apply uniformly across all
channels. In a more general decoder, a more flexible scheme along these lines might be appropriate, in
which, for example, individualized sum-of-product operators are selectively applied to each channel.
The decoding algorithm itself makes no a priori assumptions about the nature of the encoded states.
As a result, it is equally well suited to decoding tasks involving continuous trajectories (controlling a
computer mouse, for example, or a prosthetic limb) and to those involving discrete and discontinuous
decisions (such as typing on a computer keyboard, controlling the click-state of a mouse, or selecting
from among preprogrammed grip states of a prosthetic hand). Decoder output predictions of multiple
simultaneous states, null predictions, and state-to-state transitions that are implausible due to physical
or other constraints, are all handled by the smoothing algorithm described in the Methods Section under
'Trajectory Smoothing Algorithm.'
Computational Efficiency
In order to determine the total computational load associated with our decoding architecture, we account
for the number of operations required in each computational frame, defined as a single cycle through the
input channels, in which a single spike-count vector, h(t), is acquired. Each spike-count vector must be
compared against nt thresholds in each of m stored templates. As illustrated in Figure 2, each comparison
is associated with the set of
#3 5+#L + - (4)
nt
operations enumerated in Table 1, where the parameter # denotes the total number of basic operations per
frame, and the parameter 3L denotes the number of basic operations associated with the combinational
logic used to compare incoming spike-count vectors to each stored template. In the implementation we
demonstrate here, that logic consists of a single comparison, and so #L = 1. In general, however, when
more intricate logic is used to evaluate h(t), such as when a sum-of-products scheme is used to account
for receptive fields with multimodal activity patterns (or, equivalently, input channels carrying multiunit
spike activity), 3L may be greater than 1.
Spike-count vectors h(t) are acquired at frequency fe, so the total computational load, as indicated
in Equation 2, is 3Tmntf.
Computation of Templates
Decoding templates are constructed so as to be, in a statistical sense, both sensitive and specific to their
associated states (which may correspond to discretized positions, discretized velocity vectors, or discrete
choices, among many other possibilities). By sensitive and specific we mean, respectively, that each
template should detect its corresponding state with high probability when that state occurs, and that
templates should discriminate well between states.
The decoding templates are computed based on data gathered during a training period, as shown in
Figure 6, and are based on the approximation that the system state is stationary over the chosen time
window, t.. From the training data the decoder learns the tuning and firing rate properties of each input
channel with respect to the defined set of states, in the following way:
The template construction algorithm begins by computing two sets, H+ and H-, of joint frequency
histograms for neural spike activity over all pairs of channels and all states. The sets H+ and H- are
organized by state and by channel. More precisely, H+, si {1 ... m}, is a data structure containing
n joint frequency histograms, HZ,, j E {1... n}, of the number of spikes detected on channel j in a
time interval of length t, during which the system encodes state si. Similarly, H, stores corresponding
histograms of the number of spikes detected on channel j in a time interval of length t, during which
the system encodes a state other than si. As described in the Methods Section under 'Overall Scheme
of Operation,' a template g,, consist of a set of n thresholds, corresponding to the minimum number of
spikes that must be detected on each channel during a single time window in order to meet the likelihood
criterion for state si.
We use the following heuristic for setting these thresholds, designed to yield decoding performance
meeting at least a tunable minimum quality. We begin by setting two parameters, 0 < t8 , t, < 1,
representing a global minimum sensitivity and a global minimum positive predictive value, respectively.
We then consider each pair of histograms, HZ, and for every possible threshold value from 0 to b, we
compute the sensitivity and positive predictive value with which the threshold discriminates between si
and 9i, where the overbar denotes the set complement (9i signifies not-si, any state other than si). The
template value gj is set to the lowest threshold value yielding a discrimination sensitivity greater than
or equal to t, and simultaneously a positive predictive value greater than or equal to t,. In the reduced
implementations described in the Methods Section under 'Overall Scheme of Operation,' t, and t, can
be tuned either globally or on a state-by-state basis until no template contains more than nt predictive
thresholds.
FPGA Implementation
Figure 2 shows our architecture for implementing the neural decoding algorithm described in the Methods
Section under 'Overall Scheme of Operation.' As a practical demonstration of our computational archi-
tecture for neural decoding, we implemented our system in a low-power, 6 x 6 x 1-mm 3, AGL060 FPGA of
the Actel IGLOO Low-Power Flash family, which is tightly constrained by a number of parameters [59].
The measured power consumption of the decoding architecture, obtained as the difference between total
power consumption of the FPGA (the product of operating current and the 1.2-V supply voltage) when it
is programmed to contain or exclude the neural decoding architecture, is 537 pW. We note that the same
architecture, implemented in an advanced-process application-specific integrated circuit (ASIC), should
consume significantly less power, as even the lowest-power FPGAs are power-inefficient in comparison
with custom ASICs.
Our system accepts input from n = 32 channels carrying digitized neural data from an array of
recording electrodes and neural amplifiers [21]. The signal on each channel is thresholded to detect
spikes, as described in the Methods Section under 'Spike Detection,' using a programmable comparator.
Threshold-crossing events on each channel are registered by a (bc = 4)-bit windowed counter, and the
counters on all channels reset synchronously every to, = 100 ms. The set of counter values registered
at the end of each time window constitute the input spike-count vector h(t) described in the Methods
Section under 'Overall Scheme of Operation.'
As described in the Methods Sections under 'Overall Scheme of Operation' and 'Computation of
Templates,' the decoding algorithm functions by evaluating a set of m logical expressions at each time
step. The elements of these expressions are drawn from h(t) and the m templates, g,,; the templates
thus implement programmable rules in combinational logic that are stored in the memory of the FPGA.
In order to compress the decoding algorithm into the limited memory of our FPGA, we implement a
reduced version of the template matching scheme, as described in the Methods Sections under 'Overall
Scheme of Operation,' with nt = 2 rules per state; the thresholds and corresponding pointers are stored
in RAM.
In our implementation we use m = 32 reduced templates to decode n, = 32 states. At each time
step, for each template, the nt = 2 counters identified by the template pointers are compared to the
corresponding thresholds stored in the template. The logical results of these comparisons are stored in
1-bit shift registers, and each component of the decoder output, dk (t), is formed from the logical and of
the associated nt = 2 registers. The m components of d(t) are saved in an (n = 32)-bit shift register, and
d(t) is transmitted every t, after all m templates have been applied.
Trajectory Smoothing Algorithm
Our decoding architecture separately implements routines based purely on spike-to-state correlation
statistics, and routines based on physical or other constraints on state-to-state transitions, independent
of neuronal activity. This separation permits us to prioritize the former, the decoding computations most
closely assocciated with raw neural activity and most critical for data compression, for execution within
the implanted component of the system. The latter routines, described in this section, can then operate
on the compressed data, outside the body. In the context of an implanted system with a small power
budget, this scheme conserves power that would otherwise be spent in telemetry, by greatly reducing the
bandwidth required for data transmission; and in computation, by offloading some of the decoding to the
external components of the system. It also preserves algorithmic flexibility, as spike-to-state decoding,
based on a generalized notion of neuronal receptive fields, is far less context-dependent than state-to-state
decoding, which may employ a very broad range of constraints and context-specific statistical priors. For
example, the priors employed to constrain letter-to-letter and word-to-word transitions in a typing task
are very different from those used to smooth the trajectory of a prosthetic limb, yet both decoding prob-
lems can be addressed at the spike-to-state level by a pattern matching algorithm of the kind we describe
here. The external unit, more accessible and less subject to power and size constraints, is better suited
to tasks requiring more intense computation and frequent reprogramming.
We applied our decoding system to a problem involving the decoding of continuous movement, as
described in the Results Section under 'Neural Decoding,' and so the state-to-state component of our
decoding algorithm involves reconstruction of smooth trajectories from the spike-to-state predictions of
the decoding algorithm described in the Methods Section under 'Neural Decoding Algorithm' and 'FPGA
Implementation.'
The classic Viterbi algorithm [60] is an efficient, optimal, recursive approach to estimating the sequence
of hidden states in a Markov process observed in noise. In casting our decoding problem in terms of a
discrete-time, finite-state Markov process, we can construct trajectories by treating discretized positions
as states in a hidden Markov model, and applying a modified Viterbi algorithm to convert the decoded
output into a maximum-likelihood trajectory.
In the-context of our decoder, the observed states are the values generated at the output of the
decoder, d(t), at each time step, t. The actual positions s(t) c {s%} at the corresponding times are the
associated hidden states. Implementing the Viterbi algorithm requires recursively computing
s(t) = max P (d(t)|ISimt) P (sit)|S (t - 1)) ,(5)
where s(t) is the optimal estimate for the trajectory position at time step t. In the following paragraphs
we explain the other terms in Equation 5, as well as our approaches to computing them.
The first term in Equation 5 denotes the probability of obtaining the decoder output d(t) when
the corresponding, true position is si(t). We use the following method to estimate these conditional
probabilities. As the decoder output d(t) consists of m single-bit indicators reflecting the likelihood that
s(t) = si, we treat each component di(t) of d(t) as being independent of the other m - 1. Under this
assumption of independence,
P (d(t)|sd(t)) x P ( t)si(t)), (6)
where the index j in Equation 6 runs over all components i of d(t) for which d-i(t) = 1. We estimate
the probabilities forming the individual terms in the product of Equation 6 empirically, by computing a
confusion matrix, C, describing the performance of the decoder during its learning period. The element
cij of this confusion matrix is the ratio of the number of time windows during which the decoder generated
di(t) = 1 when the correct state was sj, to the total number of time windows during which the decoder
generated di (t) = 1; hence, cij approximates P (d (t) si (t)).
The second term in Equation 5 represents a probability of transition from one state to the next; in
our system, these transitions correspond to movements from one position to another. Such movements
must obey physical constraints, and so the most probable transitions at adjacent time steps are those
between each position and itself, and between a given position and its nearest neighbors. We therefore set
the prior probability of transition between positions si and sj according to the diffusion-like expression
in Equation 7:
P (Si(t)|Isg (t - 1)) i -e-- N,(7
Z e,(8)
i=1
where A(si, sj) denotes the physical distance between the indicated states, and Zi is the normalization
constant for transitions from s3 to si. The inverse proportionality to At, the time interval since the de-
coder generated at least one nonzero bit, permits transitions between more distant states with increased
probability as time elapses, by broadening the probability distribution with elapsed time between infor-
mative observations; a is a constant, related in our system to mean speed of movement, that tunes the
rate of this spreading. We set a = 0.85 to obtain the results shown in Figure 5.
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Figure Legends
Figure 1. Universal Computing Architecture for Neural Decoding. The overall architecture of
a neural decoding system is decomposed into a set of operations implemented by Turing-type
computing machines, shown here as a collection of heads (data processing units) reading from and
writing to a set of corresponding tapes (programs and data streams). Amplification and digitization of
raw neural data, and decoding of that data, are performed by heads N and I, respectively, in a
biologically implanted unit. The 'Internal Computations' of these two system components are streamed
across a wireless data channel to an external unit, which performs more power-intensive 'External
Computations' to post-process the decoded output. Further processing of the decoded data is
performed externally by head E, and the final output of the system is reported by head 0. The external
system implements a learning algorithm that is used to write the program on the threshold tape, which
is executed by the internal unit.
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Figure 2. Decoding Architecture. Block diagram of the low-power processing system of the
internal component of our neural decoder, as implemented in one instantiation of our architecture.
Functional blocks are color-coded in accord with the scheme used in Figure 1.
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Figure 3. Encoding of Position by Place Cell Receptive Fields. Normalized spike rate for each
of n = 32 neurons in n, = m = 32 equal-length intervals along a one-dimensional track maze. Neurons
(rows) have been sorted according to their positions of maximal activity to illustrate that the receptive
fields of the place cells in this population cover the one-dimensional space of interest. (Black: Maximal
Spike Rate, White: Zero Spike Rate, Gray: Intermediate Spike Rates.)
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Figure 4. Decoder Logic Program: Finite-State Automaton Rules for Neural Decoding.
Decoding template array g stored in system memory, resulting in the output shown in Figure 5, using
the nt = 2 most informative threshold values for each position state. (White: Unused, Light Gray: 1
Spike per 1440-ms Window, Black: 7 Spikes per 1440-ms Window.) Intuitively, this set of templates can
be understood as the tape-reading rules for a Turing machine, whose symbols are generated by the
time-windowed spike counts on neural input channels, and whose states correspond to a discretized set
of position states encoded by the underlying neuronal populations. At each time step, the neural
decoder scans down each column in the array to determine the states, if any, whose rules have been
satisfied; the decoded output elements di(t) are set to 1 for those states, and to 0 otherwise. The rules
displayed graphically in the rectangular array are encoded numerically in the table displayed above the
array. The columns of the table are aligned with * states in the array for which they contain decoding
data, comprising the indices of the two most informative channels, C1 and C2 , and the corresponding
spike thresholds, 01 and 02.
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Figure 5. Decoder Output when Decoding Position from Hippocampal Place Cells. Our
system decodes the location of a maze-roaming rat, from spike trains recorded from thirty-two
hippocampal place cells. Raw output of the decoding algorithm, d(t), is shown as a raster array, with
the output at each time step displayed as a vertical column of pixels (black pixels correspond to
di(t) = 1, white pixels to di(t) = 0). Red lines show the trajectories obtained after applying our Viterbi
algorithm to the raw decoder output, as described in the text. The actual trajectories of the rat are
shown in blue. Decoding accuracy and decoder noise are affected by the length of the time window over
which spikes are collected at each time step: t_ = 2b-=4 x 90 ms (t, = 1440 ms). Here the decoded
trajectory matches the actual trajectory with a correlation coefficient of 0.91.
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Figure 6. Histograms and Threshold. Histograms collected during the training phase of the
decoding algorithm facilitate computation of thresholds for windowed spike activity, which are stored as
templates in memory and used to discriminate between states. This histogram of spike activity,
collected from recording channel 20, demonstrates that a threshold of 929,20 = 7 spikes per 16 x 90-ms
window, on recording channel 20, is sensitive and specific for state s29 (Sensitivity: 0.63, Specificity:
0.85, Positive Predictive Value: 0.86). This threshold is written on the threshold tape used to program
the internal unit of the decoder, and can be seen numerically in Figure 4 as the C1 and 01 row entries of
column 29, and graphically as the corresponding pixels in the rule array.
sWt}#s 29
s(t)=s29
.. .. .... .. ...- - .......- --- - .... ............ ............
Tables
Table 1. Basic Operations per Computational Frame of the Decoding Architecture
Operation Instances per Frame
Clock Counter (log2 (nont) = 6 bits) 1
Memory Access
Multiplexer (n = 32) : 1
Comparison (1 bit)
Binary Logic (and)
Shift Register (n= 2 bits) 1
Shift Register (nt = 2 bits)
Total /3=5 +A3+91 1 1
Detailed accounting of the basic operations required in each computational frame of neural decoding,
corresponding to the system block diagram of Figure 2. The parameter /3 denotes the total number of
basic operations per frame. The parameter f#L denotes the number of basic operations associated with
the combinational logic used to compare incoming spike-count vectors to each stored template.
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Chapter 4
Bioimplantable Glucose-Based Fuel
Cells
4.1 Overview
This chapter presents work toward the development of a brain-powered brain-machine
interface, with emphasis on the design, fabrication, and testing of a glucose-based
implantable fuel cell.
4.2 An Implantable Glucose Fuel Cell for Brain-Machine
Interfaces
This section consists of a manuscript in preparation for submission to PLoS ONE
[61].
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Abstract
As implantable electronic devices become increasingly prevalent in the diagnosis, management, and treat-
ment of human disease, there is a correspondingly increasing demand for integrated electronic devices
with very long functional lifetimes that integrate seamlessly into host biological systems, harvesting power.
from their biological environments.
To that end, we have developed an implantable fuel cell that generates power through glucose oxida-
tion, producing 3.4 pW cm--2 steady-state power and up to 180 ptW cm--2 peak power.
The fuel cell is constructed using conventional semiconductor fabrication processes, and so is well
suited for manufacture together with traditional integrated circuits on a single silicon wafer, to yield
implantable microelectronic systems with long-lifetime, integrated power sources.
The fuel reactions are mediated by robust, solid-state catalysts. Glucose is oxidized at the nanostruc-
tured surface of an activated platinum anode. Oxygen is reduced to water at the surface of a self-assembled
network of single-walled carbon nanotubes, embedded in a Nafion film, which forms the cathode and is
exposed to the biological environment. The catalytic electrodes are separated by a Nafion membrane.
The availability of fuel cell reactants, oxygen and glucose, only as a mixture in the physiologic en-
vironment, has traditionally posed a design challenge, as net current production requires oxidation and
reduction to occur separately and selectively at the anode and cathode, respectively; glucose oxidation at
the cathode and oxygen reduction at the anode generate electrochemical short circuits by abolishing the
potential difference that induces electron flow through the external circuit. The fuel cell is configured in
a half-open geometry that shields the anode while exposing the cathode, resulting in an oxygen gradient
that strongly favors oxygen reduction at the cathode. Glucose reaches the shielded anode by diffusing
through the nanotube mesh, which does not catalyze glucose oxidation, and the Nafion layers, which are
permeable to small neutral and cationic species.
We propose that the cerebrospinal spinal fluid space surrounding the brain constitutes a physiologic
niche particularly well suited for a glucose-based fuel cell, being virtually acellular and under minimal
surveillance by the immune system, and yet containing glucose concentrations approximately half of
those found in blood plasma. We then demonstrate computationally that the natural recirculation of
cerebrospinal fluid around the human brain theoretically permits glucose energy harvesting at a rate on
the order of at least 1 mW with no adverse physiologic effects. Low-power brain-machine interfaces can
thus potentially benefit from having their implanted units powered or recharged by glucose fuel cells.
Introduction
As implantable electronic devices become increasingly prevalent in the diagnosis, management, and treat-
ment of human disease, there is a correspondingly increasing demand for devices with unlimited functional
lifetimes that integrate seamlessly into their host biological systems. Consequently, a holy grail of bio-
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electronics is to engineer biologically implantable systems that can be embedded without disturbing their
local environments while harvesting from their surroundings all of the power they require. In particular,
micropower implantable electronics beg the question of whether such electronics can be powered from
their surrounding tissues. Here we discuss how to construct an implantable glucose fuel cell suitable for
such applications, and how it may potentially be powered from cerebrospinal fluid in the brain.
Bioimplantable Power Sources
Various solutions to the problem of providing power to biologically implanted devices have been proposed,
prototyped, or implemented. Two principal solutions are currently in widespread use: single-use batteries,
such as those used in implantable pulse generators for cardiac pacing, defibrillation, and deep brain
stimulation, which are designed to have finite lifetimes and to be replaced surgically at intervals of several
years [1]; and inductive power transfer, typically accomplished transcutaneously at radio frequencies, as
in cochlear implants [2, 3]. Inductive schemes can be used either to supply power continuously or to
recharge an implanted power source. Recent advances in battery technology and related fields, leading
to increased energy and power densities in small devices such as supercapacitors [4,5 as well as thin film
lithium and thin film lithium ion batteries [6], will facilitate improvements in systems based on these two
solutions, particularly by shrinking battery sizes and extending battery lifetimes.
Power Scavenging and Power Requirements for Implantable Electronics
Systems for transducing light [7], heat [8], mechanical vibration [9], as well as near- [3,10] or far-field [11]
electromagnetic radiation, into electrical energy, have been described and implemented. Several of these
energy-harvesting techniques, as well as electronic design techniques required to make use of them, have
been discussed in depth in [12,13]. Here we focus on powering biologically implanted devices by harvesting
energy from glucose in the biological environment.
The emergence of ultra-low-power bioelectronics as a field over the last decade [13] has led to the
development of highly energy-efficient, implantable medical devices with power budgets in the microwatt
regime. This new generation of low-power devices has driven interest in a range of sustainable power
sources and energy scavenging systems that, while impractical for conventionally designed electronic de-
vices, are entirely practical in the context of micropower electronics [13]. For example, in brain-machine
interfaces, the combination of low-power circuit design [14] and adaptive power biasing [15] can be used to
build sub-microwatt neural amplifiers for multi-electrode arrays. Impedance-modulation radio-frequency
(RF) telemetry techniques can drastically reduce implanted-unit power consumption and operate at less
than 1 nJ bit- 1 even for transcutaneous data rates as high as 3 Mbps in brain-machine interfaces. Finally,
ultra-low-power analog processing techniques [13,16] can enable 100-channel neural decoding at microp-
ower levels [17,18] and dramatically reduce the data rates needed for communication, further reducing
total power consumption. The combination of these advances in energy-efficient amplification, commu-
nication, and computation implies that implanted components in brain-machine interfaces that operate
with tens of microwatts of total power consumption are feasible today. Therefore, implantable biofuel
cells such as the one presented here, which generate power at densities on the order of 1-100 pW cm 2,
provide useful power sources for such ultra-low-power implantable medical devices.
Glucose Fuel Cells
A fuel cell generates power by catalyzing complementary electrochemical reactions (oxidation and reduc-
tion) at a pair of corresponding electrodes (the anode and cathode, respectively), as a reducing-agent
fuel flows across the anode and an oxidant flows across the cathode. The fuel substrate is electrooxidized
at the anode, which collects the liberated electrons and conducts them through an external load to the
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cathode. Typically an ion-selective membrane partitions the anode and cathode into separate cham-
bers, facilitating a unidirectional flow of protons, generated via oxidation at the anode, to the cathode.
The protons arriving at the cathode through the solution, the electrons arriving at the cathode through
the external circuit, and the oxidant at the cathode undergo a redox reaction that reestablishes charge
neutrality in the overall cell.
One approach to harvesting energy from a physiologic environment is to extract it from physiologically
available biological fuel substrates such as glucose. In a glucose-based biofuel cell, glucose is oxidized at
the anode, while oxygen is reduced to water at the cathode. The nature of the catalyst residing at the
anode determines the extent of glucose oxidation and the associated oxidation products. Three major
design paradigms for glucose-based fuel cells have been described, differing principally in the materials
used to catalyze electrode reactions: In one paradigm the catalysts are abiotic, solid-state materials;
in the second paradigm the catalysts are isolated enzymes fixed to electrode substrates; and in the
third paradigm oxidation is performed by exoelectrogenic bacterial biofilms colonizing a fuel cell anode.
Numerous designs representing each of these fuel cell paradigms have been described and reviewed in the
scientific and patent literatures. An extensive review of the scientific and patent literatures on abiotic
implantable glucose fuel cells is provided in [19]. Bioimplantable fuel cells based on enzymatic catalysis
are reviewed in [20]. Microbial fuel cells are reviewed in [21].
These three principal catalytic schemes yield systems that differ markedly from one another in effi-
ciency and robustness.
Enzyme-based glucose fuel cells have high catalytic efficiency, which together with their small size
results in high volumetric power density, yielding up to 8.3 pA, and 4.3 piW of total power, in systems
with footprints on the order of 1 mm 2 and volumes less than 10-2 mm3 [20]. Such fuel cells are often
constructed as tethered-enzyme systems, in which oxidation and reduction of fuel cell substrates are
catalyzed ex vivo by enzymes molecularly wired to threads of conductive material. Enzyme-based glucose
fuel cells described in the recent literature have typically generated on the order of 100 pW cm- 2 [22,23].
Fuel cells of this kind may be capable of continuous operation for up to several weeks, but their lifetimes
are limited by the tendency of enzymes to degrade and ultimately degenerate with time.
Using living microorganisms, such as exoelectrogenic bacteria, to catalyze the anodic reaction results
in complete oxidation of glucose, liberating twenty-four electrons per molecule of glucose consumed.
Microbial fuel cells are thus very efficient catalytically, and can produce more than 1300 pA cm- 2 and
1900 piW cm- 2 [24,25]. Moreover, in contrast with enzymatic systems, which have short lifetimes limited
by the degradation of tethered enzymes ex vivo, microbial fuel cells are inherently self-regenerating: they
use a fraction of input biomass to power and supply molecular substrates for maintenance functions such
as resynthesis of degraded enzymes [21]. Microbial glucose fuel cells described in the recent literature have
typically generated on the order of 1000 pW cm- 2 [22,23,26]. However, microbial fuel cells of the present
generation are not yet suitable for biologically implanted applications. The prospect of implanting even
nonpathogenic bacteria raises concerns of safety and biocompatibility.
Solid-state anode catalysts such as those we use in the work described here are capable of oxidizing
glucose to gluconic acid, liberating one pair of electrons, and yielding further oxidation products with
reduced probability [19,27]. As a result, they represent the least catalytically efficient of the three design
paradigms we consider. Yet while glucose fuel cells based on solid-state catalysts typically only generate
on the order of 1-10 pA cm- 2 and 1-10 piW cm- 2 [19], they have proven reliable as implantable power
sources for many months [28,29].
Cerebrospinal Fluid as a Physiologic Niche Environment for a Fuel Cell
An innovation in the work described here is the use of cerebrospinal fluid as a physiologic niche for
an implantable power source. Implantable fuel cells have typically been designed for use in blood or
interstitial fluid; to the best of our knowledge, the operation of a biofuel cell in the cerebrospinal fluid has
not previously been described (we are aware of one incidental reference, made in [30]). The cerebrospinal
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fluid represents a promising environment for an implantable fuel cell: It is virtually acellular, it is under
minimal immune surveillance, it has a hundred-fold lower protein content than blood and other tissues
and is therefore less prone to induce biofouling of implanted devices, and its glucose levels are comparable
to those of blood and other tissues [31]. The bioavailability of glucose and oxygen to a fuel cell residing in
the subarachnoid space is addressed in detail in the Methods subsection entitled 'Brain and Cerebrospinal
Fluid as Sites for an Energy-Harvesting Fuel Cell.'
Fuel Cell Design
A variety of mechanical designs for bioimplantable biofuel cells have been described in a literature span-
ning at least half a century [19]. A number of physical, electronic, and electrochemical factors also
influence the voltage and current output of a biofuel cell. These include fuel cell and electrode ge-
ometry; electrode and membrane spacings; redox potentials of fuel cell components; internal and load
impedances; and environmental conditions in which the cell operates, including fuel substrate concentra-
tion, environmental temperature and pH, and the presence of chemical species capable of driving parasitic
side reactions. Many of these aspects of fuel cell design have been modeled in detail and measured em-
pirically in real systems [32, 33]. As described in the Methods Section and as shown in Figures 1, 2,
and 3, the design we employ in the work described here is a version of a classic half-open, two-chamber
design [19,34,35], sized and shaped to fit a particular anatomic compartment.
Figure 1. Power Extraction from Cerebrospinal Fluid by an Implantable Glucose Fuel
Cell. Conceptual schematic design for a system that harvests power from the cerebrospinal fluid,
showing a plausible site of implantation within the subarachnoid space. The inset at right is a
micrograph of one prototype, showing the metal layers of the anode (central electrode) and cathode
contact (outer ring) patterned on a silicon wafer. Image Credits: Skull and Subarachnoid Inset,
A.D.A.M. Medical Images; Meninges and Vascular Anatomy, Karolinska Institute 3D Brain Project.
Structure of This Paper
This paper is structured as follows. In the Results and Discussion Section we describe the performance
of our glucose fuel cell in detail. In the Methods Section we address several topics in detail. First, we
discuss solid-state catalysis of glucose oxidation from a theoretical perspective, and explain the operating
principles of our fuel cell, including its mechanism of separating the oxidation and reduction reactions,
even though their reactants, glucose and oxygen, naturally occur mixed in physiologic compartments.
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Figure 2. General Operational Scheme for an Implantable Glucose Fuel Cell. This schematic
conceptually illustrates the structure of an abiotically catalyzed glucose fuel cell, including the essential
half-cell and overall reactions, the sites at which they occur within the system, and the flows of
reactants and products.
Next, we describe our CMOS-compatible process for fabricating implantable glucose fuel cells. In that
subsection we also describe our approach to characterizing the materials and electrochemical properties,
as well as the power-generating performance of the fuel cells. We then discuss the power available from
circulating glucose in human physiologic compartments, and the suitability of the cerebrospinal fluid as a
physiologic niche for power harvesting. We describe a detailed model of glucose and oxygen consumption
by a fuel cell implanted in the subarachnoid space surrounding the human brain, and analyze the impact
of such a fuel cell on glucose and oxygen homeostasis.
Results and Discussion
Device Characterization
Anode Surface Roughness by Scanning Electron Microscopy
The efficiency of the fuel cell critically depends on its ability to catalyze the oxidation of glucose at
the anode. Our device uses a solid-state platinum anode catalyst, whose catalytic capacity is directly
related to the number of atomic sites it can provide on its surface. We describe a CMOS-compatible
process for electrode surface roughening to increase effective electrode surface area, and hence catalytic
capacity, in the Methods Section. Briefly, by alloying the platinum electrode with aluminum, and then
reactively etching away all of the aluminum, we generate a high-surface-area anode with a nanostructure
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Figure 3. Glucose Fuel Cell in Cross Section. This schematic cross-section of the glucose fuel cell
illustrates the structure of the device, as well as the oxygen and glucose concentration gradients crucially
associated with its cathode and anode half-cell reactions, and underlying their respective site specificity.
very different from that of atomically smooth platinum. Here, we illustrate the effects of that roughen-
ing procedure in a series of micrographs. Figure 4 shows the contrast between atomically smooth and
roughened platinum metal layers as patterned on a silicon dioxide wafer substrate, as seen under optical
microscopy. Figure 5 shows a series of scanning electron micrographs, taken at increasing magnifications
(from single-micrometer to single-nanometer resolution), and showing the persistence of pore-like struc-
tures at every scale, as expected on removing one element of a bimetallic alloy. The scanning electron
micrographs in Figure 6 demonstrates the contrast between atomically smooth platinum and roughened
platinum at the nanometer scale.
Anode Surface Roughness by Atomic Force Microscopy
We used atomic force microscopy to quantify the surface area enhancements generated by the anode
roughening procedure we employed, using a high-aspect-ratio silicon nitride probe with radius of curvature
5 nm. Figure 7 shows two pairs of surface scans, contrasting atomically smooth platinum with roughened
platinum at 10ptm and 1pm resolution. While this technique is limited both by the geometry of the
scanning probe and by the single-axis nature of the measurements, variance in surface height nevertheless
provides a quantitative means of assessing surface roughness. Sampling at 256 sites over 10plm square
patches, we measured a variance of 10.3 nm in the roughened anodes, as compared with a variance of
1.2 nm in atomically smooth platinum (an 8.5-fold increase in z-roughness).
Power Output and Electrochemical Characterization
Power Output
We characterized the glucose fuel cell by obtaining a polarization curve, as shown in Figure 8. Using
the fuel cell as a current source by operating a potentiostat in controlled-current mode, we drew current
from the fuel cell at a rate increasing from zero by 10 pLAcm 2 s-2, until the cell potential was abolished.
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Figure 4. Anode Roughening. These optical micrographs illustrate the effect of the roughening
technique on the anode surface, showing the atomically smooth platinum traces (narrow metallic strips)
leading to the anode in contrast with the anode itself (large rectangular area). The roughness of the
anode surface is detectable optically as an abrupt change in color and texture. The wire traces are
100 pm wide. The image at right is an enlargement of the central region of the image at left, focusing
on the boundary between the smooth and rough platinum surfaces (rotated with the wire trace set
vertical).
Figure 8 shows the cell voltage and power output generated during this procedure. The fuel cell gener-
ated an open-circuit voltage of 192 mV, and generated peak power of > 180 pW cm- 2 when sourcing
1.5-1.85 mA cm-2. Deep discharges at currents greater than 1.85 mA cm- 2 were found to damage the
fuel cells irreversibly.
Techniques that exploit resonant transformer action can be used to efficiently convert even 20 mV
energy-harvesting outputs to 1-5 V levels needed for powering electronic chips [36]. In an actual
brain-machine interface, such techniques will be needed to increase the voltage level of our glucose
fuel cell as well.
Impedance Matching for Optimizing Power Output
We determined the steady-state power output of the glucose fuel cell when driving a range of resistive
loads. The results are shown in Figure 9 for a 1 mm 2 device, which achieved maximum steady-state
power output of 3.4 pLW cm- 2 when driving a load of 550 kQ.
Power Output as a Function of Glucose Concentration
We tested our fuel cells in standard 10 mM phosphate buffered saline at pH 7.4 to simulate the physiologic
environment of the cerebrospinal fluid, loading the medium with glucose at various concentrations. The
performance data provided earlier in this section was obtained in the context of 10-mM glucose [37].
As expected, and as quantified in Figure 10, the anodic current generated by the fuel cell varies as a
function of ambient glucose concentration. Figure 10 shows segments from a set of cyclic voltammograms,
swept through oxidizing potentials at 0.1 V s-1 while the anode was kept in media containing glucose at
concentrations from 0 to 500 mM. The increases in oxidation current with concentration at physiologic
glucose levels, reflected by the areas of the glucose oxidation peaks in the region of 700 mV, is sublinear,
confirming that fuel cell performance is not primarily substrate-limited at these concentrations.
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Figure 5. Anode Micro- and Nanostructure. This set of scanning electron micrographs, taken of
a fuel cell anode at increasing levels of magnification (as indicated by the scale bars in each image),
illustrates the effects of the roughening procedure on electrode surface structure over a hierarchy of
length scales from nanometers to micrometers.
Methods
Solid-State Catalysis of Glucose Oxidation
The electrochemical reaction mechanisms of direct glucose fuel cells are discussed in detail by Kerzen-
macher and colleagues in their thorough review of energy harvesting by implantable, abiotically catalyzed
glucose fuel cells [19]. The complete oxidation of glucose to carbon dioxide and water is associated with
the transfer of 24 electrons per molecule of glucose, as described by the reactions in Equation 1:
Anode: C6 H1 2 0 6 +24 OH- - 6 CO 2 +18 H20 +24 e-
Cathode: 6 02 + 12 H20 + 24 e -+ 24 OH-
Overall: C6 H12 0 6 +6 02 -+ 6 CO 2 + 18 H20 (1)
AGO: 2.870 x 106 J mol-1
UO : 1.24 V.
However, studies have confirmed that glucose is not completely oxidized when its oxidation is mediated by
traditional, solid state catalysts; the theoretical maximum rate of electron transfer from glucose oxidation
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Figure 6. Nanostructural Effects of Surface Roughening. This pair of scanning electron
micrographs, taken at the same level of magnification, illustrates the effects of our surface roughening
technique. The image at left is a high-magnification image of atomically smooth platinum deposited by
evaporation on silicon dioxide. The image at right is taken from one of our roughened anodes, and
shows the highly porous nanostructure of the electrode.
is not achieved in abiotically catalyzed glucose fuel cells. Instead, glucose is principally oxidized to
gluconolactone in the reaction described by Equation 2, which transfers only a single pair of electrons:
Anode: C6H1 20 6 +2 OH- -+ C6 H12 0 7 + H2 0 +2 e-
Cathode: I 0 2 + H2 0 + 2 e- -> 2 OH-
Overall: C6H 12 0 6 + - 02 -> C6 H12 0 7  (2)
AG': 0.251 x 106 J mol- 1
U0 : 1.30 V.
Gluconolactone is typically then hydrolyzed to form gluconic acid. In principle, solid-state catalysts are
capable of oxidizing gluconolactone further, and high-pressure liquid chromatography has detected tar-
taric and oxalic acids in such systems (resulting from 14- and 22-electron-transfer processes, respectively),
among other oxidation products. In practice, the mean number of electrons transferred per molecule of
glucose oxidized depends on the nature of the catalyst and on thermodynamic properties of the system,
such as ambient pH. Gebhardt and colleagues have shown that the mean number of electrons transferred
per molecule of glucose by Raney-type catalysts can be up to 17 [27]. As this family of high-surface-area
catalysts has also been shown to generate current densities an order of magnitude greater than smooth
noble metal catalysts, we chose to use Raney platinum anodes to catalyze glucose oxidation in our fuel
cells.
Separation of Anode and Cathode Reactions
Maintenance of a net potential difference between the anode and the cathode of a fuel cell requires
separation of the oxidation and reduction half-reactions in a way that restricts each to only one of
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Figure 7. Atomic Force Microscopic Measurements of Anode Surface Roughness. Atomic
force microscopic measurements of z-direction (plane-normal) surface roughness at the 10pm and lpm
scales (upper and lower images, respectively), comparing atomically smooth platinum (left images) with
the roughened anodes we describe here (right images).
the fuel cell electrodes. As discussed in [19] and elsewhere, biologically implantable fuel cells pose a
particular design challenge in that the fuel (glucose) and the oxidant (oxygen) must be extracted from
same physiologic fluid, in which both are dissolved. By contrast, fuel cells are traditionally configured so
as to isolate the anode from the cathode fluidically, in a compartmental arrangement that separates the
two half-cell reactions.
The traditional configuration permits delivery of fuel to the anode and oxidant to the cathode via
separate fluidic channels, an arrangement that can be effective because it physically prevents reduction
(typically of oxygen) from occurring at the anode, and prevents oxidation of the fuel substrate from
occurring at the cathode. These reverse reactions cause electrochemical short circuits by allowing both
oxidation and reduction to occur at each electrode, eliminating the net potential difference across the
fuel cell electrodes.
Preventing electrochemical short circuits in an implantable glucose fuel cell requires a different ap-
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Figure 8. Fuel Cell Polarization Curve. The performance of the fuel cell is characterized through
its output voltage (blue, left axis) and power density (red, right axis) as functions of output current
density. A 2 mm2 device exhibits an open-cell voltage of 192 mV and achieves maximum power output
of > 180 ptW cm- 2 when sourcing 1.5-1.85 mA cm2
Resistance (kU)
10 30 100 300 1000 3000 10000
0 2x106 4x10" 6x10
6  8x106
Resistance (11)
1 x107
Figure 9. Impedance Matching to Maximize Output Power. Steady-state output power of the
fuel cell exhibits characteristic second-order dependence on the magnitude of the resistive load. A
1 mm2 device achieves maximum steady-state power output of 3.4 pW cm- 2 when driving a load of
550 kQ. (Blue curve, lower horizontal axis, linear scale; red curve, upper horizontal axis, logarithmic
scale.)
proach to restricting the fuel oxidation and oxygen reduction to the anode and cathode, respectively.
Several designs are reviewed in [19]. We have adopted a modified version of a design first proposed by
von Sturm and colleagues [34,35], which uses an oxygen-selective cathode catalyst to shield a nonselec-
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Figure 10. Oxidation Current Depends on Glucose Concentration. The oxidation current
generated by the fuel cell anode, characterized here via cyclic voltammetry, varies with glucose
concentration over several orders of magnitude.
tive anode from oxygen, while allowing glucose to reach the anode without reacting at the cathode. This
scheme is illustrated in Figure 3.
As indicated in Figure 3, our fuel cell has a laminar structure: a porous mesh of single-walled carbon
nanotubes, embedded in Nafion, comprises the cathode and forms the outermost layer; this layer is
followed (from the outside in) by a Nafion separator membrane; a roughened (Raney-type) platinum
anode; and finally the impermeable, silicon dioxide substrate. In this configuration, oxygen from the
physiologic environment reacts at the carbon cathode, resulting in a gradient in the oxygen concentration
that reaches its minimum, near zero, at the surface of the anode. The near absence of oxygen at the anode
surface minimizes the rate of oxygen reduction at the anode, which in turn minimizes the electrochemical
short-circuiting effects of such reactions. On the other hand, because carbon does not catalyze glucose
oxidation, and because Naflon is permeable to glucose, physiologic glucose passes through the pores in
the nanotube mesh unimpeded.
Microfabrication Methods
In contrast with most previous work in the area of glucose fuel cells [38], and in fulfillment of a recog-
nized requirement for advancement of the field [39, 40], we manufactured our fuel cells entirely within
a Class 10 (ISO 4) cleanroom, using microfabrication techniques and processing standards that are
completely compatible with contemporary CMOS (complementary metaloxidesemiconductor) integrated
circuit manufacturing protocols. As a result, the fabrication methods we describe here can be used to en-
able wafer-level integration of fuel cell power sources with electronic circuits and microfluidics, facilitating
the development of completely self-sufficient, embedded electronic and microfluidic systems.
Substrates, Masks, and Lithography
Electrodes, separator membranes, wire traces, and metal contacts were all patterned using conventional
photolithography, with transparency masks printed to 2 pm feature-size tolerance (Infinite Graphics,
Minneapolis, Minnesota). As substrates, we used 500 nm surface layers of silicon dioxide on conventional,
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150-millimeter-diameter (6-inch) silicon wafers. To promote platinum adhesion, we deposited a 2 nm coat
of titanium nitride on the oxide by evaporation.
Figure 11. Photolithography Masks. This image shows a set of glucose fuel cells of various sizes
arranged for fabrication on a 150 mm (6-inch) silicon wafer. The schematic was constructed by
overlaying the four process layers. Details of the individual masks are shown in the Appendix. Yellow,
platinum; orange, roughened platinum anode (aluminum deposition for annealing); blue, Nafion; Green,
cathode (single-walled carbon nanotubes in Nafion).
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Raney Catalyst Anode
We fabricated Raney-type, activated platinum catalytic anodes using an approach similar to those dess-
cribed by several other groups [27,41,42]. This technique increases the catalytic capacity of a platinum
electrode through roughening, converting an atomically smooth layer of platinum into a high-surface-area
electrode. The overall approach involves patterning a platinum-aluminum alloy, then etching the alu-
minum out of the alloy to leave behind extremely porous platinum with a nanostructure similar to that
described by Attard and colleagues [43,44]. Our implementation proceeded as follows. We patterned all
metal structures using a single mask, including the anode, cathode contact ring, wire traces, and electrical
contacts, as in Figure 11 and the Appendix, depositing 100 nm of platinum by evaporation. We then
deposited 100 nm of aluminum over the entire surface of the wafer. Using a second mask, we patterned
photoresist over the regions designated for the anodes, protecting them from the etchant acting in the
following step: using tetramethylammonium hydroxide (TMAH), we etched away the aluminum in all ar-
eas except for those designated as anodes. After stripping the remaining resist, we annealed the platinum
and aluminum layers at 300 C for 60 minutes. This anneal step generated a platinum-aluminum alloy
in the regions designated for the anodes. We then repeated the aluminum etch step, this time without
protecting the anodes, in order to remove the aluminum from the alloy formed in the anode regions. This
second etch produces high-surface-area Raney-type catalytic anodes, as shown in Figures 4, 5, 6, and 7,
and as discussed in the associated Methods subsections.
Nafion Separator Membrane
Several groups have reported difficulty incorporating Nafion, a preferred ion-selective membrane in fuel
cell applications, into microfabrication processes. Patterning Nafion lithographically does present some
difficulties, as described by Gold and colleagues [45] and others. We used the following liftoff process for
depositing Nafion on silicon dioxide and platinum.
We selected the areas to be coated with Nafion by first coating the wafers with 15-20 pm of photoresist
(AZ 4620) and using a third mask to pattern and expose the regions to be coated with Nafion. We have
found that using such thick layers of resist facilitates proper Nafion patterning and liftoff by enabling
patterned regions of Nafion to be isolated in deep resist wells formed at the wafer surface, following resist
development and evaporation of the Nafion dispersion solvent.
From a standard Nafion liquid dispersion (Nafion DE 521, DuPont), we formed a 0.83% Nafion solution
via 1 : 5 dilution in 2-propanol. In a modified version of the protocol described in [46], we used a spin-
on process to coat our wafers with the resulting dispersion, spinning the wafers at 750-1000 rpm for
3-10 s. In order to cure the Nafion and facilitate bonding to the substrate [47], we heated the wafers in a
convection oven at 1200 C for 20 minutes. This process generates Nafion layers approximately 60-420 nm
in thickness, as measured by spectroscopic ellipsometry (Filmetrics, San Diego, California).
Carbon Nanotube Cathode
The cathode of our fuel cell comprises a conducting mesh of single-walled carbon nanotubes (swCNTs)
embedded in Nafion, as shown in Figure 12, in electrical contact with a platinum ring (the cathode
contact) on the wafer surface. This design is similar to the one described by Lee and colleagues [48]. The
Nafion separator membrane electrically insulates the cathode from the anode, while permitting cationic
exchange. Both the separator membrane and the cathode permit ambient glucose to reach the anode
surface: Nafion is inherently permeable to glucose and the porosity of the swCNT mesh allows free
transport of glucose.
We constructed the Nafion-coated swCNT mesh by allowing it to self-assemble. Using a procedure
similar to the one described in [49], we suspended swCNTs at a concentration of 8 mg mL-1 in an 0.83%
Nafion dispersion of the kind described earlier in this Methods Section, under ultrasonic agitation for
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60 minutes. We the patterned the Nafion-coated swCNT cathode using a fourth lithographic mask, and
spin-on and liftoff processes identical to those described earlier in this Methods Section.
Figure 12. Fuel Cell Cathode. Scanning electron micrograph of the fuel cell cathode, showing the
conducting mesh of carbon nanotubes encapsulated in Nafion ionomer. Scale Bar: 1 pm.
Biocompatibility and Anti-Fouling
Nafion is biocompatible [50], and in using it as an outermost layer encapsulating our fuel cell we enhance
the biocompatibility of the entire device. Moreover, as a cation-selective ionomer, Nafion is impermeable
to negatively charged proteins, small molecules, and ions, that are present in the physiologic environment
and are known to cause fouling of catalytic electrodes. Nafion encapsulation has been used in the context
of glucose sensors to increase the functional lifetimes of implanted electrodes [51].
Models of Energy Harvesting from Glucose in the Brain and Cerebrospinal
Fluid
In this section we demonstrate that the cerebrospinal fluid is a physiologic niche particularly well suited
for an implanted fuel cell, and we model the impact of an implanted glucose fuel cell on its biological
environment. In particular, we derive a model used to determine the extent to which glucose and oxygen
levels in the cerebrospinal fluid permit energy harvesting without adverse physiologic consequences.
Anatomy and Composition of the Cerebrospinal Fluid
The cerebrospinal fluid (CSF) comprises approximately 150 mL of fluid in the subarachnoid and intra-
ventricular spaces, respectively surrounding and filling hollow structures within the human brain and
spinal cord. The CSF is primarily produced by modified ependymal cells of the choroid plexus, located
within the ventricles of the brain, as an ultrafiltrate of blood plasma whose composition is also regulated
through active transport.
Under normal conditions the CSF is acellular. Its normal glucose content of 45-80 mg dL-1 (2.5 -
4.4 mM) [52] is comparable to, albeit systematically approximately 2-fold lower than that of plasma,
which is normally regulated within the range of 70120 mg dL-1 (3.9 - 6.7 mM) [53]. By contrast, normal
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CSF protein content is 15 - 45 mg dL- 1 [54], which is at least 102-fold lower than the normal range for
plasma, 6000 - 8500 mg dL-1 [55]. The ionic composition of CSF resembles that of interstitial fluid, and
the two fluids are compared in Table 1.
Table 1. Ionic Composition of Cerebrospinal Fluid and Interstitial Fluid
Species CSF Concentration ISF Concentration
Na+ 154 mM 146 mM
K+ 3.0 mM 4.1 mM
C1 128 mM 118 mM
HCO3 23 mM 22 mM
H+ pH = 7.34 pH e 7.44
Typical values for the principal ionic constituents of mammalian cerebrospinal and interstitial fluids [56].
With regard to the in vitro testing conditions for our glucose fuel cell, it is worth noting that a
number of formulations for artificial cerebrospinal fluid (aCSF) have been described and developed in
efforts to simulate the physiologic fluid (including trace components and gas partial pressures), both for
experimental purposes [37] and in order to replace CSF lost during neurosurgical procedures [54]. In
clinical practice, however, normal saline is routinely used during neurosurgery to replace CSF.
Availability and Use of Glucose in the Cerebrospinal Fluid
At physiologic glucose concentrations, high-efficiency biofuel cells such as the microbial biofuel cells de-
veloped by Rabaey and colleagues convert glucose to electricity with Coulombic efficiency exceeding
Tc = 80% [57], and Lovley and colleagues have reported such efficiencies even at lower glucose concen-
trations [58]. At the opposite, low-efficiency extreme, abiotically catalyzed biofuel cells typically oxidize
glucose incompletely to products such as gluconic acid, yielding only two electrons compared with the
theoretical maximum of twenty-four electrons per molecule of glucose [19], corresponding to a maximum
Coulombic efficiency of only approximately 7c = 8%. The minimum glucose flux, Jg, required to fuel a
glucose fuel cell generating power P, is
J P (3)yAG 9 '
where n reflects the overall efficiency of the system (the Coulombic efficiency provides an upper bound
on the overall efficiency), and AG9 = 2880 J mol-' denotes the heat of combustion of glucose. Using
Equation 3, we can estimate the minimal glucose flux (amount of glucose per day) required to power a
fuel cell generating P = 1 mW:
(1 mW) x (86400 seconds per day)
9 (0.08-0.80 efficiency) x (2880 kJ per completely oxidized mole glucose)
180 grams per mole glucose
= 6.75-67.5 mg (37.5-375 pmol) glucose per day. (5)
(The dashes in Equations 4 and 5 are used to denote ranges and should not be mistaken for minnus signs.)
Since cerebrospinal fluid in a typical adult human is produced at a rate of approximately gf = 550 mL
per day [59], the total flow of glucose through the subarachnoid space is approximately 250-440 mg per
day. Thus, a biofuel cell in the configuration we propose consumes glucose at a rate of at most 2.8-28%
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of the rate at which cerebrospinal fluid glucose is replenished; by comparison, physiologic fluctuations
in cerebrospinal fluid glucose can exceed 25%. So availability of glucose is not likely to be a limiting
factor and glucose usage by a biofuel cell of the kind we describe here should not interfere with normal
physiologic processes. (At low glucose utilization efficiencies a more accurate model of CSF bulk flow
might be required before this model can be considered sufficient, as the fraction of the total glucose flux
available to a fuel cell as a result of CSF bulk flow will depend on the precise location of the fuel cell
within the subarachnoid space.)
Availability and Use of Oxygen in the Cerebrospinal Fluid
Typical oxygen partial pressures in human cerebrospinal fluid are 25-50 mmHg [60]. These levels corre-
spond to 35-70 pmol L- 1 or 1.1-2.2 mg L- 1 if, as in [61], the solubility coefficient a of cerebrospinal fluid
is considered equal to that of plasma (a = 0.003 mLo 2 dL- 1 mmHg-' = 1.4 pmolo2 LNF mmHg 1).
The bulk flow of oxygen through the subarachnoid space is therefore approximately J0 2 = 19-38 pmol per day
223-446 pmol s-1. So physiologic oxygen levels are comparable to (slightly lower than) those under which
biofuel cells such as those of Rabaey and colleagues have been tested. The electroreduction reactions of
oxygen to water accompanying complete oxidation of glucose require ag--02 = 6 moles of oxygen per
mole of glucose, so the oxygen consumption rate, J0 2 , in the system we propose would be approximately
J0 2 =ag--02J (6)
(1 mW)
(0.08-0.80 efficiency) x (2880 kJ per completely oxidized mole glucose)
(6 moles 02 per completely oxidized mole glucose)
225-2250 Imol 02 per day (2.6-26 nmol 02 S1). (8)
Thus, a biofuel cell in the configuration we propose consumes oxygen at a rate of 6-12 times the rate at
which oxygen is replenished by cerebrospinal fluid bulk flow when operating at 80% efficiency, and ten
times those rates when operating at 8% efficiency. Cerebrospinal fluid oxygen equilibrium under these
conditions therefore depends on the ability of oxygen concentrations in cerebrospinal fluid and brain
tissue interstitium to equilibrate through oxygen diffusion. A brain-implanted biofuel cell would exploit
this equilibrating mechanism as a natural analog to continuous aeration of the cathode compartments
of some laboratory-built biofuel cells. The diffusional transport characteristics of oxygen are such that
equilibrium can be maintained with only a negligible perturbation to cerebrospinal fluid and interstitial
oxygen concentrations, as the following calculations demonstrate.
As Lu and colleagues describe mathematically [61], the oxygen concentration C in the cerebrospinal
fluid normally depends on four factors: (1) The oxygen partial pressure Pc in the choroid plexus capillaries,
whose content is filtered and transported through the choroid ependymal cells to become cerebrospinal
fluid; (2) The oxygen partial pressure Pi within the brain tissue interstitial fluid; (3) The formation rate
gf of cerebrospinal fluid; and (4) The drainage rate 9d of cerebrospinal fluid. Under normal conditions
9f = 9d 9 ~ 550 mL per day = 6.4 pL s-1. Oxygen partial pressures in blood plasma, interstitial fluid,
and cerebrospinal fluid are proportional to oxygen concentrations through solubility coefficients that have
approximately the same value for all three fluids: a ~~ 1.4 pmolo2 L-1 mmHg-'. In the presence of a
biofuel cell of the kind described here, the oxygen concentration also depends on a fifth factor: (5) The
rate J0 2 at which the biofuel cell consumes oxygen. The rate of change of the concentration of oxygen
in cerebrospinal fluid can therefore be expressed by the following equation:
dC 1 r C \
=v I gfaPe-gdC+D Pi-) -Jo ,2  (9)dt VCSFfa
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where VCSF ~ 150 mL denotes the total volume of cerebrospinal fluid in the subarachnoid space, and
D = 17 pmol mmHg-1 s-1 is the diffusion capacity of oxygen between the interstitial fluid and the
cerebrospinal fluid [61]. The five terms within the curly braces can be understood as follows: (1) The
concentration C increases as oxygen flows into the cerebrospinal fluid from the choroid plexus capillaries
at a rate proportional to gf and concentration aPc, hence the term gfaPc; (2) The concentration C
decreases as oxygen flows out of the cerebrospinal fluid at rate proportional to gd and concentration
C, hence the term gdC; (3 & 4) Oxygen diffuses into the cerebrospinal fluid from the interstitial fluid
in proportion to the partial pressure gradient between the interstitial fluid (at oxygen partial pressure
Pj) and the cerebrospinal fluid (at oxygen partial pressure Pc =), with a proportionality constant of
D, the diffusion capacity; (5) Oxygen is consumed by the biofuel cell at rate J0 2 . When the oxygen
concentration C is at steady state, its rate of change vanishes, allowing us to solve for the equilibrium
oxygen concentration, CeGq:
Ceq gaP+ DP,- J02 (10)
DP Jo2
a
where the approximation holds because the diffusion transport is much faster than the bulk flow transport,
allowing us to neglect the bulk flow terms containing g (g = 6.4 pLL s- 1 is six orders of magnitude smaller
than D = 12 L s-1; and since Pc and Pi are on the same order of magnitude, gaPc is six orders
smaller than DPj). Equation 10 permits us to compare the equilibrium concentrations of oxygen in the
cerebrospinal fluid in the presence (Jo 2 = 2.6-26 nmol s-1) and absence (Jo 2 = 0) of the biofuel cell:
ACeq Cesent - Cabsentqeq -q e eq (12)
Ce, Ceen
02 (13)
DP
(-2.6-26 nmol s-1)
1 (14)(17 ptmol mmHg- s- 1) x (40 mmHg)
-- 3.8-38 x 10-6. (15)
Thus, the fractional change in oxygen concentration in the cerebrospinal fluid due to the presence of the
biofuel cell will only be a few parts per million. (The precise value of the interstitial pressure, approximated
here as 40 mmHg, does not greatly impact this result). Note that although oxygen consumption by the
biofuel cell will draw oxygen out of brain tissue into the cerebrospinal fluid, the corresponding decrease
in interstitial fluid oxygen concentration will be even smaller in magnitude than the decrease in the
cerebrospinal fluid, since the intracranial interstitial fluid volume is approximately twice that of the
cerebrospinal fluid [61].
Oxygen Equilibration Time in Cerebrospinal Fluid
We can also estimate the time scale over which oxygen concentrations equilibrate in the cerebrospinal
fluid. The system modeled by Equation 9 exhibits first-order kinetics with a time constant r given by
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VCSF (16)
+ -
VCSF (17)
D
a
0.150 L
12 L s1
12.5 ms. (19)
So the oxygen concentrations in this system equilibrate on the rapid timescale of tens of milliseconds.
Structure of Oxygen Concentration Gradients in Cerebrospinal Fluid due to Fuel Cell Oxy-
gen Uptake
To demonstrate that the surface-area-to-volume characteristics of our proposed brain-implanted biofuel
cell are consistent with a functioning system, we can model the approximate structure of the concentration
gradient field around the cathode. In a first-order approximation, the concentration of oxygen will
approximately vanish at the surface of the cathode, where oxygen is electroreduced to water; and at
a certain distance d (which we will determine) from the surface the concentration will be equal to C,
the average oxygen concentration of the cerebrospinal fluid. If d is much smaller than the characteristic
dimension v/14 of the cathode (where A denotes the cathode area) and also much smaller than the width
of the subarachnoid space at any location, the oxygen concentration C (Y) as a function of position will be
approximately Ce;esent everywhere except within a region close to the cathode surface; within that region
the concentration satisfies C (Y = 0) = 0 at the cathode surface, and rises to C (F= 8 d) = Cpresent at
a distance d normal to the cathode surface.
We can demonstrate that the diffusion characteristics of oxygen in the cerebrospinal fluid set d to a
value consistent with efficient fuel cell operation in a brain-implanted system. We have demonstrated that
the average concentration of oxygen in the cerebrospinal fluid equilibrates rapidly to CPresent when the
fuel cell is operating, so the spatial distribution C (Y) is effectively constant at times more than several T
(several tens to hundreds of milliseconds) after the biofuel cell is turned on. We can therefore use Fick's
First Law of Diffusion to determine d:
J = -DcSFVC (Y) (20)
_J_02 , C esent -(21)
A DC d
where the first equation is a statement of Fick's First Law for our system, and the second line expresses
the first-order approximation we just described. The parameter DCSF M 3 x 10-5 cm 2 -1 is the diffusion
coefficient of oxygen in cerebrospinal fluid (approximately equal to that in water), J = is the oxygen
flux (here defined as an area-normalized flow) near the surface of the cathode, and ViC (1)
Ceq -0
dg" is the oxygen concentration gradient near the cathode surface (linearized in this first-order
approximation). Therefore,
Cpresent
d = DCSF eq A, (22)
Jo2
so if the physiologic range of C is 35-70 pmol L-, d can be at most
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d = (3 x 10-5 cm 2 s 1 ) x (70 pLmol L- 1 ) x (10-3 L cm- 3) X (10 cm 2) (23)(2.6 nmol s-1)
= 80 Pm (24)
for a device with surface area as great as A = 10 cm 2 . The value d = 80 ptm satisfies our requirements
that the concentration gradient vanish over a length scale much smaller than the typical dimension of
the cathode and much smaller than the smallest width of the subarachnoid space, but it is also large
enough to be physically achievable, as it is orders of magnitude larger than the mean free path of an
oxygen molecule in water [62]. Thus, oxygen diffusion to the cathode in the system we propose will not
be limited by the geometry of the system.
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Appendix
This Appendix contains schematic and functional images of the four photolithographic masks referenced
in the manuscript, and used to fabricate the fuel cell described here using conventional semiconductor
manufacturing techniques.
The following descriptions apply to the images on the following pages:
1. Computer-aided design (CAD) image of the superimposed fabrication masks for an array of glucose
fuel cells of varying dimensions on a 150 mm silicon wafer. Yellow, Platinum; Orange, Aluminum;
Blue, Nafion; Green, Nafion containing Single-Walled Carbon Nanotubes (swCNTs).
2. CAD image of the layout of a single glucose fuel cell. Scale: The electrode contacts are 1 mm
wide. Yellow, Platinum; Orange, Aluminum; Blue, Nafion; Green, Nafion containing Single-Walled
Carbon Nanotubes.
3. CAD image detail showing the anode and cathode of a glucose fuel cell. The scale bar at left shows
length in micrometers.
4. CAD image showing the platinum metal layer of a glucose fuel cell. Scale: The electrode contacts
are 1 mm wide.
5. Transparency mask used to pattern the platinum metal layer for the array of glucose fuel cells of
varying dimensions on a 150 mm silicon wafer, shown in the first CAD image.
6. Detail from the platinum-layer transparency mask.
7. Detail from the platinum-layer transparency mask.
8. CAD image showing the aluminum metal layer of a glucose fuel cell.
9. Transparency mask used to pattern the aluminum metal layer for the array of glucose fuel cells of
varying dimensions on a 150 mm silicon wafer, shown in the first CAD image.
10. CAD image showing the Nafion layer of a glucose fuel cell.
11. Transparency mask used to pattern the Nafion layer for the array of glucose fuel cells of varying
dimensions on a 150 mm silicon wafer, shown in the first CAD image.
12. Detail from the Nafion-layer transparency mask.
13. CAD image showing the Nafion-swCNT layer of a glucose fuel cell.
14. Transparency mask used to pattern the Nafion layer for the array of glucose fuel cells of varying
dimensions on a 150 mm silicon wafer, shown in the first CAD image.
125
126
........ 
127
-------- .......
128
.............. . - - - ------ - -------------
129
......... ... I ............ I'll ...  ............. ......
130
.............-.- --- - ----- - _- :._ _ , _ _ _ _ L L L M - - .--.-....-.. - .....- - I .
±+
1
131
===I
132
133
.. ........ .. ......................... . . . .. ..... .....
0 .
II
I I
, - - -=
134
PPP'
. 0 0 M 0
135
-- .." ..................... -- - --- -.............. .............. .
136
137
138
.......... .... ......  .....
139
140
Chapter 5
Conclusions
5.1 Motivations
Programmable, implantable medical devices such as cardiac pacemakers, implantable
defibrillators, cochlear implants, and deep-brain stimulators, have already trans-
formed the practice of medicine and the lives of hundreds of thousands of people.
Brain-machine interfaces, already established as important research tools in basic
neuroscience, are poised to emerge with similarly transformative impact in the medi-
cal world, repairing and augmenting the human nervous system in conditions ranging
from paralysis and amputation to Parkinsonian dyskinesia, blindness, and intractable
epilepsy. The viability of brain-machine interfaces as clinically useful devices hinges
on their ability to operate in miniature, implantable electronic systems with microwatt
power budgets. Major progress in that direction has been demonstrated by a number
of groups in recent years, including our own, which have brought individual compo-
nents of a future, fully implantable brain-machine interface system to an advanced
level of development. Micropower multichannel neural signal amplifier arrays, power-
and energy-efficient analog-to-digital converters, and low-power systems for wireless
data and power telemetry all figure prominently among systems developed for neu-
ral electronics in the past decade, and some of these systems have achieved levels of
performance approaching fundamental physical limits.
The work described in this thesis presents a set of solutions to two progress-
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limiting problems that, in spite of the advances of the last decade, have until now
remained unaddressed in the field of brain-machine interfaces:
1. Implantable Neural Decoding Systems. Clinically useful brain-machine inter-
faces must decode neural signals in real time into control signals for prosthetics
and other external devices. The very high information content of neural signals
essentially requires that a fully functional micropower system perform some or
all of the neural decoding operation within the implanted device. Yet until
now the state of the art in neural signal decoding has neglected power and
size constraints, and the field as a whole has focused on computationally inten-
sive, high-power neural decoding algorithms implemented in computer software.
Neurons themselves constantly encode and decode neural signals on a nanowatt
power budget, so biomimetics represents a natural approach to neural decoding.
The work presented in this thesis demonstrates a set of micropower, scalable
approaches to the decoding and compression of neural signals.
2. Sustainable Long- Term Power Supplies for Implantable Electronic Systems. Ex-
isting implantable medical devices have finite and not entirely predictable func-
tional lifetimes, currently limited to several years by the performance of im-
plantable batteries, which almost universally also comprise the largest compo-
nents of implantable systems by both mass and volume. Yet the cells, tissues,
and organs with which implantable devices interact harvest energy with high
efficiency from fuel substrates that are typically overabundant in the physio-
logic environment. The work presented in this thesis includes the development
of an implantable glucose fuel cell, representing a potentially ultralong-lifetime
implantable power source for biomedical electronics, including brain-machine
interfaces.
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5.2 Summary of Work
5.2.1 Biomimetic Algorithms and Circuit Architectures for
Micropower Analog Neural Decoding
Chapter 2, consisting of a published paper and a published book chapter, presents an
algorithm and micropower analog circuit architecture for decoding neural signals in
real time. The system architecture resembles that of a traditional a neural network,
implemented in analog electronic hardware. The synapses of the neural network con-
sist of linear filters, with first-order dynamics designed to resemble those of biological
neurons. The entire system is capable of learning in real time to optimize perfor-
mance in a self-tuning scheme inspired by the Hebbian learning paradigms observed
in biological neural systems and used in training artificial neural networks.
Circuit simulations indicate that the system can perform at power consumption
rates as low as 54 nW per decoding channel, and that a full-scale decoding system with
100 neural inputs and 3 motor outputs would consume less than 42 tW, including
power required for signal preprocessing. The same decoding architecture achieves
compression factors on the order of 105 when used as a compression technique for
reducing the bandwidth and hence the power required to transmit high-bandwidth
neural signals wirelessly from an implanted system.
The decoding performance of this system, envisioned as a component of a neuro-
motor prosthesis, is demonstrated using neural data from rodent head movement an
primate limb movement.
5.2.2 Universal Computing Architectures for Micropower Dig-
ital Neural Decoding
Chapter 3, consisting of a manuscript recently submitted for publication, describes a
digital approach to micropower neural decoding. This approach separates the neu-
ral decoding problem into two parts, to facilitate transmission of neural data across
limited-bandwidth, wireless channels: (1) A set of preliminary decoding and compres-
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sion operations to be performed within an implanted system, based on statistics and
logical encoding primitives generic to all neural systems, and (2) A complementary
decoding algorithm, implemented outside the implanted system, that applies physical
and other implementation-specific constraints to generate accurate neural decoding.
In a departure from high-power, computationally expensive, software-based digital
decoding, this system represents a highly scalable solution of extremely low computa-
tional complexity, suited for real-time decoding of neural signals in the context of an
implantable system. The programmable architecture is an explicit implementation of
a Turing-type computing machine. It achieves computational efficiency through an
essentially arithmetic-free design based only on computationally inexpensive, binary
logic operations. In particular, the implanted decoding system uses no multiplication.
A concrete realization of this neural decoding architecture is described, using a
micropower, field-programmable gate array (FPGA) that dissipates less than 5 pW.
The performance of the system is validated by decoding 32-channel neural data from
a behaving rodent.
5.2.3 Biologically Implantable Glucose Fuel Cells for Brain-
Powered Brain-Machine Interfaces
Chapter 4, consisting of a manuscript recently submitted for publication, describes
the design and performance of a biologically implantable fuel cell that generates power
through glucose oxidation. The fuel cell produces 3.4 pW cm- 2 of steady-state power
and generates peak power of up to 180 yLW cm- 2 under physiologic conditions. In
contrast with previous work, the fuel cell is constructed using conventional semicon-
ductor fabrication processes, and relies on robust, solid-state catalysts, so is optimally
suited for manufacture together with traditional integrated circuits on a single sili-
con wafer, to yield implantable microelectronic systems with long-lifetime, integrated
power sources.
A modeling study accompanying the design of the glucose fuel cell proposes that
the cerebrospinal spinal fluid surrounding the brain constitutes a physiologic niche
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particularly well suited for a glucose-based fuel cell.
Finally, the chapter describes an energy harvesting circuit designed to couple the
glucose fuel cell to a micropower neural amplifier, demonstrating the feasibility of a
brain-powered brain-machine interface.
5.3 Future Outlook
I believe that electronic devices that function, compute, and power themselves like
biological systems will change current paradigms of medical devices and surgical treat-
ments, and will be fundamentally important to medicine of the coming decades. As
I look forward to a career in neuroscience, medicine, and technology, I find this an
irresistibly compelling vision, and feel certain that an emerging generation of such
devices will transform our ability to care for patients and deepen our understanding
of the brain.
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Literature Reviews
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A.1 Brain-Machine Interfaces and Neural Decod-
ing
A.1.1 Brain-Machine Interfaces
Brain-machine interfaces have proven capable of decoding neuronal population ac-
tivity in real-time to derive instantaneous control signals for prosthetics and other
devices [15, 94, 88, 55, 29, 73, 34]. The field of brain-machine interface technology
has been reviewed by several authors in recent years [39, 81]. All of the neural decod-
ing systems demonstrated to date in connection with brain-machine-interfaces have
operated by analyzing digitized neural data, and none have focused on power-efficient
design; the power-efficient, hybrid analog-digital approach to neural decoding imple-
mented by the biomimetic neural decoder presented in this thesis therefore represents
a divergence from conventional approaches to neural signal decoding.
A.1.2 Microelectronics for Brain-Machine Interfaces
Clinically viable neural prosthetics are an eagerly anticipated advance in the field of
rehabilitation medicine, and development of brain-machine interfaces that wirelessly
transmit neural data to external devices will represent an important step toward
clinical viability. The general model for such devices has two components: a brain-
implanted unit directly connected to a multielectrode array collecting raw neural
data; and a unit outside the body for data processing, decoding, and control. Data
transmission between the two units is wireless. A brain-machine interface consisting
of hundreds of channels, each sampled at tens of kilohertz and digitized to ten or more
bits of precision, generates data at a rate of tens to hundreds of megabits per second;
the power costs in digitization, wireless communication, and population signal decod-
ing all scale with this high data rate. Consequences of this scaling include unwanted
heat dissipation in the brain, decreased longevity of batteries, and increased size of
the implanted unit. Recent designs for system components have addressed these is-
sues in several ways, including micropower neural amplification [30, 93]; adaptive
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power biasing to reduce recording power in multielectrode arrays [78, 77]; low-power
data telemetry [26, 53, 49, 50]; ultra-low-power analog-to-digital conversion [99]; low-
power neural stimulation [89]; energy-efficient wireless recharging [5]; and low-power
circuits and system designs for brain-machine interfaces [78, 77]. Power-conserving
schemes for compressing neural data before transmission have also been proposed
[32]. However, essentially no work has been done in the area of power-efficient neural
decoding.
A.1.3 Neural Decoding
The ease of implementing sophisticated algorithms in digital systems has led to a
proliferation of effective approaches to decoding and learning. Some of the most
popular such algorithms in the context of neural decoding involve construction of op-
timal linear filters [83, 92]; training of artificial neural networks [72]; use of Kalman
filters [96, 97] and adaptive Kalman filters [98]; estimation based on Bayesian infer-
ence techniques [86, 10] and point-process models [21]; and decoding on the basis of
frequency-domain data (such as the spectral content of local field potentials) [59, 85, 3]
or wavelet decompositions of neural signals [55]. However, the biomimetic neural de-
coder developed in the thesis proposed here represents the first description of an
analog circuit architecture for neural signal decoding.
A major question in the area of neural decoding to achieve neural control of pros-
thetic devices concerns the extent to which the brain can learn to decode processed
neural data on its own, and with what degree of reliability biological learning can
compensate for deficiencies in an artificial neural decoder. For clinical neural pros-
thetic devices, the necessity of highly sophisticated decoding algorithms remains an
open question, since both animal [88, 13, 55, 91] and human [29] users of even first-
generation neural prosthetic systems have proven capable of rapidly adapting to the
particular rules governing the control of their brain-machine interfaces. Neverthe-
less, some of the same experiments have also demonstrated the apparent insufficiency
of such contributions from biological learning, and so the degree to which a neu-
ral prosthetic system should rely on artificial or biological learning remains unclear.
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More recent work [25] has helped clarify some of these issues by underscoring the
importance of stable long-term neural recordings for reliable neural decoding and im-
provements through biological learning. In particular, it appears that the brain is
capable not only of learning complex decoders, but also of correcting errors in cor-
rupt decoders, provided the decoders are based on stable neural recordings. Much of
the existing work on neural decoding has been limited by the inability to maintain
stable recordings from multiple units over long time periods, and by the consequent
need to retrain decoders at each training session. As biological learning can occur
over longer timescales than those set by the instability of typical single- or multiunit
neural recordings, optimal conditions for biological learning in the context of neural
prosthesis control have rarely been achieved. Recent evidence suggests that a reli-
ably high level of performance can be obtained as the brain forms motor memories in
response to learning a decoder based on stable, long-term recordings.
A.2 Bioimplantable Device Engineering and Bioim-
plantable Power Sources
A.2.1 Bioimplantable Device Engineering
Implantable devices are increasing both in prevalence and in importance as treat-
ment modalities and investigational tools in contemporary medicine. Four particu-
lar programmable devices, having emerged as standards of care in the treatment of
some electrophysiologic disorders, are of particular relevance to the work pursued for
this thesis as case studies: the implantable cardiac pacemaker and the implantable
cardioverter-defibrillator [23], the cochlear implant [54], and the deep brain stimulator
[87]. Emerging bioimplantable electronic technologies and issues facing the field of
bioimplantable electronics have been the subject of recent reviews and special journal
issues [58].
Designing bioimplantable electronic devices involves many of the same challenges
faced in designing other implantable devices, such as those used in long-term drug
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delivery [71]. Those challenges include designing with biocompatible mateirals [65, 7]
as well as mechanically designing and packaging implantable devices in ways that
facilitate access to the appropriate physiologic systems without compromising tissue
viability or device integrity [9, 70].
Implantable electronic interfaces with the brain and nervous system also face
a special set of design challenges related to biocompatibility and stability: Ideal
neuroprosthetic devices must be capable of implantation in the brain for indefinite
periods without damaging or eliciting unintended reactions from surrounding neural
tissue, they must be macro- and microanatomically optimized for the appropriate
neural targets, and they must be capable of stably recording neural signals of the
selected types for indefinite periods of time.
The difficulty of maintaining stable single-unit neural recordings for extended pe-
riods has long been acknowledged by electrophysiologists, and while some notable
examples have been reported in the literature, such reports tend to be the excep-
tion rather than the rule. The field of brain-machine interfaces has responded to
this problem in two principal ways, at once seeking to optimize electrode design
and electrode-tissue interactions for stable long-term recording; and simultaneously
exploring a range of neural signals, including local field potentials and unsorted mul-
tiunit activity, as alternatives to single-unit action potentials. Biocompatibility as a
concern for implantable brain-machine interface systems extends to multiple aspects
of the implanted system, including the design and materials chosen for the packaging,
but it is especially important in the context of neural recording electrodes.
Decoding neural signals presupposes the availability of such signals, and the qual-
ity of neural decoding depends not only on the particular algorithms used for the
decoding, but also on the quality of the neural signals used as inputs to the neural
decoder. An ideally biocompatible neural recording electrode must satisfy two sets
of constraints, which respectively concern the static and dynamic properties of the
tissue-electrode interface. Ideal static properties of the electrode include the following:
(1) Suitability for insertion in a manner that does minimal damage to surrounding
neural and vascular tissue; (2) Mechanical stiffness equal to that of the surrounding
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tissue, in order to avoid tissue-electrode shearing and electrode displacement during
head acceleration; (3) Minimal electrode volume to minimize neural tissue displace-
ment after insertion; (4) Shank and recording site geometry optimized for stereotac-
tic placement relative to desired macro- and microanatomic targets; and (5) Tip or
recording site geometry optimized for the neural signal of choice. Ideal dynamic prop-
erties of a neural recording electrode include the following: (1) Optimized electrode
impedance given the local tissue properties and neural signals of interest; and (2)
Ability to regulate the response of neural tissue to the presence of the electrode over
time.
Almost all of these static and dynamic properties represent active areas of cur-
rent research. In particular, microfabrication techniques [37, 95] and nontraditional
materials such as conducting polymers [1, 46, 68] present large parameter spaces
within which to optimize electrode designs. Additionally, it is well known that the
microanatomic environment of a recording electrode changes over time, generally in a
way that tends to degrade electrode performance. For example, neighboring neurons
may die or recede from the electrode, or astrocytes and microglia may ensheath the
electrode and change the impedance at the tissue-electrode interface. Consequently,
understanding and controlling the dynamic response of neural and neurovascular tis-
sue to neural recording electrodes is also an important area of current research [6, 84].
A.2.2 Bioimplantable Power Sources
Various solutions to the problem of providing power to biologically implanted devices
have been proposed, prototyped, or implemented. Two principal solutions are cur-
rently in widespread use: Single-use batteries, such as those used in implantable pulse
generators for cardiac pacing, defibrillation, and deep brain stimulation, which are
designed to have finite lifetimes and to be replaced surgically at intervals of several
years [23]; and inductive power transfer, typically accomplished transcutaneously at
radio frequencies as in cochlear implants [76].
Recent advances in battery technology and related fields, leading to increased
energy and power densities in small devices such as supercapacitors [11, 35] as well as
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thin film lithium and thin film lithium ion batteries [20], will facilitate improvements
in systems based on these two solutions, particularly by shrinking battery sizes and
extending battery lifetimes.
An alternative approach to powering biologically implanted devices is to employ
schemes for harvesting power from the biological environment. Systems for trans-
ducing light, thermal energy, mechanical vibration, and low-frequency mechanical
stresses or strains, as well as near- or far-field electromagnetic radiation into elec-
trical energy have been described and implemented, and complementary electronic
design techniques required to make use of the power generated by such systems have
been reviewed [14].
One approach to harvesting energy from a physiologic environment is to extract
it from physiologically available biological fuel substrates such as glucose. Three
major design paradigms for glucose-based fuel cells have been described, differing
principally in the materials used to catalyze electrode reactions: In one paradigm
the catalysts are abiotic; in the second paradigm the catalysts are isolated enzymes
fixed to electrode substrates; and in the third paradigm oxidation is performed by
exoelectrogenic bacteria colonizing a fuel cell anode. Numerous designs representing
each of these fuel cell paradigms have been described and reviewed in the scientific
and patent literatures. An extensive review of the scientific and patent literatures
on abiotic implantable glucose fuel cells is provided in [36]. Bioimplantable fuel cells
based on enzymatic catalysis are reviewed in [27]. Microbial fuel cells are reviewed in
the next section of this proposal. While several proposals for biologically implantable
fuel cells of each type have been described, at the time this document is being written
the author is not aware that any such design has been reduced to practice.
A.3 Microbial Fuel Cells
The concept of a microbial fuel cell was described as early as 1962 [18], but the field
as it exists today originates from the discovery around the year 2000 that exoelectro-
genic bacteria are capable of transfering electrons directly to extracellular substrates
153
without the need for membrane-soluble transport molecules. A recent text provides
the most comprehensive review of this field to date [44] and includes an extensive
bibliography on theoretical and applied aspects of microbial fuel cells.
Much of the literature on microbial fuel cells is concerned with heterogeneous,
incompletely characterized microbial populations. By contrast, in an effort to en-
gineer precisely characterized devices, this thesis focuses on single-species microbial
fuel cells. While some species appear to have relatively greater capacities for current
and power production (including Geobacter sulfurreducens and Desulphovibrio desul-
furicans), it has also proven possible to adapt certain bacterial strains for increased
current production, and there is no consensus as to the optimality of any particular
microbial community or fuel cell design. This thesis therefore focuses on two promis-
ing exoelectrogenic species, Geobacter sulfurreducens and Rhodoferax ferrireducens:
Geobacter because it is a well characterized, nonpathogenic electrogenic species that
generates comparatively high current and power densities; and Rhodoferax because
it is capable of exoelectrogenic activity fueled by a range of bioavailable substrates,
including glucose, under physiologic conditions.
Geobacter is a genus of anaerobic, metal-reducing, environmental bacteria. This
genus, and particularly the species Geobacter sulfurreducens [12], has been studied
extensively in several contexts, of which the principal one relevant to this thesis is
its role as an exoelectrogen capable of catalyzing the anodic reaction in microbial
fuel cells. A small number of review articles focus specifically on Geobacter sulfurre-
ducens in this context [8, 56], as does a recent book chapter on electricity production
by electricigens [45], which also provides an extensive bibliography on this subject.
In addition, the genomes of several Geobacter species, including Geobacter sulfurre-
ducens, have been sequenced, analyzed, and annotated, facilitating rational genetic
engineering to optimize metabolic function under conditions such as those found in
microbial fuel cells [33, 31, 48].
The recently discovered exoelectrogenic bacterium Rhodoferax ferrireducens, is a
facultative anaerobe that is capable of using glucose as a metabolic substrate under
conditions similar to those found in mammalian cerebrospinal fluid. Only a small
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number of primary research papers have been published to date on Rhodoferax fer-
rireducens [16, 24, 40, 41, 42]. Nevertheless, the sequencing and annotation of the
Rhodoferax ferrireducens genome has facilitated in silico modeling of the metabolic
reaction networks of this organism, with a view toward rationally optimizing its phys-
iology for several applications, including microbial fuel cells [69].
A.4 Symbiosis
Symbiosis has been a somewhat neglected field over the past half-century, and a
comparatively limited number of authors have treated the field as a whole in unified
surveys during that time [2, 28, 57, 82, 19]. An intellectual history of symbiosis [74]
explains this relative neglect while providing insight into approaches to studying and
understanding the phenomenon, and into the development of field as a whole.
Pioneering work by Margulis in the area of symbiosis [51, 52], particularly concern-
ing the endosymbiotic theory of the evolution of mitochondria and plastids, is relevant
to a central idea of this thesis: Evolution on a microbiological scale of interactions
between organisms and one another, and between organisms and their environments,
can drive the acquisition of new functionality in ways that resemble, inspire, and
facilitate the development of biologically implantable devices.
Reviews of standard perspectives on microbial symbiosis can be found in several
major texts on the biology of microorganisms [47]. Such texts typically address
classical topics in microbial metabolic diversity, including energy source tropisms,
nitrogen fixation, and catabolism of organic compounds; microbial ecology, inclunding
microbial biogeochemistry, environmental cycling of nutrients, and bioremediation; as
well as microbial disease and immunology.
There is also an emerging literature on the ecology, organismic and evolutionary
biology, microbiology, and biochemistry, of symbiosis. Nature Reviews Microbiology
recently produced a collection of reviews and a curated set of primary research arti-
cles on microbial symbiosis [66], and the field of symbiosis has a journal of its own,
Symbiosis [67].
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This very brief literature review neglects certain subfields of symbiosis that, while
of great general importance, are of marginal relevance to the thesis proposed here.
In particular, the fields of human microbial pathology and parasitology are associ-
ated with vast, extensive bodies of medical and scientific literature. However, some
contemporary research initiatives have begun to emphasize the importance of un-
derstanding human biology from a symbiotic perspective, in the context of the vast
number of interspecies associations human cells and organs naturally establish with
parasitic as well as the mutualistic and commensal members of the human microbiome
[90]. These approaches underscore the importance of cymbionics from the perspective
of human biology: The human body, considered as an ecosystem, comprises an order
of magnitude more cells of nonhuman than of human origin; its metagenome contains
a multitude of microbial sequences, many of which are capable of evolution on time
scales as short as days, and of driving functional adaptations to novel environments.
One claim of this thesis is that these rapidly evolvable elements of the human ecosys-
tem, which some have termed the 'human supraorganism' /90], may be instrumental
in enabling human adaptation to a new generation of bionic technologies.
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