Abstract: This paper proposed a method for building enterprise's technological innovation domain ontology automatically from plain text corpus based on Latent Dirichlet Allocation (LDA). The proposed method consisted of four modules: 1) introducing the seed ontology for domain of enterprise's technological innovation, 2) using Natural Language Processing (NLP) technique to preprocess the collected textual data, 3) mining domain specific terms from document collections based on LDA, 4) obtaining the relationship between the terms through the defined relevant rules. The experiments have been carried out to demonstrate the effectiveness of this method and the results indicated that many terms in domain of enterprise's technological innovation and the semantic relations between terms are discovered. The proposed method is a process of continuously cycles and iterations, that is the obtained objective ontology can be re-iterated as initial seed ontology. The constant knowledge acquisition in the domain of enterprise's technological innovation to update and perfect the initial seed ontology.
Introduction
With the pace of globalization of economy accelerated significantly, the market has stepped into the information age from the era of industrialization. As the market demand changes at a faster pace, the competition of the market has become extremely fierce. In this context, the technological innovation is increasingly becoming the inner motivation and main source of enterprise development. There is important significance to evaluate the capability of enterprise technological innovation scientifically and efficiently to set the technological innovation policy for government, revise technological innovation strategy reasonably for enterprises and improve the technological innovation ability. The evaluation of enterprise's technological innovation ability has drawn extensive attention of much scholars. Although much progress has been made on the theoretical research of enterprise's technological innovation [13, 33] . There still exist many problems such as evaluation mechanism and evaluation methodology, namely, the biggish subjectivity of evaluating indexes, strong dependence on declared data of evaluated enterprise, low evaluation accuracy, poor coincidence of evaluate results, etc. Enterprises produce large amounts of textual information in technological innovation process, including technological innovation activity report, meeting minutes, annual report and patent file. Hence, enterprises need to not only make use of these documents but to mine and discover valuable and hidden knowledge from large collections of data. It is also a pressing problem to transform massive textual data into knowledge that can serve and utilize for technological innovation of enterprise and provide decision-making
• Is it possible to make the enterprise's technological innovation domain ontology extension automatically?
To improve this situation, this paper presents an approach to extract core concepts from large textual data and proposes a new method of building rules for semantic relationship recognition based on LDA algorithm. The rest of paper is organized as follows, section 2 provides some background knowledge concerning concept and relative literature reviews. In section 3 explains the proposed methods, while section 4 presents the experimental results. Section 5 concludes the paper.
Background knowledge and related works

Technological innovation capability
Technological Innovation Capability (TIC) has become the key to improve productivity and maintain competitiveness in the constantly fluctuating environments for enterprises. However, the definition of TIC is hard to agree upon since the technological innovation involves numerous organizational functions and resources integration among various department [26] . The concept of innovation originally from the innovation theory proposed by Schumpeter. On the base of it, Burgelaman et al. [5] put forward that all TIC can be defined as a series of characteristics in an organization facilitating and supporting an innovation strategy. Based on differing perspectives, there are many scholars proposed various components of TICs of a firm [22, 30] .Therefore, the measurement of TIC is difficult and complicated since the perceive objectives and criteria for TIC is different. Tsai et al. [24] established an evaluation model for the TIC of high-tech industries based on the AHP method. Wang and Chang [25] proposed a model for diagnose the value of TIC in enterprise and established an evaluation system by AHP method. Wang et al. [26] evaluated and analyzed TIC combined with fuzzy evaluation and non-additional fuzzy evaluation. Deng et al. [12] established a TIC evaluation system by factor analysis and the fuzzy synthetic assessment method is used to evaluate TIC. Guan et al. [13] developed an innovation measurement framework based on the traditional DEA method. By looking at literatures of the measurements of TIC [8, 32] , few studies can avoid to involve the subjective judgement, previous experience and uncertain assessment by experts.
Ontologies construction and extension
In the last decade, many scholars have done a lot of researches on ontology definition, construction, extension and application aspects. Ontologies were defined as "an explicit specification of shared conceptualization" [14] provide the key to machine-processable data on Semantic Web, being fundamental components for sharing, reusing as well as reasoning over knowledge
domains [1] . Although there is a great progress in knowledge acquisition and ontology construction, the current ontology construction methods still rely heavily on manual parsing and existing knowledge bases. The process of ontology learning and extending is a costly, time-consuming and error-prone task when done manually. With the constant emergence of new domain knowledge, the domain ontology automatic updates are facing new challenge. Many researchers have engaged into ontology construction and enriching automatically in recent years. In previous work, the machine learning and statistical analysis method has great advantages in accuracy and recall rate and has been proposed to solve this problem [9] . For instance, Jeroen et al. [10] proposed the subsumption method and a hierarchical clustering algorithm to arrange the domain terms hierarchically and compared the two methods performances. Researches [18] and [23] using the fuzzy mechanism to extract domain concept and generate the domain ontology through the fuzzy conceptual clustering. Khan and Luo [17] presented a modified self-organizing tree algorithm (SOTA) which is performs better than the hierarchical agglomerative clustering (HAZ) on ontology construction automatically. Gilles et al. [1] put forward a Mo'k workbench which is a framework using the agglomerative clustering techniques to generate concept hierarchies from parsed corpora. Cimiano and Völker [6] presented a Text2Onto which implementing variety algorithms and techniques for ontology learning. However, most of the existing methods require a certain scale of supervised training corpus as the learning object, and the result seldom consider semantic-aware which is difficult to recognize the relationship between terms in domain ontology.
Although the ontology construction and extending automatically has been achieved some progress, there are still some problems in this field. For example, the non-taxonomic relationship among terms were often omit in the ontology hierarchical relations construction. Besides, the parameter setting in the model and complex computing in the process cause the heavy computing burden and make the model overfitting which limits their application.
LDA topic model
The latent topic discovery researches have gained much attention to hierarchical relation learning in recent years. Latent topic discovery is invented to overcome the bottleneck of bagof words processing model in information retrieval area, trying to advance the text processing technology from pattern to semantic calculation [23] . For the research in latent topic discovery, an earlier work in literatures is Latent semantic indexing (LSI), which is a retrieval technique to learn latent topic by performing a matrix decomposition (SVD) on the term-document matrix [31] . Through this technique, latent topics are revealed which are actually distributions over the words of the term space of the corpus [10] . For example, the work in [3] uses the technique of LSI to identify relationships among entities in large collections of text. The author in [4] also using the LSI for discovering new information relevant to a given topic in large textual databases. Although the LSI based on SVD having some early success on latent topic discovery and relationship identification, it lacks rigorous mathematical and statistical basis and the SVD decomposition is time-consuming. Probabilistic Latent Semantic Indexing (PLSI) was proposed to extend the LSI assuming which associates a latent context variable with each word occurrence and can deal with synonymy and polysemous words. The author in [16] proposed that PLSI has been considered as an unsupervised learning method used in the task of text learning. The work in [15] also using the PLSI to represent sentences and queries as probability distributions over latent topic to solve the multi-document summarization problem. Other than LSI and PLSI, the algorithm of Latent Dirichlet Allocation (LDA) is more advantageous since LDA model can avoid overfitting and large sets of parameters.
LDA model, proposed by David Blei et al. [2] , is a statistical topic model and can analyzes hidden topics in large-scale data. Ontology learning using LDA model is a relative new research approach. Elias et al. [34, 35] used the LDA model for discovery of topics that represent ontology concepts and comparing the high-probability terms in topics to arrange concepts in a subsumption hierarchy. However, it cannot infer subsumption relations in the case where a topic subsumes only one other topic. Yeh and Yang [29] developed an automatic domain ontology construction for historical documents. LDA model was used to extract latent topic from raw textual Chinese Recorder data and the basic cosine similarity with hierarchical agglomerative clustering is used to clustering the topic, but the relationship between the topic cannot be defined since the clustered latent topic is a hierarchical tree structure. Francesco et al. [7] present an automatic terminological ontological learning system which the common hypernyms between the aggregate root node and aggregate words are determined through the LDA model and then added the semantically similar root node to the ontology. however, the measurement in large set of data may cause heavy computing burden. Ni et al. [20] also used the LDA model to select the domain terms and through the word association analysis to discover the hierarchical relations among domain terms. Raghuveer [21] using the LDA model to obtain the topics from legal documents and clustering legal judgments by cosine similarity.
The proposed method
The paper has combined the ontology technique and LDA topic model, used the initial seed ontology guiding the LDA model to obtain the concept in the field of enterprise technological innovation. Adding the new concept to the initial domain ontology by defined rules to realize the iteratively updating and perfection of ontology. The framework of enterprise's technological innovation domain concept acquisition contains the following four modules:
• The module of seed ontology introducing. The paper needs to construct a seed ontology to guide the concept acquisition for enterprise's technological innovation domain. The basic concept and relationship of seed ontology in domain enterprise technological innovation mainly extracted from Chinese Classified Thesaurus. The protege 4.3 was used to visualize the construction of seed ontology. More details will be introduced in the next chapter.
• The module of text preprocessing. This is the process of converting a text into individual words or sequences of words which using the Natural Language Processing (NLP) technique including of word segmentation, Part-of-Speech (POS)tagging, stop-word filtering preprocessed the collected Chinese textual documents. Two words merging needs to satisfy adjacency and frequent co-occurrence both, the calculation method as follows. In order to guarantee the semantic accuracy after word segmentation, the method of entropy was adopted to merge the words [27, 28] .
where p(w m ) denotes the frequency of word w m in documents and p(w m−1 w m ) denotes the continuous frequency of word w m−1 and w m in documents.
• The module of mining domain specific terms. LDA (Latent Dirichlet Allocation) is a three-level hierarchical Bayesian model which proposed by Blei [34] . It assumes that each document in corpus is represented as random mixtures over latent topic, where topic is characterized by a distribution over all the words. LDA is constructed for documents with "bag-of-words" which uses the statistical information of words to represent text in vector A Latent-Dirichlet-Allocation Based Extension for Domain Ontology of Enterprise's Technological Innovation 111 space and explores the probabilistic relationships between words and text. In this paper, we use the LDA model was described below.
LDA taking the corpus D which after the preprocessing by module B as input and output the topic distributions and the distribution of words for each topic by training. The LDA generates the words in a two-stage process: words are generated from topics and topics are generated by documents. The graphical model of LDA is shown in Fig. 1 . The terms of LDA was defined as follows:
A document is a sequence of N words denoted by w = (w 1 , w 2 , · · · , w n ) where w n is the nth word in the sequence, and a corpus is a collection of M documents denoted by
Graphical model representation of LDA α and β are Dirichlet prior hyperparameters; All the words in document M will be clustered into Z topics, for each topic Z ∈ 1, 2, · · · , k , sample a word distribution φ k ∼ Direchlet(β);
-For each of word w m,n in mth document: * Choose a topic of the word
Since the process to generate the topic for M documents are independent of one another, we can have M conjugated structures and the generative process of probabilistic of topics in corpus is as follows:
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The process to generate words for K topics are independent of one another, we can have K conjugated structures and the probabilistic of words in corpus is as follows:
Thus, within a document, the probability distribution over words specified by the LDA model is given as follows:
Thus, in this paper, the LDA topic model was used to train the term candidate set which obtained by the module of text preprocessing and to obtain the word probabilistic of domain concepts (topics) as shown in Fig.2 . where pw nk represents the probability of the word n in the topic k.
• The module of domain ontology updating. The module is the key point and difficulty of this paper. Take each concept in the initial enterprise technological innovation ontology as a document into the module (3) trained LDA model. We can get the topics probabilistic of documents as shown in Fig.3 . Where, a corpus is a collection of M ontology concepts denoted by C = (c 1 , c 2 , · · · , c m−1 , c m );
Where pz km represents the probability of the topic k in concept(document) m. According to the LDA algorithm, we can get the term probabilistic of documents, namely, the probabilistic of words in documents and concepts in initial ontology denoted as p(w n |c m ). Then by using the relevant rules to judge the relationship between topics generated by LDA model and concepts in initial domain ontology.
A 
Figure 3: Topics distribution probabilistic of documents
When the p(w n |c m ) greater than the threshold value T H and the word n is not in the list of C = (c 1 , c 2 , ..., c m−1 , c m ), therefore, the term w n is an associated term of c m .
Algorithm: Rules of the semantic relationship recognition were defined as follows:
• Rule 1: Rules for synonymy relations recognition. If the W (W n, Cm) ≥ 0.01, the semantic relationship between word and concept is equivalent, namely, the related terms extracted by LDA is equal to the existed concept.
• Rule 2: Rules for hyponymy relations recognition. When the Rule 1 cannot be satisfied, if the W (W n, Cm) ≥ 0.004, the word includes the concept, namely, the related terms extracted by LDA is superclass of the existed concept, the relationship as "is-a" or "subclass".
• Rule 3: Rules for correlation recognition. When the Rule 1 and Rule 2 are cannot be satisfied, the relationship between existed concept and related terms can be recognized as related or using people to identify the specific semantic relationship by external knowledge base.
Based on the above rules, the semantic relations between the existing concepts and their related terms are identified, add the obtained related terms and semantic relations to the original ontology O, the original ontology O was updated to Oi. 
Experiments and result
Ontology acquisition
Enterprise ontology and TOVE (Toronto Virtual Enterprise Ontology) are the most popular ontology-based enterprise modeling methodologies. The two projects all point out the common key influencing factors in the process of enterprise ontology construction including of resources, organization, strategy, market and activity. In this paper, the five factors also considered as the first class of the enterprise's technological innovation ontology. The Chinese Classified Thesaurus has clear semantic structure which is more suitable for the extraction of concepts and relationship between concepts. Transforming thesaurus into ontology through further concepts analysis and semantic relationship adjustment of the words in F27 category of Enterprise Economy in Chinese Classified Thesaurus. There are 5 concepts extracted from the thesaurus including of Innovation resources, Marketing innovation, Strategic innovation, Organizational innovation and Innovation activities. The nested composite view provides a representation of the interrelation between the first classes in the entire ontology structure. It is convenient for considering whether the constructed domain ontology meets actual needs. The nested composite view of enterprise's technological innovation domain is shown as Fig.4 . The relationship between domain ontology concepts includes the hyponymy relations and complex non-hierarchical relationship for specific application. The Fig.5 shows that the relationship between domain ontology concepts which takes the Strategic innovation as the center and reflects the complex relationship between concepts. The ontology of enterprise's technological innovation is a prototype, in which many concepts and relationships are still insufficient and need to continuously improved. 
Textual data collection
There are two aspects to collect the textual data of enterprise technological innovation, one is the internal information generated from daily production activities such as internal R&D, innovation activities, etc. The other type of collected data is generated when enterprise interacting with external customers and partners by social networks, mobile applications, etc. 863 sets of valid data are obtained which includes of 413 enterprise technology centers. 
Chinese segmentation
Firstly, constructing the domain-specific dictionary for the field of enterprise's technological innovation by widely collected materials such as the cell thesaurus and imported the dictionary into the ICTCLAS segmentation system [32] which developed by the Chinese Academy of Sciences. Secondly, the result of segmentation will appear the problem due to a Chinese phrase was wrongly divided into many words. For example, the "enterprise's technological innovation" was divided into three small-grained words such as "enterprise", "technological" and "innovation". The method of entropy was adopted to merge the words which shown as equation (1). Combining two words that satisfy the conditions into a new phrase and adding to the domain-specific dictionary by manual screening. Then, segment the source document and iterate repeatedly.
POS selection
The documents of enterprise's technological innovation are the synthetic texts, in which, nouns are more representative important for semantic information in source documents. Hence, selecting the nouns and the word similar to nouns as the research object such as the verb with noun function, the adjective with noun function, etc.
Elimination of stop-words
Useless words selected from the domain of enterprise's technological innovation is used to build stop words dictionary. Filtering the stop words in documents which processed by the above two steps. It can reduce the size of the indexing structure considerably by elimination of stop words.
Mining domain terms from text corpus based on LDA
• Terms selection. According to the word frequency of terms in all corpora, the word frequency of [50, 1000] were selected as terms to represent each document in vector space model.
• Optimal number of topics. The perplexity index is adopted in optimal topic selection. Perplexity is an effective measurement to verify the model generalization ability. A lower perplexity indicates the better generalization performance. The perplexity is defined as follows:
Where p(W n |C m ) is the probability of each word in candidate term set, N is the number of words.
The perplexity of all documents generated under different topic numbers is shown as Fig.7 It looks like the 160-topic model has the lowest perplexity score. Hence, the optimal number of topic 160 (k=160) is selected for all corpus by perplexity analysis. The smoothing parameters α and β were fixed at 0.1 and 0.3. The threshold T H was set to 0.001. • When the number of topics is 160, the LDA topic modelling is carried out to obtain the distribution of terms, that is each topic comprises of a series of related words. The order of the top terms of each topic is arranged by the probability and presented in the Table. 1, in which only the first 10 topics with high probability of topic distribution were shown. The Fig.8 shows the resulting graph visualization LDA model for top terms of topics.
Learning hierarchical relations among terms
Using the trained LDA model to infer each concept in the initial ontology and taking each concept (or word) as a document to calculate the topic probability of the document. Identify the semantic relations between existing concepts and its related terms, and add the related terms as the domain ontology concept to the appropriate position of the existing ontology to complete an update process of the domain ontology. Table. 2 shows the results of the conceptual related terms extraction and relations recognition. By looking at the literature of ontology evaluation, there are two approaches for measuring the ontology including of manual evaluation by human experts and gold standard-based approaches [11] . The first evaluation approach presents the learned ontology to one or more human experts and judge how far the extracted information is correct. The second method compare the learned ontology with a previously created gold ontology which example for this kind of evaluation can be found in papers like [34] . The degree of matching between learned ontology and gold ontology determines the precision of learning ontology. The evaluation of ontologies when these ontologies are produced by an automated learning procedure is an open field of research. Since the enterprise's technological innovation is a new developing academic field which has not formed a generally acknowledged ontology yet. Therefore, the manual evaluation by human experts was the best way so far. The research chosen 5 groups and 20 terms and relations for each group in the updated enterprise's technological innovation domain ontology randomly. The assisted algorithm like following equation was defined as the ration between the right terms and relationships which evaluated by human experts and the total terms and relationships in ontology. According to the validation about the correct terms and relations with domain experts, the result of accuracy test is shown as Table 3 . Compared with the traditional ontology construction methods such as OntoLearn and Text2-Onto, the proposed method has same precision which the average accuracy rate is 92%. The semantic content and relationship in the produced ontology is basically correct. The proposed automatic ontology extension method reduces the manual labor for ontology updating and solved the problem of automatic domain ontology acquisition and dynamic maintenance.
Conclusion and future work
This paper presented an automatic ontology extension method for the domain of enterprise's technological innovation. The main contributions of this paper present as follows: Firstly, this paper proposes an ontology-based LDA topic model for concept extraction and applies it to the realm of enterprise technological innovation, which not only discover the concepts from large amount of textual corpus, but also can provides data support for ontology construction. Secondly, this article takes a huge amount of enterprise technological innovation information in unstructured texts as the data source and proposes a method of building rules for semantic relationship recognition based on LDA topic probability distribution, and the process of automated domain ontology updating based on the LDA topic model is realized. Finally, the experiment results demonstrate the efficiency and validation of proposed method. The method focuses on discovering the domain terms via latent topics found by LDA algorithm from plain text corpus and recognizing the semantic relations among domain terms based on word association analysis. The proposed method is a process of continuously cycles and iterations, the domain ontology of enterprise's technological innovation will be updated and perfected automatically with the constant knowledge acquisition in the domain. The paper introduces the ontology on the basis of A Latent-Dirichlet-Allocation Based Extension for Domain Ontology of Enterprise's Technological Innovation 121 the LDA topic model and the ontology is extended by the obtained related topics. The proposed method is an improvement for the single LDA algorithm. The future work needs to solve several problems, firstly, improving the proposed method to achieve a better performance and continuing exploring automatic evaluation approaches on thesaurus constructing methods. Secondly, using the constructed enterprise technological innovation ontology and combined with the text mining methods to construct the mechanism of evaluation for enterprise's technological innovation.
Funding
This paper is supported by the Fundamental Research Funds for the Central Universities (2018YJS051,B18RC00070) and Beijing Social Science Funds (18JDGLA018).
Bibliography
