Generalizing the definition of the memory parameter d in terms of the differentiated series, we showed in Velasco (1997a) that it is possible to estimate consistently the memory of non-stationary processes using methods designed for stationary long range dependent time series. In this paper we consider the Gaussian semi-parametyric estimate anlyzed in Robinson (1995b) for stationary processes. Without a priori knowledge about the possible non-stationarity of the observed process, we obtain that this estimate is consistent for d E(-l/z, 1) and asymptotically normal for d E e/z ,3/4) under a similar set of assumptions to Robinson's paper. Tapering the observations, we can estimate any degree of non-stationarity, even in the presence of deterministic polynomial trends of time. The semi-parametric efficiency of this estimate for stationary sequences also extends to the non-stationary framework.
Introduction
Statistical inference for stationary long range dependent time series is often based on semiparametric estimates that avoid parameterization of the short run behaviour. Frequently, it is assumed that the spectral density f(>') of the observed stationary sequence satisfies for one O < G < 00, as >. -+ 0+, (1) where d E (-~, ~) is the parameter that governs the degree of memory of the series. This is the interval of values of d for which the process is stationary and invertible. like the log-periodogram regression (e.g. Agiakloglou et al. (1993) , Bloomfield (1991) ). In Velasco (1997a) \ve considered the application of the log-periodogram regression estimate (see Robinson (1995a) and Ge\veke and Porter-Hudak (1983)) to the raw non-stationary processes, following sorne previous ideas in Hassler (1993) and Hurvich and Ray (1995) . The last reference considered the expectation of the periüclogram at low Fourier frequencies for non-stationary and non-invertible fractionally integrated processes. They showed that the normalized periodogram has bounded expectation for d E [~, ~) but it is hiased (for a function f satisfying (1)) in this case. Robillson (1995b) found that in the stationary and invertible case an estimate of el minimizing an approximation to a Gaussian likelihood for frequencies close to the origin had better efficiency properties than rival semiparametric estimates, in the sense of having smaller asymptotic variance after proper normalization when using the same amount of sample information. Using Velasco's (1997a) results for the periodogram of non-stationary time series, we address in this papel' whether it is possible to extend tlle range of allowed values of d in this implicitly defined estimate to cover sorne non-stationary situations and what are the properties of the estimates when the series is non stationary, including sorne possible efficiency gains.
Dndcr similar conditions to those assumed by Robinson we find that the Gaussian semiparametric estimate is consistent for d E (-~, 1), asymptotically normal for d < ~, with the same variance as 2 in the stationary situation, being more efficient that the log-periodogram regression estímator. If we taper the observations adequately we can estimate higher degrees of nonstationarity, as was found for the log-periodogram estímate in Velasco (1997a) . Finally, we perform a limited numerical study with simulated and real data of these theoretical results. We give all the proofs at the end of the papel' in several appendices together with sorne technical lemmas.
We do not discuss the non-invertible case here, d ~ -~, but this could be done using similar methods to those of Velasco (1997a) for the log-periodogram estímate (see Theorems 9 and 10 in that paper).
Assumptions and definitions
In the first two sections we consider the original estimate analyzed by Robinson (1995b) and concentrate in the illterval -~ < d < ~. When the observed time series is stationary with spectral density fx (>") satisfying (1) , d < ~, we say that the process has memory d and we define the function f, as
f(>") = fx(>").
Whell {X t } is a non-stationary process, we say that it has memory parameter d ( t ~ d < ~) if the zero mean stationary process U t = .6.X t has spectral density fu(>") = 11 -exp(i>..)/-2(d-l) j*(>"), where 1* (>") is a spectral density on [-71",71"] which is bounded aboye and away from zero and is continuous at>.. = n. Thus fu(>") satisfies (1) with sorne -~~ d u < ~, but we do not restrict its form for frequencies away tlw origino Then we assume, following Hurvich and R.ay (1995) , that for any t ~ 1, t Xt = ¿:Uk +Xo k=l where -Yo is a random variable not depending on time t. Next, define the function f(>") for d ~ ~, f(>") = 11 -exp(i>..) 1-2 fu(>") = 11 -exp(i>")1-2d j*(>") = 12sin(>../2)1-2d j*(>").
Note that f satisfies (1), but when 2d ~ 1 it is not integrable in [-71",71"] and is not a spectral density.
We do llot assume that 1* is the spectral density of an stationary and invertible AR.MA process as would be the case if U t followed a fractional ARIMA model. Here 1* may have (integrable) poles 01' zeroes at frequencies beyond the origino 'Ve want to give a unified theory for semiparametric estimates of d E (-~, 1), including stationary (\vith f x (O) equal to zero, a constant 01' infinity) and non-stationary processes. We introduce now the following assumptions about the behaviour of the spectral densities fx(>") ( 
(alld thus of the functions f(>") and 1*(>")) at the origin:
and when d E [t, !), the spectral density fu(>") satisfies,
A slightly stronger version of this assumption, and that we will use to obtain the asymptotic nor mality of our estimates is 
anrl íf el;:::~, fu(>") is differentiable and
Then f(>") has first derivative satisfying (d. Assumption 2 of Robinson (1995a) in the stationary
Thesc assumptions could have been formulated in terms of the functions 1* and/or f, since we are interested in the implications they have on the function f, (2) Robinson (1995b) ancl Künsch (1987)),
but we find more natural to use the number of differences parameter d in a possibly non-stationary contexto We define the estimates
which always exist and also
where
Vsing the discussion in Velasco (1997a) , the main idea to show that Robinson (1995b) 
Consistency
In this section we obtain the consistency of das defined previously for values do E (-~, 1). Vnder Assumptions 2 and 3, the conditions on the behaviour of the fuuction f(A) at the origin of Theorern 1 in Robinson (1995b) hold now also for do E [~,~) (we do not need the integrability of 1).
Iu thc stationary case, the analysis of the asyrnptotic properties of W(Aj) is done in Robinson (1995a).
For tlIe uon-stationary situation, d ~ ~, we can obtain following sorne ideas of Hurvich and Ray (1995) that 
Asymptotic N ormality
Fol' yalllCS do :::: 1 the periodogl'am at frequencies >'j is not unbiased fol' the function f as j increases, and thcrefon~ (1 can not be consistent. Unlike for stationary processes, we can only obtain the asymptotic distl'ill11tion for d in the non-stationary case for a smaller range of values of do. (do < i) than the intcrnll \\'hel'e the estimate is consistent, do < 1 . This is due to the fact that the propel'ties of the pel'ioc1ogl'am depend on convolutions of the function f(>'), which deteriorate rapidly as .f becomes more " non-integrable" ,i.e. as do increases (see Theorem 1 aboye and Theorem 1 in Velasco (1997a) , and the sullseqllC'llt discussion).
\\'e introduce two new assumptions that will be needed in the proofs.
Assumption 5 In a neighbourhood (0, 10) of the origin, a(>.) is differentiable and as>' -+ 0+.
Clcal']y Assumptíon 5 implies Assumption 3, since f(>') = la(>.)¡2/27r when -~ < do < ~ and f(>') = (2 sin >./2) -2Ia(>.) 1 
where p(I')(t) are polynomials in t of order r - 
The tenn (6) is refiects the accumulation of information in the non-stationary time series X t , starting fl'Olll t = 1, but the term (5) is a nuisance component of the c1iscrete Fourier transform which comprises tlw infonnation in {Xd~' from the pasto To make inferences about d we make this expression (5) equal to ZCl'ü 1'01' certain frequencies >"j, using specific orthogonality properties of the weights ht, Le.
t=1
Obserye than in the case s = 1 we have only required that ¿~=1 h t exp(i>"jt) = O, because we were assl1llling 11 = O to eliminate the infiuence fram the polynomial p(1)(t) = 1 of order O (a constant with respect to t). The raw Fourier transform satisfies condition (7), s = O (but not any of higher order). In other words, without tapering we can consider d < 1 but always without drift.
Defining the equivalent to the Dirichlet I<emel in the tapered case,
we say that a sequence of data tapers {hdf is of order P = 1,2, ... if the following two conditions are satisfied:
• For N = n/p (which we assume integer),
where a(>..) is a complex function, whose modulus is bounded and bounded away from zero, with p -1 derivatives, all bounded in modulus as n increases for >..
Then, it is immediate to obtain that and, \Yith the equivalent to the Fejér kernel, KJ(>..)
Also "'e llave that DJ (>"jp) has zeroes of order p and that thanks to
conditioll (7) is satisfied.
If conclition ( proposals (see also Alekseev (1996) for further examples and discussion)o For sample size n = 4N, N integer, the weights given by the Parzen window
1 ::; t ::; N or 3N:: 
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where the coefficients Cp,N(t) are given by
, and hence
where p is defined adequately to make J{Z integrate to one and it can be seen to be very close to 1 for p amI N big enough (see Zlmrbenko (1980) ). Therefore, this class of taper weights for p = 1,2, ..., fixed in thc asymptotics, and n = pN satisfies condition (7) with s :::
Tapered estimates
In this scction we obtain the consistency and asymptotic distribution of a modified version of d when we use the previous data tapers for values do > -~. \Ve introduce now the following assumptions about tlw lJehaviour ofthe spectral density fu(s) (A) (and thus ofthe functions f(A) and 1*(A)) at the origin:
The spectml density fU(s)(A), s = Ld + &J, satisfies, for sorne constant 0< G < 00,
A slightly stronger version of Assumption 2 is the following condition, where we give more informa tion (11)out the behaviour of the spectral density fu(s) (A) at the origino This extra information wil! be uspc! to u'duce the bias of the tapered periodogram for f as \Vas done in Velasco (1997b) 
in a related
COlltc~xt (see also Assumption 3 in Robinson (1994b)).
Assumption 8 When d E (-&' &L the spectml density fU(s)(A) satisfies for nurnbcrs
as A --+ 0+.
As before, Assumption 8 implies that 1* (A) is bounded aboye and away from zero and is continuous
\Ve \ViII need also the equivalent to Assumption 3
Assumption 9 In a neighbourhood (O,e) of thc origin, if dE (-&, &L fU(s)(A) is differentiable and
Then f(>") has first derivative satisfying (cf. Assumption 2 ofRobinson (1995) in the stationary case
Now we make the foHowing assumption about the series Ut(S) , equivalent to Assumption 6.
Assumption 10 We have 00 00
where the ft 's satisfy the conditions of Assumptions 4 and 6.
Then we obtain for any
S Defining the (tapered) periodogram of X t as we consider now the objective function 
The discrete sums in the previous definitions inc1ude only frequencies >"j, j = p, ... ,m, since the pl'Operties of the periodogram for non-stationary processes are only equivalent to the stationary case when evaluated at those frequencies.
Whe11 X t is non stationary, f(>") plays exactly the same role as a spectral density in the asymptotics for the discrete Fourier transform at frequencies >"j, j =J. Omod(n), and Velasco (1997a) showed that the periodogram is (asymptotically) unbiased for f if j is growing slowly with n and p is chosen adequately. This is clone in the next theorem, which is essentially Theorem 6 in Velasco (1997a 
Tllen \\'C obtain thc consistency of d p in thc following ThcOl'om. Noto that we only rcquire for this result Assumption 7, but not 8, which will be used to derive the asymptotic distribution of ;¡ in the next section and that was used in the previous theorem because we normalized the discrete Fouder transfonn by (G>..-2d)I/2 and not by (/(>..))1/2. as n -+ 00,
we obtain 7 where (10) This theorem is equivalent to the results of Velasco (1997a) Velasco (1997a Velasco ( , 1997b ). Note also that if we take in (10) the sum accross aU frequencies we obtain with Parseval's identity, thc right hand side being the usual tapering variance adjustment (cf., e.g., Dahlhaus (1985) , expression
The increased smoothness of the function f(A), /3 > 1, is usee! in conjunction with the tapering to approximate the periodogram of the observed time series by that of the innovations (see the proof of Theorem Gin Velasco (1997a) and Theorem 2 in Velasco (1997b)). Here we cannot resort to the second moments of the tapered periodogram as was done in the non-tapered case, since the correlation problem just pointcd out impedes further improvement of the approximations.
Empirical work
The The hasic statistics summary is contained in the Table 1 , including the bias of th(~ estimates, the stane!ard e!eviation, the expected standard deviation from the corresponding centrallimit theorems ane! tlw mean square error (M8E) across replications. Note that for d" > ~, Theorem 3 do(,s not hold. indicate that the two semiparametric estimates considered work relatively we11 for values close to 1, but not for more non-stationary time series, for which the estimates converge extremely fast to valucs close to 1, exc(~pt for a long tail towards the right value. The plots on the right are for the same estimates, but whe11 \w use a tapered perioclogram with the triangular Barlett \Vinclow taper (equivalent to Zhurbenko tapers \\'ith p = 2), and we define our estimates for frequencies A2, A4, ... , Am , assuming m is even. In this case it seems also that the Gaussian estimate is more efficient that the log-perioclogram regression.
No\V \Ve considel' a simple application with real data. Figure 3 and the results are in Figure 7 . We employ bandwidth numbers m = 15,18, ... ,100
and tapers with p = 1,2,3. We plot all the estimates obtained in that way, using the squares and the absolute value of the return series. 
Discussion
In this papel' and in Velasco (1997a) we have shown that the semiparametric model (1) is valid to estimate the memory d of possibly non-stationary time series. If the observed process is non-stationary f().,) is no longer a spectral density, but is the limit of the expectation of the (tapered) periodogram, and therefore can be estimated non-parametrically. Both the log-periodogramand the Gaussian semi parametric estimates compare the non-parametric estimate of f().,) given by the periodogram at the relenmt frequencies with the model (1) and obtain the best estimate of d under different criteria. For that, it does not matter the integrability 01' not of the function f around the origin, only the accuracy with ,vhich we can estimate it by means of the periodogram ordinates. Of course, the steeper and more non-integrable f ¡s, the more complicated this approximation will be, but the error can be controlled if enough degree of tapering is applied.
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The same principIe will undoubtedly work for fu11 parametric models of functions f corresponding to nonstationary observations if tapered observations are used. Then, simultaneous estimation of d and the other short-run memory parameters is possible without a priori assumptions about the degree of (possible) non-stationarity of the observed sequence.
Nevertheless this approach will surely break down if we try to estimate the integral below f(>") , to Gaussian maximum likelihood, always using the information at a11 possible scales, being mainly then of ful! parametric nature. The lack of rigorous asymptotic theory for such estimates in a general case is relatecl with sorne possible bias problems if the spectral density is not proportional to >.. -2d for al! frequencies. Furthermore, the assumption of covariance stationarity of the filtered series makes difficult to prcclict how these procedures will deal with non-stationary observations.
Appendix: Proofs of Section 3
Proof of Theorem 2. We repeat the steps of the proof of 
fol' a generic positive finite constant C, in a similar way as when do < !. 
(1-1)
O(I¡,'-I) = O(m.<lo-I)
. \Ye obtain that (1-1) is wirj¡ di' < 1 and do -~ < V. and the proof is completed.
•
Appendix: Proofs of Section 4
Proof ol' Theorem 3. Again \ve retraee the steps in rhe proof of Theorem 2 in Robinson (1995b).
Tlw lllaill stephere is to obtain the equivalent to expression (4.7) in that proof bounding in probability t he quallti ty
1'01' t he general case do E (-&, ~). \Ve will see that the bounds for the case do 2: tare \veaker in general t han fm rhe stationar\' case. so these \ViII be the leading terms in the bounds. op ((logm)-6) .
From Lemma 1, we can see also, 
op(l)
if ~ ::; do < ~, using (4) . This completes the proof using the same centrallimit theorem.
• 
where 
for al! sufficiently large m, by Lemma 4. By summation by parts 3p ~ (l' ) (23) + ~ L..:--g~ -1 . 
the ineC¡llality being due to O< 2(\1 -do)
i\ow \Ve have to consider the periodogram IJ = Il~ (>\j) in the clecomposition (25) For any 11 > O, Assumptions 7 and (8) imply that n can be chosen such that
No\\', frolll the proof of Theorem 4 in Velasco (1997a), for n sufficiently large,
for él generic positive finite constant C, in a similar way as when do E (-~, ~).
denoting as wJ: = w'[(>"j) the (tapered) Fourier transform of tt. Then, from the proof of part (a) in Theorem 4 (see Velasco (1997a)) we can obtain that, as n --+ 00, 
with do < p, where the last line fo11ows from the separate consideration of the cases 2('7 -do) -&< -1
To dcal with the final contribution to (25) we need to consider the variance of Lj(27rl~ -1), since it has zero mean. The variance and covariances of l~ have two components. The first is due to the fourth cumulant,
which is of order n-, given the boundedness of ff (4) and O(J.j + kl-
Also we can check, using the same techniques, that, as n --+ 00, for arbitrarily small 7], since do < p, (18) it follows that (17) --+ Oas n --+ oo.
When do ;::: ! + \7 1 we have to consider the second probability on the right of (16). (26) and (27) 
with do < p and do -~ < \1.
Finally, using Theorern 4 and proceeding as before,
and the proof is completed.
• Proof of Theorem 6. We can adapt all the steps in the proof of Theorem 2 in Robinson (1995b) to the situation for p > 1 as we have done in the proof of Theorem 5. This accounts basically to the redefinition of the sums to frequencies Ap, A2p, . .. , A m only.
The main step here is to bound in probability the quantity (d. equation ( to be op((logm)-6), where A and B are two finite constants depending on p and \7 2 (see equation (24) aboye).
I\ow, nsing the same procedure as in the proof of Theorem 5 (d. :\O\\". the bound in probability at the end of page 1643 in thc reference is now, using (32) and (33) as n -+ 00
From there we can reach the same limit as in expression (4.10) and the equivalent to expression (4.11)
where 1/) = logj -(p/m) l:; logj satisfies l:; Vj = O, which is, from the assumptions of the Theorem,
Using Lemma 6 we can obtain the asymptotic distribution of (m/p)-1/2 l:; vj(27rlfj -1) and the Theol'em is proved.
ane! also from (11) and Assumption 2,
Next, \Ve consider with the same definitions as in p. 1648 of Robinson (1995b) . Further if we split the terms a == al + 0,2 ane! V = VI + b2 corresponding to second and fourth cumulants, we find that when do E a,l), with 
Proof. 
Now the left hand side of (36) is
The term in braces is
Next, using part (A) of Lemma 7, for n Iarge enough, sillce the sine terms cancel out by symmetry again.
Proaf of (AJ. Again, by symmetry, changing variable in the sum index, using trigonometric identities and tl1e proof of property (B), 
