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Abstract
One of the most important aspects of any machine learning paradigm is how it scales according
to problem size and complexity. Using a task with known optimal training error, and a pre-specified
maximum number of training updates, we investigate the convergence of thbackpropagation algorithm
with respect to a) the complexity of the required function approximation, b) the size of the network in
relation to the size required for an optimal solution, and c) the degree of noise in the training data. In
general, for a) the solution found is worse when the function to be approximated is more complex, for
b) oversized networks can result in lower training and generalization error incertain cases, and for c)
the use of committee or ensemble techniques can be more beneficial as the level of noise in the training
data is increased. For the experiments we performed, we do not obtain theoptimal solution in any case.
We further support the observation that larger networks can produce better training and generalization
error using a face recognition example where a network with many more parameters than training points
generalizes better than smaller networks.
Keywords: Local Minima, Generalization, Committees, Ensembles, Convergence, Backpropagation, Smoothness,
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1 Introduction
Statements regarding the training and generalization error of MLPs similar to the following occur often in
the neural network literature and community:
1. “BP is actually a gradient method, and therefore, there is no guarantee at all that the absolute minimum can be
reached. In spite of this theoretical remark, researchers involved with BPapplications know that this is not a very
serious problem. BP often leads to a global minimum, or at least makes it possible to meet practical stopping
criteria.”
2. “We have found local minima to be very rare and that the system learns in a reasonable period of time.”
3. “Backpropagation works well by avoiding non-optimal solutions.”
4. “We should not use a network with more parameters than the number of data points available.”
Statements 1 to 3 say that while local minima are expected, thy nevertheless either do not affect the quality
of the solution greatly, or they occur so infrequently that the effect can be ignored in practice (Breiman
(1994) makes the following comment about local minima:“Almost none of the neural net people seem to
worry about landing in local minima”). Statement 4 expresses the intuition that the degrees of freedom in
the model should be less than the total number of data points available for training.
In this paper, we show that a solution near the optimal solution is often not obtained. The relative quality of
the solution obtained will be investigated as a function of the following variables: a) the complexity of the
required function approximation, b) the size of the networkin relation to the size required for an optimal
solution, and c) the degree of noise present in the data. The results indicate that a) the solution found is
worse when the function to be approximated is more complex, b) oversized networks can result in lower
training and generalization error in certain cases, and c) the use of committee or ensemble techniques can be
more beneficial as the amount of noise in the training data is increased. Further support for the observation
that larger networks can, in certain cases, produce better training and generalization error is provided with a
face recognition example where a network with 364 times morepa ameters than training points generalizes
better than smaller networks. Techniques to control generalization are not used in order to illustrate this
case.
2 Local Minima
It has been shown that the error surface of a backpropagationnetwork with one hidden layer andt   1
hidden units has no local minima, if the network is trained with an arbitrary set containingt different inputs1
(Yu, 1992).
In practice, however, other features of the error surface suh as “ravines” and “plateaus” (Baldi and Hornik,
1988) can present difficulty for optimisation. For example,the two error functions shown in figure 1 (from
(Gori, 1996)) do not have local minima. However, the function on the left is expected to be more difficult
to optimise with gradient descent. For the purposes of this paper, the criterion of interest considered is “the
best solution found in a given practical time limit.”
1For larget, it may be impractical to use a network large enough in order to nsure that there are no local minima.
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Figure 1. Examples of two possible error functions of one dimension (from (Gori, 1996)). The abscissa
corresponds to the value of the single parameter and the ordinate corresponds to the error function. Although
neither of these functions contains local minima, the functio on the left is expected to be less suitable for
gradient descent optimisation due to the “flat” regions.
3 Prior Work
The error surface of very small networks has been characterized previously, e.g. for an XOR network
(Hamey, 1995). However, practical networks often contain hu dreds or thousands of weights2 and, in gen-
eral, theoretical and empirical results on small networks do not scale up to large networks. One reason
may be attributed to the interference effect in the trainingprocess. Consider the backpropagation training
algorithm, if the hidden layer neurons are not all in saturation, the gradients evaluated at the hidden layer
neurons are coupled (the update of each parameter generallyaffects many other parameters). For a network
with more hidden layer neurons, this interference effect isexpected to be more pronounced.
Caruana presented a tutorial at NIPS 93 (Caruana, 1993) withgeneralization results on a variety of problems
as the size of the networks was varied from “too small” to “toolarge”. “Too small” and “too large” are related
to the number of parameters in the model (without consideration of the distribution of the data, the error
surface, etc.). Caruana reported that large networksrarely do worsethan small networks on the problems
he investigated. The results in this paper partially correlate with that observation. Caruana suggested that
“backprop ignores excess parameters”.
Crane, Fefferman, Markel and Pearson (1995) used real-valued data generated by a random target network,
and attempted training new networks on the data in order to approximate the number of minima on the error
surface under varying conditions. The use of random target networks in this fashion has been referred to as
the student teacher problem (Saad and Solla, 1995). Motivated by this work, a very similar technique is used
in this paper in order to evaluate the quality of the local mini a which are found using backpropagation as
a function of various parameters.
Saad and Solla (1996) used the student teacher problem to analyze the effect of noise on on-line learning. For
2Networks with up to 1.5 million weights have been used for speech phoneme recognition (Bourlard and Morgan, 1994).
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the case of training examples corrupted with additive output noise (they also analyze model noise), Saad and
Solla have shown that small noise levels may shorten the symmetric phase of learning while larger values
may lengthen the phase. Generalization error increases as the noise level is increased. For the asymptotic
case, training with a fixed learning rate results in a non-vanishi g asymptotic generalization error. They
show that learning rate decay schemes can remove the effectso additive output noise asymptotically.
Müller, Finke, Schulten, Murata and Amari (1996) also usedrandomly generated “teacher” networks in
order to create training examples for “student” networks. They perform a detailed study of generalization
as a function of the number of training samples for classificat on tasks3. For networks with up to 256
weights, they demonstrate strong overfitting for a small number of training examples, a region where the
generalization error scales according to1=N2tr whereNtr is the number of training examples, and asymptotic
scaling according toNw=2Ntr whereNw is the number of weights in the network.
There are several theories for determining the optimal network size e.g. the NIC (Network Information
Criterion) (Amari, 1995) which is a generalization of the AIC (Akaike Information Criterion) (Akaike,
1973; Akaike, 1974) widely used in statistical inference, the generalized final prediction error4 (GPE) as
proposed by Moody (1992), and the Vapnik-Chervonenkis (VC)dimension (Maass, 1995; Abu-Mostafa,
1989; Bartlett, 1993) – which is a measure of the expressive power of a network5. NIC relies on a single
well-defined minimum to the fitting function and can be unreliable when there are several local minima
(Ripley, 1995). There is very little published computational experience of the NIC, or the GPE. Their
evaluation is prohibitively expensive for large networks.
VC bounds have been calculated for various network types (Cohn and Tesauro, 1992). Early VC-dimension
work handles only the case of discrete outputs. For the case of real valued outputs, a more general notion of
a “dimension” is required. Such a “pseudo-dimension” can bedefined by considering a loss function which
measures the deviation of predictions from the target values (Maass, 1995). VC bounds are likely to be too
conservative because they provide generalization guarantees simultaneously for any probability distribution
and any training algorithm. The computation of VC bounds forpractical networks is difficult. Apart from
small examples, we are unaware of any systematic proceduresfor the evaluation of VC bounds for typical
practical networks.
Other work addressing local minima or the number of samples requi ed with respect to generalization
include (Baum and Haussler, 1989; Sartori and Antsaklis, 1991; McInerny, Haines, Biafore and Hecht-
Nielsen, 1989; Yu, 1992; Gori and Tesi, 1992). These approaches are limited due to the assumptions they
make, e.g. typical limitations include applicability onlyto linearly separable problems, consideration only
of true local minima as opposed to regions where gradient descent becomes “stuck” (such as “plateaus”),
and no consideration of limits on training time.
3With respect to the results reported here, overfitting behaviour for classification tasks is expected to be different dueto the use
of training patterns with asymptotic targets.
4The final prediction error (FPE) is an alternative method fordetermining the order of a dynamical process, originally proposed
by Akaike (1970), and generalized to the neural network setting by Moody (1992).
5Very briefly, this is the largest set of examples that can be shattered by the network, where a set ofx examples is “shattered”
by the network if for each of the2x possible ways of dividing thex samples into disjoint setsS1 andS2, there exists a function




To investigate empirical performance we have chosen an artificial task so that we a) know the optimal
solution, and b) can carefully control various parameters.The task is as follows and is very similar to the
procedure used in (Crane et al., 1995):
1. An MLP withmi input nodes,mh hidden nodes, andmo output nodes (denoted bymi : mh : mo and
later referred to as the “data generating network”) is initialized with random weights, uniformly selected
within a specified range, i.e.,wi in the range K to K, wherewi are the weights of the network except
the biases, andK is a constant.K is 1.0 for the results reported in this paper except when otherwis
specified. The bias weights are initialized to small random values in the range( 0:1; 0:1). As K is
increased, the “complexity” of the function mapping is increased as will be discussed in more detail in
section 6.2.
2. Ntr data points are created by selecting random inputs with zerom an and unit variance and propagating
them through the network to find the corresponding outputs. This datasetS forms the training data for
subsequent simulations. The procedure is repeated to create a test dataset withNte points.Nte is 5000
for all simulations reported in this paper. The choice of zero mean and unit variance inputs is not too
unrealistic because the inputs to an MLP are often normalised to have zero mean and unit variance (the
distribution may not be normal however) (Le Cun, 1993).
3. The training data setS is used to train new MLPs, known subsequently as the “trainednetworks” with the
following architecture:mi : m0h : mo. For certain tests,m0h is varied frommh toM , whereM >> mh.
The initial weights of these new networks are set using the procedure suggested in Haykin (1994) (i.e.
they are not equal to the weights in the network used to createthe dataset). They are initialized on a node
by node basis as uniformly distributed random numbers in therange( 2:4=Fi; 2:4=Fi) whereFi is the
fan-in of neuroni. Theoretically, ifm0h  mh, then the optimal training set error is zero (for the case
where no noise is added to the data).
Figure 2 shows the process graphically.
5 Methodology for Exploring Convergence
The artificial task will be used to explore the convergence ofthe networks while varying certain parameters
in a controlled manner. Both the training and the generalization performance will be investigated. The
baseline network topology is 20:10:1, where 20, 10, and 1 were chosen to represent a typical network where
the number of inputs is greater than the number of hidden nodes and the specific values were chosen such
that the total training time of the simulations was reasonable. The following methodology is used:
1. The following parameters of the simulations are varied one at a time: a) the maximum value used for
setting the weights in the generating network (1  K  10), b) the size of the trained networks
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Figure 2. The process of creating the data sets.
(10  m0h  50, c) the size of the training dataset (200  Ntr  20; 000, and d) the amount of
zero mean Gaussian noise added to the training data (from zero to a standard deviation of 2% of the
standard deviation of the input data).
2. Each configuration of the MLP is tested with ten simulations, each with a different starting condition
(random weights).
3. Stopping criterion. No stopping criterion, and no methodof controlling generalization6 is used (other
than a maximum number of updates) in order to demonstrate this case. All networks are trained for an
identical number of stochastic updates (5 105). It is expected that overfitting could occur.
We used the standard MLP:ylk = f PNl 1i=0 wlkiyl 1i  whereylk is the output of neuronk in layer l, Nl is
the number of neurons in layerl, wlki is the weight connecting neuronk in layer l to neuroni in layer l   1,yl0 = 1 (bias), andf is the hyperbolic tangent function. The number of weights ineach network is thus(mi + 1)mh + (mh + 1)mo.
Standard backpropagation was used with stochastic update (update after each training point). Batch update
was also investigated – convergence was found to be very pooreven when training times were extended by an
order of magnitude. The quadratic cost function was used:E = 12PNi=1 e2i = 12PNi=1Pmok=1 (dki   yki)2,
wheredki is the desired value of thek th output neuron for thei th training sample from the training data
setS, andyki is the value ofk th output neuron of the MLP, in response to thei th training sample. The
learning rate was 0.05.
6There are many ways of controlling generalization, e.g. a) early stopping, b) weight decay or weight elimination, and c)pruning
– e.g. OBD (optimal brain damage) (Le Cun, Denker and Solla, 1990) and OBS (optimal brain surgeon) (Hassibi and Stork, 1993).
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6 Simulation Results
Results for varying the network size, the training set size,th function complexity, and the amount of noise
added to the training data are presented in the following sections.
6.1 Network Size
This section investigates the training and generalizationbehavior of the networks with the generating net-
work size fixed but the trained network size increasing. For all cases, the data was created with a generating
network architecture20 : 10 : 1, and the random weight maximum value,K was 1. The trained networks
had the following architecture:20 : m0h : 1, wherem0h was varied from 10 to 50. Theoretically, the optimal
training set error for all networks tested is zero, asm0h  mh. However, none of the networks trained here
obtained the optimal error (using backpropagation for5 105 updates)7.
Considering that networks with more than 10 hidden units contain more degrees of freedom than is necessary
for zero error, a reasonable expectation would be for the performance to be worse, on average, as the number
of hidden units is increased. Figure 3 shows the training andtest set error as the number of hidden units in
the trained network is varied from 10 to 50. The number of training points,Ntr, is 2000. On average, a better
solution is found in the larger networks when compared with the 10 hidden units networks. The best mean
training and generalisation error occurs for networks with40 hidden units. This trend varies according to
the generating network size (number of inputs, hidden nodesand outputs), the nature of the target function,
etc. For example, the optimal size networks perform best forcertain tasks, and in other cases the advantage
of larger networks can be even greater.
Figure 4 shows the results for the case of 20,000 and the case of 200 training points. Similar results are
obtained for 20,000 training points, i.e. on average, a better solution is found in the larger networks when
compared with the 10 hidden units networks. The best mean training and generalisation error also occurs
for networks with 40 hidden units in this case.
For 200 data points, the best mean training error occurs at 50hidden units and the best mean generalisation
error occurs at 30 hidden units. However, in this case the genralisation error is quite poor for all networks
(the number of data points is probably too small to accurately characterise the target function, cf. the curse
of dimensionality). The number of parameters in the networks is greater than 200, even for the case of 10
hidden units, as shown in table 1. This leads to the question:w uld networks smaller than the generating
network generalise better? In this case the answer was no – networks with 5 to 9 hidden units resulted in
worse performance.
7Alternative optimization techniques (e.g. conjugate gradient) can improve convergence in many cases. However, theseech-
































Number of Hidden Nodes
Figure 3. The error for networks with a topology 20:m0h:1 using 2,000 training points. The graph on the top is the
training error. The graph on the bottom is the test error. The abscissa orresponds to the number of hidden nodes.
Each result is averaged over ten simulations. Box-whiskers plots are shown on the left in each case along with the
mean plus or minus one standard deviation which is shown on the rightin each case.
Number of hidden nodes 10 20 30 40 50
Number of parameters 221 441 661 881 1101
Table 1.The number of parameters in the networks as the number of hidden nodes is varied from 10 to 50.
It is of interest to observe the effect of noise on this problem. Figure 5 shows the results for the case of 200
training points when Gaussian noise is added to the input data with a standard deviation equal to 1% of the
standard deviation of the input data. A similar trend to figure 4 is observed. The best generalization error,
on average, is obtained for networks containing 40 hidden nodes in this case.
The results in this section should not be taken to indicate that oversized networks should always be used.
However, the results do indicate that oversized networks may generalize well, and that if training is more
successful in the larger networks then it is possible for thelarger to also generalize better than the smaller
networks. A few observations:

































































Number of Hidden Nodes
200 training points
Figure 4.The error for the trained networks as shown in figure 3 when using 20,000 training points and when using
200 training points. From top to bottom: 20,000 training points – training error, 20,000 training points – test error,



























Number of Hidden Nodes
Figure 5.The error for the trained networks as shown in figure 4 for 200 training points and with noise added to the
input data. The noise was Gaussian with a standard deviation equal to 1% of the standard deviation of the original
data. Top to bottom: training and test errors.
2. A similar result would not be expected if a globally optimal solution was found in the small networks,
i.e. if the 10 hidden unit networks were trained to zero errorthen it would be expected that any networks
with extra degrees of freedom would result in worse performance.
3. The distribution of the results is important. For example, observe in figure 4 that the advantage of the
larger networks for 20,000 training points is decreased when considering the minimum error rather than
the mean error.
4. The number of trials is important. If sufficiently many trials are performed then it should be possible to
find a near optimal solution in the optimal size networks (in the limit of an infinite number of random
starting points, finding a global optimum is guaranteed). Any advantage from using larger size networks
would be expected to disappear.
5. Note that there has deliberately been no control of the generalization capability of the networks (e.g.
using a validation set or weight decay), other than a maximumn ber of updates. There are many
solutions which fit the training data well that will not generalize well. Yet, contrary to what might be
expected, the results indicate that it is possible for oversiz d networks to provide better generalization.
Successive pruning and retraining of a larger network (Hassibi and Stork, 1993) may arrive at a network
with similar size to the smaller networks here but with improved training and generalization error.
6. In terms of computation on serial machines, it may be desirable to investigate performance when the
number of individual weight updates (the number of iterations times the number of weights) is equal
rather than the number of training iterations (i.e. more training iterations could be done in the same time
for the smaller networks). What these results show is that the local optimum found for larger networks
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may be better when doing the same number of updates per weightand also that this may correspond to
better generalization, i.e. this says something about the nature of the error surface as the network size is
increased (the extra degrees of freedom may help avoid poor local minima). The experiments in the next
section with a face recognition problem show that it is possible to observe the same phenomenon even
when the smaller networks are trained for a greater number ofiterations.
6.1.1 Degrees of Freedom
Rules based on the degrees of freedom in the model have been proposed for selecting the topology of an
MLP, e.g. “The number of parameters in the network should be (significantly) less than the number of
examples” or “Each parameter in an MLP can comfortably store 1.5 bits of information. A network with
more than this will tend to memorize the data.”(according to CMU folklore).
These rules aim to prevent overfitting, but they are unreliable s the optimal number of parameters is likely
to depend on other factors, e.g. the quality of the solution found, the distribution of the data points, the
amount of noise, and the nature of the function being approximated.
Specific rules, such as those mentioned above, are not commonly believed to be accurate (Sarle, 1996).
However, the stipulation that the number of parameters mustbe less than the number of examples is typically
believed to be true for common datasets. The results here indicate that this is not always the case.
Face Recognition Example This section presents results on real data. Figure 7 shows the results of
training an MLP to classify 10 people from images of their faces8. The training set contains 5 images per
person, for a total of 50 training patterns9. The test set contained a different set of 5 images per person. A
small window was stepped over the images and the image samples at each point were quantized using a
two dimensional self-organizing map (Kohonen, 1995). The outputs of the self-organizing map for each
image sample were used as the inputs to the MLP . A subset of theimages is shown in figure 6. In each case,
the networks were trained for 25,000 updates. The networks used contain many more parameters than the
number of training points, as shown in table 2, yet the best training error and the best generalization error
corresponds to the largest model. Note that a) generalization has not been controlled using, for example, a
validation set or weight decay, and b) overfitting would be expected with sufficiently large networks.
When simulated on serial machines, larger networks requirelonger training times for the same number of
updates. Hence, it is of interest to compare what happens when the smaller networks are trained for longer
8This is not proposed as an intelligent face recognition technique.
9The database used is the ORL database which contains a set of faces taken between April 1992 and April 1994 at the Olivetti
Research Laboratory in Cambridge and is available fromhttp://www.cam-orl.co.uk/facedatabase.html. There are 10
different images of 40 distinct subjects in the database. Thre are variations in facial expression and facial details.A l the images
are taken against a dark homogeneous background with the subjects in an up-right, frontal position, with tolerance for sme tilting
and rotation of up to about 20 degrees. There is some variation in scale of up to about 10%. The images are greyscale (256 levels)
with a resolution of 92x112.
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Number of Hidden Nodes
Figure 7.Face recognition experiments showing that the optimal number of weights in a network can be much larger
than the number of data points. The smallest model, with six hidden nodes, has 156 times more parameters than
training points (7810 parameters). The largest model, with 14 hidden nodes, has 364 times more parameters than
training points (18210 parameters). The test error is given as the percentage of examples incorrectly classified.
Number of hidden nodes 6 8 10 12 14
Number of weights 7810 10410 13010 15610 18210
Table 2.The number of parameters in the face recognition network as the number of hidden nodes is increased.
than the larger networks. Figure 8 presents the results of training all of the networks twice as long. It can be
observed that the results do not change significantly.
Experiments with MLP networks for speech phoneme recognition have also suggested that better perfor-
mance can be obtained by overspecifying the number of parameters and using a cross-validation set to
















Number of Hidden Nodes
Figure 8.As per figure 7 with the networks trained for twice as long.
6.2 Function Complexity
This section investigates the quality of the solution foundby backpropagation as the maximum random
weight in the generating network,K, is increased. Figure 10 shows the results for target and generati g
networks with topology20 : 10 : 1. Ntr = 2000 andNte = 5000. It is difficult to visualize the target
function asK is increased. A simple method which provides an indication of the complexity is plotted in
figure 9 and is created as follows:for each output ofor each input iset all inputs 6= i equal to 0plot output o as input i is varied from -2 to 2repeat 10 timesset all inputs 6= i equal to Gaussian random values ( = 0, 2 = 1)plot output o as input i is varied from -2 to 2
From figure 9, it can be observed that the function “complexity” increases whenK is increased from 1 to
5. Hence,K may be considered as a parameter controlling the function “cmplexity” although a precise
definition of “complexity”10 is not being used.
Again, the optimal training set error for all networks is zero becausem0h  mh. AsK increases, correspond-
ing to the target function becoming more “complex”, it can beobserved that the solution found becomes
significantly worse. Worse generalization may be expected asK increases, however the focus here is on the
training error when compared to the optimal error of zero.
This behaviour can be explained by considering the error surface asK is increased. MLP error surfaces
can have many areas with shallow slopes in multiple dimensions (Hecht-Nielsen, 1990). This is typically a
10Large weights do not always correspond to target functions which are not “smooth”, for example this is not the case when
fitting the function sech(x) using twotanh sigmoids (Cardell, Joerding and Li, 1994) (because sech(x) = limd!0(tanh(x+d) tanh(x))=d, i.e. the weights become indefinitely large as the approximation improves).
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Figure 9. Plots indicating the complexity of the target function for varyingK. AboveK = 1, belowK = 5. The
networks used for creating these plots had the topology 20:10:1. Therows correspond to the first five inputs of these
networks. The first column corresponds to the case where all other inputs are set to zero, and the remaining columns
correspond to the cases where the other inputs are set to random values, as perthe pseudo-code. The abscissa of
each individual plot corresponds to the value of the input for that rowand ranges from -2 to 2. The ordinate of each
individual plot corresponds to the network output.
result of the weighted sum at one or more of the hidden nodes becoming large, which causes the output of
these hidden nodes to become insensitive to small changes inthe respective weights (the unit is operating in
a tail of the sigmoid function where the slope is small). AsK increases, the optimal solution requires the
nodes to operate in the region where the slope is small more often.
This result highlights a point regarding the application ofMLP models: the nature of the target function is
often not considered in detail. Perhaps consideration of the implicit bias towards “smooth” models can be of
help and preprocessing efforts could be directed towards formulating the required approximation to better
suit the MLP. Additionally, it is expected that if the required approximation is “smoother” then the weights
of the network are less likely to be driven towards large values, nodes are less likely to become saturated,
and generalization performance may be expected to improve.
6.3 Ensembles of Networks and Noisy Training Data
Committees, or an ensemble of networks, are known to be able to improve generalization performance
































Figure 10.Error for networks with the topology 20:10:1 as the maximum random weight for the generating network
is increased. The graph on the top is the training error. The graph on the bottom is the test error. The abscissa
corresponds to the value ofK. Each result is averaged over ten simulations – plus and minus one standarddeviation
error bars are plotted at each point.
Cooper, 1993). This section investigates the effect of using committees as the amount of noise added to
the training data increases. A simple weighted ensemble of networks is used. Consider the bias/variance
dilemma as in (Geman, Bienenstock and Doursat, 1992) where tMSE may be decomposed into bias and
variance components:
MSEbias = (ED[f(x)] E[yjx])2 (1)
MSEvariance = ED (f(x) ED[f(x)])2 (2)
whereED represents the expectation with respect to a training set,D, andf(x) is the approximating func-
tion. With finite training data, reducing the bias generallyincreases the variance and vice versa. For
a multilayer perceptron, there is another variance term dueto convergence to local minima which can be
reduced using ensembles, and the effect of this reduction isgreater if the individual networks have larger
variance (see (Naftaly, Intrator and Horn, 1995)). Increasing noise levels, and the resulting poorer con-
vergence, may induce this condition. Therefore, it is expected that the ensemble technique may be more
beneficial as the noise level is increased.
Figure 11 shows the results of using 1 to 4 committee networksas the standard deviation of zero mean
Gaussian noise added to the training data is varied from 0 to 2% f the standard deviation of the input data.
It can be observed that the use of more networks in the ensemble does appear to be more successful as the
noise is increased. The networks had topology 20:10:1 and were trained for5 105 updates.Ntr was 2,000
















































Number of Committee Networks
2% noise
Figure 11.Test error as the number of committee networks is increased from 1 to 4 in each plot. From top to bottom:
no noise, and Gaussian noise with a standard deviation of 1%, and 2% of the standard deviation of the input data
respectively.
7 Discussion
Using an artificial task where the optimal training error wasknown and a sample real world problem along
with a pre-specified maximum number of training updates, it was shown that:
1. The solution found by gradient descent with a practical training time is often significantly worse than a
globally optimal solution.
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2. In certain cases, the best generalization can occur when the umber of parameters in the network is
greater than the number of data points. This can occur when the larger networks are easier to train.
This result should not be taken to indicate that oversized networks should always be used. However,
the result does indicate that, in certain cases, training cabe more successful in larger networks, and
consequently, it is possible for larger networks to result in improved generalization. It remains desirable
to find solutions with the smallest number of parameters.
3. The solution found by gradient descent can be significantly worse as the function to be approximated
becomes more complex.
4. The use of ensemble techniques can be increasingly beneficial as the level of noise in the training data
increases.
5. Given the set of functions that a particular MLP can approximate and a pre-specified maximum number
of training updates, certain functions are “harder” to approximate using backpropagation than others.
7.1 Network Size and Degrees of Freedom
A simple explanation for why larger networks can sometimes provide improved training and generalisation
error is that the extra degrees of freedom can aid convergence, i.e. the addition of extra parameters can
decrease the chance of becoming stuck in local minima or on “plateaus”, etc. (Kröse and van der Smagt,
1993).
This section provides plots of the function approximated bythe trained networks and the network weights
which indicate the following: a) the function approximatedby the oversized networks remains relatively
“smooth”, and b) after training, the extra degrees of freedom in the larger networks contribute to the function
approximated in only a minor way. The plots in this section were created using a smaller task in order to aid
visualisation: the generating networks had topology 5:5:1and the trained networks had 5, 15, and 25 hidden
units. 1,000 training data points were used and the random weight maximum value was 2.
Figures 12 to 14 provide an indication of the function approximated by the networks as the network size (5,
15, and 25 hidden units) and amount of noise (Gaussian noise with standard deviation 0, 5%, and 10% of
the input standard deviation) in the data are varied. The plots are generated as described in section 4. The
dotted lines show the target function (from the generating network) and the solid line shows the function
approximated by the trained network. Observations: a) the training network approximation tends to be less
accurate for the optimal size network, b) the approximationappears relatively “smooth” in all cases.
Figures 15 to 17 show the weights in the trained networks as the network size (5, 15, and 25 hidden units)
and amount of noise (Gaussian noise with standard deviation0, 5%, and 10% of the input standard deviation)
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Figure 12. The function approximated by networks with 5, 15,and 25 hidden units for the case of no
noise. The plots are generated as described in section 4. Thedotted lines show the target function (from the
generating network) and the solid line shows the function approximated by the trained network.
in the data are varied. Each diagram is plotted as follows: The columns (1 to 6) correspond to the weights
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Figure 13. The function approximated by networks with 5, 15,and 25 hidden units for the case of Gaussian
noise with standard deviation 5% of the standard deviation of the inputs. The plots are generated as described
in section 4. The dotted lines show the target function (fromthe generating network) and the solid line shows
the function approximated by the trained network.
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Figure 14. The function approximated by networks with 5, 15,and 25 hidden units for the case of Gaussian
noise with standard deviation 10% of the standard deviationof the inputs. The plots are generated as
described in section 4. The dotted lines show the target function (from the generating network) and the
solid line shows the function approximated by the trained network.
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from the hidden nodes to the bias and the 5 input nodes. The rows are organised into groups of two with
a space between each group. The number of groups is equal to the number of hidden nodes in the trained
network. For the two rows in each group, the top row corresponds to the generating network and the bottom
row corresponds to the trained network. The idea is to compare the weights in the generating and trained
networks. There are a couple of difficulties which arise in this comparison which are resolved as follows.
Firstly, there is no reason for hidden node 1 in the generating network to correspond to hidden node 1 in
the trained network, etc. This problem is resolved by findingthe best matching set of weights in the trained
network for each hidden unit in the generating network (using the Euclidean distance between the weight
vectors), and matching the hidden nodes of the trained and geerating networks accordingly. Additionally,
these best matches are ordered according to the respective distances between the weight vectors, i.e. the
top two rows shows the generating network hidden node which was best approximated by a hidden node in
the trained network. Likewise, the worst match is at the bottom. A second problem is that trying to match
the weights from the hidden nodes to the input nodes does not take into account the output layer weights,
e.g. exactly the same hidden node function could be computedwith different weights if the hidden nodes
weights are scaled and the output layer weights are scaled accordingly. For the case of only one output which
is considered here, the solution is simple: the hidden layerweights are scaled according to the respective
output layer weight. Each individual weight (scaled by the appropriate output weight) is plotted as follows:
the square is shaded in proportion to the magnitude of the weight, where white equals 0 and black equals
the maximum value for all weights in the networks. Negative weights are indicated by a white square inside
the outer black square which surrounds each weight.
Observations: a) the generating network weights are often matched more closely by the larger networks
(consider the fourth and fifth best matching groups of two rows), b) the extra weights in the larger networks
contribute to the final approximation in only a minor way, andc) the results indicate that pruning (and
optionally retraining) the larger networks may perform well.
A conclusion is that backpropagation can result in the underutilisation of network resources in certain cases
(i.e. some parameters may be ineffective or only partially effective due to sub-optimal convergence).
Since reporting the work contained in this paper, S. Hanson has stated (Hassoun, Cherkassky, Hanson,
Oja, Sarle and Sudjianto, 1996):“Whether in the language of approximation theory (overfitting etc.) or
statistical estimation (bias vs. variance) it is clear thattoo many parameters in some nonparametric models
can be grievous, however with many Neural Networks, more parameters can actually improve things.”and
“Such [phenomena] which arise uniquely in Neural Network applications should be more of a focus for
statisticians rather than an anomaly to be ignored”. This section has investigated the phenomenon under
controlled conditions and discussed how the phenomenon mayarise.
The phenomenon has also been observed by others, e.g. Dadson(1996) states“I find that in practice net-
works with a very parsimonious number of neurons are hard to train” , Slomka (1996) states that slightly
larger than optimal size networks have often improved performance, and Back (1992) states that“overpa-
rameterized synapses give lower MSE and variance than exactorder synapses”in the context of modelling
nonlinear systems with FIR and IIR MLP networks.
21
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
5 hidden units 15 hidden units 25 hidden units
Figure 15. The weights after training in networks with 5, 15,and 25 hidden units for the case of no noise.
In each case, the results are shown for two networks with different random starting weights. The plotting
method is described in the text. For each pair of rows, the toprow corresponds to the generating network
and the bottom row corresponds to the trained network. Observe that a) the generating network weights are
often matched more closely by the larger networks (compare the fourth and fifth set of two rows), and b) the
extra weights in the larger networks contribute to the final approximation in only a minor way.
7.2 Occam’s Razor
The results showing that larger than optimal size networks can generalize better, in certain cases, are not in
contradiction with Occam’s razor. Occam’s razor, which advocates the simpler out of a number of possible
solutions, is not applicable to the situation where each solution is of a different quality, i.e. while larger
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Figure 16. The weights after training in networks with 5, 15,and 25 hidden units for the case of Gaussian
noise with standard deviation 5% of the standard deviation of the inputs. In each case, the results are shown
for two networks with different random starting weights. The plotting method is described in the text. For
each pair of rows, the top row corresponds to the generating network and the bottom row corresponds to
the trained network. Observe that a) the generating networkeights are often matched more closely by
the larger networks (compare the fourth and fifth set of two rows), and b) the extra weights in the larger
networks contribute to the final approximation in only a minor way.
networks can provide improved generalization performance, this typically only happens when the larger
networks are better models of the training data.
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Figure 17. The weights after training in networks with 5, 15,and 25 hidden units for the case of Gaussian
noise with standard deviation 10% of the standard deviationof the inputs. In each case, the results are shown
for two networks with different random starting weights. The plotting method is described in the text. For
each pair of rows, the top row corresponds to the generating network and the bottom row corresponds to
the trained network. Observe that a) the generating networkeights are often matched more closely by
the larger networks (compare the fourth and fifth set of two rows), and b) the extra weights in the larger
networks contribute to the final approximation in only a minor way.
7.3 Learning Theory
The results are also not in contradiction with statistical le rning theory. Vapnik (1995) states that machines
with a small VC dimension are required to avoid overfitting. However, he also states that“it is difficult to
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approximate the training data”, i.e. for a given problem in MLP approximation, the goal is tofind the ap-
propriate network size in order to minimize the tradeoff between overfitting and poor approximation. Vapnik
suggests that the use ofa priori knowledge is required for small training error and small generalisation error.
For the case of linear output neurons, Barron (1991; 1992) has derived the following bound on the total risk
for an MLP estimator: OCfmh+OmhmiNtr logNtr (3)
whereCf is the first absolute moment of the Fourier magnitude distribution of the target functionf and is a
measure of the “complexity” off . Again, a tradeoff can be observed between the accuracy of the best ap-
proximation (which requires largermh), and the avoidance of overfitting (which requires a smallermh=Ntr
ratio). However, this does not take into account limited training time and different rates of convergence
for different f . The left-hand term (the approximation error) correspondsto the error between the target
function and the closest function which the MLP can implement. For the artificial task, the approximation
error is zero form0h  10. Based on this equation, it is likely thatm0h = 10 would be selected as the optimal
network size (note that the results reported here use sigmoidal rather than linear output neurons).
Recent work by Bartlett (1996) correlates with the results repo ted here. Bartlett comments:“the VC-bounds
seem loose; neural networks often perform successfully with training sets that are considerably smaller than
the number of network parameters”. Bartlett shows (for classification) that the number of training samples
only needs to grow according toA2l (ignoring log factors) to avoid overfitting, whereA is a bound on the
total weight magnitude for a neuron andl is the number of layers in the network. This result and eitheran
explicit (weight decay etc.) or implicit bias towards smaller weights leads to the phenomenon observed here,
i.e. larger networks may generalize well and therefore better generalization is possible from larger networks
if they can be trained more successfully than the smaller networks.
7.4 The Curse of Dimensionality
Considerxi 2 Rn. The regression,f(x) is a hypersurface inRn. If f(x) is arbitrarily complex and
unknown then dense samples are required to approximate the function accurately. However, it is hard
to obtain dense samples in high dimensions. This is the “curse of dimensionality”11 (Friedman, 1995).
The relationship between the sampling density and the number of points required is N 1n (Friedman,
1995) wheren is the dimensionality of the input space andN is the number of points. Thus, ifN1 is the
number of points for a given sampling density in 1 dimension,then in order to keep the same density as the
dimensionality is increased, the number of points must increase according toNn1 .
Kolmogorov’s theorem shows that any continuous function ofdimensions can be completely character-
ized by a 1-dimensional continuous function. Specifically,Kolmogorov’s theorem (Friedman, 1995; Kol-
mogorov, 1957; Kŭrková, 1991; Kŭrková, 1995) states that any continuousf(x1; x2; : : : ; xn) = 2n+1Xj=1 gf  nXi=1 iQj(xi)! (4)
11Other definitions of the “curse of dimensionality” exist, however we use the definition of Friedman (1995).
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wherefign1 are universal constants that do not depend onf , fQj(z)g2n+11 are universal transformations
which do not depend onf , andgf (u) is a continuous, one-dimensional function which totally characterisesf(x1; x2; : : : ; xn) (gf is typically highly nonsmooth), i.e. there is a one dimensioal continuous function
that characterises any continuous function ofn arguments. As such, we can see that the problem is not so
much the dimensionality, but the complexity of the function(high dimensional functions typically have the
potential to be more complex) (Friedman, 1995), i.e. the curse of dimensionality essentially says that in
high dimensions, the less data points we have, the simpler the function has to be in order to represent it
accurately. The No Free Lunch theorem (Wolpert and Macready, 1995) shows that, if we do not make any
assumptions regarding the target function, no algorithm performs better than any other on average. In other
words, we need to make assumptions. A convenient and useful ass mption (which corresponds to common
sensory data in many instances) is that of smoothness. As demonstrated, smoother functions correspond to
faster convergence. Intuitively this is reasonable – more cmplex functions correspond to a greater degree
of saturation in the nodes, and the backpropagated error appro ches zero in saturated regions.
7.5 Weight Distributions
In certain cases, standard backpropagation can lead to an implicit bias towards smaller weights as the fol-
lowing experiment shows. Networks were trained as before using data generated from a network initialised
usingK = 20, Ntr = 20; 000 (cf. the curse of dimensionality and more points required for m re complex
target functions), no generalization control, and5  105 iterations. Figure 18 shows box-whiskers plots of
the distribution of weights after training for networks with 10 to 50 hidden nodes. Observe that the weights















Figure 18. Box-whiskers plots showing the weight magnitude distributionf r the generating network (10 hidden
nodes, on the left) and the trained networks with 10 to 50 hidden nodes.Av raged over 10 trials in each case.
7.6 Universal Approximation
The results are negative in terms of the possibility of training large homogeneous MLPs to parsimoniously
represent arbitrary functions. Even for the case of relatively small maximum weights in the network, it can
26
be seen that convergence may be difficult for the most parsimonious solutions. While large MLPs have been
successful in pattern recognition (e.g. speech phoneme recognition (Bourlard and Morgan, 1994)), we sug-
gest that it can be difficult to find parsimonious solutions which employ appropriate internal representations.
With reference to biological neural networks, the reason that we can learn the things we do is, perhaps,
critically linked to the pre-wiring of the human brain. For example, we know that we have a lot of difficulty
training a chimpanzee to learn a human language, let alone MLPs. This conclusion applies to the homo-
geneous MLP type of universal approximation approach to learning by example. There is a whole class of
algorithms for learning by example which operate on the basis of looking for regularities and then incorpo-
rating these regularities into the model (e.g. grammar induction algorithms). In contrast, the computational
capacity of MLPs is static.
Finally, we quote Minsky and Papert’s epilogue to “Perceptrons” (1988):
“In the early years of cybernetics, everyone understood that hill-climbing was always available for working easy
problems, but that it almost always became impractical for problemsof larger sizes and complexities. We were very
pleased to discover that [perceptron convergence] could be represented as hill-climbing; however that very fact led us
to wonder whether such procedures could dependably be generalized, even to th limited class of multi-layer machines
we have named Gamba perceptrons. The situation seems not to have changd much – we have seen no contemporary
connectionist publication that casts much new theoretical light on the situation. Then why has [backpropagation,
gradient descent] become so popular in recent years? In part this is becauseit is so widely applicable and because
it does indeed yield new results (at least on problems of rather small scale). Its reputation also gains, we think, from
it being presented in forms that shares, albeit to a lesser degree, the biological plausibility of [the perceptron]. But
we fear that its reputation also stems from unfamiliarity with the manner in which hill-climbing methods deteriorate
when confronted with larger scale problems.
Minsky and Papert’s assertion that local minima and relateddifficulties are a problem appears to be valid.
We agree – it does not appear that standard MLP networks trained with backpropagation can be scaled up
to arbitrarily large problems. However, while there are certain fundamental limitations to the performance
of this class of learning algorithms, MLPs have produced better results than some notable alternatives, e.g.
perceptrons with threshold units (Werbos, 1974). The imposition of the sigmoid non-linearities in MLPs
allows the use of gradient descent optimisation and empirical esults suggests that the error surface can be
(relatively speaking) quite suitable for a gradient descent based optimization process.
8 Appendix A: Generalization and Overfitting
This section provides a brief overview of generalization and overfitting.
Generalization refers to how well a model performs on unseendata, i.e. the model is trained using a given
training set and generalization corresponds to the expected performance of the model on new patterns.
Mathematically, the goal of MLP training can be formulated as minimization of a cost function (Bengio,
1996): Etrue = Zx;d e(f(x;w);d)p(x;d) dxdd (5)
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wheree is a local cost function,f is the function implemented by the MLP,x is the input to the model,d is
the desired output of the model,w corresponds to the weights in the network, andp represents the probability
distribution. The objective of training is to optimise the parametersw such thatEtrue is minimised:ŵ = argminw Zx;d e(f(x;w);d)p(x;d) dxdd (6)Etrue is the generalization error (Bengio, 1996), i.e. the expected performance of the MLP on new patterns
randomly chosen fromp(x;d). In practicep(x;d) is not known. Instead, a training setT = fxp;dpgNp1 is
given, whereNp is the number of patterns, and an approximation ofEtrue is minimised which is called the
empirical error (Vapnik, 1982) or training error (Bengio, 1996):E = NpXp=1 e(xp;dp) (7)
The quadratic and relative entropy cost functions are examples of such an error function.
A very important question is how well a model trained to minimiseE generalises (i.e. how lowEtrue is).
This is important because lowE (performance on the training set) does not necessarily meanlow Etrue
(expected performance on new patterns).
An MLP provides a function mapping from input values to desird output values. This mapping is generally
“smooth” (in a sense defined by the nature of the activation function, the topology of the network, and the
training algorithm) and allows interpolation between the training points. Consider the simple case of an
input with only one dimension as shown in figure 19. The training patterns, marked with a cross, contain
noise. The true, underlying function mapping may be that shown in the middle graph. However, without
any controlling scheme, the MLP may seriously underfit (the left-hand graph in figure 19) or overfit (the
right-hand graph in figure 19) the data. Observe that the average error on the training samples is highest
for the underfitting graph in figure 19 and lowest for the overfitting graph. For the case of overfitting, the
error on the training samples may be very low, but error on test samples may be high (consider test points in
between the training points on the overfitting graph), i.e. for a given MLP, as training is continued past the
“correct fit” point, generalization performance may decrease. This is the well known bias/variance tradeoff
(Geman et al., 1992) – in the underfitting case, the MLP estimator produces estimates which have high bias
but low variance (an estimator is said to be biased if, on average, the estimated value is different to the
expected value). In the overfitting case, bias of the estimator is low but variance is high. There exists an
optimum between the two extremes.
The degree to which overfitting is possible is related to the number of training patterns and the number
of parameters in the model. In general, with a fixed number of training patterns, overfitting can occur
when the model has too many parameters (too many degrees of freedom). Figure 20 illustrates the idea
using polynomial approximation. A training dataset was created which contained 21 points according to
the equationy = sin(x=3) +  where is a uniformly distributed random variable between -0.25 and
0.25. The equation was evaluated at0; 1; 2; : : : ; 20. This dataset was then used to fit polynomial models
(Rivlin, 1969; Press, Teukolsky, Vetterling and Flannery,1992) with orders between 2 and 20. For order
2, the approximation is poor as shown in figure 20. For order 10, the approximation is reasonably good.
However, as the order (and number of parameters) increases,significant overfitting is evident. At order 20,
the approximated function fits the training data very well, however the interpolation between training points
is very poor.
28
Figure 19. Underfitting and overfitting.
Figure 21 shows the results of using an MLP to approximate thesame training set12. As for the polynomial
case, the smallest network with one hidden unit (4 weights including bias weights), did not approximate
the data well. With two hidden units (7 weights), the approximation is reasonably good. In contrast to the
polynomial case however, networks with 10 hidden units (31 weights) and 50 hidden units (151 weights)
also resulted in reasonably good approximations. Hence, for this particular (very simple) example, MLP
networks trained with backpropagation do not lead to a largedegree of overfitting, even with more than 7
times as many parameters as data points. It is certainly truethat overfitting can be a serious problem with
MLPs. However, this example highlights the possibility that MLPs trained with backpropagation may be
biased towards smoother approximations.
Figure 22 shows a different example where significant overfitting can be seen in larger MLP models. The
same equation was used as for the previous example except theequation was only evaluated at0; 1; 2; : : : ; 5,
creating 6 data points. The figure shows the results of using MLP models with 1 to 4 hidden nodes. For
this example, the 3 and 4 hidden node cases produce an approximation which is expected to result in worse
generalization. A test dataset was created by evaluating the equation without noise (y = sin(x=3)) at
intervals of 0.1. Tables 3 and 4 show the results on the test set for the models trained on the first and second
example respectively. For the first example, the largest network provided the best generalization. However,
for the second example, the network with 2 hidden nodes provided the best generalization – larger networks
resulted in worse generalization due to overfitting.
Hidden Nodes 1 2 10 50
Training MSE 0.373 0.0358 0.0204 0.0204
Test MSE 0.257 0.0343 0.0222 0.0201
Table 3. Results for MLP interpolation of the functiony = sin(x=3) in the range 0 to 20. The best generalization
corresponded to the largest network tested which had 50 hidden nodes.
12Training details were as follows. A single hidden layer MLP,backpropagation, 100,000 stochastic training updates, and a
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Order 16 Order 20
Figure 20. Polynomial interpolation of the functiony = sin(x=3) +  in the range 0 to 20 as the order of
the model is increased from 2 to 20. is a uniformly distributed random variable between -0.25 and 0.25.
Significant overfitting can be seen for orders 16 and 20.
Hidden Nodes 1 2 10 50
Training MSE 0.0876 0.0347 4.08e-5 7.29e-5
Test MSE 0.0943 0.0761 0.103 0.103
Table 4. Results for MLP interpolation of the functiony = sin(x=3) in the range 0 to 5. The best generalization
corresponded to 2 hidden nodes – larger networks resulted in higher error due to overfitting.
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Target Function without Noise
10 Hidden Nodes 50 Hidden Nodes
Figure 21. MLP interpolation of the functiony = sin(x=3)+  in the range 0 to 20 as the number of hidden
nodes is increased from 1 to 50. is a uniformly distributed random variable between -0.25 and 0.25. A
large degree of overfitting can not be observed.
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Kröse, B. and van der Smagt, P., eds (1993),An Introduction to Neural Networks, fifth edn, University of Amsterdam.
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