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We consider the following well-known problem, which is called
the disjoint paths problem. For a given graph G and a set of k pairs
of terminals in G , the objective is to ﬁnd k vertex-disjoint paths
connecting given pairs of terminals or to conclude that such paths
do not exist. We present an O (n2) time algorithm for this problem
for ﬁxed k. This improves the time complexity of the seminal result
by Robertson and Seymour, who gave an O (n3) time algorithm for
the disjoint paths problem for ﬁxed k. Note that Perkovic´ and Reed
(2000) announced in [24] (without proofs) that this problem can
be solved in O (n2) time. Our algorithm implies that there is an
O (n2) time algorithm for the k edge-disjoint paths problem, the
minor containment problem, and the labeled minor containment
problem. In fact, the time complexity of all the algorithms with
the most expensive part depending on Robertson and Seymour’s
algorithm can be improved to O (n2), for example, the membership
testing for minor-closed class of graphs.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Background of the disjoint paths problem
In the vertex-(edge-)disjoint paths problem, we are given a graph G and a set of k pairs of vertices
(s1, t1), . . . , (sk, tk) in G (which are sometimes called terminals), and we have to decide whether or
not G has k vertex-(edge-)disjoint paths P1, . . . , Pk in G such that Pi joins si and ti for i = 1,2, . . . ,k.
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K. Kawarabayashi et al. / Journal of Combinatorial Theory, Series B 102 (2012) 424–435 425Furthermore, we ﬁnd such paths if they exist. This is certainly a central problem in algorithmic graph
theory and combinatorial optimization. See the surveys [9,32]. It has attracted attention in the con-
texts of transportation networks, VLSI layout and virtual circuit routing in high-speed networks or
Internet. A basic technical problem here is to interconnect certain prescribed “channels” on the chip
such that wires belonging to different pins do not touch each other. In this simplest form, the prob-
lem mathematically amounts to ﬁnding disjoint trees in a graph or disjoint paths in a graph, each
connecting a given set of vertices.
Let us give previous known results on the disjoint paths problem. If k is a part of the input of the
problem, then this is one of Karp’s original NP-complete problems [12], and it remains NP-complete
even if G is constrained to be planar (Lynch [21]). The seminal work of Robertson and Seymour says
that there is a polynomial time algorithm (actually an O (n3) time algorithm) for the disjoint paths
problem when the number of terminals, k, is ﬁxed (in this paper, we shall refer to this problem as
“the k disjoint paths problem”). Actually, this algorithm is one of the spin-offs of their groundbreaking
work on the graph minor project spanning 23 papers, and giving several deep and profound results
and techniques in discrete mathematics.
The disjoint paths problem is a special case of ﬁnding a multi-commodity ﬂow. In the multi-
commodity ﬂow question, the commodities at the sources s1, s2, . . . , sk are different and the demand
at each ti is for a speciﬁc commodity. This is the type of question we need to resolve when send-
ing information through the information highway network and so has become increasingly of interest
to computer scientists (see, for example the work of Chekuri et al. [3–6] and of Tardos and Klein-
berg [15–18]). One special case which is of great interest is that all demands are at most 1/2. This
problem setting behaves very different from the disjoint paths problem. Indeed there are many such
ﬂow type problems for which the half integral version can be at least approximately solved although
the integral version is intractable (see [20,22]). A similar situation holds with respect to the k disjoint
path problem. The proof of correctness of Robertson and Seymour’s algorithm requires almost all of
the graph minors project papers and more than 500 pages.1 On the other hand, Kawarabayashi and
Reed [13] gave a nearly linear time algorithm for the half integral version, which improves the pre-
vious known result by Kleinberg [16] who gave an O (n3) time algorithm. In addition, the correctness
of this algorithm is much simpler than that of Robertson and Seymour’s.
1.2. Motivation and main results
Our motivation is that it seems that the time complexity O (n3) of Robertson and Seymour’s algo-
rithm is too expensive. Reed announced in [27] (see also [24]) that he proved that this problem can
be solved in O (n2) time. However a detailed description of the algorithm was not fully written down.
We now come to know tangles and brambles, and their corresponding grid minors more closely, so
we think that we should be able to improve the time complexity. In [13], two of us gave a “nearly”
linear time algorithm for the half integral version of the k disjoint paths problem. Namely, the time
complexity is O (m + n logn). This greatly improves the result by Kleinberg [16]. We now try to im-
prove the time complexity of Robertson and Seymour’s algorithm. Let us remark that the results in
[26,29] show that there is a linear time algorithm for the k disjoint paths problem when an input
graph is planar. Also, there is a linear time algorithm for the k disjoint paths problem when an in-
put graph is a bounded genus graph [8,19]. So, it would be conceivable that the time complexity of
Robertson and Seymour’s algorithm can be improved to linear or nearly linear. However, there are a
lot of technical diﬃculties; as we mentioned, the half integral version of the k disjoint paths problem
is much easier. In this paper, we managed to prove the following theorem, which improves the time
complexity of Robertson and Seymour’s algorithm to quadratic.
Theorem 1.1. There is an O (n2) time algorithm for the k disjoint paths problem for ﬁxed k.
1 Recently, a much shorter proof for the correctness of the graph minor algorithm is obtained in [14]. The proof hinges upon
a signiﬁcantly shorter proof of the “unique linkage theorem” [35].
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Our algorithm follows Robertson–Seymour’s algorithm [33]. So, let us ﬁrst sketch the Robertson–
Seymour’s algorithm on the disjoint paths problem.
At a high level, it is based on the following two cases: either a given graph G has bounded tree-
width or else it has large tree-width. In the ﬁrst case, one can apply dynamic programming to a
tree-decomposition of bounded tree-width, see [1,2,33]. The second case again breaks into two cases
depending on whether G has a large clique minor or not. Suppose that G has a large clique minor. If
we can link up the terminals to the minor, then we can use this clique minor to link up the terminals
in any desired way. Otherwise, there is a small separation such that the large clique minor is cut off
from the terminals by this separation. In this case, we can prove that there is a vertex v in the clique
minor which is irrelevant, i.e., the k disjoint paths problem is feasible in G if and only if it is in G − v .
So, suppose G does not have a large clique minor. Then one can prove that, after deleting bounded
number of vertices, there is a large wall which is essentially planar. This makes it possible to prove
that the middle vertex v of this wall is irrelevant. This requires the whole graph minor papers, and
the structure theorem of graph minors [34].
Robertson and Seymour could only give an O (n2) time algorithm to ﬁnd such an irrelevant ver-
tex v . Then the algorithm recurses in the graph G− v . Thus if we could give an O (n) algorithm to ﬁnd
such an irrelevant vertex, we could prove Theorem 1.1. This is our main task. We need to consider
the two cases, namely, a graph with or without a large clique minor. In both cases, we need to ﬁnd
an irrelevant vertex in time O (n). This will be proved in Sections 4 and 5.
The technical diﬃculties we have to overcome are the following two points:
1. When there is a large clique minor, we have to ﬁnd an irrelevant vertex in O (n) time, rather than
in O (m) time. This means that we cannot use the standard ﬂow algorithm (since the input graph
could have Θ(n2) edges). We shall use the algorithm by Nagamochi and Ibaraki [23] to ﬁnd such
a vertex. Roughly, at the beginning of our algorithm, we have to construct a “spanner” G ′ of the
input graph G with at most O (n) edges, which maintains connectivity between each vertex in
G and the terminals in {s1, . . . , sk, t1, . . . , tk}. This allows us to ﬁnd a small separation in O (n)
time, and hence we are able to ﬁnd an irrelevant vertex in the large clique minor in O (n) time.
In addition, after deleting the irrelevant vertex, we have to update this “spanner” in O (n) time.
2. When there is no large clique minor, in O (n) time, we have to ﬁnd a large wall which is closest
to a “leaf” in the seminal graph minor decomposition theorem. Then we have to ﬁnd a “nearly”
planar embedding induced by this wall in O (n) time. Note that at the moment, there are O (n)
edges in G .
2. Preliminary
In this paper, n and m always mean the number of vertices of a given graph and the number of
edges of a given graph, respectively. Sometimes we say “disjoint paths”, which mean “vertex-disjoint
paths”. Let G = (V , E) be a graph. For a subgraph H of G , the vertex set and the edge set of H are
denoted by V (H) and E(H), respectively. A separation (A, B) of G is a pair of edge-disjoint subgraphs
such that G = A ∪ B . The order of the separation (A, B) is |V (A) ∩ V (B)|. For X ⊆ V , let N(X) denote
the set of vertices in V \ X that are adjacent to X , and let G[X] be the subgraph induced by X . We
now look at deﬁnitions of the tree-width and walls.
2.1. Tree-width
Tree-width was introduced by Halin in [10], but it went unnoticed until it was rediscovered by
Robertson and Seymour [30] and, independently, by Arnborg and Proskurowski [1].
A tree-decomposition of a graph G consists of a tree T and a subtree Sv of T for each vertex v
of G such that if uv is an edge of G then Su and Sv intersect. For each node t of the tree, we let Wt
be the set of vertices v of G such that t ∈ Sv . The width of a tree-decomposition is the maximum of
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Fig. 2. A wall of height 3.
|Wt | − 1 over the nodes t of T . The tree-width of a graph is the minimum width among all possible
tree-decompositions of the graph.
We can apply dynamic programming to solve problems on graphs of bounded tree-width, in the
same way that we apply it to trees (see e.g. [1]), provided that we are given a bounded width tree-
decomposition.
Robertson and Seymour developed the ﬁrst polynomial time algorithm for constructing a tree-
decomposition of a graph of bounded width [33], and eventually came up with an algorithm which
runs in O (n2) time, for this problem. Reed [25] developed an algorithm for the problem which runs
in O (n logn) time, and then Bodlaender [2] developed a linear time algorithm. This algorithm was
further improved in [24].
Theorem 2.1. (See Bodlaender [2].) For any ﬁxed integer w, there exists an O (n) time algorithm that, given
a graph G, either ﬁnds a tree-decomposition of G of width w or concludes that the tree-width of G is more
than w.
2.2. Wall
An elementary wall of height eight is depicted in Fig. 1. An elementary wall of height h for h  2
is similar. It consists of h levels each containing h bricks, where a brick is a cycle of length six.
A wall of height h is obtained from an elementary wall of height h by subdividing some of the edges,
i.e. replacing the edges with internally vertex-disjoint paths with the same endpoints (see Fig. 2). The
nails of a wall are the vertices of degree three within it. Any wall has a unique planar embedding. The
perimeter of a wall W , denoted per(W ) is the boundary of the unique face in this embedding which
contains 4(h − 1) nails.
One of the most important results concerning the tree-width is the main result of Graph Minors V
[31] which says the following:
Theorem 2.2. (See Robertson and Seymour [31].) For any r, there exists a constant f1(r) such that if G has
tree-width at least f1(r), then G contains a wall W of height r.
The best known upper bound for f1(r) is given in [7,27,36]. It is 202r
5
. The best known lower
bound is Θ(r2 log r), see [36]. Furthermore, such a wall can be found in linear time.
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ﬁnd a wall W of height r in linear time.
Here we give an outline of the linear time algorithm. By the algorithm in [24], we can ﬁnd in
linear time a subgraph G ′ of G of tree-width at least f1(r) and a tree-decomposition of G ′ of width
at most 2 f1(r). Then, since G ′ has a wall of height r by Theorem 2.2, it can be found in linear time
by the dynamic programming method [2].
3. Finding a ﬂat large wall in Kt -minor-free graphs
In this section, we apply a structural result of Robertson and Seymour concerning graphs which
have a large tree-width but no large clique minor. To state this result we will need a few deﬁnitions.
Recall that the nails of a wall are the vertices of degree three within it. Any wall has a unique
planar embedding. For any wall W in a given graph G , there is a unique component U of G −per(W )
containing W − per(W ). The compass of W , denoted comp(W ), is the subgraph of G induced by
V (U ) ∪ V (per(W )). A subwall of a wall W is a wall which is a subgraph of W . A subwall of W of
height h is proper if it consists of h consecutive bricks from each of h consecutive rows of W . The
exterior of a proper subwall W ′ of a wall W is W − W ′ . We say a proper subwall W ′ is dividing in G
if the compass of W ′ in G is disjoint from W − W ′ .
A wall is ﬂat if its compass does not contain two vertex-disjoint paths connecting the diago-
nally opposite corners. Note that if the compass of W has a planar embedding whose inﬁnite face is
bounded by the perimeter of W then W is clearly ﬂat. In order to characterize ﬂat walls, we use the
result of Seymour [37], Thomassen [41], and others on the 2 disjoint paths problem.
We now mention the characterization of a ﬂat wall. By the characterization of graphs containing 2
disjoint paths (see [37, Theorem 4.1] for example), a wall W is ﬂat if and only if there are pairwise
disjoint sets A1, . . . , Al ⊆ V (comp(W )) containing no corners of W such that
(1) for 1 i, j  l with i = j, N(Ai) ∩ A j = ∅,
(2) for 1 i  l, |N(Ai)| 3, and
(3) if W ′ is the graph obtained from comp(W ) by deleting Ai and adding new edges joining every
pair of distinct vertices in N(Ai) for each i, then W ′ can be drawn in a plane so that all corners
of W are on the outer face boundary.
We call A1, . . . , Al with these conditions attached vertex sets. If such A1, . . . , Al exist, we say that
comp(W ) can be embedded into a plane up to 3-separations, and an embedding as in (3) is called a ﬂat
embedding. It is easy to see that any proper subwall of a ﬂat wall must be both ﬂat and dividing.
Furthermore, if x and y are two vertices of a ﬂat wall W and there is a path between them which is
internally disjoint from W then either x and y are both on per(W ) or some brick contains both of
them.
Finally, we state the main result in this section. Robertson and Seymour (Theorem (9.6) in [33])
proved the following algorithmic result:
Theorem 3.1. (See Robertson and Seymour [33] and Kapadia et al. [11].) For any ﬁxed integers t  2 and
h  2, there is a computable constant f2(t,h) such that the following can be done in O (m) time, where m is
the number of edges of a given graph G.
Input: A graph G, a wall H of height at least f2(t,h).
Output: Either
1. a Kt-minor, or
2. a subset X ⊆ V (G) of order at most ( t
2
)
and t2 disjoint proper subwalls H1, . . . , Ht2 of height h such that
each Hi is dividing and ﬂat in G − X for i = 1, . . . , t2 . In addition, a ﬂat embedding of Hi is also given for
i = 1, . . . , t2 .
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gorithm to test the ﬂatness (i.e., give a ﬂat embedding in the compass of Hi in the second conclusion),
and this part is the most expensive. More precisely, Robertson and Seymour ﬁrst proved that there is
an O (m) time algorithm to get the conclusion of Theorem 3.1, but without the conclusion “ﬂat” (this
step corresponds to (9.4) in [33] that runs in O (m) time). Then for each of dividing subwalls, test
whether or not it is ﬂat (this step corresponds to (8.1) in [33] that runs in O (mn) time). There is now
an O (m) time algorithm to test the ﬂatness by Kapadia, Li and Reed [11], which improves the previ-
ous best known result by Tholey [39,40] which gives an O (m + nα(n,n)) time algorithm, where the
function α is the inverse of the Ackermann function (see text by Tarjan [38]). Note that the algorithms
in [11,39,40] also ﬁnd a ﬂat embedding of a wall (if it is ﬂat) in the same running time. Actually, in
(nearly) linear time, these algorithms ﬁnd attached vertex sets A1, . . . , Al and reduce a given instance
of the 2 disjoint paths problem to an instance in a graph G ′ = (V ′, E ′) that has no separation (A, B)
of order at most three such that A contains all the terminals (see Property (P) in [40]). After this
reduction a ﬂat embedding is equivalent to a planar embedding which can be found in linear time.
Thus if we use the algorithm in [11] for testing the ﬂatness, we can get an O (m) time algorithm, as
claimed in Theorem 3.1.
Note that [11] is a paper under submission. If we use the result in [39,40] instead of that in [11],
the running time in Theorem 3.1 becomes O (m + nα(n,n)), and consequently the running time in
Theorem 1.1 becomes O (n2α(n,n)), which is slightly larger than O (n2).
In either case, with the help of Theorem 3.1, we ﬁnd desired k disjoint paths or an irrelevant
vertex in O (n) time. We describe the procedure in the next section.
4. Irrelevant vertices
Let us recall that a vertex v is irrelevant if the k disjoint paths problem is feasible in G if and only
if it is in G − v . In this section, we give some theorems concerning irrelevant vertices.
4.1. When the graph has a large clique minor
Let us ﬁrst give theorems concerning a graph with a large clique minor.
Theorem 4.1. (See Robertson and Seymour [33, Theorem (5.4)].) Let s1, . . . , sk, t1, . . . , tk be terminals in a
given graph G. If there is a clique minor of order at least 3k in G, and there is no separation (A, B) of order
at most 2k − 1 in G such that A contains all the terminals and B − A contains at least one node of the clique
minor, then there are disjoint paths Pi with two ends in si, ti for i = 1, . . . ,k. Furthermore, such paths can be
found in O (m) time.
If there is a separation (A, B) of order at most 2k − 1 such that A contains all the terminals and
B − A contains at least one vertex of the clique minor, we can ﬁnd a vertex of the clique minor which
is irrelevant in O (m) time (see arguments in [33, Theorem (6.2)]).
In order to improve the running time from O (m) to O (n), we need the result by Nagamochi and
Ibaraki [23]. They gave an algorithm to reduce the number of edges from m to O (n) keeping the
connectivity of the graph. More precisely, for a graph G = (V , E) and an integer t , their algorithm
ﬁnds a subgraph Gt = (V , Et) of G such that |Et | = O (|V |) and κ(u, v;Gt)min{κ(u, v;G), t}, where
κ(u, v;G) denotes the vertex connectivity between u and v in G . Such a graph Gt is said to be a
t-certiﬁcate of G . This procedure takes O (m) time, so if we newly construct a t-certiﬁcate each time
after deleting an irrelevant node, the running time becomes expensive. In order to avoid this, we
show the following:
Theorem4.2. Let k be a ﬁxed integer. Supposewe are given a graph G = (V , E), terminals s1, . . . , sk, t1, . . . , tk,
a clique minor K of order 3k, and a 2k-certiﬁcate G2k = (V , E2k) of G with |E2k| = O (|V |). We can ﬁnd either
1. desired k disjoint paths Pi with two ends in si, ti for i = 1, . . . ,k in O (|V |) time or
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V ′ contains all terminals, and the k disjoint paths problem in G ′ is equivalent to the original problem in
O (|V | + |E \ E2k|) time.
Proof. First, we ﬁnd in G a smallest separation (A, B) of order at most 2k−1 such that A contains all
the terminals, B − A contains at least one node of the clique minor. Note that if the smallest order of
such a separation is at least 2k, we can ﬁnd desired k disjoint paths in G2k + K by Theorem 4.1, and
the running time is O (|V |). If the smallest order is at most 2k − 1, we can ﬁnd such a separation in
O (|V |) time by using a simple ﬂow algorithm in G2k + K . Then, we obtain G ′ by deleting all vertices
in B − A and adding new edges joining every pair of distinct vertices in A ∩ B . One can see that this
procedure does not affect the solution by Theorem 4.1. Furthermore, by executing the same procedure
to G2k , we obtain a graph G ′′ with κ(u, v;G ′′)min{κ(u, v;G ′),2k} for any u, v in G ′ . Since G ′′ has
at most |E2k| +
( 2k−1
2
)= O (|V |) edges, we can apply the algorithm of Nagamochi and Ibaraki to G ′′
in O (|V |) time. Then we obtain a 2k-certiﬁcate G ′2k = (V ′, E ′2k) of G ′ with |E ′2k| = O (|V ′|). 
In Theorem 4.2, we assumed that a clique minor of order 3k is given. But how do we ﬁnd such a
clique minor in linear time? Here is one way.
Theorem 4.3. (See Reed and Wood [28, Theorem 2.1].) For any ﬁxed integer t, if G has at least 2t−3|V (G)|
edges, then there is an O (n) time algorithm to ﬁnd a Kt-minor.
This theorem improves Algorithm (6.4) in [33]. Note that although the number of the edges in G is
not necessarily O (n), we only need to focus on 2t−3|V (G)| edges to ﬁnd a Kt -minor. Thus, the running
time is not O (m) but O (n). Our algorithm will keep applying Theorem 4.3 to get a clique minor of
order 3k. After applying Theorem 4.3, we may assume that G has at most 23k−3|V (G)| edges. Hence,
in what follows in this section, we assume that m = O (n) and describe how we ﬁnd an irrelevant
vertex in a graph with no K3k-minor.
4.2. When the graph has no large clique minor
Next, we discuss the case when the graph has no large clique minor. In order to state the theorem,
we need to deﬁne realizable partitions. Let G = (V , E) be a graph and Z ⊆ V be a vertex set. A partition
P = {Z1, . . . , Zp} of Z is realizable if there are disjoint trees T1, . . . , T p in G such that Zi ⊆ V (Ti) for
i = 1, . . . , p. Robertson and Seymour [33] showed the following theorem.
Theorem 4.4. (See Robertson and Seymour [33, Theorem (4.1)].) Let G be a graph with a tree-decomposition
of width at most w (for ﬁxed w), and let Z be a vertex set of order at most 2k (for ﬁxed k). Then there is an
O ( f (k,w)n) time algorithm to enumerate all realizable partitions of Z in G for some function f of k,w.
Note that the problem of enumerating all realizable partitions corresponds to the problem called
0-folio in [33]. It is generalized to the problem called l-folio in [33], which plays a central role in the
proof of the seminal result of Robertson and Seymour.
We also note that although the result in [33] is stated in terms of “branch-width,” it does not
cause any problems because branch-width differs only by a constant factor from tree-width.
Now we are ready to state the result concerning a graph without a large clique minor.
Theorem 4.5. (See Robertson and Seymour [33, Theorem (10.3)].) For any ﬁxed integer k, there is a computable
constant f (k) satisfying the following: if there is a subset X ⊆ V (G) of order at most ( 3k
2
)
such that there is a
ﬂat wall W of height f (k) in G − X, then there is a vertex v in W such that v is irrelevant. Furthermore, if we
have
(W1) a ﬂat embedding of comp(W ) with attached vertex sets A1, . . . , Al and
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′
i = Ai ∪ X ∪ (N(Ai) ∩ V (comp(W ))) and Zi =
X ∪ (N(Ai) ∩ V (comp(W ))),
then we can ﬁnd an irrelevant vertex v in linear time.
We now give some remarks on differences between this theorem and the original statement of
Theorem (10.3) in [33].
The original statement of Theorem (10.3) in [33] is a combination of Theorem 4.5 above and
Theorem (10.1) in [33], and so the condition (W2) does not appear in the original statement explicitly.
In Theorem (10.3) in [33], they use a rural division instead of the attached vertex sets A1, . . . , Al .
For A1, . . . , Al , the corresponding rural division can be obtained as follows. For each pair of sets Ai
and A j with N(Ai) ∩ V (comp(W )) ⊆ N(A j) ∩ V (comp(W )), replace them by their union. For the
resulting sets B1, . . . , Bl′ , let Gi be the subgraph of G − X induced by Bi ∪N(Bi) for i = 1, . . . , l′ . Then,
the rural division consists of the graphs G1, . . . ,Gl′ and the graphs each consisting of a single edge
(together with its end vertices) not contained in one of G1, . . . ,Gl′ .
Although the original statement of Theorem (10.3) in [33] says that it requires quadratic time
in the above statement, the precise running time is linear. This is because the number of iterations
(denoted by l) in the proof of Theorem (10.3) of [33] is bounded by a constant which only depends
on k.
We also note that the original statement requires a vision of each Ai , which consists of (W2) and
the following information:
(W3) the clockwise ordering of N(Ai) in the ﬂat embedding of comp(W ),
(W4) for each vertex x in N(Ai) ∩ V (comp(W )), a vertex y of W that can be an endpoint of a path
P from x such that P does not hit W , except for y.
Since the ﬂat embedding of comp(W ) gives us (W3) and (W4) in linear time, we omit them in
the statement. In the original statement of [33], they consider ﬂat walls but do not use their ﬂat
embeddings, and so they mention the information (W3) and (W4) explicitly.
Theorem (10.1) in [33] shows that (W2) can be computed in quadratic time if all the components
G[A1], . . . ,G[Al] have tree-width bounded by a ﬁxed constant g(k). By improving the running time
of this statement to linear time, we show the following theorem.
Theorem 4.6. Let G, X, and W be as in the ﬁrst part of Theorem 4.5. If we have a ﬂat embedding of comp(W )
with attached vertex sets A1, . . . , Al such that all the components G[A1], . . . ,G[Al] have tree-width bounded
by a ﬁxed constant g(k), we can ﬁnd in O (n) time an irrelevant vertex v.
Proof. By Theorem 4.5, it suﬃces to show that (W2) can be computed in linear time when all the
components G[A1], . . . ,G[Al] have tree-width bounded by a ﬁxed constant g(k). Let H be the com-
pass of W in G − X .
For each A′i , by Theorems 2.1 and 4.4, in time O (|A′i |), we can enumerate all realizable partitions
of Zi in A′i . On the other hand, since |N(Ai) ∩ V (H)| 3 and |X | 9k2,
l∑
i=1
∣∣A′i
∣∣
l∑
i=1
|Ai| +
(
3+ |X |)l = O (n).
Thus, it can be done in O (n) time, and Theorem 4.6 follows. 
5. Key theorems
The previous theorem, Theorem 4.6, is our main tool, but how do we ﬁnd a subset X ⊆ V (G) and
a wall W such that
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,
(C2) W is a ﬂat wall of height f (k) in G − X , and
(C3) all the components G[A1], . . . ,G[Al] have tree-width at most g(k), where A1, . . . , Al are attached
vertex sets as in the ﬂat embedding of comp(W )
in linear time? Robertson and Seymour [33] described the following algorithm, which takes O (n2)
time.
Theorem 5.1. (See Robertson and Seymour [33, Theorem (9.8)].) For any ﬁxed integer k, there are computable
constants h(k) and g(k) such that, if a given graph G has tree-width at least h(k), then there is an O (n2) time
algorithm to ﬁnd either a K3k-minor or a pair (X,W ) satisfying the conditions (C1)–(C3).
Our main contribution in this paper is the following:
Theorem 5.2. For any ﬁxed integer k, there are computable constants h(k) and g(k) such that, if a given graph
G has tree-width at least h(k), then there is an O (n) time algorithm to ﬁnd either a K3k-minor or a pair (X,W )
satisfying the conditions (C1)–(C3).
Proof. We set h(k) f1( f2(3k, f (k))), where f (k) is as in the condition (C2), f1 is as in Theorem 2.3,
and f2 is as in Theorem 3.1. Set the constant g(k) such that g(k) h(k).
For a given graph G with tree-width at least h(k), we ﬁrst apply Theorem 4.3. If there is a K3k-
minor, we are done. Thus we may assume that G has at most 23k−3|V (G)| edges.
By applying Theorem 2.3, we now have a wall of height f2(3k, f (k)) in hand. We apply The-
orem 3.1 with t = 3k and h = f (k) for the wall. Since G has at most O (|V (G)|) edges, the time
complexity of Theorem 3.1 is now O (n). If we get a K3k-minor, we are done. Thus by the deﬁnition of
f2, we may assume that there exist a set X ⊆ V (G) with |X |
( 3k
2
)
and (3k)2 dividing and ﬂat proper
subwalls of height f (k) in G − X . We take such two subwalls W1 and W2, and let Ai,1, Ai,2, . . . , Ai,li
be vertex sets as in the ﬂat embedding of the compass of the wall Wi for i = 1,2. For each i, j in
turn, we test whether or not Ai, j has tree-width at least h(k). This can be done in linear time by
Theorem 2.1.
If all of G[Ai,1],G[Ai,2], . . . ,G[Ai,li ] have tree-width at most h(k), then Wi satisﬁes (C1)–(C3).
Otherwise, we may assume that G[Ai,1] has tree-width at least h(k) for i = 1,2. Furthermore, since
A1,1 and A2,1 are disjoint, we may assume also that |A1,1| |V |/2. Let X ′ be at most three vertices
in the compass that are adjacent to a vertex in A1,1. Then, X ∪ X ′ is a cutset in G such that G[A1,1] is
one of the components of G − X − X ′ . We repeat this algorithm with the input graph G[A1,1 ∪ X ∪ X ′].
We only take care of how we choose two subwalls of height f (k). In the graph G[A1,1 ∪ X ∪ X ′],
by applying Theorems 2.3 and 3.1, we can ﬁnd (3k)2 dividing and ﬂat subwalls of height f (k). Since
|X ∪ X ′| ( 3k
2
)+ 3 < (3k)2 − 2, there exist two dividing and ﬂat subwalls W ′1 and W ′2 of height f (k)
that do not contain any vertex of X ∪ X ′ . Thus, when we execute the same procedure for W ′1 and W ′2
in the next iteration, we only need to look at the graph G[A1,1].
All the above operations can be done in O (n) time, as described. Let us take T (n) as the time
complexity in the above operations with the input graph G of n vertices. When we repeat the algo-
rithm, we throw away half of the vertices of the current graph. Thus, the time complexity will be
T (n) + O (n) + T ( n2 ) + T ( n4 ) + · · ·, which is still O (n). This completes the proof of Theorem 5.2. 
6. Algorithm
Let k be a positive integer. In this section, we describe our algorithm for the k disjoint paths
problem.
Algorithm for the k disjoint paths problem
Input: A graph G with n vertices, and terminals s1, . . . , sk, t1, . . . , tk .
K. Kawarabayashi et al. / Journal of Combinatorial Theory, Series B 102 (2012) 424–435 433Output: k disjoint paths P1, . . . , Pk such that Pi connects si and ti for i = 1, . . . ,k, if they exist.
Description:
Step 1. Compute a 2k-certiﬁcate G2k of G in O (m) time by the algorithm of [23], and go to Step 2.
Step 2. While the graph G has at least 23k−3|V (G)| edges, we detect a K3k-minor by Theorem 4.3,
and remove some vertices as in Theorem 4.2. If the graph has less than 23k−3|V (G)| edges, then go
to Step 3.
Step 3. Test whether or not a current graph has tree-width at most h(k), where h(k) is as in Theo-
rem 5.2. If it has, then Theorem 2.1 gives rise to a tree-decomposition of width at most h(k). We then
use Theorem 4.4 to solve the problem. If the graph has tree-width more than h(k), go to Step 4.
Step 4. Apply Theorem 5.2 to the graph. If we get a K3k-minor, then apply Theorem 4.2 to construct
a smaller instance in O (n) time. If we get a wall as in Theorem 5.2, then apply Theorem 4.6 to ﬁnd
an irrelevant vertex in O (n) time. Then, delete the irrelevant vertex and go to Step 3.
First, the total running time of Step 2 is O (n2 +m) by Theorem 4.2. When we go to Step 3 after
executing Step 2, the number of edges is O (n), and hence it takes O (n) time in Step 4 to ﬁnd one
irrelevant vertex in the graph. Since we delete at most O (n) vertices, the total running time of Step 4
is O (n2). This completes the proof of Theorem 1.1.
7. Concluding remarks
We conclude this paper by observing that other problems can also be solved in quadratic time.
Corollary 7.1 (The k edge-disjoint paths problem). There is an O (n2) time algorithm for the edge-disjoint
paths problem when k is a ﬁxed constant, i.e., for the problem of constructing paths P1, . . . , Pk that are not
necessarily vertex-disjoint but edge-disjoint.
The k edge-disjoint paths problem can be reduced to the k vertex-disjoint paths problem by con-
structing the line graph. However, since the number of vertices of the line graph is O (m), by using this
naive reduction, the running time becomes O (m2). In order to improve the running time to O (n2), we
ﬁrst reduce the number of edges to O (n) by executing the same procedures as Theorems 4.2 and 4.3.
With this preprocessing, we can reduce the k edge-disjoint paths problem to the k vertex-disjoint
paths problem in a graph with O (n) vertices, which yields Corollary 7.1.
The similar proof to Theorem 1.1 also works for the following problems:
Corollary 7.2 (The labeled minor testing). There is an O (n2) time algorithm for the labeled minor containment
problem. That is, given a graph G and non-null subsets Z1, . . . , Zt ⊆ V (G), with∑i |Zi | k, where k is a ﬁxed
constant, we can test in O (n2) time whether or not there exist mutually vertex-disjoint connected subgraphs
G1, . . . ,Gt of G, with Zi ⊆ V (Gi) (1 i  t).
Corollary 7.3 (The minor testing). There is an O (n2) time algorithm for the minor containment problem. That
is, for a ﬁxed graph H and a given graph G, we can test whether or not G has a minor isomorphic to H in O (n2)
time.
Corollaries 7.2 and 7.3 are obtained by following the proof of Theorem 1.1 in the same way as in
[33]. We have to use the concept of “l-folio” instead of “disjoint paths” and “realizable partitions,” but
the same argument also works.
Finally, we note that the time complexity of all the algorithms with the most expensive part de-
pending on Robertson and Seymour’s algorithm can also be improved to O (n2), for example, the
membership testing for a minor-closed class of graphs. There are many, so we omit them.
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