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DETERMINISTIC HOMOGENIZATION OF ELLIPTIC EQUATIONS
WITH LOWER ORDER TERMS
RENATA BUNOIU, GIUSEPPE CARDONE, WILLI JA¨GER, AND JEAN LOUIS WOUKENG
Abstract. For a class of linear elliptic equations of general type with rapidly oscillating
coefficients, we use the sigma-convergence method to prove the homogenization result and
a corrector-type result. In the case of asymptotic periodic coefficients we derive the optimal
convergence rates for the zero order approximation of the solution with no smoothness on the
coefficients, in contrast to what has been done up to now in the literature. This follows as a
result of the existence of asymptotic periodic correctors for general nonsmooth coefficients.
The homogenization process is achieved through a compactness result obtained by proving
a Helmholtz-type decomposition theorem in case of Besicovitch spaces.
1. Introduction and the main results
In this work we are interested in the homogenization from both qualitative and quantitative
standpoints, of a family of general elliptic operators of the type
Pε = − div(Aε∇+ V ε) +Bε∇+ aε0 + µ (1.1)
where ε > 0, µ ≥ 0, Aε(x) = A(x/ε), (and a similar definition for V ε, Bε and aε0). The
coefficients A, V , B and a0 are constrained as follows:
(H1) The symmetric matrix A has entries in L∞(Rd) (d ≥ 2) and there are α, β > 0 such
that
α |ξ|2 ≤ A(y)ξ · ξ ≤ β |ξ|2 , a.e. y ∈ Rd and all ξ ∈ Rd; (1.2)
(H2) B, V ∈ L∞(Rd)d and a0 ∈ L∞(Rd) with
max{‖B‖L∞(Rd) , ‖V ‖L∞(Rd) , ‖a0‖L∞(Rd)} ≤ α0 (1.3)
where α0 > 0 is given.
We further assume that all the above coefficients belong to a Besicovitch space associated
to an algebra with mean value in the sense given below in (H3):
(H3) The functions A = (aij)1≤i,j≤d, B = (bi)1≤i≤d, V = (vi)1≤i≤d and a0 are structured as
follows: A ∈ B2A(Rd)d×d, B, V ∈ B2A(Rd)d and a0 ∈ B2A(Rd).
In (H3), A is a given algebra with mean value on Rd (that is, a closed subalgebra of the C∗-
Banach algebra of bounded uniformly continuous real-valued functions on Rd that contains
the constants, is translation invariant and is such that each of its elements u possesses a mean
value M(u) = −
∫
BR
u(y)dy where we set once and for all −
∫
K
= 1
|K|
∫
K
for any measurable set
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K ⊂ Rd) and B2A(Rd) is the generalized Besicovitch space defined as the closure of the
algebra A with respect to the seminorm ‖u‖2 = (M(|u|2))
1
2 .
Assumption (H3) is crucial in the process of homogenization. Without such an assumption,
we can not take full advantage of the inner structure (such as the mean value property which
is fundamental) of the coefficients and proceed with the homogenization process. In the
remainder of the work, unless otherwise stated, we will always assume implicitly that (H1),
(H2) and (H3) are satisfied.
To the operator Pε is associated the bilinear form
Bε,Ω(u, v) =
∫
Ω
(Aε∇u+ V εu) · ∇vdx+
∫
Ω
(Bε∇u+ aε0u+ µu)vdx, u, v ∈ H1(Ω) (1.4)
where Ω is a bounded open set in Rd. Then in view of (H1) and (H2), it holds that there
exist constants Ci = Ci(α, β, α0, d) > 0 (i = 1, 2) and µ0 = µ0(α, β, α0, d) ≥ 0 such that for
all u, v ∈ H10 (Ω),
|Bε,Ω(u, v)| ≤ C1 ‖u‖H1(Ω) ‖v‖H1(Ω) and C2 ‖u‖2H1
0
(Ω) ≤ Bε,Ω(u, u) + µ0 ‖u‖2L2(Ω) .
It therefore follows that, under assumptions (H1) and (H2), and for each f ∈ L2(Ω) and
F ∈ L2(Ω)d, there exists (see [11, Theorems 2 and 3, Chap. 6, Section 6.2]) a unique weak
solution uε ∈ H10 (Ω) to the equation
Pεuε = f + divF in Ω (1.5)
whenever µ ≥ µ0. The solution uε satisfies the estimate
sup
ε>0
‖uε‖H1
0
(Ω) ≤ C(‖f‖L2(Ω) + ‖F‖L2(Ω)) (1.6)
where C = C(α, β, α0, d) > 0. We will assume for the rest of the work that µ ≥ µ0. The
following theorem is one of the main results of the work. It is concerned with the qualitative
theory for (1.1).
Theorem 1.1. Let Ω be a C0,1 bounded domain in Rd. Let the assumptions (H1)-(H3) be
satisfied. Let (uε)ε>0 be the sequence of solutions to (1.5). There exists u0 ∈ H10 (Ω) such
that as ε→ 0, one has uε → u0 weakly in H10 (Ω) and strongly in L2(Ω), and u0 is the unique
solution to the problem
− div(Â∇u0 + V̂ u0) + B̂ · ∇u0 + â0u0 + µu0 = f + divF in Ω (1.7)
where Â, B̂, V̂ and â0 are the homogenized coefficients defined by
Â =M (A(Id +∇yχ)) , B̂ = M (B(Id +∇yχ)) , V̂ =M(A∇yχ0+V ) and â0 =M(B·∇yχ0+a0).
(1.8)
Here Id is the identity matrix of order d, χ = (χj)1≤j≤d ∈ B1,2#A(Rd)d and χ0 ∈ B1,2#A(Rd) are
the unique solutions (up to an additive constant) of the corrector problems
− divy (A(ej +∇yχj)) = 0 in Rd, (1.9)
− divy(A∇yχ0 + V ) = 0 in Rd (1.10)
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respectively. If we let
u1(x, y) = χ(y)∇u0(x) + χ0(y)u0(x) =
d∑
j=1
∂u0
∂xj
(x)χj(y) + χ0(y)u0(x)
and further assume that u1 ∈ H1(Ω;A1) (A1 = {v ∈ A : ∇yv ∈ (A)d}), then as ε→ 0,
uε − u0 − εuε1 → 0 in H1(Ω)-strongly (1.11)
where uε1(x) = u1(x, x/ε) for a.e. x ∈ Ω.
In (1.7), it is easy to see that the coefficients Â, V̂ , B̂ and â0 (which are constant) satisfy
properties similar to (H1) and (H2), so that the uniqueness of the solution to (1.7) is ensured
by [11, Theorem 3, Chap. 6, Section 6.2] as well.
Although the qualitative homogenization result (1.7) is classically known, it seems how-
ever useful to recall it here and provide a self-contained proof. This is important because
of the fact that in the definition of the homogenized coefficients (1.8), we make use of the
correctors χj (0 ≤ j ≤ d) that are here obtained as the solutions in the usual sense of distri-
butions, of problems (1.9) and (1.10). The resolution of these equations in the distributional
sense allows the computation of the homogenized coefficients, and so of the solution u0. A
numerical scheme is provided in [14] in order to approximate the homogenized coefficients,
and numerical simulations are also provided therein.
Theorem 1.1 holds for any algebra with mean value, and is the main qualitative result
of this work. Concerning the quantitative aspect, there is no general theory since the rates
of convergence rely heavily on the intrinsic properties of the coefficients of the operator.
Depending on the existence or not of true correctors, the convergence rates can be optimal
or not. We consider in this study a special framework that fits the setting of defect periodic
media. To be more precise, we assume that (H1) and (H2) still hold true and we replace
(H3) by (1.12)-(1.14) below
A = A0 + Aper ∈ L2∞,per(Rd)d×d = (L20(Rd) + L2per(Y ))d×d, V ∈ L2∞,per(Rd)d (1.12)
B ∈ L2∞,per(Rd)d and a0 ∈ L2∞,per(Rd) (1.13)
where the matrix Aper is symmetric and further satisfies
α |ξ|2 ≤ Aper(y)ξ · ξ ≤ β |ξ|2 for all ξ ∈ Rd and a.e. y ∈ Rd. (1.14)
We denote by L2∞,per(R
d) the Besicovitch space associated to the algebra with mean value
A = B∞,per(Rd) := C0(Rd) ⊕ Cper(Y ), and by H1∞,per(Rd) the corresponding Besicovitch-
Sobolev type space. The next theorem provides us with the existence of true correctors.
Theorem 1.2. Assume that A and V satisfy (1.2), (1.12) and (1.14). Then the corrector
problem
− div(A∇χ0 + V ) = 0 in Rd, M(χ0) = 0 (1.15)
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has a weak solution χ0 ∈ H1∞,per(Rd). In addition χ0 has the form χ0 = χ00+χper where χper
is the unique solution of the periodic corrector problem
− div(Aper∇χper + Vper) = 0 in Rd,
∫
Y
χper = 0
and χ00 ∈ L20(Rd).
Theorem 1.2 has been proved in [3, 4, 5, 6] (see also [14]) under the following restrictive
assumption on the coefficients A and V :
(A1) Aper, Vper and A0 have entries in C0,ν(Rd) for some ν > 0
and
(A2) A0 and V0 have entries in L
r(Rd) for some 1 ≤ r <∞.
In the current work, no such restriction is made on the coefficients A and V . Few
comments are in order. 1) Assumption (A2) (for r ≥ 2) is a special case of our general
assumption. Indeed for any r ≥ 2, we have Lr(Rd) ⊂ L20(Rd) where L20(Rd) is the closure
of C0(Rd) with respect to the seminorm ‖u‖2 = (M(|u|2))
1
2 . The latter inclusion stems from
the fact that Lrloc(R
d) ⊂ L2loc(Rd) for r ≥ 2, so that Lr(Rd) ⊂ Lr0(Rd) ⊂ L20(Rd). 2) The
assumption (A1) is made essentially in order to obtain the boundedness of the gradient of
the periodic corrector, which is a crucial step in [3, 4, 5, 6, 14]. For the existence of the
asymptotic periodic corrector, we need the existence of its periodic component. This justifies
the further assumption (1.14), which besides is also made in all these previous references.
Before stating the next result, it seems necessary to outline the proof of Theorem 1.2,
which is short but subtle. It relies on two main features. 1) The resolution of the corrector
problem (1.15) in the weak sense of distributions in Rd, which provides us with a solution
χ0 ∈ H1loc(Rd) such that its gradient ∇χ0 ∈ L2∞,per(Rd) is unique. 2) The resolution of the
same problem in the sense of the duality arising from the mean value. In this way, we first
establish the existence of an isometric isomorphism between the space of periodic correctors
H1per(Y )/R and the one of asymptotic periodic correctors H1#(Rd), and we show that the
asymptotic periodic corrector exists if and only if the periodic one exists. This leads to
the existence of a unique class modulo L20(R
d) of the solutions of the asymptotic periodic
corrector problem. Finally we check that the solution obtained in the sense of distributions,
belongs to the unique class of solutions obtained above, so that the existence of the solutions
to (1.15) in H1∞,per(R
d) is established, and it is worth stating that this solution is not unique.
Its uniqueness is up to an additive function in L20(R
d), that is, its uniqueness is closely related
to the uniqueness of the solution to its periodic component.
Relying on the existence of true correctors, we are able to prove that the rates of conver-
gence in L2 are optimal provided u0 ∈ H2(Ω). The following theorem gives such a result.
Theorem 1.3. Let Ω be a C1,1 bounded domain in Rd. Suppose (1.2), (1.12), (1.13) and
(1.14) hold. Let uε and u0 be the weak solutions of the Dirichlet homogeneous problems (1.5)
and (1.7) respectively. Suppose further that u0 ∈ H2(Ω) and F = 0. Then, for ε > 0 we
have the estimate
‖uε − u0‖L2(Ω) ≤ Cε ‖f‖L2(Ω) (1.16)
where the constant C depends only on d, α, β, α0 and Ω.
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We point out that, to our knowledge, the result in Theorem 1.3 is new and extends
the results obtained in [3, 4, 5, 6, 14] to more general elliptic equations in at least two
perspectives:
(1) The operator considered in this study is more general than the one treated in these
works and contains lower order terms, and so requires a careful treatment;
(2) We do not assume neither any Lr integrability on the asymptotic components A0 and
V0 of the coefficients A and V , nor any Ho¨lder continuity of the periodic components
Aper and Vper as it is the case in all the previous references cited above. This leads to
the existence of a corrector not necessarily smooth. As a result, we use a smoothing
operator borrowed from [24] and that is well-suited for the treatment of nonperiodic
homogenization problems, which itself follows from an original idea by Zhikov and
Pastukhova [31] in the periodic setting (see [8] for the nonlinear case).
We also point out an important fact. With less regularity than in [5, 6], however we obtain
sharper L2 convergence rates than in [5, 6]. Indeed in [5, 6] it is shown that if the matrix A
has the form A = A0 + Aper with A0 ∈ Lr(Rd)d×d for r ≥ 2, then it holds
‖uε − u0‖L2(Ω) ≤ Cενr where νr = min(1, d/r).
Noticing that the matrices A with A0 ∈ Lr(Rd)d×d as given in [5, 6] are special cases of
our general assumption (H3), we obtain by Theorem 1.3 and under this special hypothesis,
optimal convergence rates, in contrast with the result obtained in [5, 6], which is not always
optimal.
The homogenization of linear elliptic equations of general form has been extensively stud-
ied in the literature. Nevertheless, to our knowledge, the only works that are closely related
to ours are [28, 29]. In these works, the author considers a system of elliptic operators each
of the same type as Pε, but in the periodic framework. However, a careful study of the
results obtained in [28, 29] reveals that our results set a fundamental basis for the study
undertaken in these works in nonsmooth domains, under asymptotic periodic assumption on
the coefficients.
The paper is outlined as follows. In Section 2 we prove a Helmholtz-type decomposition
theorem (Theorem 2.1) for the generalized Besicovitch spaces and apply it to derive a simple
proof of a compactness result related to sigma-convergence. The well-posedness of the local
corrector problems is guaranteed by the results stated in Section 3. Finally, Sections 4, 5
and 6 are dedicated to the proof of the main theorems.
2. On a Helmholtz-type result and application
We start this section by giving some fundamentals of algebras with mean value.
2.1. An overview of algebras with mean value and sigma-convergence concept.
Let A be an algebra with mean value on Rd [15], that is, a closed subalgebra of the C∗-algebra
of bounded uniformly continuous real-valued functions on Rd, BUC(Rd), which contains the
constants, is translation invariant and is such that any of its elements possesses a mean value
in the following sense: for every u ∈ A, the sequence (uε)ε>0 (uε(x) = u(x/ε)) weakly∗-
converges in L∞(Rd) to some real number M(u) (called the mean value of u) as ε→ 0. The
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mean value expresses as
M(u) = lim
R→∞
−
∫
BR
u(y)dy for u ∈ A. (2.1)
To an algebra A with mean value are attached its smooth subalgebras Am = {u ∈ A : Dβu ∈
A for all |β| ≤ m} and A∞ = ∩mAm.
For 1 ≤ p < ∞, we define the Marcinkiewicz space Mp(Rd) to be the set of functions
u ∈ Lploc(Rd) such that
lim sup
R→∞
−
∫
BR
|u(y)|p dy <∞.
Endowed with the seminorm ‖u‖p =
(
lim sup
R→∞
−
∫
BR
|u(y)|p dy
)1/p
, the space Mp(Rd) is a
complete seminormed space.
Definition 2.1. We define the generalized Besicovitch space BpA(R
d) (1 ≤ p < ∞) as the
closure of the algebra A in Mp(Rd).
Since any function in BpA(R
d) is the limit of a sequence of elements in A, we get that for
any u ∈ BpA(Rd), M(|u|p) exists and we have
‖u‖p =
(
lim
R→∞
−
∫
BR
|u(y)|p dy
) 1
p
= (M(|u|p)) 1p . (2.2)
In this regard, we consider the space
B1,pA (R
d) = {u ∈ BpA(Rd) : ∇yu ∈ (BpA(Rd))d}
endowed with the seminorm
‖u‖1,p =
(
‖u‖pp + ‖∇yu‖pp
) 1
p
,
which is a complete seminormed space. The Banach counterpart of the previous spaces are
defined as follows. We set BpA(Rd) = BpA(Rd)/N where N = {u ∈ BpA(Rd) : ‖u‖p = 0}. We
define B1,pA (Rd) mutatis mutandis: replace BpA(Rd) by BpA(Rd) and ∂/∂yi by ∂/∂yi, where
∂/∂yi is defined by
∂
∂yi
(u+N ) := ∂u
∂yi
+N for u ∈ B1,pA (Rd). (2.3)
It is important to note that ∂/∂yi is also defined as the infinitesimal generator in the ith
direction coordinate of the strongly continuous group T (y) : BpA(Rd) → BpA(Rd); T (y)(u +
N ) = u(·+ y) +N . Let us denote by ̺ : BpA(Rd) → BpA(Rd) = BpA(Rd)/N , ̺(u) = u +N ,
the canonical surjection. We remark that if u ∈ B1,pA (Rd) then ̺(u) ∈ B1,pA (Rd) with further
∂̺(u)
∂yi
= ̺
(
∂u
∂yi
)
,
as seen above in (2.3).
We need a further notion. A function f ∈ B1A(Rd) is said to be invariant if for any
y ∈ Rd, T (y)f = f . It is immediate that the above notion of invariance is the well-known
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one relative to dynamical systems. An algebra with mean value will therefore said to be
ergodic if every invariant function f is constant in B1A(Rd). As in [17] one may show that
f ∈ B1A(Rd) is invariant if and only if ∂f∂yi = 0 for all 1 ≤ i ≤ d. We denote by I
p
A(R
d) the
set of f ∈ BpA(Rd) that are invariant. The set IpA(Rd) is a closed vector subspace of BpA(Rd)
satisfying the following important property:
f ∈ IpA(Rd) if and only if
∂f
∂yi
= 0 for all 1 ≤ i ≤ d. (2.4)
Remark 2.1. It is important to note that there are algebras with mean value that are
not ergodic. A typical example is the algebra A generated by the function f(y) = cos 3√y
(y ∈ R) and its translates. It is shown in [15, page 243] that A is not ergodic. So our setting
is beyond ergodic algebras in general.
Let us also recall the following properties [17, Proposition 2.4, Theorem 2.6 and Corollary
2.7] (see also [22]):
(P)1 The mean value M viewed as defined on A, extends by continuity to a non negative
continuous linear form (still denoted by M) on BpA(R
d). For each u ∈ BpA(Rd) and
all a ∈ Rd, we have M(u(·+ a)) = M(u), and ‖u‖p = [M(|u|p)]1/p.
(P)2 Under the duality defined by 〈u, v〉 = M(uv) for u ∈ BpA(Rd) and v ∈ Bp
′
A(R
d)
(1 < p < ∞ and 1
p
+ 1
p′
= 1), the topological dual of the space BpA(R
d) is Bp
′
A(R
d).
More precisely, if L : BpA(R
d) → R is a continuous linear functional, there exists a
function u ∈ Bp′A(Rd) which is unique up to an additive function w ∈ N such that
L(v) = M(uv) for all v ∈ BpA(Rd).
To the space BpA(R
d) we also attach the following corrector space
B1,p#A(R
d) = {u ∈ W 1,ploc (Rd) : ∇u ∈ BpA(Rd)d and M(∇u) = 0}.
In B1,p#A(R
d) we identify two elements by their gradients: u = v in B1,p#A(R
d) iff ∇(u− v) = 0,
i.e. ‖∇(u− v)‖p = 0. We may therefore equip B1,p#A(Rd) with the gradient norm ‖u‖#,p =
‖∇u‖p. This defines a Banach space [9, Theorem 3.12] containing B1,pA (Rd) as a subspace.
We are now able to define the Σ-convergence concept. Let 1 ≤ p < ∞ be a real number,
and let Ω be an open set in Rd. A sequence (uε)ε>0 ⊂ Lp(Ω) is said to:
(i) weakly Σ-converge in Lp(Ω) to u0 ∈ Lp(Ω;BpA(Rd)) if, as ε→ 0,∫
Ω
uε(x)f
(
x,
x
ε
)
dx→
∫
Ω
M(u0(x, ·)f(x, ·))dx (2.5)
for any f ∈ Lp′(Ω;A) (p′ = p/(p− 1));
(ii) strongly Σ-converge in Lp(Ω) to u0 ∈ Lp(Ω;BpA(Rd)) if (2.5) holds and further
‖uε‖Lp(Ω) → ‖u0‖Lp(Ω;Bp
A
(Rd)).
We denote (i) by “uε → u0 in Lp(Ω)-weak Σ”, and (ii) by “uε → u0 in Lp(Ω)-strong Σ”. It
is to be noted that this is a generalization of the well known concept of two-scale convergence
(for which, for example, (2.5) holds true provided that A = Cper(Y )).
The following are the main properties of the above concept.
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(SC)1 Any bounded ordinary sequence in L
p(Ω) (1 < p <∞) possesses a subsequence that
weakly Σ-converges in Lp(Ω); see e.g., [17, Theorem 3.1] for the justification.
(SC)2 If (uε)ε∈E is a bounded sequence (E an ordinary sequence of positive real numbers
converging to zero) in W 1,p(Ω), then there exist a subsequence E ′ of E and a couple
(u0, u1) ∈ W 1,p(Ω; IpA)× Lp(Ω;B1,p#A(Rd)) such that
(i) uε → u0 in Lp(Ω)-weak Σ
(ii) ∂uε
∂xj
→ ∂u0
∂xj
+ ∂u1
∂yj
in Lp(Ω)-weak Σ (1 ≤ j ≤ d).
(SC)3 If uε → u0 in Lp(Ω)-weak Σ and vε → v0 in Lq(Ω)-strong Σ, then uεvε → u0v0 in
Lr(Ω)-weak Σ, where 1 ≤ p, q, r < ∞ and 1
p
+ 1
q
= 1
r
; see [26, Theorem 3.5] for the
justification.
The proof of (SC)2 is more involved and will be done in the next section. It is to be noted
that (SC)2 has been proved in [18] (see Theorem 2.11 therein) using a Helmholtz type result.
For the sake of completeness, we repeat the proof here. The reason is that in the current
work, the corrector function u1(x, ·) is found in the space B1,p#A(Rd) whose elements are locally
integrable functions, in contrast to the space B1,pA (Rd) (used in [18]) whose elements are not
usual locally integrable functions.
2.2. Helmholtz-type decomposition theorem. Let u ∈ A (where A is an algebra with
mean value on Rd) and let ϕ ∈ C∞0 (Rd). Since u and ϕ are uniformly continuous and
A is translation invariant, we have u ∗ ϕ ∈ A (see the proof of Proposition 2.3 in [27]),
where here ∗ stands for the usual convolution operator. More precisely, u ∗ ϕ ∈ A∞ since
Dαy (u ∗ϕ) = u ∗Dαyϕ for any α ∈ Nd. For 1 ≤ p <∞, let u ∈ BpA(Rd) and η > 0, and choose
v ∈ A such that ‖u− v‖p < η/(‖ϕ‖L1(Rd) + 1). Using Young’s inequality, we have
‖u ∗ ϕ− v ∗ ϕ‖p ≤ ‖ϕ‖L1(Rd) ‖u− v‖p < η,
hence u ∗ ϕ ∈ BpA(Rd) since v ∗ ϕ ∈ A. Moreover, we have
‖u ∗ ϕ‖p ≤ |suppϕ|
1
p ‖ϕ‖Lp′(Rd) ‖u‖p , (2.6)
where suppϕ stands for the support of ϕ and |suppϕ| its Lebesgue measure. Indeed, we have
‖u ∗ ϕ‖p =
(
lim sup
r→+∞
−
∫
Br
|(u ∗ ϕ)(y)|p dy
) 1
p
,
and ∫
Br
|(u ∗ ϕ)(y)|p dy =
∫
Br
∣∣∣∣
∫
Rd
u(y − t)ϕ(t)dt
∣∣∣∣p dy
≤
∫
Br
(∫
Rd
|ϕ(t)|1/p′ |ϕ(t)|1/p |u(y − t)| dt
)p
dy
≤
(∫
Rd
|ϕ(t)| dt
)p/p′ ∫
Br
∫
Rd
|ϕ(t)| |u(y − t)|p dtdy
=
(∫
Rd
|ϕ(t)| dt
)p/p′ ∫
Rd
|ϕ(t)|
(∫
Br
|u(y − t)|p dy
)
dt.
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Dividing by |Br| and computing the lim supr→∞, we obtain
‖u ∗ ϕ‖pp ≤
(∫
Rd
|ϕ(t)| dt
)p/p′ ∫
Rd
|ϕ(t)| ‖u(· − t)‖pp dt.
The inequality (2.6) is therefore a consequence of the invariance under translations, of the
seminorm ‖·‖p: ‖u(· − t)‖p = ‖u‖p, for all t ∈ Rd. The following Helmholtz-type result
holds.
Theorem 2.1. Let 1 < p <∞. Let L be a bounded linear functional on (B1,p′A (Rd))d which
vanishes on the kernel of the divergence. Then there exists a function f ∈ BpA(Rd) such that
L = ∇yf , in the sense that
L(v) = −M(f div v) for all v ∈ (B1,p′A (Rd))d.
Moreover f+N is unique modulo IpA, that is, up to an additive function g ∈ BpA(Rd) verifying
∇y̺(g) = 0.
Proof. Fix u in A∞ and define Lu : D(Rd)d → R by
Lu(ϕ) = L(u ∗ ϕ) for ϕ = (ϕi) ∈ D(Rd)d
where u ∗ ϕ = (u ∗ ϕi)i ∈ (A∞)d. Then it is easy to see from (2.6) that Lu ∈ D′(Rd)d.
Moreover if divϕ = 0 then div(u ∗ ϕ) = u ∗ divϕ = 0, so that Lu(ϕ) = 0, that is, Lu
vanishes on the kernel of the divergence in D(Rd)d. By the classical De Rham theorem (see
[10, Theorem 17’, page 114] or [25]), there exists a distribution S(u) ∈ D′(Rd) such that
Lu = ∇S(u). (2.7)
We derive an operator
S : A∞ → D′(Rd); u 7→ S(u)
satisfying:
(i) S(τyu) = τ−yS(u) for all y ∈ Rd and all u ∈ A∞, where τyv = v(·+ y);
(ii) S maps linearly and continuously A∞ into Lp′loc(Rd);
(iii) There is a positive constant Cr (that is locally bounded as a function of r) such that
‖S(u)‖Lp′ (Br) ≤ Cr ‖L‖ |Br|
1
p′ ‖u‖p′ ∀r > 0.
The property (i) stems from the obvious equality
Lτyu(ϕ) = Lu(τyϕ) ∀y ∈ Rd. (2.8)
Indeed we have
Lτyu(ϕ) = 〈∇S(τyu), ϕ〉 (by (2.7))
= −〈S(τyu), divϕ〉
= Lu(τyϕ) (by (2.8))
= 〈∇S(u), τyϕ〉 = −〈S(u), div(τ−yϕ)〉
= −〈S(u), τy divϕ〉 = −〈τ−yS(u), divϕ〉
= 〈∇(τ−yS(u)), ϕ〉 .
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It follows that ∇(τ−yS(u)) = ∇S(τyu), that is, S(τyu) − τ−yS(u) is constant. Actually
S(τyu) − τ−yS(u) = 0. To see this, let g ∈ C∞0 (Br) with
∫
Br
gdy = 0; then by [19, Lemma
3.15] there exists ϕ ∈ C∞0 (Br)d such that divϕ = g, thus, from the above series of equalities,
Lτyu(ϕ) = −〈S(τyu), g〉 = −〈τ−yS(u), g〉 ,
that is, 〈S(τyu)− τ−yS(u), g〉 = 0, so that the above constant is zero. Hence
S(τyu) = τ−yS(u) ∀y ∈ Rd.
Hence (i) follows thereby.
Let us now check (ii) and (iii). We begin by noticing that S is trivially linear. With this
in mind, let ϕ ∈ D(Rd)d with suppϕi ⊂ Br for all 1 ≤ i ≤ d. Then by (2.6)
|Lu(ϕ)| = |L(u ∗ ϕ)|
≤ ‖L‖ ‖u ∗ ϕ‖
(B1,p
′
A
)d
≤ max
1≤i≤d
|suppϕi|
1
p′ ‖L‖ ‖u‖p′ ‖ϕ‖W 1,p(Br)d .
Hence, as Suppϕi ⊂ Br (1 ≤ i ≤ d),
‖Lu‖W−1,p′(Br)d ≤ ‖L‖ |Br|
1
p′ ‖u‖p′ . (2.9)
As above, let g ∈ C∞0 (Br) with
∫
Br
gdy = 0; then by [19, Lemma 3.15] there exists ϕ ∈
C∞0 (Br)d such that divϕ = g and ‖ϕ‖W 1,p(Br)d ≤ C(p, Br) ‖g‖Lp(Br). We have
|〈S(u), g〉| = |− 〈∇S(u), ϕ〉| = |〈Lu, ϕ〉|
≤ ‖Lu‖W−1,p′ (Br)d ‖ϕ‖W 1,p(Br)d
≤ C(p, Br) ‖L‖ |Br|
1
p′ ‖u‖p′ ‖g‖Lp(Br) ,
and by a density argument, we get that S(u) ∈ (Lp(Br)/R)′ = Lp′(Br)/R for any r > 0,
where Lp
′
(Br)/R = {ψ ∈ Lp′(Br) :
∫
Br
ψdy = 0}. The properties (ii) and (iii) therefore
follow from the above series of inequalities.
In view of (ii) one has
Lu(ϕ) = −
∫
Rd
S(u) divϕdy for all ϕ ∈ D(Rd)d. (2.10)
Claim 2.1. We claim that S(u) ∈ C∞(Rd) for all u ∈ A∞.
Indeed let ei = (δij)1≤j≤d (δij the Kronecker delta). Then owing to (i), (ii) and (iii) above,
we have∥∥∥∥S(u)(·+ tei)− S(u)t − S
(
∂u
∂yi
)∥∥∥∥
Lp′ (Br)
=
∥∥∥∥S
(
u(·+ tei)− u
t
− ∂u
∂yi
)∥∥∥∥
Lp′ (Br)
≤ c
∥∥∥∥u(·+ tei)− ut − ∂u∂yi
∥∥∥∥
p′
.
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Hence, taking the limit as t→ 0 in the above inequality yields
∂
∂yi
S(u) = S
(
∂u
∂yi
)
for all 1 ≤ i ≤ d.
Repeating the process above, it emerges
Dαy S(u) = S(D
α
y u) for all α ∈ Nd.
So all the weak derivatives of S(u) of any order belong to Lp
′
loc(R
d). Our claim is therefore a
consequence of [23, Theorem XIX, p. 191].
This being so, we derive from the mean value theorem the existence of ξ ∈ Br such that
S(u)(ξ) = −
∫
Br
S(u)dy.
On the other hand, the map u 7→ S(u)(0) is a linear functional on A∞, and by the last
equality above and by (iii), we get
|S(u)(0)| ≤ lim sup
r→0
−
∫
Br
|S(u)| dy
≤ lim sup
r→0
|Br|−
1
p′
(∫
Br
|S(u)|p′ dy
) 1
p′
≤ c ‖L‖ ‖u‖p′ .
Hence, defining S˜ : A∞ → R by S˜(v) = S(v)(0) for v ∈ A∞, we get that S˜ is a linear
functional on A∞ satisfying ∣∣∣S˜(v)∣∣∣ ≤ c ‖L‖ ‖v‖p′ ∀v ∈ A∞. (2.11)
We infer from both the density of A∞ in Bp′A(Rd) and (2.11) the existence of a function
f ∈ BpA(Rd) (recall that the topological dual of Bp
′
A(R
d) is BpA(R
d) for 1 < p <∞, the duality
here being defined by 〈u, v〉 =M(uv)) with ‖f‖p ≤ c ‖L‖ such that
S˜(v) = M(fv) for all v ∈ Bp′A(Rd).
In particular
S(u)(0) =M(fu) ∀u ∈ A∞.
Now, let u ∈ A∞ and let y ∈ Rd. By (i) we have
S(u)(y) = S(τ−yu)(0) =M(u(· − y)f).
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Thus,
Lu(ϕ) = L(u ∗ ϕ) = −
∫
Rd
S(u)(y) divϕdy (by (2.10))
= −
∫
Rd
(M(fτ−yu)) divϕdy
= −M
([∫
Rd
τ−yu(·) divϕdy
]
f(·)
)
= −M (f [u ∗ divϕ])
= −M (f [div(u ∗ ϕ)])
= 〈∇f, u ∗ ϕ〉 .
Finally let v ∈ (B1,p′A (Rd))d and let (ϕn)n ⊂ D(Rd) be a mollifier. Then v ∗ ϕn → v in
(B1,p
′
A (R
d))d as n → ∞, where v ∗ ϕn = (vi ∗ ϕn)1≤i≤d. We have v ∗ ϕn ∈ (A∞)d and
L(v ∗ ϕn)→ L(v) by the continuity of L. On the other hand
M (f [div(v ∗ ϕn)])→ M (f div v) .
We deduce that L and ∇yf agree on (B1,p′A (Rd))d, i.e., L = ∇yf .
For the uniqueness, let f1 and f2 in B
p
A(R
d) be such that L = ∇yf1 = ∇yf2, then
∇y(̺(f1 − f2)) = 0, which means that f1 − f2 +N ∈ IpA. 
As a result of Theorem 2.1, we have the
Corollary 2.1. Let f +N ∈ (BpA(Rd))d be such that
M(f · g) = 0 ∀g ∈ (A∞)d with div g = 0.
Then there exists a function u ∈ B1,p#A(Rd) whose class u+N modulo IpA is unique, such that
f = ∇u.
Proof. Define L : (B1,p
′
A (R
d))d → R by L(v) =M(f ·v). Then L lies in
[
(B1,p
′
A (R
d))d
]′
, and it
follows from Theorem 2.1 the existence of u ∈ BpA(Rd) such that f = ∇yu. This shows that
u ∈ B1,p#A(Rd). Indeed BpA(Rd) ⊂ Lploc(Rd), so that u ∈ W 1,ploc (Rd) and ∇yu = f ∈ (BpA(Rd))d.
Moreover let ϕ ∈ D(Rd) be such that ∫
Rd
ϕdy = 1; then M(∇yu ∗ ϕ) = M(∇yu)
∫
Rd
ϕdy =
M(∇yu). However M(∇yu ∗ ϕ) = M(u ∗ ∇yϕ) = M(u)
∫
Rd
∇yϕdy = 0. The uniqueness is
shown as in Theorem 2.1. 
2.3. One application to sigma-convergence. Our aim in this subsection is to prove the
compactness result (SC)2 stated in Section 2. Throughout this section, Ω is an open subset
of Rd, and unless otherwise specified, A is an algebra with mean value on Rd. The following
result holds true.
Theorem 2.2. Let 1 < p <∞. Let (uε)ε∈E be a bounded sequence in W 1,p(Ω). Then there
exist a subsequence E ′ of E, and a couple (u0, u1) ∈ W 1,p(Ω; IpA)×Lp(Ω;B1,p#A(Rd)) such that,
as E ′ ∋ ε→ 0,
uε → u0 in Lp(Ω)-weak Σ;
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∂uε
∂xi
→ ∂u0
∂xi
+
∂u1
∂yi
in Lp(Ω)-weak Σ, 1 ≤ i ≤ d.
Proof. Since the sequences (uε)ε∈E and (∇uε)ε∈E are bounded respectively in Lp(Ω) and in
Lp(Ω)d, there exist (by (SC)1) a subsequence E
′ of E and u0 ∈ Lp(Ω;BpA(Rd)), v = (vj)j ∈
Lp(Ω;BpA(Rd))d such that uε → u0 in Lp(Ω)-weak Σ and ∂uε∂xj → vj in Lp(Ω)-weak Σ. For
Φ ∈ (C∞0 (Ω)⊗A∞)d and recalling that Φε(x) = Φ(x, x/ε), we have∫
Ω
ε∇uε · Φεdx = −
∫
Ω
(uε(divy Φ)
ε + εuε(div Φ)
ε) dx.
Letting E ′ ∋ ε→ 0 we get
−
∫
Ω
M (u0(x, ·) divy Φ(x, ·)) dx = 0.
This shows that ∇yu0(x, ·) = 0, which means that u0(x, ·) ∈ IpA, so that u0 ∈ Lp(Ω; IpA).
Next let Φε(x) = ϕ(x)Ψ(x/ε) (x ∈ Ω) with ϕ ∈ C∞0 (Ω) and Ψ = (ψj)1≤j≤d ∈ (A∞)d with
divyΨ = 0. Clearly
d∑
j=1
∫
Ω
∂uε
∂xj
ϕψεjdx = −
d∑
j=1
∫
Ω
uεψ
ε
j
∂ϕ
∂xj
dx
where ψεj (x) = ψj(x/ε). Passing to the limit in the above equation when E
′ ∋ ε→ 0 we get
d∑
j=1
∫
Ω
M (vjψj)ϕdx = −
d∑
j=1
∫
Ω
M (u0ψj)
∂ϕ
∂xj
dx. (2.12)
Choosing in (2.12) ψj = δij (the Kronecker delta), we obtain, for any 1 ≤ i ≤ d∫
Ω
M(viψ)ϕdx = −
∫
Ω
M(u0ψ)
∂ϕ
∂xi
dx for all ϕ ∈ C∞0 (Ω), (2.13)
and reminding that M(vi) ∈ Lp(Ω) we have by (2.13) that ∂u0∂xi ∈ Lp(Ω; I
p
A), where
∂u0
∂xi
is the
distributional derivative of u0 with respect to xi. We deduce that u0 ∈ W 1,p(Ω; IpA). Coming
back to (2.12) we get∫
Ω
M((v −∇u0) ·Ψ)ϕdx = 0 for all ϕ ∈ C∞0 (Ω).
It follows that
M ((v(x, ·)−∇u0(x, ·)) ·Ψ) = 0
for all Ψ as above and for a.e. x. We infer from Corollary 2.1 the existence of a function
u1(x, ·) ∈ B1,p#A(Rd) such that
v(x, ·)−∇u0(x, ·) = ∇yu1(x, ·)
for a.e. x. Whence the existence of a function u1 : x 7→ u1(x, ·) with values in B1,p#A(Rd) such
that v = ∇u0 +∇yu1. 
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Remark 2.2. It is very important to notice that the function u1(x, ·) in the above theorem
is such that its gradient ∇yu1(x, ·) stands for the representative of its class ∇yu1(x, ·) +N
in BpA(Rd)d. So its uniqueness is in terms of its equivalence class. However we will see in
practice that we only need a representative of the class, not all the class. This will come to
light in the resolution of the corrector problem (see Section 3 below) where we will see that
the uniqueness of u1(x, ·) in B1,p#A(Rd) will be sufficient.
Remark 2.3. If we assume the algebra A to be ergodic, then IpA consists of constant func-
tions, so that the function u0 in Theorem 2.2 does not depend on y, that is, u0 ∈ W 1,p(Ω).
We thus recover the already known result proved in [22] in the case of ergodic algebras. In
this case, part (i) in (SC)2 is replaced by
(i)1 uε → u0 in W 1,p(Ω)-weak.
3. Existence result for the corrector problem
Let the matrix A satisfy assumptions (H1) and (H2) of Section 1. Our aim in this section
is to prove the following corrector result.
Theorem 3.1. Let H ∈ B2A(Rd)d. Then there exists a unique function u ∈ B1,2#A(Rd) such
that
− divA∇u = divH in Rd. (3.1)
The proof of Theorem 3.1 is a consequence of the following auxiliary results.
Proposition 3.1. Let h ∈ L2loc(Rd) and H = (h1, ..., hd) ∈ L2loc(Rd)d. Assume that
sup
x∈Rd
∫
B(x,1)
(|h|2 + |H|2) dy <∞. (3.2)
Then for any T > 0, there exists a unique u ∈ H1loc(Rd) such that
− divA∇u+ T−2u = h+ divH in Rd (3.3)
and
sup
x∈Rd
∫
B(x,1)
(|u|2 + |∇u|2) dy <∞. (3.4)
Furthermore the solution u satisfies the estimate
sup
x∈Rd,R≥T
−
∫
B(x,R)
(
T−2 |u|2 + |∇u|2) dy ≤ C sup
x∈Rd,R≥T
−
∫
B(x,R)
(
T 2 |h|2 + |H|2) dy (3.5)
where C > 0 depends only on d and α.
Proof. The solvability of (3.3) (in the class specified in Proposition 3.1) together with (3.5)
(for R = T ) are ensured by [21, Section 4]; see especially Lemma 4.1 therein. By applying
Caccioppoli’s inequality, we obtain (3.5) for R > T . 
Lemma 3.1. Let h ∈ B2A(Rd) and H ∈ B2A(Rd)d. Then for any T > 0, there exists a unique
u ∈ B1,2A (Rd) such that
− divA∇u+ T−2u = h+ divH in Rd. (3.6)
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Moreover u solves the equation
M(A∇u · ∇φ+ T−2uφ) = M(hφ −H · ∇φ) for all φ ∈ B1,2A (Rd) (3.7)
and satisfies the estimate (3.5).
Proof. See the proof of [14, Lemma 2.1]. 
Remark 3.1. If in (3.7) we take φ = 1 and h = 0, then we get M(v) = 0, so that the
solution of (3.3) corresponding to h = 0, has mean value equal to 0.
Proof of Theorem 3.1. Theorem 3.1 has been proved in [14]. Here we repeat the proof for
the reader’s convenience. 1. Existence. Let us denote by (uT )T≥1 the sequence constructed
in Lemma 3.1 but this time by taking henceforth h = 0. It satisfies (3.5), that is
sup
x∈Rd,R≥T
−
∫
B(x,R)
(
T−2 |uT |2 + |∇uT |2
)
dy ≤ C sup
x∈Rd
−
∫
B(x,T )
|H|2 dy ≤ C, (3.8)
so that the sequence (∇uT )T≥1 is bounded in L2loc(Rd)d. Therefore, by the weak compact-
ness, (∇uT )T≥1 weakly converges in L2loc(Rd)d (up to extraction of a subsequence) to some
V ∈ L2loc(Rd)d. From the equality ∂2uT/∂yi∂yj = ∂2uT/∂yj∂yi, a limit passage in the dis-
tributional sense yields ∂Vi/∂yj = ∂Vj/∂yi, where V = (Vj)1≤j≤d. This implies V = ∇u for
some u ∈ H1loc(Rd). Using the boundedness of (T−1uT )T≥1 in L2loc(Rd) (see (3.5) once again),
we pass to the limit in the variational formulation of (3.6) (as T →∞) to get that u solves
(3.1). Arguing exactly as in the proof of (3.7) (in Lemma 3.1), we show that u ∈ H1loc(Rd)
also solves the equation
M(A∇u · ∇φ) =M(H · ∇φ) for all φ ∈ B1,2#A(Rd). (3.9)
Using the fact that the bilinear form (u, φ) 7→ M(A∇u · ∇φ) is continuous and coercive
on B1,2#A(R
d), we obtain that u ∈ B1,2#A(Rd) is the unique solution of (3.9). This yields also
V ∈ B2A(Rd)d.
2. Uniqueness (of ∇u). Assume that u ∈ H1loc(Rd) is such that − divA∇u = 0 in Rd and
∇u ∈ B2A(Rd)d. Let ξ ∈ R be freely fixed. We may replace u by u − ξ and obtain from
Caccioppoli inequality that there is a universal constant C0 = C0(d, α, β) > 0 such that∫
Br(x)
|∇u|2 dy ≤ C0
r2
∫
B2r(x)\Br(x)
|u− ξ|2 dy
where Br(x) = B(x, r). For ξ = −
∫
B2r(x)\Br(x)
u, we derive from Poincare´’s inequality that∫
Br(x)
|∇u|2 ≤ C0
∫
B2r(x)\Br(x)
|∇u|2 .
Now, we make use of the hole-filling technique (see e.g. [12, p. 82]) which consists in adding
C0
∫
Br(x)
|∇u|2 to both sides of the above inequality to obtain∫
Br(x)
|∇u|2 ≤ C0
C0 + 1
∫
B2r(x)
|∇u|2 .
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Now, proceeding as in the proof of (3.7), we easily show that M(|∇u|2) = 0, or equivalently
limR→∞R
−d
∫
BR(x)
|∇u|2 = 0. We infer from [12, page 82] that u is constant, so that ∇u = 0.
The uniqueness follows, and the proof is completed. 
4. Homogenization result: Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. Unless otherwise stated, throughout
this section, we do not restrict ourselves to ergodic algebras with mean value.
4.1. Passage to the limit.
Proof of Theorem 1.1. By (1.6), the sequence (uε)ε∈E of solutions of problem (1.5) is bounded
in H10 (Ω). Then by Theorem 2.2 there exists a subsequence E
′ of E and a couple (u0, u1) ∈
H10 (Ω; I
2
A)× L2(Ω;B1,2#A(Rd)) such that as E ′ ∋ ε→ 0,
uε → u0 in L2(Ω)-weak Σ, (4.1)
∇uε → ∇u0 +∇yu1 in L2(Ω)d-weak Σ. (4.2)
Since H10 (Ω) is compactly embedded in L
2(Ω), we deduce from the weak convergence uε → u0
in H10 (Ω)-weak, that uε → u0 in L2(Ω)-strong, where u0(x) = M(u0(x, ·)). It follows that
uε → u0 in L2(Ω)-weak Σ, and hence u0 = u0 ∈ H10 (Ω). Bearing this in mind, let us consider
now the following functions: ψ0 ∈ C∞0 (Ω), ψ1 ∈ C∞0 (Ω) ⊗ A∞ and Φ = (ψ0, ψ1). Let us
define Φε(x) = ψ0(x) + εψ
ε
1(x) where ψ
ε
1(x) = ψ1(x, x/ε). Then Φε ∈ C∞0 (Ω) and we have
∇Φε = (∇ψ0)ε + ε(∇ψ1)ε + (∇yψ1)ε, where we used the notation φε(x) = φ(x, x/ε). It
follows obviously that as ε→ 0,
Φε → ψ0 in L2(Ω)-strongly, (4.3)
∇Φε → ∇ψ0 +∇yψ1 in L2(Ω)d-strongly Σ, (4.4)
(∇Φε)ε is bounded in L∞(Ω)d. (4.5)
The variational formulation of (1.5) (where we have taken Φε as test function) reads as∫
Ω
(Aε∇uε · ∇Φε + V εuε · ∇Φε)dx+
∫
Ω
(Bε∇uε + aε0uε + µuε)Φεdx = 〈f ,Φε〉 (4.6)
where f = f + divF ∈ H−1(Ω). By (4.2), (4.4) and (4.5), we have that
∇uε · ∇Φε → Du · DΦ in L2(Ω)d-weak Σ as E ′ ∋ ε→ 0
where we have denoted
Du = ∇u0 +∇yu1 (u = (u0, u1)) and DΦ = ∇ψ0 +∇yψ1. (4.7)
On the other hand, A ∈ B2,∞A (Rd)d×d = (B2A(Rd)∩L∞(Rd))d×d; so, taking Aε as test function
in the definition of weak Σ-convergence, we get, as E ′ ∋ ε→ 0,∫
Ω
Aε∇uε · ∇Φεdx→
∫
Ω
M(ADu · DΦ)dx.
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The convergence uε → u0 in L2(Ω)-strong together with (4.4) imply, using V as test function∫
Ω
V εuε · ∇Φεdx→
∫
Ω
u0M(V · DΦ)dx.
Next, we take B as test function and use (4.2) and (4.3) to obtain∫
Ω
(Bε · ∇uε)Φεdx→
∫
Ω
M(B · Du)ψ0dx.
By (4.1) and (4.3) we get, using a0 as test function∫
Ω
(aε0 + µ)uεΦεdx→
∫
Ω
(M(a0) + µ)ψ0u0dx.
Finally from the obvious result Φε → ψ0 in H10(Ω)-weak, we infer 〈f ,Φε〉 → 〈f , ψ0〉. Putting
together the above convergence results yield in (4.6), as E ′ ∋ ε→ 0,∫
Ω
M((ADu+ V u0) · DΦ)dx+
∫
Ω
M(B · Du+ a0u0 + µu0)ψ0dx = 〈f , ψ0〉 (4.8)
for every ψ0 ∈ C∞0 (Ω) and ψ1 ∈ C∞0 (Ω)⊗A∞.
The integral identity (4.8) is the so-called global homogenized problem. It is equivalent to
the following two identities∫
Ω
M(ADu+ V u0) · ∇ψ0dx+
∫
Ω
M(B · Du+ a0u0 + µu0)ψ0dx = 〈f , ψ0〉 ∀ψ0 ∈ C∞0 (Ω),
(4.9)∫
Ω
M((ADu+ V u0) · ∇yψ1)dx = 0, ∀ψ1 ∈ C∞0 (Ω)⊗A∞. (4.10)
Let us derive from the preceding two equations (4.9) and (4.10), the homogenized equation
whose u0 is solution. To this end, let us take ψ1(x, y) = ϕ(x)w(y), with ϕ ∈ C∞0 (Ω) and
w ∈ A∞ in (4.10). Then∫
Ω
M((ADu+ V u0) · ∇yw)ϕ(x)dx = 0, ∀ϕ ∈ C∞0 (Ω), ∀w ∈ A∞,
which yields
M((ADu(x, ·) + V u0(x)) · ∇yw) = 0 ∀w ∈ A∞, a.e. x ∈ Ω. (4.11)
So, fix ξ ∈ Rd, λ ∈ R and consider the equation
− divy(A(ξ +∇yvξ,λ) + V λ) = 0 in Rd, vξ,λ ∈ B1,2#A(Rd) (4.12)
that is a linear and a well-posed problem.
We seek for solutions of the form vξ,λ = uξ+ηλ, where uξ and ηλ are solutions, respectively,
of the following equations:
− divy(A(ξ +∇yuξ)) = 0 in Rd, uξ ∈ B1,2#A(Rd), (4.13)
− divy(A∇yηλ) = divy(V λ) in Rd, ηλ ∈ B1,2#A(Rd). (4.14)
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Equation (4.13) can be rewritten as
− divy(A∇yuξ) = divy(Aξ).
In view of Assumptions (H1), (H2) and (H3), we get by Theorem 3.1 the existence of unique
solutions to (4.12), (4.13) and (4.14).
Going back to (4.12) and taking ξ = ∇u0(x) and λ = u0(x), we get that u∇u0(x),u0(x) is
the unique solution (in the sense of Theorem 3.1) of
− divy(A(∇u0(x) +∇yu∇u0(x),u0(x)) + V u0(x)) = 0 in Rd. (4.15)
Comparing the variational form (with respect to the duality arising from the mean value as
in (4.11)) of (4.15) with (4.11), we deduce from the uniqueness of the solution in B1,2#A(R
d)
that
u1(x, ·) = u∇u0(x),u0(x) = u∇u0(x) + ηu0(x) in B1,2#A(Rd) a.e. x ∈ Ω. (4.16)
Denoting χ = (χj)1≤j≤d, where for 1 ≤ j ≤ d, χj = uej is the solution of (4.13) determined
by Theorem 3.1, and corresponding to ξ = ej (ej the j-th vector of the canonical basis of
R
d), we deduce from the uniqueness of u∇u0 that u∇u0 = χ · ∇u0. Also we have in (4.14)
ηu0 = χ0u0 where χ0 = η1 so that (4.9) can be written as∫
Ω
M(A(Id +∇yχ) · ∇u0 + (A∇yχ0 + V )u0) · ∇ψ0dx+
+
∫
Ω
[(M(B(Id +∇yχ)) · ∇u0)ψ0 + (M(B · ∇χ0 + a0) + µ)u0ψ0]dx = 〈f , ψ0〉 .
Setting Â = M(A(Id + ∇yχ)), V̂ = M(A∇yχ0 + V ), B̂ = M(B(Id + ∇yχ)) and â0 =
M(B · ∇χ0 + a0), we end up with∫
Ω
(Â∇u0 + V̂ u0) · ∇ψ0dx+
∫
Ω
(B̂ · ∇u0 + â0u0 + µu0)ψ0dx = 〈f , ψ0〉 ∀ψ0 ∈ C∞0 (Ω),
which is nothing else but the variational formulation of the homogenized equation, viz.
P0u0 = f + divF in Ω, u0 ∈ H10 (Ω). (4.17)
where
P0 = − div(Â∇+ V̂ ) + B̂∇+ (â0 + µ). (4.18)
Moreover, the local corrector problems are given by:
− divy(A(ej +∇yχj)) = 0 in Rd, χj ∈ B1,2#A(Rd), j = 1, ..., d,
− divy(A∇yχ0 + V ) = 0 in Rd, χ0 ∈ B1,2#A(Rd).
We may easily show that the matrix Â is symmetric and coercive. Also B̂, V̂ ∈ Rd and
â0 ∈ R. Hence the uniqueness of u0 solution to (4.17) is ensured. The convergence of the
entire sequence (uε)ε>0 in H
1
0 (Ω) therefore stems from the uniqueness of the solution to the
homogenized equation (4.17).
We recall that one has
uε → u0 in H10 (Ω)-weak and in L2(Ω)-strong
∇uε →∇u0 +∇yu1 in L2(Ω)d-weak Σ.
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This being so, let us prove the convergence (1.11). Let rε = uε − u0 − εuε1 where
uε1(x) = u1(x, x/ε) = χ(x/ε)∇u0(x) + χ0(x/ε)u0(x);
then ∇rε = ∇uε − ∇u0 − (∇yu1)ε − ε(∇u1)ε. We recall that we have assumed that u1 ∈
H1(Ω;A1), so that we may take u1, ∇u1 and ∇yu1 as test functions since they belong
to L2(Ω;A). We therefore have, according to (1.2) and (1.3) and using the variational
formulation of (1.5) with a test function uε:
0 ≤ α||∇rε||2L2(Ω) ≤
∫
Ω
Aε∇rε · ∇rεdx (4.19)
=
∫
Ω
Aε∇uε · ∇uε −
∫
Ω
Aε∇uε · (∇u0 + (∇yu1)ε + ε(∇u1)ε)
−
∫
Ω
Aε(∇u0 + (∇yu1)ε + ε(∇u1)ε) · ∇uε
+
∫
Ω
Aε(∇u0 + (∇yu1)ε + ε(∇u1)ε) · (∇u0 + (∇yu1)ε + ε(∇u1)ε)
= 〈f , uε〉 −
∫
Ω
(uεV
ε · ∇uε − (Bε∇uε)uε − (aε0 + µ) |uε|2)
+
∫
Ω
Aε(∇u0 + (∇yu1)ε + ε(∇u1)ε) · (∇u0 + (∇yu1)ε + ε(∇u1)ε)
−
∫
Ω
Aε∇uε · (∇u0 + (∇yu1)ε + ε(∇u1)ε)−
∫
Ω
Aε(∇u0 + (∇yu1)ε + ε(∇u1)ε) · ∇uε
+ ε
∫
Ω
Aε(∇u0 + (∇yu1)ε + ε(∇u1)ε) · (∇u1)ε − ε
∫
Ω
(Aε∇uε · (∇u1)ε + (A∇u1)ε · ∇uε).
The only term in (4.19) in which the limit passage requires explanation is∫
Ω
Aε∇uε · (∇u0 + (∇yu1)ε + ε(∇u1)ε)dx.
In the above mentioned term, we have that
∇uε → ∇u0 +∇yu1 in L2(Ω)d-weak Σ.
Now since ∇yu1 and ∇u1 both belong to L2(Ω;A)d, we get
∇u0 + (∇yu1)ε + ε(∇u1)ε →∇u0 +∇yu1 in L2(Ω)d-strong Σ.
Hence, taking Aε(x) = A(x/ε) as test function (recall that A ∈ (B2A(Rd)∩L∞(Rd))d×d) and
letting ε→ 0 we get readily∫
Ω
Aε∇uε · (∇u0 + (∇yu1)ε + ε(∇u1)ε)dx→
∫
Ω
M(ADu · Du)dx.
Therefore, passing to the limit as ε → 0 and taking into account (4.6), the right-hand side
tends to
〈f , u0〉 −
∫
Ω
M(V u0Du)dx−
∫
Ω
M(ADu ·Du)dx−
∫
Ω
M(B · Du+ a0u0 + µu0)u0dx
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that is zero by (4.8) and density arguments. Then, as ε→ 0, ‖∇rε‖L2(Ω) → 0, which proves
the convergence (1.11). This ends the proof of Theorem 1.1. 
4.2. Some applications of Theorem 1.1. We provide here some concrete situations for
which Theorem 1.1 holds true. The framework is in accordance with assumption (H3).
4.2.1. Problem 1 (Periodic homogenization).
(H3)1 We assume that the functions A, V and a0 are periodic of period 1 in each coordinate.
Then, this suggests us to take A = Cper(Y ), the Banach algebra of continuous Y -periodic
functions defined on Rd, where Y = (0, 1)d. Therefore we obtain (H3) with A = Cper(Y ). In
this case we have BpA(R
d) = Lpper(Y ) for 1 ≤ p ≤ ∞ and B1,2A (Rd) = H1per(Y ).
In this special case, the homogenization result reads as follows.
Theorem 4.1. Assume (H1)-(H2) and (H3)1 hold. Then the sequence of solutions of (1.1)
weakly converges in H10(Ω) to the solution of (1.7) where
Â =
∫
Y
A(Id +∇yχ)dy, B̂ =
∫
Y
B(Id +∇yχ)dy, V̂ =
∫
Y
(V + A∇yχ0)dy and
â0 =
∫
Y
(B · ∇yχ0 + a0)dy,
χ = (χj)1≤j≤d ∈ (H1per(Y )/R)d and χ0 ∈ H1per(Y )/R being defined by the cell problems
− divy(A(ej +∇yχj)) = 0 in Y and − divy(A∇yχ0 + V ) = 0 in Y.
Proof. The above result stems from the characterization of the mean value in the periodic
setting: for u ∈ Lpper(Y ), M(u) =
∫
Y
u(y)dy. 
4.2.2. Problem 2 (Almost periodic homogenization). The functions A, V and a0 are
assumed to be Besicovitch almost periodic [2]. We then get (H3) with A = AP (Rd), where
AP (Rd) [2, 7] is the space of continuous almost periodic functions on Rd. In this case, the
mean value of a function u ∈ AP (Rd) can be obtained as the unique constant belonging to
the closed convex hull of the family of the translates (u(·+ a))a∈Rd ; see e.g. [13].
4.2.3. Problem 3 (Asymptotic periodic homogenization). Let B∞(Rd) denote the
space of all continuous functions ψ ∈ C(Rd) such that ψ(ζ) has a finite limit in R as |ζ | → ∞.
It is known that B∞(Rd) is an algebra with mean value on Rd for which the mean value of
a function u ∈ B∞(Rd) is obtained as the limit at infinity.
This being so, we mean to homogenize problem (1.1) under the assumption
(H3)2 A ∈ (L2per(Y ))d×d, V,B ∈ B∞(Rd)d and a0 ∈ L2per(Y ).
It is an easy exercise to see that the appropriate algebra with mean value here is A =
B∞(Rd) + Cper(Y ) ≡ B∞,per(Rd). Indeed, we know that B∞,per(Rd) is an algebra with mean
value on Rd with the property that B∞,per(Rd) = C0(Rd) ⊕ Cper(Y ) (direct and topological
sum; see e.g. [22]) where C0(Rd) stands for the space of those continuous functions u in Rd
that vanish at infinity. Since lim|y|→∞ u(y) = 0 for any u ∈ C0(Rd), any element in B∞,per(Rd)
is asymptotically a periodic function.
The general asymptotic periodic homogenization is obtained by assuming that
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(H3)3 A,B, V and a0 belong to B
2
A(R
d)d×d, B2A(R
d)d, B2A(R
d)d and B2A(R
d), respectively,
with A = B∞,per(Rd).
Then we get the homogenization of (1.1) under either (H3)2 or (H3)3.
4.2.4. Problem 4 (Asymptotic almost periodic homogenization). In Problem 3
above, we may replace Cper(Y ) by AP (Rd) and get the algebra of asymptotic almost periodic
functions denoted by B∞,AP (Rd) = B∞(Rd)+AP (Rd). In this case, we may assume that the
functions A, V and a0 belong to B
2
A(R
d)d×d, B2A(R
d)d, B2A(R
d)d and B2A(R
d), respectively,
where A = B∞,AP (Rd). The conclusion of Theorem 1.1 holds as well.
5. Existence of true asymptotic periodic correctors: Proof of Theorem
1.2
We consider, in the asymptotic periodic setting, the corrector problems (4.13) and (4.14)
in which we choose ξ = ej (the jth vector of the canonical basis in R
d) and λ = 1. The main
aim of this section is to derive the existence of a true corrector solution of either equation
(5.1) or (5.2) below:
− divy(A∇yχ0 + V ) = 0 in Rd (5.1)
− divy(A(ej +∇yχj)) = 0 in Rd (1 ≤ j ≤ d). (5.2)
We investigate the properties of the solution of problem (5.1). The obtained properties will
also hold for equation (5.2) since (5.2) can be obtained from (5.1) by replacing in (5.1) the
function V by Aej.
5.1. Preliminaries. In this section, we are dealing with the special case of asymptotic
periodic functions. The algebra with mean value associated is therefore A = B∞,per(Rd) :=
C0(Rd)⊕Cper(Y ). Let us first recall that the Besicovitch space associated to A is B2A(Rd) ≡
L2∞,per(R
d). Endowed with the seminorm ‖u‖2 = (M(|u|2))1/2 (u ∈ L2∞,per(Rd)), L2∞,per(Rd)
is a Fre´chet space. We also recall that L2∞,per(Rd) = L2∞,per(Rd)/N (where N = {u ∈
L2∞,per(R
d) : ‖u‖2 = 0}) is a Hilbert space. In view of the decomposition L2∞,per(Rd) =
L20(R
d) + L2per(Y ) (where L
2
0(R
d) is the closure in M2(Rd) of C0(Rd) with respect to the
seminorm ‖·‖2), we notice that those functions in L2∞,per(Rd) with mean value equal to zero,
are those for which the periodic component has mean value equal to zero since M(v) = 0
for all v ∈ L20(Rd). It is an easy task to see that N = L20(Rd), so that L2∞,per(Rd) =
L2∞,per(R
d)/L20(R
d). By the first isomorphism theorem, we have that L2∞,per(Rd) ∼= L2per(Y ).
Denote by ℓ the above isomorphism and by ̺ the canonical mapping from L2∞,per(R
d) onto
L2∞,per(Rd): ̺(u) = u + L20(Rd) ≡
◦
u. We still denote by M the mean value on L2∞,per(Rd),
which is well defined since for v ∈ L20(Rd) one has M(v) = 0. It is easy to see that ℓ is an
isometric (topological) isomorphism which is defined by
ℓ(uper + L
2
0(R
d)) = uper for uper ∈ L2per(Y ). (5.3)
Also the following identities are easily verified:
M(ℓ(
◦
uper)) =M(uper) for
◦
uper = ̺(uper) = uper + L
2
0(R
d) ∈ L2∞,per(Rd) (5.4)
ℓ(
◦
uper
◦
vper) = ℓ(
◦
uper)ℓ(
◦
vper) for uper ∈ L2per(Y ) and vper ∈ L2per(Y ) ∩ L∞(Rd). (5.5)
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Let H1∞,per(Rd) = ℓ−1(H1per(Y )). Then proceeding as in [17], we may define (for each 1 ≤
i ≤ d) a linear operator ∂/∂yi : H1∞,per(Rd)→ L2∞,per(Rd) by (see (2.3))
∂̺(uper)
∂yi
= ̺
(
∂uper
∂yi
)
for uper ∈ H1per(Y ). (5.6)
This leads to a precise definition of H1∞,per(Rd):
H1∞,per(Rd) = {
◦
uper ∈ L2∞,per(Rd) : ∇
◦
uper ∈ L2∞,per(Rd)d}
where ∇ = (∂/∂yi)1≤i≤d. From the definition of ℓ we see that
∇ℓ(◦uper) = ℓ(∇◦uper) = ℓ(̺(∇uper)), i.e. ∇ℓ(uper + L20(Rd)) = ℓ(∇uper + L20(Rd)). (5.7)
From the above equality (5.7) we infer that H1∞,per(Rd) = ̺(H1∞,per(Rd)) where
H1∞,per(R
d) = {u ∈ L2∞,per(Rd) : ∇u ∈ L2∞,per(Rd)d}. (5.8)
We close these preliminaries by defining a suitable subspace of H1∞,per(Rd) to which the
solution of the corrector problem will belong to. Let H1#(Rd) = {
◦
uper ∈ H1∞,per(Rd) :
M(
◦
uper) = 0} ≡ ℓ−1(H1per(Y )/R) where H1per(Y )/R = {u ∈ H1per(Y ) :
∫
Y
u = 0}. We endow
H1#(Rd) with the gradient seminorm denoted by ‖·‖#:∥∥∥ ◦uper∥∥∥
#
=
∥∥∥∇◦uper∥∥∥
L2∞,per(R
d)
≡
[
M
(∣∣∣∇◦uper∣∣∣2
)] 1
2
for
◦
uper ∈ H1#(Rd).
Then since ℓ is an isometry, we make use of (5.7) to see that∥∥∥◦uper∥∥∥
#
= ‖∇uper‖L2(Y ) , uper ∈ H1per(Y )/R. (5.9)
It comes straightforwardly from (5.9) that ‖·‖# is actually a norm on H1#(Rd) which makes
it a Hilbert space.
Finally, we note that Lp(Rd) ⊂ L20(Rd) for any 2 ≤ p <∞, so the results that will be proved
below will in particular hold for the corresponding occurrences taken in Lp(Rd) + L2per(Y )
(2 ≤ p <∞).
5.2. Proof of Theorem 1.2.
Proof of Theorem 1.2. Since A = A0 + Aper and V = V0 + Vper with A0, V0 having entries
in L20(R
d) and Aper, Vper having entries in L
2
per(Y ), then Aper = ℓ(̺(A)) and Vper = ℓ(̺(V )).
Consider the periodic corrector problem
− div(Aper∇χper + Vper) = 0 in Rd,
∫
Y
χper = 0. (5.10)
In view of (1.14), problem (5.10) possesses a unique solution χper ∈ H1per(Y )/R. Set u =
ℓ−1(χper) ∈ H1#(Rd); then u =
◦
χper and ℓ(u) = χper. Next, let φ ∈ A∞ be arbitrarily fixed,
A = B∞,per(Rd). Then ℓ(̺(φ)) ∈ C∞per(Y ) and the variational formulation of (5.10) gives
M ((Aper∇χper + Vper) · ∇ℓ(̺(φ))) = 0. (5.11)
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But
Aper∇χper = ℓ(̺(A))ℓ(̺(∇χper)) = ℓ(̺(A))ℓ(∇̺(χper))
= ℓ(
◦
A∇ ◦χper) thanks to (5.5).
The equation (5.11) is therefore equivalent to
M [ℓ((
◦
A∇ ◦χper +
◦
V ) · ∇
◦
φ)] = 0 for all φ ∈ A∞,
or, in view of (5.4),
M [(
◦
A∇ ◦χper +
◦
V ) · ∇
◦
φ] = 0 for all φ ∈ A∞. (5.12)
Owing to the properties of the matrix A, we see that
◦
χper ∈ H1#(Rd) is the unique solution to
(5.12). However, with the same notations as above, if we proceed exactly as we did in order
to obtain (3.7), then one easily shows that the solution χ0 of (5.1) provided by Theorem
3.1 satisfies the variational equation (5.12), so that by the uniqueness of the solution to
(5.12), we get
◦
χ0 =
◦
χper. It emerges the existence of (a non unique) χ
0
0 ∈ L20(Rd) such that
χ0 = χ
0
0 + χper. This concludes the proof of Theorem 1.2. 
6. Convergence rates: Proof of Theorem 1.3
Lemma 6.1. Let g ∈ L2∞,per(Rd) be such thatM(g) = 0. Then there exists at least a function
u ∈ H1∞,per(Rd) such that
∆u = g in Rd, M(u) = 0. (6.1)
Proof. It is enough to solve (6.1) in the sense of the duality arising from the mean value. So,
we consider the variational form of (6.1):
M(∇u · ∇v) = −M(gv) for all v ∈ H1∞,per(Rd) with M(v) = 0. (6.2)
The Equation (6.2) will possess a solution once we will show that the linear functional
l : v 7→ −M(gv) is continuous on H = {v ∈ H1∞,per(Rd) : M(v) = 0} endowed with
the gradient seminorm. This will lead to the continuity of the associated form defined on
H1#(Rd) by L(
◦
v) = −M(gv) and will yield the existence of a unique
◦
u ∈ H1#(Rd) with u ∈ H1∞,per(Rd) solving (6.1). The continuity of l will stem from a
Poincare´-type inequality satisfied by the elements of H. Indeed, let v ∈ H, then ℓ(◦v) ∈
H1per(Y )/R, so that by the Poincare´-Wirtinger inequality, there exists a positive constant C
independent of v such that ∥∥∥ℓ(◦v)∥∥∥
L2(Y )
≤ C
∥∥∥∇ℓ(◦v)∥∥∥
L2(Y )
. (6.3)
But by (5.7) we have ∇ℓ(◦v) = ℓ(∇◦v) = ℓ(̺(∇v)), and using the fact that ℓ is an isometry
from L2∞,per(Rd) into L2per(Y ) together with the equality
∥∥∥◦v∥∥∥
L2∞,per(R
d)
= ‖v‖L2∞,per(Rd), we get
readily
‖v‖L2∞,per(Rd) ≤ C ‖∇v‖L2∞,per(Rd) for all v ∈ H
where the constant C is the same as in (6.3). 
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Lemma 6.2. Let χj (0 ≤ j ≤ d) be the solutions of the corrector problems (5.1) and (5.2),
and let Ω be a C1,1 open bounded domain in Rd. Then it holds that∫
Ω
∣∣∣(∇yχj)(x
ε
)
w(x)
∣∣∣2 dx ≤ C ∫
Ω
(|w|2 + ε2 |∇w|2)dx, for all w ∈ H1(Ω) (6.4)
where C = C(A,Ω, d) > 0.
Proof. In view of [16, Chapter III, Theorem 13.1], there is a positive constant C = C(A, d)
such that ‖χj‖L∞(Rd) ≤ C for all 0 ≤ j ≤ d. With this in mind, the proof of the lemma
follows directly from the proof of [31, Lemma 3.4]. 
We end this subsection with a result whose proof can be found in [20] and which will be
useful in the next section.
Lemma 6.3 ([20, Lemma 5.1]). Let Ω be as in Lemma 6.2. Then there exists ε0 ∈ (0, 1]
depending on Ω such that, for any u ∈ H1(Ω),∫
Γε
|u|2 dx ≤ Cε ‖u‖L2(Ω) ‖u‖H1(Ω) , 0 < ε ≤ ε0 (6.5)
where C = C(Ω) and Γε = Ωε ∩ Ω with Ωε = {x ∈ Rd : dist(x, ∂Ω) < ε}.
We recall that Ωε = {x ∈ Rd : dist(x, ∂Ω) < ε} is a tubular neighborhood of ∂Ω.
6.1. Convergence rates in H1. In this section, we assume that Ω is a bounded domain of
class C1,1 in Rd. This allows to define a linear continuous extension operator (see [1, Chapter
5, Theorem 5.22]) ˜: H2(Ω)→ H2(Rd) (6.6)
satisfying
u˜ = u in Ω and ‖u˜‖H2(Rd) ≤ C ‖u‖H2(Ω) , (6.7)
where C > 0 depends only on Ω. Following [24] we define the smoothing operator Sε as
follows. Fix θ ∈ C∞0 (B 1
4
) such that θ ≥ 0 and ∫
Rd
θdy = 1. For fixed ε > 0, define
Sε(f)(x) = f ∗ θε(y) =
∫
Rd
f(y − x)θε(x)dx (6.8)
where θε(x) = ε
−dθ(x/ε). Then the following properties of Sε are easy consequences of the
convolution operator and Fourier transform (see e.g., [24, Lemmas 2.1 and 2.2]).
Lemma 6.4. Let f ∈ Lp(Rd) for some 1 ≤ p <∞. Then for any g ∈ Lploc(Rd),
‖gεSε(f)‖Lp(Rd) ≤ C sup
x∈Rd
(
−
∫
B1(x)
|g|p
) 1
p
‖f‖Lp(Rd) (6.9)
where gε(x) = g(x/ε). If further f ∈ W 1,p(Rd) for some 1 < p <∞, then
‖Sε(f)− f‖Lp(Rd) ≤ Cε ‖∇f‖Lp(Rd) . (6.10)
The constants C above depend only on d.
The following result will be used in the sequel.
DETERMINISTIC HOMOGENIZATION OF ELLIPTIC EQUATIONS 25
Lemma 6.5. Let b ∈ L2∞,per(Rd) be such that M(b) = 0. Then for any u ∈ H1(Rd),
‖bεSε(u)‖L2(Rd) ≤ Cε ‖u‖H1(Rd) (6.11)
where bε(x) = b(x/ε) and C is independent of u and ε.
Proof. Appealing to Lemma 6.1, let w ∈ H1∞,per(Y ) with h = ∇yw ∈ L2∞,per(Rd) be such
that ∆yw = b in R
d. Then divy h = b, so that b
ε = ε divx h
ε (where hε(x) = h(x/ε)). For
any ϕ ∈ C∞0 (Rd) we have∣∣∣∣
∫
Rd
bεSε(u)ϕdx
∣∣∣∣ =
∣∣∣∣ε
∫
Rd
(divx h
ε)Sε(u)ϕdx
∣∣∣∣ =
∣∣∣∣−ε
∫
Rd
hε∇(Sε(u)ϕ)dx
∣∣∣∣
= ε
∣∣∣∣
∫
Rd
hε(ϕ∇Sε(u) + Sε(u)∇ϕ)dx
∣∣∣∣
≤ ε C sup
x∈Rd
(
−
∫
B1(x)
|h|2
) 1
2
‖u‖H1(Rd) ‖ϕ‖H1(Rd)
≤ ε C ‖u‖H1(Rd) ‖ϕ‖H1(Rd) .
where above for the first inequality, we have used (6.9) and the fact that ∇ ◦ Sε = Sε ◦ ∇.
It follows that ‖bεSε(u)‖H−1(Rd) ≤ Cε ‖u‖H1(Rd). However, as bεSε(u) ∈ L2(Rd) (see (6.9)),
it readily follows that ‖bεSε(u)‖H−1(Rd) = ‖bεSε(u)‖L2(Rd) (see [1, page 74]) and so (6.11)
holds. 
Let uε, u0 ∈ H10 (Ω) be weak solutions of (1.5) and (1.7) respectively. We assume further
that u0 ∈ H2(Ω). We denote the first order approximation of uε by
vε = u0 + εχ
εSε(∇u˜0) + εχε0Sε(u˜0) (6.12)
where χε(x) = χ(x/ε) = (χj(x/ε))1≤j≤d and χ
ε
0(x) = χ0(x/ε) (for x ∈ Ω) with χj and χ0
being solutions of (5.2) and (5.1) respectively. Let wε = uε−u0−εχεSε(∇u˜0)−εχε0Sε(u˜0)+zε,
where zε ∈ H1(Ω) is defined by
Pεzε = 0 in Ω, zε = εχεSε(∇u˜0) + εχε0Sε(u˜0) on ∂Ω. (6.13)
Then setting
A0(y) = Â− A(y)(Id +∇χ(y)) = (Aj)1≤j≤d,
V1(y) = V̂ − (A(y)∇χ0(y) + V (y)) = (V1,j)1≤j≤d
B1(y) = B̂ − B(y)(∇χ(y) + Id)
a0,1(y) = â0 − (B(y)∇χ0(y) + a0(y))
with Aj = (Aij)1≤i≤d, Aij(y) = âij − aij(y) −
∑d
k=1 aik(y)
∂χj
∂yk
(y), Â = (âij)1≤i,j≤d, we have
the following
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Lemma 6.6. Let uε, u0 be the weak solutions of (1.5) and (1.7) respectively. Assume
u0 ∈ H2(Ω). Then
Pεwε = − div(Aε0Sε(∇u˜0) + V ε1 Sε(u˜0))
− div[(Â− Aε)(∇u0 − Sε(∇u˜0)) + (V̂ − V ε)(u0 − Sε(u˜0))] +Bε1Sε(∇u˜0)
+aε0,1Sε(u˜0) + (B̂ −Bε)(∇u0 − Sε(∇u˜0)) + (â0 − aε0)(u0 − Sε(u˜0))
+ε div[χεAε∇Sε(∇u˜0) + χε0∇Sε(u˜0) + χεV εSε(∇u˜0) + χε0V εSε(u˜0)]
−ε[χεBε∇Sε(∇u˜0) + χε0Bε∇Sε(u˜0) + aε0χεSε(∇u˜0)
+aε0χ
ε
0Sε(u˜0) + µχ
εSε(u˜0) + µχ
ε
0Sε(u˜0)].
(6.14)
Proof. By direct calculations we get
− div(Aεwε + V εwε) +Bε∇wε + aε0wε + µwε
= − div(Aε∇uε + V εuε) +Bε∇uε + aε0uε + µuε
+ div(Aε∇vε + V εvε)− (Bε∇vε + aε0vε + µvε)
= − div(Â∇u0 + V̂ u0) + B̂∇u0 + â0u0 + µu0 + div(Aε∇vε + V εvε)
− (Bε∇vε + aε0vε + µvε)
= − div
[
(Â∇u0 −Aε∇vε) + (V̂ u0 − V εvε)
]
+ B̂∇u0 −Bε∇vε
+ â0u0 − aε0vε + µ(u0 − vε),
where above, we have used in the second equality, the fact that Pεuε = P0u0. But
− div
[
(Â∇u0 − Aε∇vε) + (V̂ u0 − V εvε)
]
= − div(Aε0Sε(∇u˜0) + V ε1 Sε(u˜0))
− div
(
(Â−Aε)(∇u0 − Sε(∇u˜0)) + (V̂ − V ε)(u0 − Sε(u˜0))
)
+ ε div (χεAε∇Sε(∇u˜0) + χε0Aε∇Sε(u˜0) + χεV εSε(∇u˜0) + χε0V εSε(u˜0))
and
B̂∇u0 −Bε∇vε + â0u0 − aε0vε + µ(u0 − vε)
= (B̂ −Bε)(∇u0 − Sε(∇u˜0)) +Bε1Sε(∇u˜0) + (â0 − aε0)(u0 − Sε(u˜0)) + aε0,1Sε(u˜0)
− ε[χεBε∇Sε(∇u˜0) + χε0Bε∇Sε(u˜0) + aε0χεSε(∇u˜0) + aε0χε0Sε(u˜0)
+ µ(χεSε(∇u˜0) + χε0Sε(u˜0)].
The result follows thereby. 
With the above result in mind, our next aim is to prove the H1-rate of convergence stated
in the following result.
Proposition 6.1. Let Ω be a C1,1 bounded domain in Rd. Suppose (1.2), (1.12), (1.13) and
(1.14) hold. Let uε and u0 be the weak solutions of (1.5) and (1.7) respectively. Under the
further assumption that u0 ∈ H2(Ω), there exists C = C(d,Ω, α, β, α0) > 0 such that
‖uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0) + zε‖H1(Ω) ≤ Cε ‖u0‖H2(Ω) . (6.15)
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Proof. First of all, let g ∈ (L2∞,per(Rd))d be solenoidal (div g = 0) with M(g) = 0. Then in
view of Lemma 6.1, we can show that there exists a skew-symmetric matrix G with entries
in H1∞,per(R
d) such that g = divG. Moreover it holds that
sup
x∈Rd
(
−
∫
B1(x)
|G|2
) 1
2
≤ C = C(g, d). (6.16)
Bearing this in mind, let us first analyze the terms A0, V1, B1 and a0,1. Starting with
A0 = (Aj)1≤j≤d where Aj = (Aij)1≤i≤d with Aij(y) = âij − aij(y) −
∑d
k=1 aik(y)
∂χj
∂yk
(y), we
observe that Aij ∈ L2∞,per(Rd). Thus Aj ∈ (L2∞,per(Rd))d with M(Aj) = 0 and divAj = 0.
Appealing to what has being said in the first lines of this proof, we derive the existence of a
skew-symmetric matrix Gj with entries in H
1
∞,per(R
d) such that
Aj = divGj and sup
x∈Rd
(
−
∫
B1(x)
|Gj |2
) 1
2
≤ C.
As for V1, we repeat the same process to obtain a skew-symmetric matrixH ∈ (H1∞,per(Y ))d×d
such that
V1 = divH and sup
x∈Rd
(
−
∫
B1(x)
|H|2
) 1
2
≤ C.
Set B1 = (b
1
i )1≤i≤d where b
1
i ∈ L2∞,per(Rd) with M(b1i ) = 0. Then we infer from Lemma 6.1
that there is a vector hi ∈ (H1∞,per(Rd))d for 0 ≤ i ≤ d, such that
b1i = divhi (1 ≤ i ≤ d) and a0,1 = divh0
and
sup
x∈Rd
(
−
∫
B1(x)
|hi|2
) 1
2
≤ C, 0 ≤ i ≤ d.
Recalling that Gj and H are skew-symmetric, we get that
− div(Aε0Sε(∇u˜0) + V ε1 Sε(u˜0)) = −ε div rε1
where
rε1(x) =
d∑
j=1
Gj
(x
ε
)
∇Sε
(
∂u˜0
∂xj
)
+H
(x
ε
)
∇Sε(u˜0).
Next we appeal to Lemma 6.5 and we use (6.16) in conjunction with (6.9) [in Lemma 6.4]
to obtain
‖Bε1Sε(∇u˜0)‖L2(Ω) ≤ Cε ‖u0‖H2(Ω) and
∥∥aε0,1Sε(u˜0)∥∥L2(Ω) ≤ Cε ‖u0‖H1(Ω) . (6.17)
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Dealing with the term (Â−Aε)(∇u0−Sε(∇u˜0)) and the related ones corresponding to other
coefficients of equations (1.5) and (1.7), we make use of (6.10) in Lemma 6.4 to get∥∥∥(Â− Aε)(∇u0 − Sε(∇u˜0))∥∥∥
L2(Ω)
≤ Cε ‖u0‖H2(Ω)∥∥∥(V̂ − V ε)(u0 − Sε(u˜0))∥∥∥
L2(Ω)
≤ Cε ‖u0‖H1(Ω)∥∥∥(B̂ − Bε)(∇u0 − Sε(∇u˜0))∥∥∥
L2(Ω)
≤ Cε ‖u0‖H2(Ω)
‖(â0 − aε0)(u0 − Sε(u˜0))‖L2(Ω) ≤ Cε ‖u0‖H1(Ω) .
(6.18)
Now, coming back to the equality in Lemma 6.6, and using the inequality (1.6) with uε being
replaced by wε, and f and F replaced respectively by
f = Bε1Sε(∇u˜0) + aε0,1Sε(u˜0) + (B̂ −Bε)(∇u0 − Sε(∇u˜0))
+(â0 − aε0)(u0 − Sε(u˜0))− ε[χεBε∇Sε(∇u˜0) + χε0Bε∇Sε(u˜0)
+aε0χ
εSε(∇u˜0) + aε0χε0Sε(u˜0) + µχεSε(u˜0) + µχε0Sε(u˜0)].
and
F = −(Aε0Sε(∇u˜0) + V ε1 Sε(u˜0))
−[(Â− Aε)(∇u0 − Sε(∇u˜0)) + (V̂ − V ε)(u0 − Sε(u˜0))]
+ε[χεAε∇Sε(∇u˜0) + χε0∇Sε(u˜0) + χεV εSε(∇u˜0) + χε0V εSε(u˜0)],
and owing to inequalities (6.17), (6.18) and using once again property (6.9), we are led to
(6.15). This concludes the proof of the proposition. 
In order to obtain the H1 rate of convergence, we need to estimate ‖zε‖H1(Ω) in terms of
ε. The next lemma provides us with such an estimate.
Lemma 6.7. Let zε be defined by (6.13). There exist ε0 > 0 and C = C(α, β, α0,Ω) > 0
such that
‖zε‖H1(Ω) ≤ Cε
1
2 ‖u0‖H2(Ω) for all 0 < ε ≤ ε0. (6.19)
Proof. Let ε0 be given by Lemma 6.3, and fix ε > 0 such that ε ≤ ε0. Let θε be a cut-off
function in a neighborhood of ∂Ω with support in Ω2ε (a 2ε-neighborhood of ∂Ω), Ωε being
defined as in Lemma 6.3:
θε ∈ C∞0 (Rd), suppθε ⊂ Ω2ε, 0 ≤ θε ≤ 1, θε = 1 on Ωε, θε = 0 on Rd\Ω2ε and ε |∇θε| ≤ C.
(6.20)
Define
φε = εθε(χ
ε∇u0 + χε0u0) (6.21)
and set vε = zε− φε. Then obviously φε ∈ H1(Ω) and Pεvε = −Pεφε in Ω, vε = 0 on ∂Ω, so
that
‖vε‖H1(Ω) ≤ C(‖Aε∇φε + V εφε‖L2(Ω) + ‖Bε∇φε‖L2(Ω) + ‖aε0φε‖L2(Ω)).
From the above inequality we infer that
‖zε‖H1(Ω) ≤ ‖vε‖H1(Ω) + ‖φε‖H1(Ω) ≤ C(‖∇φε‖L2(Ω) + ‖φε‖L2(Ω))
DETERMINISTIC HOMOGENIZATION OF ELLIPTIC EQUATIONS 29
where the constant C depends only on α, β and α0. It remains to estimate the right-hand
side of the last inequality above. To that end, we have
∇φε = εχε∇u0∇θε + (∇yχ)ε∇u0θε + εχεθε∇2u0 + εχε0u0∇θε + (∇yχ0)εu0θε + εχε0θε∇u0
= ε(χε∇u0 + χε0u0)∇θε + ((∇yχ)ε∇u0 + (∇yχ0)εu0)θε + ε(χε∇2u0 + χε0∇u0)θε
= J1 + J2 + J3.
As for J1, we have,
‖J1‖2L2(Ω) ≤ C
∫
Γ2ε
(|∇u0|2 + |u0|2)dx (6.22)
≤ Cε
(
‖∇u0‖L2(Ω) ‖∇u0‖H1(Ω) + ‖u0‖L2(Ω) ‖u0‖H1(Ω)
)
≤ Cε ‖u0‖2H2(Ω)
where above in (6.22) we have used the boundedness of χj (‖χj‖L∞(Rd) ≤ C for all 0 ≤ j ≤ d)
and the inequality |∇θε| ≤ Cε−1 stemming from (6.20), to obtain the first inequality, and
(6.5) to get the second one.
Dealing with J2, we have
‖J2‖2L2(Ω) ≤ C
∫
Ω
(|(∇yχ)ε∇u0θε|2 + |(∇yχ0)εu0θε|2) dx (6.23)
≤ C
∫
Ω
(|θε∇u0|2 + ε2 |∇(θε∇u0)|2) dx+ C ∫
Ω
(|θεu0|2 + ε2 |∇(θεu0)|2) dx
where we have used (6.4) (in Lemma 6.2) to obtain the second inequality in (6.23). Letting
w = u0 or ∇u0, we have ∇(wθε) = w∇θε + θε∇w, and∫
Ω
|∇(wθε)|2 dx ≤ C
∫
Γ2ε
|∇θε|2 |w|2 dx+ C
∫
Ω
|θε∇w|2 dx
≤ Cε−1 ‖w‖L2(Ω) ‖w‖H1(Ω) + C
∫
Ω
|∇w|2 dx.
Thus
‖J2‖2L2(Ω) ≤ C(ε+ ε2) ‖u0‖2H2(Ω) .
Concerning J3, we use once again the boundedness of the correctors to get
‖J3‖2L2(Ω) ≤ Cε2 ‖u0‖2H2(Ω) .
It follows that
‖∇φε‖L2(Ω) ≤ Cε
1
2 ‖u0‖H2(Ω) . (6.24)
Now, using the obvious inequality
‖φε‖L2(Ω) ≤ Cε
1
2 ‖u0‖H2(Ω) , (6.25)
we are led to ‖zε‖H1(Ω) ≤ Cε
1
2 ‖u0‖H2(Ω), which completes the proof. 
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Putting together (6.15) and (6.19) associated to the inequality
‖uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0)‖H1(Ω) ≤ Cε ‖u0‖H2(Ω) + ‖zε‖H1(Ω) ,
we see that we have proven the H1-rate of convergence stated in the next result.
Theorem 6.1. Let Ω be a C1,1 bounded domain in Rd. Suppose (1.2), (1.12), (1.13) and
(1.14) hold. Let uε and u0 be the weak solutions of (1.5) and (1.7) respectively. Under the
further assumption that u0 ∈ H2(Ω), there exists C = C(d,Ω, α, β, α0) > 0 such that
‖uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0)‖H1(Ω) ≤ Cε
1
2 ‖u0‖H2(Ω) . (6.26)
6.2. Proof of Theorem 1.3. Our aim in this section is to prove estimate (1.16). To achieve
that, we proceed like in [30] to first show that
‖uε‖H1(Γ2ε) ≤ Cε
1
2 ‖f‖L2(Ω) (6.27)
where Γ2ε = {x ∈ Ω : dist(x, ∂Ω) < 2ε}. Indeed, writing uε as
uε = (uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0)) + u0 + εχεSε(∇u˜0) + εχε0Sε(u˜0),
we see that
‖uε‖H1(Γ2ε) ≤ ‖uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0)‖H1(Γ2ε) + ‖u0‖H1(Γ2ε) (6.28)
+ ‖εχεSε(∇u˜0)‖H1(Γ2ε) + ‖εχε0Sε(u˜0)‖H1(Γ2ε) .
First of all, since Ω is a C1,1 bounded domain in Rd and the coefficients of the homogenized
operator P0 = − div(Â∇ + V̂ ) + B̂ · ∇ + â0 + µ are constant, it follows from [11, Theorem
4, pp. 334-335] that
‖u0‖H2(Ω) ≤ C ‖f‖L2(Ω) . (6.29)
It follows from (6.26) and (6.29) that
‖uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0)‖H1(Γ2ε) ≤ Cε
1
2 ‖f‖L2(Ω) .
For the other terms involved in the right-hand side of (6.28), we may proceed as in [30,
Lemma 3.3] to derive (6.27).
This being so, the theorem will be proven once we will check the estimate
‖zε‖L2(Ω) ≤ Cε ‖f‖L2(Ω) . (6.30)
Indeed, first note that (6.15) implies
‖uε − u0 − εχεSε(∇u˜0)− εχε0Sε(u˜0) + zε‖L2(Ω) ≤ Cε ‖f‖L2(Ω) .
Therefore it is clear from the series of inequalities
‖εχεSε(∇u˜0) + εχε0Sε(u˜0)‖L2(Ω) ≤ Cε ‖u0‖H2(Ω) ≤ Cε ‖f‖L2(Ω)
that proving (6.30) implies (1.16). So, we concentrate on the proof of (6.30).
We follow an argument developed above in the proof of Lemma 6.7 by setting vε = zε−φε
where zε and φε are defined by (6.13) and (6.21) respectively. Then vε ∈ H10 (Ω) and Pεvε =
−Pεφε in Ω. We know from (6.24), (6.25) and (6.29) that
‖∇φε‖L2(Ω) ≤ Cε
1
2 ‖f‖L2(Ω) , ‖φε‖L2(Ω) ≤ Cε ‖f‖L2(Ω) . (6.31)
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Next, let F ∈ L2(Ω) and let tε ∈ H10 (Ω) be the unique solution (for each ε > 0) of
P∗ε tε = F in Ω (6.32)
where P∗ε is the adjoint of Pε (P∗ε is obtained from Pε by interchanging V ε and Bε: P∗ε =
− div(Aε∇+Bε) + V ε∇+ aε0+µ). Since P∗ε has a similar form as Pε, we infer the existence
of t0 ∈ H10 (Ω) such that tε → t0 in H10 (Ω)-weak (as ε → 0), where t0 solves the equation
P∗0 t0 = F in Ω. Repeating the homogenization process as before, we are able to show that
(see (6.27))
‖∇tε‖H1(Γ2ε) ≤ Cε
1
2 ‖F‖L2(Ω) . (6.33)
Now, it is a fact that proving (6.30) amounts in checking that
‖vε‖L2(Ω) ≤ Cε ‖f‖L2(Ω) (6.34)
because of the second inequality in (6.31). So, to prove (6.34) we write∫
Ω
Fvεdx = (P∗ε tε, vε) = (tε,Pεvε) = −(tε,Pεφε) = −(P∗ε tε, φε) = −Bε,Ω(φε, tε)
where Bε,Ω(·, ·) is defined by (1.4). But suppφε ⊂ suppθ2ε ⊂ Ω2ε = {x ∈ Rd : dist(x, ∂Ω) <
2ε}, so that∫
Ω
Fvεdx = −Bε,Γ2ε(φε, tε)
= −
∫
Γ2ε
(Aε∇φε · ∇tε + φεV ε · ∇tε + (Bε · ∇φε)tε + (aε0 + µ)φεtε)dx.
It follows from the continuity of Bε,Γ2ε that∣∣∣∣
∫
Ω
Fvεdx
∣∣∣∣ ≤ C ‖∇φε‖L2(Ω) ‖∇tε‖L2(Γ2ε) ≤ Cε ‖f‖L2(Ω) ‖F‖L2(Ω) . (6.35)
Since F is arbitrary in (6.35), this leads at once to (6.34). This concludes the proof of
Theorem 1.3.
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