Biogeography-based optimization (BBO) is a new evolutionary algorithm. The major problem of basic BBO is that its migration operator is rotationally variant, which leaves BBO performing poorly in non-separable problems. To overcome this drawback of BBO, in this paper, we propose the covariance matrix based migration (CMM) to relieve BBO's dependence upon the coordinate system so that BBO's rotational invariance is enhanced. By embedding the CMM into BBO, we put forward a new BBO approach, namely biogeography-based optimization with covariance matrix based migration, called CMM-BBO. Specifically, CMM-BBO algorithms are developed by the CMM operator being randomly combined with the original migration in various existing BBO variants. Numeric simulations on 37 benchmark functions show that our CMM-BBO approach effectively improves the performance of the existing BBO algorithms.
Introduction
Inspired from the nature, a variety of evolutionary algorithms (EAs) has been developed to effectively tackle global optimization problems, for example, genetic algorithms (GA) [1] , evolution strategies (ES) [2] , differential evolution (DE) [3] [4] [5] , particle swarm optimization (PSO) [6, 7] and so on. EAs have the advantages such as robustness, reliability, global search capability and little or no prior knowledge required.
Biogeography-based optimization (BBO), proposed by Simon [8] , is a new EA based on biogeographic evolution. BBO has proven itself a competitive heuristic to other EAs on a wide range of problems [8] [9] [10] [11] [12] .
To improve the performance of basic BBO, a number of BBO variants have been proposed, which generally fall into three categories, i.e., (i) BBO with new or multiple migration or mutation operators, (ii) BBO hybrid with other EAs, and (iii) BBO with multiple populations or local topologies.
BBO with new or multiple migration or mutation operators: Gong et al. [13] proposed a real-coded BBO (called rcBBO) with three kinds of mutation operators, namely Gaussian mutation, Cauchy mutation, and Lévy mutation. Li and Yin [14] proposed a multi-operator BBO (called moBBO) with generalized migration operator using multi-parent migration model. Xiong et al. [15] proposed a BBO with polyphyletic migration operator and orthogonal learning strategy, called polBBO. Li et al. [16] proposed a perturbation optimization based BBO (called pBBO) with perturbation migration operator using sinusoidal migration model. Ma and Simon [17] proposed a blended BBO, for constrained optimization, with blended migration operator by analogue to the blended crossover operator in GA. Simon et al. [18] proposed a BBO with linearized migration that makes the migration more rotationally invariant.
BBO hybrid with other EAs: Du et al. [19] incorporated the elitism mechanism of evolutionary strategy and a new immigration refusal scheme into BBO and proposed a BBO/ES/RE algorithm. Gong et al. [20] incorporated DE's mutation operator with BBO's migration operator and proposed a DE/BBO algorithm, taking advantage of BBO's exploitation ability and DE's exploration ability. Boussaid et al. [21] incorporated DE with BBO through a two-stage updating mechanism and proposed a DE hybrid BBO algorithm. Kundra and Sood [22] combined PSO with BBO to optimize shortest path problems. Savsani et al. [23] incoprporated artificial immune algorithm and ant colony optimization with BBO and proposed four hybrid BBO variants.
BBO with multiple populations or local topologies: Zheng et al. [24] integrated three different local topologies (i.e., ring, square, and random) in BBO to enhance BBO's exploration ability, and proposed a localized BBO. Zheng et al. [25] divided the whole population into multiple sub-populations with each sub-population being evolved through a separate BBO, and proposed a cooperative coevolutionary biogeography-based optimizer (called cBBO). Ma et al. [26] proposed a BBO with an ensemble of migration models using three parallel populations, each implementing a different migration model.
In addition to the three categories of BBO variants above, Ergeze et al. [27] proposed an oppositional BBO using opposition-based learning. Saremi et al. [28] proposed a chaotic BBO using ten chaotic maps to define selection, emigration, and mutation probabilities.
In BBO algorithms as mentioned above, either basic BBO or variants, the migration operator is crucial. In fact, it is through the migration operator that multiple parents contribute towards generating an offspring. However, the migration operators in the existing BBO algorithms are heavily dependent upon the coordinate systems, which leaves poor performance in dealing with non-separable problems [18] . A non-separable problem is one the fitness of which depends upon the variables combinatorially rather than individually. In other words, variables in a non-separable problem are tightly intermeshed with one another.
Simon et al pointed out [18] that a major drawback of BBO is that it treats each solution feature independently, which leaves BBO rotationally variant. Rotational variance means that BBO generally performs poorly when applied to non-separable problems. However, most real-world problems are non-separable. Thus, rotational variance restricts BBO's applicability to wider problems.
To address this drawback of BBO, the key question is: how to relieve BBO's dependence upon the coordinate system and enhance BBO's rotational invariance?
Covariance Matrix Learning (CML) was first adopted in covariance matrix adaptation evolution strategy (CMAES) [2] . CML effectively adapts the search according to the landscape of the optimization function. Basically, CML rotates the coordinate system to make the problem pseudo-separable. CML employed in DE makes the crossover rotationally invariant [29, 30] , which significantly improves the performance of DE.
In this paper we will propose the covariance matrix based migration (CMM) to relieve BBO's dependence upon the coordinate system so that BBO's rotational invariance is enhanced. By use of our proposed CMM operator, the original coordinate system is rotated into an eigenvectorbased one, in which solutions can share their information more efficiently.
By embedding the CMM into BBO, we put forward a new BBO approach, namely biogeography-based optimization with covariance matrix based migration, called CMM-BBO. Specifically, CMM-BBO algorithms are developed by the CMM operator being randomly combined with the original migration in various exsiting BBO algorithms.
The remainder of the paper is arranged as follows. Section 2 proposes the covariance matrix based migration and puts forward the CMM-BBO approach. Section 3 conducts thorough performance evaluations of four CMM-BBO algorithms through numeric simulations on 37 benchmark functions and comparisons with other EAs. Lastly, Section 4 draws the conclusions.
BBO with Covariance Matrix Based Migration

Preliminary: Basic BBO
BBO [8] is a new population-based, biogeographically inspired global optimization algorithm. In BBO, each individual is regarded as a ''habitat'' or "island" with a Habitat Suitability Index (HSI), which is similar to the fitness in EAs. A good solution means a habitat with a high HSI, while a poor solution indicates a habitat with a low HSI.
A solution can be represented by a set of Suitability Index Variables (SIV (1 )
where I is the maximum immigration rate, E the maximum emigration rate, n the population size, i the index of the individual in order, where 1 i  denoting the worst individual while i n  denoting the best. Eq. (1) and (2) are called linear migration model of the migration rates. Migration modifies habitats by mixing the features within a population. BBO also uses a mutation operator to change the SIV of a habitat itself, and thus increases the diversity of a population. For each habitat i H , species count probability i P , computed from i
the a priori likelihood that the habitat is expected to become a solution to the problem. In reality, either a very high HSI habitat or a very low HSI habitat is rarely probable, but most probable is a medium HSI habitat. A habitat's mutation rate i  is inversely proportional to its probability, i.e.,
where max  is a control parameter and max P the maximum habitat probability in a population.
Basic BBO can be formulated as in Algorithm 1, where D is the dimension of the optimization problem, d l and d u the lower and upper bounds of the d-th dimension, respectively, and rand a random number function uniformly distributed in [0,1].
Algorithm 1. Basic BBO 1:
Randomly Initialize a population of n habitats ( ,1) ( , ) ( ,..., ), 1,...,
Initialize generation count G = 0 ; 3:
while the halting criterion is not satisfied do 4:
for k = 1 to n do 5
Calculate k  , k  and k  according to fitness values; 6: end for 7:
for k = 1 to n do // migration 8: Perform elitism and update the best known solutions ; 25:
Increase generation count G = G + 1 ; 26: end while 27: return the best solutions
Covariance Matrix Based Migration
The core of the covariance matrix based migration is the original coordinate system being rotated into an eigenvectorbased one, in which habitants can share their information more efficiently. Fig. 1 illustrates in contour plots the original migration and the covariance matrix based migration, respectively. The migration for BBO can be carried out more efficiently in the eigenvectorbased coordinate system. [ ,..., ,..., ] 1,..., ; 1,..., [ ,..., ,..., ]
where H is a n D  matrix, n the population size, D the number of independent variables, G the generation count, and G k H the habitant with index k. The covariance between the i-th and the j-th dimensions of the population in the G-th generation is defined as below:
denotes the means of the variables in the i-th dimension. The covariance matrix ( ) Cov H can be defined in terms of the covariance, i.e.,
In order to compute the eigenvectors, we factorize the covariance matrix ( ) Cov H into its canonical form, i.e., ( )
where H Q is the D D  matrix that has the eigenvector of ( ) Cov H as its i-th column, and H  the diagonal matrix that has the corresponding eigenvalues as its diagonal entries, respectively.
Factorizing a matrix into its canonical form is called eigenvalue decomposition.
After the eigenvalue decomposition, the habitant in the original coordinate system can be rotated into the eigenvector-based one as follows. ( ,1) ( , ) ( , ) * 1,..., ; 1,..., ( ,..., ,..., ) 
CMM-BBO Algorithms
By embedding the covariance matrix based migration into BBO, we can put forward a new BBO approach, namely biogeography-based optimization with covariance matrix based migration, called CMM-BBO. In particular, to prevent ineffective behavior caused by the rotational variance, we devise a parameter e P in CMM-BBO to control the ratio of CMM to the original migration.
The algorithmic structure of CMM-BBO can be illustrated in Fig. 2 . Since the switch is based on a random number, i.e., whether rand < e P or not, the covariance matrix based migration is being randomly combined with the original migration.
It should be pointed out that the BBO in CMM-BBO can be either the basic BBO algorithm or any BBO variant algorithm, and whatever BBO algorithm is used, the framework of CMM-BBO remains the same.Furthermore, normally, 0 1 e P   . There are two extreme cases. CMM-BBO can be formulated as in Algorithm 3. Various CMM-BBO algorithms can be developed by the CMM operator being randomly combined with the original migration in various BBO algrothims. In this paper, we have selected four existing representative BBO variants, namely, basic real-code BBO(rcBBO) [13] , real-code BBO with Gaussian mutation (rcBBOg) [13] , perturbation based BBO with Gaussian mutation (pBBO) [16] , and BBO hybrid with DE (DE/BBO) [20] . The CMM-BBO algorithms correspondingly developed are denoted as CMM-rcBBO, CMM-rcBBOg, CMM-pBBO, and CMM-DE/BBO, respectively.
Algorithm 3. CMM-BBO 1:
Randomly Initialize a population of n habitats; 2:
while the halting criterion is not satisfied do 3:
for i = 1 to n do 4:
Calculate λ i , μ i , and π i according to fitness values; 5: end for 6:
for i = 1 to n do 7:
if rand < P e 8:
Perform the covariance matrix based migration; 9: else 10:
Perform the original migration; 11: end if 12: end for 13:
for i = 1 to n do 14:
Perform the mutation; 15: end for 16:
Evaluate the fitness values of the habitats; 17:
Perform elitism and update the best known solutions; 18
Increase generation count G = G + 1 ; 19: end while 20:
return the best solution
Performance Evaluations
To conduct the performance evaluations, we employ 37 benchmark functions, as listed in Table 1 . The first 23 functions, f01 ~ f23, are the same as in Yao et al. [31] , while the rest 14 functions, F01 ~ F14, from the same as in CEC2005 [32] . Functions f01 ~ f04 and F01 ~ F05 are unimodal, while the rest 28 functions are multimodal, in particular, F06 ~ F12 are basic multimodal functions, and F13 ~ F14 expanded multimodal functions. Functions f01 ~ f04 are high-dimensional unimodal functions. Function f05 is a multimodal function when
Function f6 is a high-dimensional discontinuous step function with one minimum. Function f7 is a high-dimensional function with noisy perturbation. Functions f8 ~ f13 are high-dimensional multimodal functions where the number of local minima grows exponentially with increased dimensions. Functions f14 ~ f23 are low-dimensional functions with only a few local minima. Among all the functions, 9 of them, i.e., f01, f06 ~ f11, F01 and F09, are separable, while the rest 28 non-separable. Three performance criteria are adopted from [32] as follows.  Error: The error of a solution x is defined as ( )
where x is the global minimum provided in [33] . The minimum error is recorded when the maximum number of functional evaluations (Max_FEs) is reached in 30 independent runs. The Max_FEs values for the 37 functions are set the same as in [20] , [32] . The mean and standard deviation of the errors are calculated for analysis.  SR (number of successful runs): The successful run of an algorithm manifests the ability of the algorithm to obtain an optimization result no worse than the required accuracy level (RAL) before the search is terminated by the Max_FEs condition. For functions f01~f06, f08~f23, and F01~F14, 8 RAL 10   ; for functions f07, 2 RAL 10   as in [20] , [32] .  Convergence: The convergence shows the mean error of the best solution over the total runs, in the respective experiments. The parameter settings of the four existing BBO variants are the same as in the literature, respectively, as presented in Table 2 . 
For all the four CMM-BBO algorithms, e P is set as 0.5. This is based on the thorough sensitivity analysis we have conducted to determine a proper value for parameter e P . For details, see Appendix A. It should be noted, though, that it is impractical to have a universal optimal setting of parameter e P as it basically depends upon the specific problems. Table 3 compares the errors between the existing BBO variants and the corresponding CMM-BBO algorithms on the 37 benchmark functions. For each pair of the existing BBO and its CMM-BBO, the better performance in terms of mean error is highlighted in boldface. A nonparametric statistical test, called Wilcoxon's rank-sum test, between the existing BBO and its CMM-BBO is conducted at a 5% significance level, so as to see whether the results obtained with the better performing algorithm significantly exhibit superior performance. "+ ", "−", and "=" symbolize the performance of the CMM-BBO algorithm being better or worse than, and similar to that of the existing BBO, respectively.
Performances of CMM-BBO Algorithms
Compared with rcBBO, of the 37 benchmark functions, CMM-rcBBO achieves significantly better performances on 33 (9 separable and 24 non-separable), not statistically different performances on 3, and poorer performance on only one non-separable function (F12). Therefore, it is fair to say that the CMM operator is able to enhance BBO's capability on non-separable as well as separable functions.
Our proposed CMM operator has remarkably improved the performance of rcBBOg. Compared with rcBBOg, of the 37 benchmark functions, CMM-rcBBOg exhibits significantly better performances on 33 (7 separable and 26 non-separable), not statistically different performances on 3 functions (1 separable and 2 non-separable), and poorer performance on only one separable function f8. What is more, on most of the non-separable functions, CMM-rcBBOg outperforms rcBBOg. In one word, the benefit of the CMM operator for rcBBOg is apparent.
The CMM operator improves the performance of pBBO as well. Compared with pBBO, of the 37 benchmark functions, CMM-pBBO exhibits significantly better performances on 25 functions (4 separable and 21 non-separable), not statistically different performances on 9 functions (3 separable and 6 non-separable) and poorer performances on only the rest 3 functions (2 separable and 1 non-separable).
The performance of DE/BBO is substantially improved by the CMM operator. Compared with DE/BBO, of the 37 benchmark functions, CMM-DE/BBO achieves statistically significant improvements on 22 functions (3 separable and 19 non-separable), not statistically different performances on 10 functions (4 separable and 6 non-separable), and poorer performances on only 5 functions (2 separable and 3 non-separable). Table 4 presents the SR values of all the existing BBO variants and the corresponding CMM-BBO algorithms on the 37 benchmark functions. "+ ", "−", and "=" symbolize the SR value of the CMM-BBO algorithm being better or worse than, and similar to that of the existing BBO variant, respectively. As shown in Table 5 , the CMM operator has improved the performances of all the existing four BBO variants in terms of SR values on most of the benchmark functions. This manifests that the CMM-BBO algorithms are more effective than the existing BBO variants. "+ ", "−", and "=" symbolize the performance of the CMM-BBO algorithm being better or worse than, and similar to that of the existing BBO variant, respectively, according to the Wilcoxon rank-sum test at the 5% significance level. * A negative value means that the achieved value is better than the best result provided in Table 1 . "+ ", "−", and "=" symbolize the SR value of the CMM-BBO algorithms being better or worse than, and similar to that of the exisiting BBO variants, respectively.
In addition, Table 5 summarizes the multiple-problem Wilcoxon signed-rank test for the CMM-BBO algorithms and the existing BBO variants on all the 37 benchmark functions. The Wilcoxon signed-rank test was conducted in the KEEL software [33] . In Table 6 , R+ is the sum of ranks for the functions in which the first algorithm outperforms the second, and R− the sum of ranks for the opposite. p-vlaue is the smallest level of significance. As shown in Table 6 , all the CMM-BBO algorithms attain higher R+ values than R− values. Furthermore, the p values in all cases are less than 0.05, which means that the CMM-BBO algorithms are significantly better than the existing BBO variants. Yes R+ is the sum of ranks for the functions in which the first algorithm outperforms the second, and R− the sum of ranks for the opposite. p-vlaue is the smallest level of significance. Yes means significant difference and No means no significant difference at the given significance level. To establish the rankings across all the eight BBO algorithms, i.e., the four existing BBO variants and their corresponding four CMM-BBO algorithms, on the 37 benchmark functions, the Friedman test is carried out, in which Bonferroni-Dunn's procedure was used as a post hoc procedure. As shown in Table 6 , CMM-DE/BBO ranks first, followed in order by CMM-pBBO, DE/BBO, and CMM-rcBBOg. Fig. 3 plots the convergence graphs of the eight BBO algorithms on 8 selected functions, namely f01, f03, f10, f12, F02, F07, F11, and F14. The convergence graphs depict the mean error curves of all the BBO algorithms in our numeric simulations over 30 independent runs. Overall, our developed CMM-BBO algorithms converge faster than the existing BBO variants on most of the benchmark functions.
Comparison of CMM-DE/BBO with other EAs
As shown above, across the eight BBO algorithms, CMM-DE/BBO performs the best. In this sub-section, we will further evaluate CMM-BBO by comparing CMM-DE/BBO with six other state-of-the-art EAs, namely CMAES [2] , jDE [3] , SaDE [4] , JADE [5] , CLPSO [6] , and DMSPSO [7] . The Matlab source codes of CMAES, jDE, SaDE, JADE, and CLPSO were downloaded from Q. Zhang's website"http://dces.essex.ac.uk/staff/qzhang." The Matlab source code of DMSPSO was provided by P. N. Suganthan. CMAES, proposed by Hansen and Ostermeier [2] , is an evolution strategy (ES) based on completely derandomized self-adaptation. jDE, SaDE, and JADE are three representative DE algorithms. jDE, proposed by Brest [3] , is a DE with self-adaptive control parameter. SaDE, proposed by Qin et al. [4] , gradually self-adapts both mutation strategies and their associated control parameters through learning from the previous experiences in generating promising solutions. JADE, proposed by Zhang and Sanderson [5] , employs a new mutation strategy "DE/current-to-pbest" with optional external archive and updates control parameters in an adaptive manner.
CLPSO and DMSPSO are two representative PSO algorithms. CLPSO, proposed by Liang et al. [6] , uses all other particles' historical best information to update a particle's velocity. DMSPSO, proposed by Liang and Suganthan [7] , uses dynamic multi-swarm topology to balance the exploration and exploitation.
The parameter settings of the six EAs are the same as in the literature, respectively, as presented in Table 7 . All the algorithms are evaluated on the 37 benchmark functions over 30 independent runs. Table 8 compares the errors of all the algorithms. The multiple-problem Wilcoxon signed-rank test is presented in Table 9 . In addition, the rankings of the EAs according to the Friedman test are presented in Table 10 . As shown in Table 10 , performances of CMM-DE/BBO are significantly better than CMAES, jDE, SaDE, JADE, CLPSO, and DMSPSO on 24, 14, 14, 9, 28, and 21 functions, respectively; and similar to those of CMAES, jDE, SaDE, JADE, CLPSO, and DMSPSO on 3, 9, 7, 7, 4 and 6 functions, respectively. However, the performances of CMM-DE/BBO are significantly worse than those of CMAES, jDE, SaDE, JADE, CLPSO, and DMSPSO on 10, 14, 16, 21, 5, and 10 functions, respectively. According to the multiple-problem Wilcoxon signed-rank test, CMM-DE/BBO attains higher positive-ranks (R + ) than CMAES, CLPSO and DMSPSO, and there are significant differences among these algorithms when α=0.05 and α=0.1. There are no significant differences among CMM-DE/BBO, jDE, SaDE, and JADE when α=0.05 and α=0.1. As shown in Table 10 , JADE ranks the first, and CMM-DE/BBO the second, followed by jDE, SaDE, DMSPSO, CLPSO, and CMAES. Therefore, it is fair to say that CMM-DE/BBO is an effective BBO variant, thanks to the CMM operator.
Discussions, Conclusions and Future Work
BBO is a new bio-inspired EA which has proven its quality and versatility on a wide range of optimization problems. However, the single-feature-migration of BBO leaves it with heavy dependence upon the coordinate system, and poor performance when applied to non-separable problems.
To address this drawback of BBO, in this paper we have proposed the covariance matrix based migration (CMM) to relieve BBO's dependence upon the coordinate system so that BBO's rotational invariance is enhanced. By use of our proposed CMM operator, the original coordinate system is rotated into an eigenvector-based one, in which habitants can share their information more efficiently.
By embedding the CMM into BBO, we have put forward a new BBO approach, namely biogeography-based optimization with covariance matrix based migration, called CMM-BBO. Specifically, four CMM-BBO algorithms, namely, CMM-rcBBO, CMM-rcBBOg, CMM-pBBO, and CMM-DE/BBO, have been developed by the CMM operator being randomly combined with the original migration in the four selected existing BBO variants.
While our proposed CMM operator looks like the eigenvector-based crossover operator in DE [29] , [30] , there are important differences between the two. Firstly, the eigenvector-based crossover operator is designed for DE, while our CMM operator is for BBO. Secondly, the eigenvector-based crossover operator only utilizes the information of two individuals, i.e., one rotated parent individual and its corresponding child individual; but in our CMM operator, the generated individual can obtain the information from all the rotated habitants based on BBO migration. Thirdly, the core operator in DE is the mutation, not the crossover; while the core operator in BBO is the migration. Therefore, the CMM operator would impact upon BBO substantially more profoundly than the eigenvector-based crossover operator would upon DE. "+ ", "−", and "=" symbolize the performance of the CMM-DE/BBO algorithm being better or worse than, and similar to that of the EA, respectively, according to the Wilcoxon rank-sum test at the 5% significance level. Yes R+ is the sum of ranks for the functions in which the first algorithm outperforms the second, and R− the sum of ranks for the opposite. p-vlaue is the smallest level of significance. Yes means significant difference and No means no significant difference at the given significance level. The comprehensive numeric results 1 we have carried out have shown that our proposed CMM-BBO approach significantly improves the performances of the existing BBO algorithms on most of the benchmark functions.
By now we can rightly draw the following conclusions. i.
The covariance matrix based migration (CMM) significantly enhances the rotational invariance of BBO. ii.
The CMM operator can be easily applied to existing BBO variants. It can be embedded into any BBO variants without the framework of CMM-BBO having necessarily to be changed. Therefore, CMM-BBO approach serves as a unified framework for all kinds of BBO variants. iii.
The CMM-BBO approach effectively improves the performances of the existing BBO variants on non-separable as well as separable problems. Overall, the CMM-BBO algorithms have better performances than the existing BBO variants in terms of the performance criteria of error, SR, and convergence. iv.
According to the Friedman test, the CMM-DE/BBO algorithm ranks the first across all the eight BBO algorithms, i.e., rcBBO, rcBBOg, pBBO, DE/BBO, and CMM-rcBBO, CMM-rcBBOg, CMM-pBBO, CMM-DE/BBO. v.
Compared with six other representative EAs, including CMAES, jDE, SaDE, JADE, CLPSO and DMSPSO, CMM-DE/BBO achieves highly competitive results on the 37 benchmark functions. According to the Friedman test, CMM-DE/BBO ranks the second, only after JADE. Several aspects may be worth exploring in the future work. Firstly, adaptive or self-adaptive adjusting mechanism may be designed for control parameter e P and its impact on performance may be studied. Secondly, Markov theory may be applied for analysis of CMM-BBO algorithms. Thirdly, computation of the covariance matrix is time-consuming in large-scale problems. How to increase the computational efficiency of CMM-BBO algorithms would be of significance for large-scale optimization problems. Finally, it is also interesting to apply CMM-BBO to challenging real-world problems.
Appendix A: Sensitivity Analysis of Parameter P e
In order to analyze the sensitivity of parameter e P , we have evaluated the four CMM-BBO algorithms with different e P : 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. The sensitivity analysis of parameter e P is detailed in Tables A-1 ~ A-4.   Table A -5 presents the rankings of the four CMM-BBO algorithms with different e P according to the Friedman test on all the 37 benchmark functions. As shown in Table A Considering both the benchmark functions and the four CMM-BBO algorithms, e P = 0.5 seems to be the common appropriate value. The mean error is recorded based on 30 independent runs, and the best results are highlighted in boldface The mean error is recorded based on 30 independent runs, and the best results are highlighted in boldface The mean error is recorded based on 30 independent runs, and the best results are highlighted in boldface. * A negative value means that the achieved value is better than the best result provided in Table 1 . The mean error is recorded based on 30 independent runs, and the best results are highlighted in boldface. * A negative value means that the achieved value is better than the best result provided in Table 1 . 
