ABSTRACT. Spatial heterogeneity is introduced as an explanation for local-area growth mechanisms, especially employment growth. As these effects are difficult to detect using conventional regression approaches, we use Geographically Weighted Regressions (GWR) for non-metropolitan U.S. counties. We test for geographic heterogeneity in the growth parameters and compare them to global regression estimates. The results indicate significant heterogeneity in the regression coefficients across the country, most notably for amenities and college graduate shares. Using GWR also exposes significant local variations that are masked by global estimates suggesting limitations of a one-size-fits-all approach to describe growth and to inform public policy. (JEL R11, R23) 
I. INTRODUCTION
The longstanding decline in agricultural employment (Barkley 1990 ) has led to heightened interest in other potential sources of rural employment growth, especially in traditionally agriculture-dependent areas. Researchers have turned their attention to a host of both standard and novel prescriptions such as household amenities, human capital, new economy firms, and fiscal policy (Deller et al. 2001; Goetz and Rupasingha 2002; Huang, Orazem, and Wohlgemuth 2002; McGranahan 2002; Thompson, Hammond, and Weiler 2006 ). Yet, despite recognition of potential ruralurban differences (Ferguson et al. 2007) , an unexplored aspect of this research is the degree of spatial heterogeneity (non-stationarity) in rural U.S. growth dynamics. Spatial heterogeneity may be expected to arise because local labor markets vary in their structure, social context, and histories (Lloyd and Shuttleworth 2005) in ways not readily captured by standard explanatory variables in global regressions. To paraphrase the old expression, ''if you have seen one rural community, you have seen only one rural community.'' Spatial heterogeneity in growth dynamics could render global estimates misleading in terms of local outcomes. For example, accepted findings with respect to the role of key variables in economic growth may be the result of global estimates (e.g., ordinary least squares, OLS) that mask significant local variation, even in the direction of influence. Alternatively, the standard estimates may suggest no marginal effect, while in reality the factor stimulates growth in some areas while reducing it in others, yielding an average effect of about zero. Aside from the importance of discovering the true nature of the relationships, successful local economic development policy requires knowledge of local socioeconomic processes and growth dynamics (Blank 2005; Nizalov and Loveridge 2005) . 1 A recent approach gaining popularity in accounting for potential geographic heterogeneity in socioeconomic processes is the geographically weighted regression (GWR) (Fotheringham, Brunsdon, and Charlton 2002) . In contrast to the global regression approach, GWR can estimate separate coefficients, potentially for each observation (area). In estimating each region's own regression, characteristics of the individual areas included in the sub-sample are weighted by their spatial proximity. Spatial weighting smoothes variation in parameter estimates, revealing broad regional differences in the local marginal responses. Although still relatively uncommon, GWR is increasingly being applied in regional analysis. Recent applications include examinations of geographic heterogeneity in regional socioeconomic processes related to poverty (Benson, Chamberlin, and Rhinehart 2005; Farrow et al. 2005) , commuting (Lloyd and Shuttleworth 2005) , regional industrialization (Huang and Leung 2002) , regional growth effects of agricultural policy in Western Europe (Bivand and Brunstad 2003) , and local employment growth in Canada (Shearmur et al. 2006) .
In terms of potential spatial heterogeneity in rural growth dynamics, Deller et al. (2001) raise the possibility that there may be agglomerative or interactive growth effects of amenities. Spatial differences in such effects could produce heterogeneity in rural growth responses, and potentially differences in appropriate policies. For example, in contrast to U.S. results, Ferguson, Olfert, and Partridge (2007) find that amenities have relatively little influence on Canadian migration relative to economic factors, especially in rural Canada. Huang, Orazem, and Wohlgemuth (2002) discuss how human capital effects on growth are likely to vary regionally, possibly producing a ''brain drain'' in some regions. Although one could imagine using carefully selected interaction variables to detect these spatial variations with global approaches, this would require intricate knowledge of the specific set of interactions and adequate degrees of freedom, while specification problems such as multicollinearity could be exacerbated. 2 In addition to the value of the GWR approach in terms of revealing spatial heterogeneity, the results can also inform global approaches. Region-specific results may provide a more detailed perspective on underlying relationships, allowing refinements in the global specification. Indeed, severe misspecification bias has been found in general spatial interaction modeling because of the spatial variation in local parameters, which could be missed in global approaches (Fotheringham 1984 (Fotheringham , 1986 .
Therefore, this paper empirically assesses the spatial heterogeneity of nonmetropolitan county employment growth dynamics over 1990-2004. In particular, we hypothesize that there is significant spatial variation in the influence of climate/natural amenity and human capital on employment growth. We compare global regression estimates with the variation in GWR estimates for growth-related factors. Among the findings of particular interest, statistically significant geographic variation in employment growth responses is found for amenities, college completion, and immigration. Interestingly, the influence of agriculture's employment share on subsequent job growth does not vary spatially across the country.
Some amenity variables are found to have insignificant global effects, suggesting little marginal impact in traditional analysis. Yet, the GWR approach reveals a rich pattern, showing that these variables may have locally statistically significant effects that (nationally) offset one another. Likewise, greater college attainment stimulates growth in some areas, while reducing it in others. Immigration effects also vary from negative to positive. Generally, we conclude that ''one size does not fit all'' in understanding the underlying growth processes and in informing local economic development policymaking. Moreover, we believe our findings can help refine global specifications and that the geographical diversity of results can stimulate new hypotheses concerning rural growth processes. In particular, one question that arises is why the influences change so suddenly over geographic space-producing knife edges-even within what are thought to be relatively homogenous regions?
In the next section, we develop a model of nonmetropolitan employment growth, including a discussion of how heterogeneity in growth processes can arise. Section 3 follows with the empirical implementation of the model. Section 4 presents and compares global regression results with those of GWR, including maps illustrating the geographic variation in employment growth responses to key variables. The final section summarizes the results and discusses their implications for rural economic development policymaking and for regional/ urban modeling, including ways to improve global methods.
II. THEORETICAL FRAMEWORK
Our theoretical framework builds on the Roback (1982) static general equilibrium formulation of household and firm location. We follow Partridge and Rickman (2006) , , and in adapting the Roback model to an employment growth framework. Because the Roback framework is well-known, we sketch only the important details. A novel feature of our approach is allowing underlying firm and household location dynamics to vary geographically, which can produce heterogeneous growth dynamics. We also show how supposedly competing hypotheses can actually be ''correct,'' it is just that their respective validity applies to selective regions and locations.
Firm Location
Firms choose their location i to maximize profits (P i ), the difference between total revenues and costs associated with production at that site. Costs depend on the nominal wage rate (w i ), the rental rate of land, and delivered costs of intermediate inputs. Revenues are influenced by product price and productivity, in which locationspecific attributes can cause the P function to vary across locations.
Human capital is a common component of growth models and regularly forms a pillar of economic development strategies targeting the emerging knowledge economy. However, Huang, Orazem, and Wohlgemuth (2002) observe that in some rural areas, increased human capital may reduce growth (also see the overview in Artz 2003) . They argue that while increasing human capital through education raises a household's income in rural areas, it may have a greater impact in urban areas, causing a rural ''brain drain.'' Moreover, this may vary according to broad geographic differences in amenities and industry structure because college-educated households and skill-based firms may especially prefer amenity-rich areas. In this case, there will be push-and-pull forces that induce moreeducated households to move towards areas endowed with relatively more amenities, pulling down the entire low-amenity region. Thus, in ''challenged'' areas with a weak industry mix and/or poor amenities, it is possible that a higher initial college-educated population share would be inversely associated with subsequent local job growth, while the more ''standard'' positive association would prevail in other areas. This type of spatial heterogeneity is precisely the type of relationship that GWR is intended to uncover.
Although we focus primarily on rural areas where small scale implies that agglomeration economies are not directly a key factor, proximity within the urban hierarchy is still a determinant of rural firm location (Polèse 2005; Polèse and Shearmur 2004) . Core urban centers are associated with agglomeration economies (production externalities), which decay with distance, resulting in a distance growth penalty for rural areas (Hanson 1997) . This occurs especially if offsetting urban congestion effects are small. There are also reasons to suspect potential spatial heterogeneity in agglomeration effects on rural areas. For example, the rural distance penalty to reach the nearest urban centers may be smaller in densely populated regions because there are alternative access points to agglomeration economies. Likewise, there may be geographic differences in the composition of product cycle stages of rural industries, in which mature industries are more likely to disperse (e.g., relocation to rural greenfields). Features such as coastal locations, topography, or infrastructure also would likely contribute to the spatial heterogeneity.
Together with geographic position in the urban hierarchy represented by distance of rural area i to the j most proximate urban tiers in the hierarchy (DIST ij ), we assume the differences in delivered costs of intermediate inputs and land rents mostly relate to own-area population density (N). Other profit variations arise from differentials in wages (w) and human capital (K H ), which then yield the following indirect profit function:
Based on the above discussion, we expect the profit relationships P i to vary geographically. We assume that labor demand is a function of firm profitability and that firms move to (move away from) regions with rates of profit above (below) the national average rate of return. Thus, a region with an above average rate of return will have increases in labor demand over time (Partridge and Rickman 2003) .
Household Location
Households are assumed to migrate in response to location-specific utility differentials. Utility is assumed to depend positively on the wage rate and the amenity attractiveness of the area, and negatively on land costs (Roback 1982) . The location's amenity attractiveness depends on both a fixed level of natural amenity stocks (S i ) and an endogenously determined component related to population density.
Even though most natural amenities are relatively stable over time, their geographical valuation by households can differ across regions, inducing differential effects on migration. Graves and Mueser (1993) argue that household valuation of amenities may vary spatially with average income differences (amenities are usually normal goods). Spatial variations could also be the result of household life-cycle considerations, to the extent that regions have different age distributions. Moreover, household preferences for amenities are likely heterogeneous (Johnston et al. 2003) . For example, those who choose to live in ''northern lake districts'' may prefer cool summers and winter recreation opportunities, while those who choose to live in Florida may prefer warm winters. Agglomerative or interactive effects among amenities (Deller et al. 2001 ) may further result in geographic variation in the marginal growth effects of individual amenities. For example, the effects of climate on migration may depend on whether one is considering relocating to an urban area or a rural community with differing access to particular recreation opportunities.
Access to urban areas also can enhance household amenity attractiveness of a rural area as urban areas support more retail, cultural, and recreational venues (Glaeser 1997; Krugman 1993) . Alternatively, higher crimes, taxes, land prices, traffic congestion, and environmental pollution, associated with city size thresholds may cause households to move out of the cities (Glaeser 1997) . However, there may be heterogeneity in rural growth effects of spatial proximity to urban areas because some of these factors are difficult, at best, to measure accurately; preferences for these amenities/ disamenities may vary geographically; and unmeasured heterogeneity in other factors such as local public infrastructure may exist. Finally, population density positively affects the price of housing through land scarcity in a given region, such that households whose preference is to consume more housing may move to the hinterland in search of lower housing costs. Heterogeneity in this effect may occur because of geographic differences in zoning regulations and local public infrastructure.
More formally, distance of location i to the nearest urban center affects both commuting access to jobs and access to urban services and related amenities. The role of distance depends on the size or tierlevel of the urban center, as well as distances to even higher-level cities that offer a greater range of work opportunities, higher wages, and higher-order urban amenities (DIST ij ). Thus, we can write indirect household utility as
in which based on the above discussion we expect that the utility relationships V vary across i. Following equation [2], we assume that labor supply is related to household utility and that households will relocate to (move away from) regions with above (below) the national average level of utility. Hence, we assume that labor supply will be increasing (decreasing) in regions with an above (a below) average rate of utility (Partridge and Rickman 2003) .
Reduced-Form Employment Growth Equation
Following the discussion surrounding equations [1] and [2], the change in labor demand and the change and in labor supply can be obtained from those equations (Partridge and Rickman 2003; . Setting the change in labor demand equal to the change in labor supply by substituting out wages, a reduced-form expression for employment growth in region i (EmpGr i ) can be derived as
We hypothesize that underlying heterogeneity in firm and household location processes will cause employment growth responses H i to vary across regions. 3 Sensitivity analysis is conducted using earlier MA definitions. We assume that the nonmetro and metro data generating processes are sufficiently different that pooling the samples in any way would bias the nonmetro results. Geographically Weighted Regression (GWR) Specification GWR accounts for spatial heterogeneity in responses to variables by estimating separate regressions for each sample observation including the location of interest and other spatially weighted observations (Fotheringham, Brunsdon, and Charlton 2002) . The weights represent the adjacency effects for neighboring locations within a specified distance (or bandwidth). Following the assumption that more proximate locations are more alike, the weights decay with distance following a bi-square decay function for an adaptive kernel.
III. EMPIRICAL MODEL
5 When regression points and observation points are the same, one regression is estimated for each observation, allowing parameter estimates to vary across the sample space.
To illustrate, a GWR model intended to estimate one regression for each observation is specified as
where the i subscripts on the parameters indicate that there is a separate set of (k + 1) parameters for each of the n observations (n 5 number of counties in our case). The GWR parameter estimates are provided bŷ
where W i is the n 3 n weight matrix whose off-diagonal elements are zero and the diagonal elements are the weights of each observation relative to i, that is,
The optimal bandwidth distance or the optimal number of neighboring units used in each observation's regression is determined by the ''cross-validation score'' or Akaike Information Criterion (AIC) tests. Following suggestions in Fotheringham, Brunsdon, and Charlton (2002) , we use an adaptive kernel which is more suitable for a study area that is characterized by nonuniform distribution of sample units (sparse distribution of counties in the northwestern part and dense distribution in the eastern part of the United States). The optimal bandwidth in this analysis is presented in terms of the number of nearest neighbors (as opposed to an alternative of using a fixed distance). Based on the AIC test criterion, the optimal number of nearest neighbors, n*, was found to be 846 and 893 for the nonmetro and metro samples, respectively. This means that the nearest 846 nonmetropolitan counties will be used in the estimation of each nonmetropolitan county's GWR regression, with the county's nearest neighbors receiving a much greater weight.
The GWR approach has key advantages over standard approaches. One advantage is that since each county has its own constant term, it somewhat accounts for county-fixed effects. Also, because we control for many explanatory variables, one possible shortcoming is multicollinearity, which can be problematic in standard approaches such as OLS as well as in individual local GWR regressions. Yet, because the GWR approach produces literally thousands of regressions, examining the median and the entire range of estimates should balance any outlier estimates. That is, because multicollinearity implies that the regression estimates are unbiased, but measured with less precision, considering a large range of estimates allows us to ''average'' the estimates, better determining their central tendencies and distribution.
Another advantage the GWR approach has over global OLS techniques is that it can greatly reduce spatial error correlation when there is (county) heterogeneity in the GWR coefficients, and the b ij 's and the X variables are spatially correlated (Fotheringham, Brunsdon, and Charlton 2002) . Conversely, because standard approaches estimate one fixed global set of regression coefficients, spatially clustered groups of counties could have residuals that are either over-or under-estimated. In standard approaches, the ensuing spatial correlation caused by the underlying heterogeneity in the regression coefficients would be indistinguishable from standard spatial error correlation that is generated by shocks originating in one county impacting others. Yet, by definition, GWR approaches directly correct for the spatial heterogeneity of the regression coefficients that are the root cause of this problem. A disadvantage of GWR is that because the local regressions often use a sample size that is smaller than the total sample size, the resulting 5 The weights in a bi-square decay function are specified as,
, when d ij # h i and w ij 5 0 when d ij . h i , where d ij is the distance between observations i and j and h i is the bandwidth for observation i. Thus, the regression weight quickly declines with distance from the geographic observation. coefficients may be less efficiently estimated than those from global approaches.
Explanatory Factors
Generally, our empirical approach follows those found in the literature, in which numerous variables are included to reduce the possibility of omitted variable bias (e.g., see the discussion of Partridge, Olfert, and Alasia 2007). To mitigate endogeneity problems, the explanatory variables are generally measured in 1990, though our natural amenity variables are exogenous by definition (further details of variable construction and descriptive statistics are in Appendix Table 1 ). Although the expected effects of many of our variables are apparent (while others are included simply as control variables), some predicted effects of key variables are described below.
County i's local GWR specification corresponding to its sample bandwidth can be denoted as
i 5 1, 2, 3. . .n, where n 5 1,972 in the rural/ nonmetro sample and n 5 1,057 in the MA sample. POPDEN i is the initial-period population density, which is included to control for own-county agglomeration or congestion effects. AMENITY i , DEMOG i , ECON i , and DIST ij are vectors that respectively represent amenities, demographic attributes, economic characteristics, and geographic attributes such as distance, to different tiers in the urban hierarchy. The regression coefficients corresponding to
and e i is the residual.
The effects of climate and natural amenities (i.e., AMENITY i ) are proxied by: three climate variables (January temperature, January sunshine hours, and July humidity); percentage water area of each county; and a 1 to 24 county typography measure that is positively related to hilly and mountainous terrain. We generally expect favorable natural amenities to be positively related to growth primarily because it attracts new migrants, which in turn attracts employers-that is, jobs follow the people.
As discussed in the theoretical section, the influence of the amenity variables is expected to spatially vary across the country (i.e., differing c i ). For example, lakes and water-cover may have entirely different marginal impacts in the interior of the country than near the coasts. We also hypothesize that a higher average January temperature will have different impacts in far northern versus Sunbelt locations. And to the extent that an amenity negatively affects productivity (possibly hills and mountains), it may offset the positive household attractiveness and reduce growth. Likewise, we also expect stronger favorable impacts from higher January temperatures in urban areas where transportation can be greatly affected by inclement weather and where the offsetting amenities effects from outdoor winter recreation may be smaller because these activities are more difficult to access (e.g., snowmobiling).
To account for demographic and human capital effects (DEMOG i ), we include 1990 population shares of four education categories, the percentage of the population that immigrated between 1985 and 1990, six 1990 population age shares, and five race and ethnicity population shares. Regarding the education variables, most of our focus will be on the impact of the population share of those 25 years and older with at least a four-year college degree to assess our hypothesis about the potential offsetting effects of greater human capital for growth versus brain drain through out-migration. Human capital effects in growth models suggest counties with greater college graduate shares will have experienced faster job growth (Simon 1998; Simon and Nardinelli 2002; Glaeser and Shapiro 2003) . This is reinforced if there are positive local productivity spillovers from having greater employment shares of more educated workers (Moretti 2004 ). Yet, human capital models of migration suggest that college graduates are the most geographically mobile, in part due to responsiveness to demand shocks. Further, if natural amenities are normal or superior goods, then college graduates may be especially predisposed to migrate away from low-amenity areas to high-amenity areas, which can confound the ''knowledge-economy'' patterns just described. A regional industry composition that is facing restructuring would be an additional ''push'' factor. The result would be spatial variation in the influence of the college graduate share variable.
To account for initial economic conditions and any corresponding disequilibrium migration, in ECON i , we control for the initial unemployment rate (1990), median household income (1989), goods-producing and agriculture shares (1990) . To control for differences in labor demand and economic strength, the industry mix employment growth rate over the 1990-2000 period is also included. A county's industry mix employment growth rate is what would be expected if the county's industries grew at their corresponding national rates over the 1990-2000 period (see Appendix Table 1).
7 Thus, the industry mix growth rate reflects whether the county has a favorable industry mix (in terms of job growth) and is a commonly used exogenous measure of labor demand because national industry growth rates are used in its calculation. To account for economic spillovers in the neighboring economic region, the corresponding unemployment rate, median household income, and industry mix employment growth in the surrounding counties within the U.S. Bureau of Economic Analysis (BEA) region are included.
8 Thus, our model accounts for regional economic spillovers as well as differential local labor demand shifts.
To assess the role of distance and proximity in the urban hierarchy, we include five metrics of a county's distance from its nearest urban center, as well as from successively higher-tiered urban centers (DIST ij ). First, we measure distance from the population weighted centroid of the county to the population weighted centroid of the nearest urban center (a micropolitan area or an MA). 9 For a county that is part of an urban center, the nearest urban center distance is calculated as the distance to the population weighted centroid of its own MA or micropolitan area (zero for a one-county MA or micropolitan area).
The second distance variable represents the incremental or additional distance to the nearest MA. Obviously, this distance would be zero for counties inside a metro area. The third distance variable represents the incremental distance to a MA of over 250,000 people. The fourth and fifth distance variables represent the incremental distance to a MA of over 500,000 and 1.5 million people respectively. These incremental distances capture potentially successively larger distance penalties to reach metro centers with higher-order business and household services and amenities ). Alternatively, distance protection from 7 The 1990-2000 period, rather than 1990-2004 (corresponding with the dependent variable), is used in constructing the industry mix growth variable. This is due to the change from the SIC to the NAIC system. Thus, there could be some measurement error for not using the entire period which would bias the industry mix coefficient to zero. Yet, the coefficient is very consequential, suggesting this is not a major concern.
8 The BEA defines 179 regions that generally reflect functional economic areas centered on a larger urban center.
9 Micropolitan areas and MAs are defined by the U.S. Census Bureau. Micropolitan areas are urban clusters (a ''city'' or city plus immediately surrounding area) of 10,000-49,999 population plus counties with tight commuting linkages to this core. MAs are similarly defined, but the ''city'' must have at least 50,000 population. spatial competition may lead to more job growth as suggested in some New Economic Geography models (Fujita, Krugman, and Mori 1999) . Together with differences in infrastructure, we expect that the influence of urban proximity is also subject to spatial variation.
IV. EMPIRICAL RESULTS
The results for nonmetropolitan counties are presented in Table 1 ; for comparison and validation purposes, metropolitan county results appear in Table 2 . Consistent with our primary hypotheses, we stress the spatial differences in the marginal effects of key natural amenity attributes and the human capital variables because of their importance for both academic and policy purposes. Asterisks next to the variable names indicate statistical significance of spatial variation across the country in the GWR coefficients, as determined by the Monte Carlo test described in Fotheringham, Brunsdon, and Charlton (2002) and Charlton, Fotheringham, and Brunsdon (2003) . 10 The global ordinary least squares (OLS) estimates and global estimates from maximum likelihood (ML) estimation of the spatial error model (SEM) specification (Anselin 1988) are also presented in Tables 1 and 2. These global models are shown for comparison to assess whether they discard important spatial variation and to show how GWR findings can be used to improve standard global specifications (Bivand and Brunstad 2003) . The SEM model assumes that for more proximate counties, there is cross-sectional correlation in the regression residuals.
11 For both the OLS and SEM specifications, cross ({) signs indicate parameter significance.
Base Results for Nonmetropolitan Counties
Our general hypothesis of significant spatial variation in the regression coefficients is supported. The F-statistic at the bottom of Table 1 reveals that the GWR specification is a statistically significant improvement over the OLS model, which is further indicated by its higher adjusted R 2 value. The spatial autocorrelation coefficient (reported at the bottom of the table in the SEM column) is statistically significant. Nevertheless, there are few tangible differences when comparing the SEM results to either the OLS or the median GWR estimates, suggesting the spatial autocorrelation is more of the nuisance variety than one that alters our basic conclusions.
From the first three and last two columns of Table 1 , we see that the GWR coefficients for 27 of 37 variables in the nonmetro sample exhibit significant spatial heterogeneity. This includes all variable groups except the age-distribution variables. Global approaches such as OLS and SEM mask this heterogeneity which, for two critical reasons, could produce potentially misleading findings. First, the implications of this heterogeneity would be lost in policy advice-that is, one-size policies do not fit all. Second, global approaches may suggest a variable is insignificant, when in fact it has a statistically significant (though offsetting) impact for large parts of the sample.
Turning to our more specific hypotheses regarding the individual variables, all three climate variables exhibit significant spatial variation, though reflective of the discussion above, only the average January temperature is statistically significant in the OLS and SEM specifications. A warmer winter (a higher average January temperature) is positively associated with faster job growth for the ''typical'' nonmetro county, although the GWR estimated coefficients range from a minimum of 20.915 to a maximum of 0.976. For average sun hours 10 The significance of an individual county's GWR coefficient is available from the authors upon request.
11 The spatial error model followed specification, y 5 Xb + u, u 5 lWu + e, e , N(0, s 2 I), where l is the spatial autocorrelation parameter, and W is the spatial-weight matrix that uses a row-standardized distance-based weights created using the inverse of squared distancesi.e., spillovers from more distant counties receive less weight. A bandwidth of 880 kilometer is chosen as a cutoff. Counties within this bandwidth retained the weight equal to the value of the inverse squared distance and counties outside this bandwidth received a weight of zero. , or * on variables indicate significant spatial variations in GWR coefficients of these variables at 1%, 5%, or 10% levels respectively, as determined by the Monte Carlo test described in Fotheringham, Brunsdon, and Charlton (2002) and Charlton, Fotheringham, and Brunsdon (2003) . A {{{ ,
{{

, or
{ indicate that the parameter is significantly different from zero at 1%, 5%, or 10% levels respectively.
in January, and July humidity, although the median impacts are near zero, there are both negative and positive GWR estimated coefficients which are statistically significantly different from one another. It is not surprising then that the OLS and SEM global estimates for their coefficients are insignificant, which would lead one to incorrectly conclude that these variables have no economically meaningful impacts. Table 1 for variable definitions. Unless otherwise indicated, all variables are measured in the initial period 1990. A ***, **, or * on variables indicate significant spatial variations in GWR coefficients of these variables at 1%, 5%, or 10% levels respectively, as determined by the Monte Carlo test described in Fotheringham, Brunsdon, and Charlton (2002) and Charlton, Fotheringham, and Brunsdon (2003) . A {{{, {{, or { indicate that the parameter is significantly different from zero at 1%, 5%, or 10% levels respectively.
To illustrate the spatial variation in the effects of the average January temperature variable, the GWR coefficients are mapped. Figure 1 shows that the expected positive warm winter-employment growth relationship is most dominant in the Northeast and the Southeast-cold Northeastern winters are associated with much less job growth and warm Southeastern winters with much faster job growth. Yet, concluding that household migration is solely towards warm winters could be misleading. In the Northwest and especially the Upper Midwest, January temperature is inversely related to job growth, consistent with winter outdoor recreation activities supporting stronger growth. Migration may occur because of tourism jobs related to winter sports or because of the amenity attractiveness of winter sports themselves for household location. In fact, the average January temperature is lower in counties classified as recreation counties (by Economic Research Services of the U.S. Department of Agriculture) compared to other counties in Michigan, Minnesota, and Wisconsin. The differences between recreation and other counties for Minnesota and Michigan were statistically significant below the 10% level based on a difference of means (assuming equal variances) t-test, while the p-value for Wisconsin was 0.13.
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Another notable natural amenity is access to water and lakes, which is proxied by the percentage of land area covered by water. Not surprisingly, this variable's OLS and SEM regression coefficients are positive and statistically significant. Yet, again indicative of spatial heterogeneity, the GWR coefficients are significantly different across the sample space with both positive and negative estimated effects. Illustrating this spatial diversity, Figure 2 maps the estimated percentage-water-area regression coefficients. Access to water has its strongest positive impacts in the Great Plains, consistent with water being a key amenity in attracting households. There are also favorable employment effects in most of the West and in western Kentucky and Tennessee. However, accessibility to water has small marginal impacts on job growth in most of the rural eastern United States and Texas. With a couple of exceptions, one likely reason for this pattern is scarcityareas with the least access to water areas assign it a higher marginal value.
Hills and mountains are another natural amenity that is valued by many households. Using the U.S. Department of Agriculture (USDA) typography measure as a proxy, the expected response is reflected by the positive and significant OLS and SEM coefficients. Though most of the estimated coefficients are positive like the global estimates, there is a statistically significant difference in the GWR coefficients across the sample. Figure 3 maps the GWR typography coefficients. Again, we observe an east-west dichotomy with hills and mountains having small effects in eastern counties, while more rugged western counties demonstrate more favorable employment impacts. One possible explanation is the more forested landscape in the east represents transportation barriers and a lack of open, flat, space to locate economic activity, serving as a disamenity. In contrast, hills and mountains in the West, where there is more open space, represent clearer vistas and increased recreational opportunities, acting as a positive amenity. Nevertheless, the strongest positive effects are in the south central region, showing how the local terrain can have favorable amenity effects in attracting businesses and people (e.g., the Ozarks). Overall then, variations in the influence of natural amenities across the country suggest that while they can be an asset to revitalize many rural communities, communities need to tailor their efforts to their particular amenity assets. Adopting ''success stories'' of other communities may prove to be unsuccessful or even counterproductive.
Regarding the human capital (education) variables, only greater shares of the popu-12 Counties were classified as recreation counties based on factors such as their share of employment or share of earnings in recreation-related industries in 1999, share of seasonal or occasional use housing units in 2000, and per capita receipts from motels and hotels in 1997 (http://www.ers.usda.gov/Briefing/Rurality/Typology/). lation with some college and with four-year college degrees have strong positive effects on the typical nonmetro county's job growth. This is reflected by the positive and significant SEM and OLS coefficients and the positive median GWR coefficients, supporting various human capital and knowledge spillover hypotheses. Yet, assuming a universally positive effect appears to be overly simplistic as reflected in Figure 4 's mapping of the college graduate GWR coefficients.
The human capital effect results for the West are very different from those for the East. Greater college graduate shares are associated with faster employment growth in the West, but the positive effect declines when moving east, with negative effects appearing in the Northeast. These results are consistent with our hypotheses described in Sections 2 and 3. The strong positive college graduate effects in the West are consistent with human capital migration effects as well as amenities attracting new workers-with the most educated being more mobile on average. At first glance, the negative coefficients in the East are somewhat surprising. However, if high natural amenities are attracting college graduates to some areas of the West, they have to be coming from somewhere, and one possible origin is the East. In fact, the correlation between the GWR coefficients for the college graduate share and the amenity scale is 0.45, supporting the amenity-based interpretation. To be sure, the result of interacting the college graduate share with the amenity scale in the OLS FIGURE 1 VARIATIONS IN THE COEFFICIENTS OF JANUARY TEMPERATURE, NON-METRO COUNTIES regression suggests that the college graduate share effect is significantly greater for amenity-rich areas (not shown).
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Likewise, given greater propensities to migrate (Yankow 2003) , a greater share of the college educated can accelerate the rate of decline in a region suffering adverse demand shocks. This implies that eastern rural areas experiencing declines in labor demand and are at risk of brain drains. Policies to enhance human capital in these regions may be ineffective or even counterproductive unless the underlying factors that induce the out-migration of college graduates are mitigated. This may be even more challenging if the reason more jobs are being created in the West is that industries requiring college education are attracted to high natural amenities in the West. Yet, we found that the correlation between the amenity index and the change in the college graduate share of the population during the 1990s is near zero (not shown), suggesting that amenities attract households of all skill levels, and it is not an amenity effect on skillbased industries-that is, jobs follow people.
Regarding international immigration, the median GWR, OLS, and SEM models all suggest that having a greater 1990 popula-13 This education-amenity index interaction helps illustrate how GWR can inform subsequent analysis in standard approaches. Note that redefining the education variables as shares of the working age population (25-54 years) does not qualitatively change the results, in which the quantitative changes are insubstantial.
FIGURE 2 VARIATIONS IN THE COEFFICIENTS OF PERCENTAGE WATER AREA, NON-METRO COUNTIES
tion share that immigrated between 1985 and 1990 is positively associated with subsequent population growth in nonmetropolitan counties. The regression coefficients being greater than one suggest favorable multiplier effects. For example, higher initial shares of immigrants may have positive multiplier effects if they attract more immigrants (e.g., chained migration) or represent a source of increased local demand. The GWR results also reveal significant spatial variation, though almost all counties have a positive immigrant-population growth linkage.
Only in the upper Midwest, are there negative immigration effect values (not shown). Immigration's effect in western areas is moderately positive while it is moderate to large in counties in the south central and northeastern regions. Negative or small positive effects would occur if immigrants depress local wages, triggering out-migration of native-born residents, or depress growth through lower human capital. A few pockets in Arkansas, Indiana, Michigan, Ohio, and northern Pennsylvania are associated with especially large immigrant multiplier effects. Perhaps immigrants are predisposed to take certain jobs in these regions (say food processing) that displace few native residents. For example, some of these regions possess areas in decline, which can provide vacated lowskilled jobs and cheap housing for immigrants (Glaeser and Gyourko 2005) . These wide-ranging results may help explain the diverse opinions surrounding the immigration debate, and indicate how immigration policies may also need to be informed by knowledge of heterogeneity in spatial effects.
Regarding the growth effects of distance, the median values of all the GWR incremental urban distance variables are negative. This is also the case for the OLS and SEM estimates, in which these coefficients are statistically significant (with one exception). The magnitudes of the coefficients indicate that the penalty is strongest for the distance to the nearest urban center with the marginal impact of the distance penalty tending to decrease when considering incremental distances to higher-level tiers in the urban hierarchy. These results imply that rural county job growth is dependent on proximity to an urban center, even as small as 10,000 people, confirming that remoteness is a major deterrent to job growth for most counties outside a metro area (Partridge et al. 2008) . In addition, the first four distance variable coefficients exhibit statistically significant spatial variation across the sample. Regarding the distance to the nearest urban center, the coefficients at the upper quartile and lower quartile range from 20.072 to 20.142.
Interestingly, one variable whose effects do not vary spatially across the country is the initial agricultural employment share, despite considerable heterogeneity in practices. In fact, the global OLS and SEM estimates also suggest that agricultural intensity has little long-term effect on subsequent employment growth. This im- plies that proximity to the urban center could underlie past findings that farming intensity is inversely associated with rural growth. For example, when removing the distance variables from the GWR model, the spatial variation in the agricultural share coefficients became statistically significant at the 5% level (not shown). Nevertheless, when the distance variables were omitted from the OLS and SEM specifications, the agricultural employment share remained insignificant (though negative), suggesting that global regression specifications have difficulty capturing the instances where the agricultural employment share has been important for growth. Yet, it is also likely that agriculture's (negative) influence has waned as its share of the rural economy has declined.
Comparison to Metropolitan County Results
Table 2 provides a summary of the MA county results. Again, the GWR specification shows marked improvement in parameter estimates and goodness-of-fit over OLS. As before, the SEM specification yields parameter estimates similar to those from OLS, though spatial autocorrelation in the residuals is virtually absent. Only 20 (as opposed to 27 in the nonmetro sample) out of 36 variables show significant spatial variation across the sample space. As illustrated below, the differences point to the importance of separately considering nonmetropolitan and metropolitan counties.
All three climate variable coefficients have the expected signs and are highly statistically significant in the global OLS and SEM regressions (though the GWR median average January sun hours coefficient is negative). The three climate GWR coefficients also vary significantly across the sample, supporting our hypothesis of spatial heterogeneity. Average January temperature has a positive influence on MA job growth that is generally stronger than in the nonmetro case (i.e., the GWR MA distribution of average January temperature coefficients is positioned to the right of that for nonmetro areas). Figure 5 shows the spatial distribution of the average January temperature GWR coefficients. As for the nonmetro sample, marginal effects are greater in the East than the West. The strongest positive growth effects of warmer January temperatures appear in the Southeast, while colder January temperatures have a strong adverse effect in the Northeast. In contrast to the nonmetro results, colder January temperatures inhibit growth in upper Midwest MAs, likely through snow and cold limiting some types of productive activities, without providing the growth benefits of winter tourism.
In contrast to the nonmetro results, access to water has very little influence on MA job growth, ceteris paribus, where if anything, the OLS, SEM, and median GWR estimates all suggest a negative association (though insignificant). Also in contrast to the nonmetro results, the OLS and SEM typography coefficients are statistically insignificant. Yet, this also obscures statistically significant spatial variation in the GWR results shown in Figure 6 . Consistent with the nonmetro patterns, typography has greater positive influence in south central and western counties, with small marginal impacts in the East, suggesting a common explanation for the heterogeneity in both the nonmetro and metro estimates.
The standard regression approaches suggest that educational attainment has relatively little impact on 1990-2004 MA job growth (at least in a statistical sense). Surprisingly, even the initial share of college graduates is insignificant in the standard approaches, which is in contrast to the rather strong effects detected in past studies for American cities (e.g., Simon 1998; Simon and Nardinelli 2002; Glaeser and Shapiro 2003 ). Yet, we caution that our specification and sample differs from past research. Among the education variables, only the GWR college graduate coefficients significantly vary across the country. Figure 7 maps the GWR college graduate results. The MA pattern is very similar to the East-West nonmetro pattern identi-fied above. As with the nonmetro results, amenity-driven migration may produce a brain drain effect from the East, ceteris paribus. This contrasts with the global regression results which suggested the initial college graduate share has little or no influence, obscuring the rich spatial diversity across the nation. The similarity in pattern applying across the nonmetro and metro samples indicates that it is not simply a statistical anomaly in one sample.
Unlike the positive effects of immigrant population on nonmetro job growth, its influence on MA job growth appears to be mixed. Both the OLS and the SEM specifications yield negative though insignificant coefficients. The GWR specification yields positive median and upperquartile coefficient estimates but negative lower-quartile values. The general pattern is that greater initial immigrant shares are associated with faster job growth in East Coast MAs, but the effect turns sharply negative when moving west (not shown). Much of the West is more accessible to immigration from Mexico, which may be associated with different growth dynamics. Alternatively, or in combination, native (and long-term immigrant) residents in western MAs may be more likely to outmigrate in response to new immigrants (i.e., an offsetting labor supply response). Consistent with the nonmetropolitan results, immigrants may be locating in areas where natives were moving out for other reasons (e.g., Frostbelt-Sunbelt migration), leaving vacant jobs and durable housing. 
Sensitivity Analysis
Two sets of sensitivity analyses were conducted to assess the robustness of the results. First, we re-estimated the models employing 1999 MA boundary definitions. This results in fewer MA counties (824) and more nonmetro counties (2,205). Using the 1999 boundaries means that the MA area boundaries that existed as result of the 1990 Census would be unchanged, but any newly designated MA counties during the 1990s would be included in the nonmetropolitan sample. For the most part, this definition of nonmetropolitan counties excludes some MAs that were established after 1999 and it excludes counties that were added to the individual MAs as a result of the 2000 Census.
14 Although there are some differences, none of the general conclusions would be affected by using this sample.
Another possible concern is that the 1990s experience could be described as a robust economic period dominated by growth of the knowledge economy. Yet, the early part of the current decade was highlighted by 9/11 and the associated economic slowdown, suggesting that the economic structure may have changed. Thus, the second set of sensitivity analysis uses 1990-2000 employment growth as the dependent variable rather than 1990-2004 to assess any differences (using 2003 bound- 14 The results of this analysis are not reported but available from the authors upon request. coefficients because there would be more years of job growth to explain (i.e., the dependent variable is larger on average). If there was a structural change, then there would be no uniform pattern that applies to all variables. These results suggest that there is no clear structural change, especially for nonmetro areas.
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V. SUMMARY AND CONCLUSIONS
Following the past literature, we derived a model that predicts spatial heterogeneity in the marginal impacts of particular variables. We also contend that various competing theories regarding the influence of certain variables may all be ''correct,'' but their predictive capacity depends on the specific location being considered. Confirming our hypotheses, using the GWR approach, we found spatial heterogeneity in nonmetropolitan county employment growth dynamics over the 1990 to 2004 period for most of the explanatory variables. Of particular interest, we found significant spatial variation in the growth 15 The results of this analysis are not reported but available from the authors upon request.
FIGURE 7 VARIATIONS IN THE COEFFICIENTS OF PERCENTAGE COLLEGE GRADUATES, METRO COUNTIES
effects of natural amenities and human capital, consistent with those hypotheses. For some amenity variables, global regression estimates suggested there was no ''average'' effect on growth, while the GWR estimates indicated positive effects in some regions and negative effects in other regions. Curiously, the influence of the initial period agricultural employment share did not (statistically) vary geographically. Heterogeneity in growth effects of other variables such as immigration and typography also was explored.
The revealed spatial heterogeneity can inform local policymaking by indicating how much growth, or lack of growth, may be attributed to the region's specific amenities. For example, although a higher average January temperature is positively associated with faster employment growth for the ''typical'' nonmetropolitan county, for some counties it reduces growth, perhaps through limiting winter recreational activities in counties dependent on them. Our findings also suggest that it would be fruitful to develop water-based recreation in the rural Plains region, while for regions where water is more plentiful, such efforts are less likely to pay off. College attainment among the population was found to more likely spur growth in the West, than in the East, where a ''brain drain'' may be the outcome.
By helping detect important interactions, the analysis also spawned the opportunity for additional hypotheses on the determinants of nonmetropolitan county growth that could inform future OLS (global) specifications. For example, in some regions, does the observed association between greater college attainment and the subsequent ceteris paribus decline in employment illustrate an interaction between low amenities and adverse demand shocks that expedite regional decline? Likewise, are there differences in out-migration responses of natives to immigration between the East and West? Or are natives moving out of the East for amenity reasons, vacating jobs and durable housing? These amenity effects could be examined for nonlinear and interactive effects in both GWR and OLS models in future research.
In choosing the preferred research methodology, researchers need to recognize the tradeoffs in using global approaches versus GWR. Global approaches are easier and there is much less output to interpret. Yet, even using GWR to inform the choice of more/better regional/spatial interactions, global approaches still require sufficient degrees of freedom. A further tradeoff is that unless the researcher uses an inordinate number of interaction terms, there still is spatial heterogeneity that is not being fully accounted for. For example, interacting (say) the college graduate share with a Northeast dummy may not fully capture the heterogeneity of responses within the Northeast. In summary, the estimated heterogeneity in growth dynamics cautions against using only global regression approaches. Factors may be significant in opposite ways across regions, but average to zero across the entire spectrum. In addition, local economic development policymaking should be informed by knowledge of local socioeconomic processes, which calls for the use of statistical approaches capable of reflecting spatial heterogeneity in these processes. Estimated spatial heterogeneity also may generate new hypotheses to test and we have shown how global approaches can be augmented to reduce their specification biases by using GWR models as an exploratory tool. Finally, our finding that one size does not fit all suggests that regional models are sometimes simplistic in not recognizing the spatial heterogeneity in the underlying growth processes. More richness in our theoretical models appears to be needed to explain this diversity of regional results. We see geographically weighted regression as facilitating these research directions, providing a powerful tool to complement global regression analysis. APPENDIX 
