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PHASE TRANSITION IN A RABI COUPLED TWO-COMPONENT
BOSE-EINSTEIN CONDENSATE
AMANDINE AFTALION AND CHRISTOS SOURDIS
Abstract. This paper deals with the study of the phase transition of the wave functions
of a segregated two-component Bose-Einstein condensate under Rabi coupling. This yields
a system of two coupled ODE’s where the Rabi coupling is linear in the other wave function
and acts against segregation. We prove estimates on the asymptotic behaviour of the wave
functions, as the strength of the interaction gets strong or weak. We also derive limiting
problems in both cases.
1. Introduction
1.1. The problem. Recently, there has been a huge interest, from the experimental [13,
17], numerical [1, 8, 9, 16, 18, 20] and mathematical [2, 4, 6, 7, 12] point of view into
two component Bose-Einstein condensates. Indeed, the experimental realization of such
systems provide opportunities to explore the rich physics encompassed in it. Two component
condensates can interact on the one hand through intercomponent coupling on the modulus,
but also through spin orbit coupling. In this paper, we are interested in a one body coherent
Rabi coupling, which provides similar interactions to Josephson coupling in superconductors.
This leads to the energy minimization depending on the wave functions ψ1 and ψ2:
EΛ(ψ1, ψ2) =
∫
B
{
2∑
k=1
[
1
2
|∇ψk|2 + gk
4ε2
|ψk|4
]
+
Λ
2ε2
|ψ1|2|ψ2|2 − ω
2ε2
(ψ1ψ
∗
2 + ψ
∗
1ψ2)
}
, (1.1)
where ω denotes the Rabi frequency, gk the intracomponent coupling, Λ the intercomponent
coupling, B the unit disc, and ε is related to the inverse of the number of particules, and
therefore is small. We refer to [1, 9] for an introduction to the model and physics references.
The simulations of [1] lead to phase transitions and vortex sheets that we want to analyze
here. We will focus on the 1D phase transition corresponding to the minimization of (1.1)
on a 1D interval, close to the interface in the case gk = 1. It corresponds to a rescaling in a
boundary layer of size ε.
The aim of this paper is therefore to study positive solutions of the system

u′′ = u3 − u+ Λv2u− ωv,
v′′ = v3 − v + Λu2v − ωu,
(1.2)
satisfying
(u, v)→ (u¯, v¯) as x→ −∞, (u, v)→ (v¯, u¯) as x→ +∞, (1.3)
where u¯, v¯ are positive numbers to be determined later. The range of values of the positive
parameters Λ, ω will be discussed in the sequel. This is a heteroclinic connection problem.
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The segregation case corresponds to
Λ > 1 (1.4)
and we will study the limits Λ→ 1 and Λ→∞. Let us point out that in the case ω = 0, the
solution goes to (0, 1) and (1, 0) at ±∞ and this problem has been analyzed in [3, 10, 19]. In
[10], it is proved by the moving plane method that the solution is unique, u′ > 0 and v′ < 0.
The asymptotic behaviour for large Λ has been studied in [3]: the solution approaches the
hyperbolic tangent in the half space while the inner solution is given by a simpler system
analyzed in [6, 7]. On the other hand, when Λ gets to one, the geometric singular perturbation
theory leads to the analysis of the problem on a limiting manifold after a change of function
R =
√
u2 + v2 and u = R cosϕ/2, v = R sinϕ/2 and asymptotic results are proved in [19].
In the case where ω is not zero, the situation is very different because the limits at infinity
are not (0, 1) and (1, 0) but positive values (u¯, v¯) and (v¯, u¯) which are solutions of{
u(u2 + Λv2 − 1)− ωv = 0,
v(v2 + Λu2 − 1)− ωu = 0. (1.5)
This comes from the fact that the Rabi coupling mollifies segregation. This system yields
uv =
ω
Λ− 1 , u
2 + v2 = 1. (1.6)
This has a solution if and only if
ω
Λ− 1 <
1
2
, (1.7)
and the solutions are (u¯, v¯) and (v¯, u¯), where
u¯ =
√√√√1−√1− 4ω2(Λ−1)2
2
and v¯ =
√√√√1 +√1− 4ω2(Λ−1)2
2
. (1.8)
We will provide more details on this in Section 2. When Λ > 1 and (1.7) holds, segregation
is not complete as the components coexist in some parts of the domain, but yet there is an
interface, which is at the center of this paper. We will prove existence of solutions in this
regime and study their asymptotic behaviour.
1.2. Main results. We first focus on the strong segregation case when Λ is large. Because
of (1.6), this has a non trivial behaviour in u and v if ω/(Λ − 1) is away from zero. We
therefore assume that ω/(Λ− 1) ∼ c0 which is not zero and (1.7) holds. The main result of
the paper in the case of large Λ is the following:
Theorem 1.1. Let Λ > 1 be sufficiently large and
ω
Λ− 1 = c0 + ω˜
(
1√
Λ− 1
)
(1.9)
for some fixed
c0 ∈
(
0,
1
2
)
, (1.10)
where ω˜ is a C2[0,∞) function, independent of Λ, such that
ω˜(0) = 0. (1.11)
2
Then, there exists a solution (uΛ, vΛ) of (1.2)-(1.3), where u¯, v¯ are as in (1.8), such that
uΛ(−x) ≡ vΛ(x), (1.12)
u′Λ > 0, (1.13)
and
uΛ(x)− u0(x) = O
(
1√
Λ
)
, (1.14)
|uΛ(x)− u¯| · |uΛ(x)− v¯|+ |u′Λ(x)| = O(1)e−
(√
2
√
1−4c2
0
+O
(
1√
Λ
))
|x|
, (1.15)
uniformly in R, as Λ→∞, where u0 is the unique solution of
u′ =
u2 − u4 − c20√
2
√
u4 + c20
, u(0) =
√
c0. (1.16)
Furthermore, we have
uΛ(x)vΛ(x)− ω
Λ− 1 = O
(
1
Λ
)
e
−
(√
2
√
1−4c2
0
+O
(
1√
Λ
))
|x|
, (1.17)
uniformly in R, as Λ→∞.
Remark 1.1. The simplest case where ω = c0Λ can be put in the form (1.9) by choosing
ω˜(ǫ) = c0ǫ
2.
We note that solutions of (1.2) are such that the Hamiltonian
H(u, v) =
(u′)2
2
+
(v′)2
2
− (1− u
2 − v2)2
4
− Λ− 1
2
(
uv − ω
Λ− 1
)2
(1.18)
is constant. This constant is equal to zero along solutions that satisfy (1.3). In the limit when
ω/(Λ−1) is c0, then we are going to prove that uΛvΛ is asymptotically equal to ω/(Λ−1) so
that the last term in (1.18) becomes negligible. In order to find the limiting function u0, we
can therefore formally replace v by c0/u in (1.18) and find that it is given by (1.16) which
will be detailed in Proposition 3.1 below.
Now we move to the other extreme case of weak segregation when Λ tends to 1:
Theorem 1.2. Let Λ > 1 be sufficiently close to 1 and
ω
Λ− 1 = c0 + ω˜
(√
Λ− 1
)
(1.19)
where as before c0 satisfies (1.10) and ω˜ is as in Theorem 1.1. Then, there exists a solution
(uΛ, vΛ) of (1.2)-(1.3), where u¯, v¯ are as in (1.8), such that (1.12) holds and
u2Λ(x) + v
2
Λ(x) = 1 +O(Λ− 1)e−
(√
1−4c2
0
√
Λ−1+O(Λ−1)
)
|x|
,
uniformly in R, as Λ→ 1+. Furthermore, the angle
ϕΛ
2
= tan−1
(
vΛ
uΛ
)
satisfies
ϕΛ(x)− ϕ0
(
x
√
Λ− 1
)
= O
(√
Λ− 1
)
,
3
uniformly in R, as Λ→ 1+, where ϕ0 is the heteroclinic solution of
ϕ′0 = 2c0 − sinϕ0, x ∈ R, (1.20)
such that ϕ′0 < 0, ϕ0(0) =
pi
2
and ϕ0(−x) + ϕ0(x) ≡ π. Moreover,
ϕ′Λ < 0, x ∈ R,
and
|uΛ(x)− u¯|+ |vΛ(x)− v¯| = O
(
e
(√
1−4c2
0
√
Λ−1+O(Λ−1)
)
x
)
,
uniformly in x < 0, as Λ→ 1+.
The proof relies again on the conservation of Hamiltonian but this time written in polar
coordinates (R,ϕ) where R2 = u2 + v2 and u = R cosϕ/2, v = R sinϕ/2:
H(R,ϕ) =
(R′)2
2
+
R2
8
(ϕ′)2 − 1
4
(1−R2)2 − Λ− 1
2
(
R2
2
sinϕ− ω
Λ− 1
)2
.
After rescaling and proving, at the limit when ω/(Λ− 1) tends to c0, that R tends to 1, and
the last term in H vanishes, we find (1.20).
1.3. Method of proof. Our approach for showing Theorems 1.1 and 1.2 is the same. In
each case we define a suitable small parameter ε = ε(Λ) and make a convenient change of
coordinates in order to write (1.2) as a singularly perturbed system in slow-fast form with
two slow and two fast variables. Loosely speaking, for Theorem 1.1 we use a change of coor-
dinates that straightens the hyperbola {uv = ω
Λ−1}, while for Theorem 1.2 we employ polar
coordinates. Then, in the resulting slow-fast formulation we can apply standard theorems of
geometric singular perturbation theory (see [15] and the references therein). We find that in
both cases the dynamics can be reduced on two-dimensional invariant manifolds Mε, that
vary smoothly for small ε ≥ 0, with the flow on them being determined by smooth regular
perturbations of the limit problems (1.16) and (1.20), respectively. On the limiting manifold
M0, there exists a singular heteroclinic connection between the equilibria corresponding to
the ε = 0 limits of (u¯, v¯) and (v¯, u¯), which are saddles with two-dimensional stable and
unstable manifolds. Clearly the intersection of the latter manifolds cannot be transverse in
the ambient space R4 nor on M0. We establish the persistence of the singular heteroclinic
connection onMε for small ε by exploiting the conservation of the Hamiltonian (1.18).
More precise estimates will be detailed in Theorems 3.1 and 4.1 respectively.
1.4. Open questions. A natural question to ask is whether the solution we have found
is unique. It would be very nice to have such a proof using moving plane methods, in
particular extending [10]. This would require precise bounds on u2+ v2− 1 on the one hand
and uv− ω/(Λ− 1) on the other hand. In the case ω = 0, we have a uniqueness proof in [3]
which is based on the continuation method starting from Λ = 3 and using the nondegeneracy
of the linearized operator. But this cannot be applied here, since our result only holds for
large Λ or Λ close to 1.
The other limit, when ω/(Λ − 1) is small and Λ is large is not treated in this paper. It
should display segregation but in a more regular manner than for ω = 0, since at leading
order we expect uv ∼ ω/(Λ− 1).
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We have studied the case when ω/(Λ − 1) is less than 1/2. On the other hand, when
ω/(Λ − 1) is bigger than 1/2, we expect coexistence of the components that is the ground
state will be given by u = v: the Rabi coupling should overcome segregation.
1.5. Outline of the paper. In Section 2 we will find the equilibria of (1.2). The proof of
Theorem 1.1 will be carried out in Section 3, while that of Theorem 1.2 will be carried out
in Section 4.
2. Equilibria
To find the equilibria of (1.2), we need to solve the following algebraic system:
u3 − u+ Λv2u− ωv = 0,
v3 − v + Λu2v − ωu = 0. (2.1)
Multiplying the first equation by u, the second by v, then subtracting and adding the
resulting equations leads to the system
(u2 − v2)(u2 + v2 − 1) = 0,
(
u2 + v2 − 1
2
)2
+ 2(Λ− 1)u2v2 − 2ωuv = 1
4
.
(2.2)
As we are interested in positive solutions of (1.2), we get from the former relation that
u = v or u2 + v2 = 1. (2.3)
The first case in (2.3) yields, through (2.2), the equilibria
(0, 0) and
(√
1 + ω
1 + Λ
,
√
1 + ω
1 + Λ
)
. (2.4)
The second case in (2.3) yields either uv = 0 or (u¯, v¯) or (v¯, u¯) with (1.8), in the case (1.7).
We note that if u or v is zero, then because of (2.2), we have (1, 0) and (0, 1) as equilibria
but these clearly do not satisfy (2.1).
3. The strong separation limit
We consider the regime where Λ→ +∞ in Theorem 1.1. We expect that the product uv
of solutions to (1.2), (1.3) should converge to c0, as Λ → +∞, at least in some weak sense.
Therefore, it is natural to define a new independent variable
h = uv − ω
Λ− 1 . (3.1)
Then, it follows readily that system (1.2) is equivalent to
h′′ =
[(
1 + 2
Λ−1
)
(Λ− 1)h+ 2ω
Λ−1
] [
u2 + 1
u2
(
h+ ω
Λ−1
)2]
−2h− 2ω
Λ−1 + 2
u′
u2
(− ω
Λ−1u
′ + h′u− hu′)
u′′ = u3 − u+ 1
u
(
h+ ω
Λ−1
) (
Λh+ ω
Λ−1
)
.
(3.2)
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Moreover, conditions (1.3) become
(h, u)→ (0, u¯) as x→ −∞,
(h, u)→ (0, v¯) as x→ +∞.
(3.3)
We find that the Hamiltonian
H˜ =
(u′)2
2
+
(
h′u− (h+ ω
Λ−1
)
u′
)2
2u4
−
(
1− u2 − 1
u2
(
h+ ω
Λ−1
)2)2
4
− Λ− 1
2
h2
(3.4)
derived from (1.18), is conserved along solutions of (3.2). In particular, H˜ = 0 along solutions
that satisfy (3.3).
3.1. Slow-fast formulation. We set
ε =
1√
Λ− 1 , (3.5)
h = ε2p, q = εp′, z = u′. (3.6)
Then, we can write system (3.2) in the following slow-fast form:
εp′ = q,
εq′ = [(1 + 2ε2) p+ 2 (c0 + ω˜(ε))]
[
u2 + 1
u2
(ε2p+ c0 + ω˜(ε))
2
]
−2ε2p− 2 (c0 + ω˜(ε))
(
1 + z
2
u2
)
+ 2ε z
u
q − 2ε2 z2
u2
p,
u′ = z,
z′ = u3 − u+ 1
u
(ε2p+ c0 + ω˜(ε)) [(1 + ε
2)p+ c0 + ω˜(ε)] .
(3.7)
This is called the slow system.
Moreover, the conditions (3.3) become
(p, q, u, z)→ (0, 0, u¯, 0) as x→ −∞,
(p, q, u, z)→ (0, 0, v¯, 0) as x→ +∞.
(3.8)
The eigenvalues of the linearization of (3.7) at the equilibria (0, 0, u¯, 0) and (0, 0, v¯, 0) are
real and given by
± 1
ε
+O(1), ±
√
2
√
1− 4c20 +O(ε) as ε→ 0. (3.9)
Therefore, each of these equilibria is a saddle with two-dimensional (global) stable and
unstable manifolds. In the light of (3.8), we will be interested in the unstable manifold
W u(0, 0, u¯, 0) of (0, 0, u¯, 0) and the stable manifold W s(0, 0, v¯, 0) of (0, 0, v¯, 0).
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By virtue of (1.18), we find that the Hamiltonian
Hˆ =
z2
2
+
(εqu− (ε2p+ c0 + ω˜(ε)) z)2
2u4
−
(
1− u2 − 1
u2
(ε2p+ c0 + ω˜(ε))
2
)2
4
− ε
2
2
p2
(3.10)
is conserved along solutions of (3.7). In particular, Hˆ = 0 holds along solutions that satisfy
one of the asymptotic behaviours in (3.8). In other words, the following holds:
Hˆ = 0 on W u(0, 0, u¯, 0) ∪W s(0, 0, v¯, 0). (3.11)
3.2. The slow (critical) manifoldM0 and the reduced system. Formally setting ε = 0
in (3.7), and keeping in mind (1.11), gives us the slow limit system:
0 = q,
0 = (p+ 2c0)
(
u2 +
c2
0
u2
)
− 2c0 − 2c0 z2u2 ,
u′ = z,
z′ = u3 − u+ c0
u
(p+ c0).
(3.12)
By solving the first two equations for p, q we can determine the slow manifold :
M0 =
{
p = 2c0
u2 + z2
u4 + c20
− 2c0, q = 0, (u, z) ∈ R2, u 6= 0
}
. (3.13)
Plugging this in the last two equations, gives us the reduced system:
u′ = z,
z′ = u3 − u+ c20
u
(
2u
2+z2
u4+c2
0
− 1
)
.
(3.14)
The above system has the equilibria (u¯0, 0) and (v¯0, 0), where
u¯0 =
√
1−
√
1− 4c20
2
and v¯0 =
√
1 +
√
1− 4c20
2
. (3.15)
We note that these are the limits of u¯ and v¯ from (1.8), respectively. The eigenvalues of
the corresponding linearizations at both of these equilibria are ±√2
√
1− 4c20 (keep in mind
also (3.9)). Therefore, each of these equilibria is a saddle with one-dimensional (global)
stable and unstable manifolds. We will be interested in the unstable manifold W u(u¯0, 0)
of (u¯0, 0) and the stable manifold W
s(v¯0, 0) of (v¯0, 0). The former manifold is tangent to
(1,
√
2
√
1− 4c20) at (u¯0, 0), while the latter is tangent to (1,−
√
2
√
1− 4c20) at (v¯0, 0).
7
3.3. The singular heteroclinic connection. By setting ω/(Λ−1) equal to c0 and v equal
to c0/u in (1.18) (since uv = c0 on M0), we can write the limiting hamiltonian
H0 =
(
1 +
c20
u4
)
z2
2
− 1
4
(
1− u2 − c
2
0
u2
)2
. (3.16)
It is indeed conserved along solutions of (3.14) and equal to 0 if u connects the equilibria in
(3.15).
Solutions of (3.14) with H0 = 0 satisfy one of the following first order ODEs:
u′ = ±u
2 − u4 − c20√
2
√
u4 + c20
. (3.17)
In fact, we have the following simple proposition.
Proposition 3.1. The unique solution u0 of (3.17) with the plus sign and
u0(0) =
√
c0, (3.18)
satisfies
u0 → u¯0 as x→ −∞, u0 → v¯0 as x→ +∞, (3.19)
z0 = u
′
0 > 0, (3.20)
and
u0(x)u0(−x) ≡ c0. (3.21)
Moreover, u0 is the unique modulo translations solution of (3.17) with the plus sign and
(3.19).
Proof. Since equation (3.17) with the plus sign is a first order ODE, solutions with initial
value between the consecutive equilibria u¯0 < v¯0 are increasing and satisfy (3.19). The
uniqueness properties follow directly from the uniqueness of the initial value problem for
(3.17). It remains to show (3.21). This follows by observing that if u satisfies (3.17) with
the plus sign, then
u˜(x) =
c0
u(−x)
also satisfies the same equation. Thus, since u0(0) = u˜0(0), we obtain the desired relation.

For future reference, we note that differentiation of (3.21) yields
z0(−x) ≡ c0 z0(x)
u20(x)
. (3.22)
In regards with (3.14), the trajectory (u0, z0) lies in the intersection of the unstable man-
ifold W u(u¯0, 0) of (u¯0, 0) and the stable manifold W
s(v¯0, 0) of (v¯0, 0). We will only be
concerned with these parts of the aforementioned invariant manifolds. The lifting of (u0, z0)
onM0 is called a singular heteroclinic connection.
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3.4. Normal hyperbolicity of the slow manifold. The slow manifold M0 is normally
hyperbolic if and only if the linearization of the righthand side of the first two equations in
(3.12) with respect to (p, q), at any point (p, q, u, z) on M0, does not have eigenvalues on
the imaginary axis. The aforementioned linearization is(
0 1
u2 +
c2
0
u2
0
)
,
whose eigenvalues are λ± = ±
√
u2 +
c2
0
u2
. Hence, the slow manifold M0 is normally hyper-
bolic.
3.5. Local persistence of M0: The invariant manifold Mε. Let K ⊂ {u > 0, z ∈ R}
be a compact, simply connected domain which contains the heteroclinic orbit (u0, z0), and
whose boundary is a C∞ curve. As a consequence of Fenichel’s first theorem (see [11], [14] or
[15, Ch. 3]), we deduce that the restriction ofM0 over K perturbs smoothly for small ε ≥ 0
to a locally invariant, normally hyperbolic manifold Mε for (3.7). More precisely, given an
integer m ≥ 1, there is an ε0 > 0 and functions hi(u, z, ε) ∈ Cm (K × [0, ε0)), i = 1, 2, such
that the manifold Mε described by
p = 2c0
u2 + z2
u4 + c20
− 2c0 + εh1(u, z, ε), q = εh2(u, z, ε), (u, z) ∈ K, (3.23)
is a normally hyperbolic, locally invariant manifold for (3.7) if ε ∈ (0, ε0).
By the normal hyperbolicity of Mε, and by possibly decreasing the value of ε0 > 0, we
deduce that the equilibria (0, 0, u¯, 0) and (0, 0, v¯, 0) of (3.7) lie on Mε, i.e.,
hi (u¯, 0, ε) = 0, hi (v¯, 0, ε) = 0, i = 1, 2, ε ∈ [0, ε0). (3.24)
3.6. Theorem 3.1. The above leads us to the main result of this section.
Theorem 3.1. For each ε > 0 sufficiently small, there is a heteroclinic solution (pε, qε, uε, zε)
of (3.7) satisfying (3.8) which lies on Mε such that
uε = u0 +O(ε), zε = z0 +O(ε), (3.25)
and
|uε − u¯| · |uε − v¯|+ |zε| = O(1)e−
(√
2
√
1−4c2
0
+O(ε)
)
|x|
, (3.26)
uniformly in R, as ε→ 0, where (u0, z0) is as in Proposition 3.1. Furthermore,
zε > 0. (3.27)
More precisely, the following estimates hold:
pε = 2c0
u2
ε
+z2
ε
u4
ε
+c2
0
− 2c0 +O(ε)e−
(√
2
√
1−4c2
0
+O(ε)
)
|x|
,
qε = O(ε)e
−
(√
2
√
1−4c2
0
+O(ε)
)
|x|
,
(3.28)
uniformly in R, as ε→ 0.
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Proof. Substituting (3.23) in the last two equations of (3.7) determines the flow of the re-
striction of the latter system on its invariant manifoldMε. The resulting system is a smooth
O(ε)-perturbation of the reduced system (3.14). For definiteness, we will refer to it as the
ε-reduced system.
The unstable manifold W u(u¯0, 0) of (u¯0, 0) and the stable manifold W
s(v¯0, 0) of (v¯0, 0) for
(3.14) perturb smoothly to the unstable manifold W u(u¯, 0) of (u¯, 0) and the stable manifold
W s(v¯, 0) of (v¯, 0) for the ε-reduced problem, respectively. Our goal is to show that W u(u¯, 0)
and W s(v¯, 0) meet for sufficiently small ε > 0. Thus, they have to coincide since they are
one-dimensional. The desired heteroclinic connection for (3.7) will be provided by their
lifting onMε.
Let us show that W u(u¯, 0) and W s(v¯, 0) meet on the line l = {u = u0(0), z ∈ R} (recall
(3.18)). We note that there is nothing special about the choice of this line, the important
thing is that it is transverse to (u0, z0) (recall (3.20)). As we have said, the manifolds
W u(u¯, 0) and W s(v¯, 0) depend smoothly on ε ≥ 0 small. Thus, they intersect the line l at
some points (u0(0), z
−
ε ) and (u0(0), z
+
ε ), respectively, such that
z±ε − z0(0) = O(ε) as ε→ 0, (3.29)
(recall (3.18)). Keep in mind that our goal is to show that
z−ε = z
+
ε . (3.30)
To this end, let (p−ε , q
−
ε , u0(0), z
−
ε ) and (p
+
ε , q
+
ε , u0(0), z
+
ε ) be the liftings onMε of (u0(0), z−ε )
and (u0(0), z
+
ε ) via (3.23), respectively. Thanks to the aforementioned smoothness with
respect to small ε ≥ 0, it holds
p±ε − p0 = O(ε) and q±ε − q0 = O(ε) as ε→ 0, (3.31)
where (p0, q0) is the image of (u0(0), z0(0)) on the graph ofM0. Since (u0(0), z−ε ) ∈ W u(u¯, 0),
we infer from (3.23)-(3.24) that(
p−ε , q
−
ε , u0(0), z
−
ε
) ∈ W u(0, 0, u¯, 0) ∩Mε. (3.32)
Similarly we have (
p+ε , q
+
ε , u0(0), z
+
ε
) ∈ W s(0, 0, v¯, 0) ∩Mε. (3.33)
Hence, in view of (3.11), we find that both (p−ε , q
−
ε , u0(0), z
−
ε ) and (p
+
ε , q
+
ε , u0(0), z
+
ε ) satisfy
the equation
Hˆ(p, q, u, z) = 0. (3.34)
We will show that in some (fixed) neighborhood of (p0, q0, u0(0), z0(0)) the algebraic system
comprised of the two equations in (3.23) and (3.34) admits a unique solution (p, q, u, z),
provided that ε > 0 is sufficiently small. Then, taking into account (3.29) and (3.31), this
would imply the desired relation (3.30). We will accomplish this by means of the implicit
function theorem, applied to the mapping F : R2 ×K × [0, ε0)→ R3 defined by
F


p
q
u
z
ε

 =

 p− 2c0 u
2+z2
u4+c2
0
+ 2c0 − εh1(u, z, ε)
q − εh2(u, z, ε)
Hˆ(p, q, u, z, ε)

 , (3.35)
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where the set K was defined in the beginning of Subsection 3.5, h1, h2 are as in (3.23), and
Hˆ is as in (3.10). In view of the comments leading to (3.23), and (3.10) (keeping in mind our
smoothness assumption on ω˜), the above mapping is C2 in its domain of definition, having
decreased the value of ε0 > 0 if needed. Keeping in mind (3.32), (3.33) and (3.34), we find
that
F
(
p±ε , q
±
ε , u0(0), z
±
ε , ε
)
= 0 for small ε > 0. (3.36)
In fact, the above relation continues to hold for ε = 0 as
F (p0, q0, u0(0), z0(0), 0) = 0.
Moreover,
∂pqzF


p
q
u
z
0

 =

 1 0 −4c0 zu4+c200 1 0
0 0 z + c20
z
u4

 .
In particular, the above matrix is invertible at (p0, q0, u0(0), z0(0), 0) (recall (3.20)). Hence,
we deduce by the implicit function theorem that there exists a δ > 0 such that, for |u− u0(0)| <
δ and ε ∈ [0, δ), the equation F (p, q, u, z, ε) = (0, 0, 0) has at most one solution (p, q, z) such
that |p − p0| < δ, |q − q0| < δ and |z − z0(0)| < δ. Then, applying this property with
u = u0(0), we infer from (3.36), having in mind (3.29) and (3.31), that the desired relation
(3.30) is true if ε > 0 is sufficiently small.
So far we have shown that there exists a heteroclinic connection for (3.7) onMε satisfying
(3.25), after a suitable translation. The exponential decay estimate in (3.26) follows from
local analysis at the equilibria (u¯, v¯) and (v¯, u¯) of the ε-reduced problem. Indeed, the lin-
earization of the ε-reduced problem at both equilibria has eigenvalues ±√2
√
1− 4c20+O(ε)
(recall the last part of Subsection 3.2). The estimates in (3.28) then follow by recalling (3.23)
and (3.24).
Lastly, the property (3.27) is a direct consequence of (3.20) and the fact that W u(u¯0, 0)
and W s(v¯0, 0) cross z = 0 transversely at (u¯0, 0) and (v¯0, 0), respectively (recall again the
last part of Subsection 3.2). 
We can also show the local uniqueness of the heteroclinic connection of Theorem 3.1.
Proposition 3.2. There exists a small fixed neighborhood of the orbit
Γε = {(pε(x), qε(x), uε(x), zε(x)) , x ∈ R}
inside which there is no other connecting orbit for (3.7)-(3.8) if ε > 0 is sufficiently small.
Proof. Let us suppose that in some fixed neighborhood of Γε there was another connecting
orbit Γ˜ε for small ε > 0. Then, provided that the aforementioned neighborhood is sufficiently
small, the curve Γ˜ε would also lie onMε if ε > 0 is sufficiently small (by the same reasoning
as for reaching (3.24)). Hence, the projection of Γ˜ε on the uz plane would also be a connecting
orbit for the same ε-reduced problem as the corresponding projection of Γε. In other words,
the aforementioned projections coincide with the one-dimensional intersection W u(u¯, 0) ∩
W s(v¯, 0). This clearly implies the desired local uniqueness property. 
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3.7. Proof of Theorem 1.1.
Proof. The desired solution (uΛ, vΛ) is provided by Theorem 3.1, keeping track of the defini-
tions (3.1), (3.5), (3.6) (where with some abuse of notation we identify uΛ, Λ ≫ 1 with uε,
ε≪ 1), and translating it so that
uΛ(0) = vΛ(0). (3.37)
We point out that such a translation does not affect the estimates of the aforementioned
theorem, which imply the validity of (1.13), (1.14), (1.15) and (1.17).
It remains to verify (1.12). To this end, the main observation is that the pair
(u˜Λ(x), v˜Λ(x)) = (vΛ(−x), uΛ(−x))
is also a solution to (1.2)-(1.3). Let (p˜, q˜, u˜, z˜) be the corresponding solution of (3.7)-(3.8)
that is given through (3.1), (3.5) and (3.6) with (u˜, v˜) in place of (u, v). By virtue of the
estimates in Theorem 3.1, and (3.21), we find that
u˜ε(x) = vε(−x) = c0
uε(−x) +O(ε) =
c0
u0(−x) +O(ε) = u0(x) +O(ε),
uniformly for x ∈ R, as ε→ 0. Similarly
z˜ε = z0 +O(ε),
uniformly in R, as ε → 0. In turn, by virtue of (3.1), (3.6), (3.21), (3.22) and (3.28), we
obtain that
p˜(x) = p(−x) = p(x) +O(ε) and q˜(x) = −q(−x) = O(ε),
uniformly in R, as ε→ 0. Consequently, we infer from Proposition 3.2 and (3.37) that
(p˜, q˜, u˜, z˜) ≡ (p, q, u, z),
which clearly implies the validity of (1.12). 
4. The weak separation limit
We consider the regime Λ→ 1+ in Theorem 1.2.
4.1. Slow-fast formulation. We set as small parameter
ε =
√
Λ− 1, (4.1)
and consider the slow variable
y = εx. (4.2)
Then, system (1.2) is equivalent to

ε2u′′ = u3 − u+ v2u+ ε2v2u− ωv,
ε2v′′ = v3 − v + u2v + ε2u2v − ωu,
(4.3)
where the derivative is taken with respect to the y variable. The limit (1.3) remains the
same.
Motivated by [5], since we expect that u2 + v2 → 1 as ε → 0, we express (u, v) in polar
coordinates as
u = R cos
ϕ
2
, v = R sin
ϕ
2
, (4.4)
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for R > 0 and 0 < ϕ < π. Then, system (1.5) for the equilibria decouples into
R¯ = 1 and sin ϕ¯ =
2ω
Λ− 1 . (4.5)
Under (1.7), let ϕ¯ ∈ (0, pi
2
) denote the unique solution of (4.5). We write (4.3)-(1.3) equiva-
lently as
ε2
[
R′′ − R
4
(ϕ′)2
]
=R3 − R + ε
2
2
R3 sin2 ϕ− ωR sinϕ,
ε2
2
(Rϕ′′ + 2R′ϕ′) =
ε2
4
R3 sin(2ϕ)− ωR cosϕ;
R→ 1 as y → ±∞,
ϕ→ π − ϕ¯ as y → −∞, ϕ→ ϕ¯ as y → +∞.
Subsequently, we blow-up the neighborhood near R = 1 by setting
R = 1− ε2w, (4.6)
and get the equivalent problem:
−ε2w′′ − 1
4
(1− ε2w)(ϕ′)2 =(1− ε2w)(ε2w2 − 2w)
+
1
2
(1− ε2w)3 sin2 ϕ− ω
ε2
(1− ε2w) sinϕ,
(1− ε2w)ϕ′′ − 2ε2w′ϕ′ =1
2
(1− ε2w)3 sin(2ϕ)− 2 ω
ε2
(1− ε2w) cosϕ;
w → 0 as y → ±∞, ϕ→ π − ϕ¯ as y → −∞, ϕ→ ϕ¯ as y → +∞.
Now we can define
w1 = w, w2 = εw
′
1, ϕ1 = ϕ, ϕ2 = ϕ
′
1, (4.7)
and get the following equivalent slow system, with (w1, w2) being the fast variables and
(ϕ1, ϕ2) the slow ones:

εw′1 = w2,
εw′2 = −14(1− ε2w1)ϕ22 − (1− ε2w1)(ε2w21 − 2w1)−1
2
(1− ε2w1)3 sin2 ϕ1 + ωε2 (1− ε2w1) sinϕ1,
ϕ′1 = ϕ2,
ϕ′2 =
2εw2ϕ2
1−ε2w1 +
1
2
(1− ε2w1)2 sin(2ϕ1)− 2 ωε2 cosϕ1,
(4.8)
together with the conditions

w1, w2 → 0 as y → ±∞,
ϕ1 → π − ϕ¯ as y → −∞, ϕ1 → ϕ¯ as y → +∞, ϕ2 → 0 as y → ±∞.
(4.9)
It is easy to check that the eigenvalues of the linearization of (4.8) at both equilibria
(0, 0, π − ϕ¯, 0) and (0, 0, ϕ¯, 0) that we wish to connect are
±
√
2
ε
+O(1), ±
√
1− 4c20 +O(ε) as ε→ 0. (4.10)
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Therefore, each of these equilibria is a saddle with two-dimensional (global) stable and un-
stable manifolds. In light of (3.8), we will be interested in the unstable manifoldW u(0, 0, π−
ϕ¯, 0) of (0, 0, π − ϕ¯, 0) and the stable manifold W s(0, 0, ϕ¯, 0) of (0, 0, ϕ¯, 0).
By virtue of (1.18), we find that the Hamiltonian Hˆ defined by
2
ε2
Hˆ =ε2w22 +
1
4
(1− ε2w1)2ϕ22
− ε
2
2
(2w1 − ε2w21)2 −
[
(1− ε2w1)2
2
sinϕ1 − c0 − ω˜(ε)
]2 (4.11)
is conserved along solutions of (4.8). In particular, Hˆ = 0 holds along solutions that satisfy
one of the asymptotic behaviours in (4.9) at minus or plus infinity. In other words,
Hˆ = 0 on W u(0, 0, π − ϕ¯, 0) ∪W s(0, 0, ϕ¯, 0). (4.12)
4.2. The slow (critical) manifoldM0 and the reduced system. Formally setting ε = 0
in (4.8) yields the slow limit system:

0 = w2,
0 = −1
4
ϕ22 + 2w1 − 12 sin2 ϕ1 + c0 sinϕ1,
ϕ′1 = ϕ2,
ϕ′2 =
1
2
sin(2ϕ1)− 2c0 cosϕ1.
(4.13)
By solving the first two equations for w1, w2 we can determine the slow manifold :
M0 =
{
w1 =
1
8
ϕ22 +
1
4
sin2 ϕ1 − c0
2
sinϕ1, w2 = 0, (ϕ1, ϕ2) ∈ R2
}
. (4.14)
The last two equations of (3.12) compose the reduced system which defines a flow on the
critical manifold M0. Coupled with the ε = 0 limit of the asymptotic behaviour (4.9), this
gives rise to the reduced heteroclinic connection problem:

ϕ′1 = ϕ2,
ϕ′2 = cosϕ1(sinϕ1 − 2c0);
(ϕ1, ϕ2)→ (π − ϕ¯0, 0) as y → −∞, (ϕ1, ϕ2)→ (ϕ¯0, 0) as y → +∞,
(4.15)
where
sin ϕ¯0 = 2c0, ϕ¯0 ∈ (0, π
2
), (4.16)
because of (4.5).
4.3. The singular heteroclinic connection. The reduced system is a conservative hamil-
tonian system. More precisely, the hamiltonian
Hred =
1
2
ϕ22 −
1
2
(sinϕ1 − 2c0)2 (4.17)
is constant along its solutions. Based on this, we can show the following.
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Proposition 4.1. There exists a unique solution (ϕ1,0, ϕ2,0) of (4.15) such that
ϕ1,0(0) =
π
2
. (4.18)
Moreover, we have
ϕ2,0 = ϕ
′
1,0 < 0, (4.19)
and
ϕ1,0(y) + ϕ1,0(−y) ≡ π. (4.20)
Proof. Since Hred above is equal to 0 along solutions that satisfy the asymptotic behaviour
in (4.15), the desired solution satisfies
ϕ′ = 2c0 − sinϕ, ϕ(0) = π
2
.
Then, the proof of Proposition 3.1 carries over straightforwardly. 
We note that (π− ϕ¯0, 0) and (ϕ¯0, 0) are saddle equilibria for (4.15) with the same eigenval-
ues ±
√
1− 4c20. The trajectory (ϕ1,0, ϕ2,0) lies in the intersection of the unstable manifold
W u(π−ϕ¯0, 0) of (π−ϕ¯0, 0) and the stable manifoldW s(ϕ¯0, 0) of (ϕ¯0, 0). We will only be con-
cerned with these parts of the aforementioned invariant manifolds. The lifting of (ϕ1,0, ϕ2,0)
onM0 furnishes a singular heteroclinic connection.
4.4. Normal hyperbolicity of the slow manifold. As in Subsection 3.4, to check that
the slow manifold M0 is normally hyperbolic we have to examine the linearization of the
righthand side of the first two equations in (3.12) with respect to (w1, w2), at any point
(w1, w2, ϕ1, ϕ2) onM0. The aforementioned linearization is(
0 1
2 0
)
,
whose eigenvalues ±√2 are not on the imaginary axis. Hence, the slow manifold M0 is
indeed normally hyperbolic.
4.5. Local persistence of M0: The invariant manifold Mε. Let K be a compact, sim-
ply connected domain in the (ϕ1, ϕ2) plane which contains the heteroclinic orbit (ϕ1,0, ϕ2,0),
and whose boundary is a C∞ curve. As in Subsection 3.5, by Fenichel’s first theorem, we
deduce that the restriction of M0 over K perturbs smoothly for small ε ≥ 0 to a locally in-
variant, normally hyperbolic manifoldMε for (4.8). More precisely, given an integer m ≥ 1,
there is an ε0 > 0 and functions hi(ϕ1, ϕ2, ε) ∈ Cm (K × [0, ε0)), i = 1, 2, such that the
manifold Mε described by
w1 =
1
8
ϕ22 +
1
4
sin2 ϕ1 − c0
2
sinϕ1+εh1(ϕ1, ϕ2, ε), w2 = εh2(ϕ1, ϕ2, ε), (ϕ1, ϕ2) ∈ K, (4.21)
is a normally hyperbolic, locally invariant manifold for (4.8) if ε ∈ (0, ε0).
By the normal hyperbolicity of Mε, and by possibly decreasing the value of ε0 > 0, we
deduce that the equilibria (0, 0, π − ϕ¯, 0) and (0, 0, ϕ¯, 0) of (4.8) lie on Mε, i.e.,
h1 (π − ϕ¯, 0, ε) = h1 (ϕ¯, 0, ε) = −(c0 + ω˜(ε)) ω˜(ε)ε ,
h2 (π − ϕ¯, 0, ε) = h2 (ϕ¯, 0, ε) = 0,
(4.22)
for ε ∈ (0, ε0).
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4.6. Proof of Theorem 1.2. The above leads us to the main result of this section, from
which Theorem 1.2 follows :
Theorem 4.1. For each ε > 0 sufficiently small, there is a heteroclinic solution
(w1,ε,w2,ε,ϕ1,ε,ϕ2,ε) of (4.8) satisfying (4.9) which lies on Mε such that
ϕi,ε = ϕi,0 +O(ε), i = 1, 2, (4.23)
and
|ϕ1,ε − π + ϕ¯| · |ϕ1,ε − ϕ¯|+ |ϕ2,ε| = O(1)e−
(√
1−4c2
0
+O(ε)
)
|x|
, (4.24)
uniformly in R, as ε→ 0, where (ϕ1,0, ϕ2,0) is as in Proposition 4.1. Furthermore,
ϕ2,ε < 0. (4.25)
More precisely, the following estimates hold:
w1,ε =
1
8
ϕ22,ε +
1
4
sin2 ϕ1,ε − c02 sinϕ1,ε +O(ε)e
−
(√
1−4c2
0
+O(ε)
)
|x|
,
w2,ε = O(ε)e
−
(√
1−4c2
0
+O(ε)
)
|x|
,
(4.26)
uniformly in R, as ε→ 0.
Proof. The proof proceeds along the lines of that of Theorem 3.1, so we will just provide a
sketch.
Let (w−1,ε, w
−
2,ε,
pi
2
, ϕ−2,ε) ∈ W u(0, 0, π − ϕ¯, 0) and (w+1,ε, w+2,ε, pi2 , ϕ+2,ε) ∈ W s(0, 0, ϕ¯, 0) be the
two points that we wish to show that coincide, provided that ε > 0 is sufficiently small. In
the limit ε→ 0 these collapse to some point (w01, w02, pi2 , ϕ2,0(0)) onM0 with (pi2 , ϕ2,0(0)) on
W u(π − ϕ¯0, 0) ∩W s(ϕ¯0, 0), as defined in Subsection 4.3 (also recall (4.18)).
The corresponding mapping to that in (3.35) is now
G


w1
w2
ϕ1
ϕ2
ε

 =

 w1 − 18ϕ22 − 14 sin2 ϕ1 + c0 sinϕ1 − εh1(ϕ1, ϕ2, ε)w2 − εh2(ϕ1, ϕ2, ε)
Hˆ(w1, w2, ϕ1, ϕ2, ε),


where hi and Hˆ were defined in (4.22) and (4.11) respectively. By virtue of (4.12),
G
(
w±1,ε, w
±
2,ε,
π
2
, ϕ±2,ε, ε
)
= 0 for small ε > 0.
In fact, the above relation continues to hold for ε as
G
(
w01, w
0
2,
π
2
, ϕ2,0(0), 0
)
= 0.
As in Theorem 3.1, thanks to (4.19) at y = 0, we can apply the implicit function theorem
and conclude. 
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