We propose an econometric technique for estimating the parameters of a binary choice model when only aggregated data are available on the choices made. The method performs favorably in applications to both simulated and real world choice data.
Introduction
In many areas of economics, interest centers on the estimation of binary choice models and related issues, yet information on the choices made by individuals may be costly to collect or the choice data may be inaccessible to researchers because of confidentiality concerns. On the other hand, analysts may have access to the choice data aggregated across groups of individuals in the form of counts or proportions. If the observed predictors of the choice do not vary within the groups, individual choice models are easily estimable with such aggregated choice data (Greene 2004; Maddala 1983) . However, when the predictors vary within the groups, the prevailing approach has been to abandon discrete choice models and use group averages of the predictors to estimate the models, explaining the grouped and not individual choices (e.g., Miller and Plantinga 1999) . This study shows that neither avoiding individual choice models nor losing information by averaging over the individual-level predictors is necessary. We present an econometric method for estimation of a binary choice model when information on the attributes of the decisionmakers is available at the individual level, but the information on the choices made is aggregated across groups of individuals. The likelihood function that allows for this type of data is constructed and estimation of the resulting model using the method of maximum likelihood is proposed. We illustrate the method in a simulation study and in an application to a model of conservation tillage adoption.
Model and Method
Consider a set of N observations corresponding to binary choices made by N individuals. The choice is described by the variable i Y , which takes on the value of 1 or 0 depending on whether a certain alternative A is adopted (chosen), that is,
Choice is a function of K predictors, representing the attributes of the decisionmaker and/or the choices. The predictors are given by the vector ( ) 1 ,...,
As in a standard econometrics setting, the exact relationship between i Y and i x is assumed known to the individuals making the choice but unobservable by researchers. As a consequence, the probability of adopting A from the researchers' perspective can be specified as 
As will become clear later, only the independence of i ε is crucial for the proposed method; the other two assumptions can be easily relaxed. When the data i y on the choices i Y and the predictors i x are available for all i, model (1) can be conventionally estimated using the method of maximum likelihood.
We now turn to the case in which less information on choices made is available to researchers. Specifically, we assume that i x is still observed for all i, but instead of the Although important caveats exist (Garrett 2003) , if the model we are considering were linear in the parameters of interest, this structure of the data would not create a serious problem for identification of the parameters. Indeed, for a linear counterpart of model (1) given by '
, where i η are independently and identically distributed (i.i.d.) error terms, one can estimate the parameters b by fitting the model with aggregate data, that is, by fitting the model / '
The inherent nonlinearity in model parameters precludes using a similar approach for the binary choice model (1).
In the literature (e.g., Miller and Plantinga 1999) , the grouped choice data have been routinely paired with group average predictors data to estimate logistic models:
where j ξ are i.i.d. error terms. While this model is useful for explaining and predicting grouped choices (the proportions of individuals adopting A), it is not immediately useful for explaining and predicting individual choices (which individuals adopt A). This is because of the nonlinearity of the postulated relationship: the parameters α in equation
(2) cannot be interpreted as parameters β in equation (1).
The method of recovery of parameters β we propose builds on the observation that,
given the assumed independence of i ε , the probability Pr 
Following this line of thought, the likelihood function for the jth group of observations in general can be written as
where i δ takes on the value of 0 or 1 and plays the role of the unobserved information on the individual choices i y .
Note that if predictors i x do not vary within groups, that is, if
then the likelihood function (3) 
which is consistent with the log likelihood reported for this case by Greene (2004, p. 836) .
We propose estimation of parameters β of model (1) by applying the method of maximum likelihood to the likelihood function (3). Next we present empirical applications of the approach described.
Simple Simulation Exercise
To demonstrate the proposed technique on simulated data, we set 2, 10,000 K N = = , randomly draw "independent variables" 1 2 , , 1,...,10,000
i i . Then, we randomly draw , 1,...,10,000
distribution and obtain the sample of , 1,...,10,000, i y i = using the inverse cumulative density function (cdf) method:
We additionally consider three more pairs of ( ) 1 2 , β β , as reported in Table 1 . The choice of the parameter vector values, although arbitrary in principle, in this case was made so that the average probability of adoption A varies from 5 to 50 percent. The grouped choice data are constructed by randomly grouping the observations into 5,000, 2,000, or 1,000 groups and summing the i y 's over the groups. The results of model (1) estimation under four alternative assumptions on availability of the choice data are reported in Table 1 .
We find that the parameter estimates obtained from the grouped data settings are close both to the true parameters and to those estimated when individual choices are observed.
We also find that, for any true parameter, as the number of groups decreases (i.e., the number of individuals per group increases), the estimated standard errors increase. This finding is intuitively appealing: the more aggregated the grouped data are, the less information is available to recover the parameter values, thus increasing the estimation uncertainty represented by the standard errors. Not surprisingly, when the data are divided into 5,000 groups, the proposed technique performs best across various adoption probabilities. In this case, the data structure most closely resembles that of a standard binary choice model, as on average there are only two observations per group. A similar decline in estimation precision as one moves from individual to grouped choice data has been demonstrated by Warner (as reported in Maddala 1983, p. 32) , although the only grouping considered in that study is the one under which the predictors did not vary within the groups. 
Application to a Model of Conservation Tillage Adoption
We apply the proposed technique to estimation of a model of conservation tillage adoption similar to that of Kurkalova, Kling, and Zhao (2003) . The model is derived under the assumption that a farmer will adopt conservation tillage if the expected annual net returns from it, 1 π , exceed those from the alternative, conventional tillage, 0 π , plus a premium, P , associated with uncertainty. Then, assuming that 1 P π − is a linear function of a set of observed predictors x and that the observations on 0 π are available, the model
where ε is a logistic error. The parameters of interest are the linear function parameters β , together with σ , the error term multiplier. The model is very useful for the modeling of adoption policy since the identification of both β and σ allows evaluation of the opportunity cost of adoption for current non-adopters as well as prediction of the responsiveness of the probability of conservation tillage adoption to financial incentives (subsidies). Kurkalova, Kling, and Zhao (2003) estimate the model on data coming primarily from the 1992 National Resources Inventory (NRI) (Nusser and Goebel 1997) for the state of Iowa. However, traditional estimation of a similar binary choice model on 1997 (the latest available) NRI data is not possible, as the response variable, the indicator of adoption of conservation tillage, is not available in the 1997 NRI. 
with the predictors constructed as in Kurkalova, Kling, and Zhao 2003, to The parameters of interest are the β 's, together with 92 σ and 97 σ .
Model estimation results are provided in Table 2 . Not surprisingly, the standard errors for 97 σ are much larger than are those for 92 σ , a finding that may reflect more noise in 1997 choice data, which comes not from direct summation of individual choice data but from a separate source that may be subject to an additional sampling error. We estimated the average (among current non-adopters) subsidy needed to induce adoption to be $12.36 in 1992 and $36.52 in 1997.
Conclusions
In this paper, we propose an econometric technique for recovering the parameters describing individual choices when only grouped data are available on the choices made.
The method generalizes the grouped data models considered in the literature to the case when the predictors of the choices vary within the groups over which the aggregated choice data are reported. The model performed well in an application to simulated and real-world data. Importantly, it allowed us to obtain estimates relevant to policy analysis that incorporated the most recent data available, even though the structure of the data did not permit the application of conventional discrete-choice methods. 
