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Abstract
We study modeling and inference with the Elliptical Gamma Distribution
(EGD). We consider maximum likelihood (ML) estimation for EGD scatter ma-
trices, a task for which we develop new fixed-point algorithms. Our algorithms are
efficient and converge to global optima despite nonconvexity. Moreover, they turn
out to be much faster than both a well-known iterative algorithm of Kent & Tyler
(1991) and sophisticated manifold optimization algorithms. Subsequently, we in-
voke our ML algorithms as subroutines for estimating parameters of a mixture
of EGDs. We illustrate our methods by applying them to model natural image
statistics—the proposed EGD mixture model yields the most parsimonious model
among several competing approaches.
1 Introduction
Non-Gaussian distributions occur in a multitude of applications. They may capture
manifold structure [2, 6, 35], or elicit sparsity [22, 37], express heavy or light tailed
behavior [22, 34], characterize independence [19, 26], or help us model a variety of
other properties of data.
We focus on a particular non-Gaussian distribution: the Elliptical Gamma (EG)
Distribution (EGD) [23, 24]. The (mean-zero) EG density (when it exists) for a point
x ∈ Rq is given by
peg(x; Σ, a, b) :=
Γ(q/2)
piq/2Γ(a)ba|Σ|1/2
(
x>Σ−1x
)a−q/2
exp
(−b−1x>Σ−1x), (1.1)
where Σ  0 is the scatter matrix, and a, b > 0 are scale and shape parameters [9].
Observe that (1.1) generalizes the Gaussian density (which corresponds to a = q/2) by
reshaping it with an additional elliptical factor (x>Σ−1x)a−q/2 that encodes different
tail and peak behaviors—see Figure 1 for an illustration. It is worth noting that for
a < q/2 the EG density can be written as a scale mixture of Gaussians, using beta
density as its scale (see Appendix A).
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Figure 1: EG density on R2 with shape parameter a = 1/3, 1, and 3 (from left to right). All
displayed densities have equal covariances; the density corresponding to a = q/2 = 1 (middle)
is a Gaussian density.
EGDs offer rich modeling power and are widely applicable: a mixture of mean-
zero EGDs can approximate any symmetric distribution [9]. Moreover, EGDs are a
subclass of Elliptically Contoured Distributions (ECDs), which themselves are widely
used in multivariate density estimation [34], Bayesian statistical data modeling [1],
signal denoising [42], financial data modeling [4], pattern recognition [43], and many
other applications. Likewise, mixtures of ECDs have also found widespread use, e.g.,
in robust statistical modeling [25], denoising [36], signal processing, among others—the
survey [34] provides several more applications and references.
A further motivation for our work is its potential for enabling robust recovery of
multiple subspaces [27], where the “robustness” refers to being able to estimate the
subspace even when only a certain percentage of data lie in the subspace. This topic in
turn has various applications in unsupervised learning, computer vision, and biomedical
engineering—see e.g., [39].
We note that EGDs have an unbounded influence function, so maximum likelihood
estimates are not robust in the usual sense. That is, in the presence of outliers, the
EGD scatter matrix estimates will get skewed. But this sensitivity is not restrictive in
practice: if the subspaces have outliers, their impact on the ML estimates can be coun-
tered by using a mixture model that contains a non-informative uniform distribution
as an additional component [13].
1.1 Summary of main results
We study the following two interrelated tasks for EGDs: (i) maximum likelihood (ML)
estimation; and (ii) parameter estimation for a mixture model. Task (i) presents the
main theoretical challenges. Its associated maximization problem may be nonconcave,
and moreover, efficiently imposing the constraint Σ  0 is nontrivial.
More specifically, we develop ML estimation procedures for concave (a ≥ q/2)
as well as nonconcave (a < q/2) EGD log-likelihoods. Our procedures are cast as
non-Euclidean fixed-point algorithms, each of whose two cases has a rather different
convergence analysis. We first tackle the concave case, where the key difficultly lies in
efficiently handling the positive-definiteness constraint. Next we handle the harder non-
concave case, where not only must we fulfill positive-definiteness but also obtain global
optimality despite nonconcavity. Finally, we use our ML algorithms as subroutines of
a modified EM algorithm applied to EGD mixture models.
We experiment with both simulated and real data and observe large speedups over
state-of-the-art manifold optimization algorithms as well as over a well-known iteration
of Kent and Tyler [20] (which incidentally applies only to a subset of the cases amenable
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to our methods). Implementations of our methods can be found in our larger software
package on mixture modeling [18].
2 Background
EG distributions are subclass of ECDs. A q-dimensional random vector X is dis-
tributed according to an ECD with mean m ∈ Rq and scatter Σ ∈ Rq×q, if its
characteristic function is of the form ΦX(t) = exp(i t
>m)g(t>Σt), for some function
g : R+ → R. If it exists, the density of an ECD assumes the form
pX(x) = |Σ|−1/2f
(
(x−m)>Σ−1(x−m)),
for a suitable function f : R+ → R. We focus on mean-zero ECDs, so that
pX(x) = |Σ|−1/2f
(
x>Σ−1x
)
. (2.1)
Therewith X factors into a uniform hypspherical component and a scaled-radial part,
i.e., X = RΣ1/2U with U ∼ Unif(Sq−1) and R a univariate random variable given by
R = ‖Σ−1/2X‖2 [10]. The random variable R has the density:
pR(r) := 2pi
q/2f(r2)rq−1/Γ( q2 ).
Thus, the square radial component Υ = R2 has the density pΥ(υ) := pi
q/2f(υ)υq/2−1/Γ( q2 ).
When this square radial component is distributed according to a gamma distribution
we obtain an EGD. Recall that a gamma-distributed random variable has density
pga(υ; a, b) = υ
a−1Γ(a)−1b−a exp (−υ/b) , (2.2)
where a is the shape parameter and b is a scale parameter. Using (2.2) as the radial
density, we obtain the density generating function f for (2.1), which then yields the
EGD density (1.1). If Σ equals the distribution covariance, i.e., Σ = E[XX>], then
b = q/a (see Fang et al. 10, Eq. 2.16).
2.1 ML estimation
Obtaining closed-form ML estimates for ECDs is typically impossible, though in special
cases such as multivariate t-distributions, a recursive algorithm is known [25]. For a
wider review of ML estimation for ECDs see [34] and references therein; see also [41, 49].
A well-known fixed-point algorithm for estimating the scatter matrix of ECDs is
due to Kent and Tyler [20]. Their algorithm is applicable for a general class of ECDs,
including the nonconcave case (a < q/2) of EGDs. Du¨mbgen et al. [8] propose a generic
method for improving the convergence speed of Kent and Tyler’s iterations. Sra and
Hosseini [41] propose different fixed-point algorithms applicable to a broad class of
ECDs. We propose below a new algorithm similar to that in [41], but with a different
convergence analysis specialized to EGDs. A notable property of our convergence
analysis is its lack of dependence of any existence result, a prerequisite of all previous
results. Therefore, it applies even to the cases where the solution is a singular matrix.
A further interesting aspect is that for the nonconcave case, an EGD can be ex-
pressed as a scale mixture of Gaussians (Appendix A). The algorithm due to Kent
and Tyler [20] applied to EGDs can be viewed as a majorization-maximization method
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[41], or also as an EM algorithm for estimating parameters of the scale mixtures of
Gaussians. There is a broad literature for accelerating EM algorithm for scale mix-
tures of Gaussians. For example, Meng and Van Dyk [31] proposed an algorithm for
accelerating EM algorithm for multivariate t-distributions.
3 Maximum likelihood parameter estimation
In this section we derive new ML estimation procedures for EGDs covering both concave
and nonconcave log-likelihoods. Let {xi}ni=1 be a set of i.i.d. samples from a mean-zero
EGD with unknown scatter Σ. The log-likelihood of the samples {xi}ni=1 is
`(a, b,Σ) := const.− n2 log |Σ|+
∑n
i=1
[(
a− q2
)
log(x>i Σ
−1xi)− 1bx>i Σ−1xi
]
. (3.1)
We estimate Σ assuming a and b are given. This task splits into two natural cases:
(i) Concave. Here a ≥ q/2 and ` is concave in Σ−1 (though not in Σ).
(ii) Nonconcave. Here a < q/2, so the second term in (3.1) is no longer concave.
Clearly, if ` is strictly concave and attains its maximum, this must be unique. More
remarkably, even when ` is nonconcave, we will see that its hidden geometric structure
ensures uniqueness (shown at the end of this section). We note that the content of this
section up to (3.6) also follows from more general results on ECDs [29]. We present
the details to set notation and for making our exposition self-contained.
Since the constraint Σ  0 is an open set, we can use the gradient based necessary
condition ∇Σ` = 0. Moreover, since (3.1) has a unique global maximum, a positive
definite solution to ∇Σ` = 0 must be the desired ML estimate. Consider therefore the
following nonlinear equation obtained upon differentiating `:
− n2 Σ−1 −
(
a− q2
)∑n
i=1
Σ−1xix>i Σ
−1
x>i Σ−1xi
+ 1b
∑n
i=1
Σ−1xix>i Σ
−1 = 0. (3.2)
Now add n2 Σ
−1 to both sides and rescale by
√
2
nΣ
1/2 to obtain the equation
M(Σ, c, d) := c
∑n
i=1
Σ−1/2xix>i Σ
−1/2
x>i Σ−1xi
+ d
∑n
i=1
Σ−1/2xix>i Σ
−1/2 = I; (3.3)
where we have introduced the constants
c := −2 (a− q/2)
n
, d :=
2
bn
. (3.4)
We now state our uniqueness theorem, which shows that upon its existence, the
solution to (3.3) is unique.
Theorem 1. If the data set {xi}ni=1 spans Rq and Σ1, Σ2 are positive definite matrices
for which M(Σ1, c, d) = M(Σ2, c, d) and c > 0, then Σ1 = Σ2.
Proof. See Appendix B.1
1An alternative proof also follows from [20, Thm. 2.2].
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To solve (3.3), we present two fixed-point algorithms depending on the sign of c.
We rewrite (3.3) in a form more amenable to analysis. First, we introduce a matrix B
and transformed vectors yi (i = 1, 2, . . . , n) defined as
B = d
∑n
i=1
xix
>
i , yi = B
−1/2xi. (3.5)
Then, set Γ = B−1/2ΣB−1/2 and note that Γ1/2 has the form B−1/2Σ1/2Q> for some
orthogonal matrix Q. This observation allows us to rewrite (3.3) as
c
n∑
i=1
Γ−1/2yiy>i Γ
−1/2
y>i Γ−1yi
+ Γ−1 = I. (3.6)
From a solution Γ∗ to (3.6), we recover Σ∗ = B1/2Γ∗B1/2 as the solution to (3.3).
Our algorithms for solving (3.6) split into two cases: (1) concave (a ≥ q/2, equiva-
lently c ≤ 0); and (2) nonconcave (a < q/2, equivalently c > 0).
3.1 The concave case: c ≤ 0
We omit c = 0 as it is trivial. Rearrange (3.6) and consider the following “positivity-
preserving” iteration
Γp+1 =
(
−c
n∑
i=1
Γ
−1/2
p yiy
>
i Γ
−1/2
p
y>i Γ
−1
p yi
+ I
)−1
, p = 0, 1, . . . , (3.7)
which by construction ensures that if Γp  0, then Γp+1  0. Clearly, any limit
point of iteration (3.7) is also positive definite and satisfies (3.6). This suffices for
global optimality as the log-likelihood is strictly concave for c < 0. Any limit point of
iteration (3.7) is a fixed point of the following map (where S = Γ−1  0):
G ≡ S 7→ I + c′S1/2Y DSY >S1/2, (3.8)
where Y is a matrix with yi as its ith column, DS = Diag(1/y
>
i Syi), and c
′ = −c.
Therefore, we prove convergence of iteration (3.7) by showing the map G to be a fixed-
point map. This is proved by Theorem 2, the main result of this section.
Theorem 2. Let S0 ∈ D (for the compact set D defined by Lemma 3) be chosen
arbitrarily. Then, the iteration Sk+1 = G(Sk) converges to a unique fixed-point S∗.
Our proof relies on the following crucial lemma which establishes existence of a
compact set D, within which the map G has a fixed-point.
Lemma 3. Let G be as in (3.8); let D := [I, µI], where µ > (1 + c′n), then G(D) ⊂ D.
Proof. Let D = [I, µI], where µ > 1 is some scalar (to be determined). We show that
there exists a µ such that G(D) ⊂ D, i.e., if S ∈ D, then G(S) ∈ int(D).
First, check that if S = I, then G(S) = I + c′Y DIY > ≺ µI for suitably large µ.
Moreover, G(I)  I (since c′ > 0 and Y 6= 0). If S = µI, then G(S) = I + c′Y DIY >
(the µ cancels out because G(αS) = G(S) for all α > 0). Thus, if S = I or S = µI,
then I ≺ G(S) ≺ µI.
It remains to show that if I ≺ S ≺ µI, then I ≺ G(S) ≺ µI. Notice, however
that
S1/2yiy
>
i S
1/2
y>i Syi
=
ziz
T
i
z>i zi
 I. Thus, S1/2Y DSY >S1/2  nI, so that we have the
inequality
I ≺ G(S)  I + c′nI = (1 + c′n)I. (3.9)
Therefore, if µ > (1 + c′n), we are guaranteed that G(S) ≺ µI.
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Corollary 4. The map G defined by (3.8) has a fixed point in D.
Proof. Lemma 3 shows that G maps a compact convex set D to itself, so that using
continuity of G on D and Brouwer’s fixed-point theorem [12], we conclude that G has
a fixed point in D.
Corollary 4 proves existence, while Theorem 2 proves the harder result that this
fixed point is unique. And more importantly, that this fixed-point can be computed
by simply iterating G (Picard iteration). Before proving this claim, we need one more
step.
Proposition 5. Let G be a continuous map that maps a nonempty set D to itself. If
the iterated map Gm has a unique fixed point for every integer m ≥ 1, then beginning
with S0 ∈ D the Picard iteration Sk+1 = G(Sk) converges to this unique fixed point.
Proof. Classic result in fixed-point theory; see e.g., [21].
Using Proposition 5, we are now ready to prove Theorem 2.
Proof of Theorem 2. As mentioned above, Brouwer’s theorem shows that there exists
a fixed point of the map G. But this assertion does not imply that the iteration
Sk+1 = G(Sk) converges to this (or any) fixed point. However, for c < 0, we know that
the log-likelihood is strictly concave, whereby, if it attains its maximum, this maximum
must be unique. Any fixed-point of the map G satisfies the first-order necessary and
sufficient (due to concavity) conditions, so that there can be only a single unique fixed-
point. But before we conclude that the iteration Sk+1 = G(Sk) takes us to this unique
fixed point by merely iterating G, we need an additional argument.
The key idea is to apply Brouwer repeatedly. First, observe that for each m ≥ 1,
the map Gm has a unique fixed-point: this is so, because inductively one can verify
that Gm(D) ⊂ D, and since D is compact, Brouwer’s theorem along with concavity of
the log-likelihood lets us conclude that Gm has a unique fixed point. Now we appeal
to Proposition 5, which shows that iterating Sk+1 = G(Sk) yields the fixed-point.
3.2 The nonconcave case: c > 0
Iteration (3.7) does not apply to c > 0 since positive definiteness of the iterates can no
longer be guaranteed. Therefore, we rewrite (3.6) differently. Multiplying it on the left
and right by Γ1/2 and introducing a new parameter α > 0, we arrive at the iteration
Γp+1 = αpΓ
1/2
p NpΓ
1/2
p , p = 0, 1, . . . , (3.10)
where αp > 0 is a free scalar parameter, and the matrix Np is given by
Np = c
n∑
i=1
Γ
−1/2
p yiy
>
i Γ
−1/2
p
y>i Γ
−1
p yi
+ Γ−1p . (3.11)
We show that under a specific choice of the sequence {αp}, iteration (3.10) converges,
and that in addition αp → α∗ = 1. Thus, limp→∞ Γp = Γ∗ satisfies (3.10), whereby Γ∗
is the desired ML solution.
Our proof relies on a key technical result (Lemma 6), which shows that one can
find αp values that lead to an increase in the smallest eigenvalue of Np and a decrease
of the largest eigenvalue of Np.
6
Lemma 6. Let λ1,p > α
−1
p and λq,p < α
−1
p represent the largest and smallest eigen-
values of Np, respectively. If the data set {yi}ni=1 spans Rq then λ1,p+1 ≤ λ1,p and
λq,p+1 ≥ λq,p.
Proof. See Appendix C.
The main result of this section is Theorem 7, which shows that there is a sequence
{αp} → 1, for which (3.11) converges.
Theorem 7. Let λ1,p ≥ 1 and λq,p ≤ 1 represent the largest and smallest eigenvalues
of Np respectively. If the data set {xi}ni=1 spans Rq, then one can find an αp such that
1 ≤ λ1,p+1 ≤ λ1,p and λq,p ≤ λq,p+1 ≤ 1. Thus, αp → 1 and iteration (3.11) converges.
Proof. Define Γ′ = Γ1/2p NpΓ
1/2
p and
N ′ = c
n∑
i=1
Γ′−1/2yiy>i Γ
′−1/2
y>i Γ′−1/2yi
+ Γ′−1.
Rewriting Np+1 in terms of Γ
′ and N ′, we obtain Np+1 = N ′ + (α−1p − 1)Γ′. Now we
consider three cases for the eigenvalues of N ′ and express the possible values of αp.
1). λ′1 ≥ 1 and λ′q ≤ 1: In this case αp = 1 is the solution.
2). λ′1 ≤ 1 and λ′q ≤ 1: If αp decreased toward zero, then λ1,p+1 increases toward
infinity. In addition λ1,p+1 is a continuous function of αp, therefore if we increase αp
it will be possible to find an αp such that λ1,p+1 = 1. At the same time, because
of the previous lemma, since λq,p ≤ 1 ≤ α−1p , we have λq,p+1 ≥ λq,p. Note that
finding αp is equivalent to an eigenvalue problem: we want to find an αp, such that
the largest eigenvalue of Np+1 becomes one. One can show that α
−1
p should be the
smallest eigenvalue of the following matrix (see Case I at the end of the proof for the
derivation):
Γ′ − c
n∑
i=1
yiy
>
i
y>i Γ′−1yi
, (3.12)
3). λ′1 ≥ 1 and λ′q ≥ 1: If αp increases toward infinity, then λq,p+1 −→ λ < 1. Similar
to the previous case λq,p+1 is a continuous function of αp, therefore if we decrease
αp, it will be possible to find an αp such that λq,p+1 = 1. At the same time since
λ1,p ≥ 1 ≥ α−1p , we have λ1,p+1 ≤ λ1,p. One can show that in this case α−1p should
be the largest eigenvalue of the matrix given in (3.12) (see Case II at the end of the
proof).
Since the sequences λ1,p and λq,p are both bounded and they are decreasing and
increasing respectively, they are convergent. From the explained procedure for finding
αp, it is easy to see that the convergent value of λ1,p and λq,p satisfy the first case, and
therefore αp converges to one. We present the remaining details below.
Case I:
We want to calculate α−1p such that the largest eigenvalue of matrix Np+1 below
becomes one, given that the eigenvalues corresponding to αp = 1 are smaller than one:
Np+1 = c
n∑
i=1
Γ′−1/2yiy>i Γ
′−1/2
y>i Γ′−1yi
+ α−1p Γ
′−1. (3.13)
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Since both matrices Γ′−1 and c
∑n
i=1
Γ′−1/2yiy>i Γ
′−1/2
y>i Γ′−1yi
are positive definite, the largest
eigenvalue increases if we increase α−1p . Therefore, we need to find the smallest α
−1
p
such that an eigenvalue of the matrix Np+1 becomes one. We have the eigenvalue
problem
Np+1u = u. (3.14)
Assume u = Γ′1/2v and multiply (3.14) from left by Γ′1/2 to obtain
c
n∑
i=1
yiy
>
i
y>i Γ′−1yi
v + α−1p v = Γ
′v. (3.15)
Rearranging this equation we then obtain
Γ′v − c
n∑
i=1
yiy
>
i
y>i Γ′−1yi
v = α−1p v. (3.16)
Hence, α−1p is the smallest eigenvalue of the the matrix in (3.12).
Case II:
We want to calculate α−1p such that the smallest eigenvalue of the matrix in (3.13)
becomes one given that eigenvalues of the matrix for αp = 1 are larger than one. Since
both matrices Γ′−1 and c
∑n
i=1
Γ′−1/2yiy>i Γ
′−1/2
y>i Γ′−1yi
are positive definite, if we decrease
α−1p , the smallest eigenvalue decreases. Therefore, we need to find the largest α
−1
p such
that an eigenvalue of the matrix Np+1 becomes one. Here, we have the same eigenvalue
problem, so we obtain that α−1p is the largest eigenvalue of the matrix in (3.12).
Remark 8. We could have invoked a result of [20], or the more general theory of [40] to
obtain convergence proofs of a different fixed-point iteration that computes Γ. However,
the convergence results of [20, 40] depend on the existence of an ML solution.
In contrast, Theorem 7 proves a stronger result because it does not depend on
any existence requirement on the ML solution. This generality has some important
consequences: if the ML solution exists, then inevitably iteration (3.11) converges to
it. But when the ML solution does not exist (which is well possible), then the iterative
algorithm still converges, though now the convergent solution is singular. This singular
matrix possesses specific structure that can be then used for robust subspace recovery,
generalizing the subspace recovery approach of [50].
Furthermore, Theorem 7 yields a computationally more efficient method that out-
performs not only the methods of [20] and [40] but also sophisticated manifold opti-
mization techniques (see Section 4).
Remark 9. The above theorem suggests αp values which are not necessarily optimal,
though easy to calculate. In practice, we observed that choosing αp such that the trace
of the matrix Np+1 becomes q, that is αp = tr(Γ
′−1)/(2a), leads to faster convergence
for smaller values of a. However, for this case our convergence proof does not apply.
When b = q/a and a → 0, then it is easy to see that with this choice of αp, the pro-
posed fixed point algorithm actually converges to the M-estimator of scatter matrix [45].
This M-estimator is equal to the ML estimate of an angular central Gaussian distri-
bution [46]. It is consistent with a recent result showing that KL-divergence between
EG distributions converges to the KL-divergence between angular central Gaussian
distributions, when a→ 0 [48].
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Figure 2: Comparison of the proposed fixed-point algorithms against manifold optimization
techniques for EG distributions with dimension equal to 64 (left plot) a = 1 (right plot)
a = 50. FP1 and FP2 correspond to our proposed fixed-point algorithms for nonconcave and
concave cases, respectively. K&T correspond to the fixed point method proposed by Kent and
Tyler [20]. LBFGS, CG and TR represent three manifold optimization methods.
4 Experimental results for ML estimation
We report results on the convergence speed of our fixed-point iterations (3.7) and (3.11).
We compare our algorithms against three (Riemannian) manifold optimization tech-
niques, namely a trust-region method, the conjugate gradient method and limited-
memory BFGS (LBFGS) method, and against the Kent-Tyler iteration [20]. We used
the Manopt toolbox for manifold optimization [5], except for LBFGS, which we imple-
mented ourselves [41]. We also tested other optimization techniques such as semidef-
inite programming (SDP) solvers based on interior-point methods [33] (the convex
case); Table 1 reports representative running time results. The SDP solvers run much
slower than methods adapted to the manifold, so for our other experiments we limit
our attention to manifold optimization and fixed-point methods.
Solver Time Negative log-likelihood
SDPT3 93s 1.4245× 104
SeDUMI 47s 1.4245× 104
Manopt CG 0.50s 1.4245× 104
Fixed-Point 0.15s 1.4245× 104
Table 1: Speed comparison between our fixed point iteration, manifold optimization,
and two standard convex programming solvers. The dimensionality of the data is
d = 8, the shape parameter of the EG density is a = 20, and number of observations
is n = 1000. As shown in the third column, all methods attain the same negative
log-likelihoods.
We sampled 10,000 points from an EGD with a random scatter matrix, and ini-
tialized the iterations with a random positive definite matrix. The left plot in Fig. 2
shows the result for the case a = 1 (nonconcave case) and right plot is for the case
a = 50 (concave case). For the fixed-point algorithm in nonconcave case, we use the
scale parameter αp as mentioned in Remark 9.
In Figures 3-6, we investigate the effect of different parameters on the convergence
behavior. In all these figures, the optimization algorithm stops when the difference of
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Figure 3: Effect of shape parameter on the convergence speed (left plot) nonconcave case
(right case) concave case.
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Figure 4: Effect of shape parameter on the convergence speed where sample covariance is
used for initialization.
average log-likelihood in two consecutive steps falls below 10−6. The plots are averaged
over 1,000 different runs of algorithms. For each run, we sample data points from an
EG distribution with a random scatter matrix.
To investigate the effect of shape parameter on the convergence, we report the
convergence speed as a function of the shape parameter in Fig. 3. The X-axis for the
nonconcave case (left plot) is chosen to be 2a/q, where the dimensionality is q = 16.
The X-axis for the concave case is a− q/2. In both plots in this figure, the sample size
is n = 1000.
It can be seen in Fig. 3 that for values of a closed to q/2, i.e. when the distribution
is closer to the Gaussian distribution, the Kent-Tyler method outperforms our fixed-
point iteration, while for smaller values of a, our proposed method works better than
Kent-Tyler. This shows that the method of choosing scale parameter mentioned in
Remark 9 works well for smaller values of a.
A careful implementation of an optimization algorithm involves finding a good
initial point. For computing the scatter matrix of an EGD, a possible good candidate
is the sample covariance matrix. The results of optimization when we use the sample
covariance matrix as initialization is shown in Fig. 4. The only difference between this
figure and Fig. 3 is in the initialization. Apparently, our proposed fixed-point algorithm
benefits the most. With this initialization, our proposed fixed-point algorithm always
performs equally well or outperforms the Kent-Tyler method for all values of a.
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Figure 5: Effect of dimension on the convergence speed.
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Figure 6: Effect of number of data points on the convergence speed.
In another experiment, we investigate the effect of dimensionality on the perfor-
mance of different methods. The result is shown in Fig. 5. For the nonconcave case,
the shape parameter is a = q/2/20 and for the concave case, the shape parameter
is a = q/2 + 20. The number of data points for different dimensions is n = 100q.
In general, we observed that when the shape parameter is chosen to be a fraction of
q/2 for the nonconcave case and a constant addition to q/2 for the concave case and
when the number of data points increase linearly by increasing dimensionality, the rel-
ative performance of different optimization methods stays almost equal for different
dimensionality.
Since increasing the number of data points improves the accuracy of the initial esti-
mate, we investigate the effect of number of data points in Fig. 6. The dimensionality
is equal to q = 16 and the shape parameter for the nonconcave case is a = q/2/20 and
for the concave case is a = q/2 + 20. For the concave case, relative performance of
different optimization methods are almost equal for different number of data points.
Except LBFGS, whose performance improves mainly due to amortization of the over-
head needed in addition to the computation of the function and gradient. For the
nonconcave case, performance of our fixed-point method is better than the other meth-
ods. The performance of our method degrades for very small number of data points
(on order of n = 10q), because the sample covariance is not a very accurate initial
estimate for smaller number of data points. For very large number of data points, the
performance of Kent-Tyler method reaches the performance of our fixed-point method,
because the initial estimate is very close to the optimum.
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5 Mixture modeling with EGDs
After presenting our results on ML estimation, we are now ready to discuss mixture
modeling using EGDs. A K-component mixture of EGDs (MEG) has the density
p(x) =
∑K
k=1
pkpeg(x; Σk, ak, bk), where
∑
k
pk = 1, pk ≥ 0. (5.1)
We use block-coordinate ascent for maximizing the mixture log-likelihood. Specifi-
cally, we fix ak and bk and apply one step of EM to obtain Σk (1 ≤ k ≤ K) using our
fixed-point ML algorithms. Then, we fix Σk, and estimate ak, bk. Here, the following
variable change υk = x
TΣkx proves helpful, because with it the density (5.1) turns
into
p(x) =
∑K
k=1
pkpga(υk; ak, bk),
where pga is the gamma density (2.2).
The two main steps of an EM algorithm for the first stage are as follows:
• E-step: For each data-point i and component k, compute the following weights:
tki =
pkpeg(xi; Σk, ak, bk)∑K
l=1 plpeg(xi; Σl, al, bl)
=
pkpga(υki; ak, bk)∑K
l=1 plpga(υki; al, bl)
.
• M-step: Update the scatter matrices by maximizing the weighted log-likelihoods:
`k(Σk, ak, bk; {xi}ni=1) =
n∑
i=1
tki log peg(xi; Σk, ak, bk).
The component probabilities pk are updated as usual pk = n
−1∑n
i=1 tki.
The fixed-point methods of Section 3 can be easily modified to accommodate weighted
log-likelihoods.
Similar to the first stage, one step of EM for the second stage also consists of two
steps that are applied sequentially until convergence. The E-step and updates to pk
are similar to the first stage. But for updating the ak and bk parameters in the M-step,
we maximize the following objective function:
`k(ak, bk; {υki}ni=1) =
∑n
i=1
tki log pga(υki|ak, bk).
The maximum weighted log-likelihood estimates of these parameters can be cal-
culated efficiently using a generalized Newton method [32]. Modifying the method
explained in [32] to account for weights, we obtain the following fixed-point iteration:
1
aknew
=
1
ak
+
log υk − log υ¯k + log ak −Ψ(ak)
a2k(
1
ak
−Ψ′(ak))
,
where z¯ is the weighted mean over z (
∑
i tkizki/
∑
i tki) and Ψ is the digamma function.
The other parameter is calculated simply using the equation
bk = υ¯k/ak.
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Figure 7: Plots of the fitted radial density of one component randomly chosen from 8
components in a mixture of Gaussians (left) and in MEG (right). The overlap between
fitted density and histogram is 86% for the case of MEG and 46% for the case of
mixtures of Gaussians.
6 Application: statistics of natural images
A natural image dataset contains out-door images in a rural environment taken mostly
from nature and landscape. It is in contrast with artificial images, like paintings,
in-door images, etc., where most objects in the images are man-made. By natural
image statistics, we mean finding a probability density function for natural image
data. Equivalently, it means modeling the regularities and redundancies in natural
image data. A non-regular image would be a random image where all its pixel values are
independent. Natural images are far from random and show a wide range of regularities
like textures, objects, etc. An accurate model for the statistics of natural images
would be valuable for computational neuroscience studies and modeling the visual
pathway [38]. Having an accurate estimate of image densities is also important in
many computer vision applications like compression [3], denoising [51] and many other
applications.
We use MEG to model statistical distribution of natural image patches and compare
its performance to some other models. The data used for fitting the models are patches
sampled from random locations in a natural image dataset. Fig. 7 provides intuition
as to why we model the statistics of image patches using MEGs rather than just a
mixture of Gaussians.
We extracted image patches of two different sizes 6 × 6 and 12 × 12 from random
locations in the van Hateren dataset [47]. This dataset contains images from a forest-
like environment in Netherlands. A typical randomly chosen image of this dataset is
shown in Fig. 8. This dataset has been used extensively in many computer vision and
neuroscience studies especially those studies involving how human visual pathway is
adapted to the statistics of natural images [7, 28]. This dataset contains 4167 images;
we excluded images that had problems, e.g., were noisy, blurred, etc. We extracted
200,000 training image patches, and 10 sets of 20,000 test image patches from the
remaining 3632 images.
We preprocessed image patches by log-transforming pixel intensities. Then, we
added Gaussian white noise with variance equal to 0.2 percent of the variance of pixel
intensities. It is important to add noise to the data, otherwise due to quantization the
log-likelihood becomes infinite. The log-likelihood values are sensitive to the amount
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Figure 8: A typical image chosen from van Hateren dataset.
of noise added to the images, and adding even a small amount of extra noise can
substantially reduce the obtained log-likelihood values. Hosseini [17] investigated the
effect of noise level on the log-likelihood and suggested the log-likelihood/noise-level
curve as a measure for evaluating different models.
We evaluate the performance of different models using the multi-information rate
(MI rate) criterion. MI rate (in bits/pixel) measures the number of bits per pixel that
one saves compressing the patch jointly compared to compressing all pixels indepen-
dently. Formally, it is defined as
MI rate ≈ (H(X0) + 1n(q−1)`(θ; {xi}ni=1))/ log 2,
where H(X0) is the entropy of one pixel and q is the patch-size. The relation becomes
exact if n→∞ [16].
Table 2 summarizes the performance of different procedures using MI rate.2 The
numerical values reported had very small error bars (variance) between 0.004–0.006, so
we do not include these in the comparisons to avoid clutter. For all models except the
Gaussian restricted Boltzmann machine (GRBM) and the deep belief network (DBN),
the DC component is modeled independently using a mixture of Gaussians with 10
components. Two different patch sizes are included in order to observe how the MI
rate estimates of different models change if the patch size increases. Among the different
methods, MEG shows the best performance, yielding the highest MI rate per pixel.
In the table, Gauss denotes the simple Gaussian model; the MI rate captured by this
model is called the amount of second-order information present in the data. RG+ICA
corresponds to radial Gaussianisation followed by one layer of independent component
analysis (ICA) [15]. The number of layers in hierarchical ICA (HICA) [15] and the
number of components in MoG (mixtures of Gaussians) [51], MEG and MICA (mixtures
of ICAs) [30] is 16 for 6×6 patches and 8 for 12×12 patches. Note that models like MoG,
HICA and MICA are universal approximators, therefore theoretically they may reach
2Except DBN and GRBM, all other models were trained using our toolbox for mixture modeling
available at: http://visionlab.ut.ac.it/mixest
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6× 6 12× 12
Model MI rate Parameters MI rate Parameters
Gauss 2.41 694 2.53 10468
GRBM 2.58 6696 2.66 104544
DBN 2.60 39276 2.69 623664
ICA 2.60 1709 2.71 22337
EG 2.66 660 2.79 10326
HICA 2.71 26909 2.80 178493
MICA 2.77 26924 2.85 178500
RG + ICA 2.71 2340 2.84 32634
MoG 2.77 10684 2.84 83548
MEG 2.79 10140 2.89 81268
Table 2: MI rate (bits/pixel; higher is better) and effective number of parameters for different
models and two different patch sizes. The differences in MI rate attained are significant (please
see text for discussion).
the performance of MEG but with more parameters. In practice, however, parsimonious
models are usually preferred. The MI rate of DBN and GRBM were evaluated by the
method explained in [44]. Similar to [44], we also observed that increasing the number
of layers beyond two layers only worsens the results for DBN. The number of hidden
variables for GRBM and for both layers in DBN are 144 for 6× 6 and 720 for 12× 12
patches.
We emphasize that the differences in MI rate shown in Table 2 are significant,
because closer to the upper limit of the MI rate any improvement means capturing a
lot of perceptually relevant regularities of the underlying distribution, a claim grounded
in the recent psychophysical results in [11].
To visualize how better MI rate corresponds to capturing more regularities. We
sample image patches from two different models, the EG distribution and the MEG
distribution with 16 components. The result is shown in Fig. 9, where middle and right
images correspond to sample patches from EG and MEG models, respectively. The
left image consists of some random image patches taken from the van Hateren dataset.
Fig. 10 is the same result as Fig. 9 but for patch sizes 12×12. In Fig. 9, image patches
sampled from MEG is almost indistinguishable from natural image patches. For 12×12
patch sizes, although MEG captured a lot of redundancy but it has not captured all
regularities and samples are distinguishable from natural images.
Finally, Fig. 11 visualizes the effect of number of mixture components and number
of layers on the performance of different models for 6× 6 image patches. The baseline
Gaussian MI rate is plotted as a dotted line.
7 Discussion and future work
We studied a powerful class of symmetric distributions, namely, elliptical gamma dis-
tributions. We presented theory outlining existence and uniqueness of maximum like-
lihood estimators for EGDs and developed simple and computationally effective algo-
rithms computing these.
Several avenues of further research remain open. The most important direction is
to study robust subspace recovery and its applications [39]. Other potential directions
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Figure 9: From Left-to-right: natural image samples, samples from EG model, samples from
MEG with 16 components. There are total number of 100 samples of size 6 × 6 that are
organized in a 10 by 10 grid.
Figure 10: The same results as Fig. 9 for 12× 12 patches.
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Figure 11: MI rate for MEG and other methods by increasing number of parameters. Unsur-
prisingly, with large enough number of parameters (number of mixture components / layers)
the differences between the models become less severe, but MEG still retains an edge.
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involve developing mathematical tools to study stochastic processes based on EGDs,
as well as to investigate other applications where non-Gaussian data can benefit from
EGDs or their mixture models. We hope that the theory and its practical application
outlined in this paper encourage a wider study of non-Gaussian modeling with EGDs
or more general ECDs.
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A Showing EG can be expressed as a GSM
From properties of Laplace transform, we know that the inverse Laplace transform of
the following function
p−ve−cp, v > 0
is equal to
w(t) =
{
0, 0 < t < c,
(t−c)v−1
Γ(v) , t > c.
Using the definition of Laplace transform, we obtain:
p−ve−ap =
∫ ∞
0
w(t)e−tpdt.
Now assume v = q/2 − a, c = 2b−1 and p = 12x>Σ−1x, then the left term in the
equation above is the EG density given in (1.1). After straightforward computations,
we can write the EG density as a scale mixture of Gaussian densities:
peg(x; Σ, a, b) = C|Σ|−
1
2
∫ ∞
2b−1
w(t)e−tx
>Σ−1xdt
=
∫ ∞
2b−1
2aΓ( q2 )
Γ(a)ba
(t)−
q
2
(t− 2b−1)
q
2−a−1
Γ( q2 − a)
(2pi)−
q
2 |t−1Σ|− 12 exp
(
− 12 tx>Σ−1x
)
dt
=
∫ ∞
2b−1
Γ(q/2)
Γ( q2 − a)Γ(a)
(t− 2b−1)
q
2−a−12a
(t)
q
2 ba
pn(x; o, t
−1Σ)dt.
Without loss of generality assume b = 2 and use the change of variable u = 1/t, we
obtain:
peg(x; Σ, a, 2) =
∫ 1
0
Γ( q2 )
Γ( q2 − a)Γ(a)
(1− u)
q
2−a−1ua−1pn(x; o, uΣ)du.
Interestingly, the first term is beta density with parameters (q/2− a, a):
peg(x; Σ, a, 2) =
∫ 1
0
pβ(u;
q
2 − a, a)pn(x; 0, uΣ)du.
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B Uniqueness of the log-likelihood critical point
Proof. By the assumption M(Σ1, c, d) = M(Σ2, c, d), we have:
c
n∑
i=1
Σ
−1/2
1 xix
>
i Σ
−1/2
1
x>i Σ
−1
1 xi
+ d
n∑
i=1
Σ
−1/2
1 xix
>
i Σ
−1/2
1
= c
n∑
i=1
Σ
−1/2
2 xix
>
i Σ
−1/2
2
x>i Σ
−1
2 xi
+ d
n∑
i=1
Σ
−1/2
2 xix
>
i Σ
−1/2
2 .
Substituting zi = Σ
−1/2
2 xi and S = Σ
−1/2
1 Σ
1/2
2 in the previous equation, we obtain:
c
n∑
i=1
Sziz
>
i S
>
z>i S>S zi
+ d
n∑
i=1
Σziz
>
i Σ
> = c
n∑
i=1
ziz
>
i
z>i zi
+ d
n∑
i=1
ziz
>
i , (B.1)
Let u be a right eigenvector for S corresponding to the eigenvalue λ, then multi-
plying (B.1) from left by u> and from right by u and using the fact that the following
equality holds for the eigenprojection:
u>Sz = λu>z,
we obtain:
cλ2
n∑
i=1
(
u>zi
)2
z>i SSzi
+ dλ2
n∑
i=1
(
u>zi
)2
= c
n∑
i=1
(
u>zi
)2
z>i zi
+ d
n∑
i=1
(
u>zi
)2
. (B.2)
Using the fact that the product of two positive definite matrices has positive eigen-
values [14, p.465], following two inequalities can be derived by straightforward compu-
tations:
λ2qz
>
i zi ≤ z>i S>Szi ≤ λ21z>i zi, (B.3)
where λ1 and λq are the largest and the smallest eigenvalues respectively. It is clear
that if λ1 > 1 or λq < 1 then inequalities in (B.3) contradicts the equality in (B.2).
Therefore, all eigenvalues of S need to be equal to one which implies S = I or Σ1 = Σ2
and the proof is complete.
C Proof of Lemma 6
Proof. By definition,
I = N−1/2p NpN
−1/2
p
= c
n∑
i=1
N
−1/2
p Γ
−1/2
p yiy
>
i Γ
−1/2
p N
−1/2
p
y>i Γ
−1
p yi
+N−1/2p Γ
−1/2
p Γ
−1/2
p N
−1/2
p .
We multiply both the numerator and denominator of the first term by y>i Γ
−1
p+1yi, and
in the numerator we replace y>i Γ
−1
p+1yi by
1
αp
y>i Γ
−1/2
p N−1p Γ
−1/2
p yi. In addition, we
21
multiply on both sides by an orthogonal matrix Qp. This yields:
I =
c
αp
n∑
i=1
QpN
− 12
p Γ
− 12
p yiy
>
i Γ
− 12
p N
− 12
p Q>p
y>i Γ
−1
p+1 yi
y>i Γ
− 12
p N−1p Γ
− 12
p yi
y>i Γ
−1
p yi
+QpN
− 12
p Γ
− 12
p Γ
− 12
p N
− 12
p Qp.
(C.1)
Since the square root of the matrix Γ
1
2
pNpΓ
1
2
p can be written as Γ
1
2
pN
1
2
p Q>p , using (3.10),
we obtain the identity
QpN
− 12
p Γ
− 12
p =
√
αpΓ
− 12
p+1. (C.2)
Now substitute (C.2) into (C.1) to obtain the equation
I = c
n∑
i=1
Γ
− 12
p+1 y
>
i yi Γ
− 12
p+1
y>i Γ
−1
p+1 yi
y>i Γ
− 12
p N−1p Γ
− 12
p yi
y>i Γ
−1
p yi
+ αpΓ
−1
p+1. (C.3)
By the extremal properties of the largest and smallest eigenvalues, we know that
λ−11,p ≤
y>i Γ
− 12
p N−1p Γ
− 12
p yi
y>i Γ
−1
p yi
≤ λ−1q,p. (C.4)
Therefore, on applying the inequalities (C.4) to (C.3), we obtain following two inequal-
ities:
λ−1q,p
c n∑
i=1
Γ
− 12
p+1 y
>
i yi Γ
− 12
p+1
y>i Γ
−1
p+1 yi
+ αpΓ−1p+1 ≥ I, (C.5)
I ≥ λ−11,p
c n∑
i=1
Γ
− 12
p+1 y
>
i yi Γ
− 12
p+1
y>i Γ
−1
p+1 yi
+ αpΓ−1p+1. (C.6)
Rearranging the equality in (3.11), we have the equality
c
n∑
i=1
Γ
−1/2
p+1 yiy
>
i Γ
−1/2
p+1
y>i Γ
−1
p+1yi
= Np+1 − Γ−1p+1, (C.7)
which can be applied to (C.5) to obtain the following inequality:
λ−1q,p
[
Np+1 − Γ−1p+1
]
+ αpΓ
−1
p+1 ≥ I, (C.8)
which in turn can be rearranged to
Np+1 ≥ λq,pI + Γ−1p+1 (1− αpλq,p) . (C.9)
Writing the singular value decomposition of Np+1 as Up+1Λp+1U
>
p+1, and multiply-
ing (C.9) from the left by U>p+1 and from the right by Up+1, we obtain
Λp+1 ≥ λq,pI +U>p+1Γ−1p+1Up+1 (1− αpλq,p)︸ ︷︷ ︸
Ξ
. (C.10)
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Let λq,p ≤ α−1p , then if the data points span Rq, the matrix Ξ is positive semidefinite,
and in particular its diagonal elements are nonnegative. Consequently, all diagonal
elements of Λp+1 are larger than or equal to λq,p. Therefore, if λq,p ≤ α−1p , then
λq,p+1 ≥ λq,p holds true.
Applying the same procedure to the other inequality (C.6), we obtain
Λp+1 ≤ λ1,pI −U>p+1Γ−1p+1Up+1 (αpλ1,p − 1)︸ ︷︷ ︸
Ξ′
. (C.11)
Let λ1,p ≥ α−1p , then if the data points span Rq, the matrix Ξ′ is positive semidefinite.
Therefore, all its diagonal are nonnegative, whereby all diagonal elements of Λp+1 are
smaller or equal to λ1,pI. Therefore, if λ1,p ≥ α−1p then λ1,p+1 ≤ λ1,p holds true.
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