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Electric field-induced magnetization switching in multiferroics is intriguing for both fundamental
studies and potential technological applications. Here, we review the recent developments on elec-
tric field-induced magnetization switching in multiferroic heterostructures. Particularly, we study
the dynamics of magnetization switching between the two stable states in a shape-anisotropic
single-domain nanomagnet using stochastic Landau-Lifshitz-Gilbert (LLG) equation in the pres-
ence of thermal fluctuations. For magnetostrictive nanomagnets in strain-coupled multiferroic
composites, such study of magnetization dynamics, contrary to steady-state scenario, revealed
intriguing new phenomena on binary switching mechanism. While the traditional method of
binary switching requires to tilt the potential profile to the desired state of switching, we show
that no such tilting is necessary to switch successfully since the magnetization’s excursion out of
magnet’s plane can generate a built-in asymmetry during switching. We also study the switching
dynamics in multiferroic heterostructures having magnetoelectric coupling at the interface and
magnetic exchange coupling that can facilitate to maintain the direction of switching with the
polarity of the applied electric field. We calculate the performance metrics like switching de-
lay and energy dissipation during switching while simulating LLG dynamics. The performance
metrics turn out to be very encouraging for potential technological applications.
Keywords : Nanoelectronics; energy-efficient design; spintronics; straintronics; electric field-
induced magnetization switching; multiferroics.
1. Introduction
Multiferroics are intriguing materials in which
there is intrinsic coupling between one or more
ferroic properties, e.g., ferroelectric, ferromag-
netic, ferroelastic ordering.1; 2; 3; 4; 5; 6; 7; 8 In
multiferroic magnetoelectrics, application of an
electric field can rotate the magnetization via
converse magnetoelectric effect, however, such
materials in single-phase were thought to be
rare.9 Usually such single-phase multiferroics
have issues of weak coupling between polariza-
tion and magnetization, and also they usually op-
erate only at low temperatures.10; 11 Although,
new concepts may come along on switching in
single-phase materials11; 12; 13; 14; 15; 16; 17; 18
possibly utilizing Dzyaloshinsky-Moriya (DM)
interaction,19; 20; 21; 22 magnetoelectric coupling
in strain-mediated multiferroic composites consist-
ing of a piezoelectric layer coupled to a magne-
tostrictive nanomagnet (see Fig. 1) is shown to be
very effective.10; 23; 3; 24; 25; 26; 27 Electric field-
induced magnetization switching in multiferroics
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uses a voltage directly thereby eliminating the need
to switch magnetization by a cumbersome magnetic
field or by a spin-polarized current,28; 29; 30; 31 al-
though new concepts are being investigated e.g.,
utilizing giant spin-Hall effect.32
The calculation of performance metrics using
stochastic Landau-Lifshitz-Gilbert (LLG) equation
of magnetization dynamics in strain-mediated mul-
tiferroic composites is shown to hold profound
promise for computing7; 33; 34; 35; 36 in beyond
Moore’s law era.37; 38; 39; 40; 41 With a suitable
choice of materials and dimensions, when a volt-
age of few millivolts is applied across such het-
erostructures, the piezoelectric layer gets strained
and the strain is elastically transferred to the mag-
netostrictive nanomagnet, which can rotate the
magnetization. Such switching mechanism dissi-
pates a minuscule amount of energy of ∼1 atto-
joule (aJ) in sub-nanosecond switching delay at
room-temperature.7; 42 This study has opened up
a new field called straintronics.7; 33; 34; 35 Exper-
imental efforts have been undergoing to investigate
such device functionality and the induced stress
anisotropy in magnetostrictive nanomagnets is
demonstrated.43; 44; 45; 46; 47; 48; 49; 50 The di-
rect experimental demonstration of switching speed
(rather than ferromagnetic resonance experiments
to get the time-scale of switching) and using low-
thickness piezoelectric layers avoiding considerable
degradation of the piezoelectric constants [e.g., <
100 nm of lead magnesium niobate-lead titanate
(PMN-PT)]51; 52 are still under investigation.
Fig. 1. Schematic diagram of a strain-mediated multifer-
roic composite (piezoelectric-magnetostrictive heterostruc-
ture), and axis assignment. The magnetostrictive nanomag-
net is shaped like an elliptical cylinder and it has a single
ferromagnetic domain. The mutually anti-parallel magneti-
zation states along the z-axis can store a binary bit of infor-
mation (0 or 1). In standard spherical coordinate system, θ
is the polar angle and φ is the azimuthal angle. According
to the dimensions of the elliptical cylinder in the respective
directions, we term the z-axis the easy axis, the y-axis the
in-plane hard axis, and the x-axis the out-of-plane hard axis
for the nanomagnet.
The binary switching of magnetization be-
tween two stable states of a shape-anisotropic
single-domain magnetostrictive nanomagnet in a
strain-mediated multiferroic composite is very
intriguing.53; 54 The understanding behind binary
switching from one stable state to another enables
us to design a better switch to address our ever-
increasing demand to store, process, and commu-
nicate information. From around mid-nineties, the
methodology of binary switching for information
processing as conceived by famous scientist Lan-
dauer and others says that an externally intro-
duced tilt or asymmetry in potential landscape of a
bistable element in the desired direction of switching
is necessary.55; 56; 57; 58 This asymmetry in poten-
tial landscape can be achieved by utilizing an exter-
nal magnetic field in a single-domain nanomagnet
with two stable states acting as a binary switch.58
The tilt generates a motion along the direction of
switching and the degree of tilt should be sufficient
enough to dissuade thermal fluctuations with a tol-
erable error probability. Such tilt or asymmetry in
potential landscape is deemed to be necessary for
switching to take place successfully. Fig. 2(a) de-
picts such traditional methodology of binary switch-
ing.
Fig. 2. Traditional methodology versus the proposed
methodology of binary switching. (a) In traditional method-
ology of binary switching, the potential landscape is tilted to-
wards the direction of switching alongwith the lowering of en-
ergy barrier separating the two stable states. Note that there
are two external agents involved here, one makes the potential
landscape monostable and the other one that tilts the poten-
tial landscape. At the end, the potential profile is restored
back to that of the initial stage to complete the switching
process. (b) In the proposed methodology of binary switch-
ing, the potential profile remains always ‘symmetric’, i.e., en-
ergy barrier is lowered but the potential landscape is not
tilted to favor the final state. Switching occurs due to inter-
nal dynamics considering complete three-dimensional poten-
tial landscape and full three-dimensional motion. Note that
in this case only one external agent is involved since it does
not require tilting the potential landscape. For a nanomagnet
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acting as a binary switch, the bold line in its potential land-
scape corresponds to when magnetization resides on magnet’s
plane. Deflection of magnetization from magnet’s plane cor-
responds to out-of-plane excursion of magnetization, which is
the physical mechanism of switching in this case. (Reprinted
from Ref. 53.)
Note that the magnetization switching mecha-
nism using spin-transfer-torque,28; 29; 30 in which
a spin-polarized current is passed through a nano-
magnet to switch its magnetization, is analogous
to the traditional methodology of binary switch-
ing. It is well known that the Slonczewski-like spin-
transfer-torque that acts in-plane of the nanomag-
net cannot be treated as an effective potential,28
however, the direction of externally applied spin-
polarized current induces an equivalent tilt or asym-
metry and causes the magnetization switching in
the desired direction.
In Ref. 53, it is shown that it is not neces-
sary to tilt the potential landscape by external
means to switch successfully, even in the presence
of thermal fluctuations. Fig. 2(b) illustrates the ba-
sic concept underlying such methodology of binary
switching. To understand such switching, the com-
plete three-dimensional potential landscape needs
to be considered and thereby it is demonstrated
in Ref. 53 that the intrinsic dynamics can provide
an equivalent asymmetry without any requirement
of making the potential landscape asymmetric. It
needs mention here that for both traditional and
proposed methodologies, it is necessary to lower
the energy barrier and make the monostable well
deep enough to dissuade thermal fluctuations. For
a magnetostrictive nanomagnet, stress is the ex-
ternal agent modulating and eventually inverting
the potential landscape of the nanomagnet. The
voltage-induced stress can be generated on a mag-
netostrictive nanomagnet by elastically coupling
a piezoelectric layer, i.e., using 2-phase multifer-
roic composites.10; 3; 24; 59; 60; 61; 33 Such mag-
netization switching in multiferroic composites
can potentially be the basis of ultra-low-energy
computing in our future information processing
systems.7; 33; 53; 42
If we consider only the steady-state scenario, we
will come to a conclusion that in a strain-mediated
multiferroic composite, the strain transferred by
the piezoelectric layer to the magnetostrictive nano-
magnet, can only rotate the magnetization 90◦ and
not the complete 180◦, which is the usual percep-
tion. However, a complete 180◦ switching facili-
tates us to achieve a higher magnetoresistance while
reading the magnetization state using magnetic
tunnel junctions (MTJs).62; 63; 64; 65; 66; 67; 68
Although there are proposals of 90◦ switching
mechanism,69; 70; 43 as shown in Ref. 53 and de-
scribed above, a complete 180◦ switching is possi-
ble if we consider the dynamics of magnetization
into account rather than assuming steady-state sce-
nario. Basically magnetization’s excursion out of
magnet’s plane provides an equivalent asymmetry
to cause a complete 180◦ switching.53
Fig. 3. Schematics of the interface and exchange cou-
pled multiferroic heterostructures. The unique coupling be-
tween the polarization in the P-layer and the trilayer
M1/spacer/M2 allows the polarization direction to dictate
the magnetic ground state in the trilayer. If the polarization
points downward (P↓), P-alignment in the trilayer is preferred
while an upward polarization (P↑) prefers the AP-alignment.
Application of a voltage with correct polarity can switch the
polarization and hence the magnetization M1 gets switched
too due to interface and exchange coupling. At the bottom
of the figure, the axis assignment for the dynamical motion
of magnetization M1 in standard spherical coordinate system
is shown. ( c©IOP Publishing. Reproduced by permission of
IOP Publishing from Ref. 87. All rights reserved.)
Although the aforesaid switching mechanism
in strain-mediated multiferroic composites is in-
triguing and promising for technological appli-
cations, it would be of substantial interest if
there exists a strong coupling between polariza-
tion and magnetization at the heterostructure in-
terface to harness additional asymmetry during
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magnetization switching in a specified direction.
In Ref. 71, interface and exchange coupled multi-
ferroics are proposed based on density functional
theory (DFT) of first-principles calculations. Al-
though this specific case needs to be experimentally
demonstrated, the proposed concept is tenable. The
first-principles calculations have been proved to be
very useful in such respect9 and with the exper-
imental progress on similar front72; 73; 74; 75; 76
(also using ferromagnetic oxides77; 78 rather than
ferromagnetic metals), there is a considerable
promise on such polarization-magnetization cou-
pling mechanism.71; 79; 80; 81; 82; 83 In Figure 3,
such interface and exchange coupling between po-
larization and magnetization in a multiferroic het-
erostructure is depicted.71 The polarization di-
rection in the P-layer uniquely determines the
ground state of the trilayer M1/spacer/M2, i.e.,
for downward polarization P↓, parallel alignment
(P-alignment) in the trilayer is preferred, while
for the upward polarization P↑, antiparallel align-
ment (AP-alignment) in the trilayer is achieved.
This polarization can be switched electrically and
such polarization-magnetization coupling mecha-
nism makes the switching of magnetization in the
M1-layer non-volatile. If a voltage with certain po-
larity is applied and maintained, the state of the
system remains unaltered too. This is advantageous
over the strain-mediated switching, which just tog-
gles the magnetization states and therefore requires
a read-before-write mechanism. Note that there are
other exchanged coupled systems with an insulating
spacer layer, however, the interlayer exchange cou-
pling energy is small.84; 85 There are device struc-
tures with non-magnetic spacer layer to preserve
large interlayer exchange coupling too, but a high
electric field is required and the switching becomes
volatile.86
In Ref. 87, magnetization dynamics in the
interface and exchange coupled multiferroic het-
erostructures is studied by solving stochastic
Landau-Lifshitz-Gilbert equation in the presence of
room-temperature thermal fluctuations. Such phe-
nomenological study of switching has been very
useful to understand the performance metrics of
magnetic devices.7; 33; 34; 35; 42; 53 First, an in-
terfacial anisotropy in the interface and exchange
coupled multiferroic heterostructures is modeled
and subsequently the analysis is performed on
the dynamics of magnetization. The results show
that switching in sub-nanosecond delay is possible
while expending only ∼1 aJ of energy at room-
temperature. The key point is that the strong inter-
face anisotropy makes the switching error-resilient
and fast, allowing to use nanomagnets with very
small dimensions (magnetization is stable with ∼10
nm lateral dimensions even in the presence of
room-temperature thermal fluctuations). Such per-
formance metrics of area, delay, and energy are par-
ticularly promising for computing in our future in-
formation processing systems.37; 38; 39; 40; 41
The rest of the paper is organized as follows.
In Section 2, we describe in subsequent subsections
two models for electric field-induced magnetization
switching: (1) strain-mediated multiferroic compos-
ites, and (2) interface and exchange coupled mul-
tiferroic heterostructures. For both the models, the
stochastic Landau-Lifshitz-Gilbert (LLG) equation
of magnetization dynamics in the presence of ther-
mal fluctuations is analytically solved to get a cou-
pled set of equations, which need to be solved nu-
merically onwards. Section 3 presents the simula-
tion results by solving the coupled sets of equa-
tions numerically. Then we calculate the perfor-
mance metrics e.g., switching delay, energy dissipa-
tion, which show particularly promising results for
technological applications. Finally, Section 4 sum-
marizes this review and provides the outlook on
the electric field-induced magnetization switching
in multiferroic heterostructures.
2. Model
Here, we will review the models developed for
strain-mediated multiferroic composites, and inter-
face and exchange coupled multiferroic heterostruc-
tures in subsequent subsections. The emphasis
would be on the dynamical motion by solving the
Landau-Lifshitz-Gilbert (LLG) equation of magne-
tization dynamics.88; 89 We will also consider ther-
mal fluctuations incorporated in the LLG equation
making it of stochastic nature.90; 53; 42; 87
2.1. Strain-mediated multiferroic
composites
Consider a nanomagnet shaped like an elliptical
cylinder with its elliptical cross section lying on the
y-z plane; the major axis is aligned along the z-
direction and the minor axis along the y-direction.
(See Fig. 1.) The dimension of the major axis, the
minor axis, and the thickness are a, b, and l, re-
spectively. The volume of the nanomagnet is Ω =
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(pi/4)abl. In standard spherical coordinate system,
as shown in the Fig. 1, θ is the polar angle and φ is
the azimuthal angle. Note that when φ = ±90◦, the
magnetization vector lies on the plane of the nano-
magnet (y-z plane). Any deviation from φ = ±90◦ is
termed as out-of-plane excursion of magnetization.
The total energy of the single-domain, mag-
netostrictive, polycrystalline (i.e., no net magne-
tocrystalline anisotropy) nanomagnet, while sub-
jected to uniaxial stress along the easy axis (z-axis,
the major axis of the ellipse) is the sum of the shape
anisotropy energy and the uniaxial stress anisotropy
energy:91
E(θ, φ, t) = Eshape(θ, φ) + Estress(θ, t), (1)
where Eshape(θ, φ) is the shape anisotropy energy
and Estress(θ, t) is the stress anisotropy energy at
time t. The former is given by91
Eshape(θ, φ) =
µ0
2
M2sΩNd(θ, φ), (2)
where Ms is the saturation magnetization and
Nd(θ, φ) is the demagnetization factor expressed
as91
Nd(θ, φ) = Nd−zzcos
2θ +Nd−yysin
2θ sin2φ
+Nd−xxsin
2θ cos2φ (3)
with Nd−zz, Nd−yy, and Nd−xx being the compo-
nents of the demagnetization factor along the z-
axis, y-axis, and x-axis, respectively. The parame-
ters Nd−zz, Nd−yy, and Nd−xx depend on the shape
and dimensions of the nanomagnet91 and are de-
termined from the prescription in Ref. 92.
The in-plane (φ = ±90◦) shape-anisotropic
energy-barrier between the two stable states (θ = 0◦
and 180◦) can be expressed as
Ebarrier =
µ0
2
M2sΩ (Nd−yy −Nd−zz) . (4)
With a = 100nm, a = 90nm, and l = 6nm,
Ebarrier ≃ 44 kT at room-temperature (T = 300K),
which means that the static error probability due
to spontaneous fluctuation of magnetization is
e−Ebarrier/kT = e−44.
The uniaxial shape anisotropy favors lining up
the magnetization along the major axis (z-axis) by
minimizing Eshape, which is why we call the ma-
jor axis the “easy axis” and the minor axis (y-axis)
the “in-plane hard axis” of the magnet. The x-axis
will therefore be the “out-of-plane hard axis” of the
magnet and it is “harder” than the in-plane one
since the thickness is much smaller than the mag-
net’s lateral dimensions (i.e., l << a, b).
We assume that an uniaxial stress is gener-
ated along the z-axis (easy axis) upon applica-
tion of an electric field along the x-axis. It is pos-
sible to constrain the expansion along y-axis to
generate the uniaxial stress along the z-direction
for piezoelectrics like lead-zirconate-titanate (PZT).
We can also use piezoelectrics like lead magnesium
niobate-lead titanate (PMN-PT), which generates
anisotropic strain in the lateral plane (i.e., the signs
of d31 and d32 coefficients are different) and there-
fore it can produce more strain for a given voltage
or otherwise a lower voltage is required to generate
a specified strain. The stress anisotropy energy is
given by91
Estress(θ, t) = −(3/2)λsσ(t)Ω cos
2θ, (5)
where (3/2)λs is the magnetostriction coefficient
of the single-domain nanomagnet and σ(t) is the
stress at an instant of time t. Note that a positive
λsσ product will favor alignment of the magnetiza-
tion along the major axis (z-axis), while a negative
λsσ product will favor alignment on the x-y plane
(θ = 90◦), because that will minimize Estress. In our
convention, a compressive stress is negative and ten-
sile stress is positive. Therefore, in a material like
Terfenol-D that has positive λs, a compressive stress
will favor alignment on the x-y plane (θ = 90◦), and
tensile along the major axis. The situation will be
opposite with common magnetic materials like iron,
nickel, and cobalt, which have negative λs.
At any instant of time t, the total energy of the
nanomagnet can be expressed as
E(θ, φ, t) = B(φ, t)sin2θ + C(t), (6)
where
B(φ, t) = Bshape(φ) +Bstress(t), (7a)
Bshape(φ) =
µ0
2
MsΩ[Hk +Hdcos
2φ], (7b)
Hk = (Nd−yy −Nd−zz)Ms, (7c)
Hd = (Nd−xx −Nd−yy)Ms, (7d)
Bstress(t) = (3/2)λsσ(t)Ω, (7e)
C(t) =
µ0
2
M2sΩNd−zz − (3/2)λsσ(t)Ω,(7f)
Hk is the Stoner-Wohlfarth switching field,
58 and
Hd is the out-of-plane demagnetization field.
91
Note that Bstress has the same sign as the λsσ
product. It will be negative if we use stress to
rotate the magnetization from the easy axis (z-
direction) to the plane defined by the in-plane hard
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axis (y-direction) and the out-of-plane hard axis (x-
direction), i.e., the x-y plane (θ = 90◦).
In the macrospin approximation, the magne-
tization M(t) of the nanomagnet has a constant
magnitude but a variable direction, so that we can
represent it by the vector of unit norm nm(t) =
M(t)/|M| = eˆr where eˆr is the unit vector in the
radial direction in the standard spherical coordinate
system represented by (r,θ,φ). The unit vectors for
the θ- and φ-rotations are denoted by eˆθ and eˆφ,
respectively.
The torque due to shape and stress anisotropy
is derived from the gradient of potential profile as
TE(θ, φ, t) = −nm ×∇E(θ, φ, t)
= −eˆr ×
(
∂E
∂θ
eˆθ +
1
sinθ
∂E
∂φ
eˆφ
)
= −2B(φ, t)sinθ cosθ eˆφ
−Bshape,φ(φ)sinθ eˆθ, (8)
where
Bshape,φ(φ) =
µ0
2
M2sΩ(Nd−xx −Nd−yy)sin(2φ).
(9)
The effect of random thermal fluctuations is
incorporated via a random magnetic field h(t) =
hx(t)eˆx+hy(t)eˆy+hz(t)eˆz, where hi(t) (i = x, y, z)
are the three components of the random thermal
field in Cartesian coordinates. We assume the prop-
erties of the random field h(t) as described in
Ref. 90. The random thermal field can be written
as90
hi(t) =
√
2αkT
|γ|MV∆t
G(0,1)(t) (i ∈ x, y, z), (10)
where α is the dimensionless phenomenological
Gilbert damping parameter, γ is the gyromagnetic
ratio for electrons, 1/∆t is the attempt frequency
of thermal fluctuations, MV = µ0MsΩ, Ω is the
volume, k is the Boltzmann constant, T is temper-
ature, and the quantity G(0,1)(t) is a Gaussian dis-
tribution with zero mean and unit variance.
The thermal field and the corresponding torque
acting on the magnetization can be written as
HTH(θ, φ, t) = Pθ(θ, φ, t) eˆθ + Pφ(θ, φ, t) eˆφ, (11)
and
TTH(θ, φ, t) = nm ×HTH(θ, φ, t)
= Pθ(θ, φ, t) eˆφ − Pφ(θ, φ, t) eˆθ,(12)
respectively, where
Pθ(θ, φ, t) =MV [hx(t) cosθ cosφ+ hy(t) cosθsinφ
−hz(t) sinθ], (13)
Pφ(θ, φ, t) =MV [hy(t) cosφ− hx(t) sinφ]. (14)
Additionally, there is motion due to Gilbert
damping88; 89 (perpendicular to the precessional
motion) through which magnetization relaxes to-
wards the minimum energy position on magnet’s
potential landscape. The magnetization dynamics
under the action of these two torques TE and
TTH is described by the stochastic Landau-Lifshitz-
Gilbert (LLG) equation as follows.
dnm
dt
− α
(
nm ×
dnm
dt
)
= −
|γ|
MV
[TE +TTH] ,
(15)
where α is the phenomenological Gilbert damping
parameter and γ is the gyromagnetic ratio of elec-
trons. Solving the above equations, we get the fol-
lowing coupled equations for the dynamics of θ and
φ:
(
1 + α2
) dθ
dt
=
|γ|
MV
[Bshape,φ(φ)sinθ
− 2αB(φ, t)sinθ cosθ
+ (αPθ(θ, φ, t) + Pφ(θ, φ, t))], (16)
(
1 + α2
) dφ
dt
=
|γ|
MV
[αBshape,φ(φ) + 2B(φ, t)cosθ
−{sinθ}−1 (Pθ(θ, φ, t)− αPφ(θ, φ, t))] (sinθ 6= 0).
(17)
We will ignore the random thermal torque due
to room-temperature thermal fluctuations while ex-
plaining the magnetization dynamics first, follow-
ing Ref. 53, however, we will discuss the key conse-
quences of incorporating thermal fluctuations with
simulation results later. We assume that the mag-
netization starts from θ ≃ 180◦ (−z-axis) and the
applied stress attempts to switch it to θ ≃ 0◦ (+z-
axis).
Out-of-plane excursion of magnetization. We
will first intuitively describe how magnetization is
deflected from the magnet’s plane (φ = ±90◦, i.e.,
y-z plane), and is stabilized out-of-plane as de-
picted in Fig. 4(b) due to different torques act-
ing on it. The shape anisotropy energy is in gen-
eral dependent on azimuthal angle φ (rather than
assuming φ = ±90◦) and it generates additional
motions of magnetization in eˆθ and eˆφ directions
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Fig. 4. Illustration of magnetization’s motion in three-dimensional space. (a) Cross section of the nanomagnet and axes
assignment. (b) The applied stress tries to lift the magnetization M out of the magnet’s plane while the eˆφ-component of the
shape anisotropy torque due to Gilbert damping tries to bring it back to the plane (φ = ±90◦). This stabilizes the value of φ,
but it happens only in the “good” quadrants φ ∈ (90◦, 180◦) and φ ∈ (270◦, 360◦). For the other two quadrants φ ∈ (0◦, 90◦)
and φ ∈ (180◦, 270◦), such counteraction does not happen and we term them as “bad” quadrants. (c) Illustration of the motion
of magnetization M in three-dimensional space under various torques generated due to shape and stress anisotropy alongwith
considering the damping of magnetization (α is the phenomenological damping parameter). Note that the dependence of shape
anisotropy energy on φ has generated two additional motions −|Bshape,φ(φ)|sin θ eˆθ and −α|Bshape,φ(φ)| eˆφ. (See text for
details.) The quadrant φ ∈ (90◦, 180◦) is chosen for illustration; choice of the other “good” quadrant φ ∈ (270◦, 360◦) is
analogous. (Reprinted from Ref. 53. B(φ) and Bstress are replaced by B(φ, t) and Bstress(t), respectively.)
[see the motions containing the term Bshape,φ(φ)
in Fig. 4(c) and equations (16) and (17)]. Both
of these torques are proportional to sin(2φ) and
vanish when φ = ±90◦. Also, note that the φ-
component is proportional to the damping parame-
ter α. As shown in the Fig. 4(b), the applied stress
generates a torque that attempts to rotate the mag-
netization anticlockwise and forces the magnetiza-
tion to deflect from magnet’s plane and stay out
of magnet’s plane. As magnetization is deflected
from the plane of the magnet (φ = ±90◦), the φ-
component of the torque due to shape anisotropy
energy as mentioned earlier [∝ α sin(2φ)] would at-
tempt to bring the magnetization back to magnet’s
plane. Because of this counteraction, the magneti-
zation is only stable in the second or the fourth
quadrant [i.e., (90◦, 180◦) or (270◦, 360◦)], among
the four possible quadrants of φ. Note that sin(2φ)
is a negative quantity in these two quadrants and
hence the motion due to shape anisotropy energy
counteracts the precessional motion due to stress.
We would term these two quadrants (second or the
fourth) as “good” quadrants and the other two (first
and third) quadrants as “bad” quadrants, the rea-
soning behind which would be more prominent on-
wards, i.e., consideration of the torques due to φ-
dependence of shape anisotropy energy is crucial to
the magnetization dynamics. The key lesson is that
φ becomes stable only in the “good” quadrants and
it facilitates switching of magnetization in the de-
sired direction.
Magnetization’s motion in three-dimensional
space. We will now describe the motion of magneti-
zation in the full three-dimensional space intuitively
in the presence of various torques originating from
the shape and stress anisotropy energy as depicted
in the Fig. 4(c). Note that the motion of magne-
tization needs to be along the −eˆθ direction since
magnetization is being switched from θ ≃ 180◦ to-
wards θ ≃ 0◦. The applied stress generates a pre-
cessional motion of magnetization in the +eˆφ direc-
tion, and the damping of magnetization generates
8 Kuntal Roy
Fig. 5. Field and torque acting on the magnetization M when it comes on the x-y plane (θ = 90◦). (a) φ ∈ (0◦, 90◦). The
field always tries to keep the magnetization on magnet’s plane (φ = ±90◦). For this “bad” quadrant φ ∈ (0◦, 90◦), magne-
tization backtracks towards θ ≃ 180◦ causing a switching failure. Choice of the other “bad” quadrant φ ∈ (180◦, 270◦) is
analogous. (b) φ ∈ (90◦, 180◦). The field again tries to keep the magnetization on magnet’s plane (φ = ±90◦). For this “good”
quadrant φ ∈ (90◦, 180◦), magnetization can traverse towards its destination θ ≃ 0◦. Choice of the other “good” quadrant
φ ∈ (270◦, 360◦) is analogous. Note that the motion of magnetization is opposite to the direction of torque exerted on it since
the Lande´ g-factor for electrons is negative. If magnetization starts from the other easy axis θ ≃ 0◦ and we switch it towards
θ ≃ 180◦, the roles of the four quadrants of φ would have been exactly opposite. (Reprinted from Ref. 53.)
a motion additionally that is perpendicular to both
the direction of magnetization (eˆr) and +eˆφ, i.e.,
in −eˆθ direction. These two motions are shown as
2B(φ, t)cosθ eˆφ and −2αB(φ, t)sinθcosθ eˆθ, respec-
tively in Fig. 4(c), where α is the damping param-
eter and the quantity B(φ, t) includes terms both
due to the shape anisotropy energy Bshape(φ) and
the stress anisotropy energy Bstress(t). The quan-
tity Bstress(t) is negative and it must overcome
the shape anisotropy term Bshape(φ) for switching
to get started (mathematically, note that both the
quantities B(φ, t) and cosθ are negative in the in-
terval 180◦ ≥ θ ≥ 90◦). Therefore, magnetization
starts switching towards its desired direction due to
the applied stress. Note that this damped motion in
−eˆθ direction is considerably weak because of the
multiplicative damping parameter α, which is usu-
ally much less than one (e.g., α=0.1 for Terfenol-D).
As described earlier [see Fig. 4(b)], due to ap-
plied stress, magnetization rotates out-of-plane and
stays in a “good” quadrant for φ [i.e., (90◦, 180◦) or
(270◦, 360◦)], which generates a motion of magne-
tization in the −eˆθ direction due to φ-dependence
of shape anisotropy energy. Thereby a damped mo-
tion is generated in the −eˆφ direction. These two
motions are shown as −|Bshape,φ(φ)|sinθ eˆθ and
−α|Bshape,φ(φ)| eˆφ, respectively in Fig. 4(c), where
Bshape,φ(φ) ∝ sin(2φ). In the “good” quadrants for
φ, Bshape,φ(φ) is negative, therefore, if the magneti-
zation stays out of magnet’s plane in a “good” quad-
rant, magnetization rotates in its desired direction.
Since this motion does not possess any damping fac-
tor [note the other damped motion in the −eˆθ di-
rection in Fig. 4(c)], it can eventually increase the
magnetization switching speed to a couple of or-
ders of magnitude higher. On the other hand, if the
magnetization resides out-of-plane but in a “bad”
quadrant, the motion of magnetization in its de-
sired direction of switching is hindered. If we apply a
higher magnitude of stress, the magnetization is de-
flected out of magnet’s plane more inside a “good”
quadrant (counteracting the random thermal kicks
possibly acting in the opposite direction, which will
be described later). Note that the damped motion
−α|Bshape,φ(φ)| eˆφ attempts to bring magnetization
back towards the magnet’s plane. As these two mo-
tions counteract each other [see Fig. 4(c)], mag-
netization continues moving in the −eˆθ direction
and eventually reaches the x-y plane (θ = 90◦).
Note that without damping, such counteraction
does not happen and the magnetization just pre-
cesses through “good” and “bad” quadrants con-
secutively.
Upon reaching the x-y plane (θ = 90◦), if mag-
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Fig. 6. Stress cycle, magnetization directions, and potential profiles at different time instants during switching of magneti-
zation. (a) Stress-cycle on the magnetostrictive nanomagnet. (b) Magnetization directions at different instants of time. (c)
Potential landscapes of the magnetostrictive nanomagnet in relaxed, compressively stressed, and expansively stressed condi-
tions. Note that the three-dimensional potential landscape has never been made asymmetric to favor the final state during
switching. (Reprinted from Ref. 53.)
netization stays in a “good” quadrant for φ [i.e.,
(90◦, 180◦) or (270◦, 360◦)], then the torque on the
magnetization will be in the correct direction to fa-
cilitate magnetization’s traversal towards θ ≃ 0◦
[see Figs. 5(a) and 5(b)]. Once again this signi-
fies the merit of terminology (“good” or “bad”)
used for the four quadrants of φ. At θ = 90◦ (i.e.,
cosθ = 0), the effect of stress on the magnetization
rotation has diminished completely [see Fig. 4(c)].
The only two motions that are active at θ = 90◦
are −|Bshape,φ(φ)|sin θ eˆθ and −α|Bshape,φ(φ)| eˆφ
[Fig. 4(c)]. Since α≪ 1, magnetization quickly gets
out from θ = 90◦ and as the magnetization vector
is deflected from θ = 90◦ towards θ = 0◦, the effect
of stress again comes into play.
Stress cycle, magnetization directions, and po-
tential profiles. Fig. 6 shows the stress-cycle along-
with the energy profiles and magnetization direc-
tions at different instants of time during switching
of magnetization. At time t0, the magnetization di-
rection is along the easy axis θ ≃ 180◦ with itse po-
tential landscape unperturbed by stress. Note that
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the potential profile of the magnet is ‘symmetric’
in both θ- and φ-space with two degenerate minima
at θ = 0◦, 180◦ and a maximum at θ = 90◦ in θ-
space, signifying that a binary information can be
stored in the nanomagnet corresponding to θ = 0◦,
180◦. The anisotropy in the barrier is due to shape
anisotropy energy of the nanomagnet only, which
is ∼44 kT at room-temperature using the nano-
magnet’s dimensions and the material parameters
used for the magnetostrictive nanomagnet made of
Terfenol-D (see Section 3 later). Note that the bar-
rier height separating the two stable states (θ = 0◦
and 180◦) is meant when the magnetization stays
in-plane (i.e., φ = ±90◦) of the magnet. The barrier
becomes higher when the magnetization is deflected
from φ = 90◦ as shown in the Fig. 6(c) at time t0.
The barrier is the highest when the magnetization
points along the out-of-plane direction (φ = 0◦ or
180◦), which is due to the small thickness of the
nanomagnet compared to the lateral dimensions.
Note that the magnetization can start from any an-
gle φinitial ∈ (0
◦, 360◦) in the presence of thermal
fluctuations [see Fig. 9(b) later].
Fig. 6(c) depicts that as a compressive stress
is ramped up on the nanomagnet between time in-
stants t0 and t1 and a sufficient stress is applied, the
potential landscape in θ-space becomes monostable
near φ = ±90◦. Since the barrier height is high near
φ = 0◦ or 180◦, the potential landscape may not
become monostable in θ-space therein. However,
that is not necessary for switching since application
of stress rotates the magnetization in φ-direction
and theretofore the magnetization can eventually
come near φ = ±90◦, which facilitates switching
from θ ≃ 180◦ towards θ = 90◦ (see Fig. 7). From
Fig. 6(c), we can see that the minimum energy posi-
tion between time instants t1 and t2 is at (θ = 90
◦,
φ = ±90◦) and the potential profile at time instant
t1 is still ‘symmetric’.
Fig. 6 shows that stress is held constant be-
tween time instants t1 and t2 and the magnetiza-
tion eventually reaches at x-y plane (θ = 90◦).
For a sufficiently fast ramp rate and high stress,
magnetization will reside in “good” quadrants (see
Fig. 13 later). This will ensure that magnetization
traverses in the correct direction towards θ = 0◦ and
switches successfully. A sufficiently fast ramp rate
ensures that magnetization would not backtrack to-
wards θ = 180◦ even after crossing θ = 90◦ towards
θ = 0◦. If stress is held constant for longer time,
magnetization will have higher probability to col-
lapse on magnet’s plane (φ = ±90◦) following which
thermal fluctuations will scuttle the magnetization
either in a “good” quadrant or in a “bad” quadrant
with equal probability, so the success rate would be
50%.
It should be noted from Fig. 6 that the stress is
reversed (compression to tensile) between time in-
stants t2 and t4 rather than just withdrawn, which
makes the potential landscape of the nanomagnet
more steep in θ-space. However, it does not neces-
sarily mean that the switching will be completed
always faster. The reversal of stress can cause mag-
netization to traverse into “bad” quadrants in φ-
space causing magnetization to precess and there-
fore the switching delay may eventually increase.
Particularly for higher stress levels, such increase
in switching delay may happen. However, it is no-
ticed that reversing the stress makes the success
rate of switching a bit (<5%) higher in the pres-
ence of thermal fluctuations. The tensile stress is
held constant and when θ becomes ≤ 5◦, switching
is deemed to have completed. The stress is with-
drawn at the end between time instants t5 and t6
to complete the switching cycle.
Switching failure. As magnetization leaves from
θ = 90◦ towards θ ≃ 0◦ and stress is ramped down,
the torque due to stress tries to rotate the azimuthal
angle φ of magnetization clockwise rather than an-
ticlockwise. Mathematically, note that cosθ is pos-
itive for 90◦ ≥ θ ≥ 0◦ and B(φ, t) is still negative
when stress has not been brought down sufficiently,
i.e., still |Bstress(t)| > |Bshape(φ)| (see Fig. 4(c) and
corresponding discussions in text). For a slow ramp-
rate this clockwise rotation may be considerable
and magnetization can stray into a “bad” quad-
rant. Moreover, thermal fluctuations can aggravate
the scenario by possibly deflecting the magnetiza-
tion into the “bad” quadrant further. Switching
may impede and magnetization vector may back-
track towards θ ≃ 180◦ rather than traversing to-
wards θ ≃ 0◦ causing a switching failure. Therefore,
switching failure may happen even after the magne-
tization has crossed the hard axis (θ = 90◦) towards
its destination θ ≃ 0◦ (see Fig. 8). This is why it
does require a sufficiently fast ramp rate during the
ramp-down phase of stress. Such switching failure
is an intriguing phenomenon, which cannot be con-
ceived if magnetization is always assumed to be on
magnet’s plane (φ = ±90◦) and only can be under-
stood if we analyze the magnetization dynamics in
a complete three dimensional potential landscape.
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Fig. 7. Illustration of magnetization’s motion when magnetization starts switching out of magnet’s plane (φ 6= 90◦), which
can happen due to thermal fluctuations [see Fig. 9(b)] and the high shape-anisotropy energy barrier therein cannot be overcome
by stress anisotropy. (a) Magnetization starts in-plane of the magnet (φ = 90◦), where the potential landscape is inverted by
the stress anisotropy and thus magnetization does not face a potential hill while starting to switch. (b) Magnetization starts
from out-of-plane of the magnet (φ 6= 90◦), where the potential landscape cannot be inverted by the stress anisotropy and
thus magnetization does face a potential hill at start. However, due to φ-motion of magnetization, it eventually surpasses the
potential hill and comes near to magnet’s plane, where from it can start switching in θ-space. (Reprinted from Ref. 53.)
Fluctuation of magnetization around the easy
axis (stable orientation) due to thermal noise. From
Equation (8), it can be noted that the torque on the
magnetization due to shape and stress anisotropy
vanishes when sinθ = 0, i.e. when the magnetiza-
tion vector is exactly aligned along the easy axis
(θ = 0◦, 180◦).42; 53 However, thermal fluctuations
can deflect the magnetization vector from the easy
axis. Considering the case when θ = 180◦, we get
the following:
φ(t) = tan−1
(
αhy(t) + hx(t)
hy(t)− αhx(t)
)
, (18)
dθ
dt
= −|γ|
h2x(t) + h
2
y(t)√
(hy(t)− αhx(t))2 + (αhy(t) + hx(t))2
.
(19)
From the above equation we can clearly follow that
thermal torque can deflect the magnetization from
the easy axis since the time rate of change of θ(t) is
non-zero in the presence of thermal agitations. The
initial deflection from the easy axis due to the ther-
mal torque does not depend on the component of
the random thermal field along the z-axis, i.e., hz(t).
This is a consequence of having ±z-axis as the easy
axes of the nanomagnet. However, once the magne-
tization direction is even slightly deflected from the
easy axis, all the three components of the random
thermal field come into play.
Thermal distribution of the initial orientation
of the magnetization.We can determine the thermal
distributions of θ and φ when no stress is applied
on the magnetostrictive nanomagnet by solving the
Equations (16) and (17) with Bstress = 0 (Refs. 42,
53). This will yield the distribution of the magne-
tization’s initial orientation when stress is turned
on. The θinitial-distribution is Boltzmann peaked
at θ = 0◦ or 180◦, while the φinitial-distribution
is Gaussian peaked at φ = ±90◦ (see Fig. 9). Ac-
cording to the Boltzmann distribution of θinitial, the
most probable value of θ is either 0◦ or 180◦, where
stress is ineffective. This will lead to a long tail in
the switching delay distribution, which is due to
the fact that when magnetization starts out from
θ = 0◦, 180◦, it needs to wait a while before random
thermal fluctuations can set the switching in mo-
tion. Thus, switching trajectories starting from an
easy axis are very slow and it causes the long tail
in the distribution of switching delay.42; 53
Application of a bias field to shift the peak of the
initial distribution of magnetization from an easy
axis. We can eliminate the long tail in the switch-
ing delay distribution by applying a small static bias
magnetic field that shifts the peak of θinitial distri-
bution away from the easy axis, so that the most
probable starting orientation will no longer be an
easy axis.42 This field is applied along the out-of-
plane hard axis (+x-direction) of the nanomagnet
and thus the potential energy due to the applied
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Fig. 8. Magnetization can backtrack even after it has crossed the hard axis towards its destination. (a) Magnetization has
started from θ ≃ 180◦ and crossed the hard axis θ = 90◦, but it is well possible that magnetization backtracks towards
θ ≃ 180◦ even without considering the presence of thermal fluctuations. Looking at the two-dimensional magnet’s plane and
considering two-dimensional motion of magnetization on magnet’s plane, this seems unreasonable in the absence of thermal
fluctuations. (b) Full three-dimensional potential landscape of magnetization. Considering the complete three-dimensional
motion of magnetization in this potential landscape of the nanomagnet, switching failure may be plausible even in the absence
of thermal fluctuations since there is consequence of out-of-plane motion of magnetization. (c) Explanation behind magnetiza-
tion’s backtracking even after it has crossed the hard axis towards its destination. Magnetization may switch to the incorrect
direction because it is in a “bad” quadrant for φ and there is a motion of magnetization Bshape,φ(φ) sinθ eˆθ in the unintended
direction. The other magnetization’s motion −2αB(φ, t)sinθcosθ eˆθ due to damping is in the intended direction but it may be
quite small compared to the other motion and thus magnetization may well backtrack. The quadrant φ ∈ (0◦, 90◦) is chosen
for illustration; choice of the other “bad” quadrant φ ∈ (180◦, 270◦) is analogous. (Parts (a) and (c) are reprinted from Ref. 53.
In part (c), B(φ) and Bstress are replaced by B(φ, t) and Bstress(t), respectively.)
magnetic field becomes
Emag(t) = −MVH sinθ(t) cosφ(t), (20)
where H is the magnitude of magnetic field. A
torque is generated due to this field, which is
TM(t) = −nm(t)×∇Emag(θ, φ). (21)
The presence of this torque will modify Equa-
tions (16) and (17) to
(
1 + α2
) dθ
dt
=
|γ|
MV
[Bshape,φ(t)sinθ
− 2αB(φ, t)sinθcosθ
+ αMVH cosθ cosφ−MVH sinφ
+ (αPθ(θ, φ, t) + Pφ(θ, φ, t))], (22)
(
1 + α2
) dφ
dt
=
|γ|
MV
[αBshape,φ(t) + 2B(φ, t)cosθ
− [sinθ]−1 (MVH cosθ cosφ+ αMVH sinφ)
−[sinθ]−1 (Pθ(θ, φ, t)− αPφ(θ, φ, t))] (sinθ 6= 0).
(23)
Note that the bias field also makes the poten-
tial energy profile of the magnet asymmetric in
φ-space and the energy minimum is shifted from
φmin = ±90
◦ (the plane of the magnet) to
φmin = cos
−1
[
H
Ms(Nd−xx −Nd−yy)
]
. (24)
However, the potential profile will remain symmet-
ric in θ-space, with θ = 0◦ and θ = 180◦ remain-
ing as the minimum energy positions. With the ma-
terial parameters and the dimensions of the nano-
magnet (see Section 3 later), a bias magnetic field
of flux density 40 mT would make φmin ≃ ±87
◦,
i.e. deflect the magnetization ∼3◦ from the mag-
net’s plane. Application of the bias magnetic field
also reduces the in-plane shape anisotropy energy
barrier from 44 kT to 36 kT at room temperature.
We assume that a permanent magnet will be em-
ployed to produce the bias magnetic field and not
by a current-carrying coil on-chip. Therefore no ad-
ditional energy dissipation needs to be considered
for this reason.
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Energy Dissipation. The energy dissipated dur-
ing magnetization switching has two components:
(1) the energy dissipated in the switching circuit for
generating stress in the magnetostrictive nanomag-
net with the application of a voltage, and (2) the
energy dissipated internally in the nanomagnet due
to Gilbert damping. We will term the first compo-
nent as ‘CV 2’ dissipation, where C and V denote
the capacitance of the piezoelectric layer and the
applied voltage, respectively. If the ramp rate is in-
finite, i.e., the voltage is turned on or off abruptly,
the energy dissipated during either turn on or turn
off is (1/2)CV 2. However, if the ramp rate is fi-
nite, this energy dissipation is reduced and the exact
value will depend on the ramp rate. We calculate it
following the procedure described in Ref. 93.
The second component, which is the internal
energy dissipation Ed due to Gilbert damping, is
given by the expression
∫ τ
0 Pd(t)dt, where τ is the
switching delay and Pd(t) is the power dissipated
during switching
Pd(t) =
α |γ|
(1 + α2)MV
|TE(t) +TM(t)|
2 . (25)
We sum up the two energy dissipations ‘CV 2’ and
Ed to get the total dissipation Etotal. The average
power dissipation is Etotal/τ . There is no net dis-
sipation due to random thermal torque, however,
thermal fluctuations do affect both Ed and ‘CV
2’
dissipations. It affects Ed since it raises the criti-
cal stress needed to switch with ∼100% probability
and ‘CV 2’ dissipation is also raised since the applied
voltage is proportional to stress.
So far the model presented deals with the
switching of magnetization (i.e., writing a bit
of information), however, the magnetization state
needs to be read too, which is usually per-
formed by using a magnetic tunnel junction
(MTJ).62; 63; 64; 65; 66; 67; 68 While reading the
bit of information, a material selection issue crops
up since magnetostrictive materials in general can-
not be utilized as the free layer of the MTJ. This
is an important issue since we need to achieve a
high magnetoresistance for successful read opera-
tion as required by technological applications. In
Ref. 94, it is shown that magnetically coupling the
magnetostrictive nanomagnet and the free layer can
circumvent this issue. Stochastic Landau-Lifshitz-
Gilbert equation of magnetization dynamics in the
presence of room-temperature thermal fluctuations
is solved and it is shown that such design can even-
tually lead to a superior energy-delay product.94
2.2. Interface and exchange coupled
multiferroic heterostructures
We have earlier shown in the Figure 3 the schematic
diagram of the interface and exchange coupled mul-
tiferroic heterostructure devices and the axis assign-
ment for the orientation of magnetization M1. The
standard spherical coordinate system with θ as po-
lar angle and φ as azimuthal angle is chosen. The
magnetization M1 orients along θ = 180
◦ if polar-
ization points downward (P↓), while M1 is along
θ = 0◦ if polarization points upward (P↑). The lat-
eral elliptical cross-section of M1 lies on the y-z
plane (φ = ±90◦) with its major axis pointing to z-
direction and minor axis in y-direction. The dimen-
sions of the nanomagnet M1 along the z-, y-, and
x-axis are a, b, and l, respectively. So the magnetic
easy axis becomes along the ±z-direction and the
nanomagnet’s volume Ω = (pi/4)abl. When mag-
netization switches between its two stable states
(θ = 0◦, 180◦), magnetization being a rotational
body deflects out of magnet’s plane and any deflec-
tion from the magnet’s plane (φ = ±90◦) is termed
as out-of-plane excursion.
The interface anisotropy energy in the nano-
magnet M1 is modeled as
87
EI(θ, t) = −MVHI(t) cosθ, (26)
where MV = µ0MsΩ, Ms is the saturation magne-
tization, and HI is the interfacial anisotropy field.
If HI = −HI,max, the magnetization M1 points
along θ = 180◦ and if we vary HI from −HI,max
to HI,max, the magnetization orients along θ = 0
◦.
The total anisotropy of the magnet is the sum
of the interface anisotropy alongwith the other
anisotropies like magnetocrystalline anisotropy and
shape anisotropy,33; 42. However, since the in-
terfacial anisotropy is strong compared to the
other anisotropies, we consider only the interfacial
anisotropy (i.e., Etotal ≃ EI) for brevity.
The magnetization M of the single-domain
nanomagnet M1 has a constant magnitude of mag-
netization but a variable direction. Therefore, the
magnetization vector can be represented by the unit
vector in the radial direction eˆr in spherical coordi-
nate system (r,θ,φ), i.e., nm = M/|M| = eˆr. The
other two unit vectors in the spherical coordinate
system are eˆθ and eˆφ for θ- and φ-rotations, respec-
tively. The torque TI acting on the magnetization
due to interface anisotropy can be derived from the
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gradient of the energy [see Equation (26)] and is
given by
TI(θ, t) = −nm ×∇EI(θ, t) = −MVHI(t) sinθ eˆφ.
(27)
Note that the torque TI acts along the out-of-plane
direction, so that the magnetization can deflect out
of magnet’s plane (φ = ±90◦).
The effect of random thermal fluctuations is in-
corporated via a random magnetic field and the
corresponding torque TTH is given by the Equa-
tion (12) (also see the Equations (13) and (14) for
the expressions of Pθ and Pφ).
The magnetization dynamics of of the nano-
magnet M1 under the action of the torques TI and
TTH is described by the stochastic Landau-Lifshitz-
Gilbert (LLG) equation as follows.
dnm
dt
− α
(
nm ×
dnm
dt
)
= −
|γ|
MV
[TI +TTH] .
(28)
Solving the above equation analytically, we get
the following coupled equations of magnetization
dynamics for θ and φ:
(
1 + α2
) dθ
dt
=
|γ|
MV
[−αMVHI(t) sinθ
+ (αPθ(θ, φ, t) + Pφ(θ, φ, t))], (29)
(
1 + α2
) dφ
dt
=
|γ|
MV
[MVHI(t)− [sinθ]
−1
× (Pθ(θ, φ, t)− αPφ(θ, φ, t))] (sinθ 6= 0). (30)
We solve the above two coupled equations numeri-
cally to track the trajectory of magnetization over
time, in the presence of room-temperature thermal
fluctuations.87
From Equations (29) and (30), we see that
the torque acting in the φ-direction is much more
stronger than the torque exerted in the θ-direction
since the damping parameter α≪ 1. Although, the
nanomagnet has a small thickness (i.e., l ≪ b < a
and Nd−xx ≫ Nd−yy > Nd−zz, where Nd−zz, Nd−yy,
and Nd−xx are the components of the demagneti-
zation factor along the z-axis, y-axis, and x-axis,
respectively), magnetization cannot remain on the
magnet’s plane (y-z plane, φ = ±90◦) due to the
fact that the interface coupling energy is a few or-
ders of magnitude higher than the shape anisotropy
energy. Thus, the magnetization keeps rotating in
the φ-direction, but it also traverses towards the
anti-parallel direction in θ-space (θ ≃ 180◦ to θ ≃ 0◦
or vice-versa) due to damping [see Equation (29)].
Note that exactly at θ = 180◦ or 0◦, the
torque acting on the magnetization due to inter-
face anisotropy [Equation (27)] is exactly zero, how-
ever, as described earlier in the Subsection 2.1, ther-
mal fluctuations can scuttle the magnetization from
these points to initiate switching. At the very start
of switching, the initial orientation of magnetization
is not a fixed value rather a distribution due to ther-
mal agitations (as described in the Subsection 2.1
too). Such distribution is considered during simula-
tions. Thermal fluctuations affect the magnetization
switching during the course of switching too.
Energy Dissipation. Due to the application of
voltage, we have ‘CV 2’ energy dissipation, where
C and V denote the capacitance of the ferroelec-
tric layer and the applied voltage, respectively. We
calculate it following the procedure described in
Ref. 93. The energy dissipated in the nanomag-
net due to Gilbert damping can be expressed as
Ed =
∫ τ
0 Pd(t)dt, where τ is the switching delay and
Pd(t) is the power dissipated at time t given by
Pd(t) =
α |γ|
(1 + α2)MV
|TI(θ(t), t)|
2. (31)
Thermal field with mean zero does not cause any
net energy dissipation but it causes variability in
the energy dissipation Ed by scuttling the trajec-
tory of magnetization.
3. Results and Discussions
Here, we will review the simulation results
for strain-mediated multiferroic composites,42; 53
and interface and exchange coupled multiferroic
heterostructures87 in subsequent subsections. The
coupled sets of equations derived in the previous
section are numerically solved and the performance
metrics e.g., switching delay, energy dissipation dur-
ing switching are reported.
3.1. Strain-mediated multiferroic
composites
Here we present the simulation results for strain me-
diated multiferroic composites.53; 42 The magne-
tostrictive layer is made of polycrystalline Terfenol-
D and it has the following material properties –
Young’s modulus (Y): 8×1010 Pa, magnetostrictive
coefficient ((3/2)λs): +90×10
−5, saturation magne-
tization (Ms): 8×10
5 A/m, and Gilbert’s damping
constant (α): 0.1 (Refs. 95, 96, 97, 98). We choose
the dimension of the magnetostrictive layer as 100
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nm × 90 nm × 6 nm, which ensures that the mag-
net has a single ferromagnetic domain.42; 92 The
tradeoffs between area, switching delay, and energy
dissipation have been comprehensively studied for
different dimensions of the nanomagnet in Ref. 99.
For the piezoelectric layer, we consider lead-
zirconate-titanate (PZT), which has a dielectric
constant of 1000.42; 33 Since we want any strain
generated in the PZT layer is transferred almost
completely to the magnetostrictive layer, we as-
sume that the PZT layer is four times thicker than
the magnetostrictive layer.42; 33 We consider that
the maximum strain of 500 ppm can be generated
in the PZT layer,100; 101 which would require a
voltage of 66.7 mV because d31=1.8×10
−10 m/V
for PZT.102 Assuming this strain is transferred
completely to the magnetostrictive layer, the cor-
responding stress in Terfenol-D is the product of
the generated strain (500 × 10−6) and the Young’s
modulus (8×1010 Pa). Therefore, a maximum stress
of 40 MPa can be generated in the Terfenol-D nano-
magnet. While avoiding considerable degradation of
the piezoelectric constants at low-thickness (24 nm
as assumed in Ref. 42) piezoelectric layers is un-
der research,51; 52 we can use a higher thickness
for the piezoelectric layer (e.g., 100 nm) and a con-
comitant amount of higher voltage, since the energy
dissipation due to applying voltage is miniscule. For
the piezoelectric layer, if we use materials with high
piezoelectric coefficients e.g., PMN-PT, which has
d31=–3000 pm/V, and d32=1000 pm/V (note the
anisotropic strain, i.e., the signs of d31 and d32 are
different),48 we can lower the operating voltage fur-
ther to a few millivolts.
It should be noted that for the magnetostrictive
layer, we need to choose a material that maximizes
the product (3/2)λs Y . Terfenol-D (TbDyFe), which
has 30 times higher magnetostriction coefficient in
magnitude than the common ferromagnetic mate-
rials (e.g., Fe, Co, Ni), has the highest (3/2)λs Y
(Ref. 93). If it needs to avoid the rare-earth materi-
als (e.g., Tb and Dy in Terfenol-D), we can also uti-
lize Galfenol (FeGa),61; 103 which has 6 times less
(3/2)λs, but twice high Y than that of Terfenol-D.
We consider that magnetization initially sit-
uates around θ ≃ 180◦ and it fluctuates due to
random thermal agitations. When a compressive
stress is applied to initiate switching, magnetization
starts with a certain (θinitial,φinitial) picked from
the initial angle distributions. The voltage gener-
ated stress is assumed to be ramped up linearly and
the stress is kept constant until the magnetization
reaches the plane defined by the in-plane and the
out-of-plane hard axis (i.e., the x-y plane, θ = 90◦).
Note that when magnetization reaches at θ = 90◦,
the azimuthal angle φ may not correspond to the
magnet’s plane (y-z plane, φ = ±90◦) and this has
important consequences in switching the magneti-
zation in the correct direction.53 In any case, the
x-y plane (θ = 90◦) is always reached sooner or
later with thermal fluctuations generating a distri-
bution of time that magnetization takes to reach at
θ = 90◦.
After the magnetization reaches the x-y plane,
the stress is ramped down at the same rate at which
it was ramped up, and reversed in magnitude to
aid switching. The magnetization dynamics ensures
that θ continues to rotate from θ = 90◦ towards
0◦.53 When θ becomes ≤ 5◦, switching is deemed
to have completed. We perform a moderately large
number (10,000) of simulations, with their corre-
sponding (θinitial,φinitial) picked from the initial an-
gle distributions, for each value of stress and ramp
duration to generate the simulation results. Note
that thermal fluctuations affect the magnetization
dynamics during the course of switching as well.
Figure 9 shows the distributions of initial an-
gles θinitial and φinitial in the presence of thermal
fluctuations. No bias magnetic field is applied along
the out-of-plane direction (+x-axis) here. Note that
the peak of the distribution of θinitial is exactly at
θ = 180◦. This means that magnetization is most
likely to start from the easy axis θ = 180◦. If mag-
netization starts near from the easy axis, the torque
acting on the magnetization would be vanishingly
small. Therefore, only random thermal fluctuations
can help magnetization going away from the easy
axis and then magnetization can start switching.
We have analyzed earlier that a bias field can shift
the peak of the distribution θinitial away from the
easy axis and facilitate switching, which we will
present next.
Figure 10 shows the distributions of initial an-
gles θinitial and φinitial in the presence of ther-
mal fluctuations when a bias magnetic field ap-
plied along the out-of-plane direction (+x-axis). In
Fig. 10(a), note that the bias field has shifted the
peak of θinitial from the easy axis (θ = 180
◦) as we
desire. The φinitial distribution in Fig. 10(b) spans
mostly within the interval [–90◦,+90◦] since the bias
magnetic field is applied in the +x-direction. How-
ever, the φinitial distribution is asymmetric in the
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Fig. 9. Distribution of polar angle θinitial and azimuthal angle φinitial due to thermal fluctuations at room temperature (300
K). (a) Distribution of the polar angle θinitial. The mean of the distribution is ∼175
◦, while the most likely value is 180◦. This
is a nearly exponential distribution (Boltzmann-like). (b) Distribution of the azimuthal angle φinitial. These are two Gaussian
distributions with peaks centered at 90◦ and 270◦ (or –90◦), which means that the most likely location of the magnetization
vector is in the plane of the nanomagnet. (Reprinted from Ref. 53.)
Fig. 10. Distribution of polar angle θinitial and azimuthal angle φinitial due to thermal fluctuations at room temperature
(300 K) when a magnetic field of flux density 40 mT is applied along the out-of-plane hard axis (+x-direction). (a) Distribu-
tion of polar angle θinitial at room temperature (300 K). The mean of the distribution is 173.7
◦ , and the most likely value
is 175.8◦. (b) Distribution of the azimuthal angle φinitial due to thermal fluctuations at room temperature (300 K). There
are two distributions with peaks centered at ∼65◦ and ∼295◦. (Reprinted with permission from Ref. 42. Copyright 2012, AIP
Publishing LLC.)
quadrants (0◦,90◦) and (270◦,360◦), which can be
explained as follows. The magnetization is fluctu-
ating around θ ≃ 180◦ and the precessional mo-
tion of the magnetization [−|γ|/
(
1 + α2
)
M × H,
where M is the magnetization and H is the effec-
tive field] due to the +x-directed magnetic field is
such that the magnetization prefers the φ-quadrant
(0◦,90◦) over the φ-quadrant (270◦,360◦). Hence,
when the magnetization starts from θ ≃ 180◦, the
initial azimuthal angle φinitial is more likely to be
in the quadrant (0◦,90◦) than the other quadrant
(270◦,360◦) in the +x-direction.
Figure 11 plots the magnetization dynamics for
different values of φinitial (while keeping fixed values
of θinitial, applied stress, and ramp rate) to signify
the role of out-of-plane excursion of magnetization.
For Figs. 11(a) and 11(b), the magnetization ini-
tially lies on the plane of the magnet (φinitial =
±90◦) and the precessional motion of magnetiza-
tion due to applied stress is in the +eˆφ direction,
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Fig. 11. Temporal evolution of polar angle θ and azimuthal angle φ for a fixed θinitial = 175
◦ and four different values of
φinitial = {90
◦, 270◦, 0◦, 180◦}. The applied stress is 15 MPa and the ramp duration is 60 ps. Thermal fluctuations have been
ignored. (a) φinitial = 90
◦. (b) φinitial = 270
◦. (c) φinitial = 0
◦. (d) φinitial = 180
◦. Note that when θ reaches 90◦ or even
earlier, φ always resides in a “good” quadrant [(90◦, 180◦) or (270◦, 360◦)], which makes the switching successful. No bias field
in the out-of-plane direction is applied to generate these simulation results. (Reprinted from Ref. 53.)
which increases φ with time. So the magnetiza-
tion starts out in the “good” quadrants (90◦,180◦)
and (270◦,360◦) for Figs. 11(a) and 11(b), respec-
tively. Therefore, both the motions of magnetiza-
tion [the damped motion due to applied stress and
the motion due to out-of-plane excursion shown as
−2αB(φ, t)sinθcosθ eˆθ and −|Bshape,φ(φ)|sinθ eˆθ,
respectively in the Fig. 4(c)] are in the −eˆθ direc-
tion so that θ decreases with time and the mag-
netization rotates in the correct direction towards
θ = 90◦. The increasing out-of-plane excursion of
the magnetization due to φ with time is eventu-
ally opposed by the damped motion due to out-of-
plane excursion [depicted as −α|Bshape,φ(φ)| eˆφ in
Fig. 4(c)], which attempts to bring the magnetiza-
tion back to the magnet’s plane (φinitial = ±90
◦).
These two effects balance each other and φ assumes
a stable value in the “good” quadrant which can
be clearly observed in the plots (the flat regions in
the φ-plots). When θ reaches 90◦, the torque due
to stress and shape anisotropy vanishes, however,
φ remains in the respective “good” quadrant for
the cases in Figs. 11(a) and 11(b). At this point,
stress is reversed with the same ramp rate and the
damped motion due to stress and shape anisotropy
eventually becomes again in the −eˆθ direction. In
this way, magnetization continues to rotate in the
right direction towards θ = 0◦. Slightly past 0.4
ns, the precessional motion due to stress and shape
anisotropy continues to rotate φ and pushes it into
a neighboring “bad” quadrant, but eventually it es-
capes into the other “good” quadrant. This brief
excursion into a “bad” quadrant causes the ripple
in θ-plots. However, magnetization ends up switch-
ing successfully.
In Figs. 11(c) and 11(d), the magnetization
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Fig. 12. Temporal evolution of the polar angle θ and azimuthal angle φ when magnetization fails to switch and backtracks
to the initial state. Simulations are carried out at room-temperature (300 K). (a) The applied stress is 10 MPa and the ramp
duration is 60 ps. (b) The applied stress is 30 MPa and the ramp duration is 120 ps. The ringing in the φ-plots at the end is
just due to thermal fluctuations that causes magnetization to roam around θ = 180◦. No bias field in the out-of-plane direction
is applied to generate these simulation results. (Reprinted from Ref. 53.)
Fig. 13. Percentage of successful switching events at room-temperature (300 K) when the magnetostrictive nanomagnet is
subjected to stress between 10 MPa and 30 MPa with ramp duration (60 ps, 90 ps, and 120 ps) as a parameter. The critical
stress at which switching becomes ∼100% successful increases with ramp duration. However, at high ramp duration (e.g., 120
ps), we may not achieve ∼100% switching probability for any values of stress and stress-dependence of the success probability
becomes non-monotonic. (Reprinted with permission from Ref. 42. Copyright 2012, AIP Publishing LLC.)
is initially lifted far out of the magnet’s plane
(φinitial = 0
◦, 180◦, respectively), where the huge
out-of-plane shape anisotropy energy barrier cannot
be overcome by the stress anisotropy and B(φ, t)
remains positive, i.e., |Bstress(t)| < |Bshape(φ)|.
This forces magnetization to precess in the clock-
wise direction (−eˆφ) rather than in the anticlock-
wise direction (+eˆφ). Therefore φ decreases with
time, which takes magnetization inside the neigh-
boring “good” quadrant and eventually |Bstress(t)|
becomes greater than |Bshape(φ)|. Then φ assumes
a stable value due to the counteraction between
the damped motion and the motion due to out-of-
plane excursion [depicted as −α|Bshape,φ(φ)| eˆφ and
2B(φ, t)cosθ eˆφ in Fig. 4(c), respectively]. There-
after, switching occurs similarly for the cases as in
Figs. 11(a) and 11(b). Slightly past 0.3 ns, contin-
uing φ rotation pushes φ into a neighboring “bad”
quadrant, but eventually it escapes into the other
“good” quadrant. Once again, this brief excursion
into the “bad” quadrant causes the ripple in θ-plots
and eventually successful switching takes place in
the end.
So straying into a “bad” quadrant for azimuthal
angle φ during the ramp-down phase does not mean
at all that magnetization would fail to switch. Mag-
netization can rotate in the other “good” quadrant
for φ and complete the switching. Thus, there may
be ripples appearing in the magnetization dynam-
ics at the end of switching increasing the switching
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time, which is because of the transition of azimuthal
angle φ between two “good” quadrants through one
“bad” quadrant. This happens particularly near the
end of switching, when the precessional motion is
strong.
An interesting comparison between the switch-
ing delays in the Figs. 11(a) or 11(b), and the
switching delays in the Figs. 11(c) or 11(d) reveals
that the switching delay decreases by 0.1 ns when
magnetization starts from out-of-plane (φinitial =
0◦, 180◦) compared to when magnetization starts
from in-plane (φinitial = 90
◦, 270◦). This is a very
consequence of the reasoning that out-of-plane ex-
cursion of magnetization in the “good” quadrants
aids magnetization to move faster in θ-space. When
magnetization starts out-of-plane, magnetization
spends more time deep inside a “good” quadrant;
hence, switching gets faster than that of the case
when magnetization starts in-plane of the magnet.
Figure 12 demonstrates a couple of examples
when switching fails to occur, i.e., magnetization
backtracks to its original position. In Fig. 12(a),
when the polar angle θ reaches 90◦, the azimuthal
angle φ has ventured into the “bad” quadrant
(0◦,90◦) due to thermal fluctuations. Thus, switch-
ing eventually fails. In Fig. 12(b), when the polar
angle θ reaches 90◦, the azimuthal angle φ is greater
than 90◦ and in the “good” quadrant (90◦,180◦).
However, after reaching around θ ≃ 50◦, the magne-
tization backtracks to the initial state and therefore
switching fails to occur. This happens because of the
long ramp duration which forces φ to decrease over
time and eventually φ enters into the neighboring
“bad” quadrant (0◦,90◦). Also during the passage
of long duration of ramp, thermal fluctuations have
ample opportunity to scuttle the switching. Such
switching failure is depicted intuitively in the Fig. 8
earlier.
Figure 13 plots the percentage successful
switching rates at room-temperature (300 K) when
the magnetostrictive nanomagnet is subjected to
stress between 10 MPa and 30 MPa with ramp du-
ration (60 ps, 90 ps, and 120 ps) as a parameter.
For each value of stress and ramp duration, a mod-
erately large number (10,000) of simulations were
performed to generate these results. Initial angle
distributions at 300 K for both θ and φ are taken
into account during simulations (see Fig. 10). The
minimum stress needed to switch the magnetiza-
tion without considering thermal fluctuations is ∼5
MPa, but at room temperature (300 K) this mini-
mum stress is increased to ∼14 MPa for 60 ps ramp
duration and to ∼17 MPa for 90 ps ramp duration.
The minimum stress of 5 MPa without considering
thermal fluctuations is attributed to the removal
of in-plane shape anisotropy energy barrier by the
stress anisotropy, while at 300 K an increased mag-
nitude of stress is required since magnetization is
scuttled in “bad” quadrants due to thermal fluctu-
ations. When longer ramp duration, a higher stress
is required to prevent magnetization traversing into
“bad” quadrants. Therefore, it is beneficial to re-
duce the ramp duration (i.e., having a faster ramp
rate) to increase the success rate of switching at
a lower stress level. Simulation results show that
with 1 ps ramp duration, the critical stress can be
reduced by ∼2 MPa compared to the case of 60 ps
ramp duration.
For 120 ps ramp duration, ∼100% success prob-
ability is unattainable for any value of stress since
thermal agitations have higher latitude to scuttle
the magnetization into “bad” quadrants while stress
is ramped down. At higher stresses accompanied
by a long ramp duration, there occurs higher out-
of-plane excursion pushing the magnetization into
“bad” quadrants, which further aggravates the error
probability. At very long ramp duration, the suc-
cess (and error) probability becomes 50%, since the
magnetization would stay in-plane of the magnet
and during the ramp-down phase, random thermal
fluctuations may equally scuttle the magnetization
either in the “good” quadrants or in the ‘bad” quad-
rants.
Figure 14(a) shows the distribution of time
taken for magnetization polar angle θ to reach 90◦
(x-y plane). This wide distribution is caused by:
(1) the initial angle distributions in Fig. 10, and
(2) thermal fluctuations during the course of tran-
sition from some θ = θinitial to 90
◦. We do need to
tackle such distribution by keeping the magnetiza-
tion out-of-plane far enough so that magnetization
does not collapse on magnet’s plane. We can use
a sensing element to detect when θ reaches around
90◦, so that we can ramp down the stress thereafter.
The sensing element can be implemented by mea-
suring the magnetoresistance in a magnetic tunnel
junction (MTJ)62; 63; 64; 65; 66; 67; 68; 53; 34; 35.
We need to get calibrated on the magnetoresis-
tance of the MTJ when magnetization resides at
θ = 90◦ (x-y plane). Comparing this known sig-
nal with the sensed signal of the MTJ, the stress
can be ramped down. Such comparator can be im-
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Fig. 14. Statistical distributions of different quantities when 15 MPa stress with 60 ps ramp duration is applied on the
nanomagnet at room temperature (300 K). (a) Distribution of time taken for θ to reach 90◦ starting from (θinitial,φinitial)
where the latter are picked from the distributions in the presence of thermal fluctuations (see Fig. 10). (b) Distribution of
azimuthal angle φ when θ reaches 90◦. Note that this figure is similar to the Fig. S4 in Ref. 53, but an out-of-plane bias field
in the +x-direction is applied here following Ref. 42 to generate these simulation results.
plemented with these energy-efficient multiferroic
devices, i.e., energy-inefficient charge-based transis-
tors do not need to be utilized.104; 105; 106 The
energy dissipation in this sensing element is not con-
sidered here. It should be mentioned that usually it
requires several peripheral circuitry in conjunction
with the basic device itself, however, energy dissipa-
tion considering in the other required circuitry does
not change the order of dissipation.107; 108
Some tolerance is nonetheless required since the
sensing element cannot be perfect. Simulation re-
sults show that the internal dynamics works cor-
rectly as long as the stress is ramped down when
θ is in the interval [85◦, 110◦], i.e. it does not have
to be exactly 90◦. This tolerance is due to the mo-
tion arising from the out-of-plane excursion of mag-
netization in a “good” quadrant. If magnetization
reaches at θ = 90◦ (even past it towards θ = 0◦) and
stress is not withdrawn soon enough, then magne-
tization can fall on the magnet’s plane (φ = ±90◦,
potential energy minima), upon which the success
probability would be 50% since thermal fluctuations
can put magnetization in either direction of the po-
tential landscape.
Figure 14(b) shows the distribution of az-
imuthal angle φ when θ reaches 90◦. Note that φ
always resides in the “good” quadrant [(90◦, 180◦)
or (270◦, 360◦)] and has a fairly narrow distribu-
tion. As depicted in the Fig. 13, a high stress and
fast ramp rate are required to ensure that φ is in the
“good” quadrants, which is conducive to successful
switching.
Figure 15 shows the delay and energy distribu-
tions for 15 MPa stress and 60 ps ramp duration
in the presence of room-temperature (300 K) ther-
mal fluctuations. The high-delay tail in Fig. 15(a)
is particularly associated with the switching trajec-
tories that start very close to θ = 180◦. In such tra-
jectories, the torque acting on the magnetization is
vanishingly small, which makes the switching slug-
gish at the beginning. During this time, switching
may also becomes susceptible to backtracking due
to random thermal fluctuations, which may increas
the delay further. Nonetheless, out of 10,000 sim-
ulations of switching trajectories peformed, there
was not a single one in Fig. 15(a) where the de-
lay exceeded 1 ns meaning that the probability of
such happening is less than 0.01%. Since the en-
ergy dissipation is the product of the power dissi-
pation and the switching delay, similar behavior is
found in Fig. 15(b). Note that the variation in the
distribution of energy dissipation happens due to
the internal energy dissipation (caused by Gilbert
damping) in the presence of random thermal fluc-
tuations since all the trajectories correspond to the
same 15 MPa stress and 60 ps ramp duration.
Discussion on magnetization switching.We will
now analyze the magnetization switching between
the 180◦ symmetry equivalent states based on the
simulation results as depicted in the Fig. 16. The
usual perception is that stress can rotate magnetiza-
tion of a magnetostrictive nanomagnet only by 90◦
from ±z-axis to ±y-axis (see Fig. 16). However, if
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Fig. 15. Delay and energy distributions for 15 MPa applied stress and 60 ps ramp duration at room temperature (300 K). (a)
Distribution of the switching delay. The mean and standard deviation of the distribution are 0.44 ns and 83 ps, respectively.
(b) Distribution of energy dissipation. The mean and standard deviation of the distribution are 184 kT and 15.5 kT at room
temperature, respectively. (Reprinted with permission from Ref. 42. Copyright 2012, AIP Publishing LLC.)
we determine the expression of torque due to stress
from the stress anisotropy energy [see Eq. (5)] as
TE,stress = −eˆr×∇Estress = −(3/2)λsσsin(2θ) eˆφ,
(32)
we see that the torque due to stress acts along the
out of magnet’s plane (eˆφ direction) and therefore
magnetization lifts out-of-plane (although the out-
of-plane demagnetization field due to small thick-
ness of the nanomagnet attempts to keep the mag-
netization in-plane). This out-of-plane excursion of
magnetization generates an intrinsic asymmetry,
which can completely switch the magnetization by
180◦ (Ref. 53). Full 180◦ switching is desirable since
it facilitates having the full tunneling magnetore-
sistance (TMR) while electrically reading the mag-
netization state using a magnetic tunnel junction
(MTJ).62; 63; 64; 65; 66; 67; 68
Such full 180◦ switching of magnetiza-
tion (i.e., memory operation) in piezoelectric-
magnetostrictive heterostructures was first ad-
dressed by Roy in Ref. 33. Note that Ref. 109
shows the Bennett clocking operation57 for logic
design, which is not memory operation since us-
ing a neighboring nanomagnet to switch another
nanomagnet is tantamount to using a magnetic
field,110 the direction of which has to be reversed
for switching the memory bit in either direction.
Also, Ref. 109 performed an incorrect analysis by
assuming that magnetization always resides in-
plane, which leads to a very high switching delay
and high energy-delay product compared to the
traditional transistors.111 This was addressed and
explained by Roy.7; 112; 113
Figure 16 illustrates the magnetization switch-
ing alongwith the simulation results of different
distributions in the presence of room-temperature
thermal fluctuations. When magnetization starts
switching from θ = 180◦, the initial orientation
of magnetization is a distribution due to random
thermal fluctuations. When magnetization reaches
θ = 90◦, the time taken to reach there is also a dis-
tribution due to thermal fluctuations. After mag-
netization reaches around θ = 90◦, stress needs to
be released to switch the magnetization. However,
there can be two states magnetization can end up:
(1) θ = 180◦ causing a switching failure, and (2)
θ = 0◦ leading to successful switching. As shown in
the Fig. 16, magnetization’s excursion out of mag-
net’s plane in a particular direction would lead to
successful switching. As presented in the Fig. 13, a
sufficiently fast ramp rate of stress accompanied by
a sufficiently high stress is conducive to successful
switching, i.e., the out-of-plane excursion of magne-
tization in the specified directions as shown in the
Fig. 16 would be maintained. Therefore, the out-
of-plane excursion of magnetization generated an
equivalent intrinsic asymmetry for magnetization
switching in the correct direction. If magnetization
starts switching from θ = 0◦ instead of θ = 180◦,
the direction of out-of-plane excursions of magne-
tization as shown in the Fig. 16 would be exactly
opposite.
Note that the aforesaid magnetization switch-
ing as presented in the Fig. 16 requires to read
the magnetization state using spin valve/MTJ to
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Fig. 16. Illustration of magnetization switching between two anti-parallel states (±z-axis). Stress rotates magnetization out
of magnet’s plane and when magnetization reaches the hard plane (θ = 90◦), intrinsic dynamics dictates that magnetization
lifts out-of-plane in a certain direction so that a complete 180◦ switching of magnetization is possible.53,42 While switch-
ing along the –y-axis rather than +y-axis (shown by arrows), the directions of the out-of-plane excursions would be exactly
opposite.53 Three distributions are shown for θ = 180◦ to 0◦ switching: the one at θ = 180◦ depicts the initial distribution
of magnetization when no stress is active, the other two distributions around θ = 90◦ and θ = 0◦ correspond to 60 ps ramp
period and 15 MPa stress,42 which are Figs. 10(a), 14(a), and 15(a), respectively.
sense when magnetization reaches around θ = 90◦
(since room temperature thermal fluctuations make
the traversal time a wide distribution as shown) so
that stress can be brought down around that time.
This has been discussed in the context of explain-
ing the results in the Fig. 14. The sensing element
reads the magnetization state and a comparator
can compare the read signal with a pre-calibrated
value for the MTJ resistance when magnetization’s
orientation is around θ = 90◦ (as explained in
Ref. 53). It is important to note that there is tol-
erance around θ = 90◦, i.e., stress does not need
to be withdrawn exactly at θ = 90◦ since the sens-
ing procedure cannot be perfect.53 It is shown that
the internal magnetization dynamics provides such
tolerance.53 Any additional element for compari-
son can be built using these energy-efficient multi-
ferroic devices in general.104; 105; 106 Researchers
are trying to replace the traditional switch based on
charge-based transistors by a new possible “ultra-
low-energy” switch (e.g., using multiferroic compos-
ites). Therefore, any circuitry can be built with the
energy-efficient switch itself rather than the conven-
tional transistors.104; 105; 106 Usually, it requires
several peripheral circuitry in conjunction with the
basic switch in a system.107; 108 While researchers
report on the performance metrics of the basic
switch itself, the total energy dissipation consid-
ering the other required circuitry does not change
the order of energy dissipation, utilizing the respec-
tive devices.107; 108 Therefore energy efficient tech-
nologies can be envisaged using such magnetization
switching mechanism7; 33; 93; 53; 42 and comput-
ing methodologies7; 34; 35 based on such switching
mechanism.
Also such aforesaid switching is confirmed
by others,114; 115; 116; 117; 118; 119 but they do
not perform a detailed analysis using stochastic
Landau-Lifshitz-Gilbert equation of magnetization
dynamics and therefore do not conceive or mention
the requirement of sensing circuitry due to the wide
distribution of traversal times in the presence of
room temperature thermal fluctuations as explained
earlier. While it is desirable that an additional sens-
ing procedure can be avoided, the methodology53
tackles the variation in the traversal time of magne-
tization particularly the crucial initial distribution
of magnetization effectively for successful switching
and it also aids in decreasing the switching delay
given a certain error probability. An out-of-plane
field (see Ref. 42) can help breaking the symmetry
while switching the magnetization but the varia-
tion in traversal times towards the hard axis due
to the initial Boltzmann distribution of magneti-
zation is large enough to cause switching failures
(note that it requires very low switching error prob-
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ability e.g., < 10−4 to be technologically viable).
While further research may lower the error proba-
bility with a symmetry breaking field or possibly by
other means, the critical understandings behind the
switching dynamics of magnetization as explained
by Roy in Ref. 53 is an important step forward to
the technological applications for building memory
and logic using multiferroics.
In Ref. 35, information propagation in a
chain of nanomagnets using Bennett clocking
mechanism57 in the presence of room-temperature
thermal fluctuations is analyzed. It is found that
the inherent magnetization dynamics caused by the
out-of-plane excursion of magnetization can lead to
switching failure even if there is dipole coupling be-
tween neighboring nanomagnets that can introduce
asymmetry in switching. But such asymmetry is not
sufficient and therefore the asymmetry caused by
the out-of-plane excursion53 can be utilized for suc-
cessful switching of magnetization. Once again, here
a sensing element is required to detect when mag-
netization reaches around θ = 90◦ and multiferroic
devices can be utilized to build such functionality,
which would not change the order of energy dissi-
pation.
But, one contradictory viewpoint exists that
any other circuitry other than the switching de-
vice itself needs to be built with traditional
transistors,120 which however undermines the re-
search behind finding a switch replacing the tran-
sistor itself41; 111 and therefore incorrect lacking
the understandings over the development of tran-
sistor based circuitry.107; 108 Such viewpoint does
not exist anywhere else in literature. A few con-
tradicting facts vis-a-vis the comment made by
Bandyopadhyay and Atulasimha (referred as BA
onwards) in Refs. 120, 121, 122 are as follows:111
(1) BA are coauthors of Roy in Refs. 33, 93, 53,
54, 42, where energy-efficiency is claimed, requir-
ing the sensing procedure too. In particular, en-
ergy efficiency is claimed in the presence of ther-
mal fluctuations in Ref. 42, which requires the
sensing element, explained in details by Roy in
Ref. 53. Also, there is a patent123 following the
research conceived by Roy33; 93; 54; 42; 53; 7; 112
that claims energy-efficiency, requiring the sensing
element therein as well. Therefore, the comment
made by BA in Ref. 120 has no technical basis. (2)
Note that Ref. 122, coauthored by BA, uses pre-
cisely shaped pulses. Such pulses need to be gen-
erated too using some circuitry. According to BA,
transistors need to be utilized to build such cir-
cuitry and the system would dissipate too much
energy, invalidating the claim of energy efficiency
in Ref. 122. Note that one additional hardware can-
not be shared between many devices distributed on
a chip due to interconnect delay and loading ef-
fect. Also, note that pulse shaping is an ineffective
countermeasure since it is not helping much in re-
ducing the error probability, therefore building and
using such circuitry do not make sense either. (3)
Ref. 124, in which BA are coauthors, proposed a
“toggle” switch (as stated that “a write cycle must
be preceded by a read cycle to determine the stored
bit”), which would require a similar use of spin-
valve or MTJ for reading the known bit, storing it,
and then using it for comparison. According to BA,
such additional circuitry needs to be constructed
with energy-inefficient transistors, invalidating the
claim of energy efficiency in Ref. 124.
According to the unsubstantiated and
incorrect viewpoint as stated by BA,120
the switching methodology confirmed by
others114; 115; 116; 117; 118; 119 will require the
sensing circuitry too (as already explained by Roy
in Ref. 53) and hence will be energy-inefficient.
However, as explained earlier, any circuitry can be
built with the energy-efficient switch itself rather
than the conventional transistors104; 105; 106 and
furthermore BA contradict themselves as explained
above. Therefore, there is no technical reason-
ing behind such point raised by BA in Ref. 120.
The other unsubstantiated points raised by BA in
Ref. 120 on Ref. 34 are also technically incorrect
as explained.111 Another paper125 also incorrectly
stated that stress has to “to drive the magnetization
switch out-of-plane at first”, however, as pointed
out by the Eq. (32) that the out-of-plane excur-
sion is inherent to the magnetization dynamics.53
Such out-of-plane motion also increases the switch-
ing speed to the order of GHz.54; 53 Furthermore,
Ref. 125 did not study the consequence of room-
temperature thermal fluctuations, which is critical
to the magnetization dynamics and error probabil-
ity of switching.
One of the critical points to conceive while
proposing energy-efficient systems is that it must
be area-efficient as well to compete with the tra-
ditional transistors e.g., our laptops cannot be 10
times bigger. However, such area-inefficient devices
have been proposed in Ref. 126, which claims a
superior design of magnetoelastic memory, com-
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pared to an earlier idea.127; 43; 128; 129 Compar-
atively, the lateral area chosen by Ref. 126 is an
order higher than that of chosen by Ref. 127. Also,
Ref. 126 chooses to use two pairs of lateral elec-
trodes, used to apply stress at angles, understand-
ing behind which is otherwise known, e.g., Ref. 130,
which has however issues with room-temperature
thermal fluctuations. The additional lateral pads
cannot be dispensed and particularly they need to
be large for application of stress, thereby consum-
ing additional large area for each nanomagnet apart
from the area consumption by the nanomagnet it-
self. The area consumed by the proposal in Ref. 126
(also Refs. 124, 121) is so high that the devices be-
come of micro-scale size, therefore, the proposals
are untenable for building nanoelectronics.131; 41
There is an ongoing drive to reduce the area-
consumption,132; 87 but the proposals in Refs. 126,
124, 121 do not bode at all on such crucial front.
There is also similar issue regarding area ineffi-
ciency in the proposal by Ref. 125 due to consuming
large area, which is a crucial issue and therefore un-
tenable for meeting practical standard requirement
of area density 1 Tb/in2.
Furthermore, Ref. 126 performs an incorrect
analysis while comparing error probability and
switching delay with that of the Refs. 127, 43, 128,
129, and underestimates the MTJ resistance ratio
with an incorrect statement “The maximum value
of this ratio (assuming η1 = η2 = 1) is 2:1” (for
details see Ref. 111). Also, there is a very basic is-
sue behind the multi-step switching methodology
proposed in Refs. 126, 124, which increases the
switching delay exponentially while meeting a low-
ered error probability.111 It should be noted too
that Refs. 126, 124 have assumed instantaneous
ramp for stress, which is unreasonable and crucial,
since ramp that is not fast enough causes switching
failures.53; 42
Also, switching delay is a major perfor-
mance metric while proposing energy-efficient sys-
tems, since devices with lower switching speed
would take more time given a computation task
to be performed, therefore making the energy-
delay product a tenable performance metric. If
we calculate the switching delay of magnetiza-
tion according to Ref. 109, it will come out
∼1000 ns, which is clearly untenable for build-
ing nanoelectronics,131; 41 While comparing with
spin-transfer-torque (STT) switching mechanism,
if one compares an usual performance metric i.e.,
switching delay-energy, clearly Ref. 109 performs
inferior to STT switching. Also consider the issue
that 1 hour of execution would take 100 hours or
more using the operation presented in Ref. 109,
which however performed an incorrect analysis.111
If charge based transistors were to operate slow,
the energy dissipation would not have been an
issue.107; 131; 41
In Ref. 122, the authors proposed to reduce
error probability of switching in a system of two
dipole-coupled magnetostrictive nanomagnets in
strain-mediated multiferroic heterostructures using
voltage (stress) pulse shaping. The authors conclude
that high success probability of switching cannot
be achieved at high switching speed (∼1 ns), and
therefore their proposed system is only applicable
for niche applications (but therein too it is infe-
rior to the traditional transistors). However, such
conclusion lacked the critical understandings be-
hind such high error probability for general-purpose
logic applications. Fortunately, such analysis and a
possible solution along the line of the analysis is
present in literature35 using Bennett clocking57 for
logic design, on which Ref. 122 (and arXiv version
Ref. 133) has made some incorrect statements. Ear-
lier, a subset of the authors of Ref. 122 also pub-
lished a paper134 on a four magnet system using
the Bennett clocking mechanism, where the authors
also came up with a similar conclusion of high error
probability and the demise of multiferroic nanomag-
netic logic, however, without relevant analysis sim-
ilar to the case as in the Ref. 122. There are several
technical issues in Ref. 122 as well.111 Due to the
incorrect analysis performed in the Refs. 134, 122,
in Ref. 135, the authors cast doubt on that front,
which is incorrect too.
Rather than using Bennett clocking
mechanism57 for logic design, Ref. 34 proposed
universal logic gates (NAND/NOR) utilizing a sin-
gle device with multiple contacts on the device to
add up the strains generated in the piezoelectric
layer,136 and a Set input to preset the non-volatile
magnetization state and facilitate concatenation.
Ref. 34 uses the switching methodology presented
in Ref. 53 and it is clearly mentioned while refer-
ring the Ref. 53 that “Computing methodologies
utilizing such 180◦ switching mechanism between
the two stable states of a shape-anisotropic mag-
netostrictive nanomagnet have not been proposed
so far”. However, BA in Ref. 120 casts doubt on
that, which has no technical basis as explained
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Fig. 17. (a) Potential landscapes of the nanomagnet with no stress and 6.1 MPa stress, as in Ref. 138. (b) Three-dimensional
potential landscape showing the deflection of magnetization out of magnet’s plane (y-z plane, φ = ±90◦). (c) Room-
temperature (300 K) thermal distribution of θ when no stress is active. (d) Room-temperature (300 K) thermal distribution
of θ when 6.1 MPa stress is applied.
earlier. Moreover, BA in Ref. 121 follow the same
idea presented in Ref. 34 by Roy and uses a ∼ 90◦
(precisely 86.4◦) switching mechanism following an
earlier idea by others.127; 43; 128; 129 Therefore,
magnetization does not switch a complete 180◦ in
Ref. 121 and this leads to a low tunneling magne-
toresistance (TMR) while reading the magnetiza-
tion state and it has serious consequence on read
error probability. Ref. 121 states that it requires a
sensing circuitry for operation of the proposal in
the Ref. 34 and indicates as if it is an issue with
the computing proposal in Ref. 34. First, Ref. 121
does not point out at all that the sensing element
is required for complete 180◦ switching only and it
does not require so if 90◦ switching mechanism is
used.
Ref. 121 just uses resistors and potential di-
vider (see Fig. 1 in Ref. 121) to accommodate multi-
inputs (rather than using intrinsic strain-addition
property of piezoelectrics, while following the cen-
tral idea in Ref. 34) and the authors want to use
traditional transistors for any other circuit ele-
ment, which makes the proposal in Ref. 121 energy-
inefficient.111 (Note that a circuit element cannot
be shared between many devices distributed on a
chip due to interconnect delay and loading effect.)
It is stated in Ref. 121 (in the supplementary mate-
rial) that “The dissipation in the resistance R can
be negligible as we can make this resistance arbi-
trarily high.” This is incorrect (any standard electri-
cal engineering undergraduate textbook can be con-
sulted) since RC delay will be too high. Therefore,
the design proposed in Ref. 121 is untenable. There
are several technical issues in Ref. 121 as well.111
It should be noted that the switching as de-
picted in the Fig. 16 just toggles the magnetization
state upon application and removal of stress. There-
fore, it requires to read the magnetization state be-
fore writing a bit. If we want to switch the mag-
netization along a specified direction, it is possible
to use spin-transfer-torque with spin-polarized cur-
rent which was first proposed in Ref. 137 by Roy,
however, it incurs much higher energy dissipation
due to utilizing current-induced spin-torque mech-
anism. Unless new strategies to lower the energy
dissipation in spin-transfer-torque switching can be
achieved, a target of 1 aJ energy dissipation per
switching a bit of information cannot be reached.
Ref. 138 follows the idea presented in the
Ref. 137 with the addition of surface acoustic
wave (SAW) and also follows the formulation from
Refs. 42, 31. The basic idea was to switch the mag-
netization by STT along the desired direction when
magnetization comes at the hard-plane (θ = 90◦)
upon application of stress.137 However, thermal
fluctuations cause a wide distribution for the time
taken by magnetization to reach at θ = 90◦ as ex-
plained in Ref. 53. This is why STT current needs
be kept active for almost half of the duration of
switching.138 Figure 3 in Ref. 138 shows that the
energy dissipation with a stress of 6.1 MPa is 5×109
kT at room-temperature (300 K), which is ∼20 pJ.
This is 4-5 orders of magnitude higher than that
of traditional transistors and therefore untenable
for building nanoelectronics.131; 41 Also, Fig. 3 in
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Ref. 138 shows the energy dissipation when no stress
is present (only switching in STTRAM), which is
∼ 40×109 kT = 160 pJ. Note that Ref. 138 has con-
sidered the material Terfenol-D as free layer in STT
switching to calculate the energy dissipation. How-
ever, the material that is commonly used for the free
layer is CoFeB,139; 132; 67; 140 which has Gilbert
damping parameter α an order lower139; 132 than
Terfenol-D (α of Terfenol-D is 0.1 used by Ref. 138).
The critical current of switching is proportional to
the damping parameter139; 132 and the energy dis-
sipation is proportional to the square of the switch-
ing current. Therefore, Ref. 138 calculated incor-
rectly the switching current an order higher (23
mA) and energy dissipation about two orders higher
(∼160 pJ) for STT switching (Ref. 139 correctly de-
termined switching current∼1 mA and energy dissi-
pation ∼1 pJ experimentally). Clearly, the compari-
son with STT switching performed in Ref. 138 is in-
correct and actually the energy dissipation in STT
switching is 12.5 times lower (in stead of 8 times
higher as incorrectly claimed by Ref. 138) than the
hybrid scheme proposed in Ref. 138.
Also, the energy dissipation calculated in
Ref. 138 due to SAW is missing a crucial point that
will make the energy dissipation exceedingly high.
Ref. 138 says that “SAW is global and affects ev-
ery memory cell.” This is represented in Fig. 17(a)
that with the application of 6.1 MPa stress the bar-
rier height decreases but it is not sufficient enough
to make the potential landscape monostable and
cause switching. However, when stress is applied
the magnetization does rotate. The distribution in
Fig. 17(d) upon application of stress is wider than
the distribution in Fig. 17(c) when no stress is ac-
tive. Therefore, the energy dissipation upon appli-
cation of stress and removal of stress must be cal-
culated, which is missed by Ref. 138. This energy
dissipation turns out to be ∼40 kT for one cell.
Considering just 1 MB memory, clearly such strat-
egy would dissipate an energy which is quite worse
than that of transistors.131; 41
Ref. 141 embraces the same concept of using
STT (as proposed in Ref. 137) and does not con-
sider the sensing procedure (explained in Ref. 53),
which is required for successful switching in strain-
mediated multiferroic composites in the presence
of thermal fluctuations without STT, as explained
earlier. This is why the Ref. 141 incorrectly terms
Refs. 93, 53 as stochastically unstable. Since, using
STT leads to energy-inefficiency137; 138; 141, sym-
metry breaking by other means rather than using
STT is desirable.
In Ref. 87, it is shown that interface and ex-
change coupling in multiferroic heterostructures can
facilitate switching of magnetization in a particu-
lar direction without using spin-torque mechanism,
while incurring miniscule energy dissipation and
there is no necessity of a sensing element as required
for strain-mediated multiferroic composites.53 The
switching methodology presented in the Ref. 87 can
be harnessed for logic design and computing pur-
poses too.34; 35 In the next subsection, we will
present the simulation results for magnetization
switching in such interface and exchange coupled
multiferroic heterostructures.
Figure 18(a) shows the thermally averaged
switching delay versus stress with different ramp
duration (60 ps, 90 ps, 120 ps) as a parameter.
Only the successful switching events are consid-
ered here since the switching delay metric does not
make sense for an unsuccessful event. For a certain
stress, if the ramp duration is decreased (i.e., the
ramp rate is increased), the stress reaches its maxi-
mum value quicker and switches the magnetization
faster, thereby decreasing the switching delay. For
ramp durations of 60 ps and 90 ps, the switching
delay decreases with increasing stress since an in-
creasing stress anisotropy rotates the magnetization
faster. However, for 120 ps ramp duration, the de-
pendence of switching delay decreases with stress is
non-monotonic, due to the exactly the same reason-
ing that caused the non-monotonicity in Fig. 13. A
high stress accompanied by a long ramp duration
is harmful since during the ramp-down phase it ro-
tates the magnetization in “bad” quadrants leading
to increased switching delay and even switching fail-
ures.
Figure 18(b) shows the standard deviation of
switching delay distribution with stress for 60 ps
ramp duration. At higher values of stress, the in-
creased stress anisotropy energy makes the poten-
tial landscape more deep and resist the thermal fluc-
tuations more effectively. Therefore, the spread in
switching delay diminishes with a higher stress.
Figure 19(a) shows the thermal mean of the to-
tal energy dissipated to switch the magnetization
as a function of stress for different ramp durations.
For a certain ramp duration, the average power dis-
sipation (Etotal/τ) increases with stress and for a
certain stress it decreases with increasing ramp du-
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Fig. 18. (a) The thermal mean of the switching delay (at 300 K) versus stress (10–30 MPa) for different ramp durations (60
ps, 90 ps, 120 ps). Switching may fail at low stress levels and also at high stress levels for long ramp durations. Failed attempts
are excluded when computing the mean. (b) The standard deviations in switching delay versus stress (10–30 MPa) for 60
ps ramp duration at 300 K. We consider only the successful switching events in determining the standard deviations. The
standard deviations in switching delay for other ramp durations are of similar magnitudes and show similar trends. (Reprinted
with permission from Ref. 42. Copyright 2012, AIP Publishing LLC.)
Fig. 19. (a) Thermal mean of the total energy dissipation versus stress (10–30 MPa) for different ramp durations (60 ps, 90
ps, 120 ps). Once again, failed switching attempts are excluded when computing the mean. (b) The ‘CV 2’ energy dissipation
in the external circuit as a function of stress for different ramp durations. The dependence on voltage is not exactly quadratic
since the voltage is not applied abruptly, but instead ramped up gradually and linearly in time. (Reprinted with permission
from Ref. 42. Copyright 2012, AIP Publishing LLC.)
ration. A higher stress leads to more ‘CV 2’ dissipa-
tion (see Fig. 19(b)) and also more internal dissipa-
tion because an increasing stress anisotropy results
in a higher torque. A slower switching (i.e. more
adiabatic) decreases the power dissipation. But the
switching delay curves in the Fig. 18(a) show the
opposite trend. At a slower ramp rate (higher ramp
duration), the average power dissipation Etotal/τ
is always smaller than that of a higher ramp rate.
However, the switching delay does not decrease as
fast as with higher values of stress (in fact switch-
ing delay may increase for higher ramp duration,
see Fig. 18(a)), which is why the energy dissipation
curves in Fig. 19(a) exhibit the cross-overs.
Figure 19(b) plots the ‘CV 2’ energy dissipation
due to the application of voltage-induced stress for
different ramp durations. Stress is proportional to
the applied voltage V , and therefore the ‘CV 2’ en-
ergy dissipation increases with stress for a certain
ramp duration. This ‘CV 2’ energy dissipation how-
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Fig. 20. Thermal mean of the switching delay versus thermal mean of the total energy dissipation for different stress levels
(10–30 MPa) and different ramp durations (60 ps, 90 ps, 120 ps). Once again, failed switching attempts are excluded when
computing the mean.
ever is a small fraction of the total energy dissi-
pation (< 15%) particularly because a miniscule
voltage-generated stress is required to switch the
magnetization of a magnetostrictive nanomagnet
in a piezoelectric-magnetostrictive multiferroic. The
‘CV 2’ dissipation decreases with an increasing ramp
duration (i.e., slower ramp rate) for a certain stress
since the switching becomes more adiabatic. This
component of the energy dissipation would come as
several orders of magnitude higher if we switch the
magnetization with an external magnetic field142
or spin-transfer-torque.30
Note that we would require an adiabatic circuit
to take advantage of the energy saving due to using
an adiabatic pulse. In any case, using a piezoelectric
layer of higher piezoelectric coefficients e.g., utiliz-
ing lead magnesium niobate-lead titanate (PMN-
PT) instead of lead-zirconate-titanate (PZT), the
energy dissipation can be reduced further. Also,
PMN-PT can generate anisotropic strain, which
allows us to work with lower voltage for a re-
quired strain, thereby reducing the energy dissipa-
tion even further. PMN-PT layer has a dielectric
constant of 1000, d31=–3000 pm/V, and d32=1000
pm/V (Ref. 48). With the piezoelectric layer’s thick-
ness tpiezo=24 nm (Ref. 42), V = 1.9 mVs (2.9
mVs) of voltages would generate 20 MPa (30 MPa)
compressive stress [σ = Y deff (V/tpiezo), where
deff = (d31 − d32)/(1 + ν)] in the magnetostric-
tive Terfenol-D layer, which has Y = 80 GPa,42
and Poisson’s ratio ν = 0.3 (Ref. 143). Modeling
the piezoelectric layer as a parallel plate capaci-
tor (∼100 nm lateral dimensions), the capacitance
C=2.6 fF and thus CV 2 energy dissipation turns
out to be < 0.1 aJ. This is without considering
any energy saving with the help of an adiabatic cir-
cuit. Such miniscule energy dissipation is the basis
of ultra-low-energy computing using these multifer-
roic devices.33; 7; 34; 35
Figure 20 plots the switching delay versus en-
ergy dissipation for different ramp durations. This
plot can be extracted from the Fig. 18(a) (stress
versus switching delay) and Fig. 19(a) (stress ver-
sus energy dissipation). This plot signifies that as
the switching delay increases, energy dissipation
deceases. This points out the usual delay-energy
trade-off. For 120 ps ramp duration, there is a op-
posite trend at higher stress values, the reasoning
behind which has been already described while ex-
plaining the results in the Fig. 13.
3.2. Interface and exchange coupled
multiferroic heterostructures
Here we present the simulation results for
interface and exchange coupled multiferroic
heterostructures.87 Fig. 3 shows that the nano-
magnets (M1 and M2 layers) and the ferroelec-
tric P -layer are made of Fe and PbT iO3, respec-
tively, while the spacer layer is made of Au and
the thicknesses of the trilayer M1/spacer/M2 are
1/4/1 monolayers.71; 79; 144; 145 The Fe layer has
a unit cell length of 0.287 nm and it possess the
following material parameters: saturation magneti-
zation (Ms) = 1e6 A/m, and damping parameter
(α) = 0.01.146; 147; 148 The elliptical lateral cross-
section (y-z plane, Fig. 3) of the vertical stack has
a dimension of 15nm × 7nm. The P -layer has a
unit cell length of 0.388 nm and it has 5 layers
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in the vertical direction (x-direction, Fig. 3)71.
The energy difference between the P-alignment and
AP-alignment is 10 meV/atom,71 and the absolute
value of energy is calculated to be about 10 eV or
385 kT at room-temperature. This huge interface
coupling makes potential landscape of M1 monos-
table at θ = 180◦ or at θ = 0◦ depending on the
P -alignment or the AP -alignment in the trilayer,
respectively. Due to the monostable energy land-
scape and huge energy barrier, spontaneous switch-
ing of magnetization between θ = 180◦ and θ = 0◦
cannot take place. The interface coupling energy is
a few orders of magnitude higher than the shape
anisotropic energy and hence consideration of shape
anisotropy does not make any significant difference,
however, it is included during the simulations.
If we consider the P -layer as a parallel plate
capacitor and use a relative dielectric constant of
1000,149 the capacitance C of the layer becomes
∼0.4 fF. If the P -layer is accessed with a 10 µm long
silver wire with resistivity ∼2.6 µΩ-cm,150 the re-
sistance R can be calculated as ∼3 kΩ. Therefore,
the RC time constant turns out to be the order
of 1 ps. We assume that the ferroelectric PbT iO3
has a coercive voltage of 20 MV/m151 and hence a
voltage V ≃ 40 mv is required to switch its polar-
ization. Note that polarization switching is possible
in less than 100 ps152 and a voltage ramp with pe-
riod T = 100 ps or more is considered to enforce
the quasistatic (adiabatic) assumption (T ≫ RC).
Without any adiabatic assumption, the metric CV 2
can be calculated as 0.5 aJ and hence the energy
dissipation due to the application of the voltage is
miniscule. With 100 ps ramp period, the “CV 2”
dissipation is determined as a negligible value of
0.01 aJ.93; 42 Note that we do not calculate any
standby leakage current through the thin ferroelec-
tric since the device operation is non-volatile, i.e.,
it is possible to turn off the voltage without loosing
the information in long term. However, during the
active mode of operation, the leakage needs to be
considered, however, the tunneling current is small
(< 1 nA, Ref. 77) leading to negligible energy dissi-
pation. Another issue that needs to be considered is
ferroelectric fatigue, which may make the coercive
field higher over time,153; 154 i.e., it would require
a higher voltage to switch the polarization. How-
ever, the energy dissipation due to applied voltage
is miniscule, and therefore it does not appear to be
a bottleneck provided the polarization switches and
the interface coupling between the P -layer and the
trilayer persists. In any case, further progress in the
experimental front can handle such issues better.
Figure 21 presents a sample magnetization dy-
namics in the presence of room-temperature (300
K) thermal fluctuations. The ramp period is con-
sidered to be 100 ps and the it turns out from the
simulation that switching has completed in less than
175 ps. Note that during the course of switching,
random thermal kicks have forced magnetization to
backtrack temporarily, however, the strong interface
anisotropy has eventually enforced magnetization to
switch from θ ≃ 180◦ to θ ≃ 0◦.
Figure 22 plots the average switching delay ver-
sus average energy dissipation for a range of ramp
periods (0.1 ns – 1 ns). A moderately large num-
ber of simulations (10,000) in the presence of room-
temperature (300 K) thermal fluctuations are per-
formed and they are averaged to generate each point
in the curve. For each trajectory of the 10,000 sim-
ulations, when the magnetization reaches θ ≤ 5◦,
the switching is deemed to have completed. Note
that as we increase the ramp period of applied volt-
age across the heterostructure, the switching delay
also increases and less energy is dissipated in the
switching process, elucidating the well-established
delay-energy trade-off for a device in general. The
results clearly demonstrate that that switching in
sub-nanosecond delay is possible while dissipating
a miniscule amount of energy of ∼1 aJ. Note that
the “CV 2” energy dissipation is a couple of orders of
magnitude lower than the energy dissipation due to
Gilbert damping and it decreases with the increase
of ramp period since the switching becomes more
adiabatic.93; 42 While the Figure 22 provides the
mean of the switching delay distribution, the stan-
dard deviation in switching delay is also an impor-
tant performance metric. the standard deviation for
ramp period of 0.1 ns is about 22 ps and it increases
about twice when the ramp period is increased to
1 ns. At higher ramp period, thermal fluctuations
have more time to scuttle the magnetization and
cause variability in switching time, increasing the
standard deviation.
To understand the effect of temperature on the
performance metrics, simulations have been per-
formed at an elevated temperature (400 K) and
the metrics switching delay and energy dissipation
turn out to be similar (within 5%) compared to that
of room-temperature (300 K) case.87 Interestingly,
the mean switching delay at a higher temperature
T = 400 K decreases compared to the case at T =
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Fig. 21. A sample dynamics of magnetization while switching from θ ≃ 180◦ to θ ≃ 0◦ in the presence of room-temperature
(300 K) thermal fluctuations. The ramp period is 100 ps and the switching delay is 168.5 ps. The energy dissipation due to
Gilbert damping is 1.42 aJ. ( c©IOP Publishing. Reproduced by permission of IOP Publishing from Ref. 87. All rights reserved.)
Fig. 22. Switching delay-energy trade-off as a function of ramp period (upper axis). For a faster ramp, the switching becomes
faster but the energy dissipation goes higher. Each point is generated from 10000 simulations in the presence of room-
temperature (300 K) thermal fluctuations and the average values of switching delays and energy dissipations are plotted. For
0.1 ns ramp period, the average (max) switching delay is 175.3 ps (330.8 ps), while the mean energy dissipation is 1.56 aJ. For
a slower ramp with period 1 ns, the average (max) switching delay is 775.2 ps (1003.5 ps), while the mean energy dissipation
is 0.58 aJ. ( c©IOP Publishing. Reproduced by permission of IOP Publishing from Ref. 87. All rights reserved.)
300 K, which can be traced out from the reason-
ing that the initial deflection of magnetization due
to thermal fluctuations increases at a higher tem-
perature. Hence, magnetization is likely to start far
away from the easy axis at a higher temperature
for different trajectories, leading to the decrease in
the mean switching delay. It turns out that this de-
crease in mean switching delay at T = 400 K is very
small (less than 2%) compared to that of T = 300 K.
However, the trend of standard deviation in switch-
ing delay with the increase in temperature shows an
opposite trend to that of the mean. It can be un-
derstood by considering that the standard deviation
of random thermal field at higher temperature in-
creases with temperature [see Eq. (10)]. The mean
energy dissipation decreases with increasing tem-
perature and this decrease at T = 400 K is quite
small (less than 3%) compared to the case of T =
300 K. This once again signifies the switching delay-
energy trade-off for this device.
So far we have considered the writing of a bit
of information by switching the magnetization from
one state to another, however, the magnetization
state needs to be read too. In this interface and
exchange coupled structure, the giant magnetore-
sistance (GMR)155; 156 of the trilayer is calcu-
lated to be of the order of 30%,71; 157 which pro-
vides a way to read the magnetization states (P-
alignment or AP-alignment). Although this GMR is
not that high compared to tunneling magnetoresis-
tance (TMR),62; 63; 64; 65; 66; 67; 68 suitable de-
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sign strategies can be possibly be devised to work
with this moderate value of GMR and also it may
be possible to increase the magnetoresistance by
suitable material choice and design. It is also ar-
gued in Ref. 71 that even with the variance in the
smaller thicknesses of the layers, it is still possible
to interface-couple the polarization and magnetiza-
tion in the proposed structures. It should be noted
that the modeling of interface anisotropy is not lim-
ited to the way that is performed here, however,
any strong interface-coupled system would facilitate
switching of magnetization from one state to the an-
other.
The important consequence of having such a
strong interface anisotropy is that we can achieve
devices of very small lateral area, and it is therefore
possible to cram an enormous amount of devices
on a single chip. If we use an area density of 10−12
cm−2, the dissipated power would be 10 mW/cm2
considering 1 aJ energy dissipation in a single nano-
magnet with 1 ns switching delay and 10% switch-
ing activity (i.e., 10% of the magnets switch at a
given time). Such extremely dense and ultra-low-
energy non-volatile computing systems can be pow-
ered by energy harvesting systems without the need
of an external battery.158; 159; 160; 161
4. Summary and outlook
We have reviewed the dynamical systems study
for electrical field-induced magnetization switch-
ing in strain-mediated multiferroic composites, and
interface and exchange coupled multiferroic het-
erostructures. The magnetization switching dynam-
ics in strain-mediated multiferroic composites using
Landau-Lifshitz-Gilbert equation revealed intrigu-
ing phenomena in binary switching mechanism. It is
shown that binary switching in a ‘symmetric’ poten-
tial landscape can be successful in the presence of
room-temperature thermal fluctuations. To achieve
such symmetry-breaking, we require the following
two criteria: (1) a sufficiently high stress that keeps
the magnetization more out of magnet’s plane in-
side the so-called “good” quadrants; and (2) a suf-
ficiently fast ramp rate that reduces the possibility
of backtracking causing switching failure. A high
stress and a fast ramp rate also increase the switch-
ing speed and counters the detrimental effects of
thermal fluctuations. This can potentially open up
a new methodology of binary switching since tilt-
ing the potential landscape would not be necessary
and such findings would stimulate experimental re-
search to establish the proposed methodology of bi-
nary switching. As stated, it requires to sense when
magnetization reaches around hard-plane so that
stress can be brought down thereafter to achieve
successful switching by breaking the symmetry of
having equal probability of successful switching and
switching failure in a‘symmetric’ potential land-
scape. Other ways to break this symmetry may be
harnessed and is subject to further research. Note
that the aforesaid switching in strain-mediated mul-
tiferroic composites just toggles the magnetization
state without being able to maintain the direction of
switching. It is shown that magnetization switching
in interface and exchange coupled multiferroic het-
erostructures can maintain the direction of switch-
ing.
The calculated performance metrics from LLG
simulations e.g., switching delay and energy dissi-
pation show a profound promise for technological
applications. The results show that switching can
take place in sub-nanosecond delay while expending
a miniscule amount of energy of ∼1 attojoule. This
energy dissipation is at least 2-3 orders of magni-
tude lower than that of the other emerging devices.
So multiferroic magnetoelectrics are intriguing in
respect to both basic physics of binary switching
and applied physics. Also, a strong interface and
exchange coupling in multiferroic heterostructures
enforces error-resiliency during the switching pro-
cess and facilitates to scale down the lateral dimen-
sions to unprecedented dimensions of ∼10 nm even
in the presence of room-temperature thermal fluc-
tuations. This is very crucial since it will help com-
peting with the traditional charge-based electronics
and consequently for building future nanoelectron-
ics. Due to these superior performance character-
istics of multiferroic magnetoelectrics as described
here, currently it is of immense interest to analyze
different possible theoretical designs followed by ex-
perimental demonstrations. Successful experimen-
tal implementations must tackle the issue of process
variation at low dimensions, which traditional tran-
sistors face too. Processors built on such devices can
lead to unprecedented applications that can work
by harvesting energy from the environment with-
out the need of an external battery e.g., medically
implanted device to warn an impending epileptic
seizure by monitoring the brain signals, wearable
computers powered by body movements etc. More-
over, the basic building blocks are non-volatile per-
mitting instant turn-on computer, facilitating com-
32 Kuntal Roy
putational designs, and avoiding energy dissipation
for bit storage elements in a system. This can poten-
tially perpetuate Moore’s law beyond the year 2020
and turn out to be an unprecedented opportunity
for ultra-low-energy computing in our future infor-
mation processing systems. Experimental efforts are
emerging and successful experimental implementa-
tion can potentially pave the way for our future na-
noelectronics.
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