W e consider a vehicle routing problem with uncertain travel times in which a penalty is incurred for each vehicle that exceeds a given time limit. A traditional stochastic programming approach would require precise knowledge of the underlying probability distributions of random data. In a novel approach presented here, we assume that only rough information on future travel times is available, leading to the multiple range forecasts of travel times and the probabilities of each range being realized. In this setting, we replace the point estimates of travel times on a scenario by range estimates. For each scenario, we then find the robust routes that protect the solution against the worst case within the given ranges, and finally we find the routes with the minimum expected cost. We propose a branch-and-cut algorithm to solve the problem and report computational results on both randomly generated and the well-known Solomon's instances. The results demonstrate that our approach is a favorable one when exact information of probability distributions is not available.
Introduction
The vehicle routing problem (VRP) is a combinatorial optimization problem seeking an optimal solution of vehicle routes to service a number of customers with a fleet of vehicles. Since the introduction of the truck dispatching problem by Dantzig and Ramser (1959) , the VRP has been an important problem in the fields of transportation, distribution, and logistics. It aims at minimizing the total travel cost subject to various side constraints, such as vehicle capacities, total travel times, time windows of customers, and so on. Comprehensive overviews of the VRP and variations of thereof have been published by Toth and Vigo (2002) and Golden, Raghavan, and Wasil (2008) . More recently, the VRP has been applied to environmental issues of growing public concern, such as CO 2 emissions and pollution (Palmer 2007; Bektas and Laporte 2011) .
In this paper, we address data uncertainty in the context of the VRP. Common sources of uncertainty include demands and travel times and/or service times. The majority of the research on data uncertainty over the past decades has focused on stochastic programming, which assumes that probability distributions governing the random data are known exactly or can be estimated precisely. To solve the stochastic VRP (SVRP), however, additional burdens related to the stochastic aspects of the VRP-which is already NP-hard without uncertainty-have to be dealt with. As a result, only relatively small instances can be solved to optimality. This challenge has led to various kinds of heuristic algorithms being proposed to obtain solutions, as summarized in Gendreau, Laporte, and Seguin (1996a) .
One of the most researched sources of uncertainty in the SVRP literature is stochastic demands (VRPSD). Tillman (1969) was the first to propose a modification of the saving heuristic algorithm for the VRPSD, but many authors have since presented various formulations and algorithms for the VRPSD. Stewart and Golden (1983) presented both a chanceconstrained formulation and a recourse formulation, and developed heuristic algorithms for solving them. Bertsimas (1992) formulated two widely accepted recourse actions regarding the so-called two-stage approach. Haughton (1998) presented models for estimating the performance of route modification as well as demand stabilization strategies for responding to stochastic demands. Laporte, Louveaux, and Van Hamme (2002) developed an integer L-shaped method for VRPSD with a recourse model, and Hjorring and Holt (1999) presented a new set of optimality cuts to improve the L-shaped procedure. Christiansen and Lysgaard (2007) formulated the VRPSD as a set-partitioning problem and proposed a column generation algorithm. More recently, Juan et al. (2011) proposed a flexible solution methodology to transform the issue of solving a given VRPSD instance into an issue of solving a small set of capacitated VRP instances.
The VRP with stochastic customers (VRPSC), in which each customer has a known probability of presence, and the VRP with both stochastic customers and demands (VRPSCD) have been dealt with by various researchers. For example, heuristics for the VRPSCD have been proposed by Jezequel (1985) and Benton and Rossetti (1992) . Bertsimas (1992) provided a more systematic analysis and presented several analytic properties and heuristics. Gendreau, Laporte, and Seguin (1995) were the first to propose an exact algorithm, and Gendreau, Laporte, and Séguin (1996b) developed a tabu search algorithm for the VRPSCD.
Compared with the amount of studies available on the VRPSD and VRPSC, relatively few papers have been published on the VRP with stochastic travel times. Lambert, Laporte, and Louveaux (1993) designed vehicle routes to collect deposits from bank branches and deliver them to the central office in a network with stochastic travel times. Laporte, Louveaux, and Mercure (1992) formulated the problem as a chance-constrained model, a three-index simple recourse model, and a two-index recourse model, respectively, and presented a branch-and-cut algorithm for each of these. Kenyon and Morton (2003) proposed embedding a branch-and-cut scheme within a Monte Carlo sampling-based procedure, whereas Shen, Ordonez, and Dessouky (2009) considered vehicle routes to minimize unmet demands in the presence of uncertain demands and travel times in the context of distributing medical supplies in response to large-scale emergencies, such as natural disasters or terrorist attacks.
Although stochastic programming problems require different models and solution techniques depending on the problem settings, they are all based on the same assumption: the probability distributions of the random variables are precisely known (or can be estimated). In practice, however, estimating the accurate probability distribution of future events is often difficult or impossible. For example, forecasting the probabilities of future demand for a new product is an extremely hard task because of the lack of historical data available both on the new product and on the occurrence of unexpected events, such as breakdown of the production line or the appearance of a new competitor. Even for the case where sufficient historical data are available, challenging computational issues, such as calculating multivariate integration to evaluate the expectation values, have to be met. Moreover, a steadiness of probability distribution is not guaranteed automatically; i.e., the probability distribution may vary over time.
In an attempt to overcome these difficulties, in recent years researchers have been focusing on robust optimization methodology, which assumes that the uncertain parameters belong to a bounded uncertainty set, such as, for example, ellipsoidal or polyhedral sets. The goal of this approach is to optimize against the worst realization of a situation that might arise because of data uncertainty. In robust optimization, the uncertainty of data is expressed by defining the uncertainty set instead of the probability distribution. If we have limited information on the probability distributions of data, it can be easier to define the uncertainty set than to estimate the probability distribution. For example, the uncertainty set from the first and second moments of random data can be defined without specifying a particular probability distribution.
Another advantage of robust optimization is that the robust counterpart can preserve the tractability of the original problem if the uncertainty sets are designed properly. For example, the robust counterpart of a linear program is also a linear program under the interval uncertainty sets of Bertsimas and Sim (2004) and a conic quadratic program under the ellipsoidal uncertainty sets of Ben-Tal and Nemirovski (2002) , respectively. To ensure computational tractability of the robust problem, most of the early work on robust optimization focused on worst case approaches over a convex uncertainty set. For a detailed explanation of traditional robust optimization, see Caramanis (2011) and Ben-Tal, El Ghaoui, and Nemirovski (2009) . Note that various other concepts of robustness have also been proposed, among which are the adjustable robustness model (Ben-Tal et al. 2004) , light robustness model (Fischetti and Monaci 2009) , and recovery robustness model (Liebchen et al. 2009 ). More recent contributions have considered distributionally robust optimization, which assumes that the probability distribution of the data is uncertain and belongs to a given set (Ben-Tal, Bertsimas, and Brown 2010; Goh and Sim 2010) .
3 Only a few papers applying robust optimization to the VRP have been published. Sungur, Ordonez, and Dessouky (2008) solved the VRP with demand uncertainty using several types of uncertainty sets. Their results show that the robust route can be protected from unmet demands whereas incurring only a small additional cost over deterministic optimal routes. Erera, Morales, and Savelsbergh (2010) took the duration constraints into consideration when solving the VRPSD. They assumed that each tour must be duration feasible for all demand realizations and determined the maximum duration of a given tour by solving the optimization problem of an adversary. Ben-Tal et al. (2011) proposed a methodology to generate a robust logistics plan that can mitigate demand uncertainty in humanitarian relief supply chains. They applied affinely adjustable robust optimization for dynamically assigning emergency response and evacuation traffic flow problems with time-dependent demand uncertainty. Recently, Lee, Lee, and Park (2012) considered VRP with deadlines, in which the uncertainty lies in travel times and demands, with the uncertainty set being defined with adjustable parameters. To solve this problem, these authors proposed the column generation algorithm using a robust version of shortest path algorithm with resource constraints.
In this paper, we focus on problem setups for which travel times are uncertain, and each vehicle incurs a penalty proportional to the duration in excess of a preset time limit. For example, in the case of the cashcollecting routes of Lambert, Laporte, and Louveaux (1993) , cash not returned to the central bank before a certain time of day is credited to the next day, consequently resulting in the loss of one day of interest, which is considered to be the penalty.
We assume that precise knowledge of the underlying probabilities of the travel times is not available. Instead, we assume that we are able to make rough range forecasts of future travel times based on past experiences. In particular, a future travel time between any two locations may be forecast using the ranges and probabilities of each range, as illustrated in the following statement: It may take 10 to 15 minutes to travel from customer A to customer B when traffic condition is normal and 25 to 30 minutes when traffic is heavy, where the probability of normal traffic condition is 30% and that of heavy traffic is 70%. This assumption is quite natural in the sense that estimating the ranges of travel times is relatively easy and likely to be associated with less error than estimating the probabilities of all possible future travel times. Note that we make no attempt to estimate the probability of any specific point occurring in each range. In other words, each range of travel times is not a uniform distribution of probability: we simply do not know the precise probability distribution (if it exists) inside each range. In this setting, we are unable to apply the traditional stochastic programming technique because the accurate probabilities of the travel times are not known. If multiple ranges for travel time were to be modeled as a single interval uncertainty set spanning all ranges, which is a common practice in robust optimization, very large intervals (10-30 minutes in the previous example) would be required, ultimately leading to overconservative solutions. An additional drawback to robust optimization in this particular case is that it focuses on the robustness of the solution, so it does not provide a direct method to use any (known) probability information explicitly. Consequently, it does not provide a suitable solution when the aim is to consider probabilistic information. In this specific problem setting, there are limitations to stochastic programming and robust optimization. We have therefore attempted to develop an approach that properly combines stochastic programming and robust optimization.
In our approach, we define a scenario as a random travel time of each arc of the network being realized only in one single range. In other words, in any specific scenario, each arc has one interval range of possible travel times (e.g., either a range of 10 15 or range of 25 30 for the arc from A to B in the previous example). For each realization of a scenario, we first find the robust route that protects the solution against the worst case within the given ranges. We then determine the optimal route with respect to the minimum expected worst case cost, where an expectation is taken over all scenarios. We call this approach a robust scenario approach. The contributions of our study to the literature are as follows:
• We consider the VRP with uncertain travel times, where the multiple range estimates of each travel time and their probabilities of being realized are available in advance.
• To obtain the minimum-cost routes at future realizations of travel times, we introduce the robust scenario approach, which incorporates the robust optimization methodology into the stochastic programming framework.
• We propose a branch-and-cut algorithm for solving the robust scenario problem.
• Our computational results show that the proposed algorithm can solve moderately-sized problems to optimality and that the robust scenario approach yields vehicle routes that are favorable in both the stochastic and robust sense.
The paper is organized as follows: Section 2 describes the VRP with stochastic travel times, and our robust scenario approach is presented in §3. Section 4 describes a solution method for solving our robust scenario model, and computational results of 
VRP with Stochastic Travel Times
In this section we first introduce a two-stage recourse stochastic programming model for the VRP with stochastic travel times when we have full knowledge of probabilities for future travel times, then we discuss its limitations. In the first stage of this model, a decision is made on the route of each vehicle, followed by the realization of the random variables corresponding to the stochastic travel times. In the second stage, penalties are incurred for excess durations. The vehicles have to follow their a priori routes; no route reoptimization is permitted. Hence, the objective is to minimize the total travel cost in the first stage, as well as the expected penalty incurred in the second stage. Of the models reported in the literature, ours is closest to those of Laporte, Louveaux, and Mercure (1992) , which additionally consider the stochastic service times. The notation and definitions used in the formulations are as follows:
V : The set of nodes (customers), the depot is node 1. A: The set of arcs. K: The set of vehicles. Using these notations, the following recourse model can be developed:
where the binary variable x kij takes value 1 if the arc i j is part of vehicle k's route, and 0 otherwise. Similarly, the binary variable u ki takes value 1 if customer i is serviced by vehicle k and 0 otherwise. The continuous variable y k represents the excess duration on the route of vehicle k for the realization of travel time vector . Objective (1) is to minimize the total travel cost plus the expected penalty. Constraints (2) conserve the flows of each vehicle at each node. Constraints (3) ensure that each customer is serviced exactly once. Constraints (4) state that a node can be serviced by a vehicle only if the node is visited on that vehicle's route. Constraints (5) enforce each route to start at the depot; constraints (6) eliminate subtours that are isolated from the depot; and constraints (7) and (10) imply that a penalty will be incurred by vehicle k only if the duration of its route, including service time, exceeds T . We assume that the probability distribution of the travel times has discrete and finite (but possibly many) supports, which means that the random travel time follows a discrete probability distribution and can possibly have many values. This stochastic programming model has two major drawbacks: First, it is difficult to estimate each scenario and its respective probability of occurrence with a high degree of accuracy since we have to estimate the probabilities of all possible travel times, and there can be arbitrarily many travel times. In the case of travel times, estimations of traffic conditions depending on the weather are comparatively reliable. However, it is not easy (or even impossible) to forecast traffic accidents or road repair, which are likely to be unexpected. Second, even when accurate information of probabilities is available, the problem can be solved to optimality within a reasonable time only when the total number of scenarios (cardinality of ) is limited. Most studies reported in the SVRP literature have attempted to design heuristic algorithms to obtain a qualified solution on large networks with a large number of scenarios, whereas exact algorithms have been able to solve the problem only in the case of small networks with a limited number of scenarios.
In the following section, we propose our approach to mitigate the effects of these drawbacks by dealing 5 with problem setups in which rough information on future travel times is available in advance.
Robust Scenario Approach
Instead of having precise knowledge of the probabilities for future travel times, we now assume that we have multiple range forecasts that we can use to obtain values for the uncertain travel times. This assumption is logical in the context of predicting travel times, where it is possible to classify the traffic conditions of known roads into several levels, such as light traffic, normal traffic, heavy traffic, and major traffic jams. Given this classification, we can then make fairly accurate range forecasts for each traffic condition, as well as the probability of each range being realized. In general, aggregated forecasts can be more accurate than individual ones.
In this setting, we define a scenario as the realization of one specific range of travel time for each arc. Then for each scenario we apply the robust optimization method to identify a robust route, i.e., a route that minimizes the worst case objective cost over the given range of that scenario. The optimal route is the one that minimizes the total travel cost plus the expected worst case penalty, where the expectation is taken over all scenarios. This problem can be described as follows:
where the range forecast for travel time on arc i j of vehicle k is given as t kij − d kij t kij + d kij , where d kij ≥ 0 represents the deviation from the nominal travel timet kij . It should be noted that in comparison with the traditional stochastic formulation (1)- (10), we are able to reduce the number of scenarios in our approach (the cardinality of ) by aggregating each travel time to a range of travel times. Since constraints (11) must be satisfied for all realizations of given ranges, the penalty is incurred for the longest duration and, therefore, the worst case cost is minimized. This model is actually equivalent to the one replacing each range of constraints (11) by the worst case travel timet kij + d kij ; thus, the solution for each scenario could be too conservative. One method to control the degree of conservativeness is to specify the number of travel times that can be at their worst case at the same time, as proposed by Bertsimas and Sim (2004) . We then have the following optimization problem: (2)- (6), (8)- (10) i j ∈At
where in constraints (12) controls the tradeoff between robustness and the level of conservativeness of the solution for each scenario by restricting the maximum number of travel times of a vehicle that can have the worst case values simultaneously. In general, a higher value of increases the level of robustness at the expense of a higher objective cost.
It appears that this problem is substantially more difficult to solve; however, by dualizing the inner maximization in constraints (12), we obtain a linear problem. To be specific, given a vector x * , the inner maximization problem for vehicle k and scenario equals the objective function of the following linear problem:
By replacing the inner maximization in constraints (12) with the dual of problem k x * we can then obtain the following linear problem, where z k and p kij are dual variables associated with constraints (13) and (14), respectively: (2)- (6), (8)- (10) i j ∈At
This problem is a mixed-integer programming problem in which the number of subtour elimination constraints (6) in particular is exponential in the size of input data. Consequently, the problem for a moderately sized network becomes barely solvable. In the
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The level of robustness for the constraints (12) can also be represented by the probability that the penalty occurs; i.e., y k > 0. In this interpretation, the parameter controls the probability that the total travel time of a route exceeds T . The exact value of the probability depends on the precise definition of the probability distribution. However, under some mild assumptions on the probability distributions, we have the following proposition specifying the bound of this probability. For a proof and more details, the reader is referred to Proposition 2 and Theorem 3 of Bertsimas and Sim (2004) . Proposition 1. Given a route for vehicle k of a feasible solution of P RS , let the travel time of arc i j on scenario be a symmetric, independent, and bounded random variable that takes values in t kij − d kij t kij + d kij . Then the probability that the penalty occurs for vehicle k on scenario , Pr y k > 0 , satisfies:
, n is the number of arc traversals in the route, = + n /2, and = − .
Note that this probability bound does not depend on the range of each random travel time. It only depends on the values of and n. This means we could use the probability bound as an absolute bound for any possible routes. In other words, the probability bound does not depend on the specific route of a vehicle but on the number of arc traversals of the route and the value of . Table 1 shows the probability bound values for different choices of n and . Suppose that, for example, the routes are expected to have less than 10 arc traversals for each route. Then setting = 3 means that we want to restrict the probability of the occurrence of the penalty for each route at about less than 30%.
In this approach, we adopted the definition of the cardinality constrained uncertainty set of Bertsimas and Sim (2004) to find robust routes. It is noteworthy that using more general definitions of uncertainty sets is also possible. For example, an ellipsoidal uncertainty set proposed by Ben-Tal and Nemirovski (2002) enables us to model the dependencies between the random travel times. However, using more general uncertainty sets often makes solving the robust counterpart problem much harder; e.g., we need to solve the second-order cone programming problems for the ellipsoidal uncertainty set. Moreover, estimating correlation between travel times might be tricky and unreliable when not enough historical data are available. 
Solution Method
We now propose a branch-and-cut algorithm to solve our robust scenario problem. Our algorithm is based on the well-known L-shaped method that was first introduced by Van Slyke and Wets (1969) and is a kind of Benders decomposition method applied to two-stage recourse stochastic programming problems. We decompose the problem into a master problem consisting of integer variables and subproblems consisting of continuous variables. We then iteratively solve the master problems and subproblems to generate cutting planes for the master problem. The master problem is as follows:
MP min
Let x kij ū ki ¯ k be the solution of the master problem. Then, for each vehicle k and each scenario , we have the following problem that has only the continuous variables:
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where C k = i j ∈A t kijxkij + i∈V kiūki − T and D kij = d kijxkij . Let w and v ij be dual variables associated with constraints (15) and (16), respectively. Formulation SP k is obtained by dualizing the previous problem given the optimal values of the master problem:
Let w v ij be an optimal solution and s k be an optimal value of SP k . Then, if k < s k , the following optimality cut is added to (MP):
The optimal solution of SP k can easily be obtained in O A · min log A , as shown in the following proposition. Let A k = i j ∈ A x kij = 1 , and k be the subset of A k consisting of -largest arcs with respect to d kij values.
Proposition 2. Let a solution ŵ v to SP k be given as follows andŝ k be the corresponding objective value:
otherwise;
Then ifŝ k > 0, ŵ v andŝ k are the optimal solution and optimal value of (SP) k , respectively. Otherwise, the optimal solution is such that all variables take values of 0 and the optimal value is 0. Moreover, the optimal solution of (SP) k can be obtained in O A · min log A .
Proof. Lets k and w ṽ be the optimal objective value and solution of (SP) k . It is clear thats k ≥ 0 because w v = 0 0 is always feasible. We assumẽ s k > 0 and w > 0; otherwise, it is trivial. Since ŵ v is a feasible solution,ŝ k ≤s k holds. First, it can be easily seen thatw = k holds. Then by constraints (18) and (19) we havẽ
Moreover, to compute the values of the optimal solution, all we have to do is determine -largest arcs from the set A k by sorting arcs with respect to d kij , which can be done in O A · log A . However, if is smaller than log A , then we only need to go through all arcs times to determine -largest arcs. Thus we can obtain the desired time complexity.
The optimal value of (SP) k is then equal to the delay penalty of vehicle k on scenario , given the optimal solution of the master problem. We can now solve our robust scenario problem as follows: First, we solve the master problem and generate subproblems by injecting the optimal solution of the master problem into the objective of the subproblems for each vehicle and scenario. We then solve the subproblems by exploiting the result of Proposition 2, thereby generating optimality cuts if necessary; this process is repeated until no cut can be added. However, because the number of subtour elimination constraints in (6) becomes exponential to the size of the nodes on the network, it may be impossible to directly solve the master problem for large networks. Therefore, to be able to efficiently solve the problem, we incorporate the subtour elimination constraints (6) and the optimality cuts (17) into branch-and-bound method, which is called branch and cut. It is well known that the separation for the subtour elimination constraints can be done in polynomial time (Padberg and Rinaldi 1991) for any LP-optimal solution of any branch-and-bound node. However, the separation procedure can be simplified further if we add the subtour elimination constraints only when the LP-optimal solution is integer. To find any violated subtour elimination constraints in the current integer solution, we used the following method: First, for each vehicle k, we construct graph G V Â , whereÂ = i j ∈ A x kij = 1 . Second, we apply the depth-first search that can be run in O Â in the graph G V Â to see if the graph is connected. If it is not, each connected component gives rise to a violated subtour elimination constraint. Note that the purpose of this separation procedure is to guarantee subtour-free integer solutions, rather than tightening Step 0. Set the value z best of the best integer solution as being equal to . Create a node that corresponds to the LP relaxation of MP and insert it into the node list.
Step 1. Select a node from the node list. If none exists, stop.
Step 2. Solve the selected node. Let x kij ū ki ¯ k be an optimal solution andz be an optimal value.
Step 3. Ifz ≥ z best , fathom the current node and return to Step 1.
Step 4. If the solution is not integer, branch on a fractional variable. Create corresponding nodes, insert these into the node list and return to Step 1.
Step 5. Check for any subtour that are isolated from the depot. If at least one of the subtours can be identified, introduce a suitable number of subtour elimination constraints (6), and return to Step 2.
Step 6. For each vehicle k and scenario , solve SP k . Let s k be an optimal value. If k < s k , introduce the optimality cut (17), and return to Step 2. Otherwise, set z best =z, and return to Step 1. 
Computational Results
In this section, we report the computational results of our robust scenario approach. The algorithm was coded in C#, and all tests were performed on an AMD X4 3.00 GHz PC with 4 GB RAM. The master problem was solved using a CPLEX 12.1 with default settings, and cut callback, incumbent callback, and branch callback provided by CPLEX were used for inserting cuts at each node in the branch-and-bound tree. We allowed CPLEX to use its own sophisticated cut generation scheme in the algorithms. The focus of our research is to show that our robust scenario approach yields a favorable solution in both the stochastic and robust sense in the case where only rough information is available on future travel times. Thus, little attention is paid to the more sophisticated implementations of the branch-and-cut algorithm, such as using heuristics at each node to quickly find a good and feasible solution.
Test Instances
Our tests were performed on variants of the wellknown Solomon's R1 instances with 25 customers (Solomon 1987 ) and randomly generated instances. First, Solomon's instances were originally generated for the VRP with time windows, where each customer has a ready time and a due time between which the vehicle must visit. To fit this time window setting into our problem setups, we created an arc from customer i to customer j only if r i + s j + t ij < d j , where r i , d i , and s i are the ready time, due time, and service time of customer i, respectively, and t ij is the travel time between customer i and j. All time parameters are given for Solomon's instances. We then reduce the number of vehicles by two, because if there are too many vehicles the length of each route becomes considerably smaller and we are then unable to compare several approaches in a meaningful manner. We also assume that all vehicles are identical, so that their travel times are equal for every arc. The travel cost of each arc and each vehicle is randomly chosen in the range of 10 50 . Next, the generation scheme of the random networks was adopted from Laporte, Louveaux, and Mercure (1992) . Given the number of nodes, we randomly generated the position of each node on a 100×100 grid and then set the travel time (t ij ) between a pair of nodes equal to the Euclidean distance. The settings for vehicle and travel cost are the same as the case of Solomon's instances. We finally generated four instances for each case of V = 10 and 15 since it was observed that it took quite a long time to solve even a deterministic problem when the number of nodes is greater than 20.
For the network and vehicles obtained using the abovementioned procedures, we design our test setting as follows: First, the customers are partitioned into two sets, V 1 and V 2 , such that the customers whose x coordinate is in the range of 1-50 belong to V 1 and otherwise, V 2 . Second, the arcs are partitioned into three sets, such that A 1 and A 2 consist of arcs having both ends in group V 1 and V 2 , respectively, and A 12 consists of arcs having one end in V 1 (or V 2 ) and another end in V 2 (or V 1 ). We assume that each arc in the subset has a common traffic condition, which is a reasonable assumption to make since the traffic conditions between neighboring arcs are generally expected to be positively related. We also assume that a traffic condition (range) can be normal ( 0 8t ij 1 2t ij ) or heavy ( 1 6t ij 2 4t ij ), where t ij is given as the Euclidean distance between i and j. We can now generate eight robust scenarios, each of which corresponds to the possible realization of traffic conditions to three arc groups.
Branch-and-Cut Algorithm
We first evaluated the performance of the proposed branch-and-cut algorithm and the results are shown in Tables 2 and 3. The meanings of the headings used in these tables are summarized as follows:
Time: Total time (in seconds) spent in solving the problem #cut_sub: Total number of subtour elimination constraints generated #cut_auto: Total number of cuts that CPLEX automatically generated #cut_opt: Total number of L-shaped optimality cuts generated #node: Total number of nodes generated in the branch-and-bound tree.
We set T = 500, k = 10, = 1, and the probability of normal and heavy traffic as 0.3 and 0.7,
Copyright:
INFORMS holds copyright to this Articles in Advance version, which is made available to subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org. respectively. We compared our branch-and-cut algorithm that uses the decomposition scheme and generates L-shaped optimality cuts, with CPLEX, which solves the formulation P RS directly. In both cases, the subtour elimination constraints are generated as cuts. We also solved the problem with two values of , i.e., 3 and 6, to determine the influence of the value to the solution time. It should be noted that the results of the Solomon's r101 and r105 instances are not reported, since it is impossible to visit all customers with two vehicles because of the tight time windows. The results of both tables show that, compared with CPLEX, our algorithm performs well, primarily because each node is solved very rapidly.
It should also be noted that a greater number of subtour elimination constraints are generated for our algorithm than for CPLEX, since the route of the original problem provides a limited amount of freedom with respect to construction, because of the additional constraints. The results also show that the problem becomes more difficult as gets larger.
Simulation Results
Simulation tests were then designed to evaluate the effectiveness of the solutions obtained from our approach. In these tests, we assumed that the travel time of arc i j is either distributed with mean t n ij with probability p n or distributed with mean t h ij with probability p h , such that p n + p h = 1. Each distribution corresponds to the normal traffic condition or the heavy traffic condition. We then considered a normal distribution or a uniform distribution for the unknown probability distribution for each traffic condition of each uncertain travel time.
Four solutions are compared: the deterministic solution, the stochastic solution, the robust scenario solution with = 3, and the robust scenario solution with = 6. The deterministic problem is the case where the travel time of arc i j is given as a unique mean value p n t n ij + p h t h ij . The stochastic problem has eight scenarios with point estimates, such that each scenario corresponds to the assignment of a traffic condition to three arc groups previously defined, and the travel time of arc i j in each scenario has point estimate t n ij or t h ij (middle point of range), according to the traffic condition of the arc. The probability of the occurrence of each scenario is calculated from p n and p h . The stochastic solution is obtained by solving the stochastic programming formulation (P ) using CPLEX. In this case, the subtour elimination constraints are still generated as cuts. Note that the number of given scenarios is so relatively small that we were able to get optimal stochastic solutions for every instance within 10 minutes. Last, the robust scenario problem has the same settings as the stochastic problem except that travel time consists of range forecasts of future travel times. We set the range of travel time for arc i j in each scenario as 0 8t We then generated 10,000 samples as follows. First, for each arc group we generate a random number r from the uniform distribution between 0 and 1. If r < p n , the traffic condition of every arc in the group is set as normal traffic; otherwise it is heavy traffic. Second, for each arc i j , we generate a random travel time from the corresponding probability distributions. In the normal distribution case, we use the following parameter setups for means and standard deviations: can be regarded as approximate 95% confidence intervals for these normal distributions. In the uniform distribution case, the travel time for arc i j is generated from the ranges 0 8t Tables 4 and 5: avg_pen: Average penalty over 10,000 samples avg_obj: Average objective value over 10,000 samples std_obj: Standard deviation of the objective values over 10,000 samples %pen: Percentage of samples that cause a penalty.
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INFORMS holds copyright to this Articles in Advance version, which is made available to subscribers. The file may not be Problem types "det," "s med ," "rs 3 ," and "rs 6 represent the deterministic solution, the stochastic solution, the robust scenario solution with = 3, and the robust scenario solution with = 6, respectively. The results show the following: First, the total objective value of obtained solution increases in the order of deterministic solution, stochastic solution, robust scenario solution with = 3, and robust scenario solution with = 6. This result is caused by the uncertainty of travel times; a vehicle often has to compromise the length of its route to avoid a penalty of late arrival when the shorter route has a high probability of heavy traffic. Second, for the scenarios with large travel times, without uncertainty, the deterministic solutions incur a very small amount of penalty, whereas the stochastic and robust scenario solutions incur relatively higher penalties. Third, the simulation results show that the deterministic solutions are exposed to the highest risk of incurring penalties and even higher risk under the uniform distribution than the normal distribution. Fourth, comparing values of obj and avg_obj, it is evidently shown that the robust scenario Simulation Comparison on r104 Problem for Different Values as a Function of p n approaches (rs 3 and rs 6 ) produce much more consistent results between the planning (column obj of the solutions) and actual outcomes (column avg_obj of the simulations). This strongly implies that the robust scenario approach is much more reliable than the other two approaches. This can also be seen from the results of the average penalty incurred and the percentage of samples causing penalties. Moreover, from the result of the standard deviation of the objective values over 10,000 samples, we can observe that the robust scenario solutions provide smaller variability of the solutions than the solutions obtained from the other approaches. Last, as expected, the robust scenario problems with the large value tend to generate more robust solutions at the expense of additional costs. Next, we conducted more simulation tests to see the effect of parameter . Figure 2 illustrates the simulation results on Solomon's r104 instance as a function of parameter , where the standard deviation of normal distribution is set to 0 1 t n ij for normal traffic and 0 1 t h ij for heavy traffic so that the
INFORMS holds copyright to this Articles in Advance version, which is made available to subscribers. The file may not be posted on any other website, including the author's site. Please send any questions regarding this policy to permissions@informs.org. Note that our robust scenario solutions were obtained for the ranges corresponding to = 1. From left to right and top to bottom, the graphs represent the average penalty, average objective values, standard deviation of the objective values, and percentage of samples causing a penalty. In this figure, the parameter ranges from 0 to 6 and the parameter ranges from 0.25 to 1.5. As expected, the average penalty incurred, the standard deviation of objective values, and the percentage of samples with positive penalties increase as gets larger. From the sample average objective value (Figure 2(b) ), we can see that the solution with higher is more robust, i.e., less sensitive to the parameter . Moreover, it seems that it is sufficient to set = 3 to obtain a fairly small average objective value (see the case of = 1 in Figure 2(b) ). We also present the simulation result on r104 instance as a function of p n , the probability of normal traffic in Figure 3 . It ranges from 0.1 to 0.6 and our robust scenario solution was obtained under p n = 0 3. The simulation results show a quite similar tendency as that of Figure 2 . Likewise, = 3 also seems sufficient to get a favorable solution in terms of the sample average objective value (see the case of p n = 0 3 in Figure 3(b) ). Figure 4 summarizes the differences in simulation results on the r102 problem for different unit penalties. From left to right and top to bottom, the graphs represent the travel cost, excess duration, and total cost, respectively. As expected, deterministic solutions are most frail to the uncertainty of travel times, and we can also expect that the larger the value of the unit penalty, the more favorable the robust scenario solutions over the stochastic solutions with respect to the total cost.
So far, we assumed that we were not able to get exact information on probability distribution of travel time, and therefore it was not possible to build a sufficient number of scenarios that can precisely describe random travel time. We now assume that the travel time follows a (known) specific probability distribution and compare our robust scenario solution with the stochastic solution obtained by the stochastic programming approach considering a given number of scenarios randomly generated from the known probability distribution. To do this, we obtain a stochastic solution using sampling-based stochastic programming (SSP). In this approach, stochastic programming problems are solved by generating random scenarios from given probability distribution and solving a deterministic problem to optimize average objective value over all scenarios. For a detailed explanation of this approach, the reader is referred to Shapiro (2003) . To maintain the consistency with the previous tests, each scenario of SSP is generated in the same way as that of the previous simulation test (normal distribution is assumed for each traffic condition of each uncertain travel time). Note that SSP is different from s med in the sense that in the SSP approach we randomly generate (possibly many) scenarios of how well our robust scenario solution behaves in comparison with stochastic solution. We can roughly say that a robust scenario solution corresponds to the stochastic solution obtained with quite many scenarios. It should be noted, however, that the stochastic solution requires considerable solving time with the increase in number of scenarios, but it is not the case for a robust scenario solution. Moreover, stochastic programming may need a considerable number of scenarios to obtain a qualified solution, which can be seen from the observation that solutions with small number of scenarios tend to be quite unstable (Figures 5 (a) and 6(a)). Our robust scenario approach has the advantage of being able to provide reliable solutions within a relatively short solving time, and it is particularly effective when we only have limited information on the probability distribution.
Conclusion
We have presented the robust scenario approach for the VRP with uncertain travel times in the case where the exact probability distributions are not known, but the multiple range forecasts and the probability of the occurrence of each range are available. We defined a robust scenario that consists of ranges for the travel time of each arc on the network and identified the robust routes that minimize the worst case cost within given ranges of a scenario. As such, the optimal route is the one that minimizes the total travel cost and the expected worst case penalty, where the expectation is taken over every scenario. Therefore, our approach compensates, to a certain extent, the limitations of stochastic programming and the robust solution in that it considers the robustness of the solution to some degree while roughly taking the probability information into account. A branch-and-cut algorithm, in which subtour elimination constraints and L-shaped optimality cuts are generated during the branch-and-bound procedure, was proposed to solve our robust scenario model. The results of our computational test show that our decomposition approach performs well. Simulation tests were then conducted to test the quality of our solutions in the presence of uncertainties of travel times. These results show that the robust scenario solution can achieve robustness in the total travel time of the vehicle at a small additional cost and that it can also attain a small expected total objective value. Therefore, we conclude that our approach can generate a qualified route in the case of insufficient information being available on the probabilities of future travel times. Furthermore, extensions of our approach to the other sources of uncertainty are straightforward. The uncertainty in the service time can easily be considered by slightly modifying total time constraints (12). Vehicle capacity constraints can also easily be added to our uncapacitated model, and uncertainty in demands can be considered in a similar way as for travel times.
When historical data about travel times are available, some well-known statistical methods and/or data mining techniques can be incorporated to specify the ranges of travel times. There are many relevant literatures concerning analysis/estimation/prediction of the traffic conditions (see, e.g., Yoon, Noble, and Liu (2007) and references therein). For example, the scenarios and the probabilities of their occurrences can be obtained by unsupervised clustering of historical travel time data. By clustering, a subset of the edges that share a similar traffic condition can be identified. Then, we might assign a probability of the traffic condition by counting the historical data classified to the edge cluster. Suppose that we identified all C clusters of edge subsets and there are tc c traffic conditions for a cluster c ∈ C. Then we can specify c∈C tc c scenarios. Once the scenarios are fixed, the travel time ranges of each travel arc might be identified by Expectation-Maximization method (Dempster, Laird, and Rubin 1977) . This method can be used to identify parameters describing the probability distribution of a mixture of many multivariate random variables. We might define the ranges based on the mean and variance values identified.
