The factors affecting phytoplankton development in a small boreal, dystrophic lake during summer stratification were explored using structural equation models (SEM). Phosphorus had the highest positive impact on phytoplankton, and higher temperatures also enhanced the biomass. Water colour, and to a lesser extent intense zooplankton grazing, restricted phytoplankton biomass. Grazers generally seemed to be ineffective at controlling phytoplankton, however, which could be partly due to the high abundance of Gonyostomum semen (Raphidophyceae), a large motile algae not readily grazed by zooplankton. The importance of water colour, a significant factor in dystrophic lakes, emerged clearer in SEM than from regression models. SEM proved to be an effective and informative technique for exploring the factors affecting phytoplankton development, the role of each variable, and their interactions. Incorporating Bayesian analysis into the traditional SEM enabled a more detailed examination of variation in the variable estimates and possible sources of uncertainty and provided more reliable error estimates. We used total chlorophyll a as a proxy for total phytoplankton biomass, but the results clearly indicated that some of the emerging questions could have been better addressed by separating different phytoplankton groups. Nevertheless, SEM provided new insights from standard data, and we encourage its further applications in aquatic science.
Introduction
Many lakes in the boreal region are dystrophic with high concentrations of coloured dissolved organic matter (CDOM) and iron. The resulting brown water colour affects light penetration into the lake. In addition, the surface of brown water lakes absorbs heat more efficiently, which may lead to stronger stratification and alterations to the thermal structure (Mazumder and Taylor 1994 , Houser 2006 . There has been a rising trend in the concentration of dissolved organic carbon (DOC) together with water colour in the lakes of Nordic regions recovering from acidification (Monteith et al. 2007 ). In addition, the warming climate is predicted to further increase the leaching of DOC and humic substances from peat land and forested catchments into the lakes (Freeman et al. 2001 ). This on-going brownification of lakes is highly relevant to phytoplankton because it will decrease the depth of the euphotic zone and may constrain primary production (Carpenter et al. 1998 .
Likely changes in stratification may also be significant. Phytoplankton communities in small dystrophic lakes are often dominated by flagellate taxa (e.g., Arvola 1986, Lepistö and Rosenström 1998 ) that can regulate their vertical position in the water column (Salonen et al. 1984, Smolander and Arvola 1988 ) and which may also be able to avoid grazers to some extent. All these issues affect the intervariable relationships within the ecosystem and complicate the analysis of variable interactions.
Lake Valkea-Kotinen in southern Finland is a national long-term ecological research (LTER) site where the concentration of DOC and water colour have increased from 1990 to 2009 . Although negative correlations between water colour and phytoplankton (biomass, primary production, and chlorophyll a) were detected, in stepwise regression analysis the possible effect of colour was unclear (Peltomaa et al. 2013 . Moreover, the influence of zooplankton grazing on the phytoplankton in Lake Valkea-Kotinen is not known in detail and its references) and should be further examined, although we would expect grazing, like colour, to decrease the phytoplankton biomass (Carpenter et al. 1998) .
The use of linear regression to explain the interactions between variables is common in ecology. Due to uncontrollable variation, heterogeneity, auto-correlation, and gaps or zeros in environmental monitoring data, however, linear regression may not be the best option among other routinely applied statistical methods (Whittingham et al. 2006 , Zuur et al. 2010 . The assumptions of linear regression, which in practice the data seldom meet, are ignored at the expense of analytical power. To obtain maximum benefit from long-term monitoring data and reveal the variable interactions and underlying patterns (Bolker et al. 2009 ), some more appropriate methods could be applied. Hence, we took a different approach to study the factors affecting phytoplankton development in Lake Valkea-Kotinen by using structural equation modelling (SEM). SEM is widely used in psychology and economics and is increasingly used in ecology (Pätynen et al. 2013) . The method has also shown potential for use in phytoplankton studies (Arhonditsis et al. 2006 , 2007a , 2007b , Liu et al. 2010 , Salmaso 2011 . SEM is able to process difficult data that are autocorrelated, non-normal, or even incomplete. Problems with sampling error (statistical) and variation can also be overcome. Even more appealing is the basic property of SEM that enables examination of not only the causal relationships between several variables, but also the importance of each variable separately (Shipley 2002) . Thus, examining its applicability and evaluating its suitability for wider use within aquatic studies would be valuable.
We tested the applicability of SEM for deeper (and more statistically correct) examination of variable interactions in Lake Valkea-Kotinen than that gained through linear regression. We particularly explored whether SEM would identify colour and grazing as important negative factors for phytoplankton development in Lake Valkea-Kotinen. In general, we aimed to gain deeper insight into the interactions between phytoplankton of a small dystrophic lake and the variables that have been routinely measured: water colour, nutrients, temperature, and zooplankton. To our knowledge, until now SEM has not been applied to this kind of environment; hence, our study provides additional information regarding its performance and utility. By incorporating Bayesian analysis into SEM and by examining the posterior distributions, we expected to gain additional information about the different variables and the uncertainties associated with them as well as improve the modelling by allowing smaller sample sizes (Arhonditsis et al. 2006) and providing more reliable error estimates.
Materials and methods

Study area and data
Lake Valkea-Kotinen is a small headwater lake (area 0.042 km 2 , mean depth 2.5 m, maximum depth 6.5 m) in southern Finland (61°14′32.1″N; 25°3′46.5″E). The lake is surrounded by a forested catchment and can be considered a reference site due to low anthropogenic influence, which is especially beneficial in modelling studies because of fewer interfering factors. The organic carbon load from the catchment gives the lake a noticeably brown colour (1990) (1991) (1992) (1993) (1994) (1995) ). Because of its small size and sheltered position, the lake is dimictic and produces a steep thermal and oxygen stratification in the summer, with a 1.5-2 m thick epilimnion. The depth of the euphotic zone is approximately the same (Peltomaa and Ojala 2010), so we focused our study on the water layer at 0-2 m. Because of the strong seasonality and distinct differences between summer and winter conditions (the sampling frequency decreased during winter), we included only measurements from the ice-free period. Further, we considered only the period between the overturns in spring and autumn; thus, from each year the first and last sampling dates were included when the temperature difference between the surface and the bottom layer was >2 °C.
For the modelling, we utilized data collected as a part of the long-term monitoring of Lake Valkea-Kotinen. The epilimnetic samples for concentrations of chlorophyll a, nutrients (total phosphorus, total nitrogen, PO 4 -P, NO 3 -N, and NH 4 -N), water temperature, and colour were from 0 to 1 m and 1 to 2 m in 1990-1995. Data from some sampling occasions had to be omitted because 2 of the methods applied for parameter estimations (generalized least squares and asymptotically distribution-free estimates, discussed later) do not permit missing values. We also had counts for 3 zooplankton groups: cladocerans, copepods, and rotifers. The zooplankton sampling differed in that 2 parallel samples were taken at 1 m intervals from the surface to 5 m depth and pooled for a combined sample.
Because the zooplankton data were strongly skewed, we transformed it using natural logarithms. More detailed descriptions of the sampling and analyses can be found from Peltomaa et al. (2013) , Arvola et al. (2014) , and Lehtovaara et al. (2014) .
Structural equation modelling
We used the AMOS software of SPSS for SEM to study the effects of different variables on phytoplankton development in Lake Valkea-Kotinen. Because the technique has received limited attention within aquatic sciences, we briefly describe the different SEM steps used in our study. We first created a conceptual model of the variables to be included in the SEM based on previous knowledge of the processes taking place in lakes in general. Hence, our model was confirmatory because our aim was to validate a hypothesis about the system function using SEM. In a more dynamic modelling process, SEM could also be used as an exploratory tool to develop new hypotheses and test them through experiments or further observation and, finally, with a confirmatory model. SEM has 2 types of variables: observed and latent. The benefit of latent variables is that they can be unmeasurable, yet (preferably) describable through measured variables (Shipley 2002) . The inclusion of latent variables also captures the unreliability of measurements in the model and distinguishes SEM from simple paths analysis (which can be considered a special case of SEM). For example, in our model we used chlorophyll a to model the latent variable "Phytoplankton" because it is known to serve as a proxy for phytoplankton abundance, yet does not completely describe it. To gain tentative information about the variable interactions and how they could be grouped to form latent variables, we examined the Lake Valkea-Kotinen data with principal component analysis and linear regression. SEM was finally created with the selected variables, creating paths between different variables and the direction of effects as well as indicating probable correlations between them (Fig. 1) .
After establishing the SEM, estimates for the paths (parameters) were calculated with the help of maximum likelihood estimation (ML), generalized least squares (GLS), and the asymptotically distribution-free (ADF) method, so that the model was able to create a variancecovariance (or correlation) matrix for the variables, congruent to the one observed (Hershberger et al. 2003 ). The null hypothesis (H 0 ) in SEM is that the observed covariance matrix equals the model-implied matrix, and the model can be accepted; hence, an important feature for interpretation of results is the acceptance, not rejection, of H 0 .
One assumption of the ML estimation, which is most often used for parameter estimation in SEM, is multivariate normal data, yet non-normality of observational data is unfortunately common. The zooplankton data were lntransformed because they were strongly skewed for all zooplankton groups, but transforming total phosphorus and especially the chlorophyll a data would also have been necessary to gain multivariate normality for the whole dataset. Transformation of chlorophyll a was not possible, however, because it led to identification problems in the model (i.e., with parameter estimation). Because non-normality increases the risk of type 1 error (rejecting a valid model), we used ML for estimates but also used GLS and ADF for comparison.
We performed a χ 2 test in AMOS to confirm the congruity between the observed and modelled matrices. Accepting H 0 means that the χ 2 test value should be as small as possible, degrees of freedom should be high, and p > 0.05 (e.g., Shipley 2002 , Hershberger et al. 2003 , Grace et al. 2010 ). Eventually we tested several possible models with slight variations in the included variables, repeating the process from the development of the SEM to the χ 2 test, before the best model was selected for this research. After constructing a model with the help of the other techniques, we performed Bayesian analysis to obtain more realistic estimates for error term variances for zooplankters and total phosphorus, and thus to improve the Lake Valkea-Kotinen SEM, by leaving the variances unconstrained (not setting them as 1). After obtaining the variance estimates, we set them as constraints in the conceptual model and performed new estimates with ML, GLS, and ADF, which are presented as final results. Bayesian SEM does not rely on asymptotic theory, which allows smaller sample sizes (Arhonditsis et al. 2006 ) compared with traditional SEM in which the number of observations should be 200 or more (Shipley 2002 ), a value not reached with our data (n = 144). Also, confirmation of the results with ML, GLS, and ADF was appropriate. The variances in posterior distributions of Bayesian analysis yielded additional information about the different variables and uncertainties associated with them, which can then be used to decide which variables should be measured more frequently for better model accuracy and to better answer questions of interest. Bayesian analysis can also indicate multimodality in the estimations, which may be relevant for interpreting results. In this study we did not add prior information into the Bayesian analysis, but instead used flat, uninformative priors and let the data drive the process.
Because the datasets in some earlier studies (e.g., Arvola et al. 2014) were not identical to ours, we also created a regression model for better comparison between SEM and linear regression. The data and the included variables were exactly the same as in SEM.
Results
The final SEM for Lake Valkea-Kotinen included nutrients (total phosphorus) and grazing (cladocerans and copepods) as latent variables, and temperature and water colour as measured variables that together had the strongest effect on phytoplankton (Fig. 1) . The correlation between temperature and grazing was strong and was thus included in the model. All other variables, including the other nutrient fractions and the rotifers, were excluded from the final model because they were not supported by the data. The correlation matrices (Table 1) and estimates with different methods (ML, GLM, and ADF) supported each other (Table 2) , and the χ 2 -test values indicated equally good model fits for each of them (Table 3) . The Bayesian analysis supported the other estimates and indicated that the highest uncertainty derives from the biological variables because their deviation in posterior distributions increased (Table 2) . Using the error variances estimated with the Bayesian method for ML, GLM, and ADF estimates slightly improved the χ 2 -test values for the final SEM (Table 3 ).
In SEM, the direct paths between different variables can be examined for direction and strength of their interactions. The standardized path coefficients between variables are equivalent to the standardized regression weights (Fig. 1) , and, similarly, regression p-values can be calculated for each path to better evaluate the importance of each variable independently (Table 2) . When latent variables are included, however, the total standardized effect of measured variables on the dependent variable is calculated by multiplying the effect between the measured and latent variable by that between the latent and dependent variable. Hence, a positive effect of total phosphorus and temperature on phytoplankton development in Lake Valkea-Kotinen was found ( Fig. 1 ; Table 2 ). In contrast, the negative effect of colour and zooplankton (grazing) is not as strong; colour seems to be a more influential factor, while the total standardized effect of cladocerans on phytoplankton can be calculated as 0.83 × (−0.10) = (−0.08) ( Fig. 1; Table 2 ).
In the regression model, the effect of total phosphorus and water temperature on chlorophyll a was significant (Table 4 ). The effect of colour was negative, with an acceptable significance level (p = 0.044). There was no clear effect of either cladocerans or copepods on chlorophyll a, and the adjusted R 2 for the overall model was 0.40.
Discussion
We created SEM that revealed the selected variable interactions in Lake Valkea-Kotinen. According to our SEM analysis, water temperature and nutrients explained most of the phytoplankton biomass development in the lake. The positive effect of water temperature and nutrients was higher than the negative effects of colour and grazing; the effect of grazing was especially more distinct with SEM than in a regression model. The possibility to add correlations (and interactions) between explanatory variables improved the description of the studied system. The biggest differences between our SEM and the stepwise regression presented by Arvola et al. (2014) was that the latter excluded temperature altogether, and the effect of zooplankton was not taken into account. The inclusion of zooplankton in our regression model is also poorly justified (see individual p-values in Table 4 ) because it did not further improve the model. If a stepwise method had been used instead of entering the selected variables, cladocerans and copepods would have been omitted from the model.
The questions and the conceptual model could involve only the measured variables (or those latent variables that could be described with the measured variables), which kept our SEM simple and limited the study questions. We Causal analysis of phytoplankton development Inland Waters (2015) 5, pp. 231-239 expected to be able to include total nitrogen or the different nutrient fractions together with total phosphorus or in place of it under the latent variable 'Nutrients' because Lake Valkea-Kotinen had shown signs of co-limitation of phosphorus and nitrogen during the 1990s (Järvinen 2002 , and the dissolved fractions would better reflect the actual interaction between nutrients and phytoplankton. The stepwise multiple regression analysis in Arvola et al. (2014) included phosphate, ammonia, and dissolved inorganic nitrogen together with total nitrogen, total phosphorus, primary production, and colour as explanatory variables for chlorophyll a, with adjusted R 2 = 0.552. Their results are not directly comparable to ours, however, mostly because their study period was longer (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) , but also because their data included the measurements from a fixed period of weeks 20-39 each year. Thus, although also from the open water period, their data included some occasions when the water column was not stratified. In our trials with different models, total nitrogen seemed to be the least relevant variable, inflating the χ 2 values if it was added. In contrast, the χ 2 values remained low for phosphate and nitrate-nitrite, and the greatest problem in identifying causalities arose from the many values of those variables that fell under their analytical detection limit during the stratified period. A similar situation for phosphate was reported for Lake Washington data (Arhonditsis et al. 2006) , and more frequent measurements or higher n for values above the detection limit would be needed to catch some of the interplay between phosphate and chlorophyll a. Arvola et al. (2014) , with the notably larger dataset from 1990-2009 (n = 332), still reported the correlation coefficient between chlorophyll a and phosphate in Lake Valkea-Kotinen to be r = 0.544 and nonsignificant between chlorophyll a and nitrate. Another process that could interfere with the interaction between epilimnetic nutrients and phytoplankton is the ability of some flagellate taxa, like cryptophytes and Gonyostomum semen, to migrate between the epilimnion and hypolimnion to access additional nutrients in deeper water (Salonen et al. 1984, Salonen and Rosenberg 2000) . Although we used SEM mostly as a confirmatory tool, one promising feature of SEM was the possibility to explore different model options and test the effect of inclusion or exclusion of some variables on the model outputs. As seen from the standard deviations of the posterior distributions (Table 2) , the effect of grazing on phytoplankton was the most uncertain and varied on a wide scale above and below zero. In earlier studies , Lehtovaara et. al. 2014 ) and also in the regression analysis here, the interplay between phytoplankton and zooplankton remained unclear, perhaps because it is not straightforward and not easily detected by traditional methods. During the model building phase, when the included variables changed and different datasets were used (e.g., from summer and autumn months separately), the effect of grazing could occasionally turn positive, which also occurred with copepods in the regression model. Yet Bayesian analysis showed there was actually multimodality in the posterior distribution, with the positive effect eventually gaining the higher peak (maximum likelihood). This finding is somewhat contradictory to conventional views, and although only a side product of the modelling, it raises interesting questions about the phytoplankton-zooplankton relationship in this lake. The presence of G. semen may, at least partly, explain the weak relation between phytoplankton and grazing in the final model as well as suggest a counterintuitive positive relation in the trials. G. semen is often abundant in Lake Valkea-Kotinen during the late summer; during 1990-2003 it averaged 48% of the total yearly phytoplankton biomass and during 1991-1994 >95% (Peltomaa et al. 2013) . G. semen seems to be effectively grazed only by some large cladocerans, whereas copepods are not able to control its abundance (Lebret et al. 2012) . Stable isotope analyses have indicated that G. semen is hardly grazed in Lake Valkea Kotinen (Jones et al. 1999) , and thus the effect of zooplankton on G. semen may be negligible or may even further boost its growth by eliminating the competing species and recycling nutrients, as demonstrated by Bergquist and Carpenter (1986) and Elser and Goldman (1991) . The different sampling technique for zooplankton compared to other variables could also have an effect, however, even though the zooplankton abundance in the whole 5 m water layer probably reflected mostly that in the epilimnion (Lehtovaara et al. 2014 In addition to cladocerans and copepods, there are also protozoans and rotifers present in the lake that were not included in the model. The rotifer data are available, but the principal component analysis showed that they did not group with the other zooplankton; there was a clear seasonal pattern in the highest densities of each group, with those of rotifers and cladocerans clearly diverging (Lehtovaara et al. 2014) . Thus, the latent variable "Grazing" is not as straight forward as the measured colour values, and we are missing information about the true grazing pressure, a problem not even the inclusion of latent variables can solve.
The negative effect of colour clearly outweighed that of grazing, and a negative correlation between colour and phytoplankton biomass was also found in Lake Valkea- Kotinen during 1990 -2004 (Peltomaa et al. 2013 . While higher water colour reduces light availability for photosynthesis, its effect on the shallow epilimnion of Lake Valkea-Kotinen may not be as clear as the model implies (Jennings et al. 2010 and references) . Seasonal variation in the colour values tends to be lowest during the summer months , when the transport of organic matter from the catchment is low and the water column is stable. Hence, although brown water colour constrains primary production (Carpenter et al. 1998 , some caution should be exercised when interpreting the model outputs quantitatively because the matching seasonality between colour and phytoplankton may partly explain the higher biomass of phytoplankton during decreasing colour values.
The questions that emerged regarding grazing as well as many of the other interactions could be better addressed with species-level phytoplankton data. The role of one species, G. semen, seems to be especially important, and therefore it would be useful to know more about its ecological constraints and effects. Some of the detailed interactions during the growing season are obscured when modelling only total chlorophyll a, and even the impact of water temperature varies between species (Reynolds 2006, apparent also in Lake Valkea-Kotinen; Peltomaa et al. 2013) . Regardless of these issues, we propose that the SEM presented here provides supporting information for the long-term research at Lake Valkea-Kotinen and is a powerful method to analyse ecological data and, in particular, their complex interactions. Compared to other methods like linear regression, SEM is perhaps more difficult to adopt, yet its better suitability for empirical data, highlighted earlier, is a clear benefit. In addition to the problematic assumptions, many of the methods are unable to describe the system as a network of causalities, thus eliminating their use for detailed predictions about the dynamics of the system. Moreover, linear regression, which is perhaps the most widely used method for describing the relationship between variables (which usually are not linear in nature), should only be used for predictions within the upper and lower limits of the original dataset. Extrapolating to drastically different conditions is thus inadvisable and potentially restricting. This problem can be overcome with Bayesian SEM by using prior information, but if SEM is to be used for predictions it must be tested with an independent dataset from the lake. We also note that the SEM strategy of comparing alternative models to assess relative model fit makes it more robust than regression, which can be highly susceptible to interpretation error due to misspecification (Garson 2012) .
Maximum likelihood
Generalized least squares Asymptotically distribution-free A high data requirement has previously restricted SEM studies, but the dilemma of missing data can (to some extent) be eased by utilizing the Bayesian modelling framework. Bayesian modelling also allows us to take the Lake Valkea-Kotinen SEM as a starting point, as prior information, for studies of other lakes. Especially when applying models for lakes with limited available data (e.g., to support lake management), we should aim to evaluate and develop modelling methods that would be flexible and simple to apply regardless of data availability. In future studies, however, a comparison between modelling coarse and detailed data should be conducted to further assess the utility of SEM for less-studied lakes as well as to estimate the minimum data needed for an acceptable model.
In conclusion, SEM for Lake Valkea-Kotinen showed that during summer stratification, nutrients and temperature enhanced phytoplankton growth in a dystrophic lake, whereas high water colour was a significant restricting factor. The effect of zooplankton grazing on phytoplankton was also negative, yet weak. We were able to explore the phytoplankton zooplankton interaction in more detail using Bayesian SEM, which provided new insights about variable interactions in a dystrophic lake and supporting information for the long-term research at Lake ValkeaKotinen. Considering the many beneficial features of SEM for analysing monitoring data, we encourage its further applications in aquatic science.
