We study a hybrid impulsive reaction-advection-diffusion model given by a reaction-advectiondiffusion equation composed with a discrete-time map in space dimension n ∈ N. The reaction-advectiondiffusion equation takes the form
Introduction
The hybrid models of a discrete-map and a reaction-advection-diffusion equation for species with impulse and dispersal stages were proposed and studied in [12, 21] . Such discrete-and continuous-time hybrid models can describe a seasonal event, such as reproduction or harvesting, plus nonlinear turnover and dispersal throughout the year. We examine the propagation phenomenon for a general hybrid model of the form given in [12] :
where A is a constant symmetric positive definite matrix and q is a constant vector. In addition, we consider initial values either of the form u (m) (x, 0) = g(N m (x)) for x ∈ R n , (1. when K is a nonnegative kernel, i.e. K ≥ 0, and it is normalized so that is R n K(x)dx = 1. We do not require K to be symmetric so as to accommodate various applications. The Cauchy problem is given by (1.1)-(1.3) with N 0 (x) specified or by (1.1), (1.4)-(1.5) with u 0 (x) specified. In [12] , authors studied the impulsive reaction-diffusion model (1.1)-(1.3) and provided formulas for the critical domain sizes, associated with (1.9), for various type domains. In the current article, we provide explicit formulas for the spreading speed of propagation, which are counterparts of (1.10), for such models. Notation 1.1. Throughout this paper the matrix A is defined as A = (a i,j ) n i,j=1 , the matrix I = (δ i,j ) n i,j=1
stands for the identity matrix, and the vector q is q = (q i ) n i=1 . The matrix A and the vector q have constant components unless otherwise is stated.
We require the continuous function g to satisfy the following assumption: (G0) g is a positive function in R + , g(0) = 0, g ′ (0) > 0 and g(s) is nondecreasing in 0 < s ≤ s * for some s * > 0. The quotient g(s)/s is nonincreasing in s > 0. We now consider a few standard functions that satisfy the above assumptions. Note that the linear function
where α is a positive constant satisfies (G0). For the special case where α = 1 and f (s) = s(1 − s), model (1.1) simplifies to the classical Fisher's equation for the spatial spread of an advantageous gene introduced by Fisher in [14] and Kolmogorov, Petrowsky, and Piscounoff (KPP) in [19] in 1937. The spreading speed formula was first computed by KPP and Fisher for the semilinear parabolic equation
They proved that under certain assumptions on f , now called KPP nonlinearities, there is a threshold value c * = 2 df ′ (0) such that there is no front for c < c * and for all c ≥ c * there is a unique front up to translations and dilations in terms of space and time, see also Aronson and Weinberger [1, 2] . With respect to the standard Fisher's equation with the drift in one dimension,
the critical domain size for the persistence versus extinction is (1.9) L * := 2πd
when Ω = (0, L) and the speeds of propagation to the right and left are (1.10) c * ± (q) = 2 df ′ (0) ± q, when Ω = R. The remarkable point, made by Speirs and Gurney [35] , is that c * ± (q) is a linear function of q and L * as a function of q blows up to infinity exactly at roots of c * ± (q). For more information regarding the minimal domain size and analysis of reaction-diffusion models and connections between persistence criteria and propagation speeds, we refer interested readers to Lewis et al. [18, 21, 29, 36] , Lutscher et al. [23] , Murray and Sperb [28] , Pachepsky et al. [29] , Speirs and Gurney [35] and references therein. For a broader perspective on reaction-advection-diffusion models in ecology we also refer interested readers to books of Cantrell and Cosner [8] , Fife [13] , Lewis et al. [20] , Murray [26, 27] and Perthame [30] . The authors in [12] studied the impulsive reaction-diffusion model (1.1)-(1.2) and provided formulas for the critical domain sizes, associated to (1.9), for various type domains. In particular, for n-hypercube with the length Λ 1 = · · · = Λ n = Λ > 0, the critical domain size is given by
In this article, we provide explicit formulas for the spreading speed of propagation, counterparts of (1.10), for such models. One can consider nonlinear functions for g such as the Ricker function, that is
where β is a positive constant. For the optimal stocking rates for fisheries, mathematical biologists often apply is the Ricker model [32] , introduced in 1954 to study salmon populations with scramble competition for spawning sites leading to overcompensatory dynamics. The Ricker function is nondecreasing for 0 < s ≤ s * = 1 β and satisfies assumption (G0). Note also that the Beverton-Holt function
with positive constant λ, is an increasing function and satisfies assumption (G0). This model was introduced to understand the dynamics of compensatory competition in fisheries by Beverton and Holt [6] in 1957. Another example is the Skellam function
where α is a positive constant and β > 1. This function satisfies assumption (G0) and was introduced by Skellam in 1951 in [33] to study population density for animals, such as birds, which have contest competition for nesting sites, which leads to compensatory competition dynamics. Note that the Skellam function behaves similar to the Beverton-Holt function and it is nondecreasing for any s > 0. We shall use these functions in the application section (Section 5). We refer interested readers to [34] for more functional forms with biological applications. We now provide some assumptions on the continuous function f . We assume that
= 0 and f 1 ≤ 0. Note that we do not have any assumption on the sign of f ′ (0). Note that f (s) = αs − βs 2 , f (s) = αs for α, β ∈ R satisfy (F0). The above equation (1.1) with (1.2)-(1.3) and (1.4)-(1.5) defines recurrence relations for N m (x) and u m (x), respectively, as
where m ≥ 0 and P and Q are operators that depend on both the reaction-advection-diffusion equation and the discrete-time map, and thus A, a, f and g. Most of the results provided in this paper are valid in any dimensions. However we shall focus on the case of n ≤ 3 for applications. This article is structured as follows. We provide properties of the recursion equation and spreading speeds u m+1 = Γ[u m ] where Γ is an operator on a certain set of functions on the habitat (Section 2). Methods and techniques provided in this section are based on those established by Weinberger in [37, 38] . We consider the impulsive reaction-advection-diffusion equations with both local and nonlocal conditions. We then provide explicit formulae for the spreading speed of traveling waves and establish the existence of traveling wave (Section 3 and Section 4). We also provide applications of the main results to models for periodically reproducing populations subject to climate change, to stream-dwelling insects that reproduce years, and to grass growing logistically in the savannah, impacted by periodic fires (Section 5). Finally, we provide discussion and proofs for our main results.
Formulation of the problem
In this section we study properties of the recursion
where Γ is an operator on a certain set of functions on the habitat and u m (x) represents the gene fraction or population density at time m at the point x of the habitat. Later in the applications and proofs we shall set Γ = P and Γ = Q, where operators P and Q were introduced earlier. We shall define a wave speed c * (e) as a scalar-valued function of unit direction vector e ∈ R n corresponding to any operator Γ which satisfies the 3 following hypotheses, introduced by Weinberger as Hypotheses (3.1) in [37] . Such definitions and analysis of spreading speeds are discussed and extended in [1, 2, 4, 5, 22, 38] and are used vastly in the literature that it is not limited to [8, 9, 17, 18, [20] [21] [22] 36] . In all our applications the dependent variable u has only nonnegative values. A population size will normally vary between 0 and some large upper bound π + , but this upper bound could conceivably be ∞. We define A as the set of non-negative continuous functions on R n that are bounded by π + . Let us define the translation operator
Note that a constant function is clearly translation invariant; that is T y [a] = a for a ∈ R. In addition we assume that T y [Γ[a]] = Γ[a]. Weinberger [37] provided a list of properties for the operators in regards to the spreading speed theory. In addition to these assumptions it is required that Γ[u] to behave continuously with respect to changes in u, and (H1) where a 0 = φ(s) and φ(s) is continuous and nonincreasing function with φ(s) = 0 for s ≥ 0 and φ(−∞) ∈ (π 0 , π 1 ) where 0 ≤ π 0 < π 1 ≤ π + . From this definition, we notice that a 0 ≤ a 1 and performing induction arguments we conclude that a m ≤ a m+1 ≤ π + . In addition, the sequence a m is nondecreasing in m, nonincreasing in s and c, and continuous in c, e and s. Therefore, the sequence a m is monotone convergent to a limit function a(c, e; s) that is again nonincreasing in s and c, and bounded by a 2 . Applying Lemma 5.2 in [37] , we conclude that
However, the value of a(c, e; ∞) may or may not be π + . As it is shown in [37] a(c, e; ∞) = π + if and only if there is m that a(c, e; 0) > φ(−∞). We now define the spreading speed of propagation for in e = (e 1 , · · · , e n ) ∈ R n direction as c * (e) by (2.5) c * (e) = sup{c; a(c, e; ∞) = π + }.
Note that for the case of a(c, e; ∞) = π + for all c we set c * (e) = ∞. The following theorem gives a method for bounding the spreading speed of propagation.
Theorem 2.1 (Weinberger [37] ). If m(x, dx) is a bounded nonnegative measure on R n with the property that for all continuous functions u with 0 ≤ u ≤ π 1 ,
Theorem 2.2 (Weinberger [37] ). If m(x, dx) is a bounded nonnegative measure on R n with the property that
and that, for all continuous positive bounded functions u with 0 ≤ u ≤ π 1 ,
then,
Spreading Speed Formula; Linear Dynamics
In this section, we provide an explicit formula for spreading speed of propagation for (1.1) with (1.2) and (1.4) in e = (e 1 , · · · , e n ) ∈ R n direction. In addition, we compute the direction e such that the roots of the spreading speed as a function of advection coincide with the values for which critical domain dimensions tend to infinity.
be the linearization of operator Q[·] and P [·] about zero, respectively. Then, for any v ∈ C(R n ) we have
where the measures m and l are defined as
The proof of Lemma 3.1 is given in Section 7. Note that m(y, dy) is a bounded nonnegative measure, since A is a positive definite matrix. 
Proof. This is a special case of Lemma 3.4 for s = 0. Note that from the assumptions on the kernel we have
✷ Note that the linear operators L[v] andL[v] are explicitly formulated by (3.6) and therefore behave continuously with respect to changes in v. Here, we emphasize on a few properties of these operators and in particular we show that assumptions (H1)-(H5) hold. The operator L commutes with any translation, meaning
In addition, the comparison principle holds for the operator L, meaning that for 
Then, the traveling wave speeds in e direction for these operators are
respectively, when m and lare the measures introduced by (3.7) and (3.8) .
Proof. From the assumption (3.11) and Lemma 3.2 we conclude that
Since the linear operators L andL, given by Lemma 3.1, satisfy assumptions (H1)-(H5), from Theorem 2.1 and Theorem 2.2 we conclude the desired result.
✷ We now generalize (3.2) and compute the integrals in the right-hand side of the equations in (3.12) and (3.13) . The proof of Lemma 3.4 is given in Section 7. We are now ready to provide an explicit formula for the spreading speed of the linearized model L.
There exists a spreading speed c * L associated with (3.1)-(3.3) of the following form (3.17) c * L (e) := 2 < Ae, e > f ′ (0) + ln(g ′ (0)) + e · q, such that initial data which is nonzero on a bounded set eventually spreads at speed c * L in e-direction. Proof. In order to establish the formula of the traveling wave speed c * L (e) for the linear operator L, we minimize the following function for s > 0, as it is given in Lemma 3.3 that is
where the measure m is given by
Define W (s) := 1 s ln R n e sx·e m(x, dx) for s > 0. Note that from Lemma 3.4, we conclude that
Therefore,
It is straightforward to compute the minimizer of the function W as
Therefore, c * L (e) = W (s * ) and this completes the proof. ✷ As a particular case, consider the speed of propagation c * L (e) in e-direction as a function of the nonzero advection q when A = d(δ i,j ) n i,j=1 . For the direction given by the e = − q |q| , a unit vector, from (3.17) we have
Note that c * L − q |q| vanishes exactly at |q| = 2 d[f ′ (0) + ln(g ′ (0))], for which the critical domain dimensions in (1.11) tend to infinity. The following figure clarifies this relation. The case with a Gaussian dispersal function K also has a straightforward spreading speed formula. Suppose that K(x) is a Gaussian distribution with mean µ and covariance matrix B denoted by
Here, µ is a real vector and B stands for some positive definite matrix. We are now ready to provide an explicit formula for the spreading speed of the linearized modelL associated with the above Gaussian distribution.
There exists a spreading speed c * K associated to (3.1) together with (3.4)-(3.5) of the following form (3.21) c * KG (e) := 2 < (A + B)e, e > f ′ (0) + ln(g ′ (0)) + e · (q − µ), such that initial data that is nonzero on a bounded set with positive measure eventually spreads at speed c * K in e-direction. Here, K G is given by (3.20) .
The proof of Theorem 3.2 is given in Section 7.
Existence of Traveling Wave Solutions
We start with the definition of traveling wave solutions.
Definition 4.1. We say that u m (x) is a traveling wave solution of (2.1) in e = (e 1 , · · · , e n ) ∈ R n direction if there exists a function W and a constant c such that u m (x) = W (x · e − cm).
Suppose that a = 0 and A = 0 in (1.1). Then u(x, t) only depends on time and not on space, meaning that individuals do not advect or diffuse. Assume that N m represents the number of individuals at the beginning of reproductive stage in the mth year. Then
Separation of variables shows that
Note that a positive constant equilibrium of (4.1) satisfies
Assume that f satisfies (F0) and g satisfies (G0) then
In the light of above computations, we assume that
and an N * > 0 exists such that f = 0 on the closed interval with endpoints N * and g(N * ) and
In what follows, we study the assumptions (H1)-(H5) for operators P and Q given by (1.15) and (1.16). Let us start with the following order-preserving property. The proof of this lemma follows from the comparison principle for reaction-diffusion equations, from the non-negativity of kernel K and from the monotonicity assumption on g. Therefore, (H1) and (H4) hold. It is straightforward to notice that operators P and Q commutes with all translations of the real line. For the convolution, one can apply the following change of variables argument,
This implies that (H2) holds for both P and Q. Note that for spatially constant solutions to (1.1) when u 0 (x, 0) = g(U 0 ) then the solution u m (x, 0) remains spatially constant and satisfies
and U m+1 (0) = g(U m (1)). Lewis and Li in [21] calculated the solution to this model explicitly for f (u) = f ′ (0)u + f 1 (u) when f 1 (u) = γu 2 , and that is given by
In the general case, one may refer to the computations as in (4.2) in this regard. Moreover, the following result was established for non-spatial model by Lewis and Li in [21] for f 1 (u) = γu 2 and by the authors in [12] for general nonlinearities f . Applying similar arguments as in the above lemma one can see that Similar results hold for the operator P and therefore assumption (H3) holds too. In order to show that (H5) is satisfied for operators P and Q, we state that the integral operator
with the kernel K ∈ L 2 (R n ) is a compact operator in A∩L 2 (R n ), known also as the Hilbert-Schmidt operator.
Since g is continuous, this implies that both operators P and Q are compact in A on every bounded set. We now provide the existence of a traveling wave solution of speed c in e direction whenever c ≥ c * (e). Here, c * (e) is given by (3.12) Here, W is a nonincreasing function that W (−∞) = π 1 and W (+∞) = 0. In addition, the system is linearly determinate; that is c * (e) is given by (3.12) and (3.13) .
As an example, we compute the spreading speed for particular models in two dimensions. c * (e) = 2 a 2 11 cos 2 θ + a 2 22 sin 2 θ f ′ (0) + ln(g ′ (0)) + q 1 cos θ + q 2 sin θ. This formula clarifies the dependence of the spreading speed of propagation, for any angle θ, on anisotropic diffusion coefficients a 11 and a 22 and on advection coefficients q 1 and q 2 . Define the following set S := {x ∈ R n , c * (ẽ) ≥ẽ · x for all vectorsẽ}.
Suppose that c * (e) is the propagation speed in the e-direction of a traveling wave, then the convex set S would be the ray surface. As it is mentioned by Weinberger in [38] , the ray speed in e-direction is defined to be the largest value of α such that αe ∈ S and it is related to c * by the following formula In other words, the ray speed in direction e, C(e), is the minimizer of the speed in the direction e among all the fronts, even those in directionsẽ = e, providingẽ · e > 0. Thus C(e) is the minimum possible rate of spread in the e-direction, given that an expansion front occurs in a direction whose projection onto e is positive. This ray speed will be less than or equal to the speed of an expansion front travelling in the e-direction c * (e). Note that the above formula is also known as Freidlin-Gärtner's formula [15] . Just as in the above example, we shall compute the ray speed in the direction e = (cos θ, sin θ) as it follows. Let q = 0 in Example 4.1. Then, for a unit vectorẽ = (ẽ 1 ,ẽ 2 ) ∈ R 2 , we have It is straightforward to notice that for all units vectorẽ = (ẽ 1 ,ẽ 2 ) ∈ R 2 and for 0 ≤ θ ≤ π/2, the minimum is attained and it is given by Uncovering the potential impact of climate change on biota is an important task for modelers [31] . We investigate the dependence of the critical domain size and the spreading speed on the climate shifting speed. We consider a rectangular domain that is Ω = [0, L 1 ] × [0, L 2 ] moving in the positive x-axis direction at speed c. Outside this domain conditions are hostile to population growth, while inside the domain there is random media, mortality and periodic reproduction. Using the approach of [31] this problem is transformed to a related problem on a stationary domain. Consider the model
where g is the Beverton-Holt function that is g(N m ) = (1+λ)Nm 1+λNm and q = (c, 0). Similar to previous examples the assumption (3.11) implies that ln(1 + λ) > γ. From the critical domain dimensions provided by the authors in [12] we conclude that
when ln(1 + λ) > γ + c 2 4d we have lim m→∞ N m (x) =N (x) for some positive equilibriumN (x) which refers to persistence of population. In other words, (5.2) yields the parameter c must be bounded by
Let us mention that Theorem 3.1 implies that the speed of propagation for the model (5.1) on an infinite domain Ω = R in the x−axis direction, e = 1, and in the opposite of x−axis direction, e = −1, is given by
Note that when c satisfies (5.3) then the speed of propagation in (5.4) is positive. This implies that persistence and ability to propagate should be closely connected. This is the case from a biological perspective as well.
For example, if a population cannot propagate upstream but is washed downstream, it will not persist. We refer interested readers to Speirs and Gurney [35] and Pachepsky et al. [29] for similar arguments regarding Fisher's equation with advection. Note also that the speed of propagation vanishes in (5.4) exactly at the values that make the right-hand side of (5.2) zero. One can compare this relation to the one given in (1.9) and (1.10) for the classical Fisher's equation.
5.2.
Population of a stream insect species (e.g. stoneflies, mayflies). We now apply the nonlocal model to formulate a mixed continuous-discrete model for a single population of a stream insect species (e.g. stoneflies, mayflies) with two distinct, non-overlapping developmental stages. Such models are studied by Vasilyeva, Lutscher and Lewis in [36] and by Speirs and Gurney in [35] . Let u (m) (x, t) be the density of the larval population at time t and location x during season m. Larvae are transported by diffusion rate d and by drift speed q, and experience possibly density-dependent death according to some positive function f . Then, consider the model
5)
where r is the natural mortality rate, d is the diffusion rate, g is the Beverton-Holt function g(τ ) = (1+λ)τ 1+λτ for λ > 0 and q is the speed rate of drift. In this model, the adult dispersal stage is modeled by a Gaussian normal distribution with mean up-river dispersal distance µ and covariance σ 2 , denoted by (3.20) in one dimension, that is
Note that the condition (3.11) is equivalent to (5.7)
(1 + λ)e −r > 1.
Theorem 3.2 implies that
Note that c * > 0 is equivalent to (5.9) λ + 1 > e r+ (q−µ) 2 4(d+σ 2 ) . Therefore, the population spreads in both directions exactly when the above condition is satisfied. This is, in general, stronger than the non-extinction condition (5.7) hat is (1 + λ)e −r > 1. When a population can persist on a bounded domain, it can spread upstream and downstream on the infinite domain.
5.3.
Grass growing logistically in the savannah with asymmetric seed dispersal and impacted by periodic fires. The high grass productivity on savannahs can lead to more frequent savannah fires. We apply the impulsive model (1.1)-(1.2) with Fisher-KPP nonlinearity to study grass growing logistically in the savannah, impacted by periodic fires. For an isotropic impulsive model in one dimension, see [39] . Seed dispersal is the movement or transport of seeds away from the parent plant and it is often directionally biased, because of the inherent directionality of wind and many other dispersal vectors. Therefore, we consider an anisotropic model to characterize seed dispersal with advection in two dimensions. Let n = 2, e = (cos θ, sin θ), A = (a 2 ij δ ij ) n i,j=1 when a 11 = a 22 and q = (q 1 , q 2 ) where 0 ≤ θ < 2π and a ij and q i are constant. For (x, y, t) ∈ R × R × (0, 1], consider
where g(N m ) = (1 − s)N m and 0 < s < 1. The assumption (4.5) is equivalent to (5.11) e r (1 − s) > 1.
Assuming that (5.11) holds, straightforward calculations show that the positive equilibrium N * that solves (4.6) is of the form (5.12) N * := (1 − s)e r − 1 (1 − s)(e r − 1) .
From (3.17) , we obtain an explicit formula of spreading speed of propagation in direction e = (cos θ, sin θ) of the form of (5.13) c * (e) = 2 a 2 11 cos 2 θ + a 2 22 sin 2 θ ln(1 − s) + r + q 1 cos θ + q 2 sin θ. We now compute the ray speed in the direction e = (cos θ, sin θ) when q = 0. Then (5.14) C(e) = 2 a 2 11 a 2 22 a 2 11 sin 2 θ + a 2 22 cos 2 θ ln(1 − s) + r.
Straightforward computations show that c * (e) ≥ C(e) if and only if (a 2 11 − a 2 22 ) 2 sin 2 θ cos 2 θ ≥ 0. Because of anisotropic diffusion, the above inequality implies the wave speed is strictly larger than the ray speed in any direction that is not parallel to x-axis, that is e = (±1, 0), or y-axis, that is e = (0, ±1).
Discussion
We analyzed population spread and traveling waves for impulsive reaction-advection-diffusion equation models for species with distinct reproductive and dispersal stages on spatial domains Ω ⊂ R n when n ≥ 1. The case of one dimensional model was studied by Lewis and Li in [21] and Vasilyeva et al. in [36] and the critical domain size for higher dimensions by the authors in [12] . Unlike the analysis of standard partial differential equation models, the study of impulsive reaction-advection-diffusion models requires a simultaneous analysis of the differential equation and the recurrence relation. This fundamental fact rules out certain standard mathematical analysis theories for analyzing solutions of these type models, but it 12 opens up various new ways to apply the model. The models can be variously considered as a description for a continuously growing and a dispersing population with pulse harvesting, a dispersing population with periodic reproduction, or a population with individuals immobile during the winter. On the entire space R n , we provided an explicit formula for the spreading speed of propagation in any direction e ∈ R n in terms of the same set of model parameters used for computing critical domain sizes and extreme volume sizes. Our applications section demonstrates that the possible modeling questions that can be addressed are broadranging, and in many cases need to be addressed in higher dimensions than dimension one. Our paper has developed the tools to make this possible. Study of the minimal speed of propagation and the asymptotic spreading speed has attracted the attention of many mathematicians and scientists for the past few decades, see [1, 2, 13, 15, 37, 38] . Many authors have driven formulae for the spreading speed of propagation for parabolic equations with a non constant diffusion matrix and a non constant advection vector field on cylinders, periodic domains and general domains, see Gärtner-Freidlin [15] , Mallordy-Roquejoffre [24] , Heinze-Papanicolaou-Stevens [17] , Berestycki-Hamel-Nadirashvili [4, 5] and references therein. In these articles, authors used variational principles, more precisely min-max theories, to express the spreading speed formulae. One can apply the ideas and mathematical techniques used in these references to develop a theory of propagation for the impulsive reaction-diffusion equation models with a nonconstant diffusion matrix and a nonconstant advection vector with hostile and flux boundary conditions.
Proofs
In this section, we provide proofs for the main results of Section 3 and Section 4. We shall start with the following technical lemma that is used frequently in the proofs. We omit the proof of this lemma since it is straightforward.
Lemma 7.1. Let A = (a i,j ) n i,j=1 be a symmetric positive definite matrix with constant components. Then, the following formulas hold: Proof of Lemma 3.1. Note that div(A∇u) = n i,j=1 a ij u xixj . Let the notation F stand for the Fourier transform that is
From properties of Fourier transform we have F (u xixj )(ζ, t) = −ζ i ζ j F (u)(ζ, t) and F (q · ∇u)(ζ, t) = iq · ζF (u)(ζ, t).
Applying the Fourier transform to (3.1) we get
This is a first order linear differential equation and the solution is
For some k(x, t), define F (k)(ζ, t) := (2π) − n 2 e tf ′ (0)−t(iq·ζ+ i,j aij ζiζj ) . Therefore, F (u)(ζ, t) = (2π) 
Applying (7.1) with z = x−tq √ t for any x ∈ R n and t ∈ R + we get the following explicit formula for k
We now substitute the above formula for k in (7.3) to obtain
We apply the above integral operator to establish the formulas for both L andL in (3.6) . Let u (m) (x, t) be a solution of the linear equation (3.1) with initial value (3.2) that is u (m) (x, 0) = g ′ (0)M m (x). Then,
where k(s) = R n K G (x)e −sx·e dx. We now compute the latter integral to evaluate k(s), that is k(s) = 1 (4π) n/2 √ det B R n e −sx·e e − 1 4 <B −1 (x−µ),(x−µ)> dx.
We now set a change of variable η = x−µ 2 . Therefore, Lemma 7.1 implies Therefore, c * KG (e) = W G (s * ) and this completes the proof. ✷ Proof of Theorem 4.1. The operators P and Q and the measures m and l satisfy all of the assumptions of Theorem 6.6 provided by Weinberger in [37] in regards to the existence of traveling wave. More precisely, as it was discussed in Section 4, the operators P and Q satisfy the assumptions (H1)-(H5). From the assumption (G0) on the function g, we have g(s) s is a nonincreasing function of s in R + that is g(α) α ≥ g(s) s for s ≥ α.
Now set α = ρs ≤ s for 0 ≤ ρ ≤ 1 and apply the above inequality to get g(ρs) ≥ ρg(s).
This implies that for all 0 ≤ ρ ≤ 1 we have
where u is a solution of (1.1) and Q is given by (1.16) . In the light of arguments in Section 2, we choose a function φ that satisfies the corresponding properties. For each positive integer k we define the sequence a m+1 (c, e; k, s) := max{k −1 φ(s), Q[a m (c, e, k; x · e + s + c)](0)}, when a 0 (c, e, k; s) = k −1 φ(s). The sequence a n is nonincreasing in c, k, and s and nondecreasing in n. As n → ∞, it converges to a limit function a which is nonincreasing in c, k and s. The function a(c, e, k; x · e + t) is continuous in terms of x and lim s→−∞ a(c, e, k; s) = π 1 and lim s→∞ a(c, e, k; s) = 0 for c ≥ c * (e). Furthermore, Then, T k (l) is nonincreasing in l, T k (−∞) = π 1 and T k (∞) = 0. Since a decreases from π 1 to 0 as s goes from −∞ to ∞, T k (l) − T k (l − 1) = 1 2 [a(c, e, k; (l + 1)x 0 · e) − a(c, e, k; (l − 1)x 0 · e)] ≤ π 1 2 . 16
Therefore, there is an integer l k such that
We now consider the sequence a(c, e, k; x·e + l k x 0 ·e) for k ∈ N. There is a subsequence k i of the integers such that a(c, e, k i ; x·e+l ki x 0 ·e) converges uniformly for x on bounded subsets of R n to a function W (x·e) defined on R n . From this we conclude that there exists a subsequence k (1) i such that a(c, e, k
i ; x · e + l k (1) i x 0 · e + c) also converges uniformly on bounded subsets of R n to a function W (x · e + c). Applying this argument we establish a sequence a(c, e, k (m) i ; x·e+l k (m) i x 0 ·e+mc) that is uniformly convergent to a function W (x·e+mc) for any m ∈ N. Using a diagonal process we arrive at a sequencek i and taking limits in (7.4) for k =k i and s = y · e + lk i x 0 · e − (m + 1)c we get W (y · e − (m + 1)c) = Q[W (x · e − mc)](y).
Therefore, u m (x) = W (x · e − mc) is a traveling wave solution of u m+1 = Q[u m ].
✷
