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INTRODUCTION AND LITERATURE REVIEW 
Pattern recognition (PR) as an area of artificial intelligence refers 
to machine categorization of patterns in some sensory field, where a 
pattern could be anything from a random connection of dots or sounds to 
complex visual images or speech. In some cases, the machine is required to 
learn the categorization rules, while in others, the machine is only re­
quired to implement rules for categorization supplied by the researcher. 
Some of the work in PR has involved audition, but the bulk of the research 
has dealt with visual ^  and for purposes of this study, only visual PR 
will be considered. 
The majority of the research in visual PR has been limited to char­
acter recognition (CR), or machine recognition of alphanumeric characters. 
Most of the work in CR has been limited even further to the recognition of 
block letters, although some interesting work has also been done with 
script (Dimond, 1957; Eyden, 1962; Frishkopf § Harmon, 1961; and Mermel-
stein 5 Eyden, 1964). For some, CR has been the end goal as evidenced by 
the commercial automatic reading machines on the market such as the IBM 
1975 Optical Page Reader (Hennis, 1968). Character recognition has also 
been studied as a precursor of PR, the obvious assumption being that once 
satisfactory CR has been obtained, knowledge gained can then be applied 
to the larger problem. 
Character recognition and pattern recognition as differing goals have 
led to different approaches, although in some cases, the difference is 
only one of degree. Character recognition as an end goal has primarily 
relied upon the techniques of template-matching and prototypal-matching. 
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Template-Matching 
Template-matching involves the storage of representative character 
images, with recognition achieved by matching a test character with stored 
images and categorizing on the basis of the best match. Using the 
template-matching approach, Wada, Takahashi, Lijima, Okumura, and Imoto 
(1959) reported 80% correct recognition using reference and test charac­
ters from a Hermes typewriter. According to Wada et al., position of the 
letter was a very critical factor in recognition. 
More recent use of the template-matching approach has given much 
better accuracy. Optical character readers produced by the Control Data 
Corporation and Recognition Equipment Incorporated have achieved error 
rates from 0.001% to 0.00005% with the latter figure achieved through the 
use of characters specifically designed for the reading machine. 
The optical character reader sold by the Control Data Corporation 
uses the template-matching approach with categorization achieved by cor­
relation between the input character and the stored images, with some 
character elements such as line thicknesses disregarded to decrease the 
number of images required in memory. A coluiun of photocells scans the 
input character image which has been projected onto a retina by a lens. 
Such a scanning device is said by CDC to have the capacity to scan up to 
14,000 characters per second (Rabinow, 1968). Error rates for the CDC 
optical reader with specifically designed fonts are essentially zero (no 
errors in several billion characters) and a reject rate of one character 
per two million. 
The Electronic Retina Computing Reader produced by Recognition Equip­
ment Incorporated achieved an error rate of less than one error per 100,000 
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characters (Sheinberg, 1968). This optical reader uses a scanning 
mechanism consisting of a two-dimensional matrix of photocells which trans­
mits analog information concerning the input character to the recognition 
unit. An Electronic Retina Computing Reader at the United States Army 
Finance Center, Fort Benjamin Harrison, Indianapolis uses 360 reference 
character patterns. Documents are read with 63.5% of the pages having no 
character rejects and 90.5% of .he pages having six or fewer rejects. The 
information read is then recorded on magnetic tape for further processing 
(Sheinberg, 1968). 
Prototypal-Matching 
Prototypal-matching refers to any techniques using reference property 
lists derived from prototypal characters for recognition, a property list 
being a list of a given letter's characteristics (prototypal-matching is 
differentiated from similar procedures to be discussed later in that no 
information concerning the distribution of a letter's characteristics is 
utilized in the categorization process). Specific letter characteristics 
used for property lists have included center of gravity (Alt, 1962; 
Edwards, Wood, S Chambers, 1964; and Hu, 1962), intersections on bipolar 
coordinates (Dimond, 1957), "primitive symbols" (Eyden, 1962), edge 
sequences (Unger, 1959), matrix operator hits (Uhr S Vossler, 1961a), and 
local features such as cusps and closures (Babcock, 1961; Bomba, 1959; 
Doyle, 1960; Frishkopf 5 Harmon, 1961; and Unger, 1959). The reference 
property lists of the prototypal characters are stored in memory, with 
comparisons made between the unknown character's property list and the 
reference property lists. Final categorizations are achieved by assigning 
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the unknown characters co the same category as the prototypal character 
Riving rise to the best fit of property lists. This can be achieved 
by simply computing the deviation between property lists (assuming quan­
tifiable characteristics) or through the use of a decision-tree procedure 
where each test would involve the presence or absence of some local 
feature. 
Two examples of the prototypal-matching procedure in use are provided 
by the optical character readers produced by the Philco-Ford Corporation 
and IBM (an optical character reader using the prototypal-matching 
approach is also produced by Farrington but I have no information at this 
time on the Farrington system). 
The Philco-Ford Corporation has produced optical character readers for 
use in mail sorting, business data conversion, and file data conversion. 
The recognition process uses a correlation system similar to that of the 
Control Data Corporation except that Philco-Ford looks at portions of a 
character such as vertical lines, comers, etc., and then combines them in 
"electronic logic" (Rabinow, 1968). (This points up the fact that in some 
instances, prototypal-matching can be thought of as template-matching 
involving local features.) Input is by means of a flying-spot scanner, 
which allows for re-scan in case the character is degraded in some fashion. 
Such an input system is limited in speed by the decay time of the phosphors 
and according to Rabinow (1968), has a resolution limited to 2000 characters 
per second. This is confirmed by the reading speeds of the Philco-Ford 
systems, which vary from 500 to 1250 characters per sacond. The performance 
of the Philco-Ford systems is a function of the quality of the input and the 
font range of the input, as indeed are all the other systems. The best 
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performance is with business data conversion in which the input is good 
quality with a font range of eight to twelve, giving an error rate of 
0.002% to 0,001%. The mail sorter has an error rate (missorts) of less 
than 0.3%, with poor quality input and an extreme font range. The error 
rate would probably be much higher but for the presence of the ZIP. The 
file data conversion system has the poorest performance with an error rate 
of less than 1%, Input quality for the file data conversion system is 
poor, with a font range of 25 (Lange, 1968), 
The IBM 1975 Optical Page Reader (Hennis, 1968) uses a flying-spot 
scanner input witn the analog information transformed to digital and then 
further transformed to a feature vector (property list). Categorization 
is achieved by comparing the feature vector with a reference library. The 
feature vector consists of approximately 100 bits with each bit representing 
the presence or absence of some local feature. The reference vectors 
represent averages of the features expected from a particular character 
class with many reference vectors needed for each character class due to 
the large font range (greater than 200). An IBM 1975 is being used by the 
Social Security Administration to read quarterly employee reports. This 
allows the reader to correct errors within names by means of a "legitimate 
name" list and a "common error" list. Due to the large font range, the IBM 
1975 should have the capacity to recognize hand-printed input with a con­
siderable degree of accuracy. Unfortunately, no specific error rates are 
given by Hennis (1968) for the 1975. 
From the above results, it is quite clear that template-matching and 
prototypal-matching are effective CR procedures. There are difficulties, 
however, when one attempts to extend these techniques to full PR. It would 
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be necessary to store all possible pattern images (template-matching) or 
all possible reference property lists (prototypal-matching) for all 
possible patterns, clearly an impractical situation for anyone having the 
simulation of human perception as an ultimate goal. 
Rosenblatt's Perceptron 
Both template-matching and prototypal-matching require that the rules 
for categorization be supplied to the machine. A class of pattern recog­
nizers which learn categorization rules through self-organization of an 
initially random neural net has been studied by Rosenblatt (1958; i960; 
1962). A self-organizing system has been generally defined by Hawkins 
(1961) as one which modifies its behavior according to a set of inputs 
representing the environment within which the system operates. Imple­
mentation of such a system for PR consists of modifying the initial 
connections (or weights of the initial connections) in the random net on 
the basis of successful or unsuccessful categorizations, with feedback to 
the system as to whether or not a particular categorization is successful. 
The original perceptron (Rosenblatt, 1958) consisted of a projection area 
(S units), an association area (A units), and a response area (R units) 
(see Fig. 1). The S units receive information via localized connections 
from a retina and pass on the information via fixed, random connections 
to the A units. The connections between the A units and the R units are 
initially random, but change weights on the basis of correct or incorrect 
responses. A correct response will increase the weights of the A unit/R 
unit connections associated with the response (innervated), while an incor­
rect response will decrease the weights of the connections associated with 
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Fig. 1. Simple perceptron model 
the incorrect response. According to Rosenblatt (1958; 1960), such a 
system will form similarity concepts on the basis of coincident areas of 
stimulation. 
While the perceptron has been shown to learn arbitrary classifications 
(Block, 1962; Roberts, 1960; and Rosenblatt, 1962), problems of hill-
climbing and search techniques arise when one deals with complex cate­
gorization problems. As the number of possible pattern classes becomes 
large, the expectation of a correct response is low, requiring a long 
learning phase to allow the perceptron a sufficient number of successful 
categorization experiences to establish the optimal weights between the 
A units and the R units (Minsky S Selfridge, 1960). An E/F discrimi­
nation using the simple perceptron with 1000 A units required 2000 trials 
to achieve 75% successful categorization. With 300 and 100 A units, 
categorization after 2000 trials was 67% and 57% successful, respectively, 
with 50% as a baseline (Rosenblatt, 1962). Successful categorization of 
more than two pattern classes would undoubtedly require much more than 
2000 trials. This being the case, a self-organized random net does not 
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seem suited to full PR. 
In a further development of the perceptron which Rosenblatt (1960) 
calls a cross-coupled gamma system, the A units are interconnected. 
Rosenblatt states that the cross-coupled gamma system gives learning curves 
more human in shape than the simple perceptron model. According to 
Rosenblatt (1962), however, such a system requires "'preconditioning 
sequences' of enormous duration", living rise to the same criticisms as 
to the performance of the perceptron in a complex categorization situation. 
A later perceptron model was devised by Rosenblatt (1962) which 
included local property detectors modeled after those identified by Hubel 
and Wiesel (1962) in the cat, giving rise to a five-layered perceptron. 
Performance on simple two-class discrimination problems was shown to be 
superior to that of the simple perceptron model on the same problem. For 
the cat model, discrimination between vertical and horizontal lines 
required approximately 60 trials to reach 100% successful categorization, 
while the simple perceptron required 500 trials to reach 85% accuracy. 
The cat model perceptron was also superior in an E/F discrimination although 
the difference was much less pronounced with 60% accuracy for the cat 
model and 50% accuracy with the simple perceptron (the lower overall 
accuracy from the 75% discrimination accuracy reported earlier was due to 
changes in the number of excitatory and inhibitory connections from the 
S units). The problem of categorization complexity and length of training 
time still exists for the cat model perceptron, but the superior performance 
of the perceptron utilizing local property detectors does suggest the need 
for such property measures in pattern recognizers, 
,\n interesting feature of the perceptron is that each of the n connec­
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tions between the A units and the S units can be thought of as a measure 
in an n-dimensional property space. Enhancement or inhibition of 
connection weightings result in the fitting of N(N-l)/2 hyperplanes 
(where N is the number of pattern classes), with the final connection 
weightings (at the end of the training period) being the weights assigned 
to the properties. Thus, approaches to PR using linear decision functions 
are quite close in methodology to the perceptron, with the differences 
being: (a) the initial hyperplanes in the perceptron are random while 
in approaches utilizing linear decision functions, the initial positions 
of the hyperplanes are based upon prior knowledge of the patterns and 
pattern classes; and (b) the perceptron search is not random as in the 
linear decision function approaches but is done by specific functions 
which change the weights of the connections systematically as a result of 
correct and incorrect classifications. 
If one has PR as a goal, techniques which require memory entries for 
every possible pattern are clearly impractical. Methods which take advan­
tage of the invariant properties in patterns and the range of each 
invariant property, however, allow a definition of a pattern category 
by a list of its properties and the ranges of these properties (Farley, 
1960), (Selfridge, 1956, distinquished and learning by defining 
learning as acquiring feasible operational definitions of pattern cate­
gories and PF^ as the act of classifying a set of data into the learned 
categories.) Once the pattern categories are defined, it becomes possible 
to account for a large number of categories with a relatively small number 
of properties. In addition, Farley (1960) suggests the use of property 
and category hierarchies, thus reducing the memory requirements of a PR 
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system even further. Two general approaches can be distinguished which 
make use of pattern invariances - PR based upon some simple weighting of 
pattern characteristics and PR based on statistical (primarily linear) 
decision functions. 
Techniques using some simple weighting of pattern characteristics 
have varied greatly in the characteristics used, the weightings of the 
characteristics, and the categorization procedures. Selfridge and Neisser 
(1960) used 28 feature tests, and, through the use of sample characters, 
with i= l,2,...,n characters and j= 1,2,. . . , p  binary properties. Once 
these conditional probabilities were established, Selfridge and Neisser 
obtained feature lists for the unknown characters to be recognized, added 
the probabilities for each known character category for the obtained 
properties, and assigned the unknown character to that character class 
giving the largest sum. According to Selfridge and Neisser, such a scheme 
achieved 10% fewer correct classifications than humans. Doyle (1960) used 
a similar approach with 14 tests of letter characteristics (e.g., number of 
intersections by a top to bottom horizontal line scan, number of inter­
sections by a left to right vertical line scan, and relative length of top 
to bottom horizontal line scan), and categorized on the basis of best fit. 
Doyle achieved 87% correct identification, an inflated figure as the let­
ters used for recognition were A, E, I, L, M, N, 0, R, S, and T, avoiding 
such difficult categorization as C versus G, 0 versus Q, and S versus 5. 
Both Selfridge and Neisser and Doyle used parallel processing in which 
Simple Weighting of Pattern Characteristics 
established conditional probabilities. , for each character 
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all tests were taken before any categorization was undertaken. Unger 
(1959) on the other hand used letter characteristics to set up a decision-
tree categorization procedure. An interesting aspect of Unger's paper 
is his development of edge sequences which give the directions taken by a 
letter's boundary. An example of an edge sequence for an unserified L 
beginning at the top right hand corner would be TLBRTR (top, left, bottom, 
etc.). Two or three edge sequences would be required with characters 
having one or two enclosed holes. Such edge sequences are reasonably 
invariant with respect to such factors as letter size, proportion, and 
location, a desirable characteristic for a property measure. Use of edge 
sequences in the recognition of hand-printed characters, however, would 
necessitate preliminary smoothing as lines which overlap would create 
different edge sequences. 
Several approaches have used as property measures the primitive 
strokes which make up letters and script. Frishkopf and Harmon (1961) 
defined letter characteristics in terms of the presence or absence of local 
features such as retrograde strokes, cusps, and closures. Script letter 
identification using a decision-tree procedure resulted in 58.9% correct 
identifications (word identification was 32%). Eyden (1962) defined as 
primitive symbols for handwriting a bar, hook, arch, and loop, and obtained 
33 final strokes by various transformations of the primitive symbols. 
Patterns were defined as those which could be generated by rules operating 
on the strokes. Mermelstein and Eyden (1964), using stroke sequences to 
identify script letters, reported 80% word recognition with categorization 
achieved by means of linear decision functions. Recognition of individual 
letters, however, was less than 80% (no exact figure given), implying the 
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use of some postrecognition procedure using a dictionary of acceptable 
English words. One difficulty in interpretation of Mermelstein and 
Eyden's results lies in the fact that the same handwriting samples used in 
the learning phase were also used in the test phase. According to 
Mermelstein and Eyden, performance deteriorated when recognition of 
writing samples of ^ s not included in the learning phase was attempted. 
(It is unfortunate that the notion of cross-validation does not seem to 
be as thoroughly ingrained in electrical engineers as it is, hopefully, 
in psychologists.) 
The property list approaches just discussed have all involved the use 
of property measures which are specific to the classification problem. 
While such measures can be quite efficient in a specific situation such as 
CR, their lack of generality reduces their probable efficacy in full P^ . 
An alternative is to use property measures which are more general in appli­
cation. One general approach has taken the results of investigations into 
retinal and visual fields (e.g., Hubel S Wiesel, 1959; 1962; and Lettvin, 
Maturana, McCulloch, § Pitts, 1959) and used local operators as analogues 
of retinal fields. Bomba (1959) extracted local features from characters 
using such operators, stored the information on local features in nine 
equal areas corresponding to nine rectangular areas on a 60x90 input matrix, 
and categorized by combinational logic, resulting in a decision-tree with 
binary (present, not present) chetces. In a series of studies (Uhr, 
1960; 1963; 1964a; 1964b; 1568; and Uhr § Vossler, 1961a; 1961b; 1963; 
and Uhr, Vossler, S Uleman, 1962) Uhr and his coworkers have extensively 
investigated the use of local operators as property measures. Patterns 
are inputed on a 20x20 binary matrix, and local operators (e.g., horizontal 
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lines, vertical lines, curves, corners, etc.) in the form of ternary 
matrices are scanned across the large matrix to identify local features 
by finding matches with the I's and O's in the large matrix and the 
submatrix (matches with X's in the submatrices are ignored). Operators 
were generally pre-programmed by Uhr, although they could also have been 
generated by imitating features of the input matrix or by randomly gen­
erated n-tuples, Usino 48 matrix operators, Uhr and Vossler (1961a; 
1965) reported 70% to 80% recognition of the letters A, B, C, D, E, and 
96% recognition for the full alphabet with categorization obtained on the 
basis of the best fit of property lists. An interesting aspect of Uhr and 
Vossler's program is its ability to adjust the weights assigned to the 
individual operators after each pass through the characters on the basis 
of each operator's efficacy in recognition. In effect, such a procedure 
is similar to the perceptron approach as the final weightings of the oper­
ators can be conceptualized as establishing N, n-dimensional points (where 
n= number of operators) in a property space with categorization achieved 
on the basis of minimum distance from a particular point representing a 
specific pattern class. 
Application of Uhr's program to speech spectograms showed 70% 
correct classification of the numbers one through four, spoken by different 
people (Uhr, 1964b). Another study (Uhr, Vossler, Uleman, 1962) showed 
a superior ability on the part of the program to learn classifications of 
nonsense patterns to that of humans, thus showing the power of non-specific 
property measures. 
Hledsoe and Browning (1959) automatically generated operators by 
forming random n-tuples (n= 1,2,...,13) of the input matrix and used these 
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^-tuples as property measures. Each matrix cell was used in one and only 
one n-tuple so that if an rxs»t cell matrix was used for the input, there 
would be possible n-tuples, of which only t/n are used, ^-tuples are 
generated before any RR is attempted, with categorization achieved on the 
basis of n-tuple hit pattern fit. Using 2-tuples, Bledsoe and Browning 
reported 78% recognition of handprinted characters. In a replication of 
Bledsoe and Browning's procedure, Highleyman and Kamentsky (1960) reported 
only 20% recognition with 2-tuples, while recognition of the same data by 
cross-correlating the unknown pattern with average patterns (required 
centering) achieved 77% recognition. In a reply to Highleyman and 
Kamentsky, Bledsoe (1961) stated that Highleyman and Kamentsky failed to 
choose n^ (in n-tuple) to suit the data being read. Using 12-tuples with 
Highleyman and Kamentsky's data, Bledsoe reported 98% recognition (non-
centered data) with 50 alphabets of experience and the same 50 alphabets 
read. Using 40 alphabets of experience and 10 different alphabets read, 
however, recognition dropped to only 31%. According to Bledsoe, at least 
1000 alphabets of experience are needed before the n-tuple method can be 
evaluated. Uhr (1961) stated that Highleyman and Kamentsky only showed 
that the n-tuple method could be improved through the use of additional 
information and correlational methods. In a concluding article, Highleyman 
(1961) stated that the value of n is critical as the number of memory cells 
required increases almost exponentially with n, 
Uhr (1968) stated that pre-programmed operators of the Uhr and Vossler 
(1961a) variety are not sufficient for the great complexity and variability 
of patterns, and called for a modification of Bledsoe and Browning's 
n-tuple method in which randomly formed n-tuples are modified and combined 
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on the basis of their efficacy in recognition. Unfortunately, such a 
procedure would result in situation-specific operators which would not have 
the characteristic of generality previously stated to be desirable in 
property measures to be used in PR as opposed to CR. 
To summarize the results of PR based on some simple weighting of 
pattern characteristics, it has been found that property measures specific 
to the classification situation can give good CR results, but do not lend 
themselves to peneral PR. On the other hand, Uhr and Vossler's matrix 
operators do show promise as property measures which could be used in a 
general PR procedure. 
Matrix operators are invariant with respect to location, but not with 
respect to such factors such as size and tilt. Size can be handled rather 
easily by scaling the number of operator hits with respect to the size of 
the pattern, and it is also possible to make the operators somewhat invar­
iant with respect to line thickness. Factors such as tilt and reflection 
would require prerecognition normalization. 
Statistical Decision Functions 
One area of PR which remains to be discussed is that of the cate­
gorization process. Except for the perceptron, categorization in the 
majority of studies cited has involved either a decision-tree procedure 
or some aspect of property list fit. A difficulty of the decision-tree 
approach is that it is as weak as its weakest test. Property list fit is 
an improvement but does not take full advantage of the information con­
cerning the distribution of the property measures as do categorization 
procedures involving statistical decision functions. 
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Before the statistical decision function approach is discussed, it 
may be helpful to discuss the property list fit procedure. In general, 
the reference property lists are either obtained from prototypal characters 
or are centroids (property list mean vectors) obtained from samples of the 
character populations. Each character category will have a reference prop­
erty list which will define one point in an n-dimensional property space 
(where n is the number of properties). Categorization, then, can be 
achieved by minimizing the Euclidean distance between the observed property 
list for the unknown character and the reference property lists. Specifi­
cally, Nilsson (1965) showed that minimum Euclidean distance categorization 
can be achieved by maximizing the function 
where 
X = 
Mj = 
X, 
Xa 
I 
% 
Mni 
is an observed property list and 
is the property list mean vector 
for population JTj , j= 1,2,...,N, where N is the number of char­
acter categories. 
Thus categorization on the basis of property list fit would require 
calculation of for each of the N categories. If 
Gj^^X^ >Gj^XJ, j= 1,2,...,N; jf k, the unknown character would 
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be assigned to population TT 
k 
One class of pattern recognizers designed to minimize the "expected 
risk" of a classification system has made use of the Bayes strategy. Use 
of the Bayes strategy requires knowledge of the a priori probability of 
occurrence of each pattern class and knowledge of the distribution of the 
property measures. Given this information, Chow (1957) showed how the 
concept of minimum risk could be used to estimate the "cost" of a parti­
cular £R system when the cost of misreading a particular character and of 
rejecting a particular character is known, and developed an optimum 
(minimum cost) decision strategy which tests the hypothesis that an 
observed pattern is a given character against the hypothesis that the 
pattern is not the given character (Hawkins, 1961). 
Assuming equal cost for each possible miscategorization and rejection, 
Marill and Green (1960) derived an optimal (minimum error) recognition 
function assuming the property measures are distributed as multivariate 
normal densities with equal covariance matrices and with unequal covariance 
matrices and assuming equal a priori probability of occurrence for each 
character category. Given a vector of property measures X and given a 
set of pattern categories conditional probability that 
X came from population JT*. is : 
P(X|T^ )= (2TT)'^  EXP[-
where X^ TTi » M; are as previously defined and | y.| is the 
determinant of the covariance matrix and COVjj^ is the covariance between 
the jth and kth property measures. Assuming equal covariance matrices, 
the ratio of the two densities is: 
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Taking logs and rearranging terras: 
U;| = In 
'J - P(XTO " + 
With unequal covariance matrices, Marill and Green's procedure gives; 
Ufj = -gxtvi"-\^"')X + xt\('Mi - y|"Mj) - ^  
+ ^  Mj ^  Mj + In Kx 
where K" =:iMl 
N ivji 
The decision rule for Marill and Green's procedure becomes - form the 
* 
N(N-l) quantities J.. , i = 1,2,...,N; j k; pick the largest U^j = Um' 
J # 
and assign the character from which X was obtained to TTj if U(j is the 
largest quantity. The necessary computation can be greatly reduced by a 
procedure reported by Nilsson (1965), 
Assuming the pattern measures are normally distributed random 
variables, the minimum error categorization rule becomes: 
Hj(X)= Bj -[(X-Mj)yj"'(><-Mj)] 
where Bj= lnP(T^)-gInlVI 
Vj = [pO^^kJ where \/j is the covariance matrix for f^j 
PCT7j)~ j^f ^ ° 1;2,.,.,N, then ^ ^ 
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With Nilsson's procedure, the decision rule becomes - calculate 
k. 
Clearly, this is a much simpler computational procedure than Mari11 and 
Green's and only requires N calculations per categorization rather than 
N(N-l) calculations. 
To use this procedure, one would gather sample characters from which 
an estimate for the property list mean vectors and for the covariance 
matrices would be obtained. These estimates would then be used in the 
decision functions for the categorization of new characters. It is also 
necessary to know the a priori probabilities of pattern class occurrence, 
P(TIj)» j * 1,2,...,N, but in practice, of course, the a priori probabilities 
of occurrence, P^TTj)* not necessarily known, but can be estimated. The 
assumption of a particular underlying distribution (normal multivariate) 
for the property measures is more difficult to defend. Results using this 
assumption are equivocal. Marill and Green report 95% recognition of the 
block letters A, B, and C using as property measures the distance from 
the intersection of the character with diagonals to the center of the 
input matrix (see Fig. 2). A normal multivariate density function with 
assign the unknown character from which X was obtained to TT 
Fig. 2 Property measures of Marill and Green 
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equal covariance matrices was assumed. The difficulty with these results 
as in other studies cited is that the same characters used in the learning 
phase (establishment of the conditional probabilities) were used in the 
test phase, Marill and Green report that a new sample of ten A's, ten 
B's, and ten C's resulted in 29/30 correct classifications. Unfortunately, 
this does not represent an adequate sample of the alphabet, and it would 
be more meaningful to see the results of Marill and Green's procedure 
using the full alphabet. The Mermelstein and Eyden (1964) study reported 
earlier used the Marill and Green procedure for stroke recognition with 
the assumption of a multivariate normal distribution and unequal covar­
iance matrices, but as stated earlier, the results for individual letter 
recognition were not clear. 
Mighleyman (1962) describes a PR system utilizing linear decision 
functions (the Marill and Green - Nilsson procedure with unequal covariance 
matrices gives quadratic decision functions) which involves the fitting 
of N(N-l)/2 n-dimensional hyperplanes (n = number of measures). Woolf 
(1966) shows how a modification of Highleyman's search technique results 
in improved recognition. The concept of non-linear decision surfaces has 
been investigated by Cooper (1964; 1965), Cover and Hart (1967), Sebestyen 
(1962), and Specht (1967) among others. All of these procedures including 
Mighleyman's and Woolf's require an extensive search and hill-climbing 
learning phase, and it is the opinion of the author that procedures such 
as Nilsson's which do not require search techniques should be thoroughly 
investigated as to their efficacy when used in conjunction with effective 
property measures. Pilot work at Iowa State University by James A, Walsh 
and the author used matrix operators in a prototypal-matching scheme with 
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badly distorted, hand drawn characters as test patterns (prototypal char­
acters were drawn from a lettering template) and showed approximately 
70% accuracy. Combination of such matrix operators with an optimal cate­
gorization procedure such as Nilsson's could result in a powerful pattern 
recognizer. The present study, then, attempts to ascertain the efficacy 
of Nilsson's procedure using matrix operators which conform in a general 
way to receptive fields identified in the retina. 
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METHOU OF PROCEDURE 
The minimum Euclidean distance and minimum error PR systems 
described briefly in the introduction were tested on block capital letters, 
specifically, C, E, F, G, 0, and Q, These letters were chosen on the 
basis of their similarity in order to provide a more rigorous test of the 
PR ability of the system. 
Derivation of the minimum Euclidean distance discriminant function 
and the minimum error discriminant function is as follows: 
Let x = 
X .  
L 
where , i = 1,2,...,n are property 
measures of the unknown pattern. 
Let M. = 
' 'j 
category j. 
M,; 
where . , j = 1,2,...,N is the centroid for pattern 
V . _ 
Let TTj = population j, j = 1, 2 , . . .,N. 
The Euclidean distance we wish to minimize is: 
|X-Mjl= V(X-M/(X-Mj) 
Squaring both sides gives: 
IX-Mj 1^ = (x-Mj/(X-Mj) = x'x- aM]X + Mj^ Mj . 
Since XX is constant for all j, minimum distance categorization can be 
achieved by maximizing the following function: 
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Gj(x) = MjX - ^MjMj (Nilsson, 1965). 
For the minimum error discriminant function, let X, Mj, and Tlj 
be defined as before. 
Let Yj = where is the covariance matrix for . 
Let ACO^fTlj} be a cost function essociated with making decision 
0- assigning X to when "flj is the correct category. Given 
A(DjT|j) , the conditional average cost associated with Q. is: 
N 
L%(D;) = ^ A(D;|TIj)PCnj|X). 
J=l  ^ 
From probability theory, we know that: 
POT,IX). 
where PCTT.) is the a priori 
V 
probability of occurrence of TTj • Therefore: 
LA)-SA(DjTn)5y]SK!l), 
)^^ A(q|T^ )P(XlTTj)Pq). 
P^X) is constant for Lx(D() » i = 1,2,..,,N. Therefore, we can 
define: 
'x 
N 
(D;) = 5 A(Di I Tlj ) P(X| Tîj ) P(TTj ). 
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Let ACD-ITT)~ I— where S.. = 3 J (Kronecker delta) which 
'' 1) °'J °<J 
transforms A(Oj( I Ij) to an error function. 
Nr- -, Nr -, 
1^  (DiJ =p:^ [p(XiT^ ) P(TTJJ -SLSY P(X 1 Tij) P(rij)] 
=|:[P(X)PCnj|X)] - P(X|Tt:)P(T|:) 
= PCX) - P(x|T|:)PCn-). 
As before, P(X) is constant for all Ij C^Dj) » i = 1,2,...,N. There­
fore can be minimized by maximizing P(X|Tl^ P^(l l[) the decision 
function can be as : 
Gi(X)= PCX|TTi)P(TTi) 
or alternatively, 
Hl(X)= InPCXiTTt) + lnP(TTi) 
If it can be assumed that the pattern measures are normally distri­
buted random variables, then; 
P(Xni)= (2TT)"/a|V,| EXP[(X-MOvrCX-M,)](-!) 
and 
H^(X)= -^InZTT -ginlvj - g|(X-M^)V '(X-M()] 
+ lnP(1I). 
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The term (— ^  ln2TT) is a constant and can be ignored. Setting 
Bi=lnP(Tri) - ^  In I Vil, 
P(TO=n • ' = '<• B; = - In I Vil 
For purposes of this studyp^J]7)r: ^  , i « 1,2,...,6. 
Using either discriminant function, the categorization rule was: 
calculate 
(^ x) or Hj(X) for all i. If G^ X)>(^ (X) (or 
Hi^ CX)> Hj(X) ) , i = k/j, assign the unknown pattern 
from which X was obtained to TTj^  
One-hundred alphabets were gathered from introductory psychology 
students at Iowa State University. Each student provided a complete 26 
character alphabet. It was emphasized to the students that they were to 
give a representative sample of their printing and were not to attempt to 
make their characters neater than usual. 
To facilitate coding, the students were asked to print the letters 
in pencil on graph paper which had two centimeter squares within which 
were 20x20 cell matrices. The students were further requested to use 
approximately the middle half of each square. This was done to make the 
characters relatively invariant with respect to size. Samples which 
violated the size restriction by more than four millimeters in either 
direction were removed from the sample, leaving a population of characters 
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varying from six to fourteen millimeters in height. From this popu­
lation, two random samples of 35 and 15 alphabets, respectively, were 
drawn with the 35 alphabets used as alphabets of experience and the 
remaining 15 alphabets used in the test of the PR system. 
Coding of both samples was done by recording a one in any cell that 
contained a pencil mark and recording a zero in blank cells, giving rise 
to 20x20 matrices of ones and zeros which described the printed letters 
(see Appendix A for examples). 
Both the minimum Euclidean distance categorizer and the minimum error 
categorizer were used. The 35 alphabets of experience (using only C, E, 
F, G, 0, and Q as previously mentioned) were used to obtain centroids 
for the minimum distance categorizer and the minimum error categorizer and 
to obtain the covariance matrices for the minimum error categorizer. 
Twelve matrix operators were used to obtain property lists for each 
character (see Figs, 3 and 4). These matrix operators were chosen to 
conform in a very general fashion to geometric receptor fields, and con­
sisted of 5x5 matrices containing zeros, ones, and twos, with the twos 
placed so as to avoid extra hits due to differing line thicknesses. A hit 
was registered only when the ones of the operator matched up with the ones 
of the scanned character, with the twos of the operator failing to totally 
match with the ones of the character, IVhen both the ones and the twos of 
the operator matched up with ones of the scanned character, no hit was 
registered, (It should be noted that ideally, such scanning should be 
done by means of mechanical scanning equipment. Unfortunately, no such 
equipment was available, necessitating a simulation of the scanning process 
by the computer, admittedly an inefficient procedure,) 
0 
0 
0 
1 
2 
7 
0 
1 
0 
0 
0 
10 
0 
0 
0 
1 
0 
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2 3 
0 0  0 0 0 0 0  2 2 2 2 0  
0 0  2 2 2 2 2  2 1 1 1 1  
0 0  1 1 1 1 1  2 1 0 0 0  
0 0  0 0 0 0 0  2 1 0 0 0  
0 0  0 0 0 0 0  0 1 0 0 0  
5 6 
0 0  0 0 0 1 0  0 2 2 2 2  
0 0  0 0 0 1 2  1 1 1 1 2  
0 0  0 0 0 1 2  0 0 0 1 2  
1 1  1 1 1 1 2  0 0 0 1 2  
2 0  0 2 2 2 2  0 0 0 1 0  
8 9 
0 0  0 0 0 0 0  0 0 0 0 0  
2 0  0 0 0 1 0  0 2 1 1 0  
1 0  0 0 0 1 0  0 1 0 0 0  
1 0  0 1 1 2 0  0 1 0 0 0  
0 0  0 0 0 0 0  0 0 0 0 0  
11 12 
0 0  0 0 0 2 1  1 2 0 0 0  
0 0  0 0 0 1 0  0 1 0 0 0  
0 0  0 0 1 0 0  0 0 1 0 0  
1 0  0 1 2 0 0  0 0 2 1 0  
0 0  0 0 0 0 0  0 0 0 0 0  
Fig. 3. Matrix operators 
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r 
10 11 12 
4 Shapes recognized by corresponding matrix operators 
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Following the scanning, each character was represented by a string 
of 12 numbers giving the number of hits for each operator on that letter. 
(See Appendix B for a flow-chart of the scanning program and categor­
ization programs to be discussed.) 
Once operator hit patterns were obtained from the scanning program, 
covariance matrices were computed for each character class, giving six 
such matrices. From these matrices, a computer library program was used 
to obtain the matrix invert and determinant for each character class. 
Centroids for each character class were also computed. 
After obtaining the centroid, determinant, and inverse for each char­
acter class, machine recognition was attempted using both the minimum 
distance categorizer and the minimum error cateporizer on the 15 test 
samples for each character, giving 90 unknown characters in all. Overall 
error rates for both techniques were noted and compared to error rates for 
ten psychology graduate students. 
For human recognition, the coded test characters were printed on 
computer output paper, one character per page (this not only facilitated 
preparation of materials for human recognition but also required the 
human subjects to recognize coded letters as was required of the machine 
systems). All zeros were suppressed in the output process, leaving only 
ones to describe the characters. This was done as it became evident that 
the subjects (£s) would have had difficulty in picking out ones from a 
field of zeros. 
The characters were randomized and made up into a 90 page booklet, 
one character per page as previously mentioned. Each S was given the 
booklet and an answer sheet which was numbered from one to ninety and for 
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each example, listed the six possible letters, i.e., C, E, F, G, 0, and 
Q. The were instructed to circle the letter on the answer sheet which 
they felt was closest to the unknown character in the booklet. The Ss 
were given only the six possibilities as the two machine procedures had 
only six possibilities from which to choose. Each S was told that he had 
only 15 minutes in which to recognize the 90 unknown characters. 
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RESULTS AND DISCUSSION 
Results for the minimum distance recognition, minimum error recogni­
tion, and human recognition are shown in tables 1, 2, and 3. Human recog­
nition accuracy was 92.9% (836 of 900 correct), minimum error recognition 
accuracy was 56.7% (51 of 90 correct), and minimum distance recognition 
accuracy was 47.8% (43 of 90 correct). 
Orthogonal chi-square analyses showed that the two machine procedures 
did not differ significantly (^^ 1,425, df = 1, £ ^  .25) and that the 
combined, overall machine recognition accuracy was significantly less than 
that for humans ( ^  = 207.415, df = 1, £C.001). 
Human Recognition Results 
An overall error rate of 7.1% for humans is very close to what one 
would expect from previous studies. Neisser and Weene (1960) reported an 
error rate of 4.1% with hand-printed characters which were reproduced 
photographically with high resolution. Munson, Duda, and Hart (1968) re­
ported an error rate of 11.5% when characters were displayed as a 12x12 
matrix of points on a CRT scope. Use of a 20x20 matrix for coding, then, 
would probably result in a lower error rate than that reported by Munson 
and his associates. 
Several points are evident with respect to human recognition results. 
First, out of 900 categorizations, categorization of a straight-lined 
letter (E or F) as a curved-line letter occurred only twice and no curved-
line letters were categorized as straight-lined letters. Humans seem to be 
quite capable of placing an unknown letter in the correct general category 
with regards to letter type. 
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Table 1. Recognition results for human £s 
C E 
Output 
F G 0 Q % correct 
c 129 0 0 14 5 2 86.7% 
E 1 147 1 1 0 0 98.0% 
F 0 0 150 0 0 0 100.0% 
Input 
G 2 0 0 136 8 4 90.7% 
0 0 0 0 1 148 1 98.7% 
Q 1 0 0 13 10 126 84.0% 
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Table 2. Recognition results using minimum error discriminant functions 
Output 
C E F G 0 Q % correct 
c 9 0 1 3 1 1 60.0% 
E 0 6 1 0 0 53.3% 
F 0 2 U 0 0 0 86.7% 
Input 
G 0 0 0 9 1 5 60.0% 
0 4 0 0 3 4 4 26.7% 
Q 0 0 0 1 6 8 53.3% 
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Table 3. Recognition results using minimum Euclidean distance discriminant 
function 
C E F 
Output 
G 0 Q % correct 
c 10 1 0 0 3 1 66.7% 
E 1 2 7 0 0 0 46.7% 
F 1 3 9 2 0 0 60.0% 
Input 
G 5 0 1 4 3 2 26.7% 
0 3 0 1 1 7 3 46.7% 
Q 2 0 0 1 6 6 40.0% 
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Secondly, inspection of the error rates for individual letters shows 
most of the errors to have occurred with the letters C, G, and Q. These 
errors can probably be attributed to the relatively low degree of resolu­
tion used in the reproduction of the characters for recognition. 
For the Q, low resolution in some cases resulted in a masking of the 
"tail", giving rise to miscategorizations as 0. In other cases, the human 
£s mistook the tail of the Q for the serif of the G. A similar analysis of 
the erroneous categorizations of G and C shows the low coding resolution to 
be responsible for masking of serifs, appearance of serifs and tails when 
in fact none existed, and closure of loops on the C and G. 
The high recognition accuracy for the E and F categories is best ex­
plained by the fact that the coding process used matrices with cells in an 
horizontal-vertical alignment. Thus, the relatively low resolution of the 
coded characters would not degrade letters such as E and F as much as it 
would curved-line letters. 
Machine Recognition Results 
Both minimum Euclidean distance overall recognition accuracy and mini­
mum error overall recognition accuracy are below what one would expect from 
studies previously cited. Several reasons for such low machine accuracy 
can be cited. 
The first possible explanation lies in the lack of any prerecognition 
smoothing and contour enhancement. This possibility is readily ruled out, 
however, by the fact that the matrix operators were designed so as to tend 
to ignore spurious noise introduced by the coding procedure and also tended 
to enhance contour by being relatively invariant with respect to line 
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thickness. In addition, it is possible that prerecognition smoothing 
would do more harm than good when the characters to be recognizcd are 
distorted. 
A second possibility is the lack of feedback as to recognition 
results. Such feedback could have been used to modify the weights assigned 
to each character class and could have also been used to modify the opera­
tors according to their efficacy in discrimination. 
With respect to weight modification, new centroids and covariance 
matrices could have been calculated as each new letter was viewed. Such a 
procedure, however, would have proven costly with respect to computer time. 
Additionally, one must take care to avoid "tuning" the PR system to a par­
ticular set of data for purposes of recognizing that data. Such a PR 
system would give very good results with the original data, but would 
probably give poor results with new data. 
Operator modification is also a procedure which must be undertaken 
with caution for much the same reasons as in the preceding paragraph. In 
particular, one of the goals of PR is the ultimate simulation of human per­
ception. Optimization of operators in a CR task would undoubtedly result 
in task-specific operators which would be of little use in full PR. 
Another explanation for low machine accuracy is that there were too 
few alphabets of experience. Bledsoe (1961), for example, claimed that 
1000 alphabets of experience were needed before an effective test of his 
n-tuple ^  system could be made. One important difference between the 
ix-tuple system of Bledsoe and the machine recognition systems used in this 
study is the fact that Bledsoe's n-tuples were randomly generated operators 
whereas the operators used in this study were not random but were logical 
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operators chosen on the basis of their supposed efficacy in PR, This being 
the case, it is likely that Bledsoe's system would require many alphabets 
of experience, particularly if operator modification were used. At the 
same time, however, it is unlikely that increasing the number of alphabets 
of experience to 1000 would have improved the recognition results enough 
in this study to justify the time and cost of such an operation. It should 
be noted that Bledsoe's system had much poorer results with samples from 
new ^ s than did either of the two machine procedures used in this study, 
with the ja-tuple procedure achieving only 30% correct recognition (and also 
requiring centering of the input). 
A possible difficulty with the minimum error recognition system is the 
assumption of a multivariate normal distribution for the character's prop­
erties as measured by the operators. If the assumption of normality is 
invalid, it would be necessary to go to techniques such as Highleyman's 
(1962) which make no assumption concerning the distribution of a letter's 
characteristics (such an approach is much more complex computationally 
than the categorization procedures used in this study), or to empirically 
identify the actual sampling distribution of the properties measured by 
the operators, and if possible, use that information in the derivation of a 
minimum error procedure. Lack of a significant difference between the min­
imum error and minimum distance recognition systems does suggest that a 
multivariate normal distribution is not appropriate for the property mea­
sures used in this study. As will be shown, however, the assumption of a 
multivariate normal distribution may still be appropriate if a modification 
of the categorization process is undertaken. 
It might be mentioned here that one further assumption used in the 
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derivation of the minimum error recognition function was that the a priori 
probability of occurrence of a particular character category was equal for 
all categories. This was not a necessary assumption but only simplified 
the minimum error function. Expanding the range of possible patterns that 
could occur (with different a priori probabilities of occurrence) would 
only require that probabilities of occurrence of pattern categories be 
estimated - not a difficult task. 
Another possible reason for the low machine accuracy is that the 
properties measured by the operators were not sufficient to allow for dis­
crimination between character classes due to overlap of population point 
clusters in the property hyperspace. Investigation of tables 2 and 3 
reveals that the majority of the errors of categorization involved classi­
fying the input letter as a similarly-shaped letter. For example, the 
majority of errors for the curved-line letters were classifications as 
other curved-line letters. This suggests that similarly-shaped letters re­
sulted in an overlap of the point clusters in the property hyperspace. 
Further evidence for this point is shown in table 4. Of the 47 erroneous 
categorizations made by the minimum distance categorizer, 21 or 44.7% had 
the correct character as a second choice. Of the 39 erroneous categoriza­
tions made by the minimum error categorizer, 25 or 64.1% had the correct 
character as a second choice. If the point clusters were overlapped, one 
would expect the correct choice to be close to the incorrect categorization 
(where an incorrect categorization was made) either in terms of geometric 
distance or in terms of probability of an erroneous decision and this would 
manifest itself by results such as those shown in table 4. While such evi­
dence does not conclusively show that the point clusters were overlapped. 
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Table 4. Order of correct choice for erroneous categorizations 
Categorization Function 
Order Minimum Distance Minimum Error 
2 21 25 
3 15 6 
4 7 6 
5 2 1 
6 2 1 
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it does suggest that further information is needed to aid in discrimination 
between character classes. 
Such information could be obtained in several ways. Some of these 
are: (a) modifying the present operators so as to make them more specific 
to the recognition problem; (b) retaining the present operators but adding 
new ones; (c) in addition to (a) and/or (b), going to a recognition ap­
proach as Highleyman's (1962) which fitted optimum hyperplanes to the pro­
perty space; (d) retaining the present system as a first stage in an hier­
archical procedure with further tests performed on the results from the 
first stage to identify the unknown characters; and (e) retaining the pre­
sent system as in (d) but with modification of the operators so as to make 
the properties measured by the operators more likely to be normally 
distributed with matrix operators perhaps used in some later categorization 
stage in an hierarchical procedure. 
With regards to the possible approaches, (a) and (c) are probably the 
least attractive since the use of either or both in the present system 
would result in a situation-specific categorizer. Alternative (b) may be 
of value although the present operators represent a relatively wide 
range of possible shapes. Alternative (d) would seem to be an attractive 
approach for three reasons. The first and most obvious reason is that such 
an approach would allow retention of the relatively simple (in terms of 
recognition complexity) minimum error categorizer. The second reason is 
that if an hierarchical approach were used, it would not be necessary to 
identify the unknown character in the first stage but only to identify a 
limited number of possible categorizations. Comparing the minimum distance 
and minimum error classification systems by combining the number of first 
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and second choices (see table 4), it can be seen that the minimum error 
approach had the correct character as its first or second choice 84.5% 
of the time while the minimum distance approach had the correct character 
as its first or second choice 71.1% of the time. A chi-square analysis 
of these results shows the minimum error approach to be significantly 
better than the minimum distance approach ( ^  = 4.268, df = 1, £ ^  .05). 
Thus, the minimum error approach might well be superior in an hierarchical 
categorization system. The third reason for supporting alternative (d) 
is that use of an hierarchical categorization system would lead to a 
recognition system with a greater capacity to recognize wide ranges of 
patterns that would obtain under full PR than would a one-stage system 
as was used in this study. 
The primary objection to alternative (d) lies in the critical assump­
tion of multivariate normality. The property measures used in the machine 
recognition systems supplied discrete data and one could certainly argue 
against the multivariate normal assumption with such data. It is difficult 
to say what actual form the distribution of property measure data used in 
this study would take. Comparison of the minimum distance and minimum 
error approaches would certainly suggest that the assumption of normality 
was inappropriate. What is needed is an empirical investigation of the 
sampling distribution of the property measure data. If the distribution 
differed drastically from normality, three alternatives are possible. 
Firstly, one could attempt to derive a minimum error function using the 
true distribution of the present property measures; secondly, one could 
fall back to alternative (c) discussed above ; or thirdly, one could devise 
new property measures which would provide data more normal in form as 
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suggested in alternative (e). 
Measures which would provide normality are by no means numerous. 
A few possibilities are size as measured by bipolar coordinates such 
as those used by Dimond (1957) and moments such as center of gravity 
as suggested by Alt (1962), Edwards, Wood, and Chambers (1964), and 
Hu (1962) . If it were found that the empirical sampling distribution 
of the properties measured by the present set of operators deviated 
from normality, then measures such as those mentioned above may provide 
a reasonable alternative to those presently employed. The arguments 
for alternative (d) with regards to the use of an hierarchical approach 
to categorization are also applicable to alternative (e). 
An additional source of information which could be easily incorpor­
ated in a multi-stage categorizer is the position of the operator hit 
on the input matrix. One difficulty with both machine recognition systems 
used in this study was that the only information obtained from the pattern 
scanner was overall hit patterns. It is quite possible, for example, for 
an E and an F to have the same number of horizontal operator hits, leading 
to a difficult discrimination problem. If the input matrix were divided 
into nine equal areas (e.g., nine submatrices, each 7x7, in a 21x21 input 
matrix) with operator hits recorded per area, it would be possible to 
discriminate the E and F on the basis of horizontal operator hits in the 
lower three submatrices. Such a procedure would most likely require a 
multi-stage or hierarchical categorizer which would first identify the 
general class of the unknown character (e.g., the subgroup of characters 
having only horizontal or vertical straight lines) and pass this infor­
mation on to higher stages which would undertake the final classification. 
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Of the many ways in which the first stage decision as to general 
character type could be made, the minimum error categorizer and a cate-
gorizer based upon a decision-tree format will be discussed here. 
A decision-tree format in the first stage would probably be more 
accurate in determining the general category of the unknown character, 
as one could directly test for the characteristics of the category. Use 
of the minimum error approach would necessitate ordering of all possible 
characters in terms of probability of an erroneous decision and choosing 
the top six, perhaps, to be passed on to the second stage. This procedure 
would undoubtedly result in some character possibilities being passed on 
which were not of the general character category of the unknown character. 
The minimum error categorizer, however, would still seem to be the 
better choice for a first stage, for if a decision-tree were used in the 
first stage, the number of tests necessary to identify general character 
type would be quite large and would be limited for the most part to alpha­
numeric characters. To expand the capabilities of the system to a general 
pattern recognizer would require a massive expansion of the first stage 
categorizer. A minimum error categorizer, on the other hand, would still 
use the same number of test operators and would only require an increase 
in category centroids and covariance matrices as new categories were added. 
This is not to say that a decision-tree procedure would not be of value at 
some stage in the system. Indeed, it may be that the final categorization 
should be made by a decision-tree format once the number of possible pat­
terns has been sufficiently delimited. 
To briefly summarize the last few pages, it is evident that a single-
stage categorizer is not sufficiently powerful to recognize hand-printed 
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characters chosen for their similarity. A multi-stage categorizer is 
required in which the first stage (and possibly further stages) delimits 
the number of possible categories into which the unknown character should 
be placed. Looking at success in rank ordering possible categories, the 
minimum error categorizer does seem superior to the minimum distance cate­
gorizer, with only two of ninety characters having the correct choice 
ordered in the fifth or sixth position. Higher stages could use such 
information as position of operator hits to decide among the delimited 
set of possibilities for the final categorization. A procedure such as 
this would allow retention of the minimum error categorizer, and more 
importantly, retention of the assumption of a normal multivariate dis­
tribution for the character properties, assuming either justification of 
the normality assumption for the present operators, or new operators for 
which a normality assumption is justified. 
Error rates per character within categorization procedures are 
relatively difficult to interpret meaningfully. The minimum error cate­
gorizer did a much better job in classifying F's and G's than did the 
minimum distance categorizer while the minimum distance categorizer did 
a much better job of classifying O's. Any conclusions from these results, 
however, must be immediately tempered by the fact that the test popula­
tion of characters was quite limited. One point of interest is the fact 
that the minimum error categorizer misclassified unknown characters as 
differently shaped letters only twice while the minimum distance categor­
izer misclassified unknown characters as differently shaped characters 
seven times. As stated earlier, the minimum error categorizer would seem 
to be better at classifying characters according to general categories 
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of letter shape. Even this conclusion must be made with an awareness 
of the limited range of characters and character shapes used in this 
study. 
It should be mentioned that the most successful aspect of this study 
was the performance of the pattern scanner which in essence simulated the 
operation of optical scanning equipment. The scanning stage of the recog­
nition procedures was without error, although not particularly efficient. 
Preparation of data for input to the scanning program was quite tedious 
and lengthy and accounted for the greatest portion of the time lapse 
between obtaining the data to be recognized and the final recognition out­
put. Once an optical scanner is obtained, evaluation of particular PR 
techniques will become much more efficient. 
As a final note on this section, it should be mentioned that the 
task assigned to the machine recognition systems was intentionally a very 
difficult one. All six of the characters were chosen, as mentioned 
earlier, on the basis of their similarity and supposed discrimination 
difficulty. It is quite likely that if a random set of six alphanumeric 
characters had been chosen, recognition accuracy would have been much 
higher. The current choice of test characters, however, illustrated the 
ability of the machine systems to recognize general letter shapes while 
testing the limits of the systems' capabilities. The obtained error rates, 
under these conditions, are by no means discouraging and in fact lead to 
the conclusion that recognition systems incorporating a minimum error 
approach with a multi-stage decision process could prove to be powerful 
simulators of human pattern recognition. 
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CONCLUSIONS 
The primary purpose of this study was to ascertain the efficacy of 
the minimum error procedure as derived by Nilsson (1965), using matrix 
operators which conformed to retinal receptive fields and assuming a 
multivariate normal distribution of the properties measured by the oper­
ators . 
The first and most obvious conclusion to be drawn is that neither 
machine recognition procedure used in this study was sufficiently power­
ful to distinguish among highly similar characters with a high rate of 
success. The major problem seemed to lie in the inability of the cate-
gorizers to discriminate between letters in subsets with similar general 
shapes. The source of the difficulty was probably the overlap between 
character point clusters in the property hyperspace. 
Two facts must be remembered, however, in evaluating the accuracy of 
the machine recognition procedures. First, at no time were the categor-
izers tested on previously experienced material. Many workers in the 
field of report surprisingly good figures for recognition accuracy, 
but with previously experienced data. When a cross-validation is done 
(if it is done at all) with new data for which the categorizer has not 
been tuned, recognition accuracy falls sharply. Bledsoe and Browning 
(1959), for example, reported 78% recognition with the n^tuple procedure 
for previously experienced data, but only 30% recognition for new data. 
In addition to the use of previously unexperienced data, the machine 
systems in this study were tested on characters which were very similar 
in configuration. This was also a different approach from that of many 
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other PR studies in which the characters were seemingly chosen on the 
basis of their lack of similarity (e.g., Doyle, 1960; Marill 6 Grc&a, 
1960). As stated in the previous section, it is likely that if a random 
sample of characters had been used, recognition accuracy would have been 
much better. 
The assumption of a multivariate normal distribution for the proper­
ties measured by the operators was not validated. The original analysis 
of number of correct classifications did not show the minimum error proce­
dure based upon the assumption of normality to be significantly better than 
the minimum distance procedure. Of course, this does not necessarily inval­
idate the assumption of normality since these results would obtain if the 
covariance matrices for each character category were equal under conditions 
of normality. Looking at number of decisions placing the correct categori­
zation in the first or second choice order, however, did show the minimum 
error procedure to be superior to the minimum distance procedure. It does 
seem, therefore, that the assumption of normality may be justified, although 
the question certainly needs further exploration. It may be that an optimum 
PR procedure will require hyperplanes (or perhaps non-linear decision sur­
faces) to be fitted to the data by an hill-climbing, search technique. If 
possible, it would be even better if the normality assumption could be re­
tained even with its possible inadequacies for the ease with which categor­
izations can then be made and for the lack of recognition situation speci­
ficity which would be the result of fitting optimum decision surfaces to 
the data. In addition, it may be the case that the assumption of normal­
ity is sufficient when used in conjunction with a multi-stage pattern recog­
nizer as will be discussed shortly. 
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The operators used in this study were chosen on the basis of their 
generality of application to many types of ^  situations. The performance 
of the operators leads to the conclusion that such pattern measures are 
inferior to measures specific to character recognition. It is quite likely 
that operators constructed from the to-be-recognized data as suggested by 
Uhr (1963), or operators chosen and/or modified according to their efficacy 
in recognition, also suggested by Uhr (1963), would have given better re­
sults. However, the reason for not using such procedures is that operators 
which are specifically designed for a particular recognition situation are 
likely to be of little use in different recognition situations. For this 
reason, it is probably better not to use operator modification procedures 
unless it is demonstrated that the present set of operators is setting a 
limit on recognition accuracy, or if it is demonstrated that other non-
situation specific property measures such as character moments would more 
adequately justify the assumptions upon which the derivation of the minimum 
error recognition function is based. 
What seems to be needed for greater recognition accuracy is a categor-
izer based upon hierarchical strategies. Although the results are not con­
clusive, they do suggest that the minimum error categorizer with its assump­
tion of normality could be used as a first stage categorizer (keeping in 
mind the qualifications regarding the property measures). The purpose of 
the first stage would be to identify the general pattern class, e.g., alpha­
numeric characters. Succeeding stages would further delimit the range of 
possible patterns. The exact nature of the tests or categorizers needed at 
various stages remains to be seen. At some point in the process, it may be 
necessary to employ a decision-tree procedure, and in fact, the entire 
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recognition process may necessitate control by a decision-tree procedure 
as it is possible that the categorization procedures will have to be 
specific for a particular identified class of patterns. If such is the 
case, the resultant pattern recognizer may prove to be a poor simulator 
of human perception or at least a poor simulator of the ongoing processes 
in perception. Nevertheless, the results from this study point towards 
the need for a multi-stage recognition procedure. 
It may also be helpful to remember that simulation of human processes 
such as perception does not necessarily imply such processual simulation 
as is mentioned in the preceding paragraph. Input-output simulation, i.e., 
simulating the results of some human activity without regards to the 
ongoing processes involved in the activities is just as valid as pro­
cessual simulation. With regards to this point, then, a simulation can 
and should be distinquished on the degree lo which it exhibits some 
isomorphic relationship to the human processes, but such should not be 
used to decide whether or not the simulation is fruitful. 
There are many aspects of PR, of course, which have not been con­
sidered by this study. Factors such as three-dimensional shape, color, 
gradients of texture and brightness, figure-ground relationships, multiple 
patterns, moving pattern;;, contiguity information from the "environment" 
surrounding the pattern, etc. have been ignored, largely for reasons of 
practicality. Each of these factors represents further information about 
the identity of the pattern and should eventually be considered. 
Once a multi-stage pattern recognizer has been established, it is 
the intention of the author to attempt to include these factors and 
others, probably one at a time, in the recognition process. Such a 
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procedure should result in a machine capable of perception in the human 
sense, although it remains to be seen if the ongoing machine processes 
will successfully mirror the processes in human perception. 
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SUMMARY 
Commercial approaches to pattern recognition have been limited for 
the most part to character recognition. Template-matching and prototypal-
matching techniques have been the primary categorization procedures used 
by such companies as IBM, Control Data Corporation, Philco-Ford, and 
Recognition Equipment Incorporated. These techniques have given extremely 
good recognition results (0.9% errors to 0.00005% errors) with a limited 
range of character input. Template-matching and prototypal-matching, 
however, are not particularly amenable to full pattern recognition since 
they would involve excessive memory requirements. 
Procedures which leam categorization rules through self-organization 
of an initially random neural net (e.g., Rosenblatt, 1958; 1960; 1962) 
have only been moderately successful and become extremely inefficient when 
the number of possible patterns becomes large. 
Procedures which approach the problem from a statistical decision 
point of view avoid the difficulties of the above procedures. Information 
concerning the distribution of pattern properties can be utilized with a 
minimum of time and memory requirements. Such information can be obtained 
in various ways, with property measures varying in degrees of specificity 
to the recognition problem. 
One class of property measures which appear to have generality of ap­
plication is that of local operators, which, as analogues of retinal fields, 
represent various geometric shapes. Local operators, combined with a 
categorizer based upon statistical decision functions, represent a poten­
tially powerful recognizer which could be applicable to full PR. 
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To ascertain the efficacy of such a recognizer as briefly outlined in 
the preceding paragraph, two machine categorization procedures were used, 
both of which utilized the same twelve local operators as property mea­
sures. The first procedure used decision functions based upon iiii rda-iiation 
of the Euclidean distance between character point clusters in the property 
hyperspace. The second procedure used decision functions based upon mini­
mization of the probability of an erroneous decision, with the added 
assumption of a multivariate normal distribution for the properties 
measured by the local operators. 
Both machine procedures were tested on the letters C, E, F, G, 0, and 
Q which were hand-printed by introductory psychology students. Results for 
the two machine procedures were compared to recognition of the same input 
by human £s. 
Overall recognition accuracy was 92.9% for human ^ s, 56.7% for the 
minimum error procedure, and 47.8% for the minimum distance procedure, 
with the last two recognition rates failing to differ significantly. 
It was concluded that local operators in a one-stage categorizer do 
not provide enough information to allow for successful discrimination 
between similarly shaped characters. What is needed is a multi-stage 
categorizer which delimits the possible categorizations in successive 
stages. 
It was also concluded that the assumption of multivariate normality 
was suspect, although no definitive answer was reached. What seems to 
be needed is an investigation of the empirical sampling distribution of 
the properties measured by the local operators. 
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APPENDIX A 
Test sample characters. Note that all zeros have been omitted. 
1 1 1 
11 11 
1 1 1 
1 
1 
1 
1 1 1  1 1  
1 1 1 1 1  
Fig. 5A. Example of a test sample "C" 
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1 1 
1 1 
1 1 
1 
1 
1 
1 
1 
11 11 
1 1 1 1 1  
Fig. SB. Example of a test sample "C" 
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1 1 
1 1 1 1 1  
Fig, SC. Example of a test sample "C" 
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1 1 1 
1 1 1 1 1 1 1  
1 
1 
1 1 1 1 1  
1 1 1 1 1  
Fig. 6A. Example of a test sample "E" 
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1 1 1 1 1 1  
1 1 1 
1 1 1 
1 1 1 1  
1 1 1 1  
6B. Example of a test sample "E" 
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1 1 1 1 1  
1 1 1 
1 1 
Fig. 6C. Example of a test sample "E" 
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1 1 1 1 1 1  
i 1 1 1 1 
1 1 
1 
1 
1 1 1 1 1 1 1 1  
1 
1 1 
1 1 
Fig.7A. Example of a test sample "F" 
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1 1 1 1  
1 1 1 1  
Fig. 7B, Example of a test sample "F" 
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1 
1 1 
1 1 
1 1 1 
1 1 
1 1 
1 
1 1 1 1 1 1  
1 1 1 
1 1 1 
1 1 
Fig. 7C. Example of a test sample "F" 
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1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 1 
1 
1 
1 
1 
1 
1 
1 
1 
Fig. 8A. Example of a test sample "G" 
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1 1 
1 I 1 
1 1 1 
1 1 
1 
1 
1 
1 1 
1 1 
1 1 
1 1 
1 1 1 
1 1 1 
1 
1 
1 1 
1 
1 1 
1 1 1 
Fig. 8B. Example of a test sample "G" 
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1 
1 1 
1 1 
1 1 
1 1 
1 1 1 
1 1 1 1  
1 1 
1 
1 1 1 
1 1 1 
1 1 
11 11 
1 1 1 1  
Fig. 8C. Bxample of a test sample "G" 
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1 
1 1 
1 1 1 
1 1 
1 1 
1 1 
1 1 
1 1 1 1 1 1  
1 1 1 1 1  
1 1 
1 1 1 
Fig. 9A. Example of a test sample "0" 
1 1 1 1 1 1  
1 1 1 
1 1 
1 1 
1 1 
1 1 
1 
1 
1 1 1 
1 
Fig, 9B. Example of a test sample "0" 
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1 1 
1 1 
1 1 1 
1 1 
1 1 
1 1 
Fif», 9C. lixample of a test sample "0" 
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1 1 
1 1 
1 1 
1 1 
1 1 1 1  
Fig. lOA. Example of a test sample "Q" 
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1 1 
Fig. lOB. Example of a test sample "Q" 
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1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
Fig. IOC. Example of a test sample "Q" 
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APPENDIX B 
Flow Chart for Pattern Scanner Program 
NA,NB,-., 
READ 
NOPRS 
R.E.AD 
^0(*RCL,3,K) 
/l=i,NOfRS 
NA = NO. OF "A" EXAMPLES 
1> NB = NO. OF "B" Ê)^MPLE.5 
ETC. 
NOPRS = NO. OF MATRIX OPERATORS 
\ 7  
SUM ONE'S 
AND TWDSIN 
OPERATORS 
^1% NOPRS 
— — —^ 
00 I 1- NOPRS 
00 J= 1, 5 
D O  &  K = L , 5  
*F(OPR(%,J,K).EQ.l) 
1 SOPRl(l)=SOPRim+l 
1 IF(0PR(X,T,K).EQ.2) 
1 sopRaCDrsopRZ/iVl 
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CO TO 
(1,2, -,26.27), 
NUMBER. 
{>( STOP ) 
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NCASES= NZ 
COHIT(l) = OPERATO;\ HITS, 
l=l,NOPRS, FOR SCAMMED 
CM^ RACTER 
CHAR (I.J) = CODED INPUT 
FOR CHARAC-TEK TD 8& SCANNED - -
si=o 
si*o 
Do 2. J = l,NOPRS 
DO & KK=1,16 
DO & LL.= 1,1C» 
DO X K=i,5 
OOl L = 1>5 
IF((CWAR(0:K-A+KK\ 
1 (CL-IVLLUEÛ.1). AND. 
2 (OPRCJ.K AEa.i)') S2= SE41 
IF((C^ AR(((K-i)t KK% 
lffL-n+LL)).EQ.l\AND. 
2 (OPR( JjK>L).EÛ.i)) Sl= SI +1 
Y CONTINUE 
1F( SOPR2( J).EO. S2) CO TO Z 
LF(SOPRLC3).E(A.S« 
1 co«rrCjVcoHiTCj')+ 1 
z 51» O 
" " 3 2  =  0  
X CONTINUE 
T 
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C 
C 
C PATTERN SCANNING PROGRAM. THIS PROGRAM WILL READ IN THE MATRIX PATTERN 
C FOR EACH CHARACTER, SCAN THE CHARACTER WITH THE OPERATORS, OBTAIN AM 
C OPERATOR HIT PATTERN FOR EACH CHARACTER SCANNED, AND OUTPUT AN OPERATOR 
C HIT PATTERN MATRIX FOR EACH CHARACTER SCANNED. 
C 
C 
IMPLICIT INTEGERM(A-Z,$) 001 
DIMENSION CHAR(20,20),0PR(15,5,S),C0HIT(15),S0PR1(15),S0PR2(15) 002 
C 
C 
C READING IN NUMBER OF EXAMPLES OF EACH CHARACTER. THESE ARE THE 1ST 26 
C DATA CARDS. 
C 
C 
READ(1,101)NA,NB,NC,ND,NE,NF,NG,NH,NI,NJ,NK,NL,NM,NN,N0,NP,NQ, 003 
1NR,NS,NT,NU,NV,NW,NX,NY,N2 
C 
C 
C READING IN NUMBER OF OPERATORS. THIS IS THE 27TH DATA CARD. 
C 
C 
READ(1,191)N0PRS 
101 FORMAT(14) 
C 
C 
C INITIALIZING MATRIX 0PR(I,J,K) AND VECTORS SOPRl(I) AND S0PR2(I) 
C 
C 
DO 1 1=1,15 
DO 1 Jnl,5 
DO 1 K=1.5 
OPR(I,J,K)=0 
1 CONTINUE 
DO 2 1=1,15 
SOPR1(I)=0 
SOPR2(I)=0 
2 CONTINUE 
C 
C 
C READING IN OPERATOR MATRICES. THESE DATA CARDS FOLLOW THE NOPRS 
C 
C 
DO 3 I»l,NOPRS 
DO 3 J-1,5 
READ(1,103)(0PR(I,J,K),K«1,5) 
3 CONTINUE 
103 FORMAT(511) 
004 
005 
TO ZERO. 
006 
007 
008 
009 
010 
011 
012 
013 
014 
CARD. 
015 
016 
017 
018 
019 
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C SUKWING ONES AND TWOS IN OPERATOR MATRICES. 
C 
C 
DO 7 I«1,N0PRS 020 
DO 7 J=l,5 021 
DO 7 K=l,5 022 
IF(OPR(I,J,K).EQ.l) S0PR1(I)«:S0PR1(I) + 1 023 
IF(OPR(I,J,K).EQ.l) S0PR2(I)-S0PR2(I)+1 024 
7 CONTINUE 025 
C 
C 
C PRINTING OPERATOR MATRICES. 
C 
C 
WRITE(3,303) 026 
303 FORMAT(' •,20X,'OPERATOR',7X,'T,14X,'2',14X,'3',14X,'4',14X, 027 
1'S',14X,'6') 
DO 11 J»l,5 028 
WRITE (3,304) ( (OPR ( I, J, K) , K-1,5) , 1=1,6) 029 
11 CONTINUE 030 
WRITE(3,305) 031 
305 FORMATC'O',20X,'OPERATOR',7X,'7',14X,'8',14X,'9',13X, ' 10' ,14X, 032 
1'11',13X/12') 
DO 12 J=l,5 033 
12 WRITE(3,304)((OPR(I,J,K),K-1,5),1=7,NOPRS) 034 
304 FORMAT(' ',25X,6(5X,5(1X,I1))) 035 
C 
C 
C SETTING UP INDEX COUNTERS TO ESTABLISH NUMBER OF EXAMPLES OF EACH 
C CHARACTER AND EXAMPLE NUMBER OF A PARTICULAR CHARACTER. 
C 
C 
NCASEScO 036 
NUMBER«0 037 
102 NUMBER»NUMBER+1 038 
EXNUM=0 039 
GO TO (201,202,203,204,205,206,207,208,209,210,211,212,213, 040 
1214,215,216,217,218,219,220,221,222,223,224,225,226,227),NUMBER 
227 GO TO 1000 041 
201 IF(NA.EQ.O) GO TO 102 042 
NCASES-NA 043 
GO TO 300 044 
225 IF(NY.EQ.O) GO TO 102 114 
NCASES-NY 115 
GO TO 300 116 
226 IF(NZ.EQ.O) GO TO 1000 117 
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NCASES=NZ 118 
GO TO 300 119 
C 
C 
C INITIALIZING CHARACTER MATRIX AND OPERATOR HIT VECTOR TO ZERO. 
C 
C 
300 DO 4 1=1,15 120 
C0HIT(I)=0 121 
4 CONTINUE 122 
DO 5 1=1,20 123 
DO 5 J=l,20 124 
CHAR(I,J)=0 125 
5 CONTINUE 126 
C 
C 
C READING IN MATRIX PATTERN FOR CHARACTER. THESE AND ALL THE FOLLOWING 
C DATA CARDS MAKE UP THE REMAINING DATA CARDS ORDERED WITH A'S FIRST, 
C B'S SECOND, ETC. 
C 
C 
DO 6 1-1,20 127 
READ(1,104)(CHAR(I,J),J»1,20) 128 
6 CONTINUE 129 
104 F0RMAT(20I1) 130 
C 
C 
C FINDING OPERATOR HITS FOR INPUT CHARACTER. 
C 
C 
Sl-O 131 
S2=0 132 
DO 8 J=1,N0PRS 133 
DO 8 KK«1,16 134 
DO 8 LL=1,16 135 
DO 9 K=l,5 136 
DO 9 L»l,5 137 
IF((CKAR(((K-l)+KK),((L-l)-rLL)).EQ.l.AND.(0PR(J,K,L).EQ.2)) 138 
1S2-S2+1 
IF((CHAR(((K-l)+KK),((L-l)+LL)).EQ.l.AND.(OPR(J,K,L).EQ.l)) 139 
1S1=S1+1 
9 CONTINUE 140 
IF(SOPR2(J).EQ.S2) GO TO 10 141 
IF(S0PR1(J).EQ.S1) C0HIT(J)»C0HIT(J)+1 142 
10 Sl-O 143 
S2«0 144 
8 CONTINUE 145 
C 
C 
C WRITING COHIT VECTOR FOR CHARACTER JUST SCANNED. 
C 
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C 
EXNUMxEXNUM+1 146 
IF(EXNUM.GT.l) GO TO 302 147 
GO TO (401,402,403,404,405,406,407,408,409,410,411,412,413,414, 148 
1415,416,417,418,419,420,421,422,423,424,425,426,427),NUMBER 
427 GO TO 1000 149 
401 WRITE(3,501) 150 
501 FORMATCl','OPERATOR HITS FOR "A" EXAMPLES') 151 
GO TO 301 152 
426 WRITE(3,526) 225 
526 FORMATCl','OPERATOR HITS FOR "Z" EXAMPLES') 226 
GO TO 301 227 
301 WRITE(3,601) 228 
601 F0RMAT('0',2X,'OPERATOR',5X,'l', 9X,'2',9X,'3',9X,'4',9X,'5', 229 
19X,'6',9X,'7',9X,'8',9X,'9',8X,'10',8X,'11',8X,'12') 
302 WRITE(3,602)EXNUM,(COHIT(I),I=1,NOPRS) 230 
602 FORMATCO',IX, 'EXAMPLE' ,I4,I4,11(6X,I4)) 231 
IF(EXNUM.EQ.NCASES) GO TO 102 232 
GO TO 300 233 
lOOO CONTINUE 234 
STOP 235 
END 236 
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1=1 
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C 
C 
C PATTERN CATEGORIZER PROGRAM, TO USE THIS PROGRAM, ONE NEEDS OPERATOR 
C HIT PATTERN CENTROIDS FOR EACH CHARACTER CATEGORY, INVERSE AND 
C DETERMINANT OF THE OPERATOR COVARIANCE MATRIX, ALL OBTAINED FROM 
C ALPHABETS OF EXPERIENCE. IT IS ALSO NECESSARY TO HAVE OPERATOR HIT 
C PATTERNS FOR THE UNKNOWN CHARACTERS. 
C 
C 
DIMENSION FINV(6,12,12),FMEANS(6,12),DIFF(6,12),IHIT(90,12), 001 
1FDET(6),DEC(6),FDIS(6),EXP(6) 
C 
C 
C READING IN NUMBER OF CHARACTERS IN RECOGNIZER'S VOCABULARY, OPERATORS, 
C AND UNKNOWN CHARACTERS, MAKING UP THE FIRST THREE DATA CARDS. 
C 
C 
READ(1,100)NCHARS,NOPRS,NCASES 002 
100 FORMAT(I4) 003 
C 
C 
C INITIALIZING FINV(I,J,K), FMEANS(I,J), FDET(I), AND IHIT(I,J) TO ZERO. 
C 
C 
DO 1 I=1,NCHARS 004 
DO 1 J=1,N0PRS 005 
DO 1 K=1,N0PRS 006 
1 FINV(I,J,K)=0. 007 
DO 2 I=1,NCHARS 008 
DO 2 J=1,N0PRS 009 
2 FMEANS(I,J)=0. 010 
DO 3 I=1,NCHARS Oil 
3 FDET(I)=0. 012 
DO 531 I=1,NCASES 013 
DO 531 J=1,N0PRS 014 
531 IHIT(I,J)=0 015 
C 
C 
C READING FINV(I,J,K), FMEANS(I,J), FDET(I), AND IHIT(I,J). 
C 
C 
DO 4 I=1,NCHARS 016 
DO 4 J=1,N0PRS 017 
4 READ(1,101)(FINV(I,J,K),K=1,NOPRS) 018 
101 FORMAT(6F10.5) 019 
DO 5 I-1,NCHARS 020 
5 READ(1,102)(FMEANS(I,J),J=1,NOPRS) 021 
102 FORMAT(6F10.3) 022 
DO 6 I=1,NCHARS 023 
6 READ(1,103)FDET(I) 024 
103 FORMAT(F15.6) 025 
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DO 502 I»1,NCASES 026 
502 READ(1,104)(IHIT(I,J),J«1,N0PRS) 027 
104 FORMAT(1214) 028 
C 
C 
C INITIALIZING DIFF(I,J), EXP(I), AND DEC{I) TO ZERO. 
C 
c 
DO 503 II«1,NCASES 029 
DO 8 I=1,NCHARS 030 
DO 8 J=1,NOPRS 031 
8 DIFF(I,JD=0. 032 
DO 10 I=I,NCHARS 033 
FDIS(I)=0. 034 
EXP(I)»0. 035 
10 DEC(I)=0. 036 
C 
C 
C FINDING DIFFERENCE MATRIX. DIFFERENCES BETWEEN OPERATOR HIT PATTERN 
C VECTOR FOR UNKNOWN CHARACTER AND CENTROID VECTORS. ALSO CALCULATING 
C MINIMUM DISTANCE FDIS(I). 
C 
C 
DO 12 I»1,NCHARS 037 
DO 12 J»1,NOPRS 038 
DIFF(I,J)«FLOAT(IHIT(II,J))-FMEANS(I ,J) 039 
12 FDIS(I)«FDIS(I)+FMEANS(I,J)*(FLOAT(IHIT(II,J)))- 040 
l(FÎŒANS(I,J)**2)/(20 
C 
C 
C CALCULATING EXPONENT PORTION OF MINIMUM ERROR RECOGNITION FUNCTION. 
C 
C 
DO 13 I»1,NCHARS 041 
DO 13 J=1,N0PRS 042 
DO 13 K=1,N0PRS 043 
13 EXP(I)«EXP(I)+DIFF(I,J)*DIFF(I,K)*FINV(I,J,K) 044 
C 
C 
C CALCULATING MINIMUM ERROR FUNCTION DEC(I). 
C 
C 
DO 15 I=1,NCHAkS 045 
15 DEC(I)- -((ALOG(FDET(I)))/(2.))-(EXP(I)/(2.)) 046 
C 
C 
C PRINTING MINIMUM DISTANCE VALUES FDIS(I) AND MINIMUM ERROR VALUES DEC(I). 
C 
C 
WRITE(3,201)II 047 
201 FORMATAI',IX,'UNiCNOWN',14,4X,'DECISION FUNCTION VALUES') 048 
91 
WRITE(3,202)(DEC(I),I=1,NCHARS) 049 
202 FORMAT('0«,4X,'C',F15.7/'0',4X,'E',F15.7/'0',4X,'F',F15.7/ 050 
l'0',4X,'G'.F15.7/'0',4X,'0',F15.7/'0',4X,'Q',F15.7) 
WRITE(3,203)II 051 
203 FORMAT('01X,'UNKNOWN',14,4X,'DISTANCE FUNCTION VALUES') 052 
WRITE(3,202)(FDIS(I),1=1,NCHARS) 053 
503 CONTINUE 054 
STOP 055 
END 056 
