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2PrefaceMany physical problems lead to boundary value problems for partial dierential equations,which can be solved with the nite element method. In order to construct adaptive solu-tion algorithms or to measure the error one aims at reliable a posteriori error estimators.Many such estimators are known, as well as their theoretical foundation.Some boundary value problems yield so-called anisotropic solutions (e.g. with bound-ary layers). Then anisotropic nite element meshes can be advantageous. However, thecommon error estimators for isotropic meshes fail when applied to anisotropic meshes, orthey were not investigated yet.For rectangular or cuboidal anisotropic meshes a modied error estimator had alreadybeen derived. In this paper error estimators for anisotropic tetrahedral or triangularmeshes are considered. Such meshes oer a greater geometrical exibility.For the Poisson equation we introduce a residual error estimator, an estimator basedon a local problem, several Zienkiewicz-Zhu estimators, and an L2 error estimator, re-spectively. A corresponding mathematical theory is given. For a singularly perturbedreaction-diusion equation a residual error estimator is derived as well. The numericalexamples demonstrate that reliable and ecient error estimation is possible on anisotropicmeshes.The analysis basically relies on two important tools, namely anisotropic interpolationerror estimates and the so-called bubble functions. Moreover, the correspondence of ananisotropic mesh with an anisotropic solution plays a vital role.Keywords: nite elements, anisotropic mesh, tetrahedral mesh, triangular mesh, Poissonequation, singularly perturbed reaction-diusion equation, anisotropic a posteriori errorestimate, anisotropic interpolation error estimateAMS(MOS): 65N30, 65N15, 35B25
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Chapter 1Introduction1.1 Introduction to error estimation and anisotropicnite elementsComputer simulation plays nowadays an important role in many industries and eldslike automobile and aircraft construction, semiconductor device simulation, weather andpollution forecasts. In many cases the modeling leads to boundary value problems forpartial dierential equations. When dealing with a real-world problem, its exact solutionu can virtually never be found analytically. Thus one tries to obtain an approximatesolution uh by discretizing the original problem. Popular discretization methods includethe nite dierence method , the nite elementmethod, the nite volumemethod, and theboundary element method. Our work is devoted exclusively to the nite element method(FEM). The literature about this method is vast, and we cite the standard textbook byCiarlet [26] as well as [27] for basic consideration and some overview.Variational analysis of a second-order boundary value problem leads to the variational(or weak) formulation whose solution is denoted by u. Then the nite elementmethod canbe employed to solve this problem numerically. The nite element formulation is obtainedby applying the Galerkin procedure to the weak formulation. This discretization employsa family F = fThg of meshes (also referred to as triangulations or grids) in conjunctionwith so-called ansatz and test functions. The approximate (or nite element) solutionis denoted by uh. For simplicity we restrict ourselves to bounded, polyhedral, three-dimensional or two-dimensional domains 
  Rd, i.e. d = 3 or 2.Our particular interest focuses on the approximation error u uh of the discretizationmethod, and on how this error can be measured in some suitable norm. Since the exactbut unknown solution u is involved, the error can not be measured exactly but onlyestimated by lower and upper bounds. Such error estimation can be distinguished in apriori and a posteriori error estimation.A priori error estimates use the exact solution u and/or input data. They allow theprediction of the decrease of the error norm as the discretization becomes better (for ex-ample, when a discretization parameter h! 0). Introductory details about this so-calledasymptotic behaviour can be found in [26]. The knowledge of uh is not necessary. In turn,the size of the error norm can not be estimated for a single, actual mesh (i.e. discretiza-tion).In contrast to this, a posteriori error estimates require and employ the approximatesolution uh. By means of uh and the given data one aims to estimate ku   uhk for thecurrent mesh, but predictions of the asymptotic behaviour of the error are not possible.7
8 CHAPTER 1. INTRODUCTIONWhen investigating real-world problems one is primarily interested in an accuratesolution computed with as little eort as possible. Hence a priori error estimates are lesssuited, and a posteriori error estimators are required. The latter ones basically serve twopurposes. Firstly, when an approximate solution uh is computed, one usually wants toknow how accurate uh is. An estimation of the error norm ku   uhk can answer thisquestion, provided the error norm is chosen suitably. The importance of this purpose isreadily understood when considering failure predictions in structural analysis, for example.Secondly, a posteriori error estimators are indispensable ingredients of adaptive so-lution algorithms. Such algorithms commonly consist of the following steps (cf. [58] forexample).0. Start with an initial mesh T0.1. Solve the corresponding discrete system.2. Compute the local a posteriori error estimator for each element T of the mesh.3. When the estimated global error is small enough then stop.Otherwise rene the mesh (based on the local error estimate), and re-iterate.Our work focuses solely on a posteriori error estimation. Since the pioneering workby Babuska and Rheinboldt [13, 14] many more error estimators have been designed, andthe literature on this topic is vast. We resist to give an exhaustive survey but present thefollowing key references instead. For further reading we recommend the overview workof Verfurth [58], for example, and the literature cited therein. Before going into detail,recall the abstract framework of error estimation (see e.g. [58]). It is well-known that theerror norm (here in the space H1o (
)) is, up to multiplicative constants, bounded fromabove and below by the norm of the residual in the dual space (here [H1o (
)] = H 1(
)).Since this dual norm is dicult to evaluate, most a posteriori error estimators try toapproximate it by quantities which can be more easily computed from the given data.The history of a posteriori error estimation starts with Babuska and Rheinboldt whopresented a so-called `residual error estimator' [13] and a `local problem error estimator'[14]. Bank and Weiser [16] derived dierent local problem error estimators. Zienkiewiczand his coworkers proposed error estimators based on a recovered gradient [44, 66] (nowa-days often called `Zienkiewicz-Zhu error estimators'). Later an improved estimator hasbeen designed by means of the `superconvergent patch recovery' [67]. Johnson, Erikssonet al. contributed to the methodology of error estimation (cf. [29] for example), andto error estimation for various dierential equations. Verfurth [58] derived local lowerbounds of the error, unied the theory of several error estimators, and considered otheraspects of error estimation (see e.g. [23, 59]). Further and quite general ideas to deriveerror estimators will now be briey discussed.Firstly, over the last years the so-called complementary energy principle has beenincreasingly investigated and utilized. Provided that certain approximation eects areneglected, it yields an upper error bound without unknown constants. This can be viewedas an advantage over some other error estimators. The roots of the complementary energyprinciple go back to Synge [55] and Aubin and Burchard [12]. More recently the principlehas been applied by [1, 2, 15, 33, 37, 62], to name but a few.Secondly, over the past years attention has been drawn towards superconvergence. Thisproperty has been exploited to derive error estimators, see e.g. [36, 67]. Additionally it ispossible to analyse model problems on highly regular meshes. It should be stressed thatsuperconvergence will only occur in special circumstances. Roughly speaking, it requires
1.1. INTRODUCTION TO ANISOTROPIC FINITE ELEMENTS 9meshes which are suciently `regular' (in some sense). Nowadays these assumptions areincreasingly understood. We refer to Wahlbin [61], the proceedings [36] and the referencescited therein.It seems worth mentioning that Becker and Rannacher [17, 18] pursue an novel, inter-esting approach. They do not consider primarily an error norm but some functional ofthe error. Estimates are obtained via a dual problem. It remains to be seen whether thismethod can gain popularity.Error estimation for elliptic problems is today fairly well understood for standard dis-cretizations. Up to now, the eld of research in error estimation has become widespread.Some important topics include estimators for parabolic and hyperbolic problems, theinvestigation of general nonlinear problems (e.g. the Navier-Stokes equation), the incor-poration of error estimation in adaptive algorithms and the analysis thereof, and theextension of error estimation to modern varieties of the nite element method like thehp-version FEM or anisotropic FEM. A comprehensive overview of a particular eld ofresearch can be obtained via electronic databases.When the quality of error estimation is to be assessed, one often encounters the termsreliable, ecient and asymptotically exact. To explain these terms, dene the so-calledeectivity index to be the ratio of the estimated error and the true error (in some norm).Primarily one is interested in estimators that reliably bound the error, i.e. the error isguaranteed to be smaller than some estimated value. Such estimators are called reliable.In other words, the error is bounded from above, and the eectivity index is bounded frombelow. Secondly, an estimator is said to be ecient if it bounds the error from below.This corresponds to an eectivity index bounded from above. Ecient local estimatorsare desirable in order to reduce the global error by rening elements with large local errorcontributions. In our exposition we will refer to the lower and upper bound of the error,respectively.Lastly, an estimator is said to be asymptotically exact if the eectivity index tends toone as the discretization becomes ner. According to [1, 15, 58], asymptotic exactness isa very fragile property that depends on or requires, amongst other things, very regularmeshes and a fairly smooth solution. It can not be expected to hold for general types ofmeshes used in practical engineering computations.The topic of our work is a special class of problems which can be solved very ecientlyby a non-classical nite element method. Some boundary value problems yield a solutionwhich exhibits little variation in one direction but much change in an other direction. Suchsolutions are called anisotropic. Examples include functions which are almost constantor linear in one direction, and/or which have a boundary layer or an interior layer. Anequivalent description is that an anisotropic function shows an almost one-dimensional(or lower-dimensional) behaviour. By this we mean that the function varies signicantlyonly perpendicularly to a certain manifold. Typical problems with anisotropic solutionsinclude the reaction-diusion-convection equation (see e.g. [8, 32, 38, 64]), the Poissonequation in a three-dimensional domain with an edge of an interior angle larger than (see e.g. [10] and the numerical example 4 of chapter 5), and other problems arising fromuid dynamics or weather simulation, for example. Functions which are not anisotropicare called isotropic { clearly, this distinction is not a strict mathematical partitioning ofthe set of functions but rather a matter of degree.One feature of the classical nite element method is that the ratio of the diameters ofthe circumscribed and inscribed spheres of a nite element (e.g. rectangle, tetrahedron,or cube) is bounded. Such meshes are referred to as isotropic meshes. But when an
10 CHAPTER 1. INTRODUCTIONanisotropic solution as mentioned above occurs it is sensible to violate this condition andto employ highly stretched elements instead. From a heuristic point of view, as well asfrom anisotropic interpolation analysis (e.g. [6]), it is natural to use a small mesh size inthe direction of the rapid variation of the solution, and a larger mesh size in the directionof little variation (i.e. along the manifold of the anisotropy). We also say that the meshis then anisotropically aligned with the solution, and we refer to it as anisotropic mesh.In this way one hopes to capture the important features of the solution with much lesselements than when using an isotropic mesh. Numerical evidence conrms that problemswith anisotropic solutions can indeed be solved more eciently on anisotropic meshes(i.e. with less degrees of freedom, less computational eort, or less memory to achieve thesame accuracy). If the anisotropy of a solution occurs along a curved manifold then theanisotropic mesh (i.e. a stretched element) has to follow that curved manifold.At rst anisotropic nite elements have been applied by engineers, but soon scientistswere to investigate and analyse these methods, see e.g. Beinert and Kroner [19], Frohlich,Lang and Roitzsch [30], Kornhuber and Roitzsch [34], Nochetto [41], Peraire et al. [42],Rachowicz [43], Rick, Greza and Koschel [45], Siebert [50], Vilsmeier, Hanel et al. [60],Zienkiewicz and Wu [65]. Stein and Ohnimus [54] consider error estimators for elasticityproblems. Their estimators which are also applied to anisotropic meshes are mainly basedon an engineering point of view, but the mathematical theory is incomplete.Anisotropic nite element methods with emphasis on a priori error estimation havebeen considered for example by Apel and Dobrowolski [7], Apel and Lube [8], Apel andNicaise [10], Miller, O'Riordan and Shishkin [39], Roos [47], Zhou and Rannacher [64].But although anisotropic nite elements are used, their theoretical foundation is weakerthan for isotropic elements.Most of the aforementioned papers show that anisotropic meshes are not applied outof the blue. Usually such meshes are embedded in an adaptive anisotropic solution strat-egy. For example, one could start with an isotropic mesh and rene it gradually untilthe desired anisotropic mesh is obtained. Further possibilities include an improvementor an adaption of an existing anisotropic mesh (e.g. for time dependent problems), orthe generation of a new mesh. Summarizing, an adaptive anisotropic strategy involvesbasically the following steps.0. Start with an initial mesh T0.1. Solve the corresponding discrete system.2. Compute the local a posteriori error estimator for each element T of the mesh.3. When the estimated global error is small enough then stop.Otherwise obtain information for a new, better mesh. This includes: Detect regions of anisotropic behaviour of the solution. Determine a (quasi) optimal aspect ratio and stretching direction of the niteelements. Determine the element size.4. Based on this information, construct a new mesh or perform a mesh renement, andre-iterate.
1.2. AIM OF THIS WORK AND OUTLINE 11Typical applications of this strategy (to mostly real-world problems) can be studied inthe work of [42, 45, 60, 65], to name but a few. In what follows we will discuss each stepof the aforementioned procedure and the diculties that evolve from them.In step 1 the nite element system is to be solved. Over the last years it turnedout that the performance of modern solvers (like multigrid and multilevel methods) canheavily deteriorate on anisotropic meshes. First improvements are achieved by utilizingresults of similar problems (see e.g. [31]). Current research is increasingly devoted tothe construction of robust solvers and preconditioners for anisotropic meshes, and somenumerical results are already available. Here we do not consider such questions.The estimation of the error (step 2) is more critical. Consider, for example, the papers[42, 43, 45, 60] which all propose an adaptive strategy (mostly in the context of owsimulation). It becomes apparent that every step but the error estimation is addressedand answered. In practice it is common to omit the error estimation, and to employ onlycertain mesh renement criteria which are derived by heuristic considerations. The onlyexplicit and analytically founded a posteriori error estimators for anisotropic meshes are,to our knowledge, due to [35, 50].Similarly, information about the anisotropic solution is often drawn from heuristicarguments (step 3). This includes the analysis of the second order partial derivatives[25, 42, 45, 51, 65], of the level lines [34] or of the gradient (or gradient jump) of somevalues [19, 43, 50].The last step, namely the remeshing and/or the anisotropic mesh generation, hasbecome a eld of intensied research, and it is increasingly understood. It is done bymesh renement and adjustment (see, e.g. [19, 21, 30, 34, 43, 45, 52]), or by a new meshgeneration ([20, 24, 25, 42, 45, 60]), or by a mixture of both. The generation of a new meshis, for example, often based on an advancing front algorithm, on Delaunay triangulation, oron inserting or deleting of nodes (and edges and triangles). Mesh improvement operators(like edge swapping or vertex relocation) are often applied to enhance the quality ofmeshes. In order to obtain anisotropic elements, the use of an anisotropic local metric (alsoreferred to as virtual transformation) is quite popular. For example, such a metric can bederived from the Hessian of the function under investigation (see e.g. [20, 25, 42, 45, 51]).A background mesh can be advantageous to provide some data such as the metric. Acertain overview of several of the aforementioned methods as well as a discussion of theiradvantages and drawbacks is presented in [20]. In [51], some basic aspects of optimalanisotropic meshes (with respect to the error) are investigated. A review of dierentpapers in the eld of computational uid dynamics with anisotropic meshes is given aswell. Finally, it is easily comprehensible that the mesh generation step requires muchprogramming eort and a sophisticated data structure which also has to suit the errorestimation process.1.2 Aim of this work and outlineOur work focuses on a posteriori error estimation for anisotropic meshes, and attentionis paid in particular to the mathematical theory. As we have seen, the analytical founda-tion of anisotropic estimators is at the very beginning. To our knowledge, the only otheranalytically founded estimator is due to Siebert [50] who considers the Poisson equationand utilizes cuboidal, rectangular or prismatic grids (meshes). He derives one error esti-mator for anisotropic meshes. More precisely, the well-known residual error estimator forisotropic meshes is modied to cope with the anisotropic meshes.
12 CHAPTER 1. INTRODUCTIONIn our work (as in [35]) we concentrate on tetrahedral and triangular anisotropic gridswhich oer a greater geometrical exibility. Understandably this requires more eort thanfor cuboidal grids since tetrahedra do not have three natural directions.Apart from the choice of the elements, the aim of this work is threefold. We inves-tigate several error estimators (residual error estimators, local problem error estimators,Zienkiewicz-Zhu like error estimators), dierent norms (energy norm, H1 seminorm, L2norm), and two types of dierential equations.The Poisson equation of chapter 3 serves as as basic model problem to investigatethe error estimators on anisotropic meshes. The singularly perturbed reaction-diusionequation (cf. chapter 4) reveals further properties due to the anisotropy but also featuresthat are related to the governing equation. Furthermore, this example shall show (or atleast indicate) that our anisotropic theory can be applied to (almost) real-life problems.We remark here that isotropic meshes can be considered as special anisotropic meshes(i.e. with bounded aspect ratio). Thus our whole theory can be applied to isotropic meshesas well. As it is to be expected, all the corresponding isotropic results are reproduced,and no articial restrictions are imposed.The underlying nite elementmethod utilizes piecewise linear ansatz and test functions(higher order ansatz functions will be briey discussed in Remark 3.12). The remainingpaper is organized as follows.In chapter 2 we rst introduce some notation. In contrast to cuboidal elements(meshes) we now do not dispose of three natural directions (axes). This feature gives thedesired geometrical exibility but aggravates the analysis at the same time.The well-known transformation technique turns out to be particularly advantageousamong all the notation and basic tools of that chapter. We discovered that matters canbe facilitated by utilizing two dierent transformations. A nite element (tetrahedron)T can be mapped onto the `unitary tetrahedron' T , or onto the (what we call) `refer-ence tetrahedron' T̂ . The corresponding transformation matrices are vital in the furtheranalysis.The mesh requirements of our theory are quite general. We may stress here that nomaximum angle condition is necessary for the error estimation.Then some basic tools are introduced. These are two anisotropic trace inequalities,the bubble functions (which are analogous to their isotropic counterparts, cf. [58]), andso-called inverse inequalities for bubble functions and for nite element functions.Chapter 3 is devoted to the Poisson equation as a model problem for our investiga-tions. Here we demonstrate the analysis of error estimation on anisotropic meshes. Firstsome basic analytical results are stated. In the following Sections we present a residual er-ror estimator and a local problem error estimator (both for anisotropic meshes of course).They are suitable for several kinds of boundary conditions, and they measure the errorin the energy norm. The Zienkiewicz-Zhu like error estimators introduced next estimatethe error in the H1 seminorm. Finally an error estimator for the L2 norm is derived.From a theoretical point of view the residual error estimator of Section 3.2 is the mostimportant one since proofs for some other estimators are based on it. Hence we introducethere several important tools and motivate and discuss them in detail.Residual error estimators (for isotropic meshes) and their analysis have been knownfor a long time (e.g. [13]). Residual error estimators for anisotropic cuboidal or prismaticmeshes have been proposed by Siebert [50]. For anisotropic tetrahedral meshes we wantto employ similar principles. Thus we start by deriving interpolation error estimates.
1.2. AIM OF THIS WORK AND OUTLINE 13Dierent boundary conditions are taken into account. The main results are lower andupper bounds of the error (Theorem 3.4). As a by-product, Robin boundary conditionscan now be treated for both anisotropic and isotropic meshes (as far as we know, thelatter results is new as well). Furthermore the anisotropic analysis exhibits a new featurewhich does not occur for isotropic meshes { now it is important how good the anisotropicmesh corresponds to a given anisotropic function (in a certain sense to be dened). Thiscorrespondence inuences both the interpolation error estimates and the nite elementerror estimate. Because of this importance (not only for error estimation but also for meshgeneration/renement) the matter is discussed extensively in Sections 3.2.1 and 3.2.4.Motivated by local problem error estimators on isotropic meshes (cf. [14, 16, 58]), weextend such an estimator to anisotropic meshes. In Section 3.3 the anisotropic versionis introduced and shown to be equivalent to the anisotropic residual error estimator. Bythis means lower and upper error bounds are derived which are the central results forthis estimator (Theorem 3.7). We prove that the local problem to be solved is well-conditioned. Remarks on Robin boundary conditions and higher order ansatz functionsconclude that Section. We may note here that the analysis of this error estimator turnsout to be considerably more technical than in the isotropic case (see e.g. Lemma 3.5).New ideas and techniques (e.g. compactness arguments) are introduced.Error estimators based on an averaged (or recovered) gradient [66, 67] are quite pop-ular, amongst other things because they are comparatively cheap to compute. So weinvestigate whether they can be applied to anisotropic meshes, and we motivate andintroduce three so-called anisotropic Zienkiewicz-Zhu like error estimators. A proof isestablished which shows the equivalence of one of our estimators with a modied resid-ual error estimator. Note, however, that the whole theory of Zienkiewicz-Zhu like errorestimators is less well developed for anisotropic meshes.An L2 error estimator for non-uniform isotropic meshes has been derived by Erikssonand Johnson [29]. Ainsworth and Oden [1] present a slightly dierent analysis, andVerfurth [58] additionally proves a lower error bound. In Section 3.5 we utilize some ofthese ideas and propose an L2 error estimator that is suitable for anisotropic meshes. As itis common in L2 error estimation, duality arguments play an important role. The analysisrequires similar tools and techniques as for the residual error estimator (in the energynorm). These techniques have to be modied to suit the needs of L2 error estimation. Tothis end, we introduce special anisotropic L2 bubble functions (which are dierent fromthe ones of [58]), and prove the corresponding inverse inequalities. Together with furtheranisotropic interpolation error estimates the lower and upper bounds of the nite elementerror are derived (Theorem 3.14). These bounds render our L2 error estimator reliableand ecient.The Poisson problem is well suited to study the eects, requirements, and dicul-ties of a posteriori error estimation on anisotropic meshes. Real-world problems, how-ever, are more complicated. Some important problem classes which frequently yieldanisotropic solutions include diusion-convection-reaction equations, and ow simulations(see e.g. [42, 45, 60]). In chapter 4 we consider the singularly perturbed reaction-diusionequation  "u+ u = f as a model problem. It displays certain typical features of theaforementioned problems, for example boundary layers which can be discretized advan-tageously with anisotropic meshes. Yet a rigorous analysis is still possible, although theknowledge of a posteriori error estimators (for isotropic meshes) has been unsatisfactoryfor a long time. For most error estimators the upper and lower bounds of the error arenot asymptotically equivalent, i.e. they dier by a factor that increases, for example, as
14 CHAPTER 1. INTRODUCTION" ! 0. The only two error estimators with asymptotically equivalent upper and lowerbound on the error are, to our knowledge, due to Angermann [3] (for a special norm) andto Verfurth [59] (for the energy norm).Based on the latter paper, we are aiming to estimate the error for anisotropic meshes.Some new tools are required, including special bubble functions, inverse inequalities andinterpolation error estimates. Fortunately one can partly utilize the methodology of thePoisson equation and the results which were used there. An anisotropic residual errorestimator is proposed, and lower and upper bounds in the energy norm are proven. Thismain result for the singularly perturbed problem is presented in Theorem 4.4.Chapter 5 is devoted to the numerical experiments. Many of the results that weobtained are now numerically investigated. The emphasis of the experiments clearly lieson error estimation but further aspects (e.g. interpolation error estimates) are consideredas well. We mainly pursue two aims. Firstly we want to nd out whether a certaininequality only holds in an asymptotic sense (i.e. for many degrees of freedom), or if ityields useful results also for specic examples. Secondly we can learn about the size, range,and distribution of inequality constants. This can indicate about the quality/sharpnessof certain estimates.We consider several examples, and consider mesh sequences as well as single, partic-ular meshes to broaden our insight into the numerical behaviour of the estimates. Theexperiments cover two-dimensional and three-dimensional examples. The computationswere carried out on serial and on parallel machines. As a by-product this shows that thecomputation of the error estimators can be parallelized without much eort. In Section5.3 conclusions of all numerical examples are recapitulated.Finally we summarize the results obtained. Furthermore we present some open prob-lems which we think to be of importance.
Chapter 2Preliminaries2.1 Notation and basic propertiesLet 
  Rd; d = 2; 3, be an open, bounded, polygonal or polyhedral domain over whichthe dierential equation is posed. All considerations are made for the three-dimensionalcase. The application to the easier two-dimensional case is readily possible. Normsof functions are L2 norms unless otherwise stated. A norm without subscript denotesk  k = k  kL2(
), i.e. the L2 norm over the whole domain 
. All vector norms areEuclidean norms, and norms of matrices are spectral norms.Constants are denoted by c . They are generic constants, i.e. always independent ofthe underlying triangulation or of the function in question, and they may have dierentvalues at dierent occurrences. We writex . y () x  c  yx & y () x  c  y; c > 0x  y () c  x  y  c  x; c > 0 :The notation with an explicit constant c is used only when a dependence on some othervalues is expressed (e.g. c
) or when further details are thus revealed. Also, the sharpernotation  is used instead of . wherever possible.2.1.1 Notation of the tetrahedronAssume that a triangulation Th (also called a mesh or a grid) is given which satisesthe usual conformity conditions (see Ciarlet [26], Chapter 2). Let T be an arbitrarytetrahedron thereof. For this tetrahedron the following notation is introduced. The fourvertices of T are denoted by P0; : : : ; P3 according to these three conditions:1 Let P0P1 be the longest edge of T . There exist two triangles that contain the edge P0P1. The one with largest area isdenoted by 4P0P1P2. Let P0P2 be the shortest edge of 4P0P1P2. This determines which vertex is P0 andP1, respectively. Let P3 be the remaining vertex.1Later on, we use the same notation P1; P2; P3 almost exclusively for certain mappings, but themeaning will always be clear from the context. 15
16 CHAPTER 2. PRELIMINARIESThis notation is not uniquely determined if, for instance, T has two edges which aresimultaneously the longest ones. However, it turns out that then either choice of thenotation ts into the theory. Additionally we dene three vectors: p1 :=  !P0P1 . Let p2 be that vector in the plane of P0P1P2 that points to P2 and that is perpen-dicular to p1. Let p3 be that vector to P3 that is perpendicular to 4P0P1P2.Hence p1 : : :p3 are mutually orthogonal. Figure 2.1 visualizes this notation. In the twodimensional case one only has the triangle P0P1P2 which is denoted in exactly the sameway.
p1p2p3P3
P2 P1P0 Figure 2.1: Notation of tetrahedron TThe length of the vectors pi is denoted byhi = hi;T := jpij i = 1; 2; 3 :Because of the denition of the Pi we conclude immediately h1 > h2  h3 . We furtherdene hmin;T := mini=1:::dfhi;Tg = hd;T(in R3 thus hmin;T = h3;T holds). Furthermore piecewise constant functions hi(x) andhmin(x) are dened for almost all x 2 
 according tohi(x) := hi;T hmin(x) := hmin;T for x 2 T ; i = 1 : : : d: (2.1)The boundary of a tetrahedron T consists of four faces (i.e. triangles). Such a face isdenoted by E, and its (d   1) dimensional measure is expressed by jEj := measd 1(E).The length of the height over such a face E will be denoted byhE;T := 3jT j=jEj :
2.1. NOTATION AND BASIC PROPERTIES 172.1.2 Standard and reference tetrahedron, transformations andtheir propertiesLet T be an arbitrary but xed tetrahedron. Mainly we will employ two ane linearmappings FA and FC which will be dened as follows.Let !P0 be the (column) vector from the origin of the coordinate system to P0, andlet  !P0Pi be the (column) vectors from P0 to Pi, i = 1; 2; 3. We dene the matricesAT ; CT 2 R33 byAT :=   !P0P1;  !P0P2;  !P0P3  and CT := p1;p2;p3 : (2.2)Sometimes we want to refer to the matrix CT not only on an actual tetrahedron T buton a larger domain. Thus we introduce a matrix (or more precisely a matrix function)C(x) which is dened globally for almost all x 2 
 and which coincides with CT on the(interior of a) tetrahedron T :C(x) := CT for x 2 T : (2.3)Additionally a matrix HT is dened byHT := diag (h1; h2; h3) :With the help of the matrices AT and CT we now dene the ane linear transforma-tions FA() := AT  + !P0 and FC() := CT  + !P0with  = (1; 2; 3)T . These mappings are closely related to the following tetrahedra.Denition 2.1 (Standard tetrahedron and reference tetrahedron) The standardor unitary tetrahedron T is dened by its vertices P0 = (0; 0; 0)T and Pi = eTi ; i =1 : : : d. Enumerate the faces Ei of T such thatEi := T \ fxi = 0g ; i = 1 : : : d and E0 := T \ fjxj1 = 1g ;i.e. face Ei is opposite the vertex Pi.The reference tetrahedron T̂ is dened implicitly by the mapping FC, i.e. T̂ := F 1C (T ).The denition readily impliesFA : T 7! T and FC : T̂ 7! T :The vertices of T̂ are P̂0 = (0; 0; 0)T , P̂1 = (1; 0; 0)T , P̂2 = (x̂2; 1; 0)T and P̂3 = (x̂3; ŷ3; 1)Tbecause of the denition of FC. The conditions on the Pi yield immediately 0 < x̂2  1=2,0 < x̂3 < 1 and  1 < ŷ3 < 1. Figures 2.1 and 2.2 may illustrate this denition (thecircumscribed rectangular prisms shall facilitate the visualization).The two transformations play a vital role in many proofs, but they serve dierentpurposes. Basically, an inequality on the standard tetrahedron T depends on T but noton T . Such an inequality can only be transformed via FA. In contrast, the transformationvia FC is better suited to the anisotropic elements, as it turns out. Then one has to provethe inequality under consideration on the reference tetrahedron T̂ . This inequality nowdoes depend on T̂ and T , and a more sophisticated analysis is required.Variables that are related to the standard tetrahedron T and the reference tetrahedronT̂ are referred to with a bar and a hat, respectively (e.g. r, v̂).






Figure 2.2: Standard tetrahedron T and reference tetrahedron T̂The determinants of both mappings arejdet(AT )j = jdet(CT )j = h1  h2  h3 = 6  jT j :The transformed derivatives satisfyrv = ATTrv and r̂v̂ = CTTrv :In order to bound the norms of some transformation matrix we state the followingsimple Lemma (see also [26]).Lemma 2.1 (Bound of the norm of a transformation matrix) Let A be a lineartransformation that maps the (closed) domain Ĝ  Rd onto G. The spectral norm of thecorresponding transformation matrix satiseskAxkRd=kxkRd  kAkRdd  d(G)=% (Ĝ) 8x 2 Rd;x 6= 0with d(G) := maxy;z2G ky  zkRd and % (Ĝ) := diameter of the largest sphere S  Ĝ.Lemma 2.2 (Norms of some matrices) The following relations hold.ATTC TT R33 = C 1T ATR33  1 (2.4)CTTA TT R33 = A 1T CTR33  1 (2.5)CTH 1T R33 = HTC 1T R33 = 1 (2.6)H 1T R33 = C 1T R33 = h 1min;T (2.7)A 1T R33  h 1min;T (2.8)kATkR33  kCTkR33  h1;T (2.9)
2.1. NOTATION AND BASIC PROPERTIES 19Proof: Let T  !P0 be the tetrahedron T shifted by   !P0. The mappings AT , C 1T andC 1T AT act as follows:T AT7 ! (T  !P0) C 1T7 ! T̂ and thus T C 1T AT7 ! T̂ ;i.e. C 1T AT maps the standard tetrahedron T onto the reference tetrahedron T̂ . TheLemma from above implies immediately C 1T ATR33 . 1. From C 1T AT : P0 P1 7 !P̂0P̂1 one has 1  C 1T ATR33 which proves (2.4) and analogously (2.5).Because of CTT  CT = H2T from (2.2) we conclude (HTC 1T )T  HTC 1T = I and(CTH 1T )T  CTH 1T = I . Thus (2.6) is derived. Note that kC 1T HTkR33 6= 1.The equality H 1T R33 = h 1min;T is obvious. Equality (2.7) follows immediatelyfrom C 1T 2R33 = max  C 1T C TT  = max  H 2T  .The inequalities C 1T R33 = C 1T AT A 1T R33  C 1T ATR33  A 1T R33and kA 1T kR33 = kA 1T CT C 1T kR33  A 1T CTR33  kC 1T kR33 and (2.4){(2.7) even-tually imply (2.8).Finally, relation (2.9) follows immediately from the denition (2.2) of the matrices,and the length of the vectors contained therein.Finally, a norm k  kT over an actual tetrahedron T is often transformed into a normover the standard tetrahedron T or the reference tetrahedron T̂ . The following relationshold. Let v 2 L2(T ) and T  R3. For a mapping FA() = AT  + !P0 one obtainsZT v2(x)dx = Z T v2()  jdet AT j d = 6jT j  Z T v2()dor kvkT = p6jT j  kvk Tand similarly kvkT = p6jT j  kv̂kT̂and kvkE = qjEj=j Ej  kvk E E  @T :2.1.3 The directional derivative ~DiIn order to motivate the derivatives ~Di consider rectangular or cuboidal nite elements(cf. [50]). There are three (or two) natural directions that correspond to the coordinateaxes. The partial derivatives that correspond to these axes too are thus sucient for anerror analysis.In contrast to this a tetrahedron or a triangle does not possess these natural directions.However the (normalized) directions p1;p2; and p3 that correspond to CT will prove tobe useful. This leads to the following denition.Denition 2.2 (Directional derivative) Let v be a function in H1(T ). The direc-tional derivative ~Di;T is dened by0@ ~D1;T v~D2;T v~D3;T v 1A := H 1T CTT  rv ; v 2 H1(T ): (2.10)Here this derivative ~Di;T is dened for a xed tetrahedron T . Hence we introduce aderivative ~Di which is dened globally for almost all x 2 
, and which coincides with ~Di;T
20 CHAPTER 2. PRELIMINARIESon a tetrahedron T : ~Di v(x) := ~Di;T v(x) for x 2 T :Note that this derivative ~Di depends on the triangulation Th, and it is dened separatelyover each tetrahedron T .When considering each component in the denition above, the directional derivativeis equivalent to ~Di;Tv = h 1i  (pi;rv) i = 1 : : : di.e. ~Di;T is the (unitary) directional derivative along the direction pi.The orthogonality of the vectors pi and the denition hi = jpij implies that H 1T CTTis an orthogonal matrix. ThusdXi=1 ( ~Div)2 = jrvj2and dXi=1 h2i ( ~Div)2 = jCTTrvj2 or kH 1T CTTrvkT = krvkT (2.11)dXi=1 h2i k ~Di;Tvk2T = kCTrvk2T : (2.12)The last equations indicate that derivatives can be written either component-wise interms of ~Di, or they can be written in the compact form of CTTr.In this work all results and proofs are given in this compact form since CTTr on theactual tetrahedron T is related (via FC) directly to r̂ on the reference tetrahedron T̂ .Main results however are also given in terms of ~Di for two reasons. Firstly this mightfacilitate the understanding of the underlying principles, and secondly an extension torectangular or cuboidal nite elements is then readily possible.With the help of (2.11) and (2.12) any term involving derivatives can be expressedeasily in either form.2.1.4 Notation of the summationIn the derivation of error estimators many sums appear. For an unambiguous yet clearand short notation the following conventions will be used.Tetrahedra (or triangles in 2D) are denoted by T; T 0; T 00 or Ti. Sums are written inthe form XT2Th or XT\ D 6=;, for example.Faces of a tetrahedron (or an edge of a triangle in 2D) are denoted by E or Ei. Thesum over all inner faces of 
, or the sum over all non-Dirichlet faces of T are, for example,denoted by XE
n  or XE@Tn D, respectively.Nodes (or vertices) of a tetrahedron (or a triangle in 2D) are denoted by a or aj. Fora clear reference we dene the following sets.N set of all nodes of ThNI set of all interior nodes of ThNT set of all nodes of a tetrahedron TNE set of all nodes of a face END, NR set of all nodes contained in  D or  R, respectivelyNR; special subset of NR ; dened by (3.9)Sums are then written in the form Xa2NI or Xaj2NR;nND, respectively.
2.2. REQUIREMENTS ON THE MESH 212.1.5 Auxiliary subdomainsTwo auxiliary subdomains that occur in many estimates are dened now. Let T 2 Th bean arbitrary tetrahedron. Let !T be that domain that is formed by T and all (at mostfour) adjacent tetrahedra that have a common face with T :!T := [T 0\T=E T 0 :Note that !T consists of less than ve tetrahedra if T has a boundary face.Let E be an inner face (triangle) of Th, i.e. there are two tetrahedra T1 and T2 havingthe common face E. Let the domain !E := T1 [ T2. If E is a boundary face set !E := Twith T  E.Figure 2.3 depicts both domains for the two-dimensional and the three-dimensionalcase.
T E
T E
Figure 2.3: Auxiliary domains !T (left) and !E (right) for 
  R2 and 
  R32.2 Requirements on the meshLet a1; : : : ; aN be the nodes of the triangulation Th. In addition to the usual conformityconditions of the mesh (see Ciarlet [26], Chapter 2) we demand the following assumptions.1. The number of tetrahedra that contain the node aj is bounded uniformly.2. The dimensions of adjacent tetrahedra must not change rapidly, i.e.hi;T 0  hi;T 8T; T 0 with T \ T 0 6= ; ; i = 1 : : : d : (2.13)Remark 2.1 Note that we do not assume a maximum angle condition for our errorestimation. 
22 CHAPTER 2. PRELIMINARIESRemark 2.2 Assume that T and T 0 are adjacent tetrahedra. If in any inequality theterms hi;T or hi;T 0 occur then assumption (2.13) implies that both terms can be exchangedmutually. The inequality constants are then still independent of T or Th. This feature isexploited to some extend.Assumption (2.13) implies in particular that we can use a term hi;T = hi for describingthe dimension hi of a local subdomain like !T or !E.Finally, consider a face E = T1 \ T2. The length of the heights hE;T1  hE;T2 arerelated to the tetrahedra T1 and T2, respectively. However, in some places (for example,if one has a sum over all interior faces like (3.14)) it is advantageous to have an equivalentterm hE which is related only to E, i.e. where it is not necessary to state explicitly whetherhE;T1 or hE;T2 is chosen. For an unambiguous notation we thus denehE := (hE;T1 + hE;T2)=2 ;with obvious modications if E is a boundary face. Analogously dene2hmin;E := (hmin;T1 + hmin;T2)=2 : 2.3 Basic toolsIn this Section some basic tools and inequalities are listed.2.3.1 Anisotropic trace inequalitiesThe rst trace inequality is readily obtained by standard scaling techniques.Lemma 2.3 (First trace inequality) Let T be an arbitrary tetrahedron and E be aface of it. For v 2 H1(T ) the trace inequalitykvk2E . h 1E  kvk2T + kCTTrvk2T (2.14)holds. The component-wise form iskvk2E . h 1E   kvk2T + dXi=1 h2i;T k ~Divk2T! :Proof: Consider the transformation FA, the standard tetrahedron T := F 1A (T ), the faceE := F 1A (E) of T , and the function v := v  FA 2 H1( T ). The trace Theorem giveskvk2E . kvk2H1( T ) = kvk2T + k rvk2T :The transformation into the actual tetrahedron (via FA) yieldsjEj 1  kvk2E . jT j 1  kvk2T + kATTrvk2T :From (2.4)kATTrvkT = kATTC TT  CTTrvkT  kATTC TT kR33  kCTTrvkT . kCTTrvkT2Note that hmin;E is not the minimal size of the two-dimensional face E, as the notation could probablysuggest.
2.3. BASIC TOOLS 23can be derived. Utilizing 6 jT j = jEj  hE results in the trace inequality (2.14).The second, improved trace inequality in the isotropic version (i.e. on the standardtetrahedron) is, to our knowledge, due to Verfurth [59]. We state this inequality, repeatthe proof for self-containment, and transform the inequality to our anisotropic context.Lemma 2.4 (Second trace inequality) Let T be an arbitrary tetrahedron and E be aface of it. For v 2 H1(T ) the trace inequalitykvk2E . h 1E  kvkT   kvkT + kCTTrvkT (2.15)holds. The component-wise form iskvk2E . h 1E  kvkT  kvkT + dXi=1 hi;T k ~DivkT! :Proof: Again standard scaling arguments will be used. Therefore consider rst thestandard tetrahedron T .Let v 2 H1( T ) vanish on E0. Thenkvk2Ek  2  kvk T  k@v=@xkk Tholds for k = 1 : : : d. To derive this consider a xed index k. Since v vanishes on E0 weobtain for all y 2 Ekjv(y)j2 = jv(y)j2   jv(y+ (1  jyj1)ek)j2 =  2 Z 1 jyj10 v(y + tek)  @@xk v(y + tek)dtsince y + (1   jyj1)ek 2 E0. Integrating over Ek, invoking Fubini's Theorem and theCauchy-Schwarz inequality establishes the desired estimate.Consider now a function v 2 H1( T ) that vanishes on an arbitrary face Ei; 0  i  d.Let E be a face of T . Then kvk2E . kvk T  krvk T :To prove this assume E 6= Ei since otherwise the inequality is trivial. We employ an anelinear mapping Fi which satisesFi : x() = F   + 0 with F 2 RddFi : T 7! T and E0 7! Ei :Assume that the face Ek is mapped onto E, with k 6= 0. The function v := v Fi vanisheson E0 and thus the previous inequality implieskvk2Ek  2  kvk T  k@v=@xkk T :Lemma 2.1 yields readily kFkRdd . 1, and j Ej=j Ekj . 1 is obvious. The transformationback to v results in the desired inequalitykvk2E . kvk T  keTkF Trvk T  kvk T  keTkF TkRd  krvk T . kvk T  krvk T :
24 CHAPTER 2. PRELIMINARIESConsider nally an arbitrary function v 2 H1( T ). Let E be any of the faces of T , andenumerate the vertices of T such that the vertices of E are numbered rst. Denote by1   d+1 the barycentric coordinates of T . Then 1 +   + d = 1 on E, and thuskvk E  dXi=1 ki  vk E . dXi=1 ki  vk1=2T  kr(i  v)k1=2Tsince i  v vanishes on Ei. The chain rule, the Cauchy-Schwarz inequality, the actualrepresentation of i, and jij  1 implykr(i  v)k2T = dXj=1 v  @i@xj + i  @v@xj2T  4  kvk2T + 2  krvk2Tyielding kvk2E . kvk T  (kvk T + krvk T ) :This constitutes the trace inequality on the standard tetrahedron T . The transformationonto the actual tetrahedron T is completely analogous to the proof of the rst traceinequality and therefore omitted here.2.3.2 Inverse inequalities for nite element functionsIn several proofs the following inverse inequalities are required. Note that, strictlyspeaking, (2.16) and (2.17) constitute norm equivalences (over nite dimensional spaces)whereas (2.18) does not.Lemma 2.5 Let T be an arbitrary tetrahedron, E a face of it, and vh 2 Vh(T ) = P1(T )a nite element function over T . Thenkvhk1;T  jT j 1=2  kvhkT (2.16)kvhk1;E  jEj 1=2  kvhkE (2.17)hold. Furthermore, let wh 2 P4(T ). ThenkCTTrwhkT . kwhkT (2.18)or k ~DiwhkT . h 1i;T  kwhkT i = 1 : : : din its component-wise form.Proof: The proofs are again based on the transformation technique. The norm equiva-lence kvhk1; T  kvhk T 8 vh 2 Vh( T ) = P1( T )holds on the standard tetrahedron T since both norms act on the nite dimensional spaceP1( T ). Via kvhk21;T = kvhk21; T  kvhk2T = jdetAT j 1  kvhk2Tone readily obtains (2.16). For a face E and (2.17) proceed similarly.The third inequality is derived analogously. Starting withk r whk T . k whk T 8 wh 2 P4( T ) ;
2.3. BASIC TOOLS 25the transformation via FA gives for an arbitrary wh 2 P4( T )kATTrwhkT . kwhkT :From (2.5) we obtainkCTTrwhkT = kCTTA TT ATTrwhkT  kCTTA TT kR33  kATTrwhkT . kATTrwhkTand thus the desired result.2.3.3 Bubble functionsBubble functions and the so-called inverse inequalities related to them play a vital role inour nite element error analysis. Of course dierent bubble functions can (and have to)be employed for dierent classes of problems and norms involved. Nevertheless we denehere the probably most versatile and commonly used bubble functions. The correspondinginverse inequalities are given and proved.Other bubble functions that are utilized for an L2 estimate alone are introduced inthe appropriate Section 3.5.Let T 2 Th be an arbitrary tetrahedron, and denote by T;1;    ; T;4 its barycentriccoordinates. The element bubble function bT 2 P4(T ) is dened bybT := 256T;1  T;2  T;3  T;4 on T : (2.19)Let E be an inner face (triangle) of Th, and let T1 and T2 be the two tetrahedra thatcontain E. Enumerate the vertices of T1 and T2 such that the vertices of E are numberedrst. The face bubble function bE is then dened bybE := 27Ti ;1  Ti;2  Ti;3 on Ti; i = 1; 2 : (2.20)This denition is extended in the obvious way for boundary faces E   , i.e. bE is thendened only on one tetrahedron. For simplicity assume that bT and bE are extended byzero outside their original domain of denition. Note that bE is piecewise cubic on !E.Both bubble functions satisfy0  bT (x); bE(x)  1 ; max bT = max bE = 1 :The following examples of the corresponding two-dimensional bubble functions give someimpression of their shape. Note that bT 2 C1(T ) and bE 2 C0(!E) \ H1(!E) butbE 62 H2(!E).The norm of the gradient of both bubble functions is bounded as follows.Lemma 2.6 (Gradient of both bubble functions) For all faces E of T , and all vh 2P1(T ) one has krbTkT  h 1min;T  jT j1=2 (2.21)kr(vh  bE)kT  h 1min;T  kvhkT : (2.22)
















-1Figure 2.4: Element bubble function bT and face bubble function bE (in R2)Proof: Standard scaling arguments and the relation CTT  CT = H2T implykrbTk2T = 6jT j  kC TT r̂b̂Tk2̂T= 6jT j  ZT̂ r̂T b̂T C 1T C TT  r̂b̂T = 6jT j  ZT̂ r̂T b̂T H 2T  r̂b̂T> 6jT j  h 2min;T  ZT̂  @b̂T@ẑ !2 :The reference tetrahedron T̂ is uniquely determined by its vertices (0; 0; 0)T , (1; 0; 0)T ,(x̂2; 1; 0)T , and (x̂3; ŷ3; 1)T , with 0 < x̂2  1=2; 0 < x̂3 < 1 and jŷ3j < 1 (cf. Section 2.1.2).Dene the compact setS1 := n(x̂2; x̂3; ŷ3) : 0  x̂2  1=2 ; 0  x̂3  1 ; jŷ3j  1owhich covers all possible tetrahedra T̂ (and some more). Obviously k@b̂T=@ẑkT̂ variescontinuously over S1 and thus attains its minimum. This is positive since @b̂T=@ẑ cannotvanish everywhere on T̂ . ThereforekrbTk2T & h 2min;T  jT j :In order to bound the gradient norm from above, utilize (2.18) and (2.11) to obtainkrbTkT = kH 1T CTTrbTkT . h 1min;T  kCTTrbTkT . h 1min;T  kbTkT :This proves the equivalence since 0  bT  1.For (2.22) proceed analogously. Suppose that vh has the nodal values v1    v4 suchthat vh = 4Xi=1 vi  T;i ;with T;i being the usual barycentric coordinates of T . The case vh  0 is trivial soassume without loss of generality 4Xi=1 v2i = 1. By analogy with abovekr(vh  bE)k2T  6jT j  h 2min;T  ZT̂  4Xi=1 vi  @(T;i  b̂T )@ẑ !2 :
2.3. BASIC TOOLS 27Dene now the compact setS2 := S1 ((v1; v2; v3; v4)T 2 R4 : 4Xi=1 v2i = 1)and observe that the minimum of the integral from above is positive over S2 which resultsin kr(vh  bE)k2T & h 2min;T  jT j. On the other hand one haskr(vh  bE)kT . h 1min;T  kvh  bEkT  h 1min;T  kvhkT  h 1min;T  jT j1=2by analogy with above. This nishes the proof of (2.22).Let E be an interior or boundary face of Th. Then an extension operator Fext :P1(E)! C0(!E) will be required.Denition 2.3 (Linear extension operator) Let T  E be a tetrahedron with bary-centric coordinates such that T;1    T;3 are related to the nodes of E, and T;4 is relatedto the remaining node of T . Let the corresponding nodal values of ' 2 P1(E) be '1; '2; '3.Dene the linear extension operator on T byFext(') := 3Xi=1 'i  T;i + '1 + '2 + '33  T;4 2 P1(T ) : (2.23)If E is an interior face (and thus !E = T1 [ T2), dene Fext on each Ti separately.The extension operator satises Fext(')jE = '. Furthermore, Fext(') is a piecewiselinear, continuous function over !E. Later on, Fext is applied to face residuals rE. Onlythe following cases occur.E  
 n   : rE 2 P0(E) =) Fext(rE) 2 P0(!E)E   N : rE 2 P0(E) =) Fext(rE) 2 P0(T )E   R : rE 2 P1(E) =) Fext(rE) 2 P1(T ) :The next relations will later be useful to bound the element residual rT 2 P0(T ) andthe face residuals rE. When E is an interior face or an Neumann boundary face thenrE 2 P0(E). For E being a Robin boundary face rE 2 P1(E) holds.In its original form, these relations are also known as inverse inequalities. However,with the help of the previous Lemma one can actually prove not only an inequality butan equivalence relation instead.Lemma 2.7 (Equivalences/Inverse inequalities for bubble functions)Assume that 'T 2 P0(T ) and 'E 2 P1(E). Thenkb1=2T  'TkT  k'TkT (2.24)kr(bT  'T )kT  h 1min;T  k'TkT (2.25)kb1=2E  'EkE  k'EkE (2.26)kFext('E)  bEkT  h1=2E  k'EkE for E  T (2.27)kr(Fext('E)  bE)kT  h1=2E  h 1min;T  k'EkE for E  T (2.28)
28 CHAPTER 2. PRELIMINARIESProof: For all relations the transformation technique is applied.Obviously kb1=2T  k T and k  k T are equivalent norms on the nite dimensional spaceP0( T ). The transformation from the unitary tetrahedron T to the actual tetrahedron Tleads directly to (2.24). Relation (2.26) is proven in exactly the same way. The equivalence(2.25) follows immediately from (2.21) of Lemma 2.6.The relationkFext('E)  bEk2T = 6jT j  kFext( 'E)  b Ek2T  6jT j  k 'Ek2E = hE  k'Ek2Eholds for all 'E 2 P1(E) since k  k E and kb E Fext()k T are equivalent norms over a nitedimensional space P1( E) of polynomials. Thus (2.27) is proven. Utilizing (2.22) and thetechniques from above nally yields (2.28).Remark 2.3 Bubble functions bT or bE which are transformed via F 1A become the cor-responding bubble functions on the standard tetrahedron T , respectively, i.e.b T = bT := bT  FA and b E = bE := bE  FA :A similar relation holds for the transformation FC. 
Chapter 3The Poisson equation3.1 Analytical BackgroundLet 
  Rd; d = 2; 3, be an open, bounded, polygonal or polyhedral domain. Assumethat its boundary   = @
 2 C0;1 \ PC2 consists of three mutually disjoint portions,  =  D [  N [  R ;where  D; N and  R consist of a nite number of mutually disjoint parts of positivemeasure, or they are empty, respectively. These portions are related to the Dirichletboundary conditions (also known as b.c. of the rst type), to the Neumann boundaryconditions (also known as b.c. of the second type), and to the Robin boundary conditions(also known as b.c. of the third type, exchange boundary conditions, or Newton b.c.),respectively.The classical formulation of the Poisson problem then reads as follows: Find a solutionu of  u = f in 
u = 0 on  D@u=@n = gN on  N@u=@n =   (gR   u) on  R : 9>>=>>; (3.1)Under suitable smoothness assumptions on the data (i.e. f; gN ; gR;  and 
) this problemyields a unique classical solution u 2 C2(
) \ C1(
 [  N [  R) \ C(
). This classicalformulation, however, often turns out to describe the phenomena of real-world problemsinsuciently, see e.g. [22]. For example, there may be no classical solution (because ofits high smoothness requirements) but a sensible physical solution (which is less smooththan required).Therefore, the so-called variational or weak formulation is more appropriate:Find u 2 H1o (
) : a(u; v) = hf; vi 8 v 2 H1o (
)with a(u; v) := Z
rTu  rv + Z R   u  vhf; vi := Z
 f  v + Z N gN  v + Z R   gR  v : 9>>>>=>>>>; (3.2)The corresponding weak solution u is sought in the better suited and larger space H1o (
),which is the usual Sobolev space of functions from H1(
) whose trace on the Dirichletpart  D of the boundary vanishes:H1o (
) := v 2 H1(
) : uj D = 0	 :29
30 CHAPTER 3. THE POISSON EQUATIONThe energy norm for this variational formulation is dened byjjjvjjj2 := a(v; v) = krvk2
 + k1=2  vk2 R : (3.3)Note that this coincides with the H1 seminorm when no  R boundary part is present.Throughout this paper we demand f 2 L2(
), gN 2 L2( N ) ; gR 2 L2( R),  2 L1( R) with (x)  0 > 0 a.e. on  R, measd 1 D + measd 1 R > 0.Then the assumption of the Lax-Milgram Lemma (cf. [22, 26]) are satised, namely f 2 [H1o (
)] = H 1(
) a( ; ) is elliptic, i.e. 91 > 0 : a(v; v)  1  kvk2H1o(
) 8 v 2 H1o (
) a( ; ) is bounded, i.e. ja(v;w)j  2  kvkH1o(
)  kwkH1o (
) 8 v;w 2 H1o (
) ,cf. [22], and [63, Section 1.2] for the treatment of  R. The Lax-Milgram Lemma answersthe question of the existence and uniqueness of a weak solution to the positive. We remarkthat for convex domains 
 and     D one has u 2 H2(
), but otherwise one obtains ingeneral only u 2 H1+(
) with some  2 (0; 1).The domain 
 is supposed to be polyhedral. Assume further a triangulation Th thatconsists of tetrahedra (3D) or triangles (2D), and which covers 
 completely. We assumethat each boundary face (or more precisely, its interior) belongs completely to either  D, N or  R, respectively. For our error estimation we additionally demand that the function(x) 2 L1( R) is piecewise constant over each Robin face E, i.e.(x)E 2 P0(E) 8E 2  R :Let now Vh  C(
) be the space of piecewise linear, continuous functions over Th. LetVo;h  Vh be the subspace of those functions of Vh with homogeneous Dirichlet boundaryconditions, i.e. Vo;h := Vh \ H1o (
). The approximate or nite element solution uh isobtained via Find uh 2 Vo;h : a(uh; vh) = hf; vhi 8 vh 2 Vo;h : (3.4)The Poisson equation is one of the simplest boundary value problems, and error esti-mators for isotropic meshes are long known and well established. Therefore this problemhas been chosen as model problem to investigate how error estimators perform (or haveto be modied) if one encounters an anisotropic solution or utilizes an anisotropic mesh.Let us specify the framework of this chapter. We try to bound the error u  uh in the energy norm jjjvjjj
 the L2 norm.
3.1. ANALYTICAL BACKGROUND 31Furthermore dierent error estimators are investigated. The residual error estimator(Section 3.2) and the local Dirichlet problem error estimator (Section 3.3) estimate theerror in the energy norm. An anisotropic Zienkiewicz-Zhu like error estimator whichaims at the energy norm is derived as well. An equivalence proof is given for anisotropicmeshes of tensor product type. Our results are briey discussed in Section 3.4. The L2error estimator (Section 3.5) is self-explanatory.Last but not least it should be mentioned here that certain interpolation error esti-mates play a vital role in our analysis. The kind of the interpolation estimate is apparentlystrongly related to the nite element error estimate to be obtained. Yet the accuracy ofour interpolation error estimate depends on how good the anisotropic mesh correspondsto the anisotropic solution (or more precisely, to the error u uh). This view is supportedby heuristic arguments | it seems sensible that the tetrahedra are stretched along thatdirection where the (directional) derivative of the solution varies little (i.e. when the so-lution shows an almost lower-dimensional behaviour). Sections 3.2 and 3.5.2, 3.5.3 aredevoted to this topic.
32 CHAPTER 3. THE POISSON EQUATION3.2 Residual error estimatorResidual error estimators have been known for a long time, and they were probably therst estimators ever to be analysed [13]. Since then much work has been devoted to thistype of error estimator for various problem classes. Verfurth [56, 58] derived lower boundsof the error.Residual error estimators which are suitable for anisotropic meshes have been rstinvestigated into by Siebert [50]. There cuboidal and prismatic meshes were considered.The estimator presented here works on tetrahedral and triangular meshes which aremore dicult to deal with. This is mainly due to the fact that rectangular prisms havethree natural directions (i.e. along their edges), but tetrahedra do not have these. Hencea more sophisticated analysis as well as modied tools become necessary. Moreover,Siebert's estimator is improved by using a dierent factor for the norm of the gradientjump (cf. Remark 3.6 on page 51). Thus we can omit an additional condition that Siebertrequires.For clarity, let us recall the methodology of the proofs for the residual error estimator.On isotropic meshes, an upper bound of the error is usually derived by means of inter-polation error estimates. Bubble functions and their inverse inequalities are utilized toprove a lower bound of the error (cf. [58]).On anisotropic meshes, the situation becomes more complex and technical. The struc-ture of the proofs is similar to [50, 58], for example, although the details vary signicantly.To start with, the anisotropic mesh and an anisotropic solution should correspond in someway to yield reliable estimates. This correspondence is important for both, interpolationerror estimates and nite element error estimates. Therefore we motivate and dene aso-called matching function, and discuss it extensively in Section 3.2.1. Note that thismatching function has no isotropic counterpart. Anisotropic interpolation estimates playa vital part in order to derive an upper bound of the error. Hence the well-known Clementinterpolation operator as well as the proofs of the interpolation estimates are modiedto take the anisotropy into account. Section 3.2.2 is devoted to this topic. In Section3.2.3 the anisotropic error estimator is dened. The main results which are presented inTheorem 3.4 give lower and upper bounds of the error. For a thorough understanding ofthese results we recommend to consider the previous Sections rst, and 3.2.1 in particular.The upper bound of the error is readily obtained via the interpolation estimates. Thelower error bound relies on the anisotropic bubble functions and the corresponding inverseinequalities. Although the bubble functions are dened as for isotropic nite elements, theanalysis of the inverse inequalities now requires new techniques such as compactness ar-guments (cf. Section 2.3.3). Finally, Section 3.2.4 again addresses the matching function,its inuence on the error estimation and its approximation.We note here that our residual error estimator is suitable for Dirichlet, Neumann, andRobin boundary conditions, respectively. In particular Robin boundary conditions cannow be treated. To our knowledge, this results is new also for isotropic meshes.3.2.1 Relation between anisotropic mesh and anisotropic func-tionWhen investigating a residual error estimator for anisotropic meshes, we want to employthe same basic principles as for isotropic meshes. More precisely, a certain kind of inter-polation error estimates is to be derived rst. With its help, the nite element error isthen bounded globally from above.
3.2. RESIDUAL ERROR ESTIMATOR 33Proceeding this way, we naturally use dierent and more technical methods than forisotropic meshes. But even more important, the results of isotropic meshes can not betransferred identically to anisotropic meshes. A certain factor appears now both at theinterpolation error estimates and the nite element error estimate. This factor is relatedto how good the chosen anisotropic mesh corresponds to the anisotropic function underconsideration. Basically, the better this correspondence the smaller the factor (but always 1), and the better the estimate (in a meaning that is to be specied later on). Theimportance of an anisotropic mesh that corresponds to an anisotropic function can bedescribed and interpreted in dierent ways. Siebert [50] denes a set H1;2T (
) of functions which are adapted to a given mesh.Results are given only for such functions. We have decided to introduce the tool of a matching function m1(v;Th). Thismatching function measures the correspondence (or the degree of the alignment)of an anisotropic mesh Th with an anisotropic function v. One advantage of ourdenition is that we can isolate the inuence of the mesh alignment on variousestimates by means of m1. The worse the alignment, the larger m1 becomes, andthe less accurate the estimates are.Analytical and numerical examples show that our denition describes the problemreasonably, and that it admits useful results. Another point of view is as follows. On isotropic meshes, the lower and upper niteelement error bound contain the same terms (up to multiplicative constants whichare independent of the mesh and the function). With our denition below, isotropicmeshes immediately yield m1(  ;Th)  1.Apparently the situation for anisotropic meshes is dierent. For unconditional esti-mates (i.e. where constants are independent of mesh and function), one has to usedierent terms for the lower and the upper bound. This implies a dierent qualityof both estimates. If the same terms are desired for both bounds then apparentlyone has to pay for this. Only meshes that are adapted to the function under con-sideration are then allowed. In view of our denition below, this corresponds tom1(  ;Th)  1.Before going into more detail we present the denition of the matching function m1(v;Th).Denition 3.1 (Matching function m1) Let v 2 H1(
) be an arbitrary non-constantfunction, and F be a family of triangulations of 
.Dene the matching function m1( ; ) : H1(
)F 7! R bym1(v;Th) :=  XT2Th h 2min;T  kCTT rvk2T!1=2. krvk : (3.5)Using (2.1), (2.3) and (2.11), (2.12), the compact and the component-wise form of m1( ; )read m1(v;Th) = kh 1min(x)  CT (x)rvk . krvk=  XT2Th dXi=1 h2i;Th2min;T  k ~Divk2T!1=2, XT2Th dXi=1 k ~Divk2T!1=2 :
34 CHAPTER 3. THE POISSON EQUATIONSet hT := h1;T and let %T be the radius of the largest inscribed sphere of T . From1  m1(v;Th) . maxT2Th hT=%T :one observes that the matching function is a natural extension of the isotropic case.The component-wise form allows a heuristic and verbal interpretation. For m1 to besmall, the norm k ~DivkT should be comparatively `small' when hi;T  hmin;T . In otherwords, along the corresponding direction pi there should be little variation of v. Thiscoincides with the intuitive proposition that meshes are stretched along that directionwhere `nothing important' happens (or, in other terms, where the function shows analmost lower-dimensional behaviour). Note, however, that this heuristic interpretation isonly local whereas m1 is dened globally.Of course a solution can display an anisotropic behaviour along a curved boundary(e.g. a curved interior layer). Such cases can be treated as well. Then an anisotropicmesh should properly match the anisotropic solution, i.e. the stretching direction of theanisotropic elements should follow the curved manifold.The matching function m1(  ;Th) enters the interpolation error estimates (cf. Theo-rem 3.3 on page 41) and the upper bound of the nite element error (cf. Theorem 3.4 onpage 46) as a multiplicative factor. It is not immediately obvious whether m1 is intro-duced via an inadequate analysis, or if it is really necessary. Of course this question isinvestigated and yields the following results. Consider rst the interpolation error estimates. The analytical example of Re-mark 3.3 on page 44 proves that m1 is indispensable. This means that the desiredestimate without m1 does not hold (with constants independent of the mesh andthe function). The numerical example 2 strongly indicates the same behaviour. For the upper bound of the nite element error the numerical example 2 stronglysuggests that m1 is necessary there as well. (An analytical example does not seemfeasible here).These investigations imply that the matching function is not a mere technical assumption.In contrast, m1 exhibits the very nature of our anisotropic estimates, namely the necessityto provide an adapted mesh in order to obtain ecient estimates. In this sense m1 mustnot be viewed as a restriction but as a useful tool.Finally we briey note on the compatibility of our anisotropic results with theirisotropic counterparts. Of course our estimates can be applied to isotropic meshes too.We know that an anisotropic mesh may or may not be aligned with (or corresponds to)an anisotropic function. In contrast, an isotropic mesh always corresponds to an isotropicfunction, and the denition from above readily implies a bounded matching function m1.Hence m1 merges with the remaining constants of the estimation and thus remains in-visible. In this way we obtain the well-known isotropic results as a special case of ouranalysis.Summarizing, the inuence of the matching function m1 is discussed in more detail asfollows. The matching function plays a vital role in the interpolation error estimates ofSection 3.2.2, and Remark 3.3 on page 44 proves the necessity of m1 analytically. Next,the upper bound (3.23) of the residual error estimator contains m1. The equivalence ofthis residual error estimator with other estimators introduces m1 to further upper errorbounds. Closely related, Section 3.2.4 investigates how m1(u uh;Th) can be made small(i.e. how to construct meshes that are adapted, and which yield ecient estimates). Fur-thermore we present a way to estimate m1(u uh;Th). Finally the numerical experiments(and example 2 in particular) give numerical evidence of the necessity of m1.
3.2. RESIDUAL ERROR ESTIMATOR 353.2.2 Anisotropic interpolation estimatesInterpolation estimates are a major tool in the error analysis performed here. Sincethe interpolation has to act on functions v 2 H1(
) we cannot use the usual Lagrangeinterpolation. Therefore the interpolation operator introduced in this Section follows thelines of Clement [28] instead. All estimates, however, are derived for the use on anisotropicmeshes. We note that other interpolation operators are possible, cf. [49, 5].A local L2 projection, along with approximation estimates, will be presented rst.Then the Clement interpolation operator is constructed. Finally it is modied in such away that homogeneous Dirichlet boundary conditions will be preserved and that Robinboundary conditions are taken account of. The main interpolation error estimates aregiven in Theorem 3.3.The local L2 projectionConsider a node aj. A so-called macro element Mj (or patch) of this node aj is denedby Mj := [T :aj2NT T ;i.e. Mj consists of all tetrahedra containing aj. For simplicity the subscript j will beomitted in the next Lemma and proof.Lemma 3.1 Let a be a node of Th and M the corresponding macro element. Let the localL2 projection P : H1(M) 7! P0(M) be dened byZM (v   Pv)  ' = 0 8' 2 P0(M) :Then the relations kv   PvkM  kvkM (3.6)kv   PvkM . kCT (x)rvkM (3.7)kCT (x)r(v  Pv)kM = kCT (x)rvkM (3.8)hold. The component-wise form of (3.8) isk ~Di(v   Pv)kM . h 1i;M  dXk=1 hk;Mk ~DkvkM i = 1 : : : d ;with hi;M explained in Remark 2.2 on page 22.Proof: The rst inequality is readily obtained using the projection orthogonality:kv   Pvk2M = ZM (v   Pv)(v   Pv) = ZM (v   Pv)  v  kv   PvkM  kvkMsince Pv 2 P0(M).The second inequality requires a closer investigation. A continuous mapping FB thatmaps a reference domain M 2 M onto the macro elementM will play an important rolein the proof. Furthermore, the setM of reference domains shall be nite. For a start wewill construct the reference domains M .
36 CHAPTER 3. THE POISSON EQUATIONAssume that the macro element M is the union of K tetrahedra T1 : : : TK. Let thenodes of M be a1 : : : aL (apart from node a), where L is bounded because of the meshrequirements. Two macro elements M and M 0 are said to belong to the same class i they consist of the same number of tetrahedra, i.e. K = K 0, the tetrahedra and the nodes can be numbered such that for all i = 1 : : :K the fol-lowing holds: If the tetrahedron Ti has the nodes a; aj1; aj2; aj3 then the tetrahedronT 0i has the nodes a0; a0j1; a0j2; a0j3.This condition implies that the triangulations of both macro elements are topologicallyequivalent. The number of such topologies is bounded since K is bounded. Therefore thenumber of classes of macro elements is bounded as well. For a xed class an arbitrarymacro element will be chosen whose node a coincides with the coordinate origin. Thismacro element is said to be the reference domain of this class. All reference domainsform the (nite) setM. Note that a condition on the size of the reference domains is notnecessary.Let now M be an arbitrary macro element and M be the corresponding referencedomain. Because of the construction of the reference domain there exists a continuous,piecewise linear mapping FB that satisesFB : M 7!MFB = Fi : x() = Bi+ a on Ti; Bi 2 Rdd;a 2 Rdwith Fi : Ti 7! Ti ane linear, i = 1 : : : K :Temporarily Ti and Ti shall denote the i-th tetrahedron of M and M , respectively, anda denotes the vector corresponding to node a. Variables that are related to the referencedomain will be denoted by a  (small check).The Poincare inequality holds for the domain M . Its inequality constant can be chosenindependently of M since the number of reference domains M 2 M is bounded. Thus foru 2 H1( M) Z M juj2 . Z M u2 + Z M j ruj2 :For a function v 2 H1(M) dene an averaging operator I : H1(M)! P0(M) byIv := j M j 1  KXi=1 ZTi v  jdetBij 1 = const:Set v := v  FB 2 H1( M ) . The denition of I givesZ M Ìv= j M j  Iv = KXi=1 ZTi v  jdetBij 1 = Z M vand r(Ìv) = 0 :Inserting now u := v  Ìv in the Poincare inequality results inZ M jv  Ìv j2 . Z M j rvj2 :
3.2. RESIDUAL ERROR ESTIMATOR 37Obviously c  j Tij  c since the number of reference domains M is bounded, and eachM consists only of a bounded number of tetrahedra Ti. HencejdetBij = jTij=j Tij  h1;Ti h2;Ti h3;Ti :Since the hi;T cannot change rapidly one obtainsjdetBij  jdetBjj 8Ti; Tj M :Applying the transformation FB : M 7!M givesZM (v   Iv)2 = KXi=1 ZTi(v   Iv)2 = KXi=1 Z Ti(v  Ìv)2  jdetBij. maxi=1:::K fjdetBijg  Z M(v  Ìv)2. maxi=1:::K fjdetBijg  Z M j rvj2. KXi=1 Z Ti j rvj2  jdetBij= KXi=1 ZTi jBTi rvj2 = KXi=1 ZTi BTi C TTi  CTTirv2 KXi=1 BTi C TTi 2R33  ZTi CTTirv2 :Lemma 2.1 on page 18 is now utilized to bound the norm of BTi C TTi . Let Ti   a be thetetrahedron Ti shifted by  a. By denition the mappings Bi and C 1Ti act as follows:Ti Bi7 ! (Ti   a) C 1Ti7 ! T̂i;Ti C 1Ti Bi7 ! T̂i :The number of tetrahedra Tj  M is bounded. Hence the diameters of the inscribedspheres of all tetrahedra Ti can be bounded uniformly from below, i.e. % ( Ti) & 1 . Thelongest edge of T̂i is bounded from above by p6 (see denition of the mapping CTi).Lemma 2.1 yields readilyBTi C TTi R33 = C 1Ti BiR33  d(T̂i) = % ( Ti) . 1and further ZM(v   Iv)2 . KXi=1 ZTi CTTirv2 = kCT (x)rvk2M :The orthogonality property of the projection and Pv   Iv 2 Vh then implykv   Pvk2M = ZM (v   Pv)(v   Pv) = ZM (v   Pv)(v   Iv) kv   PvkM  kv   IvkMand kv   PvkM  kv   IvkM . kCT (x)rvkM
38 CHAPTER 3. THE POISSON EQUATIONnishing the second part of the proof. Recall that C(x) is the global matrix functiondened in (2.3).The last relation is obvious since Pv 2 P0(M).Remark 3.1 In the case 
  R2 the reference domains can be chosen easily. Assumethat the macro element consists of K triangles. When a is a inner node then choose Mto be a regular K-polygon with the midpoint in the coordinate origin. Figure 3.1 mayserve for visualization.
M M7 ! TiTiTi 7 ! TiFBFiFigure 3.1: Continuous, piecewise ane linear mapping FB for 
  R2If a is a boundary node then let M be the union of thoseK (congruent) triangles whosevertices have the polar coordinates (0; 0) ; (1; (i  1)=2K) and (1; i=2K), i = 1 : : :K.The regular polygon is chosen here only for the convenience of the description, butotherwise completely arbitrary. Any other reference domain could serve the same purpose.The case 
  R3 is more dicult since generally no regular polyhedra exist. Thus wehad to utilize the more technical denition of the reference domains here. The H1 interpolation operatorNow the Clement interpolation operator is constructed. Let Pj be the aforementionedlocal L2 projection over the macro element Mj of a node aj. The interpolation operatorR is dened by Rv := Xaj2N(Pjv)(aj)  'jwith 'j being the (piecewise ane linear) basis function related to node aj . Then thefollowing Lemma holds.Lemma 3.2 For all v 2 H1(
) the interpolation operator R : H1(
) 7! Vh satiseskv  Rvk . kvkkh 1min(x)  (v  Rv)k   XT2Th h 2min;Tkv  Rvk2T!1=2 . m1(v;Th)  krvk
3.2. RESIDUAL ERROR ESTIMATOR 39kh 1min(x)  CT (x)r(v Rv)k   XT2Th h 2min;TkCTTr(v  Rv)k2T!1=2 . m1(v;Th)  krvk:The component-wise form of the last inequality is hi(x)hmin(x) ~Di(v  Rv) =  XT2Th h2i;Th2min;T k ~Di(v  Rv)k2T!1=2 . m1(v;Th)  krvkfor all i = 1 : : : d.Proof: Let T be an arbitrary tetrahedron, and ak an arbitrary but xed node thereof.Then R can be represented over T asRvT = Xaj2NT (Pjv)(aj)  'jT = PkvT + Xaj2NT (Pjv   Pkv)(aj)  'jT ;since PkvT = Xaj2NT (Pkv)(aj)  'jT :The inverse inequality (2.16) and the triangle inequality implyj(Pjv   Pkv)(aj)j  kPjv   Pkvk1;T. jT j 1=2  kPjv   PkvkT jT j 1=2  kv   PjvkT + kv   PkvkT :The bound k'jkT  jT j1=2 givesk(Pjv   Pkv)(aj)  'jkT = j(Pjv   Pkv)(aj)j  k'jkT. kv   PjvkT + kv   PkvkT :Applying this inequality to the representation of R leads tokv  RvkT  kv   PkvkT +  Xaj2NT (Pjv   Pkv)(aj)  'jT. kv   PkvkT + Xaj2NT kv   PjvkT + kv   PkvkT. Xaj2NT kv   PjvkT  Xaj2NT kv   PjvkMj :The local approximation inequality (3.6) results inkv  RvkT (3:6). Xaj2NT kvkMj  kvkM(T )with M(T ) := Saj2NT Mj = ST 0\T 6=;T 0. This holds since every tetrahedron T 0 is containedin at most four macro elementsMj . Thenkv  Rvk2 = XT2Th kv  Rvk2T . XT2Th kvk2M(T )  kvk2
40 CHAPTER 3. THE POISSON EQUATIONbecause every tetrahedron T appears only a bounded number of times in the sum. Hencethe rst inequality is obtained.For the second inequality we apply (3.7) instead of (3.6) and obtainkv  RvkT (3:7). Xaj2NT kCT (x)rvkMj  kCT(x)rvkM(T ) :Similarly this yieldskh 1min(x)  (v  Rv)k2 = XT2Th h 2min;T kv  Rvk2T . XT2Th h 2min;TkCT(x)rvk2M(T ) XT2Th h 2min;T  kCTT rvk2Tsince hmin;T 0 does not change rapidly for T 0 M(T ).In order to bound this last sum we utilize the matching function m1( ; ) from (3.5)givingkh 1min(x)  (v  Rv)k2 . XT2Th h 2min;T  kCTT rvk2T . m1(v;Th)2  krvk2 :Thus the second result is proven.The last part is derived similarly, and for this reason only major inequalities are givenhere. As beforeCTTrRvT = CTTrPkvT + Xaj2NT (Pjv   Pkv)(aj)  CTTr'jT :Recalling the inverse inequality (2.18)CTTr'jT . k'jkT  jT j1=2leads to (Pjv   Pkv)(aj)  CTTr'jT = j(Pjv   Pkv)(aj)j  CTTr'jT. kv   PjvkT + kv   PkvkTanalogously as before. Similarly to the second part one obtainsCTTr(v  Rv)T  CTTr(v   Pkv)T +  Xaj2NT (Pjv   Pkv)(aj) CTTr'jT(3:8). CT (x)rvMk + CT (x)rvM(T ). CT (x)rvM(T )and henceXT2Th h 2min;TkCTTr(v  Rv)k2T . XT2Th h 2min;TkCT (x)rvk2M(T )  XT2Th h 2min;TkCTTrvk2T :Utilizing the matching function m1( ; ) results immediately inkh 1min(x)  CT (x)r(v Rv)k . m1(v;Th)  krvk :
3.2. RESIDUAL ERROR ESTIMATOR 41The H1o interpolation operatorThe interpolation operator R introduced above has the disadvantage that it does notpreserve homogeneous Dirichlet boundary conditions. This is remedied by denition 3.2below. Moreover, the interpolation operator has to be modied on parts of the Robinboundary  R to treat Robin boundary terms correctly. To this end, introduce a subset ofthe Robin boundary nodes NR byNR; := (a 2 NR : 9E   R with a 2 NE and hEh2min;E < ) : (3.9)Denition 3.2 (Clement interpolation operator) The Clement interpolation oper-ator Ro : H1o (
) 7! Vo;h is dened byRov := Xaj2Nn(ND[NR;)(Pjv)(aj)  'j : (3.10)This means that the interpolated nodal value 0 is imposed on the Dirichlet boundary andpartly on the Robin boundary. Nodes which are surrounded by neither boundary are notaected. The following anisotropic estimates describe the main interpolation results.Theorem 3.3 For all v 2 H1o (
) the interpolation operator Ro : H1o (
) 7! Vo;h satiseskv  Rovk . kvk (3.11)kh 1min(x)  (v  Rov)k . m1(v;Th)  jjjvjjj (3.12)kh 1min(x)  CT (x)r(v Rov)k . m1(v;Th)  jjjvjjj (3.13)XE
n  hEh2min;E  kv  Rovk2E . m1(v;Th)2  jjjvjjj2 (3.14)XE N hEh2min;E  kv  Rovk2E . m1(v;Th)2  jjjvjjj2 (3.15)XE Rmax( hEh2min;E ; )  kv  Rovk2E . m1(v;Th)2  jjjvjjj2 : (3.16)Proof: The denition of the interpolation operator Ro impliesRov = Rv   Xaj2ND[NR;(Pjv)(aj)  'j :Since we want to utilize the previous Lemma it is sucient to bound terms of the formk(Pjv)(aj)  'jkT and k(Pjv)(aj)  CTTr'jkT for boundary nodes aj 2 ND [ NR;.Thus let aj 2 ND[NR; be xed. Let T Mj be an arbitrary (but xed) tetrahedronwith a boundary face E containing aj. The equivalence relation (2.16) yieldsj(Pjv)(aj)j = kPjvk1;T  jT j 1=2  kPjvkT  jT j 1=2  (kvkT + kv   PjvkT ) :
42 CHAPTER 3. THE POISSON EQUATIONThe estimate of the local L2 projection, and k'jkT  jT j1=2 givek(Pjv)(aj)  'jkT . kvkMj 8T Mj :Applying this estimate and the arithmetic-quadratic mean inequality results in Xaj2ND[NR;(Pjv)(aj)  'j2 = XT\ 6=; Xaj2NTaj2ND[NR;(Pjv)(aj)  'j2T XT\ 6=; 4  Xaj2NTaj2ND[NR;(Pjv)(aj)  'j2T. Xaj2ND[NR; kvk2Mj . kvk2following the same arguments as in the previous proof. Finally the rst inequality isobtained viakv  Rovk  kv  Rvk +  Xaj2ND[NR;(Pjv)(aj)  'j . kvk :The second inequality is derived similarly. Let aj 2 ND [NR; be an arbitrary node.Starting point is a face E which contains the node aj. If aj 2 NR; then there exists aface E such that E   R and hE=h2min;E < . Otherwise aj 2 ND where a face E   D ischosen. Consider the unique tetrahedron T  E. Equivalence relation (2.17), the triangleinequality and the trace inequality (2.14) yieldj(Pjv)(aj)j = kPjvk1;E (2:17) jEj 1=2 kPjvkE jEj 1=2  (kvkE + kv   PjvkE). jEj 1=2  kvkE + jT j 1=2  kv   PjvkT + kCTTr(v   Pjv)kT :Recalling estimates (3.7) and (3.8) of the local L2 projection leads toj(Pjv)(aj)j . jEj 1=2  kvkE + jT j 1=2  kCT (x)rvkMj :If E   D then v = 0 on E. Together with k'jkT 0  jT 0j1=2 this yieldsk(Pjv)(aj)  'jkT 0 . kCT (x)rvkMj 8T 0 Mj :Otherwise E   R has been chosen such that jT j=jEj  hE <   h2min;E which impliesk(Pjv)(aj)  'jkT 0 . hmin;E  k1=2  vkE + kCT (x)rvkMj 8T 0 Mj :Applying these estimates and utilizing the matching function m1( ; ) results inh 1min(x) Xaj2ND[NR;(Pjv)(aj)  'j2  XT\ 6=;4  Xaj2NTaj2ND[NR; h 2min;T k(Pjv)(aj)  'jk2T. Xaj2NR; k1=2vk2E + h 2min;E  kCT (x)rvk2Mj+ Xaj2NDnNR;h 2min;E  kCT (x)rvk2Mj. k1=2  vk2 R + XT2Th h 2min;T  kCTTrvk2T(3:5). k1=2  vk2 R + m1(v;Th)2  krvk2  m1(v;Th)2  jjjvjjj2
3.2. RESIDUAL ERROR ESTIMATOR 43and thus the second inequality is proven.In order to derive the third inequality of the Theorem we proceed analogously. Theonly dierence is that now 'j is replaced by CTTr'j. From inequality (2.18)CTTr'jT . k'jkT  jT j1=2one obtains(Pjv)(aj)  CTTr'jT . kCT (x)rvkMj for aj 2 ND(Pjv)(aj)  CTTr'jT . kCT (x)rvkMj + hmin;T  k1=2  vkE for aj 2 NR;for a boundary tetrahedron T . The remainder of the proof is similar to the lines aboveand the previous proof and thus it will be omitted here.The last three inequalities of the Theorem estimate the interpolation error over certainfaces. For an interior face E  
 n   or a Neumann boundary face E   N the traceinequality (2.14) is applied to kv  RovkE givinghEh2min;T kv  Rovk2E . h 2min;E  kv  Rovk2T + kCTTr(v  Rov)k2Twith T  E. In conjunction with the previous interpolation estimates (3.12) and (3.13)the inequalitiesXE
n  hEh2min;E  kv  Rovk2E . XT2Th h 2min;T   kv  Rovk2T + kCTTr(v  Rov)k2T. m1(v;Th)2  jjjvjjj2and XE N hEh2min;E  kv  Rovk2E . XT\ N 6=;h 2min;T   kv  Rovk2T + kCTTr(v  Rov)k2T. m1(v;Th)2  jjjvjjj2are derived which prove the fourth and fth assertion.Finally, consider E   R and recall that Rov = 0 when hE=h2min;E < . The applica-tion of the trace inequality results inXE Rmax( hEh2min;E ; )  kv  Rovk2E == XE RhE=h2min;E hEh2min;E  kv  Rovk2E + XE RhE=h2min;E<   kv  Rovk2E. XT\ R 6=;h 2min;T   kv  Rovk2T + kCTTr(v  Rov)k2T + XE RhE=h2min;E< k1=2  vk2E. m1(v;Th)2  jjjvjjj2 + k1=2  vk2 R . m1(v;Th)2  jjjvjjj2which nishes the proof.
44 CHAPTER 3. THE POISSON EQUATIONRemark 3.2 Note that the matching function m1( ; ) does not inuence the rst in-terpolation estimate (3.11) but all the other ones. Remark 3.3 The interpolation error estimate (3.12) for isotropic meshes reads withoutthe factor m1(v;Th) on the right-hand side (more precisely, then m1  1, and m1(v;Th)merges with the remaining interpolation constant).In contrast to this isotropic interpolation error estimate, the factor m1(v;Th) is nec-essary for the interpolation error estimate on anisotropic meshes (i.e. the estimate doesnot hold without m1). To show this, an analytical example is presented.Assume 
 = (0; 1)  (0; 1) and  D  @
. Choose the anisotropic functionv(x; y) :=  1  e x    1   e  x   4y(1   y) 2 H1o (
) ;  1 ;which exhibits an exponential layer of steepness  along the line x = 0 (cf. gure 5.1 onpage 97). Consider meshes constructed as follows: Start with a rectangular mesh with m uniform intervals in x direction and nuniform intervals in y direction. Bisect each rectangle from the lower left to the upper right corner.Let m and  be arbitrary but xed parameters, and obtain the family of triangulationsTh by varying n. Extensive computations yieldkh 1min(x)  (v  Rov)k2 = polynomial of order 7 in npolynomial of order 5 in nm1(v;Th)2 = polynomial of order 6 in npolynomial of order 4 in njjjvjjj = krvk  1 :A large n  m implies that the mesh Th is anisotropically aligned with the x directionwhereas the function v is anisotropically aligned with the y direction. Thus the anisotropicmesh becomes increasingly misaligned with the anisotropic function as n increases. Notsurprisingly, this results in kh 1min(x)  (v Rov)k and m1(v;Th) to grow likeO(n). Hencekh 1min(x)  (v  Rov)k  m1(v;Th)  jjjvjjj ;i.e. interpolation estimate (3.12) is asymptotically sharp for this example, and m1(v;Th)can not be omitted. We expect (3.13){(3.16) to be sharp as well but did not trouble toprove this conjecture.As an example we have chosen the parameters m = 1000 and  = 1000. Then thequotient kh 1min(x)  (v  Rov)k / m1(v;Th) / krvk ! 2:393 : : : as n!1.It might be worth mentioning that all these results were obtained using a computeralgebra system. The `formula' of kh 1min(x)(v Rov)k occupies about 25 kByte of storage,and thus it is impossible to be absolutely sure of the correct result. Nevertheless numeroustests have been carried out to verify the result, as well as independent checks against anite element program.Lastly, the same behaviour can be obtained with an isotropic function, say v = 42 x(1  x)  y(1  y). However, the example from above is better suited to the situation ofan anisotropic function and anisotropic mesh. 
3.2. RESIDUAL ERROR ESTIMATOR 45Remark 3.4 The analysis shows that, for example for the interpolation estimate (3.12),kh 1min(x)  (v  Rov)k2 . k1=2  vk2 R +m21(v;Th)  krvk2  m21(v;Th)  jjjvjjj2 ;i.e. the  R part of the energy norm is not emphasized by the factor m21(v;Th). Therefore,if k1=2  vk R dominates krvk in the energy norm it could be advantageous to re-denethe matching function by~m1(v;Th) := kh 1min(x)  (v  Rov)k / jjjvjjj :This matter, however, requires further investigation. 3.2.3 Anisotropic residual error estimatorIn order to derive lower bounds on the error, the functions f 2 L2(
); gN 2 L2( N ) andgR 2 L2( R) have to be approximated (or replaced) by certain counterparts from nitedimensional spaces. For a rather general setting, let P1 be an arbitrary mapping fromL2(
) into the space of piecewise constant functions over Th. ThusP1(v)T 2 P0(T ) 8T 2 Th(or more precisely, the restriction is constant on the interior of T ). Similarly, let P2 be anarbitrary mapping from L2( N ) into the space of piecewise constant functions over the N faces, i.e. P2(v)E 2 P0(E) 8E   N :Finally, let P3 be an arbitrary mapping from L2( R) into the space of piecewise linearfunctions over the  R faces, i.e.P3(v)E 2 P1(E) 8E   R :These mappings and their possible implementations (e.g. by projection operators) arediscussed in Remark 3.5 on page 50.Next, we introduce the so-called element residual and the face residual. These residualsplay an important role not only in this Section but also for other error estimators.Denition 3.3 (Element and face residual) Let vh 2 Vo;h be an arbitrary nite ele-ment function. The element residual over a tetrahedron T is dened byrT (vh) := P1f + vh : (3.17)The denition of the face residual depends on whether the corresponding face E is aninterior face or a face from  N or  R. For a nite element function vh 2 Vo;h and x 2 EsetrE(vh)(x) := 8>>>>><>>>>>: limt!+0  @vh@nE (x+ tnE) + @vh@( nE)(x+ t( nE)) if E  
 n  P2gN   @vh@n (x) if E   N  (P3gR   vh(x))  @vh@n (x) if E   R : (3.18)Here the vectors nE and n have slightly dierent meaning { for interior faces E letnE ? E be any of the two unitary normal vectors. In contrast, for boundary faces E  N [  R let n ? E be the outer unitary normal vector. Note that the rst face residualis also known as gradient jump or jump residual.
46 CHAPTER 3. THE POISSON EQUATIONWe remark that the face residual rE(vh) is fromrE(vh) 2  P0(E) when E  
 n   or E   NP1(E) when E   R :Obviously rT (vh) = P1f holds for piecewise linear basis functions as considered here.The denition above however indicates how to modify this theory to treat higher orderbasis functions, cf. Remark 3.12 on page 67. Moreover, this element residual is relatedto the classical form of the dierential operator and is as such problem dependent. Withthe help of the element residuals and the face residuals we now dene the residual errorestimator.Denition 3.4 (Residual error estimator)The local residual error estimator R;T (uh)for a tetrahedron T is dened byR;T (uh) := hmin;T krT (uh)k2T + XE@Tn h 1E  krE(uh)k2E + XE@T\ N h 1E  krE(uh)k2E ++ XE@T\ Rmin(1; hEh2min;T)  h 1E  krE(uh)k2E1=2: (3.19)In order to keep the notation short, we also introduce a local approximation term fora tetrahedron T byT := hmin;T kf   P1fk2!T + XE@T\ N h 1E  kgN   P2gNk2E + (3.20)+ XE@T\ Rmin(1; hEh2min;T )  h 1E  k  (gR   P3gR)k2E 1=2and the global terms2R(uh) := XT2Th 2R;T (uh) and 2 := XT2Th 2T : (3.21)Recall that  = (x) is assumed piecewise constant over the Robin boundary faces. Thevalue of  is, of course, always taken from the face E under consideration. For example,a term like hE   1h 2min;T may illustrate such an (implicit) notation.We now formulate the main result for the residual error estimator, namely bounds ofthe error from above and below.Theorem 3.4 (Residual error estimation) Let u 2 H1o (
) be the exact solution anduh 2 Vo;h be the nite element solution.Then the error is bounded locally from below for all T 2 Th byR;T (uh) . jjju  uhjjj!T + T : (3.22)The error is bounded globally from above byjjju  uhjjj . m1(u  uh;Th)  h2R(uh) + 2i1=2 : (3.23)
3.2. RESIDUAL ERROR ESTIMATOR 47Proof: Firstly, estimate (3.22) will be proven. We start with the norm krT (uh)kT ofthe element residual rT = rT (uh) := P1f + uh. Since we use linear ansatz functions,rT 2 P0(T ) holds. For x 2 T letw(x) := rT (uh)(x)  bT (x) 2 P4(T ) \H1o (T ) ;where the element bubble function bT is from (2.19). Integration by parts yieldsZT rT  w = ZT (f +uh)  w + ZT (P1f   f)  w= ZT rT (u  uh)  rw + ZT (P1f   f)  w ;ZT rT  w  kr(u  uh)kT  krwkT + kf   P1fkT  kwkT :Recalling (2.24), (2.25), and 0  bT  1 gives the following boundsZT rT  w = kb1=2T  rTk2T  krTk2TkrwkT = kr(bT  rT )kT . h 1min;T  krTkTkwkT = kbT  rTkT  krTkT 9>>=>>; (3.24)that result in krTk2T . kr(u  uh)kT  h 1min;T  krTkT + kf   P1fkT  krTkTand h2min;T  krTk2T . kr(u  uh)k2T + h2min;T  kf   P1fk2T :Now we aim at a bound of the norm krE(uh)kE of the gradient jump across some innerface E  
 n  . Since we use linear ansatz functions rE 2 P0(E) holds. Let T1 and T2 bethe two tetrahedra that E belongs to. The right hand side f =  u is assumed to be inL2(
). Integration by parts yields for any function w 2 H1o (!E)0 =  Z!E rTwru + Z!E w  fand   ZE w  rE(uh) = 2Xi=1 Z@Ti w  @uh@n = 2Xi=1 ZTirTwruh + ZTi w uh= 2Xi=1 ZTirTwruh + ZTi w  (rTi   P1f)= 2Xi=1 ZTirTwr(uh   u) + ZTi w  (rTi + f   P1f) :Let now the function w 2 H1o (!E) be dened byw := Fext(rE(uh))  bE ;with Fext being the extension operator of (2.23), and bE being the face bubble functionof (2.20). Because of wjE = rE  bEjE we concludeZE r2E  bE  2Xi=1 kr(u  uh)kTi  krwkTi + (krTikTi + kf   P1fkTi)  kwkTi :
48 CHAPTER 3. THE POISSON EQUATIONThe function w is piecewise cubic on !E. The equivalence relations (2.26) { (2.28) implyZE rE  w = ZE r2E  bE = kb1=2E  rEk2E  krEk2EkrwkTi = kr (Fext(rE)  bE)kTi  h1=2E h 1min;Ti  krEkEand kwkTi = kFext(rE)  bEkTi  h1=2E  krEkE 9>>=>>; (3.25)and subsequently lead tokrEk2E . 2Xi=1 kr(u  uh)kTi  h1=2E h 1min;Ti krEkE ++ (krTikTi + kf   P1fkTi)  h1=2E krEkE :The dimensions hE  hE;Ti and hmin;Ti cannot change rapidly for adjacent tetrahedra.Recalling the bound of krTkT from above we concludekrEkE . h1=2E h 1min;E  kr(u  uh)k!E + hmin;Ekf   P1fk!E :For a xed tetrahedron T = T1 we sum up over all (inner) faces E  @T n   and obtainXE@Tn  h2min;ThE  krE(uh)k2E . kr(u  uh)k2!T + h2min;T kf   P1fk2!T :Next, the norm krE(uh)kE for a face E   N of the Neumann boundary is to bebounded. Again rE 2 P0(E). Let the tetrahedron T contain E. Dene a functionw := Fext(rE(uh)) bE , with Fext from (2.23), and recall that w = 0 on @T nE. Integrationby parts and gN = @u=@n then yieldZE rE(uh)  w = ZE gN   @uh@n   w + ZE(P2gN   gN ) w= ZT rT (u  uh)  rw   ZT (P1f +uh)  w + ZT (P1f   f)  w ++ ZE(P2gN   gN )  w kr(u  uh)kT  krwkT + (krTkT + kP1f   fkT )  kwkT ++ kgN   P2gNkE  kwkE :Utilizing the same equivalence relations (3.25) as before, inserting the bound of krTkTfrom above, and kwkE  krEkE givesXE@T\ N h2min;ThE  krE(uh)k2E . kr(u  uh)k2T + h2min;T kf   P1fk2T ++ XE@T\ N h2min;ThE  kgN   P2gNk2E :
3.2. RESIDUAL ERROR ESTIMATOR 49Finally we seek a bound of krE(uh)kE for a face E   R of the Robin boundary. RecallrE(uh) =   (P3gR   uh)  @uh=@n 2 P1(E) , let T  E, and set w := Fext(rE(uh))  bE .From w = 0 on @T n E, and by integration by parts it follows thatZE rE(uh)  w = ZE   (gR   uh)  @uh@n   w + ZE   (P3gR   gR)  w= ZE (u  uh) + @(u  uh)@n   w + ZE   (P3gR   gR)  w= ZT rT (u  uh)  rw   ZT (f +uh)  w + ZE (u  uh)  w+ ZE   (P3gR   gR)  w kr(u  uh)kT  krwkT + (krTkT + kP1f   fkT )  kwkT ++   ku  uhkE + kgR   P3gRkE  kwkE :As before, we use the equivalence relations (3.25), the bound of krTkT , and kwkE  krEkEwhich eventually impliesmin(1; hEh2min;T )  h2min;ThE  krE(uh)k2E .. kr(u  uh)k2T + h2min;T kf   P1fk2T + min1; h2min;ThE   k1=2(u  uh)k2E ++ min(1; hEh2min;T )  h2min;ThE  k  (gR   P3gR)k2E jjju  uhjjj2T + h2min;T kf   P1fk2T ++min(1; hEh2min;T )  h2min;ThE  k  (gR   P3gR)k2E :Summing up over all faces E  @T \  R and collecting the estimates of the norms for allfour types of residuals accomplishes the proof of (3.22).Secondly, in order to derive (3.23) we utilize the orthogonality property of the errora(u  uh; vh) = 0 8 vh 2 Vo;h :Integration by parts and the weak formulation (3.2) give for all v 2 H1o (
)a(u  uh; v) = a(u  uh; v  Rov)= Z
rT (u  uh)  r(v  Rov) + Z R   (u  uh)  (v  Rov)(3:2)= XT2Th ZT (f +uh)  (v  Rov) + XE
n  ZE rE(uh)  (v  Rov) ++ XE N ZE gN   @uh@n   (v  Rov) +
50 CHAPTER 3. THE POISSON EQUATION+ XE R ZE (gR   uh)  @uh@n   (v  Rov)  XT2Th h2min;T  kf +uhk2T!1=2  XT2Th h 2min;T  kv  Rovk2T!1=2 ++0@ XE
n  h2min;EhE krE(uh)k2E1A1=2 0@ XE
n  hEh2min;E  kv  Rovk2E1A1=2 ++ XE N h2min;EhE gN   @uh@n 2E!1=2  XE N hEh2min;E kv  Rovk2E!1=2 ++ XE Rmin(1; hEh2min;E)  h2min;EhE (gR   uh)  @uh@n 2E!1=2  XE Rmax( hEh2min;E ; )  kv  Rovk2E!1=2 :Every second root term is bounded by m1(v;Th)  jjjvjjj by means of the interpolationTheorem 3.3 on page 41. Substituting v := u  uh yields an upper bound of the errorjjju  uhjjj2 . m1(u  uh;Th)2  XT2Th h2min;T  kf +uhk2T + XE
n  h2min;EhE krE(uh)k2E+ XE N h2min;EhE gN   @uh@n 2E ++ XE Rmin(1; hEh2min;E)  h2min;EhE (gR   uh)   @uh@n 2E  : (3.26)Finally, utilizing the triangle inequality kf + uhkT  krT (uh)kT + kf   P1fkT , andsimilarly for gN and gR, results in the upper bound (3.23) of the error.The term m1(u  uh;Th) is discussed in more detail in the next Section.Remark 3.5 The terms P1f , P2gN and P3gR appear both in the denition of the resid-uals rT (uh) and rE(uh) as well as in inequalities (3.22) and (3.23).Assume for the moment that these terms are replaced by arbitrary functions fromL2(
) , L2( N ) or L2( R) , respectively. Then one would obtain an upper bound of theerror similar to (3.23) but a lower bound (3.22) would no longer hold. Choosing theoriginal values f , gN ; gR instead of P1f , P2gN ; P3gR would, for example, result in theerror bound (3.26).There are two reasons for using these mappings. Mainly, such terms (or similar onesfrom a nite dimensional space) are required to derive a lower bound of the error.Furthermore there is a useful interpretation for these projections. It may be dicultto evaluate exactly the integrals over f , gN and gR, respectively. If f is suitably smooth(e.g. f 2 L2 \ C0(T )) then P1f may represent a quadrature rule. For example, themidpoint quadrature rule is equivalent to P1 : L2(T ) \ C0(T )! P0(T ) ; P1f(x) :=f(xmidpoint) on T . The term kf   P1fk then measures the quadrature error. Otherchoices of P1 include, for example, projection operators. 
3.2. RESIDUAL ERROR ESTIMATOR 51Remark 3.6 Siebert [50] proposes a similar error estimator for rectangular or cuboidalnite elements. There the factor of the gradient jump in the denition of the errorestimator equals hE instead of h2min=hE as in our work (cf. (3.19)). Thus Siebert has toimpose an additional condition on uh to give a reliable lower bound of the error. Thisrenders our estimator slightly more general. Remark 3.7 For Robin boundary conditions, the function  = (x); x 2  R, has beenassumed piecewise constant over the  R faces. If one wants to consider an arbitraryfunction (x) then the  R residual has to be modied (cf. (3.18)) torE := P3  (gR   uh)  @uh=@n :If additionally P3 is a linear operator (into the space of piecewise linear functions over the R faces) then this face residual can be written asrE = P3(gR)  P3(uh)  @uh=@n :The corresponding entry in the approximation term R;T (cf. (3.20)) then becomesgR   P3(gR)   (uh   P3(uh))and would thus depend on uh (the same holds true if P3 is a nonlinear operator). Byassuming  piecewise constant such a dependence is avoided. 3.2.4 Discussion of the matching functionThe matching function m1 has been motivated, dened and discussed extensively in Sec-tion 3.2.1. It enters the interpolation error estimates (Theorem 3.3). But the knowledge ofthe value of m1(v;Th) is not necessary there since these estimates serve only as auxiliarytools.The situation is dierent for the nite element error estimates. Firstly, the termm1(u uh;Th) is involved in the upper bound (3.23) of the error. Secondly, the lower andupper error bound readily imply the two-sided estimatec  2R   2 . jjju  uhjjj . m21(u  uh;Th)   2R + 2 :Both results clearly illustrate that m1(u   uh;Th) has to be small to enable an ecienterror estimation (note m1  1). Unfortunately the matching function m1(u   uh;Th)contains the (usually unknown) exact solution u. Two questions arise immediately.1. Can one construct meshes that yield a small m1(u  uh;Th), even if u is unknown?2. Can m1(u  uh;Th) be estimated or bounded somehow?Two approaches seem possible at present.Heuristic approach: Choose a `suitable' anisotropic mesh for a given problem (witha certain solution u). From a heuristic point of view, it is sensible to aim at a goodinterpolation of the anisotropic solution u. Therefore the mesh should be aligned withthe (unknown) solution u, and a possible strategy could be, for example:
52 CHAPTER 3. THE POISSON EQUATION Detect regions of anisotropic behaviour of the solution u by investigating the niteelement solution uh. Based on that information, determine a (quasi) optimal stretching direction, aspectratio and size of the nite elements. Generate a new mesh.This strategy resembles the adaptive anisotropic procedure which has been introduced inchapter 1. Indeed, this strategy (which focuses on m1) should be part of any adaptivealgorithm. In this way it can be the basis for a small m1(u   uh;Th) , and thus for anaccurate error estimation.The meshes of the numerical examples 1 and 4 are constructed on similar principles(but without adaptivity). The corresponding results show that m1 is small indeed. Hencethis heuristic approach is feasible, and it can yield the anticipated eects. Note that sofar m1(u  uh;Th) is not evaluated or estimated.Numerical approach: A dierent (or additional) possibility is to estimatem1(u  uh;Th) =  XT2Th h 2min;T  kCTT r(u  uh)k2T!1=2. kr(u  uh)k ;cf. (3.5). For example, one can replace the unknown gradient ru of the solution by anapproximation. For this we utilize here a recovered gradient rRuh givingmR1 (u  uh;Th) :=  XT2Th h 2min;T  kCTT  rRuh  ruh k2T!1=2. krRuh  ruhk : (3.27)For simplicity we have chosen the recovered gradient rRuh to be the linear Lagrangeinterpolate at the nodes of the mesh. The value at a node a is given byrRuh(a) := XT :a2NT jT jj!aj  ruhT with !a := [T :a2NT T ; (3.28)cf. [58] for example. We remark that other techniques are possible, e.g. utilizing super-convergence points, or by the superconvergence patch recovery technique (cf. [67]). Acloser investigation, in particular in the anisotropic context here, is certainly desirablebut beyond the scope of our work. Hence the recovered gradient mentioned above shallsuce, although we are aware that the accuracy may deteriorate on adaptively renedmeshes.We note that, strictly speaking, mR1 (u uh;Th) depends on uh but not on u. Neverthe-less the notation mR1 (u  uh;Th) is used to indicate that it approximates m1(u  uh;Th).
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 533.3 A local Dirichlet problem error estimator3.3.1 Introduction and denitionLocal problem error estimators have been known for a long time [14, 16, 57, 58]. Inthis Section we demonstrate on the example of a local Dirichlet problem that these errorestimators can be applied to anisotropic meshes as well. As far as we know this is therst rigorous analytical investigation for this type of anisotropic error estimator.Let us rst recall the situation on isotropic meshes. The basic idea is to solve a localproblem with higher accuracy. The dierence between its solution and the original niteelement solution serves as error estimator. The existing estimators dier mainly aboutthe local problem space VT , i.e. the space in which the local problem is to be solved.Certain inequalities and equivalence results as well as bubble functions play a vital rolein the analysis. With their help one can show the equivalence of the local problem errorestimator and the residual error estimator.On anisotropic meshes, we basically employ the same methodology. The careful selec-tion of the local problem space VT requires particular attention. Our exemplary choice hereenables us to derive Lemma3.5. This Lemma states an important equivalence relation overthe local problem space VT . While the proof of the Lemma is trivial on isotropic meshes,it is fairly technical on anisotropic meshes. Here we derive a new technique which utilizescompactness arguments. Additionally the role of an appropriate local problem space VTbecomes apparent in the Lemma and its proof. Next, Theorem 3.6 states the equivalenceof the local problem error estimator D;T and the residual error estimator R;T . The mainresults, namely lower and upper bounds of the error, are given in Theorem 3.7 on page 64.In Section 3.3.4 it is shown that the local Dirichlet problem is well{conditioned. Finally,we remark on Robin boundary conditions and on higher order ansatz functions in Section3.3.5.Practical considerations suggest that local problem error estimators should complywith the following, rather general guidelines (cf. [1, 58]).1. The estimator should catch the local behaviour of the error.2. The local nite element space should be richer than the original one (Vo;h) to ex-tract more information on the solution. The degrees of freedom (DOF) of the localproblem should correspond to the residual terms of the nite element solution uh(see below).3. The estimator should be cheap to compute.To derive the estimator, recall that a(; ) is the bilinear form, and u and uh denotethe exact and the nite element solution, respectively. Let T be an arbitrary but xedtetrahedron.In accordance with points 1 and 3 from above, the subdomain of the local problem ischosen to be !T (which is formed by T and all (at most four) adjacent tetrahedra thathave a common face with T ). LetH1o (!T ) := fv 2 H1(!T ) : v = 0 on (@!T n  ) [  Dg ;i.e. every function of this space can be seen as a function from H1o (
) with support in !T .The error e = u  uh then satisesa(u uh; v) = Z!T f v Z!T rTuhrv + Z N\@!TgN v + Z R\@!T (gR uh)v 8 v 2 H1o (!T ) :
54 CHAPTER 3. THE POISSON EQUATIONA straightforward approximation of the space H1o (!T ) by some local, nite dimensionalspace VT  H1o (!T ) leads to the problem:Find eT 2 VT : a(eT ; vT ) = a(u  uh; vT ) 8 vT 2 VTor Z!T rTeTrvT + Z R\@!T  eT  vT = Z!T f  vT   Z!T rTuhrvT ++ Z N\@!TgN  vT + Z R\@!T  (gR   uh)  vT :Then jjjeT jjj!T could serve as error estimator. Furthermore, in the light of Remark 3.5 onpage 50 we want to use P1f instead of f , and similar projections of gN and gR.Next, the local nite element space VT is to be dened. In the context of the residualerror estimator and the point 2 from above, we list the residuals which appear in R;T andtheir degrees of freedom on the one hand, and on the other the corresponding functionsfrom VT : R;T DOF D;TT rT 2 P0(T ) 1 bT 2 H1o (T )E  
 n   rE 2 P0(E) 1 bE 2 H1o (!E)E   N rE 2 P0(E) 1 bE 2 H1(T )E   R rE 2 P1(E) 3 VE  H1(T )For E   R the subspace VE is dened below. The rst three entries of the table havetheir analogies in the isotropic analysis (e.g. [58]) but the fourth one seems to be new andthus requires some explanation.On a Robin boundary face, the residual rE 2 P1(E) is linear (in contrast to the otherP0 residuals, cf. (3.17) and (3.18)). The three degrees of freedom of rE should have acounterpart in VT , preferably also with three degrees of freedom. Alternatively, from ananalytic point of view we want bE  Fext(rE) 2 VT . Any rE 2 P1(E) can be written as alinear combination of the (linear) functions T;i(x)jE ; i = 1; 2; 3. Here T;i(x) = T;i arethe barycentric coordinates of T such that T;4 is related to the unique node which is notin E. Recalling the denition of the linear extension operator Fext, one thus setsbE;i := bE  Fext(T;i(x)) = bE T;i + T;43  i = 1; 2; 3; (3.29)to achieve that aim. All three functions bE;i form the subspace VE viaVE := spanfbE;i : i = 1; 2; 3g :The local nite element space VT , the local problem and the estimator are now dened asfollows.
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 55Denition 3.5 (Local problem error estimator) Let the local nite element spaceVT  H1o (!T ) be given byVT := spanfbT ; bE ; bE0;i : E  @T n ( D [  R) ; E 0  @T \  R ; i = 1; 2; 3g : (3.30)Find a solution eT 2 VT of the local variational problema(eT ; vT )  Z!T rTeTrvT + Z R\@!T  eT  vT!= Z!T P1f  vT   Z!T rTuhrvT + Z N\@!TP2gN  vT + (3.31)+ Z R\@!T   (P3gR   uh)  vT 8 vT 2 VT :The local and global Dirichlet problem error estimator are thenD;T := jjjeT jjj!T and 2D(uh) := XT2Th 2D;T (uh) : (3.32)Note that the particular choice of the local nite element space VT (namely vT = 0 on@!T n @T ) reduces certain boundary integrals and norms, e.g.Z@!T\ N w  vT = Z@T\ N w  vT 8 vT 2 VT ; w 2 L2(@!T ) :Two equivalent formulations of the local problem are as follows. Find eT 2 VT such thata(eT ; vT ) = a(u  uh; vT ) + Z!T (P1f   f)  vT + Z N\@!T(P2gN   gN )  vT ++ Z R\@!T  (P3gR   gR)  vT 8 vT 2 VT (3.33)or a(eT ; vT ) = XT 02!T ZT 0 rT 0  vT + XE@Tn D ZE rE  vT 8 vT 2 VT : (3.34)The weak formulation in the denition above can be seen as the discrete analogue ofthe local Dirichlet problem ' = P1f in !T' = uh on @!T n ( N [  R)@'=@n = P2gN on @!T \  N@'=@n =   (P3gR   ') on @!T \  Rwhich is solved on the manifold uh + VT .Remark 3.8 The local problem error estimator presented here diers from the isotropiccounterpart of Verfurth [58] by the local ansatz space VT . More precisely, we employ lessbasis functions. Furthermore, other local problem error estimators are certainly possible(for some isotropic varieties see e.g. [58, Section 1.3]). Then modied denitions and/ora dierent analysis become necessary. 
56 CHAPTER 3. THE POISSON EQUATION3.3.2 Preliminary resultLemma 3.5 The following relations hold for all vT 2 VT .kvTk!T  hmin;T  krvTk!T (3.35)kvTkE . h 1=2E  hmin;T  krvTk!T 8E  @T : (3.36)If T has a boundary face then the constants depend on the interior angles of the cornersand edges of the domain 
.Proof: Some temporary notation is introduced rst. Let T0 := T , and denote theremaining tetrahedra of !T by T1 : : : Tk, where k = 4 for an interior tetrahedron T andk < 4 if T has a boundary face. Enumerate the faces Ei of T such that interior faces of!T come rst (i.e. Ei := T \ Ti; i = 1 : : : k), followed by Dirichlet boundary faces, andnally  N or  R faces.Let us start with the proof of (3.35), and consider the tetrahedron Ti; 0  i  k. Thetransformation matrices CTi and HTi will play a vital role (the transformation via ATi isunsuitable here). The corresponding equations and transformations, with the abbrevia-tions introduced below, yieldkvTk2!T = kXi=0 kvTk2Ti = kXi=0 6jTij  kvTk2Ti  jT j  kXi=0 ri  jT j  rwith ri := kvTk2Ti  0 and r := kXi=0 ri  0 ;and krvT(x)kR3 (2:11)= kH 1Ti CTTirvT (x)kR3 = kH 1Ti  r̂v̂T (x̂)kR3krvTk2!T = kXi=0 krvTk2Ti = kXi=0 6jTij  kH 1Ti  r̂v̂Tk2̂Ti= 6  kXi=0 jTij  h 2min;Ti  kdiag(1;i; 2;i; 1)  r̂v̂Tk2̂Ti h 2min;T  jT j  kXi=0 si  h 2min;T  jT j  swith 1;i := hmin;Tih1;Ti and 2;i := hmin;Tih2;Tisi := kdiag(1;i; 2;i; 1)  r̂v̂Tk2̂Ti  0 and s := kXi=0 si  0 :Before presenting the proof, we outline it here for a better understanding. To this end weconsider r and s over a set of certain variables which dene them. Then we prove that themaximum of r and s is bounded from above, and the minimum is bounded from belowand away from 0, respectively.To accomplish this, several cases have to be considered. For all of them, the generalsetting is similar, and thus only the rst case will be discussed extensively.
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 57Case 1: T has no face from  N [  RThe representation of vT is herevT = 0  bT + kXi=1 i  bEi i 2 R:The case vT  0 is trivial so assume vT 6 0. The functions bT and bEi are linearlyindependent. Hence the coecients i can not vanish simultaneously, and without loss ofgenerality we demand kPi=0 2i = 1.The term si depends on T̂i; j;i and v̂T , i.e.si = si(x̂2;Ti; x̂3;Ti; ŷ3;Ti; 1;i; 2;i; 0 : : : k) :The restrictions on T̂i and Ti imply 0 < x̂2;Ti  1=2; 0 < x̂3;Ti < 1;  1 < ŷ3;Ti < 1, 0 < 1;i; 2;i  1 :Now we omit the geometrical meaning that stand behind si. Instead we view si as apurely analytic term that depends on the compact set Xi  Gi  B, withXi := n(x̂2;Ti; x̂3;Ti; ŷ3;Ti) : 0  x̂2;Ti  1=2 ; 0  x̂3;Ti  1 ;  1  ŷ3;Ti  1o ;Gi := n(1;i; 2;i) : 0  1;i; 2;i  1o ;B := n(0; : : : ; k) : kXi=0 2i = 1o :Note that the set Xi  Gi  B is no longer related to the physical (geometrical) reality.This means that the set Xi still describes tetrahedra T̂i, but not all of them are referencetetrahedra of actual, existing tetrahedra Ti.The total sum s = s0 +    + sk depends on all si and thus on all Xi; Gi and on B.Hence s is analysed over the compact setK := ki=0 Xi  ki=0 Gi  B :The terms ri and r depend only on vT j Ti and thus on B. It is easily veried that r and svary continuously over the compact set K. Therefore both terms attain their maximumand minimum, respectively. The maximum clearly satisesmaxK r  maxK s  1 :Also, one has r > 0 if (and only if) vT 6 0 which implies 0 < minK r  1 givingr  1 :In order to show s  1  r one requires 0 < minK s  1 which is proven now.
58 CHAPTER 3. THE POISSON EQUATIONAssume the contrary, i.e. choose that values of K that yield s = si = 0. Then one hasfor the outer tetrahedra (i.e. i = 1 : : : k)0 = si = kdiag(1;i; 2;i; 1)  r̂v̂Tk2̂Ti  k@v̂T=@ẑk2̂Ti = 2i  k@b̂Ei=@ẑk2̂Tisince vT jTi = i  bEijTi. The last norm is always positive implying i = 0; i = 1 : : : k.Then vT is reduced to vT = 0  bT giving0 = s0 = kdiag(1;0; 2;0; 1)  r̂v̂Tk2̂T0  k@v̂T=@ẑk2̂T0 = 20  k@b̂T=@ẑk2̂T0 :The last norm is positive again which yields 0 = 0. This contradicts the assumptionkPi=0 2i = 1. Hence s > 0 for all vT 6 0 resulting in 0 < minK s  1. Thus one hass  1  ror kvTk!T  hmin;T  krvTk!T :Case 2: T has exactly one face from  N [  RThe notation from above implies that E4 is the one face from @T \( N [ R). We proceedsimilar to case 1 and only repeat major steps. The representation of vT is eithervT = 0  bT + kXi=1 i  bEi + 4  bE4 when E4   Nor vT = 0  bT + kXi=1 i  bEi + 3Xj=1 4;j  bE4;j when E4   R :The set B is dened analogously such that the sum of all squared coecients equals 1.Similarly one obtains r  1 and maxK s  1 :In order to prove minK s > 0 assume again the contrary, and choose that values of K thatyield s = si = 0. Start with the outer tetrahedra Ti; i = 1 : : : k and obtain exactly asbefore i = 0; i = 1 : : : k. Hence vT is reduced tovT = 0  bT + 4  bE4 or vT = 0  bT + 3Xj=1 4;j  bE4;j :Consider now T̂ . Recall 0 = s0  k@v̂T=@ẑk2̂T0 implying @v̂T=@ẑ  0. On the face Ê4the representation of v̂T isv̂T = 4  b̂E4 or v̂T = 3Xj=1 4;j  b̂E4;j :Assume that Ê4 is not parallel to the ẑ axis. Then every line which is parallel to thisẑ axis, and which goes through Ê4 also intersects another face Êi on which v̂T = 0(cf. left part of gure 3.2). Because of @v̂T=@ẑ  0 one has v̂T = 0 on Ê4 and 4 = 0 or4;j = 0; j = 1; 2; 3. The case where Ê4 is parallel to the ẑ axis is dealt with similarlysince then v̂T = 0 on @Ê4
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x̂
ŷẑ @v̂T@ẑ = 0v̂T = 0 Ê4 x̂
ŷẑ P̂3Ê4Ê3Figure 3.2: Reference tetrahedron T̂ in case 2 (left) and case 3.2 (right)Hence vT is further reduced to vT = 0bT from which the contradiction to s = s0 = 0follows exactly as in case 1. Therefore 0 < minK s  1 and s  1  r .Case 3: T has exactly two faces from  N [  RThe same notation as before is used which implies that E3 and E4 are the two facesfrom @T \ ( N [  R). We proceed similar to case 1 but have to consider sub-cases. Therepresentation of vT is herevT = 0 bT + kXi=1 i bEi + 8><>: 3  bE33Xj=1 3;j  bE3;j + 8><>: 4  bE4 if E3 or E4   N3Xj=1 4;j  bE4;j if E3 or E4   R:The set B is dened analogously such that the sum of all squared coecients equals 1.Similarly one obtains r  1 and maxK s  1. In order to prove minK s > 0 assume againthe contrary, and choose that values of K that yield s = si = 0. Start with the outertetrahedra Ti; i = 1 : : : k, and obtain exactly as before i = 0; i = 1 : : : k. Hence vT isreduced tovT = 0  bT + 8><>: 3  bE33Xj=1 3;j  bE3;j + 8><>: 4  bE4 if E3   N or E4   N3Xj=1 4;j  bE4;j if E3   R or E4   R :Consider now T̂ .Case 3.1: The projections of Ê3 and Ê4 onto the x̂ŷ plane dier.Then there are lines which are parallel to the ẑ axis and which intersect only oneof the faces Ê3 or Ê4, say Ê4 without loss of generality. Denote the intersection ofsuch lines with Ê4 by F̂ .All the lines through F̂ (and which are parallel to the ẑ axis) intersect @T̂ inanother face (Ê1 or Ê2) where v̂T = 0 holds. Analogously to previous cases derive@v̂T=@ẑ  0 giving v̂T = 0 on F̂ and thus on the whole of Ê4. This implies 4 = 0or 4;j = 0; j = 1; 2; 3. The remaining representation of v̂T coincides with the case2 which has already been considered.
60 CHAPTER 3. THE POISSON EQUATIONCase 3.2: The projections of Ê3 and Ê4 onto the x̂ŷ plane coincide.This corresponds to P̂3 being one of the points (0; 0; 1)T ; (1; 0; 1)T or (x̂2; 1; 1)T .Furthermore, P̂0P̂1P̂2 is either Ê3 or Ê4. The right part of gure 3.2 may illustratesuch a situation. Here, however, we cannot proceed exactly as in cases 1 and 2since now there exists a v̂T 6 0 with @v̂T=@ẑ  0. Hence a rened analysis becomesnecessary.The angle between E3 and E4 is the angle between  N faces or  R faces of 
, i.e. itdepends on 
 but not on Th or T . Basic geometry implies h2;T  h3;T and therefore2;0  1. A closer investigation of s0 yields0 = s0 = kdiag(1;0; 2;0; 1)  r̂v̂Tk2̂T0 & k@v̂T=@ŷk2̂T0 + k@v̂T=@ẑk2̂T0giving @v̂T=@ŷ = @v̂T=@ẑ  0 in T̂0.Similar to above, consider now Ê1 and Ê2 and all edges of T , and recall that vT = 0on them. This leads easily to vT  0 on the whole of T which contradicts theassumption. Hence 0 < minK s  1 and s  1  r .Case 4: T has exactly three faces from  N [  RStart exactly like in cases 1, 2 and 3 and obtain i = 0; i = 1 : : : k, and @v̂T=@ẑ  0 onT̂ . Hence vT is reduced tovT = 0  bT + 8><>: 2  bE23Xj=1 2;j  bE2;j + 8><>: 3  bE33Xj=1 3;j  bE3;j +8><>: 4  bE43Xj=1 4;j  bE4;jdepending on whether E2; E3; E4 are from  N or  R. Consider now T̂ . One has vT = 0on E1.If Ê1 is not parallel to the ẑ axis then we proceed analogously to case 3.1 and provethat v̂T = 0 on another face of T̂ . Hence vT is further reduced, and case 3 applies.Otherwise Ê1 is parallel to the ẑ axis and perpendicular to the x̂ŷ plane. The anglesbetween any two of the faces E2; E3; E4 are angles between  N faces or  R faces of 
,i.e. they depend on 
 but not on Th or T . Basic geometry yields then h2;T  h3;T which,similarly to case 3.2, leads to @v̂T=@ŷ = @v̂T=@ẑ  0 in T̂ and vT  0 in T . Thiscontradicts the assumption and proves 0 < minK s  1 and s  1  r .After the proof of the rst relation of Lemma 3.5 we now turn to inequality (3.36).Let E be an arbitrary face of T . It is easily veried thatkvTk E . kvTk T 8vT 2 VTholds on the standard tetrahedron T because kvTk E is a seminorm over the nite dimen-sional space V T of linearly independent functions, whereas the right-hand side is a normover the same space. HencekvTk2E = 2jEj  kvTk E . jEj  kvTk T  jEjjT j  kvTk2T  h 1E  h2min;T  krvTk2!Twhich proves Lemma 3.5.
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 61Remark 3.9 Note that in (3.35) the norm over the whole domain !T is essential. Inparticular the inequalitykvTkT . hmin;T  krvTkT 8 vT 2 VTdoes not hold.Consider for example a tetrahedron T with vertices P0 = 0, P1 = e1, P2 = e2, andP3 = h  e3 with h ! 0. Choose vT := bE1 + bE2, with bE1 = 27xy(1   x   y   z=h) andbE2 = 27xyz=h being two face bubble functions. ThenkvTkT = p27=560  h1=2and hmin;T  krvTkT = p81=35  h3=2p1 + 2h2 :Thus the abovementioned inequality does not hold with a multiplicative constant inde-pendent of h. Note also that the corresponding isotropic estimates are much easier toderive. Remark 3.10 Assume that @
 consists solely of the Dirichlet boundary  D. Assumefurther that the domain !T is contained in a rectangular prism with minimal side lengthl  hmin;T . Then the . part of (3.35) coincides with the Friedrichs inequality. But wehave not shown such a geometrical condition and thus had to proceed in the way describedabove. 3.3.3 Equivalence and bounds of the local problem error esti-matorSet 2R;!T := XT 0!T 2R;T 0 and 2D;!T := XT 0!T 2D;T 0 : (3.37)Theorem 3.6 (Equivalence with the residual error estimator) The local problemerror estimator is equivalent to the residual error estimator R;T in the following sense:D;T . R;!T (3.38)R;T . D;!T : (3.39)If T has a boundary face then the constant in (3.38) depends on the interior angles of thecorners and edges of the domain 
.Proof: Let T be an arbitrary but xed tetrahedron throughout the proof.For the rst inequality recall the denition (3.32) of D;T . The residuals rT (uh) andrE(uh) are given in denition 3.3 on page 45. Furthermore, take into account how !Tand VT are modied if T has a boundary face, and observe in particular that eT = 0 on@!T n @T . By integration by parts one obtains2D;T = jjjeT jjj2!T = a(eT ; eT )(3:34)= XT 02!T ZT 0 rT 0  eT + XE@Tn D ZE rE  eT  XT 0!T krT 0(uh)k2T 0!1=2  keTk!T + XE@Tn D krE(uh)kE  keTkE :
62 CHAPTER 3. THE POISSON EQUATIONNow keTk!T and keTkE ; E  @T n( D[ R), are bounded using Lemma 3.5 on page 56.For E  @T \  R, the norm keTkE requires a rened analysis. This yieldskeTk!T (3:35). hmin;T  kreTk!T  hmin;T  jjjeT jjj!T ;E  @T n ( D [  R) : keTkE (3:36). hmin;Th1=2E  kreTk!T  hmin;Th1=2E  jjjeT jjj!T ;E  @T \  R : keTkE   1=2  jjjeT jjj!T ;keTkE (3:36). hmin;Th1=2E  kreTk!T  hmin;Th1=2E  jjjeT jjj!T ;=) keTkE . min( 1=2; hmin;Th1=2E )  jjjeT jjj!T :
9>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>; (3.40)(Note that the constants appearing here depend on 
 if T has a boundary face). Insertingthese inequalities results in2D;T . hmin;T  XT 0!T krT 0(uh)kT 0 + XE@Tn( D[ R)h 1=2E krE(uh)kE ++ XE@T\ Rmin(1; h1=2E1=2hmin;T )  h 1=2E  krE(uh)kE  jjjeT jjj!Twhich, together with jjjeT jjj!T = D;T , proves the desired inequality (3.38)D;T . XT 0!T R;T 0 :For the proof of the second inequality we require bounds of R;T , and thus of krTkT andkrEkE. For reasons that will become clear below, we rst bound the term krT 0kT 0, withT 0  !T being an arbitrary tetrahedron. Recall denition (2.19) of the bubble functionbT 0 and set vT 0 := bT 0  rT 0. Then bT 0 and vT 0 belong to the nite element space VT 0 (andnot to VT if T 0 6= T ). Hence the local problem related to T 0 has to be invoked.For the derivation the local problem (3.31) will be utilized. Note that some terms inthat formulation vanish since vT 0 = 0 on @T 0. The equivalence (2.24) and integration byparts implykrT 0k2T 0  kb1=2T 0  rT 0k2T 0 = ZT 0 rT 0  vT 0= XT 00!T 0 ZT 00(P1f +uh)  vT 0 since vT 0 2 H1o (T 0)= Z!T 0 P1f  vT 0   Z!T 0 rTuh  rvT 0(3:31)= a(eT 0; vT 0)  jjjeT 0jjjT 0  jjjvT 0jjjT 0 ;where eT 0 2 VT 0 denotes the solution of the local problem over !T 0. The equivalence (2.25)and vT 0 = 0 on @T 0 result injjjvT 0jjjT 0 = krvT 0kT 0 = kr(bT 0  rT 0)kT 0 (2:25) h 1min;T 0  krT 0kT 0 :
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 63Combining both inequalities yieldskrT 0kT 0 . h 1min;T  jjjeT 0jjjT 0  h 1min;T  D;T 0 8T 0 2 !Tsince hmin;T 0 does not change rapidly across adjacent tetrahedra T 0.The norm of rE 2 P0(E) for an interior face E  @T n   is bounded similarly. Recallthe denitions (2.20) and (2.23) of the bubble function bE and the extension operatorFext, respectively, and set vE := bE  Fext(rE) 2 VT \H1o (!E). Equivalence (2.26), vE = 0on @T \  , and integration by parts implykrEk2E  kb1=2E  rEk2E = ZE rE  vE =   XT 0!E Z@T 0 @uh@n  vE=   XT 0!E ZT 0 uh  vE   Z!E rTuh  rvE(3:31)=   XT 0!E ZT 0 uh  vE   Z!E P1f  vE + a(eT ; vE) XT 0!E krT 0kT 0  kvEkT 0 + jjjeT jjj!E  jjjvEjjj!E :The equivalences (2.27) and (2.28) implykvEkT 0 = kbE  Fext(rE)kT 0  h1=2E  krEkEjjjvEjjj!E = krvEk!E = kr(bE  Fext(rE))k!E  h1=2E  h 1min;T  krEkE :Now the previous bound of krT 0kT 0 is required for all tetrahedra T 0  !E. Combining allestimates yieldskrEkE . h1=2E  h 1min;T  XT 0!E D;T 0 8E  @T n   :The norm of rE 2 P0(E) for a Neumann boundary face E  @T \  N is boundedanalogously. Set vE := bE  Fext(rE) 2 VT , recall vE = 0 on @T n E, and derivekrEk2E  kb1=2E  rEk2E = ZE rE  vE = ZE P2gN   @uh@n   vE= ZE P2gN  vE   ZT rTuh  rvE   ZT uh  vE(3:31)= a(eT ; vE)   ZT rT  vE  jjjeT jjjT  jjjvEjjjT + krTkT  kvEkT :The norms jjjvEjjjT , kvEkT and krTkT are bounded as before givingkrEkE . h1=2E  h 1min;T  jjjeT jjjT  h1=2E  h 1min;T  D;T 8E  @T \  N :Finally the norm of linear residual rE 2 P1(E) for a Robin boundary face E  @T \ Ris to be bounded. Proceed in analogy and set vE := bE  Fext(rE) 2 VE  VT . Integration
64 CHAPTER 3. THE POISSON EQUATIONby parts and the local problem (3.31) yieldkrEk2E  kb1=2E  rEk2E = ZE rE  vE = ZE   (P3gR   uh)  @uh@n   vE= ZE   (P3gR   uh)  vE   ZT rTuh  rvE   ZT uh  vE(3:31)= a(eT ; vE)   ZT rT  vE  jjjeT jjjT  jjjvEjjjT + krTkT  kvEkT :The terms kvEkT and krTkT are bounded as before whereas for jjjvEjjj2T the equivalence(2.28) is invoked implyingjjjvEjjj2T = kr(Fext(rE)  bE)k2T +   krE  bEk2E. hE h 2min;T  krEk2E + max(; hEh2min;T )  krEk2E. hE h 2min;T max1; h2min;ThE   krEk2Eand resulting inmin(1; hEh2min;T)  h2min;ThE  krEk2E . jjjeT jjj2T  2D;T 8E  @T \  R :Collecting all the results for krTkT and krEkE and inserting them into the denitionof R;T gives the desired estimate (3.39).With the help of the previous Theorem 3.6 we easily derive the main result of thisSection, namely upper and lower error bounds by means of the local problem error esti-mator.Theorem 3.7 (Local problem error estimation) The lower bound of the error isD;T (uh)  jjju  uhjjj!T + c  T : (3.41)The error is bounded globally from above byjjju  uhjjj . m1(u  uh;Th)  h2D(uh) + 2i1=2 : (3.42)If T has a boundary face then the constant in (3.41) depends on the interior angles of thecorners and edges of the domain 
.Proof: In order to prove the lower bound of the error, apply the formulation (3.33) of thelocal problem, recall how !T and VT are modied if T has a boundary face, and observein particular that eT = 0 on @!T n @T . Together with integration by parts one obtains2D;T = jjjeT jjj2!T = a(eT ; eT )(3:33)= a(u  uh; eT ) + Z!T (P1f   f)  eT + Z N\@!T(P2gN   gN )  eT ++ Z R\@!T  (P3gR   gR)  eT jjju  uhjjj!T  jjjeT jjj!T + kf   P1fk!T  keTk!T ++ kgN   P2gNk N\@T  keTk N\@T + k  (gR   P3gR)k R\@T  keTk R\@T :
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 65By means of the previous bounds from (3.40) one readily obtains the desired estimate(3.41). Note that here the only constant appears at the approximation term.Finally inequality (3.42) follows immediately from the error bound (3.23) of the resid-ual error estimator, and from the equivalence (3.39) of R;T and D;T .3.3.4 Condition number of the finite element matrix of the localproblemThe error estimator D;T requires the solution of a local variational problem. We willemploy a nite element method with a proper choice of the ansatz and test functions. Itcan be shown that then the variational problem is well-behaved, i.e. the condition numberof the corresponding nite element matrix is bounded independently of the aspect ratioof the elements under consideration.Basically, the ansatz and test functions will be the bubble functions that span thespace VT , with a modication for the Robin face bubble functions. For a precise denitionenumerate here the faces of T such that E1 : : : Ek denote all interior faces and Neumannfaces, Ek+1 : : : Em denote the Robin faces, and nally Em+1 : : : E4 denote the Dirichletfaces, 1  k  m  4. Dene the row vector  of ansatz and test functions by := fbT ; bE1 : : : bEk ; ~bEk+1;1 : : :~bEk+1;3 ; : : : ; ~bEm;1 : : :~bEm;3gwith ~bEi;j := min(1; h1=2Ei1=2 hmin;T)  bEi;j ;i.e. the ansatz functions related to a Robin face are simply the scaled bubble functionsbEi;j from (3.29). Clearly the functions from  span the space VT . An arbitrary functionvT 2 VT can then be written asvT = 0  bT + kXi=1 i  bEi + mXi=k+1 3Xj=1 i;j  ~bEi;j i; i;j 2 R :For the remainder of this Section, dene the vectorv := (0 ; 1 : : : k ; k+1;1 : : : k+1;3; : : : ; m;1 : : : m;3)T 2 R1+k+3(m k):By means of the nite element isomorphismone obtains vT =   v 2 VT  ! v 2 R1+3m 2ka(vT ; wT ) = (KTv;w) 8wT =  w 2 VT :Here KT 2 R(1+3m 2k)(1+3m 2k) is the usual nite element stiness matrix which is sym-metric and positive denite.Theorem 3.8 (Condition number) The condition number (KT ) of the local problemstiness matrix KT is bounded independently of T :(KT )  1 8T 2 Th :
66 CHAPTER 3. THE POISSON EQUATIONProof: The condition number is given by(KT ) = maxv 6=0 (KTv;v)=(v;v)minw 6=0 (KTw;w)=(w;w) :The scalar product (KTv;v) equals(KTv;v) = a(vT ; vT ) = jjjvT jjj2!T = krvTk2!T + mXi=k+1  kvTk2Ei :Both norms are now investigated separately.Starting with krvTk2!T , equivalence (3.35) of Lemma 3.5 stateskrvTk2!T  h 2min;T  kvTk2!T :Apply now the same techniques as in the proof of Lemma 3.5 to show easilykvTk2!T = XT 0!T kvTk2T 0  jT j  XT 0!T kvTk2T 0 jT j XT 0!T 0 bT + kXi=1 i bEi + mXi=k+1 3Xj=1 i;j min(1; h1=2Ei1=2 hmin;T)bEi;j2T 0 jT j  kXi=0 2i + mXi=k+1 3Xj=1 min(1; hEi h2min;T )  2i;j! :For a Robin boundary face Ei   R \ @T utilize standard scaling arguments (for thestandard face) and recall the representation of vT and the denition of ~bEi;j to prove  kvTk2Ei =    3Xj=1 i;j min(1; h1=2Ei1=2 hmin;T )  bEi;j2Ei= min(; hEih2min;T )   3Xj=1 i;j  bEi;j2Ei min(; hEih2min;T )  jEij  3Xj=1 2i;j h 2min;T  jT j min h2min;ThEi ; 1  3Xj=1 2i;j :Combining all relations yields(KTv;v)  jT jh2min;T  kXi=0 2i ++ mXi=k+1 3Xj=1 "min( 1; hEi h2min;T )+min( h2min;ThEi ; 1)#  2i;j! h 2min;T  jT j  kXi=0 2i + mXi=k+1 3Xj=1 2i;j! = h 2min;T  jT j  kvk2R1+3m 2kwhich gives the assertion.
3.3. A LOCAL DIRICHLET PROBLEM ERROR ESTIMATOR 673.3.5 Comments and RemarksRemark 3.11 (Robin boundary conditions)Up to now Robin boundary conditions have, to our knowledge, not been incorporatedinto a posteriori error estimators. Hence our choice and analysis of the Robin boundaryresidual seems to be completely new, even in an isotropic context.In the literature the treatment of Robin boundary conditions for a posteriori errorestimators is often neglected. Partly this might be due to the fact that they do not occurin elasticity problems but mainly in heat conduction problems. Also, there seems to be ageneral opinion that Robin boundary conditions can be treated analogously to Neumannboundary conditions. Our analysis, however, shows that this is only partly true.Consider a family of problems where the exchange parameter  of the Robin boundarycondition may vary. In an isotropic context, the norm of a Robin face residual is multipliedby an additional weightmin(1; hEh2min;T )  minf1;  1  h 1T g (isotropic case) ;cf. denition (3.19) of the error estimator. Hence the correct choice of the error estimatordoes not only depend on the dierential equation but also on the actual discretization Th.When   hT > 1 then the Robin residual has to be scaled in the way described in theprevious Sections.Finally, let us discuss the dierent interpretations of the Robin boundary conditionfor the two cases where  6 1. When  is small, i.e.  1 , then the Robin boundarycondition represents almost a homogeneous Neumann boundary condition, i.e. @uh=@n   (gR   uh)  0. Hence one would expect that the representation of the Robin residualand the Neumann residual is similar in the residual error estimator.If, however,  becomes large, i.e.   1 , then the Robin boundary condition ap-proaches an (inhomogeneous) Dirichlet boundary condition, i.e. gR uh   1 @uh=@n 0. Therefore the Robin residual should almost vanish in the residual error estimator.Indeed, when comparing both points of view with the residual error estimator pre-sented, one experiences that the scaling factor minf1; hE  1 h 2min;Tg of the Robin resid-ual krEkE behaves exactly as described above. Remark 3.12 (Higher order ansatz functions in Vo;h)Often one is interested not only in the use of piecewise linear ansatz functions in thenite element method but also in quadratic (or even higher) ansatz functions. Here wewill briey discuss how the theory of the residual error estimator and the local problemerror estimator has to be modied to accommodate to a higher order ansatz space Vo;h.Assume for the moment that elements of order m are used, m  1.Let us start with the modications which would become necessary for the residualerror estimator.1. The equivalences (or inverse inequalities in their original form) of Lemma 2.7 onpage 27 have to hold for'T 2 Pm 2(T ) and 'E 2 Pm(E) :If no Robin boundary exists then 'E 2 Pm 1(E) suces.
68 CHAPTER 3. THE POISSON EQUATION2. The extension operator Fext of (2.23) has to act from the space Pm(E) 3 rE. If noRobin boundary exists then the mapping from the space Pm 1(E) 3 rE is sucient.3. Higher order approximation operators instead of P1; P2; P3 may be useful in orderto make the approximation term T small in comparison to the error estimatorsR;T or D;T , respectively.For the local problem error estimator we now list the modications which are necessaryto prove the equivalence to the residual error estimator.1. All points mentioned for the residual error estimator (i.e. extension operator andinverse inequalities) are here required too.2. The local nite element space VT of (3.30) has to contain the functions rT  bT Fext(rE)  bE; 8E  @T n  D :Thus VT has to be enhanced.3. The essential Lemma 3.5 has to be proven for the enhanced space VT .We may note here that some of the abovementioned modications and eects canalready be studied when comparing the (constant) residual rE 2 P0(E) on a Neumannboundary and the (linear) residual rE 2 P1(E) on a Robin boundary. One can fairly easilyidentify that parts of the proofs where the Robin residual requires a modied analysis. 
3.4. ZIENKIEWICZ-ZHU LIKE ERROR ESTIMATORS 693.4 Zienkiewicz-Zhu like error estimators3.4.1 IntroductionError estimators based on gradient recovery have become quite popular in recent years.First ideas go back to Zienkiewicz and Zhu [66] and utilize an averaged gradient. Later theestimator has been improved by the `superconvergent patch recovery' [67]. We extend therst error estimator to anisotropic meshes. Although we did not investigate the secondestimator, we think that the superconvergence analysis on anisotropic meshes may becomea fruitful eld for further reliable and robust error estimators.The analysis of the recovered gradient Zienkiewicz-Zhu (ZZ) error estimator (tem-porarily denoted by Z) heavily relies on a modied residual error estimator  ~R. This  ~Ris obtained from the usual residual error estimator R by omitting the element residualrT , and keeping only the face residual rE (cf. [44, 46]). The following gure visualizesthe present state of the analysis. It shows which equivalences are proven for anisotropicmeshes (depicted by ) and for isotropic meshes (depicted by . . . . ). Details aredescribed afterwards.kr(u  uh)k R ~R ZIII IIII: The relation between the error and R is quite well understood for isotropic meshes.For anisotropic tetrahedral/triangular meshes, it is given in Theorem 3.4 on page 46 ofour work.II: Only recently Carstensen and Verfurth [23] have lled the gap between kr(u uh)kand the modied residual error estimator  ~R for triangular isotropic meshes. Their proofrequires an additional but weak mesh assumption. A corresponding anisotropic proof isnot known to us.III: Recovered gradient ZZ error estimators are, as far as we know, always related toa modied residual error estimator  ~R. For proofs on isotropic meshes, see for example[44] and [46]. For anisotropic meshes, our results are presented below. To our knowledgeno other proofs exist. We may stress here that our result does not imply an equivalencebetween the error kr(u uh)k and Z as long as step II is missing for anisotropic meshes.The remainder of this Section is organized as follows. Although anisotropic cuboidalmeshes are no main topic of this paper we have derived results, and will present themin the next Section for two reasons. Firstly, no anisotropic Zienkiewicz-Zhu like errorestimator has been derived so far, and secondly, the structure of this estimator might givesome clue for constructing estimators for tetrahedral meshes.The last Section is devoted to anisotropic tetrahedral/triangular meshes. We motivateand introduce three dierent Zienkiewicz-Zhu like error estimators. For one of them anequivalence proof is established on tetrahedral meshes of tensor product type.3.4.2 Cuboidal or rectangular meshAn analysis of this estimator for an isotropic mesh which consists of rectangles (2D) andbilinear basis functions is done by Rank and Zienkiewicz [44]. The extension to rectangularprisms (3D) and trilinear basis functions is obvious.
70 CHAPTER 3. THE POISSON EQUATIONThe modication of the estimator for anisotropic rectangular or cuboidal meshes isalmost straightforward. In order to get some impression of the kind of these modicationsour result is stated here.Consider a mesh formed by rectangular prisms T whose edges are aligned with thecoordinate axes. Denote the edge lengths by h1;T ; h2;T ; h3;T , and dene the matrix HT :=diag(h1;T ; h2;T ; h3;T ). Let hmin := minfh1;T ; h2;T ; h3;Tg.Dene the recovered gradient rRuh as the trilinear Lagrange interpolate of the nodalvalues rRuh(ai) := 18 XT :ai2NT ruhT ai 2 NI :(For a boundary node set the recovered derivative which is normal to the boundary equalto the true derivative). Now dene the anisotropic Zienkiewicz-Zhu error estimator byZ;T (uh) := hmin;T  kH 1T  rRuh  ruh kTand the modied residual error estimator by ~R;T (uh) := hmin;T 0@ XE@Tn D h 1E  krE(uh)k2E1A1=2 ;i.e. only the jump residuals are utilized here, and the element residual is omitted. Simplealgebra (which is analogous to [44]) shows the anisotropic Zienkiewicz-Zhu like estimatorto be equivalent to the modied residual error estimator, i.e.Z;T   ~R;Twhich is also true when suitable dierent weights (non-negative and bounded away from 0)of the recovered gradient are used.3.4.3 Tetrahedral or triangular meshesTetrahedral mesh of tensor product typeFor isotropic triangular grids (in two dimensions) a proof completely dierent from the onefor cuboidal meshes is given by Rodriguez [46]. We have extended his ideas to the isotropicthree-dimensional case and arbitrary non-negative weights of the recovered gradient, andcorrected a minor mistake.For anisotropic meshes we derive an error estimator, and present an equivalence The-orem for tensor product type meshes. By this we understand meshes where six tetrahedracan be found that form a rectangular prism. Unfortunately we failed to obtain an esti-mator for general tetrahedral, anisotropic meshes. Hence we omit the technical proof andonly present the estimator and the results.For the remainder of this paragraph assume a tetrahedral mesh of tensor product type.Let the recovered gradient be the linear Lagrange interpolate at the nodes of the mesh.The value at a node a is given byrRuh(a) := XT :a2NT a;T  ruhT XT :a2NT a;T = 1 ;with non-negative, arbitrary weights a;T  0.
3.4. ZIENKIEWICZ-ZHU LIKE ERROR ESTIMATORS 71Denition 3.6 Dene the modied anisotropic residual error estimator and the rstanisotropic ZZ error estimator by2~R;T (uh) := XE@Tn  h2min;ThE  krE(uh)k2EZ1;T (uh) := hmin;T  C TT  rRuh  ruhTZ1(uh) :=  XT2Th 2Z1;T (uh)!1=2 = hmin(x)  C T (x)  rRuh  ruh : (3.43)For the proof of an equivalence we require node-related quantities which can be derivedeasily. Denote by ~h1;T ; ~h2;T ; ~h3;T the side lengths of the circumscribing rectangular prismsof a tetrahedron T . Set ~HT := diagf~h1;T ; ~h2;T ; ~h3;Tg. Then2Z1;T (uh)  h2min;T   ~H TT  rRuh  ruh2T h2min;T  jT j  Xa2NT  ~H TT  rRuh  ruh (a)2R3 ;implying the denition2Z1;a := XT :a2NT  ~H TT rRuh  ruhT (a)2R3for the anisotropic ZZ error estimator. From2~R;T (uh) = XE@Tn  h2min;ThE  krE(uh)k2E = 3jT j XE@Tn  h2min;Th2E  r2E(uh)one easily identies the node related quantity of the modied residual error estimator as2~R;a(uh) := XE:a2NEE 6  h 2E  r2E(uh) :Theorem 3.9 Assume a tetrahedral, tensor product type mesh. Then the following rela-tions hold. Z1;a   ~R;a ;XT2Th 2Z1;T  XT2Th 2~R;T ;Z1;T . XT 0\T 6=;  ~R;T 0 and  ~R;T . XT 0\T 6=;Z1;T 0 :As mentioned above, the technical proof of this Theorem is omitted.Remark 3.13 There exist meshes Th (which are not of tensor product type) and functionsuh such that Z1;a 6  ~R;a. Note that this does not allow a prediction whether kr(u uh)kis equivalent with Z1, or not. 
72 CHAPTER 3. THE POISSON EQUATIONGeneral tetrahedral meshWe introduce two further ZZ error estimators. For both we know that there exist meshesTh and functions uh such that the ZZ error estimator is not equivalent to the modiedresidual error estimator, not even for tensor product meshes. Although this may seemto be a disadvantage, the ZZ estimators may still yield a satisfying relation to the error,cf. above.Denition 3.7 Dene the second and third ZZ error estimator byZ2(uh) := rRuh  ruh (3.44)Z3(uh) := h 1min(x)  CT (x)  rRuh  ruh : (3.45)The second ZZ error estimator is completely analogous to the isotropic version. Insome sense it contains the anisotropy of the solution via the recovered gradient rRuh.The third ZZ error estimator, however, is motivated by the matching function m1.Suppose that the recovered gradient rRuh approximates ru well. This may require awell adapted mesh which, in turn, may yield a small matching function m1(u   uh;Th).Then one has Z3(uh) = h 1min(x)  CT (x)  rRuh  ruh h 1min(x)  CT (x)r(u  uh)(3:5)= m1(u  uh;Th)  kr(u  uh)kor kr(u  uh)k  1m1(u  uh;Th)  Z3(uh) :Again further analysis is necessary, as well as numerical experiments which may indicatewhether these estimators are useful.3.4.4 ConclusionsFirst an Zienkiewicz-Zhu (ZZ) like error estimator for anisotropic cuboidal meshes hasbeen presented. The structure of that error estimator has given some clues on how todene the rst ZZ like error estimator Z1 for tetrahedral anisotropic meshes. Indeed, theequivalence of Z1 and a modied residual error estimator  ~R has been proven for tensorproduct type meshes. Two further ZZ like error estimators (Z2 and Z3) for anisotropictetrahedral meshes have been motivated by heuristic considerations.The theoretical foundation of our ZZ like error estimators is partially insucient.So far, no equivalence of Zi and the error kr(u   uh)k is proven. This requires theequivalence of kr(u   uh)k and  ~R which is not available yet for anisotropic meshes(cf. step II in Section 3.4.1). Secondly, it might even be advantageous to omit the detourvia the modied residual error estimator  ~R. Instead, one can try to show an equivalenceof Zi and kr(u uh)k directly. Then new techniques are required (e.g. a superconvergenceanalysis).Keeping these restrictions in mind, some numerical experiments will be carried out inchapter 5. The results of example 4 there are promising and justify further research.Lastly, the approximation of the exact gradient ru by a recovered gradient rRuh hasbeen addressed in Section 3.2.4 (cf. `Numerical approach' on page 52).
3.5. L2 ERROR ESTIMATOR 733.5 L2 error estimatorAn L2 error estimator for non-uniform isotropic meshes has been derived by Erikssonand Johnson [29]. Slightly dierent presentations are given by Ainsworth/Oden [1] andBecker/Rannacher [17]. Verfurth [58] additionally proves a lower error bound. Here weaim at an L2 error estimator that is suitable for anisotropic meshes.In order to bound the L2 norm of the error globally from above we extend the ideasof [29, 1] to our case. To accomplish this, one basically requires certain anisotropicinterpolation error estimates.We also prove a local lower bound of the error. Its derivation is similar to the one ofthe residual error estimator in the energy norm. Namely, we utilize special anisotropicL2 bubble function (which are dierent from the usual ones of (2.19) and (2.20), or of[58, page 61]). The main diculties lie in their construction and in the proof of thecorresponding inverse inequalities.The bound of the error from above and below renders our L2 error estimator reliableand ecient. The analysis of the estimator is organized as follows.In Section 3.5.1 special L2 bubble functions and their inverse inequalities are given.Section 3.5.2 is devoted to the relation between the anisotropic mesh and the anisotropicsolution. This relation describes the L2 counterpart of the matching function m1(;Th) forthe H1 error estimates. Anisotropic interpolation error estimates are derived in Section3.5.3, and the L2 error estimator is presented in Section 3.5.4. There we also presentthe main results, namely upper and lower error bounds in the L2 norm (Theorem 3.14).Firstly, however, some useful notation is introduced.Set D2v :=  @2v@xi@xjdi;j=1 . Let M := (mi;j)di;j=1 be a matrix of L2 functions mi;j 2L2(!) . DenekMk2! := dXi;j=1 kmi;jk2! and jM j2 = jM(x)j2 := dXi;j=1 jmi;j(x)j2 :Finally, note that for the L2 error estimation we use special bubble functions that dierfrom the general bubble functions dened previously in Section 2.3.3. For simplicity thesame notation bT and bE is used here.3.5.1 Special L2 bubble functions and their inverse inequalitiesFor the proof of the lower bound of the error we utilize bubble functions of a highersmoothness, i.e. we now demand bT 2 H2o (T ) and bE 2 H2o (!E).Let T 2 Th be an arbitrary tetrahedron, and denote by T;1;    ; T;4 its barycentriccoordinates. The element bubble function bT 2 P8(T ) \H2o (T ) is dened bybT := 48  2T;1  2T;2  2T;3  2T;4 on T : (3.46)We also need a bubble function bE dened on !E = T1 [ T2. The technical denitionis due to the smoothness requirement bE 2 H2o (!E) . Consider an arbitrary inner face(triangle) E of Th and the domain !E = T1[T2. The bubble function is dened separatelyon each tetrahedron; so let T be any of the two tetrahedra. Assume that its barycentric















1Figure 3.3: Functions b1, b0 and bE (on a single triangle)To end o, it is easily seen that0  bT ; bE  1 and maxx2T bT (x) = maxx2!E bE(x) = 1 :Remark 3.14 To use a normal vector nE guarantees the continuity of the derivative ofb0 and bE across E which implies bE 2 C1(!E) \H2o (!E) . The functions b1 : : : b3 act ascut-o functions to meet the zero boundary conditions of H2o on @T n E. 
3.5. L2 ERROR ESTIMATOR 75Lemma 3.10 (Inverse inequalities) Let Fext be the extension operator of (2.23). Thefollowing inverse inequalities (or equivalences) hold for all 'T 2 P0(T ) and 'E 2 P0(E).kb1=2T  'TkT  k'TkT (3.48)kbT  'TkT  k'TkT (3.49)k(bT  'T )kT . h 2min;T  k'TkT (3.50)kb1=2E  'EkE  k'EkE (3.51)kFext('E)  bEkT . h1=2E  k'EkE for E  T (3.52)k(Fext('E)  bE)kT . h1=2E  h 2min;T  k'EkE for E  T (3.53)Proof: The inequalities (3.48) and (3.51) are derived analogously to inequalities (2.24)and (2.26) of Lemma 2.7. Inequality (3.49) results immediately from 0  bT  1.In order to prove (3.50) we utilize the transformation technique which yields for generalw 2 H2(T ) kwk2T  3  kD2wk2 = 3ZT jA TT ATT D2w AT A 1T j2. kA 1T k4R33  ZT jATT D2w AT j2= kA 1T k4R33  jdetAT j  Z T j D2 wj2:For x 2 T set now w(x) := 'T (x)  bT (x) 2 P8(T ) \H2o (T ) :The bound kA 1T kR33 . h 1min;T of (2.8) and the equivalence of norms over the nitedimensional space P0( T ) 3 'T implyk D2 wk T = k D2('T  bT )k T . k 'Tk Tand kwkT . h 2min;T  jdetAT j1=2  k 'Tk T = h 2min;T  k'TkT :Thus (3.50) is obtained.Inequality (3.52) utilizes the facts that 0  bE  1 and that 'E 2 P0(E) is a constantfunction. This yieldskFext('E)  bEkT  jT j1=2  j'E(x)j . h1=2E  k'EkEand the desired estimate is obtained.Inequality (3.53) requires a closer investigation. Consider a face E and any of the twotetrahedra forming !E. Recall bEjT = b0  b1 b2 b3 from the denition. As an intermediateresult we will investigate the rst and second derivatives of b0 and b1 : : : b3. With its helpbE will be bounded.Start with any of the cut-o functions, say b1. Recall 4 = 1   1   2   3. Thedenition of b1 (in terms of the barycentric coordinates 1; 2; 3) isb1(1; 2; 3) =   12831 + 4821 if 1  1=41 if 1 > 1=4
76 CHAPTER 3. THE POISSON EQUATIONyielding jb1(x)j  1 8x 2 T :The rst derivative of b1 with respect to the coordinates (x1; x2; x3) can be expressed as@b1@xj (x) = 3Xi=1 @b1@i (x)  @i@xj (x) :The denition of the barycentric coordinates (which can be viewed as the linear niteelement ansatz functions on T ) immediately yield@i@xj (x) . h 1min;T or kri(x)kR3 . h 1min;T 8x 2 T :Furthermore@b1@1 =   38421 + 961 if 1  1=40 if 1 > 1=4 and @b1@2 = @b1@3 = 0resulting in @b1@i (x) . 1 i = 1 : : : 3; 8x 2 T :Combining the last two inequalities implies @b1@xj (x) . h 1min;T j = 1 : : : 3; 8x 2 T :The second derivatives of b1 can be expressed as@2b1@x@x (x) = 3Xi;j=1 @i@x(x)  @2b1@i@j (x)  @j@x (x) 1  ;   3 ;from which one similarly concludes @2b1@x@x (x) . h 2min;T 1  ;   3; 8x 2 T :Hence we obtain for the cut-o functions@kbi@xkj (x) . h kmin;T 8 k= 0; 1; 2i = 1 : : : 3j = 1 : : : 3 ; 8x 2 T :In a slightly dierent fashion b0 is investigated. Clearly jb0(x)j  1 holds for allx 2 T . In order to bound the derivatives of b0 we rst introduce a particular coordinatesystem. Let l1 and l2 be two orthogonal unitary vectors in that plane that contains E,i.e. jlij = 1 ; l1 ? l2 ; E  span(l1; l2) . Set l3 := nE. Then (l1; l2; l3) forms a Cartesiancoordinate system.The function b0 has been dened via b0;E. The directional derivative of b0;E withrespect to l1 or l2 is expressed as@b0;E@lj (x) = 3Xi=1 @b0;E@i (x)  @i@lj (x) 8 j = 1; 2 ; 8x 2 E :
3.5. L2 ERROR ESTIMATOR 77Similar to above one concludes for j = 1; 2@b0;E@i (x) . 1 and @i@lj (x) = jlj ri(x)j  kri(x)kR3 . h 1min;T 8x 2 Egiving @b0;E@lj (x) . h 1min;T 8x 2 E and @b0@lj (x) . h 1min;T 8x 2 T:Additionally the denition of b0 implies@b0@l3 (x) = 0 8x 2 T :The coordinate system (l1; l2; l3) is transformed into the system (x1; x2; x3) by a simplerotation. This immediately results in@b0@xj (x) . h 1min;T 8 j = 1 : : : 3 ; 8x 2 T :For the second derivatives proceed analogously to b1, and obtain an equivalent bound.Combining the results for b0 and b1 : : : b3, we now dispose of@kbi@xkj (x) . h kmin;T 8 k= 0; 1; 2i = 0 : : : 3j = 1 : : : 3 ; 8x 2 T :The product rule of dierentiation now yieldsjbE(x)j = j(b0  b1  b2  b3)(x)j . h 2min;T 8x 2 T :Recalling 'E 2 P0(E) being constant results ink(Fext('E)  bE)kT . h1=2E  h 2min;T  k'EkE for E  T :Thus the desired inequality is proven.Remark 3.15 The choice of the element bubble function bT is straightforward. In con-trast, the denition of the face bubble function bE is substantially more technical becauseof the smoothness requirement across E. One point seems particularly worth mentioning.Namely, inverse inequality (3.53) is only a one-sided inequality, i.e.kbEkE . h2min;T  h 1=2E  kbEkT for E  Tdoes not hold for general meshes. Such an inequality is required (or at least advantageous)e.g. for an L2 error estimator based on a local problem. Then a modication of bE becomesnecessary. This application, however, is not discussed in this paper. 3.5.2 The matching function for L2 error estimationThe residual error estimation in the H1 seminorm heavily relies on anisotropic interpola-tion error estimates, cf. Section 3.2. The quality of the interpolation estimates has beenmeasured by a matching function m1(v;Th) which, roughly speaking, evaluates how good
78 CHAPTER 3. THE POISSON EQUATIONan anisotropic mesh Th is aligned with an anisotropic function v (cf. Sections 3.2.1 and3.2.4).To prove an anisotropic error estimate in the L2 norm, we likewise apply certainanisotropic interpolation error estimates. Not surprisingly, their quality again dependson the alignment of mesh and function which is now measured by a matching functionm2(v;Th).Denition 3.8 (Matching function m2) Let v 2 H2(
) be an arbitrary non-linearfunction, and F be a family of triangulations of 
.Dene the matching function m2( ; ) : H2(
)F 7! R bym2(v;Th) :=  XT2Th h 4min;T  kCTT D2v  CTk2T!1=2. kD2vk
 : (3.54)The denitions of CT and D2v readily imply1  m2(v;Th) :3.5.3 Anisotropic interpolation estimatesThe imbedding Theorem for Sobolev spaces implies H2(
) ,! C0(
) . Hence for a func-tion v 2 H2(
) the Lagrange interpolate Int(v) 2 C0(
) is well-dened (i.e. the linearnodal interpolate).First we state well-known interpolation estimates on the unitary tetrahedron T .Lemma 3.11 The following estimates hold for all v 2 H2( T ).kv   Int vk T . k D2vk Tk r(v   Int v)k T . k D2vk T :Note that all derivatives are with respect to the reference coordinate system.Using scaling arguments we now obtain interpolation estimates for an L2 adaptedfunction on the actual tetrahedron T .Theorem 3.12 The following interpolation estimates hold for all v 2 H2(
).XT2Th h 4min;T  kv   Intvk2T . m2(v;Th)2  kD2vk2
XT2Th h 4min;T  kCTTr (v   Intv)k2T . m2(v;Th)2  kD2vk2
 :Proof: The transformation technique yieldskv   Intvk2T = jdetAT j  kv   Int vk2T . jdetAT j  k D2vk2T :The second derivative is transformed viaD2v = ATT D2v AT
3.5. L2 ERROR ESTIMATOR 79resulting injdetAT j  k D2vk2T = jdetAT j  Z T j D2vj2= ZT jATT D2v AT j2 = ZT jATTC TT  CTT D2v  CT  C 1T AT j2. kC 1T ATk4R33  ZT jCTT D2v  CT j2 (2:4). kCTT D2v  CTk2T :Applying the matching function m2( ; ) completes the rst part of the proof:XT2Th h 4min;T  kv   Int vk2T . XT2Th h 4min;T  kCTT D2v CTk2T (3:54). m2(v;Th)2  kD2vk2
 :The second part of the proof utilizes (2.5) givingkCTT  r(v   Int v)k2T = kCTTA TT ATT  r(v   Int v)k2T kCTTA TT k2R33  kATT  r(v   Intv)k2T(2:5). jdetAT j  k r(v   Int v)k2T . jdetAT j  k D2vk2T. kCTT D2v  CTk2Tas above. Inserting the matching function m2( ; ) we concludeXT2Th h 4min;T  kCTTr (v  Intv)k2T . XT2Th h 4min;T  kCTT D2v CTk2T (3:54). m2(v;Th)2  kD2vk2
analogously to the rst part of the proof.Lemma 3.13 Let v 2 H2(
) \H1o (
) be an arbitrary function. The following estimateshold for all f 2 L2(
) and wh 2 Vo;h.j(f; v  Int v)j . m2(v;Th)  XT2Th h4min;T  kfk2T!1=2  kD2vk
j(rwh;r(v  Int v))j . m2(v;Th) 0@ XE
n  h4min;ThE  krE(wh)k2E1A1=2  kD2vk
 :Proof: The rst result is readily obtained by Cauchy's inequality and Lemma 3.12.j(f; v  Int v)j = XT2Th ZT f  (v   Int v) XT2Th h2min;TkfkT  h 2min;Tkv   Int vkT  XT2Th h4min;T kfk2T!1=2  XT2Th h 4min;T kv   Int vk2T!1=2.  XT2Th h4min;T kfk2T!1=2 m2(v;Th)  kD2vk
 :
80 CHAPTER 3. THE POISSON EQUATIONTo prove the second estimate we integrate by parts and apply Cauchy's inequality toconclude for any g 2 H1o (
)(rwh;rg) = XT2Th ZT rTwh  rg = XT2Th Z@T @wh@n  g = XE
n  ZE rE(wh)  g XE
n  h2min;Th1=2E krE(wh)kE  h1=2Eh2min;T kgkE 0@ XE
n  h4min;ThE  krE(wh)k2E1A1=2 0@ XE
n  hEh4min;T kgk2E1A1=2:Utilizing the trace inequality (2.14)kgk2E . h 1E  kgk2T + kCTTrgk2Tand rewriting the sum over all faces E as a sum over all tetrahedra T impliesXE
n  hEh4min;T kgk2E . XT2Th h 4min;T  kgk2T + kCTTrgk2T :Substituting g := v   Int v 2 H1o (
) and applying Lemma 3.12 results immediately inXE
n  hEh4min;T kgk2E . m2(v;Th)2  kD2vk2
 :Thus the desired estimate is proven.3.5.4 Anisotropic L2 error estimatorDenition 3.9 (L2 error estimator) For an arbitrary tetrahedron T let the local L2error estimator R;L2;T (uh) be dened byR;L2;T (uh) := h2min;T 0@krT (uh)k2T + XE@Tn D h 1E  krE(uh)k2E1A1=2 : (3.55)In order to keep the notation short, we also introduce a local approximation term for atetrahedron T by L2;T := h2min;T  kf   P1fk!T (3.56)and the global terms2R;L2(uh) := XT2Th 2R;L2;T (uh) and 2L2 := XT2Th 2L2;T : (3.57)In order to obtain an upper bound of the L2 error we utilize the Aubin-Nitsche trick[11, 40]. The following Theorem presents the main result of the L2 error estimation.
3.5. L2 ERROR ESTIMATOR 81Theorem 3.14 (L2 error estimation) Let u 2 H1o (
) be the exact solution and uh 2Vo;h be the nite element solution.Then the error (in the L2 norm) is bounded locally from below for all T 2 Th byR;L2;T (uh) . ku  uhk!T + L2;T : (3.58)Assume further that 
 is a convex polyhedral domain. Let vD 2 H2(
) \ H1o (
) bethe solution of the dual problem vD = u  uh in 
; vD = 0 on @
 :Then the error (in the L2 norm) is bounded globally from above byku  uhk . m2(vD;Th)  h2R;L2(uh) + 2L2i1=2 : (3.59)Proof: Firstly, estimate (3.58) will be proven.We start with the norm krT (uh)kT of the element residual rT = rT (uh) := P1f +uh.Since we use linear ansatz functions rT 2 P0(T ) holds. For x 2 T letw(x) := rT (uh)(x)  bT (x) 2 P8(T ) \H2o (T ) :Integration by parts and w 2 H2o (T ) then results inZT rT  w = ZT (f +uh)  w + ZT (P1f   f)  w= ZT (uh   u) w + ZT (P1f   f)  wZT rT  w  ku  uhkT  kwkT + kf   P1fkT  kwkT :Recalling the inverse estimates (3.48) { (3.50) we concludekrTk2T . ku  uhkT  h 2min;T  krTkT + kf   P1fkT  krTkTand h4min;T  krTk2T . ku  uhk2T + h4min;T  kf   P1fk2T :Now we aim at a bound of the norm krE(uh)kE of the gradient jump across some innerface (triangle) E. Since we use linear ansatz functions rE 2 P0(E) holds. Let T1 and T2be the two tetrahedra that E belongs to. Dene a function w 2 H2o (!E) byw := Fext(rE(uh))  bE ;with Fext being the extension operator of (2.23). Utilize that the right hand side f =  uis in L2(
). Integration by parts yields ZE w  rE(uh) = Z!E rTwr(uh   u) + 2Xi=1 ZTi w  (rTi + f   P1f)= Z!E w  (u  uh) + 2Xi=1 ZTi w  (rTi + f   P1f) :
82 CHAPTER 3. THE POISSON EQUATIONBecause of wjE = rE  bEjE we concludeZE r2E  bE  2Xi=1 ku  uhkTi  kwkTi + (krTikTi + kf   P1fkTi)  kwkTi :Utilizing the inverse inequalities (3.51) { (3.53) results inkrEk2E . 2Xi=1 ku  uhkTi  h1=2E h 2min;Ti krEkE ++ (krTikTi + kf   P1fkTi)  h1=2E krEkE :The dimensions hE = hE;Ti and hmin;Ti cannot change rapidly for adjacent tetrahedra.Recalling the bound of krTkT from above we concludekrEkE . h1=2E h 2min;T1  ku  uhk!E + h2min;T1kf   P1fk!E :For a xed tetrahedron T = T1 we sum up over all (inner) faces E  @T n  D and obtainXE@Tn D h4min;ThE  krE(uh)k2E . ku  uhk2!T + h4min;T kf   P1fk2!T :This accomplishes the proof of (3.58).Secondly, in order to derive (3.59) we integrate by parts, utilize the dual solutionvD 2 H2(
) \H1o (
), and apply Lemma 3.13 yieldingku  uhk2 = (u  uh; vD) = (r(u  uh);rvD) = (r(u  uh);r(vD   Int vD))= (f; vD   IntvD)   (ruh;r(vD   Int vD)). 0@XT2Th h4min;T  kfk2T + XE
n  h4min;ThE  krE(uh)k2E1A1=2 m2(vD;Th)  kD2vDk. 0@XT2Th h4min;T  kfk2T + XE
n  h4min;ThE  krE(uh)k2E1A1=2 m2(vD;Th)  ku  uhksince kD2vDk  c
  kvDk = c
  ku   uhk holds. Utilizing the triangle inequalitykfkT  kP1fkT + kf   P1fkT results in the upper bound (3.59) of the error.Remark 3.16 The problem in applying this error estimation lies clearly in evaluatingm2(vD;Th) for the solution vD of the dual problem.Additionally one may argue that the dual solution procedure is inappropriate for ananisotropic solution where probably even singularities occur. 
Chapter 4A singularly perturbedreaction-diusion equation4.1 Analytical BackgroundImportant real life problems where anisotropic solutions can occur include diusion-convection-reaction problems, for example singularly perturbed problems. There so-calledinterior layers or boundary layers (of dierent kind) with strong anisotropic behaviour canevolve. In order to decide if error estimators can be applied in conjunction with anisotropicmeshes, we have chosen the following model problem.Let us consider a singularly perturbed reaction-diusion equation whose classical for-mulation readsFind u 2 C2(
) \ C(
) :  "u+ u = f in 
;u = 0 on  D = @
 :  (4.1)The positive parameter " is supposed to be very small, "  1, and has much inuenceon the solution. Under suitable smoothness assumptions on the data (i.e. f and @
) thedierential equation (4.1) yields a unique classical solution.Similar to the Poisson equation of chapter 3, the classical formulation is too restric-tive to describe real-world problems properly. Hence the so-called variational or weakformulation is more appropriate:Find u 2 H1o (
) : a(u; v) = hf; vi 8 v 2 H1o (
)with a(u; v) := Z
 "  rTurv + u vhf; vi := Z
 f  v : 9>>>=>>>>; (4.2)The corresponding weak solution u is sought in the better suited space H1o (
). Note thatthe energy norm is dened by the bilinear form and depends on ":jjjvjjj2 := a(v; v) = "krvk2 + kvk2 :Throughout this chapter we demandf 2 L2(
) :Then the assumption of the Lax-Milgram Lemma (cf. [22, 26]) are satised, namely83
84 CHAPTER 4. A REACTION-DIFFUSION EQUATION f 2 [H1o (
)] = H 1(
) a( ; ) is elliptic, i.e. 91 > 0 : a(v; v)  1  kvk2H1o(
) 8 v 2 H1o (
) a( ; ) is bounded, i.e. ja(v;w)j  2  kvkH1o(
)  kwkH1o (
) 8 v;w 2 H1o (
) ,with 1 = " and 2 = 1. That Lemma answers the question of the existence and unique-ness of a weak solution to the positive.The nite element formulation is analogous to the Poisson equation of Section 3.1, i.e.Find uh 2 Vo;h : a(uh; vh) = hf; vhi 8 vh 2 Vo;h : (4.3)The model problem (4.2) is of interest since one can usually expect boundary layerswhen a non-vanishing right-hand side f meets homogeneous Dirichlet boundary condi-tions. Inside 
 and suciently far away from the boundary the solution is usually smoothprovided f is smooth enough too. Thus the boundary layers mark the domain of interest,and their resolution requires increased numerical eort. Note however that (4.1) is onlya model problem insofar as the dierential operator is still symmetric and elliptic. it can be solved using a standard FEM (with suitable meshes), i.e. no modica-tions like the Galerkin least squares method or the streamline diusion method arenecessary.For a more detailed introduction to the analysis and numerical treatment of singularlyperturbed dierential equations (convection-diusion and ow problems) see Roos, Stynesand Tobiska [48], and the literature cited therein. Miller, O'Riordan and Shishkin [39]investigate singularly perturbed problems with emphasis on numerical methods and apriori estimates.We are interested in error estimators in particular. Isotropic estimators for diusion-convection-reaction problems can be roughly divided into two major classes. A priorierror estimators (in conjunction with adapted numerical methods) are known for sometime.For a posteriori error estimators, however, the knowledge has been unsatisfactory fora long time. Most estimators yield upper and lower bounds on the error that are notasymptotically equivalent. By this we mean that the upper and lower bound dier by afactor that increases, for example, as the discretization parameter h ! 0, or as " ! 0in the case of a singularly perturbed problem. The rst a posteriori error estimate withasymptotically equivalent upper and lower bound on the error is, to our knowledge, dueto Angermann [3]. He measures the error in the somewhat strange normkvkV0 := supv2V0 a(v; v)kvkH1which is weaker than the energy norm, i.e. p" jjjvjjj  kvkV0 . jjjvjjj. Angermann himselfstated that estimates in this norm are mainly of theoretical interest.Only recently Verfurth [59] derived the rst a posteriori error estimator in the energynorm for the model problem (4.1) where upper and lower bounds are asymptoticallyequivalent.
4.2. RESIDUAL ERROR ESTIMATOR 85In the remainder of this chapter an a posteriori error estimator for model problem (4.1)is derived that can applied to anisotropic meshes. The upper and lower error boundsinvolve the same terms and are asymptotically equivalent. Our estimator is partiallyinuenced by Verfurth's isotropic version. The results coincide when our estimator isapplied to isotropic meshes.4.2 Residual error estimatorNow the residual error estimator for anisotropic meshes is derived. The theory partlyemploys the methodology of Verfurth [59], and of the residual error estimator for thePoisson problem (cf. Section 3.2).In order to bound the error from below, we utilize special bubble functions. Motivatedby Verfurth's proposition, these functions are dened in Section 4.2.1 such that they can beapplied to anisotropic elements. Section 4.2.2 is devoted to anisotropic interpolation errorestimates which are required to bound the error from above. The anisotropic interpolationTheorem 3.3 which has been obtained in the previous chapter helps to shorten the analysissubstantially. Finally, in section 4.2.3 the residual error estimator is dened. The mainresults, namely the bounds of the error from above and below, are presented in Theorem4.4.4.2.1 Special face bubble functionsIn this Section special face bubble functions are dened, and the corresponding inverseinequalities will be derived. The denition and the proof are given rst for the standardtetrahedron T and then for the actual tetrahedron T .Consider the standard tetrahedron T and the face E1 thereof. For a real number 2 (0; 1] dene a linear mapping F : Rd 7! Rd byF(x1; : : : ; xd) := (  x1; x2; : : : ; xd)Tor F(x) = B  x with B = diagf; 1; : : : ; 1) 2 Rdd :Obviously this yieldsjdetBj =  and kB 1 kRdd =  1 :Set T := F( T ), i.e. T is the tetrahedron with the face E1 and a vertex at   e1.Let bE1 be the usual face bubble function of E1 on T (cf. (2.20)). Dene the specialface bubble function b by b = bE1; := bE1  F 1i.e. b is the usual face bubble function of the face E1 on the tetrahedron T. For claritywe recall b = 0 on T n T.Then the following inverse inequalities hold.Lemma 4.1 (Inverse inequalities on the standard tetrahedron)Assume ' 2 P0( E1), and let Fext be the extension operator of (2.23). The followinginverse inequalities hold. kb  Fext( ')k T . 1=2  k 'k E1kr(b  Fext( '))k T .  1=2  k 'k E1
86 CHAPTER 4. A REACTION-DIFFUSION EQUATIONProof: We employ standard scaling techniques via F and utilize the inverse inequalities(2.27) and (2.28) on T . Hence the desired estimateskb  Fext( ')k T = kb  Fext( ')k T = jdetBj1=2  kbE1  Fext( ')k T(2:27). jdetBj1=2  h1=2E1; T  k 'k E1 = 1=2  k 'k E1and kr(b  Fext( '))k T = kr(b  Fext( '))k T= jdetBj1=2  kB T  r(bE1  Fext( '))k T. 1=2  kB 1 kRdd  kr(bE1  Fext( '))k T(2:28).  1=2  h1=2E1; T  h 1min; T  k 'k E1   1=2  k 'k E1are obtained.Remark 4.1 All inverse inequalities of this previous Lemma are valid for any face E ofT (i.e. not only for E1) if the face bubble function b is dened correspondingly. Consider now an actual tetrahedron T . The special face bubble function b = bE; 2H1(T ) of a face E of T is dened byb = bE; := bE;  F 1A : (4.4)Lemma 4.2 (Inverse inequalities on the actual tetrahedron)Let E be an arbitrary face of T . Assume 'E 2 P0(E). The following inverse inequalitieshold. kb  Fext('E)kT . 1=2  h1=2E  k'EkE (4.5)kr(b  Fext('E))kT .  1=2  h1=2E  h 1min;T  k'EkE (4.6)Proof: Standard scaling arguments and the previous Lemma readily implykb  Fext('E)k2T = 6jT j  kb  Fext( 'E)k2T . 6jT j    k 'Ek2E =   hE  k'Ek2E :The other inequality is derived completely analogously and thus left to the reader.4.2.2 Anisotropic interpolation estimatesThe interpolation estimates sought contain the energy norm jjjjjj on the right-hand side.For this reason the term " (which is related to the dierential operator and not to theinterpolation operator) enters the left-hand side. More precisely, dene the auxiliary termT := minf1; " 1=2  hmin;Tg : (4.7)The following Lemma is valid.Lemma 4.3 Let Ro be the Clement interpolation operator dened in (3.10). The follow-ing interpolation estimates hold for any v 2 H1o (
).XT2Th  2T  kv  Rovk2T . m1(v;Th)2  jjjvjjj2 (4.8)"1=2 XT2Th XE@Tn D  1T  hE;Thmin;T kv  Rovk2E . m1(v;Th)2  jjjvjjj2 : (4.9)
4.2. RESIDUAL ERROR ESTIMATOR 87Proof: The denition of T implies 1T = max1; "1=2  h 1min;T	 :For a better understanding we repeat here the anisotropic interpolation estimates of The-orem 3.3 on page 41. Let v 2 H1o (
). Thenkv  Rovk . kvkkh 1min(x)  (v  Rov)k . m1(v;Th)  krvkkh 1min(x)  CT (x)r(v  Rov)k . m1(v;Th)  krvk :With that help one obtainsXT2Th  2T  kv  Rovk2T = XT2Th1"h 2min;T kv  Rovk2T + XT2Th1<"h 2min;T "h 2min;T  kv  Rovk2T kv  Rovk2 + "  kh 1min(x)  (v  Rov)k2. kvk2 + " m1(v;Th)2  krvk2  m1(v;Th)2  jjjvjjj2which proves the rst inequality.For the second estimate the trace inequality (2.15) is invoked givinghE;T  kv  Rovk2E . kv  RovkT   kv  RovkT + kCTTr(v  Rov)kT :Utilizing the rst result (4.8), the Cauchy{Schwarz inequality, and Theorem 3.3 on page 41results in"1=2 XT2Th XE@Tn D  1T  hE;Thmin;T kv  Rovk2E .. "1=2 XT2Th h 1T  kv  RovkT  h 1min;T   kv  RovkT + kCTTr(v  Rov)kT i. "1=2  XT2Th  2T  kv  Rovk2T!1=2   kh 1min(x)  (v  Rov)k2 + kh 1min(x)  CT (x)r(v  Rov)k21=2. "1=2 m1(v;Th)  jjjvjjj m1(v;Th)  krvk  m1(v;Th)2  jjjvjjj2 :Hence the second estimate is proven.4.2.3 Anisotropic residual error estimatorLet the element residual over a tetrahedron T be dened byrT (vh) := P1f   ( " vh + vh) : (4.10)Obviously this residual of vh is related to the strong form of the dierential operator.Therefore the denition of rT is problem dependent and in particular dierent to thedenition for the Poisson equation.
88 CHAPTER 4. A REACTION-DIFFUSION EQUATIONDenition 4.1 (Residual error estimator) Dene the local residual error estimator";R;T (uh) for a tetrahedron T by";R;T (uh) :=0@2T  krT (uh)k2T + "3=2  T  XE@Tn D hmin;ThE  krE(uh)k2E1A1=2 : (4.11)We now present the main result for the singularly perturbed equation (4.2).Theorem 4.4 (Residual error estimation) Let u 2 H1o (
) be the exact solution anduh 2 Vo;h be the nite element solution. Then the error is bounded locally from below by";R;T (uh) . jjju  uhjjj!T + T  kf   P1fk!T (4.12)for all T 2 Th. The error is bounded globally from above byjjju  uhjjj . m1(u  uh;Th)  XT2Th 2";R;T (uh) + XT2Th 2T  kf   P1fk2T!1=2 : (4.13)Proof: The proof of the rst estimate (4.12) employs some standard techniques alreadyutilized for the Poisson equation. A more detailed investigation can be found there.We start with the norm krT (uh)kT of the element residual rT = P1f + " uh   uh.Since we use linear ansatz functions rT 2 P0(T ) holds. For x 2 T letw(x) := rT (uh)(x)  bT (x) 2 P4(T ) \H1o (T ) ;with bT being the usual bubble functions introduced in Section 2.3.3. Integration by partsyieldsZT rT  w = ZT (f + " uh   uh)  w + ZT (P1f   f)  w= ZT "  rT (u  uh)  rw+ (u  uh)  w + ZT (P1f   f)  wZT rT  w  "  kr(u  uh)kT  krwkT + ku  uhk  kwkT + kf   P1fkT  kwkT :Bounds of RT rT  w ; krwkT and kwkT have already been derived in (3.24). Hence onereadily obtainskrTk2T . "2  h 2min;T  kr(u  uh)k2T + ku  uhk2T + kf   P1fk2T2T  krTk2T . minf"  h 2min;T ; 1g  "  kr(u  uh)k2T ++2T  ku  uhk2T + 2T  kf   P1fk2T "  kr(u  uh)k2T + ku  uhk2T + 2T  kf   P1fk2T= jjju  uhjjj2T + 2T  kf   P1fk2T : (4.14)Now we aim at a bound of the norm krE(uh)kE of the gradient jump across some innerface (triangle) E. Since we use linear ansatz functions rE 2 P0(E) holds. Let T1 and T2
4.2. RESIDUAL ERROR ESTIMATOR 89be the two tetrahedra that E belongs to. Assume that the right hand side f =  "u+uis in L2(
). Integration by parts yields for any function w 2 H1o (!E)0 = Z!E "rTurw + u  w   f  w " ZE rE(uh) w = " 2Xi=1 Z@Ti w  @uh@n = " 2Xi=1 ZTi  rTuhrw + uh  w= 2Xi=1 ZTi  "rTuhrw + (rTi   P1f + uh)  w= 2Xi=1 ZTi  "rT (uh   u)rw + (uh   u)  w + (rTi + f   P1f)  wsince "uh = rTi   P1f + uh on Ti. Let now the function w be dened byw :=  bE;1  Fext(rE(uh)) on T1bE;2  Fext(rE(uh)) on T2 ;with Fext being the extension operator of (2.23) and bE;i being the special face bubblefunctions dened above. The real numbers i will be chosen later.Note that w 2 H1o (!E) since bE;1E = bE;2E = bEE. Hence we conclude" kb1=2E rEk2E  2Xi=1 "kr(u uh)kTi krwkTi + (ku uhkTi+krTikTi+kf P1fkTi)kwkTi:The inverse inequalities (4.5) and (4.6) are used to bound kwkTi and krwkTi , respectively,and subsequently implykrEkE . 2Xi=1 h1=2E  h 1min;Ti   1=2i  kr(u  uh)kTi ++ " 1  1=2i  (ku  uhkTi + krTikTi + kf   P1fkTi) :Now we choose i := "1=2  h 1min;Ti  Ti  1 and insert estimate (4.14) which provides abound of krTikTi. One obtains"3=2  T  hmin;ThE  krE(uh)k2E .. 2Xi=1 "  kr(u  uh)k2Ti + 2Ti  ku  uhk2Ti + jjju  uhjjj2Ti + 2Ti  kf   P1fk2Ti. jjju  uhjjj2!E + 2T  kf   P1fk2!Esince hmin;Ti and Ti do not change rapidly across adjacent tetrahedra, and since Ti  1.Summing up over all faces E of T , recalling the denition of ";R;T (uh) and applying (4.14)nishes the proof of the lower error bound (4.12).Secondly, in order to derive (4.13) we utilize the orthogonality property of the errora(u  uh; vh) = 0 8 vh 2 Vo;h :
90 CHAPTER 4. A REACTION-DIFFUSION EQUATIONIntegration by parts gives for all v 2 H1o (
)a(u  uh; v) = a(u  uh; v  Rov)= "(r(u  uh);r(v  Rov)) + (u  uh; v  Rov)= XT2Th(f + "uh   uh; v  Rov)T + " XE
n (rE(uh); v  Rov)E= XT2Th h(rT (uh) + f   P1f; v Rov)T + 12  " XE@Tn D(rE(uh); v  Rov)Ei XT2Th hT (krT (uh)kT + kf   P1fkT )   1T kv  RovkT ++ 12 XE@Tn D "3=41=2T h1=2min;Th1=2E;T krE(uh)kE  "1=4 1=2T h1=2E;Th1=2min;T kv  RovkEi:The Cauchy-Schwarz inequality and the interpolation estimate (4.8) yieldXT2ThT (krT (uh)kT + kf   P1fkT )   1T kv  RovkT  2 XT2Th 2TkrT (uh)k2T + kf   P1fk2T1=2  XT2Th  2T kv  Rovk2T1=2(4:8).  XT2Th 2TkrT (uh)k2T + kf   P1fk2T1=2 m1(v;Th)  jjjvjjj :With the help of interpolation estimate (4.9) one derives analogouslyXT2Th XE@Tn D "3=41=2T h1=2min;Th1=2E;T krE(uh)kE  "1=4 1=2T h1=2E;Th1=2min;T kv  RovkE  "3=2 XT2Th XE@Tn D T hmin;ThE;T krE(uh)k2E1=2  "1=2 XT2Th XE@Tn D  1T hE;Thmin;T kv  Rovk2E1=2(4:9). "3=2 XT2Th XE@Tn D T hmin;ThE;T krE(uh)k2E1=2 m1(v;Th)  jjjvjjj :Combining these estimates results ina(u  uh; v) . XT2Th h2TkrT (uh)k2T + kf   P1fk2T ++ "3=2T XE@Tn D hmin;ThE;T krE(uh)k2Ei1=2 m1(v;Th)  jjjvjjj :Substituting v := u  uh 2 H1o (
) nishes the proof.
Chapter 5Numerical examples5.1 Scope of and introduction to the numerical ex-periments5.1.1 General RemarksFor clarity and optimal understanding the presentation of numerical experiments areorganized as follows. In Section 5.1 we briey recapitulate major results and topics whichare to be tested, namely the matching functions, the interpolation error estimates, the nite element error estimates (upper and lower bounds of the error and relatedresults).Section 5.1.5 gives a rough overview of the computational eort of the error estimationprocess. To facilitate the readability of the examples, Section 5.1.6 describes the settingand the aim of each experiment. Thus one can easily nd out the appropriate examplesfor a specic topic.Section 5.2 is devoted to the examples. For each of them, the aim of the experimentand the boundary value problem are described, the exact (but usually unknown) solutionis given, and the meshes used are listed. Then the aforementioned topics (matchingfunction, interpolation and nite element error estimates) are numerically analysed, andconclusions are drawn. Finally, Section 5.3 summarizes the experiments.Virtually all results are written as inequalities, most of them in the forma . b or a . m1(  ;Th)  b :With numerical examples it is impossible to prove such inequalities (this has been donealready), but the following steps are appropriate. Evaluate a=b or a=m1=b for several meshes Th, or for a sequence of (comparable)meshes. Verify whether these ratios are bounded from above. The size and thevariation of these ratios can hint at the quality and sharpness of the inequality.A sequence of comparable meshes can suggest whether an inequality only holds inan asymptotic sense (i.e. for many degrees of freedom), or if it yields useful resultsalso for specic examples. 91
92 CHAPTER 5. NUMERICAL EXAMPLES Investigate if the inequalities a . m1(  ;Th)  b are sharp (i.e. whether m1 is reallynecessary). For that purpose, evaluate a=m1=b and a=b simultaneously for severalmeshes/a mesh sequence and decide whether they seem to be bounded, or growing. Where appropriate, observe when a=b is not bounded from below (i.e. when b 6. a).For all examples one requires anisotropic tetrahedral or triangular meshes. Certainlyit would be desirable to obtain such meshes from an adaptive strategy, as it is common forreal world problems. Such an adaptive and anisotropic strategy, however, is beyond thescope and means of this work. In particular the extraction of information for an optimalmesh, and the mesh renement are less well understood in our anisotropic context.As a consequence, our meshes have to be constructed in a dierent way, for exampleby using a priori knowledge of the (usually unknown) solution u. We may stress thatusually a (quasi) optimal mesh is not known for a specic problem; even the term `optimal'deserves discussion. Hence we will utilize single, particular meshes as well as a sequenceof meshes. These meshes may not be optimal but will hopefully suit our demands.Finally, for two-dimensional domains 
  R2 we utilized the program FEMGP on aserial computer [53]. For three-dimensional domains 
  R3 we used the package SPC-PM Po3D [4, 9]. It runs on both parallel and serial computers and demonstrates thaterror estimation routines can be parallelized quite eectively. We have extended bothpackages by error estimation modules which are suitable for error estimation on bothisotropic and anisotropic meshes.5.1.2 The matching functions m1 and m2The matching function m1The matching function m1(;Th) is important for the interpolation error estimates and forvarious nite element error estimates. We recapitulate the denitions of m1 from (3.5),and of our approximation mR1 from (3.27):m1(v;Th) = kh 1min(x)  CT (x)r(u  uh)k . kr(u  uh)kmR1 (u  uh;Th) =  XT2Th h 2min;T  kCTT  rRuh  ruh k2T!1=2. krRuh  ruhk :We compute both fractions as well as the respective numerator and denominator.The matching function m2The matching function m2 plays a similar role in L2 error estimation as m1 does in H1error estimation.The factor m2(v;Th) enters the interpolation error estimates of Lemma 3.12 onpage 78. Similarly, the quality of the upper bound (3.59) of the L2 nite element er-ror depends on m2(vD;Th), with vD 2 H2(
) \ H1o (
) being the solution of the dualproblem  vD = u   uh. Now we are no longer able to approximate (or evaluate)m2(vD;Th) since neither u  uh nor the corresponding dual solution vD is known. There-fore we do not investigate into m2 here. Moreover, the numerical experiments suggestthat a mesh which yields a small nite element error in the energy norm also results in a
5.1. SCOPE OF AND INTRODUCTION TO THE NUMERICAL EXPERIMENTS 93small L2 nite element error. This observation abates the immediate necessity to estimatem2.Remark 5.1 It is conceivable that vD (or more precisely D2vD) can be approximatedto some extend by the following procedure that resembles somewhat the local problemestimation process of Section 3.3.Imagine that the dual problem  vD = u uh is replaced by a sequence of local prob-lems (e.g. dened on !T ) which are then solved approximately in a higher-dimensionallocal nite element space. The unknown solution u can probably be eliminated by inte-gration by parts and/or a recovered gradient. 5.1.3 Interpolation error estimatesThe interpolation error estimates (Theorems 3.3 on page 41 and 3.12 on page 78) playa vital role in deriving nite element error estimates. We have chosen to test three ofthem, namely (3.11){(3.13), but only for the two-dimensional examples 1 and 2. Therewe calculate the corresponding ratioskv  Rovkkvk ; kh 1min(x)  (v  Rov)km1(v;Th)  jjjvjjj ; kh 1min(x)  CT (x)r(v  Rov)km1(v;Th)  jjjvjjjwhich have to be bounded from above.We note that the anisotropic interpolation error estimates (3.12){(3.16) depend alsoon the matching function m1, which is dierent to isotropic interpolation error estimates.In Remark 3.3 on page 44 it was shown that interpolation estimate (3.12) is sharp, i.e. thatm1 is necessary. In order to quantify this result we do not only calculate the ratiokh 1min(x)  (v  Rov)km1(v;Th)  jjjvjjj but also m1(v;Th) and kh 1min(x)  (v  Rov)kjjjvjjj :Of course, these two ratios show the same behaviour in cases wherem1 is bounded. Hencewe present these values only for example 2.5.1.4 Finite element error estimatesResidual error estimatorFor the Poisson problem the residual error estimator yields a global upper bound (3.23)and a local lower bound (3.22) of the nite element error:jjju  uhjjj . m1(u  uh;Th) q2R + 2R;T (uh) . jjju  uhjjj!T + T 8T 2 Th :In order to verify the upper error bound we calculate the termsjjju  uhjjj ; R ;  ; m1(u  uh;Th) ; jjju  uhjjjm1(u  uh;Th) p2R + 2 :To isolate the inuence of the matching function m1 and its approximation mR1 , respec-tively, we also present the values ofm1 and mR1 ; jjju  uhjjjm1 p2R + 2 and jjju  uhjjjmR1 p2R + 2 ; jjju  uhjjjp2R + 2
94 CHAPTER 5. NUMERICAL EXAMPLESfor examples 1{3.The lower error bound implies that the ratioR;T (uh)jjju  uhjjj!T + Tis bounded from above for all T 2 Th. Hence we present the maximum of this ratio overall T . The average of this ratio is calculated as well and shall give some impression ofthe distribution. Finally, the minimal ratio indicates that the local error bound is only aone-sided estimate.Local problem error estimatorThe error bounds of the local problem error estimator (Theorem 3.7 on page 64) areanalogous to the residual error estimator. Hence we proceed as above. Note that theerror is bounded from below with a constant 1, i.e.D;T (uh)  jjju  uhjjj!T + c  T :Furthermore, Theorem 3.6 on page 61 states the equivalence of the residual andthe local problem error estimator. Therefore we calculate the ratios D;T=R;!T andR;T=D;!T for all T 2 Th and present their maximum value (3D examples only). Finally,we calculate the maximum condition number of all local problems. Its boundedness shallconrm Theorem 3.8 on page 65.Three Zienkiewicz-Zhu like error estimatorsIn Section 3.4 three dierent Zienkiewicz-Zhu like error estimator are proposed, and someresults are presented. The theory, however, is not complete yet. Hence we have concludedthat, at the present stage, only numerical experiments can suggest (or reject) a particularerror estimator. Here we investigate whether the estimators Z1; Z2; Z3 from (3.43){(3.45) with the recovered gradient from (3.28) reliably bound the error from above (forour examples). The corresponding ratioskr(u  uh)kq2Z1 + 2 ; kr(u  uh)kq2Z2 + 2 ; kr(u  uh)kq2Z3 + 2are computed. We remark that the proof for Z1 (cf. Theorem 3.9 on page 71) assumes atensor product type (tetrahedral or triangular) mesh. In example 4 this is not satised.Nevertheless Z1 will be tested (cf. Section 3.4).Finally, we restrict ourselves to three-dimensional examples. (If one is interested intwo-dimensional results, the values of Z2; Z3 and kr(u uh)k are contained in the tableof the matching function m1.)L2 residual error estimatorThe residual error estimates for the L2 norm are analogous to the ones in the energynorm. The lower error bound is thus analysed as above. The upper error bound containsthe matching function m2(vD;Th) which we could neither evaluate nor estimate. Hencewe calculate onlyku  uhk ; q2R;L2 + 2L2 ; ku  uhkq2R;L2 + 2L2 :
5.1. SCOPE OF AND INTRODUCTION TO THE NUMERICAL EXPERIMENTS 95Strictly speaking, the L2 error estimate has not been proven yet for the case of Neumannboundary conditions which occur in example 4. The tests are nevertheless carried out toobtain numerical evidence.5.1.5 Computational eortThe computational expense is certainly not the most important topic of our work. Never-theless it is interesting to have at least an overview of how expensive certain computationsor estimators are. The expenditure depends on many factors like the degree of the ansatz and test functions used in the nite element computation(cf. Remark 3.12 on page 67), the kind of approximation by the mappings P1; P2; P3 (cf. Section 3.2.3 and Remark3.12), whether the data structure meets the demands of error estimation.Additionally several routines are interwoven or can be combined favourably which aggra-vates an accurate comparison. Hence we present here a sample (mesh 7e of example 4)that shall give a rough overview of the computational eort. It is scaled such that thesum of the cost of the whole estimation process sums up to 100%.Computation of : : : Eort (approx.)Basic routines 6%Face residual rE(uh) and recovered gradient rRuh 5%Matching function m1(u   uh;Th) and three Zienkiewicz-Zhu estimators Z1 ; Z2; Z3 4%Residual error estimators R and R;L2 30%Local problem error estimator D 55% 100%For interior faces E the face residual rE coincides with the gradient jump, for whichruhjT has to be computed. The recovered gradient rRuh of (3.28) is then obtained as aside eect, and thus very cheap.The eort of approximating the matching function m1 is almost neglectable comparedwith the computation of R or D. Hence the evaluation of mR1 yields useful informationon the mesh at low cost, and is thus recommended.5.1.6 Aim of the experimentsBelow the setting and the aim of each experiment are briey described. In this way onecan also easily nd out the appropriate examples for a specic topic.Example 1 is posed over a two-dimensional domain with an anisotropic solution. Theanisotropic meshes are adapted to that solution and thus form the ideal environment ofanisotropic error estimation. Step by step we will investigate most results numericallyand explain the conclusions in detail. In particular we explore the matching function (itssize and its approximation), the interpolation error estimates and, most important, theerror estimators.Example 2 employs the same two-dimensional problem with an anisotropic solution.Now anisotropic meshes are considered which are not adapted to the solution. We wantto know whether the matching function m1 becomes large, and if it can be approximated.
96 CHAPTER 5. NUMERICAL EXAMPLESThe eects of a large m1 onto interpolation error estimates and nite element error esti-mates are studied and compared with theoretical predictions. Furthermore this examplesuggests numerically that m1 cannot be neglected in the appropriate inequalities.Example 3 utilizes an isotropic solution over a two-dimensional domain. Here aniso-tropic meshes are investigated (instead of the isotropic, optimal ones). Such a situationcould occur for a system of dierential equations, whose solution components show dif-ferent (anisotropic or isotropic) behaviour, for example. We explore m1 and the circum-stances when it is large. Then the performance of the error estimators is studied.Example 4 is posed over a three-dimensional domain with an anisotropic solution. Theanisotropic meshes are adapted to that solution and are thus ideal for anisotropic errorestimation. Analogously to example 1 we explore our results step by step numerically.First the matching function m1 is evaluated and approximated. Then the residual errorestimator, the local problem error estimator, three Zienkiewicz-Zhu like error estimators,and an L2 error estimator are investigated.
5.2. NUMERICAL EXAMPLES 975.2 Numerical examples5.2.1 Example 1 (2D; anisotropic solution and adapted mesh)Aim of the exampleConsider the following two-dimensional problem with a boundary layer. We investigateour results on several anisotropic meshes which are adapted to this layer. The results willshow that the matching function m1 is small, and that it can be approximated fairly well, the interpolation error estimates hold, the nite element error estimates hold.Boundary value problemThe two-dimensional Poisson problem u = f in 
 = ( 0; 1)  ( 0; 1) ; u = 0 on  D = @







1Figure 5.1: Exact solution uMeshesAs mentioned before, we mainly utilize meshes which were constructed based on a prioriknowledge. These meshes are now briey described and, additionally, most of them arevisualized in gure 5.2 on page 99. Further details of the meshes are given in the table
98 CHAPTER 5. NUMERICAL EXAMPLESbelow and in Remark 5.2 at the end of this Section. The nodal L1 error shall give acertain idea of the quality of the nite element solution uh.Meshes 1a{c are unstructured meshes. They were obtained by an automatic isotropicmesh generation on the unit square with a local mesh size h = 1=30, h = 1=60 andh = 1=120. A subsequent nodal coordinate transformation has been performed to resolvethe boundary layer. We may stress that these meshes are far from optimal but sucientfor our test purposes. Note that the largest interior angle is always larger than 179:5owhich conrms that a maximum angle condition is not necessary in our theory. Themeshes are not nested.Mesh 2 has been constructed similarly but more sophisticated. Meshes 3a{c are oftensor-product type and form a mesh sequence. They have been constructed using adierent nodal coordinate transformation. The meshes are not nested.Finally, with meshes 4a{h we were implementing a crude adaptivity in x-directiononly (in mesh 4h an additional bisection in y-direction has been inserted). To economizeon space, results are presented for meshes 4a, 4c, 4e, and 4h only. We emphaticallystress that meshes 4a and 4c are too coarse to resolve the boundary layer and thus yieldextremely inaccurate `solutions' uh. (For example, ku  uhk1  7:5 while kuk1  1, andthe large error occurs not only in a singular point but in a part of 
.) This accounts forseveral unsatisfying results, and should always be kept in mind.# Elements # Nodes Max. aspect ratio Nodal L1 errorMesh 1a 2194 1158 811.3 0:658E   1Mesh 1b 7904 4071 792.5 0:332E   1Mesh 1c 23444 11959 834.5 0:240E   1Mesh 2 7796 4020 1092.0 0:777E   2Mesh 3a 128 81 187.4 0:102E + 0Mesh 3b 512 289 200.7 0:237E   1Mesh 3c 2048 1089 207.2 0:603E   2Mesh 3d 8192 4225 210.3 0:161E   2Mesh 4a 200 121 2.0 0 :275E + 0Mesh 4c 320 187 9.1 0 :742E + 1Mesh 4e 400 231 81.0 0:237E + 0Mesh 4h 2320 1239 1111.1 0:524E   2Note that we utilize several meshes and mesh sequences which are independent fromeach other. Their common feature is that they are all adapted to the anisotropic solution.The advantage of using such a variety of meshes is that one can observe the deviation ofcertain ratios. This is usually not possible when employing only one mesh sequence.
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Figure 5.2: Meshes 1a, 2, 3c, 4a,c,e,h
100 CHAPTER 5. NUMERICAL EXAMPLESMatching function m1We start by evaluating the matching function m1(u   uh;Th) = kh 1min(x)CT (x)r(u  uh)k=kr(u uh)k. For the numerator and the denominator the exact values are computedas well as their respective approximation by means of a recovered gradient. To obtainreliable results, high-order numerical integration is performed.Firstly we observe that the exact and the approximate values coincide to an acceptabledegree which implies m1  mR1 , with a deviation of mostly less than 20%. Even mesh 4c(with an extremely inaccurate solution) yields an acceptable approximation. Secondly,the values of m1 and mR1 are small enough to promise suciently reliable interpolationerror estimates and nite element error estimates.kh 1min(x)CT (x)r(u  uh)k kr(u  uh)k m1 mR1exact approx exact approxMesh 1a 0:118E + 1 0:125E + 1 0:792E + 0 0:918E + 0 1:29 1:36Mesh 1b 0:686E + 0 0:703E + 0 0:437E + 0 0:500E + 0 1:57 1:21Mesh 1c 0:486E + 0 0:476E + 0 0:307E + 0 0:337E + 0 1:58 1:41Mesh 2 0:707E + 0 0:693E + 0 0:386E + 0 0:405E + 0 1:83 1:71Mesh 3a 0:640E + 1 0:869E + 1 0:401E + 1 0:541E + 1 1:59 1:61Mesh 3b 0:324E + 1 0:334E + 1 0:198E + 1 0:206E + 1 1:63 1:63Mesh 3c 0:163E + 1 0:164E + 1 0:991E + 0 0:997E + 0 1:65 1:65Mesh 3d 0:809E + 0 0:811E + 0 0:492E + 0 0:493E + 0 1:64 1:64Mesh 4a 0:255E + 2 0:168E + 1 0:161E + 2 0:994E + 0 1:58 1:69Mesh 4c 0:880E + 2 0:699E + 2 0:380E + 2 0:233E + 2 2:32 3:00Mesh 4e 0:118E + 2 0:114E + 2 0:526E + 1 0:473E + 1 2:24 2:41Mesh 4h 0:304E + 1 0:293E + 1 0:110E + 1 0:109E + 1 2:77 2:69Interpolation error estimatesWe investigate the interpolation error estimates (3.11){(3.13) for v = u   uh. The cor-responding ratios have to be bounded from above which is indeed the case. The quality(i.e. sharpness) of (3.11) apparently depends strongly on the actual mesh.Estimate (3.11) (3.12) (3.13)kv  Rovkkvk kh 1min(x)  (v  Rov)km1(v;Th)  jjjvjjj kh 1min(x) CT (x)r(v  Rov)km1(v;Th)  jjjvjjjMesh 1a 0.182 0.301 1.016Mesh 1b 0.108 0.240 0.942Mesh 1c 0.079 0.201 0.918Mesh 2 0.469 0.140 0.940Mesh 3a 0.570 0.174 1.011Mesh 3b 0.410 0.165 1.013Mesh 3c 0.429 0.162 1.008Mesh 3d 0.474 0.160 1.005Mesh 4a 0.844 0.067 1.001Mesh 4c 0.210 0.213 0.845Mesh 4e 0.198 0.208 0.993Mesh 4h 0.635 0.159 0.990
5.2. NUMERICAL EXAMPLES 101Finite element error estimatesResidual error estimatorWe consider the upper error bound rst and present the values of the error jjju  uhjjj,its estimation R, the approximation error , and the matching function m1(u  uh;Th).Estimate (3.23) states that the corresponding ratio has to be bounded which is conrmedby the values of the last column. The approximately equal size of these ratios implies acomparable quality of the error estimation. (The coarse mesh 4a is exceptional becauseof its inaccurate solution).Apart from error estimation we observe an error decrease jjju  uhjjj  N 1=2 formeshes 3a{d (N being the number of degrees of freedom). This rate is optimal at leastfor isotropic meshes [22]. In contrast, meshes 4a{h do not display this decrease, i.e. theyare not optimal (in the sense of the convergence order with respect to the energy norm).jjju  uhjjj R  m1(u  uh;Th) jjju  uhjjjm1 p2R + 2Mesh 1a 0:792E + 0 0:383E + 1 0:163E + 1 1:29 0:128Mesh 1b 0:437E + 0 0:214E + 1 0:766E + 0 1:57 0:123Mesh 1c 0:307E + 0 0:157E + 1 0:465E + 0 1:58 0:119Mesh 2 0:386E + 0 0:188E + 1 0:180E + 0 1:83 0:112Mesh 3a 0:401E + 1 0:192E + 2 0:333E + 1 1:59 0:129Mesh 3b 0:198E + 1 0:982E + 1 0:800E + 0 1:63 0:123Mesh 3c 0:991E + 0 0:498E + 1 0:195E + 0 1:65 0:121Mesh 3d 0:492E + 0 0:250E + 1 0:487E   1 1:64 0:120Mesh 4a 0:161E + 2 0:497E + 1 0:994E + 1 1:58 0:916Mesh 4c 0:380E + 2 0:120E + 3 0:118E + 3 2:32 0:098Mesh 4e 0:526E + 1 0:253E + 2 0:575E + 1 2:24 0:091Mesh 4h 0:110E + 1 0:402E + 1 0:155E + 0 2:77 0:098The inuence of the approximationmR1 ofm1 is given in the next table. SincemR1  m1with a deviation of mostly much less than 20 %, no signicant changes can be observedwhen replacing m1 by mR1 , or even when omitting m1 completely. On a quantitative scalewe note that the error is overestimated by mR1 p2R + 2 by about one magnitude.m1 mR1 jjju  uhjjjm1 p2R + 2 jjju  uhjjjmR1 p2R + 2 jjju  uhjjjp2R + 2Mesh 1a 1:29 1:36 0:128 0:140 0:190Mesh 1b 1:57 1:21 0:123 0:137 0:192Mesh 1c 1:58 1:41 0:119 0:133 0:188Mesh 2 1:83 1:71 0:112 0:120 0:205Mesh 3a 1:59 1:61 0:129 0:128 0:205Mesh 3b 1:63 1:63 0:123 0:124 0:201Mesh 3c 1:65 1:65 0:121 0:121 0:199Mesh 3d 1:64 1:64 0:120 0:120 0:197Mesh 4a 1:58 1:69 0:916 0:859 1:448Mesh 4c 2:32 3:00 0:098 0:075 0:226Mesh 4e 2:24 2:41 0:098 0:084 0:203Mesh 4h 2:77 2:69 0:098 0:101 0:272
102 CHAPTER 5. NUMERICAL EXAMPLESThe lower error bound (3.22) implies that the corresponding ratio is bounded fromabove. The maximal values in the table below conrm this prediction. The average valueof the ratios shall give some additional information about their distribution. Finally, thesmall minimal values indicate that the lower error bound is only a one-sided estimate.R;T (uh)jjju  uhjjj!T + TMaximum Average MinimumMesh 1a 3.148 2.044 0.129Mesh 1b 3.341 2.204 0.136Mesh 1c 3.390 2.169 0.134Mesh 2 3.276 2.242 0.248Mesh 3a 2.460 1.304 0.083Mesh 3b 2.507 1.557 0.236Mesh 3c 2.777 1.711 0.168Mesh 3d 2.961 2.023 0.211Mesh 4a 2.109 1.169 0.055Mesh 4c 1.818 0.580 0.090Mesh 4e 2.080 1.189 0.357Mesh 4h 3.125 1.789 0.095Local problem error estimatorThe local problem error estimator admits basically the same conclusions as the residualerror estimator (for these meshes). Thus we shorten the explanation and present thecorresponding tables, starting with the upper error bound (3.42).jjju  uhjjj D  m1(u  uh;Th) jjju  uhjjjm1 p2D + 2Mesh 1a 0:792E + 0 0:112E + 1 0:163E + 1 1:29 0:270Mesh 1b 0:437E + 0 0:605E + 0 0:766E + 0 1:57 0:286Mesh 1c 0:307E + 0 0:419E + 0 0:465E + 0 1:58 0:310Mesh 2 0:386E + 0 0:563E + 0 0:180E + 0 1:83 0:357Mesh 3a 0:401E + 1 0:560E + 1 0:333E + 1 1:59 0:386Mesh 3b 0:198E + 1 0:284E + 1 0:800E + 0 1:63 0:412Mesh 3c 0:991E + 0 0:144E + 1 0:195E + 0 1:65 0:415Mesh 3d 0:492E + 0 0:718E + 0 0:487E   1 1:64 0:416Mesh 4a 0:161E + 2 0:167E + 1 0:994E + 1 1:58 1:010Mesh 4c 0:380E + 2 0:311E + 2 0:118E + 3 2:32 0:135Mesh 4e 0:526E + 1 0:670E + 1 0:575E + 1 2:24 0:266Mesh 4h 0:110E + 1 0:175E + 1 0:155E + 0 2:77 0:225The approximation mR1  m1 implies the same conclusions as before and thus theresults are left out. We remark that the error is now usually overestimated by mR1 p2D + 2 by a factor of about 2.5 . . . 4. When comparing the residual error estimator Rwith the local problem error estimator D, the latter one always gives the more realisticupper bound (i.e. a smaller overestimation).In contrast to the residual error estimator, the lower error bound (3.41)D;T (uh)  jjju  uhjjj!T + c  T
5.2. NUMERICAL EXAMPLES 103now holds with a factor 1. Although the constant c at T is not known, the correspondingratio is still less than 1. D;T (uh)jjju  uhjjj!T + TMaximum Average MinimumMesh 1a 0.923 0.580 0.027Mesh 1b 0.938 0.627 0.016Mesh 1c 0.944 0.641 0.024Mesh 2 0.943 0.664 0.040Mesh 3a 0.821 0.435 0.005Mesh 3b 0.856 0.493 0.019Mesh 3c 0.905 0.538 0.071Mesh 3d 0.907 0.627 0.060Mesh 4a 0.811 0.440 0.016Mesh 4c 0.753 0.252 0.029Mesh 4e 0.843 0.447 0.086Mesh 4h 0.915 0.661 0.061L2 residual error estimatorHere we proceed similar as before, with the dierence that we do not know the match-ing function m2(vD;Th), nor can we approximate it. First we investigate the upper bound(3.59) and compute the following values. We note that the ratio in the last column variesover a quite large range now, which renders the L2 error estimator less reliable.ku  uhk L2;R L2 ku  uhk.q2L2;R + 2L2Mesh 1a 0:127E   1 0:454E   1 0:208E   1 0:255Mesh 1b 0:565E   2 0:131E   1 0:602E   2 0:392Mesh 1c 0:340E   2 0:520E   2 0:294E   2 0:570Mesh 2 0:377E   2 0:423E   1 0:728E   3 0:089Mesh 3a 0:194E   1 0:365E + 0 0:108E   1 0:053Mesh 3b 0:921E   2 0:524E   1 0:393E   2 0:175Mesh 3c 0:247E   2 0:153E   1 0:264E   3 0:161Mesh 3d 0:329E   3 0:257E   2 0:229E   4 0:128Mesh 4a 0:143E + 0 0:414E + 0 0:703E + 0 0:176Mesh 4c 0:118E + 1 0:285E + 1 0:130E + 1 0:376Mesh 4e 0:330E   1 0:999E   1 0:777E   2 0:329Mesh 4h 0:192E   2 0:216E   1 0:387E   3 0:089The lower error bound (3.58) yields the following values from which similar conclusionsas before can be drawn. The maximum values of the second column are in accordancewith the boundedness of the corresponding ratio. This ratio now varies over a rather largerange, as it can be observed by the average and the minimal values. Furthermore, it isclearly seen that (3.58) is only a one-sided estimate.
104 CHAPTER 5. NUMERICAL EXAMPLESL2;R;T (uh)ku  uhk!T + L2;TMaximum Average MinimumMesh 1a 20.739 3.452 0.046Mesh 1b 20.787 4.000 0.028Mesh 1c 21.490 3.289 0.010Mesh 2 21.236 4.668 0.162Mesh 3a 8.153 2.611 0.173Mesh 3b 11.286 3.132 0.294Mesh 3c 15.340 4.042 0.042Mesh 3d 15.537 5.095 0.052Mesh 4a 6.684 1.627 0.212Mesh 4c 3.519 0.633 0.079Mesh 4e 6.740 2.126 0.075Mesh 4h 14.468 3.518 0.021Remark 5.2 [Details of the mesh construction]Without going into to much detail we sketch here how the aforementioned mesheshave been constructed.In order to obtain meshes 1a{c, we rst perform an automatic isotropic mesh genera-tion on the unit square with a local mesh size h = 1=30, h = 1=60 and h = 1=120. In thesubsequent nodal coordinate transformation, the y coordinate is left unchanged. The xcoordinate is transformed viax̂ 2 [0; 3=4] x :=   32  ln 1  43 x̂1   e  23zx̂ 2 (3=4; 1] x := z + (1  z)  e4(x̂ 1) e 1   e   = 3:0 :Here, z := 2=3  ln()= marks the transition from the boundary layer to the isotropicregion, and  = 1000 is the parameter of the exponential boundary layer. The rsttransformation forms the mesh inside the boundary layer and aims at approximatelyequidistributing hmin;T k@2u=@x2kT in order to obtain a comparatively small nite elementerror in the energy norm. The second transformation shall provide a smooth transitionto the isotropic region.Mesh 2 employs a similar but slightly more sophisticated transformation.Meshes 3a{d have been constructed based on a similar principle as meshes 1a{c. Herewe were aiming to approximately equidistribute h2min;T  k@2u=@x2kT in order to obtain acomparatively small nite element error in the L2 norm. We utilize a tensor product typemesh with 2m intervals in each direction. The y coordinates are distributed equally. Thex coordinates of boundary layer nodes are given byxk :=   52  ln 1   km 1   e  25 ln for k = 0 : : :m :The remaining nodes shall provide a smooth transition to the isotropic region. Thus thenodal intervals (in x direction) rst grow geometrically and, eventually, remain constanttowards x = 1 (cf. gure 5.2). The values m = 4; 8; 16; 32 have been used to generate themeshes. 
5.2. NUMERICAL EXAMPLES 1055.2.2 Example 2 (2D; anisotropic solution and misadapted mesh)Aim of the exampleConsider the previous two-dimensional problem with a boundary layer. We investigateour results on several anisotropic meshes which are, in contrast to the previous example,not adapted to this layer.In particular, we will study the eect of this misadaption on the matching functionm1(u uh;Th). In turn, this m1 inuences the interpolation error estimates (3.12){(3.16)as well as the upper bounds on the error, cf. (3.23) and (3.42).Boundary value problemExactly the same boundary value problem as in example 1 is solved.MeshesIn this example anisotropic meshes are used which are not adapted to the anisotropicsolution. Such a misadaption can be caused by several reasons, e.g. wrong stretching direction, wrong aspect ratio (too large/small), wrong element size.The meshes used here are now briey described, and some additional information arelisted below. Meshes 5a and 5b are pictured in gure 5.3 on the next page, and nally,at the end of this Section, Remark 5.3 presents details of the mesh construction.For this example, we have restricted ourselves to meshes whose stretching directionis along the x axis in the vicinity of the boundary layer. Hence the anisotropies of thesolution and the mesh are mutually (almost) perpendicular. A sequence of ve mesheshas been constructed where the maximal aspect ration (which corresponds to the degreeof the misadaption) and the degrees of freedom are increasing, respectively.We may stress here that all meshes fail to resolve the boundary layer (for both, uand f). Thus, the `approximate solution' uh is highly inaccurate ( kuk1  1 whereaskuhk1  6, and the large error occurs not only in a singular point but in a part of 
).This should always be kept in mind when interpreting the results. But even here whereu and uh have nothing in common, our results remain true.# Elements # Nodes Max. aspect ratio Nodal L1 errorMesh 5a 3234 1705 5.1 0:516E + 1Mesh 5b 4736 2501 8.5 0:511E + 1Mesh 5c 7792 4127 21.0 0:508E + 1Mesh 5d 13696 7277 37.2 0:506E + 1Mesh 5e 25778 13717 108.4 0:505E + 1Matching function m1First the matching function m1(u  uh;Th) = kh 1min(x)CT (x)r(u  uh)k=kr(u  uh)k iscomputed. The exact and the approximated values of the numerator dier by a factor ofabout 2.5. The same, however, holds true for the denominator which implies a surprisinglyaccurate approximation mR1  m1.
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Figure 5.3: Meshes 5a and 5bSecondly, the worse the mesh is aligned with the boundary layer the larger m1(u  uh;Th) becomes. The increasing values of the last two columns below show the strongdependence for our examples.kh 1min(x)CT (x)r(u  uh)k kr(u  uh)k m1 mR1exact approx exact approxMesh 5a 0:713E + 2 0:287E + 2 0:267E + 2 0:108E + 2 2:67 2:67Mesh 5b 0:115E + 3 0:475E + 2 0:266E + 2 0:110E + 2 4:34 4:31Mesh 5c 0:204E + 3 0:850E + 2 0:264E + 2 0:111E + 2 7:73 7:69Mesh 5d 0:383E + 3 0:159E + 3 0:263E + 2 0:111E + 2 14:52 14:39Mesh 5e 0:739E + 3 0:306E + 3 0:263E + 2 0:110E + 2 28:08 27:79Interpolation error estimatesWe investigate the interpolation error estimates (3.11){(3.13) for v = u  uh. The corre-sponding ratios have to be bounded which is indeed the case.Estimate (3.11) (3.12) (3.13)kv  Rovkkvk kh 1min(x)  (v  Rov)km1(v;Th)  jjjvjjj kh 1min(x) CT (x)r(v  Rov)km1(v;Th)  jjjvjjjMesh 5a 0.099 0.166 0.677Mesh 5b 0.099 0.166 0.683Mesh 5c 0.099 0.166 0.687Mesh 5d 0.099 0.165 0.690Mesh 5e 0.099 0.165 0.691Of particular interest, however, is now the role that m1 is playing (again for v =u  uh). Consider, for example, interpolation error estimate (3.12). Since kh 1min(x)(v Rov)km1(v;Th)jjjvjjjis virtually constant (middle column), the ratio kh 1min(x)(v Rov)kjjjvjjj behaves exactly like m1.
5.2. NUMERICAL EXAMPLES 107Hence this example strongly suggests that the latter ratio can be unbounded. Conversely,this means that interpolation estimate (3.12) is valid only with the factor m1 on the righthand side. m1(v;Th) kh 1min(x)  (v  Rov)km1(v;Th)  jjjvjjj kh 1min(x)  (v  Rov)kjjjvjjjMesh 5a 2.67 0.166 0.442Mesh 5b 4.34 0.166 0.720Mesh 5c 7.73 0.166 1.281Mesh 5d 14.52 0.165 2.400Mesh 5e 28.08 0.165 4.638Finite element error estimatesResidual error estimatorFor the upper error bound, the values of jjju  uhjjj, R, , and m1(u   uh;Th) arecomputed as in the previous example. Estimate (3.23) states that the corresponding ratio(cf. last column) has to be bounded which is the case. The decrease of this ratio impliesthat that the quality of the error estimation deteriorates, i.e. the error is more and moreoverestimated. jjju  uhjjj R  m1(u  uh;Th) jjju  uhjjjm1 p2R + 2Mesh 5a 0:267E + 2 0:339E + 2 0:517E + 2 2:67 0:162Mesh 5b 0:266E + 2 0:214E + 2 0:314E + 2 4:34 0:161Mesh 5c 0:264E + 2 0:133E + 2 0:175E + 2 7:73 0:156Mesh 5d 0:263E + 2 0:946E + 1 0:926E + 1 14:52 0:137Mesh 5e 0:263E + 2 0:808E + 1 0:478E + 1 28:08 0:100The inuence of the approximationmR1 ofm1 is given in the next table. SincemR1  m1with a deviation of about 1%, there is virtually no dierence when replacingm1 bymR1 . If,however,m1 is left out completely then the corresponding ratio increases (cf. last column).The growth suggests that this ratio can be unbounded. This, in turn, strongly indicatesthat an upper error estimate without m1(u  uh;Th) does not hold.m1 mR1 jjju  uhjjjm1 p2R + 2 jjju  uhjjjmR1 p2R + 2 jjju  uhjjjp2R + 2Mesh 5a 2:67 2:67 0:162 0:162 0:432Mesh 5b 4:34 4:31 0:161 0:162 0:700Mesh 5c 7:73 7:69 0:156 0:157 1:205Mesh 5d 14:52 14:39 0:137 0:138 1:989Mesh 5e 28:08 27:79 0:100 0:101 2:805Finally, the lower error bound (3.22) is independent of m1. The same conclusions asin example 1 can be drawn, and thus the values are omitted here.Local problem error estimatorThe local problem error estimator admits similar conclusions as the residual error esti-mator (for these meshes). Thus we shorten the explanation and present the correspondingtables, starting with the upper error bound (3.42). We observe that the ratio of the last
108 CHAPTER 5. NUMERICAL EXAMPLEScolumn of the next table is bounded and, moreover, almost constant. Hence the quality ofthe upper error bound remains the same despite the growing m1 (note the slight dierenceto the residual error estimator).jjju  uhjjj D  m1(u  uh;Th) jjju  uhjjjm1 p2D + 2Mesh 5a 0:267E + 2 0:138E + 2 0:517E + 2 2:67 0:187Mesh 5b 0:266E + 2 0:924E + 1 0:314E + 2 4:34 0:187Mesh 5c 0:264E + 2 0:573E + 1 0:175E + 2 7:73 0:186Mesh 5d 0:263E + 2 0:386E + 1 0:926E + 1 14:52 0:181Mesh 5e 0:263E + 2 0:305E + 1 0:478E + 1 28:08 0:165The approximationmR1  m1 implies the same conclusions as before. The error is nowoverestimated by mR1 p2D + 2 by a factor of about 6. The increasing ratio of the lastcolumn again indicates that an upper error bound without m1(u  uh;Th) does not hold.m1 mR1 jjju  uhjjjm1 p2D + 2 jjju  uhjjjmR1 p2D + 2 jjju  uhjjjp2D + 2Mesh 5a 2:67 2:67 0:187 0:187 0:500Mesh 5b 4:34 4:31 0:187 0:188 0:812Mesh 5c 7:73 7:69 0:186 0:187 1:437Mesh 5d 14:52 14:39 0:181 0:182 2:628Mesh 5e 28:08 27:79 0:165 0:167 4:636Finally, the lower error bound (3.41) admits exactly the same conclusions as for therst example. For that reason the results are omitted.L2 residual error estimatorFirst we investigate the upper bound (3.59) and compute the following values. Wenote that the ratio in the last column varies in a small range. This is partly surprisinginsofar as the meshes are increasingly misaligned with the solution (in the sense of m1).The absolute value of the ratio, however, is much larger than in example 1 which maycorrespond to the poor alignment. If more details of the L2 error estimation are sought,further experiments should be carried out.ku  uhk L2;R L2 ku  uhk.q2L2;R + 2L2Mesh 5a 0:154E + 1 0:135E + 1 0:651E + 0 1:025Mesh 5b 0:153E + 1 0:130E + 1 0:242E + 0 1:158Mesh 5c 0:151E + 1 0:129E + 1 0:755E   1 1:176Mesh 5d 0:151E + 1 0:128E + 1 0:213E   1 1:176Mesh 5e 0:151E + 1 0:128E + 1 0:568E   2 1:176The lower error bound (3.58) yields the following values from which similar conclusionsas before can be drawn.
5.2. NUMERICAL EXAMPLES 109L2;R;T (uh)ku  uhk!T + L2;TMaximum Average MinimumMesh 5a 2.202 0.100 0.002Mesh 5b 3.017 0.113 0.001Mesh 5c 3.917 0.118 0.002Mesh 5d 4.309 0.124 0.000Mesh 5e 5.172 0.123 0.001Remark 5.3 [Details of the mesh construction]The aforementioned meshes were constructed by a combination of an automatic meshingand a transformation. First, a trapeze with vertices (0; 0), (1; ), (1;  + 1), and (0; 2 +1) has been isotropically meshed with a mesh size h  0:04. The subsequent nodaltransformation (x̂; ŷ)  ! (x; y) := (x̂; ŷ   x̂1 + 2(1  x̂))maps the trapeze onto the unit square. For  = 1; 2; 4; 8; 16 we thus obtain meshes 5a {5e. Remark 5.4 If one has a mesh Th whose anisotropic direction diers signicantly fromthat of an anisotropic solution u then one may encounter great diculties to computeeven the nite element system accurately. For example, the numerical quadrature ofan anisotropic right-hand side f may yield unsatisfactory results because of the poorrepresentation of f by Th. 5.2.3 Example 3 (2D; isotropic solution and anisotropic mesh)Aim of the exampleHere we investigate a problem with an isotropic solution which is solved on an anisotropicmesh. Note that such a situation constitutes another type of a misadapted mesh.Our main focus lies on the performance of the error estimator. Thus we omit theinterpolation results which are similar to examples 1 and 2.Boundary value problemThe two-dimensional Poisson problem u = f in 
 = ( 0; 1)  ( 0; 1) ; u = 0 on  D = @
is chosen as test problem. The exact solution u is prescribed to beu(x; y) := p272 x(1  x)(2  x)  sin(2y)and is of isotropic character. The right-hand side f is chosen accordingly.
110 CHAPTER 5. NUMERICAL EXAMPLESMeshesWe start by considering meshes 2 and 3d from example 1 which are both anisotropicallystretched along the line x = 0, cf. gure 5.2 on page 99. Since a quasi-optimal mesh isisotropic in nature, both meshes are misadapted. This misadaption, however, occurs onlyin the vicinity of the line x = 0.The other two anisotropic, triangular meshes are of tensor product type, and haveequidistributed nodes along both axes. For mesh 6a, the number of intervals in x and ydirection is 20 and 200, respectively. For mesh 6b, these numbers are 10 and 400. Thus,both meshes are misadapted over the whole domain 
.Further details of the meshes are given in the table below.# Elements # Nodes Max. aspect ratio Nodal L1 errorMesh 2 7796 4020 1092.0 0:505E   1Mesh 3d 8192 4225 210.3 0:359E   2Mesh 6a 8000 4221 10.1 0:374E   2Mesh 6b 8000 4411 40.0 0:142E   1Matching function m1By construction, all meshes are misadapted to the solution. The values of m1 reveal thathere they depend mainly on two factors: the maximum aspect ratio (which is a measure of the misadaption), the domain where the misadaption occurs.For meshes 2 and 3d, the misadaption only occurs in a small part of 
 (i.e. in the vicinityof the line x = 0) which accounts for the comparatively small m1.Meshes 6a and 6b are misadapted over the whole of 
 implying a large m1. The largeraspect ratio of mesh 6b also results in a larger m1.kh 1min(x)CT (x)r(u  uh)k kr(u  uh)k m1 mR1exact approx exact approxMesh 2 0:105E + 1 0:975E + 0 0:610E + 0 0:604E + 0 1:72 1:61Mesh 3d 0:303E + 0 0:302E + 0 0:182E + 0 0:182E + 0 1:66 1:66Mesh 6a 0:973E + 0 0:949E + 0 0:232E + 0 0:230E + 0 4:20 4:13Mesh 6b 0:744E + 1 0:695E + 1 0:459E + 0 0:449E + 0 16:21 15:47Finite element error estimatesResidual error estimatorFor the upper error bound, the values of jjju  uhjjj, R, , and m1(u   uh;Th) arecomputed as in the previous example. Estimate (3.23) states that the corresponding ratio(cf. last column) has to be bounded which is the case. The particularly small ratios ofmesh 6a and 6b imply a decreasing quality of the upper error bound when m1 becomes
5.2. NUMERICAL EXAMPLES 111large. Hence the error is much overestimated by m1 p2R + 2.jjju  uhjjj R  m1(u  uh;Th) jjju  uhjjjm1 p2R + 2Mesh 2 0:610E + 0 0:260E + 1 0:124E + 0 1:72 0:137Mesh 3d 0:182E + 0 0:732E + 0 0:116E   1 1:66 0:150Mesh 6a 0:232E + 0 0:749E + 0 0:397E   2 4:20 0:074Mesh 6b 0:459E + 0 0:143E + 1 0:387E   2 16:21 0:020The last column of the next table suggests that, for these particular examples, thefactor m1 can be omitted in the upper error bound. We have not found out yet whetherthis is by accident or not. Further investigations are necessary to clarify this phenomenon.m1 mR1 jjju  uhjjjm1 p2R + 2 jjju  uhjjjmR1 p2R + 2 jjju  uhjjjp2R + 2Mesh 2 1:72 1:61 0:137 0:145 0:235Mesh 3d 1:66 1:66 0:150 0:150 0:249Mesh 6a 4:20 4:13 0:074 0:075 0:309Mesh 6b 16:21 15:47 0:020 0:021 0:320The lower error bound (3.22) yields the same conclusions as before; the results arethus omitted.Local problem error estimatorThe results for the local problem error estimator are analogous to the residual errorestimator and therefore left out.L2 residual error estimatorFirst we investigate the upper bound (3.59) and compute the following values. Theratios of the last column are in a similar range as the corresponding ones of example1. This may be surprising since our meshes here, and meshes 6a and 6b in particular,are rather misadapted (in the sense of m1). Nevertheless they admit a useful L2 errorestimation for this example.ku  uhk L2;R L2 ku  uhk.q2L2;R + 2L2Mesh 2 0:282E   1 0:153E + 0 0:581E   2 0:184Mesh 3d 0:228E   2 0:147E   1 0:169E   3 0:155Mesh 6a 0:313E   2 0:216E   1 0:197E   4 0:145Mesh 6b 0:121E   1 0:815E   1 0:967E   5 0:149The lower error bound (3.58) yields similar conclusions as before. The table is thusomitted.5.2.4 Example 4 (3D; anisotropic solution and adapted mesh)Aim of the exampleConsider the following three-dimensional problem which exhibits an edge singularity.Mixed (Neumann and Dirichlet) boundary conditions are imposed. We investigate our
112 CHAPTER 5. NUMERICAL EXAMPLESresults on a sequence of anisotropic meshes which are adapted to this singularity. Theresults will show that the matching function m1 is small, that it can be approximatedfairly well, and that the nite element error estimates hold. The computations are carriedout on a serial as well as on a parallel machine.Boundary value problemWhen solving a Poisson problem in three-dimensional domains 
, a typical occurrence ofan anisotropic solution is induced by an edge with an angle ! > , and/or by a changeof the boundary conditions, cf. also [5, 7, 10]. Therefore we choose the following testproblem which has already been discussed in [5] and the preprint version of [10] in aslightly dierent form. Solve the three-dimensional Poisson problem u = f in 
 ; u = u0 on  D ; @u@n = gN on  N :The domain 
 consists of three quarters of a cylinder, i.e.
 = f(r cos' ; r sin' ; z) 2 R3 : 0 < r; z < 1 ; 0 < ' < 3=2g ;cf. also gure 5.4. The Neumann boundary  N shall consist of the top and bottom planeof 
, and of the plane described by x = 0. Let the Dirichlet boundary be  D := @
 n N .The exact solution u (in cylindrical coordinates) is prescribed to beu(r; '; z) := (1 + (z))  r  sin(') with  = 1=3and (z) :=  (2z   1)  2z when z 2 [0; 1=2](2z   1)  (3  4z) when z 2 (1=2; 1] :The corresponding right-hand side f =  u is in Lp(
) for all p 2 [1;1], but it has ajump at z = 1=2. The boundary conditions u0 and gN are chosen according to u.The exact solution u displays an edge singularity of the type r. This implies ananisotropy of u along the z-axis.MeshesHere we utilize a single sequence of meshes which are constructed as follows. First, thedomain 
 is isotropically and quasi-uniformly meshed, with h  2 k; k = 0; 1; 2 : : : (notethat the curved boundary is approximated). The nal, anisotropic mesh is obtained bythe subsequent nodal coordinate transformation (also known as mesh grading)x̂̂y  ! xy := r̂ 1 1 x̂̂y with r̂ =px̂2 + ŷ2 : (5.1)This ensures the adaption of the mesh to u. The actual grading depends on a gradingparameter . Apel [5] has shown that  <  guarantees the optimal rate of convergencein the energy norm, i.e. jjju  uhjjj  N 1=3, with N being the degrees of freedom.For our examples here we have chosen  = 0:3. The corresponding meshes before andafter the mesh grading are depicted in gure 5.4. Some additional information on ourmeshes are given in the table below.
5.2. NUMERICAL EXAMPLES 113# Elements # Nodes Max. aspect ratio Nodal L1 errorMesh 7a 12 12 2.2 |aMesh 7b 96 45 9.7 0:236E + 0Mesh 7c 768 225 30.6 0:116E + 0Mesh 7d 6144 1377 154.0 0:417E   1Mesh 7e 49152 9537 775.8 0:202E   1Mesh 7f 393216 70785 3910.0 0:954E   2Mesh 7g 3145728 545025 19705.1 0:444E   2aAll nodes are on  D
Figure 5.4: Mesh 7d before and after mesh gradingMatching function m1We start by evaluating the matching function m1(u   uh;Th) = kh 1min(x)CT (x)r(u  uh)k=kr(u  uh)k. Firstly, the values of m1 are quite small and thus promise useful andreliable upper bounds of the error. Since m1 is almost constant for the mesh sequence weanticipate a comparable quality of the error estimation.Secondly, the numerator is computed exactly as well as approximated by means of arecovered gradient (second and third column). Both values dier by a factor of about 2.5.The same, however, holds true for the denominator. Hence the approximation mR1  m1is nevertheless quite good. Only the two coarsest meshes yield a deviation of about 30%.kh 1min(x)CT (x)r(u  uh)k kr(u  uh)k m1 mR1exact approx exact approxMesh 7a 0:298E + 1 0:328E + 0 0:183E + 1 0:281E + 0 1:63 1:17Mesh 7b 0:347E + 1 0:459E + 0 0:154E + 1 0:295E + 0 2:26 1:56Mesh 7c 0:181E + 1 0:651E + 0 0:831E + 0 0:334E + 0 2:18 1:95Mesh 7d 0:912E + 0 0:351E + 0 0:435E + 0 0:180E + 0 2:10 1:95Mesh 7e 0:460E + 0 0:181E + 0 0:223E + 0 0:924E   1 2:06 1:96Mesh 7f 0:233E + 0 0:925E   1 0:113E + 0 0:467E   1 2:06 1:98Mesh 7g 0:118E + 0 0:470E   1 0:573E   1 0:235E   1 2:06 2:00
114 CHAPTER 5. NUMERICAL EXAMPLESFinite element error estimatesResidual error estimatorWe consider the upper error bound rst and present the values of the error jjju  uhjjj,its estimation R, the approximation error , and the matching function m1(u  uh;Th).Estimate (3.23) states that the corresponding ratio has to be bounded which is conrmedby the values of the last column. The small variation of these ratios yields a comparablequality of the error estimation, as promised by the matching function. Apart from mesh7a, the error is overestimated by m1 p2R + 2 by a factor of 8 : : : 10. The exception forthe coarsest mesh 7a stems from the large approximation error .Additionally, the error decreases with a rate of about N 0:32 which is very close to theoptimal order of N 1=3. Hence the meshes chosen are quasi-optimal (with respect to theconvergence order of the error).jjju  uhjjj R  m1(u  uh;Th) jjju  uhjjjm1 p2R + 2Mesh 7a 0:183E + 1 0:722E + 1 0:108E + 2 1:63 0:086Mesh 7b 0:154E + 1 0:542E + 1 0:109E + 1 2:26 0:123Mesh 7c 0:831E + 0 0:333E + 1 0:335E + 0 2:18 0:114Mesh 7d 0:435E + 0 0:187E + 1 0:995E   1 2:10 0:111Mesh 7e 0:223E + 0 0:991E + 0 0:296E   1 2:06 0:109Mesh 7f 0:113E + 0 0:512E + 0 0:919E   2 2:06 0:108Mesh 7g 0:573E   1 0:260E + 0 0:299E   2 2:06 0:107The lower error bound (3.22) implies that the corresponding ratio is bounded fromabove. The maximal values conrm this prediction. The average value of the ratios shallgive some additional information about their distribution. Finally, the small minimalvalues indicate that the lower error bound is only a one-sided estimate.R;T (uh)jjju  uhjjj!T + TMaximum Average MinimumMesh 7a 0.803 0.585 0.435Mesh 7b 2.679 1.349 0.238Mesh 7c 3.802 1.556 0.239Mesh 7d 4.042 1.632 0.200Mesh 7e 3.929 1.685 0.142Mesh 7f 3.944 1.725 0.052Mesh 7g 3.953 1.742 0.024Local problem error estimatorThe local problem error estimator admits basically the same conclusions as the residualerror estimator (for these meshes). Thus we shorten the explanation and present thecorresponding tables, starting with the upper error bound (3.42). Firstly, the quality ofthe error estimation is almost constant, and the error is overestimated by m1 p2D + 2by a factor of about 2.Secondly, when comparing the residual error estimator R with the local problem errorestimator D, the latter one always gives the more realistic upper bound (i.e. a smaller
5.2. NUMERICAL EXAMPLES 115overestimation).jjju  uhjjj D  m1(u  uh;Th) jjju  uhjjjm1 p2D + 2Mesh 7a 0:183E + 1 0:147E + 1 0:108E + 2 1:63 0:103Mesh 7b 0:154E + 1 0:115E + 1 0:109E + 1 2:26 0:429Mesh 7c 0:831E + 0 0:721E + 0 0:335E + 0 2:18 0:479Mesh 7d 0:435E + 0 0:408E + 0 0:995E   1 2:10 0:494Mesh 7e 0:223E + 0 0:218E + 0 0:296E   1 2:06 0:490Mesh 7f 0:113E + 0 0:114E + 0 0:919E   2 2:06 0:483Mesh 7g 0:573E   1 0:583E   1 0:299E   2 2:06 0:477The lower error bound admits analogous conclusions as the residual error estimator,and the following table is included for completeness. (The Remarks of example 1 maydeepen the understanding.) D;T (uh)jjju  uhjjj!T + TMaximum Average MinimumMesh 7a 0.145 0.132 0.119Mesh 7b 0.697 0.322 0.088Mesh 7c 0.760 0.383 0.047Mesh 7d 0.784 0.409 0.041Mesh 7e 0.791 0.427 0.041Mesh 7f 0.791 0.437 0.019Mesh 7g 0.788 0.442 0.009In Theorem 3.6 on page 61 the equivalence of R and D has been shown. Themaximum of the corresponding ratios has to be bounded from above which is conrmedby the following table.Finally, we present the maximal condition number max of the local problem. Theboundedness of max has been proven by Theorem 3.8 on page 65, and is shown below.Maximum of R;T=D;!T D;T=R;!TMesh 7a 4.233 0.158Mesh 7b 4.246 0.201Mesh 7c 4.199 0.214Mesh 7d 4.220 0.238Mesh 7e 4.083 0.259Mesh 7f 3.979 0.269Mesh 7g 3.925 0.270 maxMesh 7a 13.995Mesh 7b 23.556Mesh 7c 24.183Mesh 7d 24.211Mesh 7e 24.212Three Zienkiewicz-Zhu like error estimatorsThe ratios in the table below suggest that all three error estimators yield an upperbound of the error for our examples. Note, however, that the theory is not wholly un-derstood yet. The error is underestimated in all cases, and Z3 performs best here (theexceptional values of mesh 7a stem from the coarse mesh that implies a dominating ap-proximation term ). Further conclusions are impossible; this would require an extensivecoverage of all relevant situations (in particular of meshes which are not (well) adaptedto an anisotropic solution).
116 CHAPTER 5. NUMERICAL EXAMPLESkr(u  uh)kq2Z1 + 2 kr(u  uh)kq2Z2 + 2 kr(u  uh)kq2Z3 + 2Mesh 7a 0.169 0.169 0.169Mesh 7b 1.371 1.357 1.296Mesh 7c 1.809 1.756 1.135Mesh 7d 2.230 2.114 1.191Mesh 7e 2.470 2.298 1.214Mesh 7f 2.605 2.382 1.220Mesh 7g 2.677 2.419 1.218L2 residual error estimatorSince the domain 
 is not convex, this example is not covered by the L2 error es-timation theory. Even so it is interesting to observe the L2 error estimator for such a(practically relevant) problem.First we investigate the upper bound (3.59). The matching function m2(vD;Th) isneither known nor evaluated or approximated. Nevertheless we expect m2 to be quitesmall (analogously to m1) since the meshes are adapted to the anisotropic solution u.The last column indicates that the error ku uhk is overestimated byq2L2;R + 2L2 bya factor of about 8 (apart from the coarsest mesh). The quality of the error estimation iscomparable for all meshes.The second column yields a convergence rate of about N 0:64 for the error in the L2norm. This is very close to the optimal rate of N 2=3 which further strengthens that thesemeshes are quasi-optimal.ku  uhk L2;R L2 ku  uhk.q2L2;R + 2L2Mesh 7a 0:359E + 0 0:485E + 1 0:732E + 1 0:041Mesh 7b 0:248E + 0 0:215E + 1 0:448E + 0 0:113Mesh 7c 0:792E   1 0:654E + 0 0:672E   1 0:120Mesh 7d 0:230E   1 0:184E + 0 0:100E   1 0:124Mesh 7e 0:625E   2 0:486E   1 0:149E   2 0:129Mesh 7f 0:165E   2 0:124E   1 0:232E   3 0:133Mesh 7g 0:431E   3 0:314E   2 0:378E   4 0:137Finally, the lower error bound (3.58) yields the following values from which similarconclusions as in example 1 can be drawn. L2;R;T (uh)ku  uhk!T + L2;TMaximum Average MinimumMesh 7a 0.832 0.605 0.440Mesh 7b 9.097 2.459 0.121Mesh 7c 19.171 2.886 0.056Mesh 7d 23.223 3.020 0.043Mesh 7e 28.130 3.049 0.022Mesh 7f 29.431 3.080 0.006Mesh 7g 29.659 3.019 0.002
5.3. CONCLUSIONS 1175.3 ConclusionsBefore summarizing the numerical results, recall that examples 1 and 4 have utilizedmeshes which were adapted to the anisotropic solution (
  R2 and 
  R3). In contrast,examples 2 and 3 featured meshes which were not adapted to the solution (e.g. becauseof a dierent stretching direction, or since the aspect ratio has been too large).The matching function m1Firstly, let us consider the size of m1(u uh;Th). When using adapted meshes (examples1 and 4) then m1 is quite small and mostly in the range of 1:5 : : : 3. This promises usefuland reliable estimates. For misadapted meshes m1 can still be small (example 3) but itcan also become large (example 2). In the latter case one can expect the quality of certainestimates to deteriorate.Secondly the approximation mR1 of m1 by means of a simple gradient recovery hasbeen investigated. Despite the simple (and not theoretically proven) principle we alwaysobtained fairly good approximations mR1  m1, with a deviation of mostly (much) lessthan 30%. We consider this as quite good and promising, in particular since this seemsto hold for both, adapted and misadapted meshes.Interpolation error estimatesExamples 1 and 2 show the anticipated theoretical behaviour. Additionally the valuesof experiment 2 suggest numerically that the factor m1(v;Th) is indeed necessary forestimate (3.12) to hold. This coincides with the analytical result of Remark 3.3 on page 44.Residual error estimator RWe rstly consider the upper error bound (3.23). In all examples the correspondingratio has been bounded from above which is in accordance with the theory. The globalerror is always overestimated by m1(u   uh;Th) p2R + 2 . For adapted meshes, thisoverestimation is in the range of about 7 : : : 11. For misadapted meshes the overestimationcan be similar (example 2), or it can become large and unsatisfactory (example 3).Secondly, example 2 indicates that an upper error bound without m1(u uh;Th) doesnot hold.Lastly, all experiments show that the local lower error bound holds unconditionally,and that it is a one-sided estimate indeed.Local problem error estimator DOn the qualitative side exactly the same conclusions can be drawn as for the residual errorestimator R. Quantitatively there is still an overestimation of the error by m1 p2D + 2but this overestimation is always smaller than for R. Hence the local problem errorestimation performs better than the residual error estimator.The lower error bound holds here with a factor 1 which is in accordance with thetheoretical prediction.The equivalence of R and D (cf. Theorem 3.6 on page 61) can be seen in example 4.Finally, the same example exhibits the bounded condition number  of the local problems.
118 CHAPTER 5. NUMERICAL EXAMPLESThree Zienkiewicz-Zhu like error estimatorsThe three estimators Z1; Z2 ; Z3 were tested in example 4. All of them seem to yield anupper bound of the error. Further conclusions require an extensive numerical investigationand are thus not possible (and intended) here.L2 error estimatorThe upper bound (3.59) contains the matching function m2(vD;Th). Since m2 is notknown we had to proceed without it.When using adapted meshes (examples 1 and 4) then the corresponding ratio ku  uhk=q2L2;R + 2L2 is bounded. The error is overestimated by a factor of about 2 : : : 10.Hence the L2 error estimate seems to be less reliable than the residual error estimatorfor the energy norm, for example. Furthermore we conjecture that an adapted meshresults in a relatively small matching function m2 which yields at least acceptable L2error estimates.The misadapted meshes of example 3 perform similar to the adapted meshes whereasin example 2 the estimate seems to be unreliable because of the much greater ratio.All numerical experiments display an unconditional lower error bound which coincideswith the theory.Finally, we observe that generally the L2 error estimation (lower and upper bound)seems to be less reliable than the error estimation in the energy norm.
SummaryThis work has been aiming at a posteriori error estimators suitable for anisotropic tetra-hedral or triangular grids, respectively.Chapter 1 has given a brief introduction to that topic. In chapter 2 the notation hasbeen introduced, and some basic tools have been derived. Amongst them, the transfor-mation technique (here with two dierent transformations) is particularly important.Chapter 3 has been devoted to the Poisson equation which serves as model problem.There we have studied the eects and diculties of error estimation that arise from ananisotropic mesh. The main results are as follows.A residual error estimator and a local problem error estimator have been derived.Upper and lower bounds are proven for the error in the energy norm. Both estimatorsare suitable for three kinds of boundary conditions. As a by-product, Robin boundaryconditions can now be treated. As far as we know, this result is new also for isotropicmeshes.Three dierent Zienkiewicz-Zhu like error estimators have been proposed. One of themis shown to be equivalent to a modied residual error estimator. An L2 error estimatorand corresponding upper and lower error bounds in the L2 norm have been presented.It turns out that an eective error estimation requires an anisotropic mesh that cor-responds (in some sense) with the anisotropic function under consideration. To mea-sure this correspondence, a so-called matching function has been introduced. Comparingwith isotropic error estimation, this feature is new, and it seems to reect the nature ofanisotropic error estimators.In chapter 4 a singularly perturbed reaction-diusion equation has been considered.Its solution can partially display the typical behaviour of real-world problems, but at thesame time we are still able to analyse this model problem. A residual error estimator hasbeen derived, and upper and lower bounds error bounds are proven for the energy norm.The numerical experiments have been described in chapter 5. The dierent error esti-mators and related aspects have been investigated on numerous examples. They demon-strate that reliable and ecient error estimation is possible. Additionally it has beenshown that error estimation can be parallelized eectively.Final Remarks and some open problemsThe present state of research suggests that the following topics could be investigated inthe future, or that they could enhance the understanding of anisotropic error estimation.1. Other techniques may be suitable for anisotropic error estimation. For example,a superconvergence analysis for anisotropic meshes is certainly of interest. This119
120 CHAPTER 5. NUMERICAL EXAMPLEScould contribute to an extension of the `superconvergent patch recovery' [67] to ourmeshes.2. Error estimators based on the `complementary energy principle' (see e.g. [1]) couldpossibly yield upper bounds on the error with a constant 1.3. Anisotropic error estimation should be extended to further problem classes. Theapplication to real-world problems is certainly a great challenge.4. Error estimators should be incorporated into a fully adaptive strategy. Hence theextraction of mesh information as well as the subsequent mesh renement has to bestudied more thoroughly.
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ThesesA posteriori error estimation foranisotropic tetrahedral and triangular nite element meshesDipl.-Math. Gerd KunertChemnitz University of Technology, Faculty of Mathematics1. When boundary value problems are solved by the nite element method, one com-monly utilizes so-called isotropic meshes (i.e. where the ratio of the diameters of thecircumscribed and inscribed sphere is bounded for each element). Some problems,however, yield anisotropic solutions, e.g. solutions with interior or boundary layers.Then anisotropic meshes (i.e. meshes with stretched elements) can be advantageousto reduce the computational eort substantially.For several reasons a posteriori nite element error estimators are sought, e.g. inorder to measure the quality of an approximate solution, or to design adaptivesolution algorithms. Such error estimators are partly well understood (and proofsare available) for isotropic meshes and for dierent problem classes (see e.g. theoverview work of Verfurth 1996 or Ainsworth/Oden 1997). A stringent theoreticalfoundation for anisotropic meshes is still at the beginning. First ideas go back toSiebert 1996 who considered rectangular or cuboidal anisotropic meshes.Our theory is devoted to a posteriori error estimation for anisotropic tetrahedral ortriangular nite element meshes. Such meshes oer a greater geometrical exibility.We treat the Poisson equation and a singularly perturbed reaction-diusion equationas model problems, and derive several error estimators.To facilitate the notation, let u and uh be the exact and the approximate solutionof the boundary value problem, respectively. Denote a nite element mesh by Th.2. We derive interpolation error estimates for anisotropic meshes. They form an im-portant tool for anisotropic nite element error estimation.3. For the Poisson equation we introduce a so-called residual error estimator. Weprove that this estimator bounds the energy norm jjju  uhjjj of the error globallyfrom above and locally from below, respectively. Our estimator is an improvementto Siebert's one because one of his assumptions can be omitted.4. For the Poisson equation an error estimator based on a local problem is dened.This local problem error estimator is proven to be equivalent to the residual er-ror estimator. Hence the local problem error estimator bounds the energy normjjju  uhjjj of the error globally from above and locally from below, respectively. Thelocal problem to be solved is well conditioned.5. We introduce an error estimator that utilizes an averaged (recovered) gradient. Suchestimators are known as Zienkiewicz-Zhu like error estimators. For the special caseof tensor product type tetrahedral meshes the equivalence of this Zienkiewicz-Zhulike error estimators with a modied residual error estimator is proven.Two further Zienkiewicz-Zhu like error estimators are introduced and motivated.The promising results of the numerical examples justify further investigations.
6. For the Poisson equation an L2 residual error estimator is proposed. We present aproof that this estimator bounds the L2 norm ku   uhk of the error globally fromabove and locally from below, respectively. Special anisotropic L2 bubble functionsare introduced and their inverse inequalities are proven.7. We consider the singularly perturbed reaction-diusion equation  "u + u = fand derive a corresponding residual error estimator. It is shown that this estimatorbounds the energy norm jjju  uhjjj of the error globally from above and locallyfrom below, respectively. These estimates are uniform in " (i.e. the constants areindependent of ").8. For the aforementioned error estimators it is important whether an anisotropic meshTh is `adapted' (in some sense) to the anisotropic solution. In order to measure thisadaption a so-called `matching function' m1(  ;Th) is dened. This matching func-tion enters the interpolation error estimates as well as the upper bound of mosterror estimators. Analytical examples prove (and numerical examples strongly sug-gest) that this matching function m1 is necessary, i.e. the corresponding inequalitieswithout m1 do not hold.The upper bound of most error estimates contains the factor m1(u   uh;Th). Thismatching function depends on the (unknown) solution u, and thus we can not com-pute or evaluate it. Hence an approximation mR1 of this matching function m1 isintroduced. The numerical examples show that mR1 approximates m1 quite well.9. Our theory of error estimation does not require a maximum angle condition on theelements.10. We include three types of boundary conditions, namely Dirichlet, Neumann andRobin boundary conditions.For isotropic meshes Robin boundary conditions have not been considered yet ina posteriori error estimation, as far as we know. We lled this gap and incorpo-rated Robin boundary conditions such that isotropic and anisotropic meshes canbe treated. The error estimates are uniform with respect to the parameters of theRobin boundary condition.11. Numerous examples are investigated. The results of these numerical experimentsare in accordance with our theory. The estimators yield useful and reliable errorbounds not only in an asymptotic sense but also for meshes with a moderate numberof elements.12. Our work answers several important questions of the theory of a posteriori errorestimation on anisotropic tetrahedral (or triangular) meshes. Further fruitful eldsof investigation could include the development of a fully adaptive strategy, dierent problem classes and dierential equations (e.g. reaction-diusion-con-vection equations), other error estimators (e.g. based on the `superconvergent patch recovery' ofZienkiewicz-Zhu 1992, or on the `complementary energy principle', cf. Ains-worth/Oden 1997).
