We propose a new algorithm for fast multiplication of large integers having a precision of 2 k computer words, where k is an integer. The algorithm is derived from the Karatsuba-Ofman Algorithm and has the same asymptotic complexity. However, the running time of the new algorithm is slightly better, and it makes one third as many recursive calls.
Introduction
Multi-precision integer arithmetic is used in many applications, including cryptography. Efficient software implementations of multi-precision operations are nededed for several public-key cryptographic systems, for example, RSA, Diffie-Hellman, and Elliptic Curve Digital Signature Algorithms [10, 2, 4, 9] . Among the arithmetic operations, the multi-precision multiplication is one of the most time consuming operations with its O(n 2 ) complexity. The Karatsuba-Ofman Algorithm (KOA) is a fast multiplication algorithm for multi-precision numbers with O(n 1.58 ) asymptotic complexity [5, 6, 7] . We modify this algorithm and obtain a less recursive algorithm. However, our algorithm works only if the operand size is a power of two in computer words, bytes, digits, etc. In this paper, we describe KOA, the new algorithm, and give their analyses. The detailed proofs of the analyses are omitted in this paper for brevity, and can be found in [3] . We also give an example of multiplication using the new algorithm and the results of our implementations comparing KOA and the new algorithm.
Multi-Precision Numbers and Operations
In this paper, the variables in bold face denote multiprecision numbers. Let a be an n-digit number represented in base z. We denote the digits of a from the most signifi- We use the following operations on multi-digit numbers:
• The addition or subtraction of two n-digit numbers produces another n-digit number and an extra bit. This extra bit is a carry bit for addition or a borrow (sign) bit for subtraction. Multi-precision addition and subtraction are relatively easy operations. For further details and implementation, refer to [6, 8] .
• Because z = 2 w , multiplying a number with z i is equivalent to shifting the words in its array representation by i positions. The jth word becomes the (i+ j)th word and the 0th through (i−1)th words are filled with zeros.
• We can assign a value to the subarray of a number. We can also define more complex operations for multidigit numbers using our notation. For example, the opera-
derived from a and b. It then stores the result in t l [k] and the carry bit in c. More explicitly, the following code segment is performed:
The classical multi-precision multiplication algorithm multiplies every digit of a multiplicand by every digit of the multiplier and adds the result to the partial product. It has O(n 2 ) complexity, where n is the operand size (number of digits). KOA is an alternative multi-precision multiplication method [5] . KOA has O(n 1.58 ) complexity and thus it multiplies large numbers faster than the classical method. KOA is a recursive algorithm and follows a divide and conquer strategy.
Let a and b be two n-digit numbers in radix z where n is even. We can split them in two parts as
where
This means a L and b L are the numbers represented by the low order digits (the first n/2 digits), while a H and b H are the numbers represented by the high order digits (the last n/2 digits). We can write t = a · b in terms of the half-sized numbers a L , b L , a H , and b H as
Thus, we can compute the product t from 4 half 
in the above equation and obtain
The equation above shows that only 3 half-sized multiplications are sufficient to compute t instead of 4.
We obtain this decrease in the number of products at the expense of more additions and subtractions. KOA computes a product from 3 half-sized products using Eq. (1). In the same fashion, KOA computes each of these half-sized products from 3 quarter-sized products. This process goes recursively. When the products get very small (for example, when their operands reduce to one digit), the recursion stops and these small products are computed by the classical method.
The following recursive function implements KOA. We assume that the inputs can be split into lower and higher order digits evenly in each recursion. As a consequence, the input size n is required to be a power of two. Of course, one can also write a general KOA function which splits its inputs approximately when the input size is an odd number.
function: KOA(a, b : n-word number; n : integer) 
Step 3:
Step 4: a H := a n/2 [n/2]
Step 5:
Step 6:
Step 9:
Step 10: mid := KOA (a M , b M , n/2) /*** Combine the subproducts ***/
Step 11:
Step 12: return t
In
Step 1, we check if n = 1. If the input operands are 1-digit, we multiply the inputs and return the result. If not, we continue with the remaining steps. In Steps 2 through 5, (n/2)-digit numbers a L , b L , a H and b H are generated from the lower and higher order digits of the inputs. In Steps 6 and 7, we obtain a M , b M , s a and s b using the subtraction operations as described below
The terms a M , b M , s a and s b are the magnitudes and the signs of the results of the subtractions in Steps 6 and 7. Clearly, a M and b M are n/2 digits as a L , b L , a H and b H . In Steps 8, 9 and 10, we multiply these n/2-digit numbers by recursive calls. Here we have
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The last subsitution is due to the fact that
Efficient Implementation of KOA
In the previous section, we presented a naive implementation of KOA in order to illustrate the algorithm. Here, we present an efficient implementation of KOA which is more suitable for computer arithmetic.
n-digit number /*** When the input size is one digit ***/ Step 1:
if n = 1 then return t := a · b /*** Generate 3 pairs of half-sized numbers ***/ Step 2:
Step 4:
/*** Multiply the half-sized numbers ***/ Step 8:
Step 12: return t This new implementation first differs from the previous one in Steps 8 and 9. The product a L b L and a H b H are respectively stored into the lower and the higher halves of t, i.e., t n [0] and t n [n], instead of usingthe variables low and high. It is clear that Steps 8 and 9 give
The result above is a part of the computation performed in
Step 11. Thus, with the help of Steps 8 and 9, we save some storage space in
Step 11, since we do not use the variables low and high.
Step 11 is accomplished in three substeps. We compute
Step 11a. We store the result into n-digit variable mid and 1-bit carry into c. For this computation, we add t 
Complexity of KOA
KOA function contains several multi-digit additions and subtractions. The operands of these operations need to be read from the memory and their results need to be written back to the memory. We take the memory read and write operations into account in addition to the arithmetic operations. An n-digit addition or subtraction requires 2n-digit memory read and n-digit memory write operations. Table 1 gives the number of arithmetic and read/write operations in KOA function.
Steps
Operation Read Write 6, 7 n 2n n 8, 9, 10 recursions 11a 2n 4n 2n 11b n 2n n Total 4n 8n 4n Table 1 . The complexity of KOA with n > 1.
We do not perform any computations in Steps 2 through 5, because a L , a H , b L and b H are just the copies of the lower and higher halves of the inputs. In practice, we can avoid the copy operations by using pointers for the lower and higher halves of the inputs.
Also, we view Step 11c as a single digit addition and neglect its cost. This is because we assume that the addition of a multi-digit number with a carry only affects the least significant digit of the number and does not cause a carry propagation through the higher order digits. We can justify this assumption in software implementations where a digit is usually stored into a 32-bit word, i.e., the base z = 2 32 . Adding a carry to a digit produces another carry with 1/z = 2 −32 probability. 
The solution if this recurrence is the asympotic complexity T (n) = O(n 1.58 ), see, for example, [1] . We are also interested in computing the total number of recursive calls made in KOA. Let R(n) denote the number of recursive calls with input size n = 2 k , where k is an integer. The initial call makes 3 recursive calls with n/2-digit inputs. These 3 recursive calls each leads to R(n/2) recursions. Thus, we have the recursion
Taking R(1) = 1, we find the solution of this recursion easily as
New Algorithm KOA2
k In this section, we present a new algorithm derived from KOA to multiply numbers of size a power of two in digits. We name this algorithm as KOA2 k due to the restriction in its input size. Let a and b be the input operands to be multiplied.
Let a and b be two n-digit numbers, and k be a positive integer such that 2 k divides n. We define
are all defined. The last term sumP 0 is the most important one, since
The goal of KOA2 k is to find sumP 0 which is equal to the product a · b. The outline of KOA2 k is given below.
• Restrict the operand size n to a power of 2. The recursion depth is log 2 n. Furthermore, sumP k is defined for all recursion levels k from 0 to log 2 n.
• Compute sumP log 2 n in terms of the operands. We show how to accomplish this step in Proposition 1.
• Compute sumP k−1 from sumP k iteratively to obtain sumP 0 , which is the final result. We give the iteration relation in Proposition 2
• During the computations, the term sumP k needs to be stored. The size of this multi-digit number is given in Proposition 3.
We now give 3 propositions whose proofs are given in [3] .
Proposition 1 Let a and b be two n-digit numbers where n = 2 k0 for some integer k 0 . We have
2 Proposition 2 Let a and b be two n-digit numbers such that 2 k divides n for some integer k ≥ 0. Then, the term sumP k−1 is related to sumP k in the following way:
where m = n/2 k and
2 Proposition 3 Let a and b be two n-digit numbers such that 2 k divides n for some integer k ≥ 0. Then, the term sumP k is of n + m words where m = n/2 k . 2
The discussion suggests a new algorithm in which the input size n must be a power of two. The algorithm computes t = sumP k iteratively, until t = sumP 0 is obtained. Step 3:
Step 8: return t
Efficient Implementation of KOA2 k
In the previous section, we presented a naive implementation of KOA2 k in order to illustrate its properties. In this section, we present an efficient implementation which is more suitable for computer arithmetic. The algorithm computes sumP k and stores it into the digits of t from t[α] to Step 2b: t[α] := S for i = 1 to n − 1 Step 2c:
Step 7a:
Step 7b:
propagate(t[α + 2im + 2m], c) else
Step 7c:
Step 7d:
In
Step 1, we multiply the inputs and return the result if n = 1. Otherwise, we continue with the remaining steps. The steps in this new implementation correspond to the steps in the previous implementation, however, they are divided into substeps. In Step 2, we compute
The result is stored into the digits of t from In Steps 3 to 7, we obtain sumP k−1 from sumP k . These steps are in a loop running from k = log 2 n to k = 1. The function propagate(t[k], c) adds (subtracts) a carry (borrow) to (from) the kth digit of t and propagates it through the higher order digits.
Complexity of KOA2
k A detailed (step by step) complexity analysis of KOA2 k function is performed in [3] , and the results are summarized in Table 2 below. We neglect the cost of addition with a single carry and subtraction with a single borrow. Thus, Steps 3c, 7b and 7d do not take place in Table 2 .
Steps Operation Read Write
n log 2 n 2n log 2 n n log 2 n 4 n 2 log 2 n n log 2 n n 2 log 2 n 5 n 2 log 2 n n log 2 n n 2 log 2 n 6 recursions 7a,7c n log 2 n 2n log 2 n n log 2 n Total nT (1) + 12n log 2 n + 5n − 5 We have m = n/2 k assignments in a loop iterating from k = log 2 n to 1 in Step 3a. This makes a total of log 2 n k=1 (n/2 k ) = n − 1 assignments. We also add the ndigit numbers in the same loop in Step 3b, which costs a total of n log 2 n additions.
Steps 4 to 7 are in two loops. The outer loop iterates log 2 n times while the inner loop iterates 2 k−1 times. Steps 4 and 5 perform operations on m-digit numbers. Thus, m2 k−1 log 2 n = (n/2) log 2 n operations are needed to perform in Steps 4 and 5 each.
Step 7 performs operations on 2m-digit numbers. Thus, we perform 2m2 k−1 log 2 n = n log 2 n operations in Step 7.
Step 6 makes a recursive call with m-digit input and is embedded in two loops: The inner loop iterates 2 k−1 times, while the outer loop iterates from k = log 2 n to 1. Therefore, the the complexity of KOA2 k function, denoted as T (n), can be given as
where T otal(n) is the number operations, reads and writes given in the last row of Table 2 , which is equal to T otal(n) = nT (1) + 12n log 2 n + 5n − 5 .
As shown in [3] , the above recursion can be simplified as T (n) = 3T (n/2) + 12n + 5 .
This recurrence is similar to the recurrence in Eq. (2). The asympotic complexity of KOA2 k is also O(n 1.58 ) as KOA. However, since 12n + 5 < 16n for n > 2, the running time of KOA2 k is better than KOA, i.e., the constant in front of the order is smaller.
Similarly, we compute the number of recursive calls made by KOA2 k . It makes 2 k−1 recursive calls with mdigit inputs in a loop iterating from k = log 2 n to 1 in Step 6. Thus, we have the following recurrence:
where n ≥ 1 and R(1) = 0. It turns out that this recursion can also be simplified as
as shown in [3] . The solution of this recurrence is given as
In § 5, we found the total number of recursive calls in KOA function as R(n) = 3(3 k − 1)/2. We conclude that KOA2 k makes one third as many recursive calls as KOA, as we have claimed.
A Multiplication Example by KOA2
k We will multiply the hexadecimal numbers a = F 3D1 and b = 6CA3 using KOA2
k . The operand size and the base is given as n = 4 and z = 16. Let a[i] and b[i] denote the ith digits of a and b, respectively.
Step 1: Since n > 1, we continue with the remaining steps.
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