The present work describes the development of a complete theoretical framework of wave propagation in cylindrical waveguides possessing microstructure. In parallel, a thorough investigation of the full 3-D model of wave propagation in cylinders is presented. The first step is the spectral decomposition of the boundary value problem emerging via wave propagation analysis. The spectral representation of the specific gradient elasticity problem reflects the ability to construct all the possible propagating modes in cylindrical geometry. Several byproducts arise along the present work, which constitute generalizations of well known important features of classical elasticity and are indispensable for modeling the gradient elasticity problem. We note the construction of the set of dyadic Navier eigenfunctions which constitute the generalization of the Navier eigenvectors. The restriction of the Navier eigendyadics on cylindrical surfaces gives birth to the dyadic cylindrical harmonics, which constitute the generalization of the well known vector harmonics. This set is also a basis in the sense that the trace of every dyadic field on a cylindrical surface can be represented as a countable superposition of dyadic cylindrical harmonics. The method aims at providing the necessary theoretical establishment for the determination of the dispersion curves emerging in cortical bones.
Introduction
The classical theory of elasticity is insufficient to describe the mechanical behavior of linear elastic materials when these materials exhibit a specific type of microstructure. Liquid crystals, porous media, granular materials, polymers, solids with micro cracks, dislocations and disclinations are illustrative cases where the use of micro continuum field theories is necessary to provide appropriate solutions.
The necessity of utilization of the so called micro-continuum theories is clarified when we encounter the notion of length and time scale characterizing wave fields participating in physical processes within materials with micro-structure. For example, in [1] the authors investigate the propagation and scattering of elastic plane waves by spherical inclusions with micro-structure, revealing the necessity to develop enhanced elastic theories when the characteristic wave-length λ of the exciting incident field is comparable to some internal characteristic length l of the medium. In that case the response of every sub-continuum region to the external stimulus obtains an individual role, rendering unsuccessfull the axiom of locality. As an example, the classical theory of elasticity is well known to predict two non dispersive waves (the longitudinal and the transverse one) whose short wavelength behavior departs essentially from experimental observations. To take into consideration the non locality of the involved elastic fields, several approaches have been followed modeling the microstructural effects in a macroscopic manner by introducing higher-order strain gradient, micropolar and couple stress theories. We note here the principal contributions of Mindlin and co-workers [2] , [3] , [4] , Aifantis and co-workers [5] , [6] , [7] , [8] and Vardoulakis and co-workers [9] , [10] in connection with the higher-order strain theories. In addition one may pay attention to the contribution of Eringen and co-workers [11] , [12] and [13] pertaining to the micropolar theories, as well as [14] , [15] , [16] and [17] in connection with the couple-stress theories.
The implication of non classical theories in dynamic problems involving wave propagation in beams and half-space has proved very promising [18] , [19] , [20] by eliminating singularities or discontinuities of classical theory and capturing the expected size effects and wave dispersion in cases where this was not possible by classical elasticity methods. Especially the propagation of guided elastic waves inside "guiding" elastic structures characterized by co-existence of several spatial scales is a physical problem of great significance from the theoretical and applications point of view. Several multiple scattering phenomena arise generated by the internal micro-components of the structure in conjunction with the physical boundaries of the waveguide. Special study of elastic wave propagation incorporating enhanced theories is attributed to Georgiadis and his co-authors [21] , [22] .
From the application point of view, the investigation of guided waves in elastic structures mimicking -although via a simple primitive 2-D model -the cortical bones, have attracted the interest of the authors in [23] and [24] , where it has been shown that gradient elasticity can provide supplementary information to better understand guided waves in porous media physically mimicking the bone structure. These works have been suggested as alternative approaches to a series of primitive studies ( [25] , [26] , [27] ) aiming at investigating non destructive monitoring of biomedical systems within the framework of classical elastic wave propagation. Thus the new approach revealed the importance of taking into account the inner microstructure of the underlying physical systems.
In this work, there are two motives: the first one is to develop the complete theoretical framework of wave propagation in cylindrical waveguides possessing microstructure and the second one is the thorough investigation of the full 3-D model of wave propagation in cylinders mimicking long bones through the use of appropriate geometry and microstructural parameters. In Section 2 we give the connection of gradient elasticity with cortical bone. As far as the first aim is concerned, we construct in Section 3 all the necessary theoretical tools, very reminiscent of the notions introduced in [1] , in order to obtain the spectral decomposition of the boundary value problem emerging via wave propagation analysis. The spectral representation of the specific gradient elasticity problem reflects the ability to construct all the possible propagating modes in cylindrical geometry. Several byproducts arise along the present work, which constitute generalizations of well known important features of classical elasticity and are indispensable for modeling the gradient elasticity problem. We note first that we follow the very efficient dyadic formulation, conceived in [28] for practical rather than physical reasons as already revealed in [1] . We focus also on the construction of the set of dyadic Navier eigenfunctions which constitutes the generalization of the Navier eigenvectors. This set is important since every interior or exterior (radiating or attenuated) dyadic field of gradient elasticity can be expressed as a countable expansion in terms of the elements of this set. This fact is a fruitful spectral representation of solutions of the dynamic equation of gradient elasticity in cylindrical coordinates. It is important to note that the restriction of the Navier eigendyadics on cylindrical surfaces gives birth to the dyadic cylindrical harmonics, which constitute the generalization of the well known vector entities. This set is also a basis in the sense that the trace of every dyadic field on a cylindrical surface can be represented as a countable superposition of dyadic cylindrical harmonics.
In Section 4, we exploit the already constructed spectral representation to solve the problem of wave propagation. More precisely, we force this representation to satisfy the free boundary conditions on the surface of the waveguide. The resulting boundary conditions on the cylindrical surface are functionally "projected" on the basis of the dyadic cylindrical harmonics and this process in conjunction with the already constructed -in Section 2-orthogonality properties of the harmonics basis separates the infinite spectral representation and leads to several linear finite algebraic systems. These systems involve as unknowns the wave spectral representation coefficients and are homogeneous due to the free boundary conditions. Thus the determinants of these systems vanish giving birth to the construction of the dispersion relations along with the propagating modes within the waveguide. These dispersion relations turn out to be very complicated functions involving several constitutive parameters, and interrelate the frequency ω with the axial wave number p. In particular, the dependence of the dispersion relation on p is tremendously involved and highly non linear. Thus the application of the present mathematical methodology to the determination of the dispersion curves corresponding to the propagating modes inside long cylinders -simulating cortical bones -requires a thorough multi-parametric analysis w.r.t several physical and geometrical features of the problem. This last task can not be a part of the present work, is independent, consists of a very demanding numerical implementation involving consecutive computer experiments and constitutes the target of work under preparation.
Gradient elasticity and cortical bone
In recent years, gradient elastic theory has gained significant interest in deriving analytical and numerical solutions of ultrasound propagation through cortical bone [23] , [24] . Although classical elastic theory has been extensively used in bone studies it cannot provide a complete description of dynamic mechanical behavior since it is associated with concepts of homogeneity and locality of stresses. However, experimental observations have shown that in heterogeneous materials with dimensions comparable to the length scale of the microstructure, microstructural effects become important. In addition, the state of stress has to be theoretically defined in a non-local manner.
Bones microstructural effects can be successfully modeled in a macroscopic framework by employing enhanced elastic theories such as the couple stresses theory proposed by Cosserat brothers [14] and generalized later by Eringen as the micropolar elastic theory [40] , the general higher-order gradient elastic theory proposed by Mindlin [2] , and the non-local theory of elasticity of Eringen [41] .
Furthermore, the versions of Mindlin's general elasticity theory with microstructure (Georgiadis et al. [22] , Tsepoura et al. [18] ) have gained significant interest since all tensors involved are symmetric being thus mathematically simpler and more understandable from a physical point of view. One of the most crucial and difficult issues in the enhanced theories as they apply to real problems is the determination of the internal length scale parameters. Very recently Vavva et al. [24] , exploiting the dipolar gradient elastic theory, derived analytically dispersion curves of guided waves propagating in a two dimensional and free of stress gradient elastic plate mimicking the cortical bone. The two lengthscale parameters introduced in the considered dipolar gradient elastic theory were taken empirically to be about the size of an osteon. It was demonstrated in [24] that when the elastic constants have different values, microstructure plays a significant role in the propagation of the bulk longitudinal and shear waves by inducing material and geometrical dispersion. It was also shown that the insertion of the microstructural characteristics into the stress analysis gives rise to major changes in the dispersion of the guided modes predicted by the classical Lamb wave theory. This work was further extended by Papacharalampopoulos et al. [38] by introducing four microstructural parameters in order to have a more realistic modeling of cortical bone, since different intrinsic parameters for shear and longitudinal waves are necessary. More specifically Pacacharalambopoulos et al. [38] provide in Section IVa a clear and thorough connection between the bone elastic and material parameters and the internal length scale parameters used in Mindlin's Form II gradient elastic theory.
Nevertheless, in the aforementioned studies cortical bone was modeled as a two dimensional elastic plate. However Protopappas et al. [39] by using the classical theory of elasticity have shown that the cylindrical geometry of bone significantly affects the propagation of the higher order guided modes. To this end, the present study could be regarded as a step towards realistic modeling of the wave propagation in cortical bone exhibiting microstructure since for the first time the gradient theory of elasticity incorporating the full set of microstructural length scale parameters is used to model analytically guided wave propagation in three dimensional cylindrical geometry.
Gradient elasticity in cylindrical geometry
Mindlin in [2] suggested several forms concerning the variation of energy with strains and microstructural variables in materials with gradient features. The most appropriate form in elastic propagation in the framework of the long-wave length approximation, turns out to be form II of Mindlin [2] according to which the variation of the energy (potential energy per unit-macrovolume) becomes (see [1] ) (using Einstein's summation convention)
where ǫ ij is the usual strain (now the macro-strain), τ ij the "macroscopic" Cauchy stress, µ ijk the double stress tensor and κ ijk ≡ ∂ i ǫ jk is the gradient of the macro-stress tensor.
It is preferable to work with dyadic displacements [28] since it helps in incorporating uniformly all possible polarizations and in building a framework suitable to study Green's functions as well. We introduce thus the dyadic displacement field u = u l x l where u l = u jl x j are the cartesian vector components. The macro-strain tensor e =
213 is now a triadic [1] and so is the Cauchy stress tensor τ . The superscript (213) stands for a specific permutation of the components of the triadic to which it refers. For example ( x i x j x k ) 213 = x j x i x k . Relevant symbolism is valid for higher order dyads. The gradient of the strain (∇ e) becomes now a tensor of fourth order and this property is inherited to the double stress tetradic: µ = µ ijkl x i x j x k x l . The constitutive relations connecting strains and stresses are given in [2] and reflect the simplest possible assumption of a homogeneous, isotropic, quadratic (in terms of its arguments) energy density. More precisely, we express the Cauchy and double stresses as follows
and
where
. The parameters λ mac , µ mac are the Lame constants of the macroscopic elastic material, while a i , i = 1, ..5, g i , i = 1, 2 and b i , i = 1, 2, 3 are constitutive parameters due exclusively to the presence of the microstructure. These internal length scale parameters are correlated to the bone microstructure. Their determination is one of the most demanding issues of relevant experiments. However we mention here corresponding works [38] , [42] in which these coefficients or rather the produced parameters h 1 , h 2 , g 1 , g 2 appeared later in the governing law (15) , are expressed explicitly in terms of the structure of the cortical bone.
The variation of the potential energy U V stored in region every region V of the material is given by the formula
where the dots represent tensor contractions. The differential equations along with the accompanying boundary conditions on the surface S confining region V for the dynamic gradient elasticity problem are produced via the application of Hamilton's principle
In the previous relation K V is the total kinetic energy of the medium occupying the volume V , while δW V is the variation of the work done by external forces expressed as [2] , [4] 
where f denotes body forces, P surface tractions and R stands for surface double stresses. Starting with Eq.(4), using Eqs. (5, 6) , adopting a suitable form for the kinetic energy and exploiting the calculus of variations, we can deduce the governing differential equations along with the accompanying boundary conditions. There are several models for the kinetic energy depending on the nature of the microstructure. Following here the approach of Mindlin, where there exists a not negligible contribution to the macro-velocity tensor from the micro-velocity field, which is actually proportional to the macro-velocity gradients, we infer that the differential equation of the gradient elasticity problem is
where ρ ′ stands for the mass of micro-material per unit macro-volume, ρ is the macroscopic mass density and D is a specific tensor of fourth order depending on the physical and geometrical parameters of the microstructure. Its specific form can be found in references [1] (Eqs. (20, 21) ) or [2] (Eq. (9.27)) .
The corresponding boundary conditions are the following (where we recognize the surface gradient ∇ S ) i) classical BC's
and/or u (r) = u 0 , r ∈ S.
ii) non classical BC's
and/or ∂ u ∂n
The fields P 0 , u 0 , R 0 and q 0 denote prescribed values. The contribution s = −∇ · µ to the classical stress tensor in Eq. (7), is given by
We express the inertia term ∇ · ρ ′ D :
while the surface contribution n · ρ ′ D :
where the involved parameters ξ 1 and ξ 2 are given by
We consider the case of time harmonic waves with frequency ω traveling with time dependence: exp (−iωt) . Every elastic field in the sequel denotes the time-reduced part of the corresponding total field. To solve Eq. (15), we start with the general representation for an arbitrary dyadic field u ( [36] )
with a general scalar field φ, a free divergence vector field A and a dyadic field G. We substitute the expansion (17) in Eq. (15) and separate the corresponding terms based on properties of solenoidal and irrotational fields. Following the same theoretical process as in [1] , we find that the first part of this decomposition is contained in the large set
while the second part is characterized as
. To introduce some necessary terminology, we define here the Navier eigenvectors L, M, N, which expressed in cylindrical coordinates r, φ, z, have the form (consult [29] for some diversification w.r.t the spherical geometry)
is the general separable solution of Helmholtz equation corresponding to wave number k with k 2 − p 2 = ξ 2 . As a matter of fact S l m stands for the cylindrical Bessel (Newmann) functions of order m for l = 1(l = 2), or alternatively for the Hankel functions (l = 3, 4). Furthermore Φ m (φ) = exp(imφ) and Z(z; p) = exp(ipz). Several cases emerge concerning the behavior of these eigensolutions in r and z directions. The crucial relation is k 2 = ξ 2 + p 2 , which divides the (square of the) wave number k 2 into the polar plus the axial portion and creates many possibilities for propagating or attenuated waves. Remark that the elements of the sets (18), (21) with i = 2 correspond to negative k 2 , i.e. to imaginary wave number k, which is reasonable in the framework of gradient elasticity.
The third term of the decomposition (17) can be constructed exactly as in [1] and is characterized as follows:
with
Remark again that k 4 is imaginary. The multiplicative factor 1/ξ whenever it appears functions as a scaling parameter, conserving the non-dimensional structure (w.r.t the polar direction size) of the basis functions.
Via the Eqs. (17, 18, 21) and Eq. (25), we have determined the fundamental eigendyadics constituting the structural solutions of the dynamic gradient elasticity. For every specific azimouthal integer m, every generic complex zwavenumber p and every concrete frequency ω, we deal with nine dyadic eigensolutions which constitute the analog of the Navier eigenvectors in the dyadic framework. They can thus be called Navier eigendyadics indicating their relevance to the vector case. Every one of these nine eigendyadics corresponds to two possible wavenumbers (one real and one imaginary). The first two parts of Eq.(17) contains irrotational eigendyadics referring to two "longitudinal-type" wave numbers while the third part involves solenoidal eigendyadics characterized by "shear-type" wavenumbers.
It is very important to express these eigensolutions in separable forms of cylindrical coordinates. This is necessary first in order to handle boundary value problems described geometrically even approximately by the cylindrical coordinate system. In addition, in the framework of the integral equation setting, it is essential to express the integral kernels in terms of these separable dyadic solutions. Following reference [1] , after extended and very involved manipulations, we have constructed the forthcoming separable cylindrical representations for the aforementioned dyadic solutions. Special role in these representations play the cylindrical vector harmonics [29] P m (φ, z; p) =r e imφ Z(z; p)
The aforementioned representations obey the following relations:
We remark that the dyadic eigensolutions of the dynamic equation of gradient elasticity -after being restricted on a specific cylinder lateral surface-are expanded in terms of a set of dyadic cylindrical harmonics, which constitutes the extension of the vector spherical harmonics. For every specific azimouthal parameter m and every value of the "continuous" variable p (the z-component of the wavenumber), this set contains six symmetric and three antisymmetric elements. The symmetric elements are the following:
while the antisymmetric terms are the three dyadics:
It can be proved -much more easily than in the treatment of the spherical case handled in [1] -that the cylindrical harmonics under discussion are orthogonal with respect to the L 2 -norm on the aforementioned lateral cylindrical surface. More precisely the induced inner product involves double contraction of the dyadic elements and integration over the lateral surface.
4 Wave propagation inside a cylindrical wave guide with microstructure
In this section we apply the results of the spectral analysis introduced in the previous section to the solution of a representative wave propagation problem. We consider a cylindrical wave guide of radius a, occupying the region D, surrounded by the lateral surface S, infinitely extended in z-direction and being filled with an elastic macroscopically isotropic material with microstructure, fully characterized by the parameters λ and µ, the densities ρ,ρ ′ ,the gradient parameters α l , l = 1, 2, ..5, h 1 , h 2 , and the characteristic micro-dimension d.
We examine the possibility of propagation of an elastic time-harmonicmonochromatic-dyadic elastic field of the form u (r, t)= u (r) e −iωt = u ⊥ (r, φ) e i(pz−ωt) inside D, clearly in the long direction of the cylinder. Here u ⊥ (r, φ) is the time-reduced cross section part of the field. It is worthwhile to notice that the dyadic form of this field permits to represent uniformly all the possible polarizations of the traveling field. As deduced from the analysis described in the previous section, the second and last vector in the representation u = u l x l of the dyadic elastic field does not participate in algebraic (or differential) manipulations pertaining to the involved boundary value problems. It is then sufficient to "dot" the constructed dyadic elastic field -at the end of the dayon all three cartesian directions thus produce all the possible vector elastic propagating fields corresponding to every specific propagation pair (ω, p). We note however that the principal aim is to connect the parameters ω and p, i.e. to establish the dispersion relation of the wave propagation in the waveguide.
The time reduced part u (r) of the propagating dyadic mode can be expressed in terms of the complete set of dyadic cylindrical eigensolutions, produced in the previous section as follows
The propagating field u given by (39) satisfies the boundary conditions (8,10) in their homogeneous form, i.e.
The surface traction P can be formed in the time-harmonic case by exploiting Eqs. (8, 14) on the lateral surface S as follows
The treatment of the boundary conditions is realized in a classical systematic case given the set of the dyadic cylindrical harmonics. More precisely, we project functionally the conditions (40,41) on these harmonics. This projection is equivalent to double contracting with those dyadic harmonics and integrating over the lateral surface. The propagating field u appearing in the boundary conditions is represented via Eq.(39) and admits of course several differential operations therein. Every generated separate term, confined to r = a, is an infinite expansion of the aforementioned dyadic harmonics. So the projection mechanism reveals the importance of mutual orthogonality of the dyadic harmonic functions. It is interesting that these orthogonality relations help to obtain separate algebraic systems for every index m. In other words the terms corresponding to different spectral parameters m ∈ Z decouple. In addition only harmonic dyads pertaining to the wave parameter p survive in the orthogonalization process.
It is clear from the form of the involved polyadics in the conditions (40,41) that the analytic realization of the described above functional projection is demanding. However after tedious but straightforward analysis we are in position to obtain purely separate finite algebraic systems, each one of them involving exclusively the coefficients of the representation (39) referring to a specific spectral parameter m. Indeed Eqs. (40, 41) lead to the finite algebraic subsystems (everyone for specific m = 0, ±1, ±2, ...) 
for s = 1, 2; q = 1, 2, .., 9. The parameter s refers to the enumeration of the handled boundary condition. For symbolism convenience, the value s = 1 corresponds to Eq.(41) while s = 2 is assigned to Eq. (40) . The parameter q denotes the cylindrical harmonic dyad on which projection has been performed. The sequence of projections follows exactly the series of appearance of the harmonic dyadics in Eqs. (37, 38) . Every subsystem of the form (43) consists of 18 equations with 18 unknowns. The specific form of the coefficients of every subsystem is the outcome of the mentioned projection process and all these terms are given in the Appendix.
The crucial remark is that every system of the form (43) is homogeneous as was expected in the framework of wave propagation investigation. So the determinant of the matrix of the coefficients of every subsystem must vanish and this is the fundamental relation for connecting the propagation phase parameters ω and p and building the dispersion relation for every particular propagation mode.
Every one of these dispersion relations refers to a specific mode and just coincides with the transcendental equation -connecting ω and p -produced after setting to zero the determinant of the 18 × 18 matrix corresponding to a specific azimouthal value m. After the establishment of the curve p = f m (ω), the corresponding propagating mode is constructed by solving the system (43), i.e. by determining the involved unknown coefficients naturally modulo a multiplicative constant, expressing simply the amplitude of the mode.
Summary and Conclusions
In this study, we presented a three dimensional (3D) analytical model of wave propagation in cylindrical waveguides exhibiting microstructure. The application motivation was to generate a three dimensional framework for the investigation of elastic wave propagation in long cortical bones. The first outcome of the present work was the spectral decomposition of the boundary value problem emerging via wave propagation analysis. Starting from the general Midlin's Form II gradient elasticity theory, we developed the spectral representation of the specific gradient elasticity problem and constructed all the possible propagating modes in cylindrical geometry. Two main byproducts arose which constitute generalizations of well known important features of classical elasticity and which are indispensable for modeling the gradient elasticity problem, while independently possessing their own theoretical value. First we accomplished the construction of the set of dyadic Navier eigenfunctions which constitute the generalization of the Navier eigenvectors. This set is a basis in the space of solutions of gradient elasticity in cylindrical coordinates. The restriction of the Navier eigendyadics on cylindrical surfaces gives birth to the dyadic cylindrical harmonics, which constitute the generalization of the well known vector harmonics. This set is also a basis in the sense that the trace of every dyadic field on a cylindrical surface can be represented as a countable superposition of dyadic cylindrical harmonics. The outcome of the current analysis aims at constructing the analytical dispersion curves of guided waves propagating through cortical bones. The numerical treatment of the problem is an independent and demanding computational task, which after completion, is expected to be highly useful for the assessment of pathological situations of bone and in bone healing evaluation.
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Appendix

A The structure of the traveling modes subsystems
The elements of the subsystems as well as of the matrices whose determinants represent the dispersion relations are presented herein. It is very useful to introduce here some symbolic nomeclature. More precisely, we note that it is useful to represent these coefficients -and other involved auxiliary quantitiesas functions of the polar distance, after restriction to r = a. For example, A 
The coefficients offered by boundary condition (41).
Projection onrP
m A m 1,1,j = −[2α 1 + α 2 + 2α 3 ]k 2 jJm (ξ j a) + 2[α 4 + α 5 ]J (iv) m (ξ j a), j = 1, 2 (A.1) (mention that A m 1,1,j (r) = −[2α 1 + α 2 + 2α 3 ]k 2 jJ m (ξ j r) + 2[α 4 + α 5 ]J (iv) m (ξ j r)) B m 1,1,j = −[2α 1 + α 2 + 2α 3 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a + 2[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a , j = 1, 2 (A.2) C m 1,1,j = [2α 1 + α 2 + 2α 3 ] p 2 ξ 2 j k 2 jJm (ξ j a) − 2[α 4 + α 5 ]p 2 J (iv) m (ξ j a) (A.3) A m 1,1,j = − 1 2 [α 1 + 2α 3 ]k 2 j J m (ξ j a) + k 2 j ξ 2 j J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j J (iv) m (ξ j a) + k 2 j ξ 2 jJ m (ξ j a) , j = 3, 4 (A.4) B m 1,1,j = − 1 2 [α 1 + 2α 3 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a +2[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.5) Γ m 1,1,j = 1 2 [α 1 + 2α 3 ]k 2 j p 2 ξ 2 jJ m (ξ j a) − 2[α 4 + α 5 ]p 2 J (iv) m (ξ j a) (A.6) ∆ m 1,1,j = − 1 2 [α 1 + 2α 3 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a +2[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.7) E m 1,1,j = − 1 2 [α 1 + 2α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a (A.8) Z m 1,1,j = 1 2 [α 1 + 2α 3 ]k 2 j p 2 ξ 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −2[α 4 + α 5 ]p 2 im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.9) 1.2. Projection on (rB m ) s A m 1,2,j = − 1 2 [5α 1 + 2α 2 + 6α 3 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a +4[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a , j = 1, 2 (A.10) B m 1,2,j = [2α 1 + α 2 + 2α 3 ]k 2 jJm (ξ j a) − 1 2 [α 1 + 2α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j 2 d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a +J m (ξ j a) , j = 1, 2 (A.11) C m 1,2,j = 1 2 [5α 1 + 2α 2 + 6α 3 ]k 2 j p 2 ξ 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −4[α 4 + α 5 ]p 2 im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.12) A m 1,2,j = − 1 2 [α 1 + 3α 3 − 2α 4 − 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a +4[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.13) B m 1,2,j = − 1 2 [α 1 + 3α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) − 1 2 α 3 k 2 j J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j 2 d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a +J m (ξ j a) − 1 2 [2α 4 + 3α 5 ]k 2 jJm (ξ j a), j = 3, 4 (A.14) Γ m 1,2,j = 1 2 [α 1 + 3α 3 − 2α 4 − 3α 5 ]k 2 j p 2 ξ 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −4[α 4 + α 5 ]p 2 im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.15) ∆ m 1,2,j = − 1 2 [α 1 + 3α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) − 1 2 α 3 k 2 j J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j 2 d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a +J m (ξ j a) − 1 2 [2α 4 + 3α 5 ]k 2 jJm (ξ j a) (A.16) E m 1,2,j = 1 2 [α 1 + 3α 3 − 2α 4 − 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −4[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.17) Z m 1,2,j = 1 2 [α 1 + 3α 3 ]k 2 j p 2 ξ 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) + 1 2 α 3 k 2 j p 2 ξ 2 j J m (ξ j a) −2[α 4 + α 5 ]p 2 2 d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a +J m (ξ j a) + 1 2 [2α 4 + 3α 5 ]k 2 j p 2 ξ 2 jJ m (ξ j a) (A.18) 1.3. Projection onφB m A m 1,3,j = − 1 2 [α 1 + 2α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a , j = 1, 2 (A.19) B m 1,3,j = 1 2 [α 1 + 2α 3 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −2[α 4 + α 5 ]ξ 2 j d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a , j = 1, 2 (A.20) C m 1,3,j = 1 2 [α 1 + 2α 3 ]k 2 j p 2 ξ 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) −2[α 4 + α 5 ]p 2 d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a (A.21) A m 1,3,j = − 1 2 α 3 k 2 j J m (ξ j a) ξ j a + ( k 2 j ξ 2 j − m 2 (ξ j a) 2 )J m (ξ j a) +2[α 4 + α 5 ]ξ 2 j d 2 d(ξ j r) 2 J m (ξ j r) ξ j r + ( k 2 j ξ 2 j − m 2 (ξ j r) 2 )J m (ξ j r) | r=a − 1 2 [α 4 + 3α 5 ]k 2 jJm (ξ j a), j = 3, 4 (A.22) B m 1,3,j = 1 2 [α 3 − 2α 4 − 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −2[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.23) Γ m 1,3,j = 1 2 α 3 k 2 j p 2 ξ 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) −2[α 4 + α 5 ]p 2 d 2 d(ξ j r) 2 J m (ξ j r) ξ j r − m 2 (ξ j r) 2 J m (ξ j r) | r=a + 1 2 [2α 4 + 3α 5 ]k 2 j p 2 ξ 2 jJ m (ξ j a) (A.24) ∆ m 1,3,j = 1 2 [α 3 − 2α 4 − 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a −2[α 4 + α 5 ]ξ 2 j im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.25) E m 1,3,j = − 1 2 [α 3 − 2α 4 − 3α 5 ]k 2 jJm (ξ j a) + 2[α 4 + α 5 ]ξ 2 j J (iv) m (ξ j a) (A.26) Z m 1,3,j = − 1 2 [α 3 − 2α 4 − 3α 5 ]k 2 j p 2 ξ 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a +2[α 4 + α 5 ]p 2 im d 3 d(ξ j r) 3 J m (ξ j r) (ξ j r) | r=a (A.27) 1.4. Projection on (rC m ) s A m 1,4,j = − 1 2 [5α 1 + 2α 2 + 6α 3 ]k 2 j p ξ jJ m (ξ j a) + 4[α 4 + α 5 ]pξ j J (iii) m (ξ j a), j = 1, 2 (A.28) B m 1,4,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a . j = 1, 2 (A.29) C m 1,4,j = − 1 2 [3α 1 + 2α 2 + 2α 3 ]k 2 j p ξ jJ m (ξ j a) − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j (1 − p 2 ξ 2 j )J m (ξ j a) +2[α 4 + α 5 ]pξ j (1 − p 2 ξ 2 j )J (iii) m (ξ j a) (A.30) A m 1,4,j = − 1 2 [α 1 + 3α 3 − 2α 4 − 3α 5 ]k 2 j p ξ jJ m (ξ j a) + 4[α 4 + α 5 ]pξ j J (iii) m (ξ j a), j = 3, 4 (A.31) B m 1,4,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.32) Γ m 1,4,j = 1 2 [α 1 + α 3 ]k 2 j p 3 ξ 3 jJ m (ξ j a) − 1 2 α 3 k 2 j p ξ j (1 − p 2 ξ 2 j )J m (ξ j a) +2[α 4 + α 5 ]pξ j (1 − p 2 ξ 2 j )J (iii) m (ξ j a) + 1 2 [2α 4 + 3α 5 ]k 2 j p ξ jJ m (ξ j a)(A.33) ∆ m 1,4,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.34) E m 1,4,j = 0 (A.35) Z m 1,4,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.36) 1.5. Projection on (φC m ) s A m 1,5,j = −[α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +4[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a , j = 1, 2 (A.37) B m 1,5,j = 1 2 [α 1 + 2α 3 ]k 2 j p ξ jJ m (ξ j a) − 2[α 4 + α 5 ]pξ j J (iii) m (ξ j a), j = 1, 2 (A.38) C m 1,5,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j (1 − p 2 ξ 2 j )im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j (1 − p 2 ξ 2 j )im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.39) A m 1,5,j = −α 3 k 2 j p ξ j im J m (ξ j a) (ξ j a) +4[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.40) B m 1,5,j = 1 2 α 3 k 2 j p ξ jJ m (ξ j a) − 2[α 4 + α 5 ]pξ j J (iii) m (ξ j a), j = 3, 4 (A.41) Γ m 1,5,j = − 1 2 α 3 k 2 j p ξ j (1 − p 2 ξ 2 j )im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j (1 − p 2 ξ 2 j )im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.42) ∆ m 1,5,j = 1 2 [α 3 − 2α 4 − 3α 5 ]k 2 j p ξ jJ m (ξ j a) − 2[α 4 + α 5 ]pξ j J (iii) m (ξ j a) (A.43) E m 1,5,j = 0, Z m 1,5,j = ∆ m 1,5,j (A.44) 1.6. Projection on −iẑC m A m 1,6,j = 1 2 [α 1 + 2α 3 ]k 2 j p 2 ξ 2 j J m (ξ j a) − 2[α 4 + α 5 ]p 2J m (ξ j a), j = 1, 2 (A.45) B m 1,6,j = 0, C m 1,6,j = A m 1,6,j , j = 1, 2 (A.46) A m 1,6,j = − 1 2 α 3 k 2 j J m (ξ j a) + 2[α 4 + α 5 ]ξ 2 jJm (ξ j a) − 1 2 [2α 4 + 3α 5 ]k 2 jJm (ξ j a), j = 3, 4 (A.47) B m 1,6,j = − 1 2 [2α 4 + 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.48) C m 1,6,j = − p 2 ξ 2 j A m 1,6,j , j = 3, 4 (A.49) ∆ m 1,6,j = E m 1,6,j = Z m 1,6,j = 0, j = 3, 4 (A.50) 1.7. Projection on (rB m ) α A m 1,7,j = − 1 2 [3α 1 + 2α 2 + 2α 3 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a , j = 1, 2 (A.51) B m 1,7,j = 1 2 [3α 1 + 2α 2 + 2α 3 ]k 2 jJm (ξ j a) − 1 2 [α 1 + 2α 3 ]k 2 j J m (ξ j a) +2[α 4 + α 5 ]ξ 2 jJm (ξ j a), j = 1, 2 (A.52) C m 1,7,j = 1 2 [3α 1 + 2α 2 + 2α 3 ]k 2 j p 2 ξ 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a (A.53) A m 1,7,j = − 1 2 [α 1 + α 3 + 2α 4 + 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.54) B m 1,7,j = − 1 2 [α 1 + α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) + 1 2 α 3 k 2 j J m (ξ j a) −2[α 4 + α 5 ]ξ 2 jJm (ξ j a) + 1 2 [2α 4 + 3α 5 ]k 2 jJm (ξ j a), j = 3, 4 (A.55) Γ m 1,7,j = 1 2 [α 1 + α 3 + 2α 4 + 3α 5 ]k 2 j p 2 ξ 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a (A.56) ∆ m 1,7,j = − 1 2 [α 1 + α 3 ]k 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) + 1 2 α 3 k 2 j J m (ξ j a) −2[α 4 + α 5 ]ξ 2 jJm (ξ j a) + 1 2 [2α 4 + 3α 5 ]k 2 jJm (ξ j a) (A.57) E m 1,7,j = 1 2 [α 1 + α 3 + 2α 4 + 3α 5 ]k 2 j im d d(ξ j r) J m (ξ j r) (ξ j r) | r=a (A.58) Z m 1,7,j = 1 2 [α 1 + α 3 ]k 2 j p 2 ξ 2 j J m (ξ j a) ξ j a − m 2 (ξ j a) 2 J m (ξ j a) − 1 2 α 3 k 2 j p 2 ξ 2 j J m (ξ j a) +2[α 4 + α 5 ]p 2J m (ξ j a) − 1 2 [2α 4 + 3α 5 ]k 2 j p 2 ξ 2 jJ m (ξ j a) (A.59) 1.8. Projection on (rC m ) α A m 1,8,j = − 1 2 [3α 1 + 2α 2 + 2α 3 ]k 2 j p ξ jJ m (ξ j a), j = 1, 2 (A.60) B m 1,8,j = 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) −2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a . j = 1, 2 (A.61) C m 1,8,j = − 1 2 [3α 1 + 2α 2 + 2α 3 ]k 2 j p ξ jJ m (ξ j a) − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j k 2 j ξ 2 jJ m (ξ j a) +2[α 4 + α 5 ](pξ j ) k 2 j ξ 2 j J (iii) m (ξ j a) (A.62) A m 1,8,j = − 1 2 [α 1 + α 3 + 2α 4 + 3α 5 ]k 2 j p ξ jJ m (ξ j a), j = 3, 4 (A.63) B m 1,8,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a , j = 3, 4 (A.64) Γ m 1,8,j = 1 2 [α 1 + α 3 ]k 2 j p 3 ξ 3 jJ m (ξ j a) + 1 2 α 3 k 2 j p ξ j k 2 j ξ 2 jJ m (ξ j a) −2[α 4 + α 5 ](pξ j ) k 2 j ξ 2 j J (iii) m (ξ j a) − 1 2 [2α 4 + 3α 5 ]k 2 j p ξ jJ m (ξ j a) (A.65) ∆ m 1,8,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.66) E m 1,8,j = 0 (A.67) Z m 1,8,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.68) 1.9. Projection on (φC m ) α A m 1,9,j = 0, j = 1, 2 (A.69) B m 1,9,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ jJ m (ξ j a) + 2[α 4 + α 5 ]pξ j J (iii) m (ξ j a), j = 1, 2(A.70) C m 1,9,j = − 1 2 [α 1 + 2α 3 ]k 2 j p ξ j k 2 j ξ 2 j im J m (ξ j a) (ξ j a) +2[α 4 + α 5 ]pξ j k 2 j ξ 2 j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.71) A m 1,9,j = 0, j = 3, 4 (A.72) B m 1,9,j = 1 2 α 3 k 2 j p ξ jJ m (ξ j a) − 2[α 4 + α 5 ]pξ j J (iii) m (ξ j a), j = 3, 4 (A.73) Γ m 1,9,j = 1 2 α 3 k 2 j p ξ j k 2 j ξ 2 j im J m (ξ j a) (ξ j a) −2[α 4 + α 5 ]pξ j k 2 j ξ 2 j im d 2 d(ξ j r) 2 J m (ξ j r) (ξ j r) | r=a (A.74) ∆ m 1,9,j = ∆ m 1,5,j , E m 1,9,j = 0, Z m 1,9,j = ∆ m 1,9,j (A.75)
The coefficients offered by boundary condition (41).
We introduce first some helpful entities which appear repeatedly in the sequel. 2.1. The following auxiliary quantities are necessary:
2.2. Let us introduce the "inner products" U m l,q,j , induced by projecting the traces (on the cylinder surface r = a) of the dyadic eigensolutions on the dyadic harmonics. The first index l refers to eigensolution numbering while the second one q pertains to the dyadic harmonic enumeration. We then obtain 
