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Abstract. We study (symmetric) three-class association schemes. The graphs with four distinct eigenvalues
which are one of the relations of such a scheme are characterized. We also give an overview of most known
constructions, and obtain necessary conditions for existence. A list of feasible parameter sets on at most 100
vertices is generated.
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1. Introduction
In the theory of (algebraic) combinatorics association schemes play an important role.
Associationschemesmaybeseenascoloringsoftheedgesofthecompletegraphsatisfying
nice regularity conditions, and they are used in coding theory, design theory, graph theory
and group theory. Many chapters of books or complete books are devoted to association
schemes (cf. [2, 10, 12, 34]).
The special case of two-class association schemes (colorings with two colors) is widely
investigated (cf. [13, 62]), as these are equivalent to strongly regular graphs. Also the
case of three-class association schemes is very special: there is more than just applying the
general theory. However, there are not many papers about three-class association schemes
in general. There is the early paper by Mathon [52], who gives many examples, and the
thesis of Chang [19], who restricts to the imprimitive case. The special case of distance-
regular graphs with diameter three has been paid more attention, and for more results on
such graphs we refer to [10].
We shall discuss three-class association schemes, mainly starting from regular graphs
with four distinct eigenvalues (cf. [23]), since for most of the (interesting) schemes indeed
at least one of the relations is such a graph. However, most such graphs cannot be a
relation in a three-class association scheme (cf. [26]). (It is even so that there are graphs
that have the same spectrum as one of the relations of a three-class association scheme,
which are themselves not a relation of a three-class association scheme, cf. [39]). We shall
characterize the graphs with four distinct eigenvalues that are a relation of a three-class
association scheme. We shall give several constructions, and obtain necessary number
theoretic conditions for existence.
We start with a brief introduction to association schemes. For (more) basic results on
association schemes and their proofs we refer to [10, 12]. At the end we shall classify
the three-class association schemes into three classes, one which may be considered as70 VAN DAM
degenerate, one in which all three relations are strongly regular, and one in which at least
one of the relations is a graph with four distinct eigenvalues. This classiﬁcation is used to
generate all feasible parameter sets of (nondegenerate) three-class association schemes on
at most 100 vertices, which are listed in the appendix.
2. Association schemes
Let V beaﬁnitesetofvertices. Ad-classassociationschemeon V consistsofasetofd C1
symmetric relations fR0; R1;:::;Rdg on V, with identity relation R0 Df.x;x/jx 2Vg,
such that any two vertices are in precisely one relation. Furthermore, there are intersection
numbers pk
ij such that for any .x; y/2 Rk, the number of vertices z such that .x;z/2 Ri and
.z; y/2 Rj equals pk
ij. If a pair of vertices is in relation Ri, then these vertices are called
ith associates. If the union of some relations is a nontrivial equivalence relation, then the
scheme is called imprimitive, otherwise it is called primitive.
AssociationschemeswereintroducedbyBoseandShimamoto[8]. Delsarte[27]applied
association schemes to coding theory, and he used a slightly more general deﬁnition by not
requiringsymmetryfortherelations, butforthetotalsetofrelationsandfortheintersection
numbers. Tostudypermutationgroups,Higman(cf. [41])introducedtheevenmoregeneral
coherent conﬁgurations, for which the identity relation may be the union of some relations.
In coherent conﬁgurations for which the identity relation is not one of its relations we must
have at least 5 classes (6 relations).
Thereisastrongconnectionwithgrouptheoryinthefollowingway. IfG isapermutation
group acting on a vertex set V, then the orbitals, that is, the orbits of the action of G on V 2,
form a coherent conﬁguration. If G acts generously transitive, that is, for any two vertices
there is a group element interchanging them, then we get an association scheme. If so, then
we say the scheme is in the group case.
2.1. The Bose-Mesner algebra
The nontrivial relations can be considered as graphs, which in our case are undirected.
One immediately sees that the respective graphs are regular with degree ni D p0
ii. For the
corresponding adjacency matrices Ai the axioms of the scheme are equivalent to
d X
iD0
Ai D J; A0 D I; Ai D AT





It follows that the adjacency matrices generate a .d C1/-dimensional commutative algebra
A of symmetric matrices. This algebra was ﬁrst studied by Bose and Mesner [7] and is
called the Bose-Mesner algebra of the scheme. The corresponding algebra of a coherent
conﬁguration is called a coherent algebra, or by some authors a cellular algebra or cellular
ring (with identity) (cf. [30]).
A very important property of the Bose-Mesner algebra is that it is not only closed under
ordinary multiplication, but also under entrywise (Hadamard, Schur) multiplication ±.I nTHREE-CLASS ASSOCIATION SCHEMES 71
fact, any vector space of symmetric matrices that contains the identity matrix I and the
all-one matrix J, and that is closed under ordinary and entrywise multiplication is the
Bose-Mesner algebra of an association scheme (cf. [10, Theorem 2.6.1]).
2.2. The spectrum of an association scheme
Since the adjacency matrices of the scheme commute, they can be diagonalized simulta-
neously, that is, the whole space can be written as a direct sum of common eigenspaces.
In fact, A has a unique basis of minimal idempotents Ei;i D0;:::;d. These are matrices
such that




(The idempotents are projections on the eigenspaces.) Without loss of generality, we may










Thus PQDQPDvI. It also follows that AjEi D PijEi,s oPij is an eigenvalue of Aj
with multiplicity mi Drank.Ei/. The matrices P and Q are called the eigenmatrices of
the association scheme. The ﬁrst row and column of these matrices are always given by
Pi0 D Qi0 D1, P0i Dni and Q0i Dmi. Furthermore, P and Q arerelatedbymi PijDn jQ ji.
Other important properties of the eigenmatrices are given by the orthogonality relations
d X
iD0
mi PijPik D vn j±jk and
d X
iD0
niQijQik D vm j±jk:
The intersection matrices Li deﬁned by .Li/kjD pk
ij also have eigenvalues Pji. In fact, the
columns of Q are eigenvectors of Li. Moreover, the algebra generated by the intersection
matrices is isomorphic to the Bose-Mesner algebra.
Anassociationschemeiscalledself-dualif P D Q forsomeorderingoftheidempotents.
2.3. The Krein parameters
As the Bose-Mesner algebra is closed under entrywise multiplication, we can write







for some real numbers qk
ij, called the Krein parameters or dual intersection numbers. We











ative. Another restriction related to the Krein parameters is the so-called absolute bound,








mim j if i 6D j;
1
2
mi.mi C 1/ if i D j:
2.4. Distance-regular graphs and strongly regular graphs
A distance-regular graph is a connected graph for which the distance relations (i.e., a pair
ofverticesisin Ri iftheirdistanceinthegraphisi)formanassociationscheme. Theywere
introducedbyBiggs[5],andarewidelyinvestigated. Asgeneralreferenceweuse[10]. Itis
well known that an imprimitive distance-regular graph is bipartite or antipodal. Antipodal
means that the union of the distance d relation and the trivial relation is an equivalence
relation.
A connected strongly regular graph is a distance-regular graph with diameter two. A
graph G is strongly regular with parameters .v;k;¸;¹/if and only if it has v vertices,
is regular of degree k (with 0<k <v¡1), any two adjacent vertices have ¸ common
neighboursandanytwononadjacentverticeshave¹commonneighbours. Thecomplement
of G is also strongly regular, and in fact any 2-class association scheme is equivalent to a
pair of complementary strongly regular graphs.
The property that one of the relations of a d-class association scheme forms a distance-
regular graph with diameter d is equivalent to the scheme being P-polynomial, that is, the
relations can be ordered such that the adjacency matrix Ai of relation Ri is a polynomial




1i D0 for k >i C1, i D0;:::;d ¡1. For a 3-class association scheme the conditions are
equivalent to p3
11 D0, p2
11 >0 and p3
12 >0 for some ordering of the relations.
Dually we say that the scheme is Q-polynomial if the idempotents can be ordered such
that the idempotent Ei is a polynomial of degree i in E1 with respect to entrywise mul-
tiplication, for every i. Equivalent conditions are that q
iC1
1i >0 and qk
1i D0 for k >i C1,
i D0;:::;d ¡1. Inthecaseofa3-classassociationschemetheseconditionsareequivalent
to q3
11 D0, q2
11 >0 and q3
12 >0 for some ordering of the idempotents. (Here we say that the
scheme has Q-polynomial ordering 123.)
In the case of distance-regular graphs, the relation corresponding to adjacency generates
the whole corresponding association scheme. A similar thing often occurs if we have a
3-class association scheme. A scheme is said to be generated by one of its relations (or theTHREE-CLASS ASSOCIATION SCHEMES 73
corresponding graph) if this relation determines the other relations (immediately from the
deﬁnition).
If one of the relations of a 3-class association scheme is a graph with four distinct
eigenvalues, then the number of common neighbours of two nonadjacent vertices equals
p2
11 or p3
11 (which are distinct, otherwise we have a strongly regular graph, which has only
three distinct eigenvalues), and so we can see from this number whether two vertices are
second or third associates. So the graph generates the whole scheme.
3. Examples
The d-class Hamming scheme H.d;q/ is deﬁned on the ordered d-tuples on q symbols
(words of length d over an alphabet with q letters), where two tuples are in relation Ri
if they differ in i coordinates. The 3-class Hamming scheme is also known as the cubic
scheme, as it was introduced by Raghavarao and Chandrasekhararao [61]. The Hamming
scheme is characterized by its parameters unless q D4, and then we also have the Doob
schemes.F o rd D3 there is one Doob scheme (cf. [10]).
The d-class Johnson scheme J.n;d/ is deﬁned on the d-subsets of an n-set. Two
d-subsets are in relation Ri if they intersect in d ¡i elements. The 3-class version is also
known as the tetrahedral scheme, and was ﬁrst found as a generalization of the triangular
graph by John [49]. The Johnson scheme is characterized by its parameters unless d D2
and n D8 (cf. [10]).
The rectangular scheme R.m;n/, introduced by Vartak [69], has as vertices the ordered
pairs .i; j/, with i D1;:::;m, and j D1;:::;n. For two distinct pairs we can have the
following three situations. They agree in the ﬁrst coordinate, or in the second coordinate,
or in neither coordinate, and the relations are deﬁned accordingly. Note that the graph of
the third relation is the complement of the line graph of the complete bipartite graph Km;n.
The scheme is characterized by its parameters.
The Hamming scheme, the Johnson scheme and the rectangular scheme are all in the
groupcase. Onlytherectangularschemedoesnotdeﬁneadistance-regulargraph(unlessm
or n equals two). There are many more examples of distance-regular graphs with diameter
three. In this paper we shall mainly focus on 3-class association schemes that are not such
graphs, although, of course, the general results do apply. For more examples and speciﬁc
results on distance-regular graphs we refer to [10]. The antipodal distance-regular graphs
with diameter three form a special class, as they are antipodal covers of the complete graph.
For more on such graphs, see [11, 16, 35, 50].
3.1. The disjoint union of strongly regular graphs
Take the disjoint union of, say n, strongly regular graphs, all with the same parameters
and hence the same spectrum. Then this graph generates an imprimitive 3-class association
scheme(theotherrelationsaregivenbythedisjointunionofthecomplementsofthestrongly
regular graphs, and the complete n-partite graph).
Conversely, any association scheme with the same parameters must be obtained in the
described way. Therefore, we may consider this case as degenerate, and it sufﬁces to refer74 VAN DAM
to the extensive literature (for example [13, 62]) on strongly regular graphs. The same
remarks hold for the next construction.
3.2. A product construction from strongly regular graphs
If G isastronglyregulargraph, thenforanynaturalnumbern, thegraph G ­ Jn, deﬁnedby
itsadjacencymatrix A­ Jn,where AistheadjacencymatrixofG,generatesanimprimitive
3-class association scheme (here the other relations are N G ­ Jn and a disjoint union of
n-cliques).
It is easy to show that any 3-class association scheme with p2
11 Dn1 (or p3
11 Dn1) must
be of this form.
3.3. Pseudocyclic schemes
A d-class association scheme is called pseudocyclic if all the nontrivial eigenvalues have
the same multiplicities m. In this case, we also have all degrees equal to m.
Ifv isaprimepower, andv ´1(mod3), wecandeﬁnethe3-classcyclotomicassociation
scheme Cycl(v) as follows. Let ® be a primitive element of GF.v/. As vertices we take the
elements of GF(v). Two vertices will be ith associates if their difference equals ®3tCi for
some t (or, if the discrete logarithm (base ®) of their difference is congruent to i modulo 3),
for i D1;2;3.
A similar construction gives pseudocyclic d-class association schemes. Such schemes
areusedbyMathon[52]toconstructantipodaldistance-regulargraphswithdiameterthree.
The resulting graph has d.v C1/ vertices and we shall denote it by d.P C1/ if P is the
original scheme. For d D2, we get the so-called Taylor graphs (cf. [10]).
If v is not a prime power, then only three pseudocyclic 3-class association schemes are
known. On 28 vertices Mathon [52] found one, and Hollmann [48] proved that there are
precisely two. Furthermore, Hollmann [47] found one on 496 points.
3.4. The block scheme of designs
A quasi-symmetric design is a design in which the intersections of two blocks take two
sizes x and y. The graph on the blocks of such a design with edges between blocks that
intersect in x points is strongly regular, i.e., we have a 2-class association scheme.
Now, consider a block design with the property that the intersections of two blocks
take three sizes. Then possibly the structure on the blocks with relations according to the
intersection numbers is a 3-class association scheme. Delsarte [27] proved that if the design
isa4-designthenwehavea3-classassociationscheme. Hobart[43]foundseveralexamples
in her search for the more general coherent conﬁgurations of type .2;2I4/. She mentions
the Witt designs 4-.11;5;1/ and 5-.24;8;1/ and their residuals, and the inversive planes
of even order, that is, the 3-.22i C1;2i C1;1/ designs. Of course, in any 3-design with
¸D1 the blocks can intersect only in 0, 1 or 2 points, but the corresponding relations do
not always form a 3-class association scheme.THREE-CLASS ASSOCIATION SCHEMES 75
Hobart and Bridges [44] also constructed a unique 2-.15;5;4/ design with block inter-
sections 0, 1 and 2, and it deﬁnes the distance-regular graph that is also obtained as the
second subconstituent in the Hoffman-Singleton graph (see Section 5.1).
Beker and Haemers [3] proved that if one of the intersection numbers of a 2-.v;k;¸/
designequalsk ¡r C¸,wherer D¸.v ¡1/=.k ¡1/isthereplicationnumberofthedesign,
andtherearetwootherintersectionnumbers,thenwehaveanimprimitive3-classassociation
scheme, that is generated by G ­ Jn for some strongly regular graph G (see Section 3.2).
3.5. Distance schemes and coset schemes of codes
Let C be a linear code with eC1 nonzero weights wi. Take as vertices the codewords and
letapairofcodewordsbeinrelation Ri iftheirdistanceiswi. Itisaconsequenceofaresult
byDelsarte[27](cf. [17])thatifthedualcodeC? ise-error-correcting, thentheserelations
form an .eC1/-class association scheme. This scheme is called the distance scheme of the
code. Moreover,ithasadualscheme,calledthecosetschemewhichisdeﬁnedonthecosets
of C?. Two cosets x CC? and y CC? are in relation R¤
i if the minimum weight in the
coset .x ¡ y/CC? equals i. Relation R¤
1 is the coset graph of C?, and is distance-regular.
A small example of a code with three nonzero weights is the binary zero-sum code of
length 6, consisting of all 32 words of even weight. Its dual code consist of the zero word
andtheall-onewordandcertainlycancorrect2errors. Therefore, wehavetwodual3-class
association schemes on 32 vertices. The graph (in the distance scheme) deﬁned by distance
two in the code is a Taylor graph. The coset graph is the incidence graph of a symmetric
2-.16;6;2/ design. Larger examples are given by the (duals of the) binary Golay code
[23, 12, 7] and its punctured [22, 12, 6] code and doubly punctured [21, 12, 5] code. For
all three codes the dual codes have nonzero weights 8, 12 and 16, so these deﬁne 3-class
associationschemeson211,2 10 and29 vertices,respectively. AlsotheKasamicodes(which
are binary BCH codes with minimum distance 5) give rise to 3-class association schemes
(cf. [17]).
3.6. Quadrics in projective geometries
Let Q be a nondegenerate quadric in PG.3;q/ with q odd (i.e., the set of isotropic points of
thecorrespondingquadraticform Q). Let V bethesetofprojectivepoints x suchthat Q.x/
is a nonzero square. Two distinct vertices are related according as the line through these
points is a hyperbolic line (a secant, i.e., intersecting Q in two points), an elliptic line (a
passant,i.e.,disjointfrom Q)oratangent(i.e.,intersecting Q inonepoint). Theserelations
form a 3-class association scheme (cf. [10]). The number of vertices equals q.q2 ¡"/=2,
where "D1i fQ is hyperbolic, and "D¡1i fQ is elliptic.
For q even, and n ¸3, let Q be a nondegenerate quadric in PG.n;q/. Now, let V be the
set of nonisotropic points (i.e., the points not on Q) distinct from the nucleus (for n odd
there is no nucleus, for n even this is the unique point u such that Q.u Cv/D Q.u/C Q.v/
for all v). The relations as deﬁned above now form a 3-class association scheme (cf. [10]).76 VAN DAM
3.7. Merging classes
Sometimes we obtain a new association scheme by merging classes in a given association
scheme. Merging means that a new relation is obtained as the union of some original
relations, and then we say that the corresponding classes are merged. For example, take the
3-class association scheme with vertex set
V Df .x1;ffx2;x3;x4g;fx5;x6;x7gg/ jf xi;i D 1;:::;7gDf 1;:::;7gg:
Two vertices .x1;ffx2;x3;x4g;fx5;x6;x7gg/ and .y1;ffy2; y3; y4g;fy5; y6; y7gg/ are ﬁrst
associates if x1 D y1.I f x1 6D y1, then without loss of generality we may assume that
x1 2fy2; y3; y4gand y1 2fx2;x3;x4g. Nowtheverticesaresecondassociatesiffx2;x3;x4g\
fy2; y3; y4gD;, otherwise they are third associates. This scheme was obtained by merging
two classes in the 4-class association scheme that arose while letting the symmetric group
S7 act on V 2.
On the other hand, it can occur that merging two classes in a 3-class association scheme
givesa2-classassociationscheme. Ofcourse,thisoccurspreciselyiftheremainingrelation
deﬁnes a strongly regular graph. If all three relations of a 3-class association scheme deﬁne
stronglyregulargraphs,thenweareinaveryspecialsituation. Itmeansthatbyanymerging
we always get a new association scheme. After [36] we call schemes with this property
amorphic. The amorphic 3-class association schemes are precisely the 3-class association
schemes that are not generated by one of their relations.
4. Amorphic three-class association schemes
In the special case that all three relations are strongly regular graphs, we show that the
parameters of the graphs are either all of Latin square type, or all of negative Latin square
type. The proof is due to Higman [42]. The same results can be found in [36], where also
all such schemes on at most 25 vertices can be found.
Theorem 4.1 If all three relations of a 3-class association scheme are strongly regular
graphs;thentheyeitherhaveparameters.n2;li.n ¡1/;n ¡2C.li ¡1/.li ¡2/;li.li ¡1//;
i D1;2;3 or .n2;li.n C1/;¡n ¡2C.li C1/.li C2/;li.li C1//; i D1;2;3.
Proof: Suppose Ri is a strongly regular graph with degree ni and eigenvalues ni, ri and
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:THREE-CLASS ASSOCIATION SCHEMES 77
Since PQDvI, we see that 1Cr1 Cs2 Cs3 D1Cs1 Cr2 Cs3 D1Cs1 Cs2 Cr3 D0, and
so
r1 ¡ s1 D r2 ¡ s2 D r3 ¡ s3:










and we ﬁnd that P2 DvI,s oP D Q, and so the scheme is self-dual. Now set u Dri ¡si,
then we ﬁnd from the orthogonality relation













.u ¡ 1/; so
n1
s1
D 1 ¡ u:
Furthermore, we have that






v n1 n2 n3
0 r1 s2 s3
0 s1 r2 s3












v n1 n2 n3
0 u ¡u 0
00 u ¡u






D vu2.s1 C s2 C s3/ D¡ vu2;
but on the other hand, P2 DvI, so (det P/2 Dv4, and we ﬁnd that v D u2. This proves that
theparametersoftherelationsareeitherallofLatinsquaretype.n2;li.n ¡1/;n ¡2C.li ¡1/
.li ¡2/;li.li ¡1//ifn Du >0,orallofnegativeLatinsquaretype.n2;li.n C1/;¡n ¡2C
.li C1/.li C2/;li.li C1// if n D¡u >0. 2
A large family of examples is given by the Latin square schemes Li;j.n/. Suppose
we have m ¡2 mutually orthogonal Latin squares, or equivalently an orthogonal array
OA.n;m/, that is, an m £n2 matrix M such that for any two rows a;b we have that
f.Mai; Mbi/ji D1;:::;n2gDf.i; j/ji; j D1;:::;ng. Nowtakeasvertices1;:::;n2. Let
I1 and I2 betwodisjointnonemptysubsetsoff1;:::;mgofsizesi and j,respectively. Now
two distinct vertices v and w are lth associates if Mrv D Mrw for some r 2 Il, for l D1;2,
otherwise they are third associates.
Many constructions for OA.n;m/ are known (cf. [9]). For n a prime power, there are
constructions of OA.n;m/ for every m ·n C1, its maximal value. For n D6, we have
m ·3 (Euler’s famous 36 ofﬁcers problem), and for n D10, currently only constructions
form ·4areknown. Forn 6D4,aLatinsquarescheme L1;2.n/isequivalenttothealgebraic
structure called a loop (cf. [59]). Two Latin square schemes are isomorphic if and only if
the corresponding loops are isotopic (cf. [19]). From [20, incl. errata] we ﬁnd that there
are 22 nonisomorphic L1;2.6/, 564 nonisomorphic L1;2.7/ and 1,676,267 nonisomorphic
L1;2.8/.78 VAN DAM
The smallest examples of “schemes of negative Latin square type” are given by the
cyclotomic scheme Cycl(16) on 16 vertices (see Section 3.3 for a deﬁnition), and another
scheme with the same parameters (cf. [36]). Here all three relations are Clebsch graphs.
The second feasible parameter set of negative Latin square type is on 49 vertices. Here all
relationsarestronglyregular(49,16,3,6)graphs,butsuchagraphdoesnotexist,according
to Bussemaker et al. [14].
In order to have an amorphic 3-class association scheme, we need a partition of the edges
of the complete graph into three strongly regular graphs. On the other hand, this can be
proventobesufﬁcient. Thisobservation(cf. [36])isveryusefulinthefollowingexamples.
Let q D p.e¡1/t, where p and e are prime .e>2/, p is primitive (mod e) and t is even. It
was proven by van Lint and Schrijver [51] that the e-class cyclotomic scheme on the ﬁeld
GF.q/ (that is, let ® be a primitive element of GF.q/, and let two vertices be ith associates
if their difference equals ®ejCi for some j, for i D1;:::;e) has the property that any union
ofclassesgivesastronglyregulargraph. Thisimpliesthatanypartitionoftheclassesinto3
sets gives a 3-class association scheme. van Lint and Schrijver also found several strongly
regular graphs by merging classes in the 8-class cyclotomic scheme on 81 vertices. Using
these we ﬁnd a 3-class association scheme with degrees 30, 30 and 20, and at least two
nonisomorphic 3-class association schemes with degrees 40, 20 and 20.
5. Regular graphs with four eigenvalues
A graph G which is one of the relations, say R1, of a 3-class association scheme is regular
with at most four distinct eigenvalues. Any two adjacent vertices have a constant number
¸D p1
11 ofcommonneighbours, andanytwononadjacentverticeshave¹D p3
11 or¹0 D p2
11
common neighbours. If ¹D¹0, then G is strongly regular, so it has at most three distinct
eigenvalues (possibly it is disconnected). If ¹6D¹0, then G generates the scheme, as the
other two relations are determined by the number of common neighbours. Then G must
have four eigenvalues (and then G is connected) or be the disjoint union of some strongly
regular graphs. If G has four eigenvalues, then the following theorem provides us with a
handy tool to check whether it is one of the relations of a 3-class association scheme.
Theorem 5.1 Let G be a connected regular graph with four distinct eigenvalues. Then G
isoneoftherelationsofa3-classassociationschemeifandonlyifanytwoadjacentvertices
have a constant number of common neighbours, and the number of common neighbours of
any two nonadjacent vertices takes precisely two values.
Proof: Suppose that G is regular of degree k, any two adjacent vertices in G have ¸
common neighbours, and that any two nonadjacent vertices have either ¹ or ¹0 common
neighbours. Note that these requirements must necessarily hold in order for G to be one
of the relations of a 3-class association scheme, and that ¹6D¹0, otherwise G is strongly
regular, and so it has only three distinct eigenvalues.
NowletG haveadjacencymatrix A. Toprovesufﬁciencyweshallshowthattheadjacency
algebra ADhA2; A; I; Ji, which is closed under ordinary matrix multiplication is also
closed under entrywise multiplication ±. Since M ± J D M for any matrix M, and anyTHREE-CLASS ASSOCIATION SCHEMES 79
matrix M 2A has constant diagonal, so that M ± I 2A, we only need to show that A± A,
A2 ± A and A2 ± A2 are in A.N o wA± AD A, A2 ± AD¸A, and
A2 ± A2 D k2I C ¸2A C ..¹ C ¹0/A2 ¡ ¹¹0J/±.J ¡ I ¡ A/
D .¹ C ¹0/A2 C .¸2 ¡ ¸.¹ C ¹0/ C ¹¹0/A
C.k2 ¡ k.¹ C ¹0/ C ¹¹0/I ¡ ¹¹0J:
So A is also closed under entrywise multiplication, and so G is one of the relations of a
3-class association scheme. 2
If ¹ or ¹0 equals 0, then it follows that G is distance-regular with diameter three. We
shall use the characterization of Theorem 5.1 in the following examples.
5.1. The second subconstituent of a strongly regular graph
The second subconstituent of a graph with respect to some vertex x is the induced graph
on the vertices distinct from x, and that are not adjacent to x. For some strongly regular
graphs the second subconstituent is a graph that generates a 3-class association scheme.
SupposeG isastronglyregulargraphwithouttriangles.¸D0/,withspectrumf[k]1;[r] f,
[s]gg. Then the second subconstituent G2.x/ of G is a regular graph with spectrum
f[k Cr Cs]1,[ r] f ¡k;[r Cs]k¡1;[s]g¡kg (cf. [23]), so in general it is a connected regu-
lar graph with four distinct eigenvalues without triangles. So if the number of common
neighbours of two nonadjacent vertices can take at most two values, then we have a 3-class
association scheme. This is certainly the case if G is a strongly regular .v;k;0;¹/graph
with ¹D1 or 2, as we shall see.
If ¹D1 then it follows that in G2.x/ two nonadjacent vertices can have either 0 or 1
common neighbours. For k >2 the graph G2.x/ has four distinct eigenvalues, so then it
follows that this graph is distance-regular with diameter three. The distance three relation
R3 is the disjoint union of k cliques of size k ¡1, which easily follows by computing the
eigenvalues of A3 D J C.k ¡2/I ¡ A¡ A2, where A is the adjacency matrix of G2.x/.
On the other hand, it follows that any distance-regular graph with such parameters can
be constructed in this way, that is, given such a distance-regular graph, we can, using the
structure of R3, construct a strongly regular .v;k;0;1/ graph that has the distance-regular
graph as second subconstituent (Take such a distance-regular graph, and order the cliques
of the distance three relation. Extend the distance-regular graph with vertices 1 and
i D1;:::;k, and with edges f1;ig and fi; yg, y is a vertex of the ith clique, i D1;:::;k,
then we get a strongly regular .1Ck2;k;0;1/ graph). In fact, it now follows from a result
by Haemers [38, Corollary 5.4] that any graph with the same spectrum must be constructed
in this way. The result by Haemers can also be shown using Corollary 5.6, which we shall
prove later (see also [25]).
It is well known (cf. [62]) that strongly regular graphs with parameters .v;k;0;1/ can
only exist for k D2;3;7 or 57. For the ﬁrst three cases there are unique graphs: the 5-cycle
C5,thePetersengraphandtheHoffman-Singletongraph. Thecasek D57isstillundecided.
The second subconstituent of the Petersen graph is the 6-cycle C6. The more interesting
case is the second subconstituent Ho-Si2.x/ of the Hoffman-Singleton graph. It is unique,80 VAN DAM
which follows from the uniqueness of the Hoffman-Singleton graph and the fact that its
automorphism group acts transitively on its vertices.
If ¹D2, then in G2.x/ two nonadjacent vertices can have either 1 or 2 common neigh-
bours(Theyhaveatleastonecommonneighbour, sincein G theycannothavetwocommon
neighbours that are both neighbours of x, as these two vertices then would have three com-
mon neighbours). For k >5 the graph G2.x/ has four distinct eigenvalues, so then we have
a 3-class association scheme. Here we ﬁnd for relation R3 (two vertices are third asso-
ciates if they have one common neighbour in G2.x/) that A3 D2J C.k ¡4/I ¡ A¡ A2
with spectrum f[2k ¡4]1;[k ¡4]k¡1;[¡2]
1
2k.k¡3/g, which is the spectrum of the triangular
graph T.k/. Using this, it is also possible to prove that any association scheme with these
parameters must be constructed as we did.
Consider the graph of the ﬁrst relation of an association scheme with such parameters. It
has degree k ¡2, no triangles, and any two nonadjacent vertices have either 1 or 2 common
neighbours (corresponding to relations R3 and R2, respectively). Now the third relation has
thespectrumofthetriangulargraph T.k/, andsincethisgraphisuniquelydeterminedbyits
spectrum(unlessk D8,butthenthereisnofeasibleparameterset: fromtheintegralityofthe
multiplicities it follows that k ¡1 is a square), it follows that we can rename the vertices by
thepairsfi; jg,i; j D1;:::;k,suchthattwoverticesarenotadjacentandhaveonecommon
neighbour if and only if the corresponding pairs intersect. Now we extend the graph with
vertices 1 and i D1;:::;k, and with edges f1;ig and fi;fi; jgg, i; j D1;:::;k. Then
it follows that this graph is strongly regular with parameters .1C 1
2k.k C1/, k;0;2). The
onlyprobleminprovingthisisthati andfj;hgwithi 6D j;h havetwocommonneighbours.
By considering the original association scheme, we see that the number of vertices that
are third associates with fi; jg and ﬁrst associates with fj;hg equals p3
31 D2. But such
vertices are of the form fi;gg, which proves that ¹D2. Thus we have proven the following
proposition.
Proposition 5.2 Let G be a strongly regular graph without triangles; and with ¹D1 or
2; and degree k; with k >2 if ¹D1; and k >5 if ¹D2. Then the second subconstituent
of G with respect to any vertex generates a 3-class association scheme. Furthermore, any
scheme with the same parameters can be constructed in this way from a strongly regular
graph with the same parameters as G.
If¹D2,thentheonlyknownexampleforG withk >5istheGewirtzgraph,andsincethis
graph is uniquely determined by its parameters, and it has a transitive automorphism group,
the association scheme generated by its second subconstituent Gewirtz2.x/ is uniquely
determined by its parameters.
Payne[58]foundthatthesecondsubconstituentofthecollinearitygraphofageneralized
quadranglewithrespecttoaquasiregularpointisa3-classassociationscheme(orastrongly
regular graph). Together with Hobart [45] he found conditions to embed the association
scheme back in a generalized quadrangle. Note that the second subconstituent of a gen-
eralized quadrangle with respect to a point p is a regular graph with at most four distinct
eigenvalues (cf. [23]). Furthermore, any two adjacent vertices have a constant number of
common neighbours. The quasiregularity of the point p now implies that the number of
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5.2. Hoffman-cocliques in strongly regular graphs
Let G beak-regulargraphonv verticeswithsmallesteigenvalue¸min.AHoffman-coclique
in G is a coclique whose size meets the Hoffman (upper) bound cDv¸min=.¸min ¡k/.I fC
is a Hoffman-coclique then every vertex not in C is adjacent to ¡¸min vertices of C.I fG
is a strongly regular graph with parameters .v;k;¸;¹/and smallest eigenvalue s, then the
adjacencies between C and its complement forms the incidence relation of a 2-.c;¡s;¹/
design D (whichmaybedegenerate). Furthermore,theinducedgraphonthecomplementof
C is a regular graph with at most four distinct eigenvalues (cf. [23]). A necessary condition
for this graph to be one of the relations of a 3-class association scheme is that the design
D has at most three distinct block intersection numbers. If it forms an association scheme
then it is the block scheme of D (see Section 3.4).
An example is given by an ovoid in the generalized quadrangle GQ.4;4/. An ovoid
is a Hoffman-coclique in the collinearity graph of the generalized quadrangle. Here the
corresponding design is an inversive plane, and the induced graph on the complement of
the ovoid is the distance three graph of the distance-regular Doro graph.
5.3. A characterization in terms of the spectrum
NowsupposethatG isaconnectedregulargraphwithspectrumf[k]1;[¸1]m1;[¸2]m2;[¸3]m3g
that is one of the relations of a 3-class association scheme. The degree k Dn1 is its largest
eigenvalue, and also ¸ can be expressed in terms of the spectrum of the graph, since for a
connected regular graph with four distinct eigenvalues the number of triangles through a














In general, ¹ and ¹0 do not follow from the spectrum of G. For example, GQ.2;4/nspread
and H.3;3/3 have the same spectrum, and are both graphs from association schemes, but
they have distinct parameters (in fact, the ﬁrst one is a distance-regular graph and the other
is not). But in many cases the parameters of the scheme do follow from the spectrum, as
they form the only nonnegative integral solution of the following system of equations.
Ifforeveryvertex x,thenumberofnonadjacentverticesthathave¹0 commonneighbours
with x equals n2, and n3 is the number of nonadjacent vertices that have ¹ common
neighbours with x, then the parameters satisfy the following equations, which follow from
easy counting arguments.
n2 C n3 D v ¡ 1 ¡ k;



























i ¡ 2k2 C k
!
is the number of quadrangles through a vertex (cf. [23]). Here we allow the quadrangles to
have diagonals. Since the number of triangles through an edge is constant, also the number
of quadrangles through an edge is constant and equals » D24=k (cf. [23]). It follows
that given the spectrum 6 of the graph and one extra parameter (for example ¹), we can
compute all other parameters of the association scheme. For n3 this gives
n3 D h.6;¹/
D v ¡ 1 ¡ k ¡
..v ¡ 1 ¡ k/¹ ¡ k.k ¡ 1 ¡ ¸//2
k» ¡ k¸2 C k.k ¡ 1/ C .v ¡ 1 ¡ k/¹2 ¡ 2¹k.k ¡ 1 ¡ ¸/
:
The next theorem characterizes the regular graphs with four eigenvalues that generate a
3-class association scheme, as those graphs for which this number n3 is what it should be.
It is a generalization of a characterization of distance-regular graphs with diameter three
among the graphs with four eigenvalues by Haemers and the author [25], and for its proof
we refer to the author’s thesis [24].
Theorem 5.3 Let G be a connected regular graph on v vertices with four distinct eigen-
values, say with spectrum 6 Df[k]1;[¸1]m1;[¸2]m2;[¸3]m3g. Let p be the polynomial





scheme if and only if there is a ¹ such that for every vertex x the number of nonadjacent
vertices n3, that have ¹ common neighbours with x equals




k ¡ 1 ¡ ¸ ¡ v¡1¡k
k ¹
¢2
.k ¡ ¸/.¸ C p2/ ¡ k ¡ p1 C p0 ¡ 2¹.k ¡ 1 ¡ ¸/ C v¡1¡k
k ¹2:
Obviously, for regular graphs with four eigenvalues that generate a 3-class association
scheme, we have that h.6;¹/Dg.6;¹/, since they both equal n3. However, the equality
holds for any feasible spectrum 6 of a regular graph with four eigenvalues and any ¹. This
can be proven using that






i C p2¸k C p1k D .k4 C p2k3 C p1k2 C p0k/=v;
which follow by taking traces of the equations p.A/D p.k/=vJ and Ap.A/Dkp.k/=vJ,
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For ¹D0, in which case we have a distance-regular graph, the characterization was
already obtained by Haemers and the author [25], as we mentioned before. Together with
the previous remarks this gives the following.
Corollary 5.4 Let G be a connected regular graph with four distinct eigenvalues; with
k;¸and ». as functions of the spectrum/ as before. Then G is a distance-regular graph
.with diameter three/ if and only if for every vertex the number of vertices k2 at distance
two equals
k2 D
k.k ¡ 1 ¡ ¸/2
» ¡ ¸2 C k ¡ 1
:
This settles a question by Haemers [38] on the characterization of distance-regular graphs
with diameter three.
Added in proof: Fiol and Garriga [32] recently generalized this to all diameters.
If we have a 3-class association scheme, then g.6;¹/ must be a nonnegative integer.
On the other hand, if we have any graph with spectrum 6 and a ¹ such that g.6;¹/ is a
nonnegative integer, then for any vertex, we can bound the number of nonadjacent vertices
that have ¹ common neighbours with this vertex. For the proof we again refer to [24].
Proposition 5.5 With the hypothesis of the previous theorem; if g.6;¹/ is a nonnegative
integer; then n3 ·g.6;¹/.
Added in proof: It was recently proven by Fiol [31], that the condition, that g.6;¹/ is
a nonnegative integer can be dropped.
In the special case that H is cospectral with one of the relations of a 3-class association
scheme, this gives the following.
Corollary 5.6 Let G be a connected regular graph with four distinct eigenvalues that
is one of the relations of a 3-class association scheme; such that the number of vertices
nonadjacent to some vertex x; having ¹ common neighbours with x equals n3 >0.I fHi s
a graph cospectral with G; then for any vertex x in H; the number of vertices that are not
adjacent to x and have ¹ common neighbours with x is at most n3; with equality for every
vertex if and only if H is one of the relations of a 3-class association scheme with the same
parameters as the scheme of G.
5.4. Hoffman-colorings and systems of linked symmetric designs
Let G beak-regulargraphonv verticeswithsmallesteigenvalue¸min.AHoffman-coloring
in G is a partition of the vertices into Hoffman-cocliques, that is, cocliques meeting the
Hoffman (upper) bound cDv¸min=.¸min ¡k). It is well known that if C is a Hoffman-
coclique, then every vertex not in C is adjacent to ¡¸min vertices of C.Aspread in G is a84 VAN DAM
partition of the vertices into Hoffman-cliques, which is equivalent to a Hoffman-coloring
in the complement of G.A regular coloring of a graph is a partition of the vertices into
cocliques of equal size, say c, such that for some l, every vertex outside a coclique C of the
coloring is adjacent to precisely l vertices of C. So regular colorings are generalizations of
Hoffman-colorings. A graph with a regular coloring is regular, with degree k Dl.v=c¡1/,
and it also follows that it has an eigenvalue ¸D¡l. Now we ﬁnd that cDv¸=.¸¡k/,
similar to the size of a coclique in a Hoffman-coloring. In the following we shall say that
the regular coloring corresponds to eigenvalue ¸.
Suppose G has a regular coloring. Then we deﬁne relations R1 by adjacency in G, R2 by
nonadjacency in G and being in distinct cocliques of the coloring, and R3 by nonadjacency
in G andbeinginthesamecocliqueofthecoloring. Itiseasytoseethattheserelationsform
a 3-class association scheme if G is strongly regular (cf. [40]). A lot of Hoffman-colorings
exist in the triangular graphs T.n/, for even n, as these (the schemes) are equivalent to
one-factorizations of Kn.F o rn D4 and 6, the one-factorizations of Kn are unique, there
aresixnonisomorphiconesforn D8, and396forn D10(cf. [56]). Dinitzetal. [29]found
that there are 526,915,620 nonisomorphic one-factorizations of K12, and they estimated
these numbers for n D14, 16, and 18.
Iftherelationsasdeﬁnedaboveformanassociationscheme,thenG canhaveatmostfour
distinct eigenvalues. However, this is not sufﬁcient, as the graph L2.3/­ J2 with spectrum
f[8]1;[2]4;[0]9;[¡4]4g has a Hoffman-coloring, i.e., 3 disjoint cocliques of size 6, but
the corresponding relations do not form an association scheme. It turns out that here the
multiplicity of the eigenvalue ¸3 D¡4 is too large. In fact, if the relations do form an
association scheme, and we assume that the regular coloring corresponds to the eigenvalue
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so that m3 D¡k=¸3. On the other hand, this additional condition on m3 is sufﬁcient.
Theorem 5.7 Let G be a connected k-regular graph on v vertices with four distinct
eigenvalues. If G has a regular coloring corresponding to eigenvalue; say;¸ 3; which has
multiplicity m3 ·¡k=¸3; then the corresponding relations form an association scheme.
Proof: Let A1 be the adjacency matrix of G (and R1), and A3 the adjacency matrix
corresponding to the regular coloring .R3/,s oA3 D Ic ­ Jv=c ¡ I, where c is the size of the
cocliques. Since any vertex outside a coclique C of the coloring is adjacent to ¡¸3 vertices
of C, it follows that A1.A3 C I/D¡¸3.J ¡.A3 C I//, and so A1A3 2hI; J; A1; A3i.
Let¸1 and¸2 betheremainingtwoeigenvaluesof G, andlet B D.A1 ¡¸1I/.A1 ¡¸2I/,
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.¸3 ¡¸2/ with multiplicity m3.I fw el e tE0 Dv¡1J, and E3 Dc¡1.A3 C I/¡v¡1J, then
BE0 D .k ¡ ¸1/.k ¡ ¸2/E0 and BE3 D .¸3 ¡ ¸1/.¸3 ¡ ¸2/E3:
By use of rank.E0/D1, rank.E3/Dv=c¡1¸m3, E2
0 D E0, E2
3 D E3, and E0E3 D0, it
follows that B ¡.k ¡¸1/.k ¡¸2/E0 ¡.¸3 ¡¸1/.¸3 ¡¸2/E3 D0, as all its eigenvalues are
zero. So A2
1 2hI; J; A1; A3i, and it follows that this algebra is closed under multiplication.
Hence we have an association scheme. 2
Asystemofllinkedsymmetric2-.v;k;¸/designsisacollectionofsetsVi;i D1;:::;l C1
and an incidence relation between each pair of sets forming a symmetric 2-.v;k;¸/design,
such that for any i; j;h the number of x 2Vi incident with both y 2Vj and z 2Vh depends
only on whether y and z are incident.
Now take as vertices the union of all Vi, and deﬁne relations by being in the same
subset Vi, being incident in the system of designs or being not incident in the system of
designs. This deﬁnes a 3-class association scheme. The association scheme of l ¡1 linked
designs (note that such a system is contained in the system of l linked designs) can also
be considered as the block scheme of the 2-.v;k;l¸/ design that is obtained by taking as
points the elements of the set V1 and as blocks the elements of the remaining Vi, with the
obvious incidence relation.
Theonlyknownnontrivialsystemsoflinkeddesignshaveparametersv D22m, k D22m¡1
¡2m¡1, ¸D22m¡2 ¡2m¡1, l ·22m¡1 ¡1, m >1 (and their complements) (see [18]).
Mathon [53] determined all systems of linked 2-.16;6;2/ designs.
The incidence graph of a system of linked designs is the graph of the relation deﬁned
by incidence. If G is a graph with four distinct eigenvalues, that is the incidence graph
of a system of linked designs, then G has a regular coloring. The following theorem
characterizes these graphs.
Theorem 5.8 Let G be a connected k-regular graph on v vertices with four distinct
eigenvalues. Suppose G has a regular coloring corresponding to; say;¸ 3; with cocliques
of size c such that the corresponding relations form an association scheme. Let m1 and
m2 be the multiplicities of the remaining two eigenvalues ¸1 and ¸2; respectively; then
c¡1·minfm1;m2g; with equality if and only if G is the incidence graph of a system of
linked symmetric designs.
Proof: Let h D1;2, and take
E D
v.v ¡ k ¡ c/
mh
Eh C ¸hJ










then rank.E/·mh C1. Now partition E and A1 according to the regular coloring, say86 VAN DAM
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Observe that it follows from m3 D¡k=¸3 that m1¸1 Cm2¸2 D0, so ¸h 6D0. So Eii is
nonsingular, so cDrank.Eii/·rank.E/, which proves the inequality. In case of equality
we have rank.E00/Drank.E/, and then it follows that EijD Ei0E
¡1
00 E0j. From this we
derive that Ai0AT
i0 D Ai0A0i 2hI; Ji, and since Ai0 has constant row and column sums,
we ﬁnd that Ai0 is the incidence matrix of a symmetric design. Furthermore, we ﬁnd that
Ai0A0j 2hAij; Ji for i 6D j, which proves that the designs are linked (cf. [18, Theorem 2]).
2
For l D1, a system of linked designs is just one design, and we get the incidence graph
and corresponding incidence scheme of a symmetric 2-.v;k;¸/ design. It is bipartite
distance-regular. In fact, it is well known that any bipartite regular graph with four distinct
eigenvalues is the incidence graph of a symmetric design (cf. [23]). This result now also
followsfromTheorem5.8. Inordertodetermineallnonisomorphicschemesgivenacertain
parameter set of this form, we should mention that two dual (as well as complementary)
designs generate the same association scheme. A general reference for designs is [4].
Theorem 5.8 is the analogue of the following theorem by Haemers and Tonchev [40,
Theorem 5.1] (here g is the multiplicity of the smallest eigenvalue).
Theorem 5.9 If G is a primitive strongly regular graph with a Hoffman-coloring; then
c¡1·g ¡v=cC1, with equality if and only if G is the incidence graph of a system of
linked symmetric designs.
6. Number theoretic conditions
Using the Hasse-Minkowski invariant of rational symmetric matrices, Bose and Connor [6]
derived number theoretic conditions for the existence of so-called regular group divisible
designs, which can be seen as extensions of the well-known Bruck-Ryser conditions for
symmetric designs. Godsil and Hensel [35] applied the results of Bose and Connor to
imprimitive distance-regular graphs with diameter three. In fact, we ﬁnd that after slight
adjustmentsoftheresultsofBoseandConnor,theyarealsoapplicabletoimprimitive3-class
association schemes. Also in the primitive case, Hasse-Minkowski theory can be useful,
under the condition that one of the relations is a strongly regular graph, preferably one that
is determined by its spectrum. If one of the relations is a lattice graph or a triangular graph,
wecanuseresultsofCoster[21]orCosterandHaemers[22],respectively. Theseresultsare
obtained by using the Grothendieck group, a technique similar to Hasse-Minkowski theory.
The results are in a sense generalizations of [63] and [57], respectively, which are only
applicable to designs. A general reference for applications of Hasse-Minkowski theory to
designs is [60].
Consider an imprimitive 3-class association scheme, where one of the relations, say R3,
forms the disjoint union of m cliques of size n. Let A be the adjacency matrix of one of
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any two adjacent vertices have ¸ common neighbours, any two nonadjacent vertices that
are in the same clique of relation R3 have ¹ common neighbours, and any two nonadjacent
verticesfromdistinctcliqueshave¹0 commonneighbours. If± D 1
2.¹0 ¡¸/,then Asatisﬁes
the equation
.A C ±I/2 D .k C ±2 ¡ ¹/I C ¹0J C .¹ ¡ ¹0/Im ­ Jn
Since AC±I is a symmetric rational matrix, it follows that the right-hand side of the
equation is rationally congruent to the identity matrix. Note that the matrix has spectrum
©
[.k C ±/2]1;[.k C ±/2 ¡ mn¹0]m¡1;[k C ±2 ¡ ¹]m.n¡1/ª
Now, the results of Bose and Connor generalize in an obvious way, and we obtain the
following conditions. Here the Hilbert norm residue symbol .a;b/p is deﬁned to be 1 if the
equation ax2 Cby
2 ´1 (mod pr) has a solution x; y, for everyr, and otherwise it is deﬁned
to be ¡1.
Lemma 6.1 If an imprimitive 3-class association scheme as given above exists; then
(a) if m is even; then .k C±/2 ¡mn¹0 is a rational square; and if m ´2 .mod 4/ and n is
even then .k C±2 ¡¹;¡1/p D1 for all odd primes p.
(b) if m is odd; and n is even; then k C±2 ¡¹ is a rational square; and ..k C±/2 ¡mn¹0,
.¡1/
1
2.m¡1/n¹0/p D1 for all odd primes p.





n¹0/p D1 for all odd primes p.
Actually, we know a little bit more, if ¹6D¹0, since then A has four distinct eigenval-
ues, and then it follows that at least one of k C±2 ¡¹ and .k C±/2 ¡mn¹0 is a rational
square. Examples of parameter sets with ¹6D0 that are ruled out by these conditions are
.m;n;k;¸;¹ 0;¹/D.10;4;18;8;8;6/, .17;5;32;12;12;8/;.22;4;42;20;20;14/.
7. Lists of small feasible parameter sets
Inordertogeneratefeasibleparametersetsfor3-classassociationschemesweshallclassify
them into three sets:
1. At least one of the relations is a graph with four distinct eigenvalues;
2. At least one of the relations is the disjoint union of some (connected) strongly regular
graphs having the same parameters;
3. All three relations are strongly regular graphs—The amorphic schemes.
These three cases cover all possibilities. Case 2 is degenerate (see Section 3.1). For the
remaining two cases we generated all feasible parameter sets on at most 100 vertices. For
Case 3 we used Theorem 4.1. For Case 1 we started from an algorithm to generate feasible
spectra of graphs with four distinct eigenvalues (actually three algorithms for three types
of spectra, cf. [26]; these generate the parameters v;n1; P11; P21; P31;m1;m2;m3 and
p1
11), added the parameter ¹D p3
11 and (using the results from Section 5.3 and Section 2)
computed all other parameters, and checked them for necessary conditions (integrality
conditions, Krein conditions, and the absolute bound).88 VAN DAM
Appendices
In the following appendices all possible parameter sets for 3-class association schemes on
at most 100 vertices are listed, except for the more “degenerate” ones, i.e., the schemes
generatedbythedisjointunionofstronglyregulargraphs,theschemesgeneratedbyG ­ Jn,
where G is a strongly regular graph, and the rectangular schemes R.m;n/, except for the
very small schemes R.2;2/, the 6-cycle C6, and the Cube. The parameters of the more
“degenerate” schemes are given below.
The number of vertices of the scheme is denoted by v. If the scheme is primitive, then
this number is in bold face. The “spectrum” is given by the last three rows of PT, and so
the ﬁrst row represents the spectrum of the ﬁrst relation, and similarly for the second and
third relation. In the ﬁrst row of the spectrum, the multiplicities of the (eigenvalues of the)
scheme are denoted in superscript. In Appendices A and D the multiplicities are omitted,
since there the schemes are self-dual, so the multiplicities are equal to the degrees. L1, L2
and L3 here denote the reduced intersection matrices, that is, the ﬁrst row and column are
omitted. # denotes the number of nonisomorphic schemes of that type. At the end of the
line remarks are made. The more “degenerate” schemes would read as follows.
v spectrum L1 L2 L3 #
mn {(m-1)(n-1), 1, 1-m,1 - n}( m-2)(n-2) n-2 m-2 n-2 0 1 m-2 1 0 1 R(m,n)
{ n-1, -1, -1, n-1} (m-1)(n-2) 0 m-1 0 n-2 0 m-1 0 0 If m xor n equals 2
{ m-1, -1, m-1, -1} (m-2)(n-1) n-1 0 n- 1 000 0m-2 then DRG, Q-polynomial
wn { k, kn-1, rfn, sgn } l k-1-l 0 k-1-l w-2k+l 00 0 ( n-1)w ? disjoint union of n
{ w-1-k , w-1-k, -1-r, -1-s} m k-m 0 k-m w-2k-2+m 00 0 ( n-1)w SRG(w,k,l,m)
{(n-1)w,- w,0 ,0 } 0 0 k 00 w-1-kkw -1-k (n-2)w
wn { nk, nrf,0 (n-1)w, nsg} nl n-1 n(k-1-l) n-1 0 0 n(k-1-l)0 n(w-2k+l) ? SRG(w,k,l,m)­Jn
{ n-1, n-1, -1, n-1} nk 000 n- 2 000 n(w-1-k)
{n(w-1-k), n(-1-r), 0, n(-1-s)} nm 0 n(k-m)0 0 n-1 n(k-m) n-1 n(w-2k-2+m)
Appendix A
Theamorphicschemes—allrelationsarestronglyregular; excludedherearetherectangular
schemes R.m;m/, except R.2;2/.
v spectrum L1 L2 L3 #
4 {1, 1, -1, -1} 0 0 0 0 0 1 0 1 0 1 L1,1(2) ' R(2,2)
{ 1 , - 1 ,1 , - 1 } 001 000 100
{ 1 , - 1 , - 1 ,1 } 010 100 000
1 6 { 6 ,2 , - 2 , - 2 } 221 222 120 4 L1,2(4) [36]
{ 6 , - 2 ,2 , - 2 } 222 221 210
{ 3 , - 1 , - 1 ,3 } 240 420 002
16 {5, -3, 1, 1} 0 2 2 2 2 1 2 1 2 2 Cycl(16) [36]
{ 5 ,1 , - 3 ,1 } 221 202 122
{ 5 ,1 ,1 , - 3 } 212 122 220
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(Continued).
v spectrum L1 L2 L3 #
25 {12, 2, -3, -3} 5 4 2 4 2 2 2 2 0 2 L1,2(5)
{ 8 , - 2 ,3 , - 2 } 633 331 310
{ 4 , - 1 , - 1 ,4 } 660 620 003
25 { 8 ,3 , - 2 , - 2 } 322 224 242 2L2,2(5), Cycl(25) [36]
{ 8 , - 2 ,3 , - 2 } 224 232 422
{ 8 , - 2 , - 2 ,3 } 242 422 223
36 {20, 2, -4, -4} 10 6 3 6 2 2 3 2 0 22 L1,2(6) [19, 59]
{10, -2, 4, -2} 12 4 4 4 4 1 4 1 0
{ 5, -1, -1, 5} 12 8 0 8 2 0 0 0 4
36 {15, 3, -3, -3} 6 6 2 6 6 3 2 3 0 0 SRG(36,20,10,12)\spread
{15, -3, 3, -3} 6 6 3 6 6 2 3 2 0 Bussemaker, Haemers, Spence
{ 5 , - 1 , - 1 ,5 } 690 960 004
36 {15, 3, -3, -3} 6 4 4 4 2 4 4 4 2 0 L2,2(6)
{10, -2, 4, -2} 6 3 6 3 4 2 6 2 2
{10, -2, -2, 4} 6 6 3 6 2 2 3 2 4
49 {30, 2, -5, -5} 17 8 4 8 2 2 4 2 0 564 L1,2(7) [20, errata]
{12, -2, 5, -2} 20 5 5 5 5 1 5 1 0
{ 6, -1, -1, 6} 20 10 0 10 2 0 0 0 5
49 {24, 3, -4, -4} 11 9 3 9 6 3 3 3 0 ¸1 L1,3(7)
{18, -3, 4, -3} 12 8 4 8 7 2 4 2 0
{ 6, -1, -1, 6} 12 12 0 12 6 0 0 0 5
49 {24, 3, -4, -4} 11 6 6 6 2 4 6 4 2 ¸1 L2,2(7)
{12, -2, 5, -2} 12 4 8 4 5 2 8 2 2
{12, -2, -2, 5} 12 8 4 8 2 2 4 2 5
49 {18, 4, -3, -3} 7 6 4 6 6 6 4 6 2 ¸1 L2,3(7)
{18, -3, 4, -3} 6 6 6 6 7 4 6 4 2
{12, -2, -2, 5} 6 9 3 9 6 3 3 3 5
49 {16, -5, 2, 2} 3 6 6 6 6 4 6 4 6 0 SRG does not exist [14]
{16, 2, -5, 2} 6 6 4 6 3 6 4 6 6
{16, 2, 2, -5} 6 4 6 4 6 6 6 6 3
64 {42, 2, -6, -6} 26 10 5 10 2 2 5 2 0 1676267 L1,2(8) [20]
{14, -2, 6, -2} 30 6 6 6 6 1 6 1 0
{ 7, -1, -1, 7} 30 12 0 12 2 0 0 0 6
64 {35, 3, -5, -5} 18 12 4 12 6 3 4 3 0 ¸1 L1,3(8)
{21, -3, 5, -3} 20 10 5 10 8 2 5 2 0
{ 7, -1, -1, 7} 20 15 0 15 6 0 0 0 6
64 {28, 4, -4, -4} 12 12 3 12 12 4 3 4 0 ¸1 L1,4(8)
{28, -4, 4, -4} 12 12 4 12 12 3 4 3 0
{ 7, -1, -1, 7} 12 16 0 16 12 0 0 0 6
64 {35, 3, -5, -5} 18 8 8 8 2 4 8 4 2 ¸1 L2,2(8)
{14, -2, 6, -2} 20 5 10 5 6 2 10 2 2
{14, -2, -2, 6} 20 10 5 10 2 2 5 2 6
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64 {28, 4, -4, -4} 12 9 6 9 6 6 6 6 2 ¸1 L2,3(8)
{21, -3, 5, -3} 12 8 8 8 8 4 8 4 2
{14, -2, -2, 6} 12 12 4 12 6 3 4 3 6
64 {27, -5, 3, 3} 10 8 8 8 6 4 8 4 6 ¸1 de Caen, Van Dam
{18, 2, -6, 2} 12 9 6 9 2 6 6 6 6
{18, 2, 2, -6} 12 6 9 6 6 6 9 6 2
64 {21, 5, -3, -3} 8 6 6 6 6 9 6 9 6 ¸1 L3,3(8), Cycl(64)
{21, -3, 5, -3} 6 6 9 6 8 6 9 6 6
{21, -3, -3, 5} 6 9 6 9 6 6 6 6 8
81 {56, 2, -7, -7} 37 12 6 12 2 2 6 2 0 ¸1 L1,2(9)
{16, -2, 7, -2} 42 7 7 7 7 1 7 1 0
{ 8, -1, -1, 8} 42 14 0 14 2 0 0 0 7
81 {48, 3, -6, -6} 27 15 5 15 6 3 5 3 0 ¸1 L1,3(9)
{24, -3, 6, -3} 30 12 6 12 9 2 6 2 0
{ 8, -1, -1, 8} 30 18 0 18 6 0 0 0 7
81 {40, 4, -5, -5} 19 16 4 16 12 4 4 4 0 ¸1 L1,4(9)
{32, -4, 5, -4} 20 15 5 15 13 3 5 3 0
{ 8, -1, -1, 8} 20 20 0 20 12 0 0 0 7
81 {48, 3, -6, -6} 27 10 10 10 2 4 10 4 2 ¸1 L2,2(9)
{16, -2, 7, -2} 30 6 12 6 7 2 12 2 2
{16, -2, -2, 7} 30 12 6 12 2 2 6 2 7
81 {40, 4, -5, -5} 19 12 8 12 6 6 8 6 2 ¸1 L2,3(9)
{24, -3, 6, -3} 20 10 10 10 9 4 10 4 2
{16, -2, -2, 7} 20 15 5 15 6 3 5 3 7
81 {32, 5, -4, -4} 13 12 6 12 12 8 6 8 2 ¸1 L2,4(9)
{32, -4, 5, -4} 12 12 8 12 13 6 8 6 2
{16, -2, -2, 7} 12 16 4 16 12 4 4 4 7
81 {40, -5, 4, 4} 19 10 10 10 6 4 10 4 6 ¸2 Van Lint-Schrijver
{20, 2, -7, 2} 20 12 8 12 1 6 8 6 6
{20, 2, 2, -7} 20 8 12 8 6 6 12 6 1
81 {30, -6, 3, 3} 9 12 8 12 12 6 8 6 6 ¸1 Van Lint-Schrijver
{30, 3, -6, 3} 12 12 6 12 9 8 6 8 6
{20, 2, 2, -7} 12 9 9 9 12 9 9 9 1
81 {32, 5, -4, -4} 13 9 9 9 6 9 9 9 6 ¸1 L3,3(9)
{24, -3, 6, -3} 12 8 12 8 9 6 12 6 6
{24, -3, -3, 6} 12 12 8 12 6 6 8 6 9
100 {72, 2, -8, -8} 50 14 7 14 2 2 7 2 0 ¸1 L1,2(10)
{18, -2, 8, -2} 56 8 8 8 8 1 8 1 0
{ 9, -1, -1, 9} 56 16 0 16 2 0 0 0 8
100 {63, 3, -7, -7} 38 18 6 18 6 3 6 3 0 ¸1 L1,3(10)
{27, -3, 7, -3} 42 14 7 14 10 2 7 2 0
{ 9, -1, -1, 9} 42 21 0 21 6 0 0 0 8
(Continued on next page.)THREE-CLASS ASSOCIATION SCHEMES 91
(Continued).
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100 {54, 4, -6, -6} 28 20 5 20 12 4 5 4 0 ? L1,4(10),
SRG(100,63,38,42)\spread
{36, -4, 6, -4} 30 18 6 18 14 3 6 3 0
{ 9, -1, -1, 9} 30 24 0 24 12 0 0 0 8
100 {45, 5, -5, -5} 20 20 4 20 20 5 4 5 0 ? L1,5(10),
SRG(100,54,28,30)\spread
{45, -5, 5, -5} 20 20 5 20 20 4 5 4 0
{ 9, -1, -1, 9} 20 25 0 25 20 0 0 0 8
100 {63, 3, -7, -7} 38 12 12 12 2 4 12 4 2 ¸1 L2,2(10)
{18, -2, 8, -2} 42 7 14 7 8 2 14 2 2
{18, -2, -2, 8} 42 14 7 14 2 2 7 2 8
100 {54, 4, -6, -6} 28 15 10 15 6 6 10 6 2 ? L2,3(10)
{27, -3, 7, -3} 30 12 12 12 10 4 12 4 2
{18, -2, -2, 8} 30 18 6 18 6 3 6 3 8
100 {45, 5, -5, -5} 20 16 8 16 12 8 8 8 2 ? L2,4(10)
{36, -4, 6, -4} 20 15 10 15 14 6 10 6 2
{18, -2, -2, 8} 20 20 5 20 12 4 5 4 8
100 {55, -5, 5, 5} 30 12 12 12 6 4 12 4 6 ?
{22, 2, -8, 2} 30 15 10 15 0 6 10 6 6
{22, 2, 2, -8} 30 10 15 10 6 6 15 6 0
100 {44, -6, 4, 4} 18 15 10 15 12 6 10 6 6 ?
{33, 3, -7, 3} 20 16 8 16 8 8 8 8 6
{22, 2, 2, -8} 20 12 12 12 12 9 12 9 0
100 {45, 5, -5, -5} 20 12 12 12 6 9 12 9 6 ? L3,3(10)
{27, -3, 7, -3} 20 10 15 10 10 6 15 6 6
{27, -3, -3, 7} 20 15 10 15 6 6 10 6 10
100 {36, 6, -4, -4} 14 12 9 12 12 12 9 12 6 ? L3,4(10)
{36, -4, 6, -4} 12 12 12 12 14 9 12 9 6
{27, -3, -3, 7} 12 16 8 16 12 8 8 8 10
100 {33, -7, 3, 3} 8 12 12 12 12 9 12 9 12 ?
{33, 3, -7, 3} 12 12 9 12 8 12 9 12 12
{33, 3, 3, -7} 12 9 12 9 12 12 12 12 8
Appendix B
Four integral eigenvalues; excluded here are association schemes generated by SRG­Jn,
and the rectangular schemes R.m;n/, except the 6-cycle C6 and the Cube.
v spectrum L1 L2 L3 #
6{ 2 , 1 2,- 1 2,- 2 1} 010 101 010 1 C6 ' R(3,2)
{2, -1, -1, 2} 1 0 1 0 1 0 1 0 0 DRG
{ 1 , - 1 , 1 , - 1 } 020 200 000 Q-123
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v spectrum L1 L2 L3 #
8{ 3 ,1 3,- 1 3,- 3 1} 0 2 0 2 0 1 0 1 0 1 Cube ' R(4,2)
{ 3, -1, -1, 3} 2 0 1 0 2 0 1 0 0 DRG
{ 1, -1, 1, -1} 0 3 0 3 0 0 0 0 0 Q-123
15 { 4, 25,- 1 4,- 2 5} 12 0 242 02 0 1 L(Petersen)
{ 8, -2, -2, 2} 1 2 1 2 4 1 1 1 0 DRG, R2 SRG
{ 2, -1, 2, -1} 0 4 0 4 4 0 0 0 1
20 { 9, 35,- 1 9,- 3 5} 44 0 441 01 0 1 J(6,3)
{ 9, -3, -1, 3} 4 4 1 4 4 0 1 0 0 R1 ' R2 DRG
{ 1, -1, 1, -1} 0 9 0 9 0 0 0 0 0 Q-123, Q-321
27 {6 , 3 6,0 12,- 3 8} 14 0 444 04 4 1 H(3,3)
{12, 0, -3, 3} 2 2 2 2 5 4 2 4 2 DRG
{ 8, -4, 2, -1} 0 3 3 3 6 3 3 3 1 Q-123
27 { 8, 212,- 1 8,- 4 6} 1 6 0 6 8 2 0 2 0 2 GQ(2,4)\spread
{16, -2, -2, 4} 3 4 1 4 10 1 1 1 0 R1 DRG, R2 SRG
{ 2, -1, 2, -1} 0 8 0 8 8 0 0 0 1
28 {12, 214,- 2 6,- 4 7} 46 1 642 12 0 5 6 T(8)c\spread,
Changc\spread [68]
{12, -2, -2, 4} 6 4 2 4 6 1 2 1 0 R2 SRG
{ 3, -1, 3, -1} 4 8 0 8 4 0 0 0 2
30 { 7, 214,- 2 14,- 7 1} 06 0 608 08 0 4 IG(15,7,3)
{14, -1, -1, 14} 3 0 4 0 13 0 4 0 4 R1 and R3 DRG
{ 8, -2, 2, -8} 0 7 0 7 0 7 0 7 0 Q-123, Q-213
32 { 6, 215,- 2 15,- 6 1} 0 50 5 01 0 01 00 3 IG(16,6,2)
{15, -1, -1, 15} 2 0 4 0 14 0 4 0 6 R1 and R3 DRG
{10, -2, 2, -10} 0 6 0 6 0 9 0 9 0 Q-123, Q-213
32 {15, 310,- 1 15,- 5 6} 6 8 0 8 6 1 0 1 0 1 2(GQ(2,2)+1)
{15, -3, -1, 5} 8 6 1 6 8 0 1 0 0 R1 and R2 DRG
{ 1, -1, 1, -1} 0 15 0 15 0 0 0 0 0 Q-123, Q-321
35 {12, 56,0 14,- 3 14} 56 0 693 03 1 1 J(7,3)
{18, -3, -3, 3} 4 6 2 6 9 2 2 2 0 R1 and R3 DRG, R2 SRG
{ 4, -3, 2, -1} 0 9 3 9 9 0 3 0 0 Q-123
35 {12, 314,- 2 6,- 3 14} 46 1 693 13 0 ¸1 SRG(35,16,6,8)
\spread [40]
{18, -3, -3, 3} 4 6 2 6 9 2 2 2 0 R2 SRG
{ 4, -1, 4, -1} 3 9 0 9 9 0 0 0 3
35 {12, 410,- 2 20,- 3 4} 5 2 4 2 0 4 4 4 8 0 SRG(35,18,9,9)
\spread [40]
{ 6, -1, -1, 6} 4 0 8 0 5 0 8 0 8 R3 SRG
{16, -4, 2, -4} 3 3 6 3 0 3 6 3 6
36 {5 , 2 16,- 1 10,- 3 9} 0 4 0 4 8 8 0 8 2 1 Sylvester, block
scheme of residual
of 4-(11,5,1)
{20, -1, -4, 4} 1 2 2 2 11 6 2 6 2 DRG, R3 ' L2(6)
{10, -2, 4, -2} 0 4 1 4 12 4 1 4 4
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40 { 9, 315,- 1 9,- 3 15} 26 0 6 1 83030 ¸1 GQ(3,3)\spread
{27, -3, -3, 3} 2 6 1 6 18 2 1 2 0 DRG, R2 SRG
{ 3, -1, 3, -1} 0 9 0 9 18 0 0 0 2
40 {18, 412,- 2 24,- 6 3} 8 5 4 5 0 4 4 4 4 0 SRG(40,27,18,18)
\spread [40]
{ 9, -1, -1, 9} 10 0 8 0 8 0 8 0 4 R3 SRG
{12, -4, 2, -4} 6 6 6 6 0 3 6 3 2
42 { 5, 220,- 2 20,- 5 1} 0 40 4 01 6 01 6 0 1 IG(21,5,1)
{20, -1, -1, 20} 1 0 4 0 19 0 4 0 12 R1 and R3 DRG
{16, -2, 2, -16} 0 5 0 5 0 15 0 15 0 Q-123, Q-213
42 { 6, 221,- 1 6,- 3 14} 0 5 0 5 20 5 0 5 0 1 Ho-Si2(x), block scheme
of 2-(15,5,4)
{30, -2, -5, 3} 1 4 1 4 21 4 1 4 0 DRG
{ 5, -1, 5, -1} 0 6 0 6 24 0 0 0 4
45 {8 , 2 25,- 2 9,- 4 10} 0 5 2 5 5 10 2 10 4 1 Gewirtz2(x)
{20, -1, -5, 5} 2 2 4 2 9 8 4 8 4 R3 SRG
{16, -2, 6, -2} 1 5 2 5 10 5 2 5 8
45 { 8, 412,- 1 8,- 2 24} 3 4 0 4 24 4 0 4 0 0 SRG(45,12,3,3)\spread
[10, p. 152]
{32, -4, -4, 2} 1 6 1 6 22 3 1 3 0 DRG, R2 SRG
{ 4, -1, 4, -1} 0 8 0 8 24 0 0 0 3
45 {16, 415,- 2 20,- 4 9} 66 3 646363 ?
{16, -2, -2, 6} 6 4 6 4 8 3 6 3 3 R2 ' T(10), R3 SRG
{12, -3, 3, -3} 4 8 4 8 4 4 4 4 3
45 {24, 320,- 3 20,- 6 4} 1 25 6 503633 ¸2 GQ(4,2)c\spread
{ 8, -1, -1, 8} 15 0 9 0 7 0 9 0 3 R3 SRG
{12, -3, 3, -3} 12 6 6 6 0 2 6 2 3
45 {24, 227,- 3 8,- 6 9} 1 1 1 0 21 0422203 9 6T(10)c\spread [56]
{16, -2, -2, 6} 15 6 3 6 8 1 3 1 0 R2 SRG
{ 4, -1, 4, -1} 12 12 0 12 4 0 0 0 3
48 {12, 230,- 4 15,- 6 2} 1 5 5 5 0 10 5 10 5 3 system of 2 linked
2-(16,6,2) designs [53]
{15, -1, -1, 15} 4 0 8 0 14 0 8 0 12
{20, -2, 4, -10} 3 6 3 6 0 9 3 9 7 Q-213
48 {15, 512,- 1 15,- 3 20} 6 8 0 8 20 2 0 2 0 0 [35, Lemma 3.5]
{30, -5, -2, 3} 4 10 1 10 18 1 1 1 0 DRG
{ 2, -1, 2, -1} 0 15 0 15 15 0 0 0 1
51 {16, 417,- 1 16,- 4 17} 5 1 0 01 0 2 02020 ¸1 3(Cycl(16)+1)
{32, -4, -2, 4} 5 10 1 10 20 1 1 1 0 DRG
{ 2, -1, 2, -1} 0 16 0 16 16 0 0 0 1
52 {25, 513,- 1 25,- 5 13} 12 12 0 12 12 1 0 1 0 4 Taylor [15, 67]
{25, -5, -1, 5} 12 12 1 12 12 0 1 0 0 R1 and R2 DRG
{ 1, -1, 1, -1} 0 25 0 25 0 0 0 0 0 Q-123, Q-321
56 {15, 77,1 20,- 3 28} 68 0 8 1 66064 1J(8,3)
{30, -2, -5, 3} 4 8 3 8 15 6 3 6 1 DRG
{10, -6, 3, -1} 0 9 6 9 18 3 6 3 0 Q-123
(Continued on next page.)94 VAN DAM
(Continued).
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56 {27, 321,- 1 27,- 9 7} 10 16 0 16 10 1 0 1 0 1 2(Schlafli+1)
{27, -3, -1, 9} 16 10 1 10 16 0 1 0 0 R1 and R2 DRG
{ 1, -1, 1, -1} 0 27 0 27 0 0 0 0 0 Q-123, Q-321
60 {15, 325,0 16,- 5 18} 284 888 488¸1 hyperbolic quadric
in PG(3,5)
{24, 0, -6, 4} 5 5 5 5 8 10 5 10 5
{20, -4, 5, 0} 3 6 6 6 12 6 6 6 7
60 {21, 332,- 4 24,- 7 3} 668 608 888 ?
{14, -1, -1, 14} 9 0 12 0 13 0 12 0 12
{24, -3, 4, -8} 7 7 7 7 0 7 7 7 9
63 {6 , 3 21,- 1 27,- 3 14} 1 4 0 4 4 16 0 16 16 2 GH(2,2)
{24, 0, -4, 6} 1 1 4 1 10 12 4 12 16 DRG, R3 SRG
{32, -4, 4, -4} 0 3 3 3 9 12 3 12 16
63 {24, 427,- 3 8,- 4 27} 9 1 221 2 1 64 240¸1 SRG(63,30,13,15)
\spread [40]
{32, -4, -4, 4} 9 12 3 12 16 3 3 3 0 R2 SRG
{ 6, -1, 6, -1} 8 16 0 16 16 0 0 0 5
63 {24, 521,- 3 35,- 4 6} 10 3 10 3 0 5 10 5 15 ? SRG(63,32,16,16)
\spread
{ 8, -1, -1, 8} 9 0 15 0 7 0 15 0 15 R3 SRG
{30, -5, 3, -5} 8 4 12 4 0 4 12 4 13
64 {7 , 3 21,- 1 35,- 5 7} 0 6 0 6 0 15 0 15 20 1 Folded 7-cube
{21, 1, -3, 9} 2 0 5 0 10 10 5 10 20 R1 and R2 DRG, R3 SRG
{35, -5, 3, -5} 0 3 4 3 6 12 4 12 18 Q-123, Q-312
64 {9 , 5 9,1 27,- 3 27} 260 6 1 29 09 1 8 2H(3,4), Doob
{27, 3, -5, 3} 2 4 3 4 10 12 3 12 12 DRG, R2 SRG
{27, -9, 3, -1} 0 3 6 3 12 12 6 12 8 Q-123
64 {14, 242,- 2 7,- 6 14} 0 1 211 2 2 46 160¸1 de Caen, Van Dam
{42, -2, -6, 6} 4 8 2 8 28 5 2 5 0
{ 7, -1, 7, -1} 2 12 0 12 30 0 0 0 6
64 {15, 330,- 1 15,- 5 18} 2 1 201 2 3 03 030¸5 SRG(64,18,2,6)
\spread [50]
{45, -3, -3, 5} 4 10 1 10 32 2 1 2 0 DRG, R2 SRG
{ 3, -1, 3, -1} 0 15 0 15 30 0 0 0 2
64 {18, 615,- 2 45,- 6 3} 7 5 5 5 0 10 5 10 15 0 linked designs
{15, -1, -1, 15} 6 0 12 0 14 0 12 0 18
{30, -6, 2, -10} 3 6 9 6 0 9 9 9 11 Q-123
64 {30, 615,- 2 45,-103} 14 9 6 9 0 6 6 6 6 12 SRG(64,45,32,30)
\spread, 3 linked
2-(16,6,2) designs [53]
{15, -1, -1, 15} 18 0 12 0 14 0 12 0 6 R3 SRG
{18, -6, 2, -6} 10 10 10 10 0 5 10 5 2 Q-123
65 {10, 513,0 26,- 3 25} 3 6 0 6 12 12 0 12 12 1 Locally Petersen
{30, 0, -5, 4} 2 4 4 4 13 12 4 12 8 DRG
{24, -6, 4, -2} 0 5 5 5 15 10 5 10 8
(Continued on next page.)THREE-CLASS ASSOCIATION SCHEMES 95
(Continued).
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66 {15, 244,- 3 11,- 7 10} 0 10 4 10 8 12 4 12 4 ¸1 block scheme
4-(11,5,1) design
{30, -1, -6, 8} 5 4 6 4 15 10 6 10 4 R3 ' T(12)
{20, -2, 8, -2} 3 9 3 9 15 6 3 6 10 Q-312
66 {20, 244,- 2 10,- 8 11} 2 1 611 6 2 04 140 ?
{40, -2, -4, 8} 8 10 2 10 26 3 2 3 0
{ 5, -1, 5, -1} 4 16 0 16 24 0 0 0 4
66 {40, 244,- 4 10,- 8 11} 22 14 3 14 4 2 3 2 0 526915620 T(12)c\spread [29]
{20, -2, -2, 8} 28 8 4 8 10 1 4 1 0 R2 SRG
{ 5, -1, 5, -1} 24 16 0 16 4 0 0 0 4
68 {12, 417,0 34,- 5 16} 1 10 0 10 20 10 0 10 5 1 Doro, block scheme
of 3-(17,5,1)
{40, 0, -4, 6} 3 6 3 6 24 9 3 9 3 DRG
{15, -5, 3, -2} 0 8 4 8 24 8 4 8 2
70 {17, 334,- 3 34,-171} 0 16 0 16 0 18 0 18 0 ¸53387 IG(35,17,8) [68]
{34, -1, -1, 34} 8 0 9 0 33 0 9 0 9 R1 and R3 DRG
{18, -3, 3, -18} 0 17 0 17 0 17 0 17 0 Q-123, Q-213
70 {18, 249,- 3 6,- 7 14} 1 1 421 4 2 17 270 ¸1 Merging example
{42, -2, -7, 7} 6 9 3 9 26 6 3 6 0
{ 9, -1, 9, -1} 4 14 0 14 28 0 0 0 8
70 {18, 714,- 2 49,- 3 6} 8 2 7 2 0 7 7 7 28 ? SRG(70,27,12,9)
\spread
{ 9, -1, -1, 9} 4 0 14 0 8 0 14 0 28 R3 SRG
{42, -7, 2, -7} 3 3 12 3 0 6 12 6 23
70 {36, 340,- 4 9,- 6 20}1 7 1 531 593 330 ¸1 SRG(70,42,23,28)
\spread [40]
{27, -3, -3, 6} 20 12 4 12 12 2 4 2 0 R2 SRG
{ 6, -1, 6, -1} 18 18 0 18 9 0 0 0 5
72 {15, 335,- 3 35,-151} 0 14 0 14 0 21 0 21 0 ¸25634 IG(36,15,6)
[66, 67]
{35, -1, -1, 35} 6 0 9 0 34 0 9 0 12 R1 and R3 DRG
{21, -3, 3, -21} 0 15 0 15 0 20 0 20 0 Q-123, Q-213
72 {35, 521,- 1 35,- 7 15} 16 18 0 18 16 1 0 1 0 ¸227 Taylor [67]
{35, -5, -1, 7} 18 16 1 16 18 0 1 0 0 R1 and R2 DRG
{ 1, -1, 1, -1} 0 35 0 35 0 0 0 0 0 Q-123, Q-321
75 {24, 620,- 1 24,- 4 30} 9 1 401 4 3 22 020 ?
{48, -6, -2, 4} 7 16 1 16 30 1 1 1 0 DRG
{ 2, -1, 2, -1} 0 24 0 24 24 0 0 0 1
75 {28, 342,- 2 14,- 7 18} 8 18 1 18 21 3 1 3 0 ? SRG(75,32,10,16)
\spread
{42, -3, -3, 7} 12 14 2 14 25 2 2 2 0 R2 SRG
{ 4, -1, 4, -1} 7 21 0 21 21 0 0 0 3
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75 {28, 814,- 2 56,- 7 4} 13 6 8 6 0 8 8 8 16 0 SRG(75,42,25,21)
\spread [40]
{14, -1, -1, 14} 12 0 16 0 13 0 16 0 16 R3 SRG, linked designs
{32, -8, 2, -8} 7 7 14 7 0 7 14 7 10 Q-123
76 {18, 338,- 1 18,- 6 19} 2 15 0 15 36 3 0 3 0 0 SRG(76,21,2,7)
\spread [40]
{54, -3, -3, 6} 5 12 1 12 39 2 1 2 0 DRG, R2 SRG
(does not exist)
{ 3, -1, 3, -1} 0 18 0 18 36 0 0 0 2
78 {25, 526,- 1 25,- 5 26} 8 1 601 6 3 22 020 ¸1 3(Cycl(25)+1)
{50, -5, -2, 5} 8 16 1 16 32 1 1 1 0 DRG
{ 2, -1, 2, -1} 0 25 0 25 25 0 0 0 1
80 {13, 339,- 3 39,-131} 0 12 0 12 0 27 0 27 0 ¸930 IG(40,13,4) [68]
{39, -1, -1, 39} 4 0 9 0 38 0 9 0 18 R1 and R3 SRG
{27, -3, 3, -27} 0 13 0 13 0 26 0 26 0 Q-123, Q-213
80 {24, 260,- 6 4,- 8 15} 3 15 5 15 15 10 5 10 0 1 system of 4 linked
2-(16,6,2)
designs [53]
{40, -2, -10, 8} 9 9 6 9 21 9 6 9 0
{15, -1, 15, -1} 8 16 0 16 24 0 0 0 14 Q-312
81 {10, 710,1 20,- 2 50} 540 46 1 0 0 1 0 4 0 0l3 D -2
{20, 2, -7, 2} 2 3 5 3 1 15 5 15 30 DRG, R2 SRG
{50, -10, 5, -1} 0 2 8 2 6 12 8 12 29 Q-123
81 {16, 432,- 2 32,- 5 16} 384 88 1 6 4 1 6 1 2 ?
{32, -1, -4, 8} 4 4 8 4 15 12 8 12 12 R3 SRG
{32, -4, 5, -4} 2 8 6 8 12 12 6 12 13
81 {20, 520,2 20,- 4 40} 568 668 88 2 4 ?
{20, 2, -7, 2} 6 6 8 6 1 12 8 12 20 R2 SRG (unique)
{40, -8, 4, 1} 4 4 12 4 6 10 12 10 17
81 {24, 348,- 3 8,- 6 24} 5 1 621 6 2 66 260 ?
{48, -3, -6, 6} 8 13 3 13 29 5 3 5 0
{ 8, -1, 8, -1} 6 18 0 18 30 0 0 0 7
84 {18, 98,2 27,- 3 48} 7 10 0 10 25 10 0 10 10 1 J(9,3)
{45, 0, -7, 3} 4 10 4 10 22 12 4 12 4 DRG
{20, -10, 4, -1} 0 9 9 9 27 9 9 9 1 Q-123
84 {20, 435,- 1 20,- 5 28} 4 1 501 5 4 23 030 ?
{60, -4, -3, 5} 5 14 1 14 43 2 1 2 0 DRG
{ 3, -1, 3, -1} 0 20 0 20 40 0 0 0 2
85 {16, 434,- 1 16,- 4 34} 3 1 201 2 4 84 040 ¸2 GQ(4,4)\spread
{64, -4, -4, 4} 3 12 1 12 48 3 1 3 0 DRG, R2 SRG
{ 4, -1, 4, -1} 0 16 0 16 48 0 0 0 3
85 {48, 530,- 3 50,-124} 26 11 10 11 0 5 10 5 5 ? SRG(85,64,48,48)\spread
{16, -1, -1, 16} 33 0 15 0 15 0 15 0 5 R3 SRG
{20, -5, 3, -5} 24 12 12 12 0 4 12 4 3
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v spectrum L1 L2 L3 #
88 {12, 422,1 32,- 4 33} 11 0 0 1 04 01 0 01 0 5 ?
{60, 0, -6, 4} 2 8 2 8 40 11 2 11 2 DRG
{15, -5, 4, -1} 0 8 4 8 44 8 4 8 2
90 {12, 344,- 3 44,-121} 0 11 0 11 0 33 0 33 0 ¸2285 IG(45,12,3) [55]
{44, -1, -1, 44} 3 0 9 0 43 0 9 0 24 R1 and R3 DRG
{33, -3, 3, -33} 0 12 0 12 0 32 0 32 0 Q-123, Q-213
90 {44, 433,- 1 44,-1112} 18 25 0 25 18 1 0 1 0 0 Taylor
{44, -4, -1, 11} 25 18 1 18 25 0 1 0 0 R1 and R2 DRG
{ 1, -1, 1, -1} 0 44 0 44 0 0 0 0 0 Q-123, Q-321
91 {20, 712,0 65,- 8 13} 3 12 4 12 6 12 4 12 24 ?
{30, 4, -3, 9} 8 4 8 4 13 12 8 12 20
{40, -12, 2, -2} 2 6 12 6 9 15 12 15 12 Q-123
91 {60, 265,- 5 12,-1013}3 7 1 841 842 420»1.13¤1018 T(14)c\spread [29]
{24, -2, -2, 10} 45 10 5 10 12 1 5 1 0 R2 SRG
{ 6, -1, 6, -1} 40 20 0 20 4 0 0 0 5
95 {36, 357,- 2 18,- 9 19} 10 24 1 24 27 3 1 3 0 ? SRG(95,40,12,20)
\spread
{54, -3, -3, 9} 16 18 2 18 33 2 2 2 0 R2 SRG
{ 4, -1, 4, -1} 9 27 0 27 27 0 0 0 3
96 {15, 530,- 1 15,- 3 50} 4 1 001 0 6 05 050 ¸1 GQ(5,3)\spread
{75, -5, -5, 3} 2 12 1 12 58 4 1 4 0 DRG, R2 SRG
{ 5, -1, 5, -1} 0 15 0 15 60 0 0 0 4
96 {15, 718,- 1 45,- 3 32} 6 8 0 8 36 16 0 16 4 0 [10, p. 6]
{60, -4, -4, 6} 2 9 4 9 38 12 4 12 4 DRG, R2 and R3 SRG
{20, -4, 4, -4} 0 12 3 12 36 12 3 12 4
96 {19, 719,- 1 57,- 5 19} 6 12 0 12 30 15 0 15 4 0 Neumaier
[10, corrections
and additions]
{57, -3, -3, 9} 4 10 5 10 36 10 5 10 4 DRG, R2 and R3 SRG
{19, -5, 3, -5} 0 15 4 15 30 12 4 12 2 Q-123
96 {25, 520,1 50,- 7 25} 4 81 2 8 4 8 1 2 83 0 ?
{20, 4, -4, 4} 10 5 10 5 4 10 10 10 30 R2 and R3 SRG
{50, -10, 2, 2} 6 4 15 4 4 12 15 12 22
96 {30, 275,- 6 5, -1015} 4 20 5 20 20 10 5 10 0 1 system of 5 linked
2-(16,6,2)
designs [53]
{50, -2, -10, 10} 12 12 6 12 28 9 6 9 0
{15, -1, 15, -1} 10 20 0 20 30 0 0 0 14 Q-312
96 {30, 448,- 2 15,- 6 32} 8 20 1 20 36 4 1 4 0 ? SRG(96,35,10,14)
\spread
{60, -4, -4, 6} 10 18 2 18 38 3 2 3 0 R2 SRG
{ 5, -1, 5, -1} 6 24 0 24 36 0 0 0 4
96 {30, 630,- 2 45,- 6 20} 10 15 4 15 18 12 4 12 4 ?
{45, -3, -3, 9} 10 12 8 12 24 8 8 8 4 R2 and R3 SRG
{20, -4, 4, -4} 6 18 6 18 18 9 6 9 4
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v spectrum L1 L2 L3 #
96 {30, 1015,- 2 75,- 6 5} 14 5 10 5 0 10 10 10 30 0 SRG(96,45,24,18)
\spread [40]
{15, -1, -1, 15} 10 0 20 0 14 0 20 0 30 R3 SRG, linked designs
{50, -10, 2, -10} 6 6 18 6 0 9 18 9 22 Q-123
96 {60, 445,- 4 45,-125} 3 6 1 1 1 21 1041 244 ¸1 GQ(5,3)c\spread
{15, -1, -1, 15} 44 0 16 0 14 0 16 0 4 R3 SRG
{20, -4, 4, -4} 36 12 12 12 0 3 12 3 4
96 {38, 619,2 38,- 6 38} 14 9 14 9 4 6 14 6 18 ?
{19, 3, -5, 3} 18 8 12 8 2 8 12 8 18 R2 and R3 SRG
{38, -10, 2, 2} 14 6 18 6 4 9 18 9 10
96 {45, 360,- 3 15,- 9 20} 18 24 2 24 18 3 2 3 0 ? SRG(96,50,22,30)\spread
{45, -3, -3, 9} 24 18 3 18 24 2 3 2 0 R2 SRG
{ 5, -1, 5, -1} 18 27 0 27 18 0 0 0 4
96 {45, 727,- 3 63,- 9 5} 22 8 14 8 0 7 14 7 14 ? SRG(96,60,38,36)\spread
{15, -1, -1, 15} 24 0 21 0 14 0 21 0 14 R3 SRG
{35, -7, 3, -7} 18 9 18 9 0 6 18 6 10
99 {28, 363,- 5 21,- 8 14} 5 10 12 10 3 15 12 15 15 ?
{28, -1, -5, 10} 10 3 15 3 12 12 15 12 15 R3 SRG
{42, -3, 9, -3} 8 10 10 10 8 10 10 10 21 Q-312
99 {28, 621,1 44,- 6 33} 7 61 4 6 2 6 1 4 63 6 ?
{14, 3, -4, 3} 12 4 12 4 1 8 12 8 36 R2 and R3 SRG
{56, -10, 2, 2} 7 3 18 3 2 9 18 9 28
99 {32, 822,- 1 32,- 4 44} 13 18 0 18 44 2 0 2 0 ?
{64, -8, -2, 4} 9 22 1 22 40 1 1 1 0 DRG
{ 2, -1, 2, -1} 0 32 0 32 32 0 0 0 1
99 {40, 544,- 4 10,- 5 44} 16 20 3 20 25 5 3 5 0 ¸1 SRG(99,48,22,24)
\spread [40]
{50, -5, -5, 5} 16 20 4 20 25 4 4 4 0 R2 SRG
{ 8, -1, 8, -1} 15 25 0 25 25 0 0 0 7
99 {40, 636,- 4 54,- 5 8} 17 4 18 4 0 6 18 6 24 ? SRG(99,50,25,25)\spread
{10, -1, -1, 10} 16 0 24 0 9 0 24 0 24 R3 SRG
{48, -6, 4, -6} 15 5 20 5 0 5 20 5 22
100 {18, 356,- 2 18,- 6 25} 11 4 2 1 43 51 4 21 4 2 ?
{63, -2, -7, 7} 4 10 4 10 40 12 4 12 2 R3 ' L2(10)
{18, -2, 8, -2} 2 14 2 14 42 7 2 7 8
100 {22, 716,2 33,- 4 50} 6 9 6 9 12 12 6 12 26 ?
{33, 3, -7, 3} 6 8 8 8 8 16 8 16 20 R2 SRG
{44, -11, 4, 0} 3 6 13 6 12 15 13 15 15
100 {22, 820,- 2 55,- 3 24} 966 69 1 8 6 1 8 2 0 ?
{33, -3, -3, 8} 4 6 12 6 14 12 12 12 20 R2 and R3 SRG
{44, -6, 4, -6} 3 9 10 9 9 15 10 15 18
100 {48, 450,- 2 24,- 8 25} 21 25 1 25 21 2 1 2 0 ?
{48, -4, -2, 8} 25 21 2 21 25 1 2 1 0
{ 3, -1, 3, -1} 16 32 0 32 16 0 0 0 2
100 {49, 725,- 1 49,- 7 25} 24 24 0 24 24 1 0 1 0 ¸18 2(P(49)+1) [15, 67]
{49, -7, -1, 7} 24 24 1 24 24 0 1 0 0 R1 and R2 DRG
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Appendix C
Two integral eigenvalues; excluded here are association schemes generated by SRG­Jn.
v spectrum L1 L2 L3 #
12 { 5, -15, 2.2363, -2.2363} 2 2 0 2 2 1 0 1 0 1 Icosahedron
{ 5, -1, -2.236, 2.236} 2 2 1 2 2 0 1 0 0 R1 ' R2 DRG
{ 1, 1, -1.000, -1.000} 0 5 0 5 0 0 0 0 0 Q-213, Q-312
14 { 3, -31, 1.4146, -1.4146} 02 0 204 040 1 IG(7,3,1)
{ 6, 6, -1.000, -1.000} 1 0 2 0 5 0 2 0 2 R1 and R3 DRG
{ 4, -4, -1.414, 1.414} 0 3 0 3 0 3 0 3 0 Q-231, Q-321
21 {4 , - 2 8, 2.4146, -0.4146} 12 0 224 044 1 L(IG(7,3,1))
{ 8, 2, -0.586, -3.414} 1 1 2 1 2 4 2 4 2 DRG
{ 8, -1, -2.828, 2.828} 0 2 2 2 4 2 2 2 3
22 { 5, -51, 1.73210, -1.73210} 04 0 406 060 1 IG(11,5,2)
{10, 10, -1.000, -1.000} 2 0 3 0 9 0 3 0 3 R1 and R3 DRG
{ 6, -6, -1.732, 1.732} 0 5 0 5 0 5 0 5 0 Q-231, Q-321
24 { 7, -17, 2.6468, -2.6468} 2 4 0 4 8 2 0 2 0 1 Klein
{14, -2, -2.646, 2.646} 2 4 1 4 8 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 7 0 7 7 0 0 0 1
26 { 4, -41, 1.73212, -1.73212} 03 0 309 090 1 IG(13,4,1)
{12, 12, -1.000, -1.000} 1 0 3 0 11 0 3 0 6 R1 and R3 DRG
{ 9, -9, -1.732, 1.732} 0 4 0 4 0 8 0 8 0 Q-231, Q-321
28 {13, -113, 3.6067, -3.6067} 6 6 0 6 6 1 0 1 0 1 Taylor
{13, -1, -3.606, 3.606} 6 6 1 6 6 0 1 0 0 R1 ' R2 DRG
{ 1, 1, -1.000, -1.000} 0 13 0 13 0 0 0 0 0 Q-213, Q-312
33 {10, -110, 3.16211, -3.16211} 3 6 0 6 12 2 0 2 0 0 Hasse-Minkowski
{20, -2, -3.162, 3.162} 3 6 1 6 12 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 10 0 10 10 0 0 0 1
35 { 6, -16, 2.44914, -2.44914} 1 4 0 4 16 4 0 4 0 0 Hasse-Minkowski,
PG(2,6)
{24, -4, -2.449, 2.449} 1 4 1 4 16 3 1 3 0 DRG
{ 4, 4, -1.000, -1.000} 0 6 0 6 18 0 0 0 3
36 {17, -117, 4.1239, -4.1239} 88 0 881 010 1 2 ( P(17)+1)
{17, -1, -4.123, 4.123} 8 8 1 8 8 0 1 0 0 R1 ' R2 DRG
{ 1, 1, -1.000, -1.000} 0 17 0 17 0 0 0 0 0 Q-213, Q-312
38 { 9, -91, 2.23618, -2.23618} 0 80 8 01 0 01 0 0 6 IG(19,9,4)
{18, -18, -1.000, -1.000} 4 0 5 0 17 0 5 0 5 R1 and R3 DRG
{10, -10, -2.236, 2.236} 0 9 0 9 0 9 0 9 0 Q-231, Q-321
40 {9 , 1 15, 2.16212, -4.16212} 04 4 444 44 1 0 ?
{12, -4, 2.000, 2.000} 3 3 3 3 2 6 3 6 9 R2 SRG
{18, 2, -5.162, 1.162} 2 2 5 2 4 6 5 6 6
40 {18, -29, 3.46415, -3.46415} 8 8 1 8 8 2 1 2 0 0 Hasse-Minkowski
{18, -2, -3.464, 3.464} 8 8 2 8 8 1 2 1 0
{ 3, 3, -1.000, -1.000} 6 12 0 12 6 0 0 0 2
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v spectrum L1 L2 L3 #
42 {13, -113, 3.60614, -3.60614} 4 80 81 6 2 0 2 0 ¸1 3(Cycl(13)+1)
{26, -2, -3.606, 3.606} 4 8 1 8 16 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 13 0 13 13 0 0 0 1
44 { 7, -71, 2.23621, -2.23621} 0 60 6 01 5 01 5 0 0 IG(22,7,2)
{21, 21, -1.000, -1.000} 2 0 5 0 20 0 5 0 10 R1 and R3 DRG
{15, -15, -2.236, 2.236} 0 7 0 7 0 14 0 14 0 Q-231, Q-321
44 {21, -121, 4.58311, -4.58311} 10 10 0 10 10 1 0 1 0 0 Hasse-Minkowski
{21, -1, -4.583, 4.583} 10 10 1 10 10 0 1 0 0 R1 ' R2 DRG
{ 1, 1, -1.000, -1.000} 0 21 0 21 0 0 0 0 0 Q-213, Q-312
45 {16, -220, 4.87312, -2.87312} 75 3 556 363 ?
{16, -2, -2.873, 4.873} 5 5 6 5 7 3 6 3 3 R3 SRG
{12, 3, -3.000, -3.000} 4 8 4 8 4 4 4 4 3
46 {11, -111, 2.44922, -2.44922} 0 10 0 10 0 12 0 12 0 582 IG(23,11,5) [68]
{22, 22, -1.000, -1.000} 5 0 6 0 21 0 6 0 6 R1 and R3 DRG
{12, -12, -2.449, 2.449} 0 11 0 11 0 11 0 11 0 Q-231, Q-231
50 { 9, -91, 2.44924, -2.44924} 0 80 8 01 6 01 6 0 5 0 IG(25,9,3) [28]
{24, 24, -1.000, -1.000} 3 0 6 0 23 0 6 0 10 R1 and R3 DRG
{16, -16, -2.449, 2.449} 0 9 0 9 0 15 0 15 0 Q-231, Q-321
52 {6 , - 2 27, 3.73212, 0.26812} 23 0 369 09 1 8 1 L(IG(13,4,1))
{18, 2, 0.464, -6.464} 1 2 3 2 3 12 3 12 12 DRG
{27, -1, -5.196, 5.196} 0 2 4 2 8 8 4 8 14
54 {13, -131, 2.64626, -2.64626} 0 12 0 12 0 14 0 14 0 105041 IG(27,13,6) [68]
{26, 26, -1.000, -1.000} 6 0 7 0 25 0 7 0 7 R1 and R3 DRG
{14, -14, -2.646, 2.646} 0 13 0 13 0 13 0 13 0 Q-231, Q-321
55 {18, -410, 3.85422, -2.85422} 66 5 648 585 ?
{18, 7, -2.000, -2.000} 6 4 8 4 9 4 8 4 6 R1 ' T(11)
{18, -4, -2.854, 3.854} 5 8 5 8 4 6 5 6 6
56 {5 , - 3 15, 2.41420, -0.41420} 0 4 0 4 4 12 0 12 18 0 Fon-der-Flaass [33]
{20, 4, 0.828, -4.828} 1 1 3 1 6 12 3 12 15 DRG
{30, -2, -4.243, 4.243} 0 2 3 2 8 10 3 10 16
57 {6 , - 3 20, 2.61818, 0.38218} 0 50 51 51 0 01 01 0 ¸1 Perkel
{30, 3, 0.854, -5.854} 1 3 2 3 14 12 2 12 6 DRG
{20, -1, -4.472, 4.472} 0 3 3 3 18 9 3 9 7
58 { 8, -81, 2.44928, -2.44928} 0 70 7 02 1 02 1 0 0 IG(29,8,2)
{28, 28, -1.000, -1.000} 2 0 6 0 27 0 6 0 15 R1 and R3 DRG
{21, -21, -2.449, 2.449} 0 8 0 8 0 20 0 20 0 Q-231, Q-321
60 {11, -111, 3.31724, -3.31724} 2 80 83 2 4 0 4 0 ¸1 Mathon
{44, -4, -3.317, 3.317} 2 8 1 8 32 3 1 3 0 DRG
{ 4, 4, -1.000, -1.000} 0 11 0 11 33 0 0 0 3
60 {19, -119, 4.35920, -4.35920} 6 1 2 0 1 2 2 42 020 ¸1 3(Cycl(19)+1)
{38, -2, -4.359, 4.359} 6 12 1 12 24 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 19 0 19 19 0 0 0 1
60 {29, -129, 5.38515, -5.38515}1 4 1 4 01 4 1 4 10 1 0 62 ( P(29)+1) [67]
{29, -1, -5.385, 5.385} 14 14 1 14 14 0 0 0 0 R1 and R2 DRG
{ 1, 1, -1.000, -1.000} 0 29 0 29 0 0 0 0 0 Q-213, Q-312
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v spectrum L1 L2 L3 #
62 { 6, -61, 2.23630, -2.23630} 050 50 2 5 0 2 50 1IG(31,6,1)
{30, 30, -1.000, -1.000} 1 0 5 0 29 0 5 0 20 R1 and R3 DRG
{25, -25, -2.236, 2.236} 0 6 0 6 0 24 0 24 0 Q-231, Q-321
62 {10, -101, 2.64630, -2.64630} 090 90 2 1 0 2 10 8 2IG(31,10,3)
[64, 65]
{30, 30, -1.000, -1.000} 3 0 7 0 29 0 7 0 14 R1 and R3 DRG
{21, -21, -2.646, 2.646} 0 10 0 10 0 20 0 20 0 Q-231, Q-321
62 {15, -151, 2.82830, -2.82830} 0 14 0 14 0 16 0 16 0 ¸633446 IG(31,15,7) [66]
{30, 30, -1.000, -1.000} 7 0 8 0 29 0 8 0 8 R1 and R3 DRG
{16, -16, -2.828, 2.828} 0 15 0 15 0 15 0 15 0 Q-231, Q-321
63 { 8, -18, 2.82827, -2.82827} 160 6 3 66 060 1PG(2,8)
{48, -6, -2.828, 2.828} 1 6 1 6 36 5 1 5 0 DRG
{ 6, 6, -1.000, -1.000} 0 8 0 8 40 0 0 0 5
64 {14, -27, 3.46428, -3.46428} 391 9 2 76 160 ?
{42, -6, -3.464, 3.464} 3 9 2 9 27 5 2 5 0
{ 7, 7, -1.000, -1.000} 2 12 0 12 30 0 0 0 6
64 {30, -215, 4.47224, -4.47224}1 4 1 411 4 1 42 120 ?
{30, -2, -4.472, 4.472} 14 14 2 14 14 1 2 1 0
{ 3, 3, -1.000, -1.000} 10 20 0 20 10 0 0 0 2
68 {12, -121, 2.82833, -2.82833} 0 11 0 11 0 22 0 22 0 0 IG(34,12,4)
{33, 33, -1.000, -1.000} 4 0 8 0 32 0 8 0 14 R1 and R3 DRG
{22, -22, -2.828, 2.828} 0 12 0 12 0 21 0 21 0 Q-231, Q-321
68 {33, -133, 5.74517, -5.74517} 16 16 0 16 16 1 0 1 0 0 Taylor,
Hasse-Minkowski
{33, -1, -5.745, 5.745} 16 16 1 16 16 0 1 0 0 R1 and R2 DRG
{ 1, 1, -1.000, -1.000} 0 33 0 33 0 0 0 0 0 Q-213, Q-312
69 {22, -122, 4.69023, -4.69023} 7 14 0 14 28 2 0 2 0 0 Hasse-Minkowski
{44, -2, -4.690, 4.690} 7 14 1 14 28 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 22 0 22 22 0 0 0 1
72 {17, -117, 4.12327, -4.12327} 4 1 201 2 3 63 030 ¸1 Mathon
{51, -3, -4.123, 4.123} 4 12 1 12 36 2 1 2 0 DRG
{ 3, 3, -1.000, -1.000} 0 17 0 17 34 0 0 0 2
74 { 9, -91, 2.64636, -2.64636} 080 80 2 8 0 2 80 3IG(37,9,2) [1]
{36, 36, -1.000, -1.000} 2 0 7 0 35 0 7 0 21 R1 and R3 DRG
{28, -28, -2.646, 2.646} 0 9 0 9 0 27 0 27 0 Q-231, Q-321
76 {37, -137, 6.08319, -6.08319}1 8 1 801 8 1 81 010 ¸11 Taylor [15, 67]
{37, -1, -6.083, 6.083} 18 18 1 18 18 0 1 0 0 R1 and R2 DRG
{ 1, 1, -1.000, -1.000} 0 37 0 37 0 0 0 0 0 Q-213, Q-312
78 {19, -191, 3.16238, -3.16238} 0 18 0 18 0 20 0 20 0 ¸19 IG(39,19,9) [66]
{38, 38, -1.000, -1.000} 9 0 10 0 37 0 10 0 10 R1 and R3 DRG
{20, -20, -3.162, 3.162} 0 19 0 19 0 19 0 19 0 Q-231, Q-321
81 {8 , - 1 32, 3.85424, -2.85424} 2 5 0 5 15 20 0 20 12 0 [10, Prop. 1.2.1]
{40, -5, -0.854, 5.854} 1 3 4 3 20 16 4 16 12 DRG, R3 SRG
{32, 5, -4.000, -4.000} 0 5 3 5 20 15 3 15 13
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81 {10, 120, 2.85430, -3.85430} 045 46 1 0 5 1 0 3 5 ?
{20, -7, 2.000, 2.000} 2 3 5 3 1 15 5 15 30 R2 SRG (unique)
{50, 5, -5.854, 0.854} 1 2 7 2 6 12 7 12 30
81 {16, -232, 5.24324, -3.24324} 5 6 4 6 10 16 4 16 12 ?
{32, -4, -2.243, 6.243} 3 5 8 5 14 12 8 12 12 R3 SRG
{32, 5, -4.000, -4.000} 2 8 6 8 12 12 6 12 13
81 {20, 220, 3.24330, -5.24330} 3 61 0 6 6 8 1 0 82 2 ?
{20, -7, 2.000, 2.000} 6 6 8 6 1 12 8 12 20 R2 SRG (unique)
{40, 4, -6.243, 2.243} 5 4 11 4 6 10 11 10 18
81 {24, -38, 4.24336, -4.24336} 7 1 421 4 2 86 260 ?
{48, -6, -4.243, 4.243} 7 14 3 14 28 5 3 5 0
{ 8, 8, -1.000, -1.000} 6 18 0 18 30 0 0 0 7
81 {28, 156, 3.37412,-10.37412} 4 12 11 12 6 6 11 6 11 ?
{24, -3, 6.000, 6.000} 14 7 7 7 9 7 7 7 14 R2 SRG
{28, 1, -10.374, 3.374} 11 6 11 6 6 12 11 12 4
82 {16,-161, 3.16240, -3.16240} 0 15 0 15 0 25 0 25 0 ¸56000 IG(41,16,6) [66]
{40, 40, -1.000, -1.000} 6 0 10 0 39 0 10 0 15 R1 and R3 DRG
{25, -25, -3.162, 3.162} 0 16 0 16 0 24 0 24 0 Q-231, Q-321
84 {13, -113, 3.60635, -3.60635} 2 1 001 0 5 05 050 ¸1 Mathon
{65, -5, -3.606, 3.606} 2 10 1 10 50 4 1 4 0 DRG
{ 5, 5, -1.000, -1.000} 0 13 0 13 52 0 0 0 4
84 {41, -141, 6.40321, -6.40321} 20 20 0 20 20 1 0 1 0 ¸18 Taylor [15,67]
{41, -1, -6.403, 6.403} 20 20 1 20 20 0 1 0 0 R1 and R2 DRG
{ 1, 1, -1.000, -1.000} 0 41 0 41 0 0 0 0 0 Q-213, Q-312
85 {12, -516, 3.44934, -1.44934} 164 62 1 6 4 1 6 2 8 ?
{24, 7, 0.449, -4.449} 3 1 8 1 8 14 8 14 26
{48, -3, -4.899, 4.899} 1 4 7 4 7 13 7 13 27
85 {32, -250, 8.32517, -4.32517} 15 11 5 11 11 10 5 10 5 ?
{32, -2, -4.325, 8.325} 11 11 10 11 15 5 10 5 5 R3 SRG
{20, 3, -5.000, -5.000} 8 16 8 16 8 8 8 8 3
85 {32, -216, 4.89934, -4.89934} 12 18 1 18 27 3 1 3 0 0 Hasse-Minkowski
{48, -3, -4.899, 4.899} 12 18 2 18 27 2 2 2 0
{ 4, 4, -1.000, -1.000} 8 24 0 24 24 0 0 0 3
86 { 7, -71, 2.44942, -2.44942} 060 60 3 6 0 3 60 0IG(43,7,1)
{42, 42, -1.000, -1.000} 1 0 6 0 41 0 6 0 30 R1 and R3 DRG
{36, -36, -2.449, 2.449} 0 7 0 7 0 35 0 35 0 Q-231, Q-321
86 {15,-151, 3.16242, -3.16242} 0 14 0 14 0 28 0 28 0 0 IG(43,15,5)
{42, 42, -1.000, -1.000} 5 0 10 0 41 0 10 0 18 R1 and R3 DRG
{28, -28, -3.162, 3.162} 0 15 0 15 0 27 0 27 0 Q-231, Q-321
86 {21,-211, 3.31742, -3.31742} 0 20 0 20 0 22 0 22 0 ¸14 IG(43,21,10) [68]
{42, 42, -1.000, -1.000} 10 0 11 0 41 0 11 0 11 R1 and R3 DRG
{22, -22, -3.317, 3.317} 0 21 0 21 0 21 0 21 0 Q-231, Q-321
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v spectrum L1 L2 L3 #
87 {28, -128, 5.29229, -5.29229} 9 1 80 1 8 3 62 020 ¸1 3(PseudoCycl(28)+1)
{56, -2, -5.292, 5.292} 9 18 1 18 36 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 28 0 28 28 0 0 0 1
88 {42, -221, 5.29233, -5.29233} 20 20 1 20 20 2 1 2 0 0 Hasse-Minkowski
{42, -2, -5.292, 5.292} 20 20 2 20 20 1 2 1 0
{ 3, 3, -1.000, -1.000} 14 28 0 28 14 0 0 0 2
92 {10, -101, 2.82845, -2.82845} 090 90 3 6 0 3 60 0 IG(46,10,2)
{45, 45, -1.000, -1.000} 2 0 8 0 44 0 8 0 28 R1 and R3 DRG
{36, -36, -2.828, 2.828} 0 10 0 10 0 35 0 35 0 Q-231, Q-321
92 {45, -145, 6.70823, -6.70823} 22 22 0 22 22 1 0 1 0 ¸80 Taylor [15, 67]
{45, -1, -6.708, 6.708} 22 22 1 22 22 0 1 0 0 R1 and R2 DRG
{ 1, 1, -1.000, -1.000} 0 45 0 45 0 0 0 0 0 Q-213, Q-312
93 {20, 532,-1.58630, -4.41430} 586 88 1 6 6 1 6 1 8 ?
{32, -1, -5.657, 5.657} 5 5 10 5 11 15 10 15 15
{40, -5, -6.243, -2.243} 3 8 9 8 12 12 9 12 18
94 {23, -231, 3.46446, -3.46446} 0 22 0 22 0 24 0 24 0 ¸1 IG(47,23,11)
{46, 46, -1.000, -1.000} 11 0 12 0 45 0 12 0 12 R1 and R3 DRG
{24, -24, -3.464, 3.464} 0 23 0 23 0 23 0 23 0 Q-231, Q-321
96 {19, -519, 4.46438, -2.46438} 41 2 2 1 23 01 5 21 5 2 ?
{57, 9, -3.000, -3.000} 4 10 5 10 36 10 5 10 4 R2 SRG
{19, -5, -2.464, 4.464} 2 15 2 15 30 12 2 12 4
96 {30, -65, 4.47245, -4.47245} 9 51 5 5 01 0 1 51 02 5 ?
{15, 15, -1.000, -1.000} 10 0 20 0 14 0 20 0 30
{50, -10, -4.472, 4.472} 9 6 15 6 0 9 15 9 25
96 {30, -263, 9.70816, -3.70816} 14 8 7 8 8 14 7 14 14 ?
{30, -2, -3.708, 9.708} 8 8 14 8 14 7 14 7 14 R3 SRG
{35, 3, -7.000, -7.000} 6 12 12 12 6 12 12 12 10
96 {31, -131, 5.56832, -5.56832} 10 20 0 20 40 2 0 2 0 ¸1 3(Cycl(31)+1)
{62, -2, -5.568, 5.568} 10 20 1 20 40 1 1 1 0 DRG
{ 2, 2, -1.000, -1.000} 0 31 0 31 31 0 0 0 1
96 {38, -257, 8.92819, -4.92819} 18 14 5 14 14 10 5 10 4 ?
{38, -2, -4.928, 8.928} 14 14 10 14 18 5 10 5 4 R3 SRG
{19, 3, -5.000, -5.000} 10 20 8 20 10 8 8 8 2
98 {16, -161, 3.31748, -3.31748} 0 15 0 15 0 33 0 33 0 ¸6073 IG(49,16,5) [54]
{48, 48, -1.000, -1.000} 5 0 11 0 47 0 11 0 22 R1 and R3 DRG
{33, -33, -3.317, 3.317} 0 16 0 16 0 32 0 32 0 Q-231, Q-321
99 {10, -110, 3.16244, -3.16244} 180 8 6 48 080 0 PG(2,10)
{80, -8, -3.162, 3.162} 1 8 1 8 64 7 1 7 0 DRG
{ 8, 8, -1.000, -1.000} 0 10 0 10 70 0 0 0 7
99 {42, -254, 8.37422, -5.37422} 20 17 4 17 17 8 4 8 2 ?
{42, -2, -5.374, 8.374} 17 17 8 17 20 4 8 4 2 R3 SRG
{14, 3, -4.000, -4.000} 12 24 6 24 12 6 6 6 1104 VAN DAM
Appendix D
One integral eigenvalue.
v spectrum L1 L2 L3 #
7 { 2, 1.247, -0.445, -1.802} 0 1 0 1 0 1 0 1 1 1 C7
{ 2, -0.445, -1.802, 1.247} 1 0 1 0 0 1 1 1 0 R1 ' R2 ' R3 DRG
{ 2, -1.802, 1.247, -0.445} 0 1 1 1 1 0 1 0 0 Q-123, Q-231, Q-312
13 { 4, 1.377, 0.274, -2.651} 0 2 1 2 1 1 1 1 2 1 Cycl(13)
{ 4, 0.274, -2.651, 1.377} 2 1 1 1 0 2 1 2 1
{ 4, -2.651, 1.377, 0.274} 1 1 2 1 2 1 2 1 0
19 { 6, 2.507, -1.222, -2.285} 2 2 1 2 1 3 1 3 2 1 Cycl(19)
{ 6, -1.222, -2.285, 2.507} 2 1 3 1 2 2 3 2 1
{ 6, -2.285, 2.507, -1.222} 1 3 2 3 2 1 2 1 2
28 { 9, 2.604, -0.110, -3.494} 2 4 2 4 2 3 2 3 4 2 Mathon, Hollmann
{ 9, -0.110, -3.494, 2.604} 4 2 3 2 2 4 3 4 2
{ 9, -3.494, 2.604, -0.110} 2 3 4 3 4 2 4 2 2
31 {10, 3.084, -0.787, -3.297} 3 4 2 4 2 4 2 4 4 ¸1 Cycl(31)
{10, -0.787, -3.297, 3.084} 4 2 4 2 3 4 4 4 2
{10, -3.297, 3.084, -0.787} 2 4 4 4 4 2 4 2 3
37 {12, 2.187, 1.158, -4.345} 2 5 4 5 4 3 4 3 5 ¸1 Cycl(37)
{12, 1.158, -4.345, 2.187} 5 4 3 4 2 5 3 5 4
{12, -4.345, 2.187, 1.158} 4 3 5 3 5 4 5 4 2
43 {14, 2.888, 0.615, -4.503} 3 6 4 6 4 4 4 4 6 ¸1 Cycl(43)
{14, 0.615, -4.503, 2.888} 6 4 4 4 3 6 4 6 4
{14, -4.503, 2.888, 0.615} 4 4 6 4 6 4 6 4 3
49 {16, 4.296, -2.137, -3.159} 6 5 4 5 4 7 4 7 5 ¸1 Cycl(49)
{16, -2.137, -3.159, 4.296} 5 4 7 4 6 5 7 5 4
{16, -3.159, 4.296, -2.137} 4 7 5 7 5 4 5 4 6
52 {17, 4.302, -1.548, -3.754} 6 6 4 6 4 7 4 7 6 ?
{17, -1.548, -3.754, 4.302} 6 4 7 4 6 6 7 6 4
{17, -3.754, 4.302, -1.548} 4 7 6 7 6 4 6 4 6
61 {20, 4.230, -0.445, -4.786} 6 8 5 8 5 7 5 7 8 ¸1 Cycl(61)
{20, -0.445, -4.786, 4.230} 8 5 7 5 6 8 7 8 5
{20, -4.786, 4.230, -0.445} 5 7 8 7 8 5 8 5 6
67 {22, 4.085, 0.230, -5.316} 6 9 6 9 6 7 6 7 9 ¸1 Cycl(67)
{22, 0.230, -5.316, 4.085} 9 6 7 6 6 9 7 9 6
{22, -5.316, 4.085, 0.230} 6 7 9 7 9 6 9 6 6
73 {24, 4.950, -1.132, -4.818} 8 9 6 9 6 9 6 9 9 ¸1 Cycl(73)
{24, -1.132, -4.818, 4.950} 9 6 9 6 8 9 9 9 6
{24, -4.818, 4.950, -1.132} 6 9 9 9 9 6 9 6 8
76 {25, 3.570, 1.444, -6.014} 6 10 8 10 8 7 8 7 10 ?
{25, 1.444, -6.014, 3.570} 10 8 7 8 6 10 7 10 8
{25, -6.014, 3.570, 1.444} 8 7 10 7 10 8 10 8 6
79 {26, 3.122, 2.108, -6.230} 6 10 9 10 9 7 9 7 10 ¸1 Cycl(79)
{26, 2.108, -6.230, 3.122} 10 9 7 9 6 10 7 10 9
{26, -6.230, 3.122, 2.108} 9 7 10 7 10 9 10 9 6
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(Continued).
v spectrum L1 L2 L3 #
91 {30, 4.412, 0.960, -6.373} 8 12 9 12 9 9 9 9 12 ?
{30, 0.960, -6.373, 4.412} 12 9 9 9 8 12 9 12 9
{30, -6.373, 4.412, 0.960} 9 9 12 9 12 9 12 9 8
91 {30, 5.909, -2.404, -4.506} 11 10 8 10 8 12 8 12 10 ?
{30, -2.404, -4.506, 5.909} 10 8 12 8 11 10 12 10 8
{30, -4.506, 5.909, -2.404} 8 12 10 12 10 8 10 8 11
97 {32, 6.207, -3.098, -4.109} 12 10 9 10 9 13 9 13 10 ¸1 Cycl(97)
{32, -3.098, -4.109, 6.207} 10 9 13 9 12 10 13 10 9
{32, -4.109, 6.207, -3.098} 9 13 10 13 10 9 10 9 12
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