ABSTRACT This paper proposes the development, implementation, and impact of an innovative real-time forecast model on the cost and operational revenues of a wind generation (WG) microgrid with an associated battery energy storage system (BESS). An economic dispatch scheme is formulated using a predictive optimization policy called receding horizon control, in order to sell energy to the electricity grid through an energy market. This power dispatch framework is able to incorporate multi-step ahead forecasts of wind power and energy price, needed to determine the income and operational profits of the WG microgrid. An innovative intelligent forecast model is presented using the radial-basis functional network (FN), that offers more accuracy as compared to benchmark and conventional intelligent models, and consequently, the income of the WG microgrid is maximized. Since the inaccuracy of the forecasting can also lead to inadequate BESS sizing which subsequently mitigates the operational profits. Hence, at one hand, this research work strongly advocates the impact of power forecast accuracy on the economic aspects of a WG microgrid, while on the other hand also provides the necessary tools to the wind power producers in order to maximize their profits.
I. INTRODUCTION
The planning of a power system with renewable energy (RE) generation resources has remained a challenge for researchers in recent years, mainly due to the inherent uncertainty of the RE resources [1] , [2] . While attaching an energy storage system is vital for sustainability of a RE microgrid, an accurate power forecasting mechanism is also immensely important for its efficient operation [3] , [4] . Similarly, while operating in a competitive energy market, the future trends of the market prices should be known to the participants for the economic viability of their plant [5] , [6] . Hence a lot of effort is put forth by researchers on developing new short term forecasting models and on determining their value for profitable power dispatch and optimal utilization of resources in RE microgrids [7] - [9] .
One of the major goals of this paper is to develop a high-performance forecasting model and compare it with the The associate editor coordinating the review of this manuscript and approving it for publication was Nishad Mendis. current state-of-the-art. The problem of renewable resource and power forecasting is a well-researched area [10] . In literature, these forecast models are most commonly developed using physical techniques such as numerical weather predictions (NWPs) and satellite based models, or statistical time-series models [11] , [12] . Recently however, intelligent models based on machine learning are gaining more and more attention for short-term forecasting [13] , [14] . The most common intelligent models include artificial neural network (ANN), support vector machine (SVM), their related variants or hybrid intelligent models [15] - [17] . In this paper, a new intelligent forecast model based on a generalized neural network strategy called functional network (FN) is used for wind power forecasting.
A functional network is a modern paradigm in the field of artificial intelligence, proposed by Castillo et al. [18] . Their generic structure permits a problem-specific neural network topology design with neural functions of multiple forms, contrary to classical neural networks [19] . The applicability of FNs has already been validated in many engineering research areas such as time-series modelling and prediction [20] , nonlinear regression and classification [21] , and modelling of physical quantities like beam stress through differential equations [18] . Some resent publications that utilize FN to solve problems in the field of satellite navigation and petroleum engineering can be found in [22] and [23] . In power systems research, however, the concept of using FN based model for wind power and market price forecasting is a fresh idea which brings novelty in this research work.
Once an FN based multi-step forecast (MSF) mechanism is up and running, the next goal of this paper is to evaluate the system economics from a power system planners' standpoint. This requires an efficient power dispatch strategy, that aims at optimizing the operation of an RE microgrid, while maintaining all system limitations and constraints simultaneously [24] , [25] . The optimal operation of the RE microgrid can be attained through different economic perspectives, and this work focuses on the profit maximization of market participants and adequate sizing of the energy storage system in the microgrid [26] , [27] . To achieve these goals, a highly constrained optimization problem is constituted that can be solved by two different approaches according to recent trends [28] , [29] . These approaches are evolutionary optimization techniques inspired by biological processes, or predictive optimization schemes that make use of MSF information [30] , [31] .
The receding horizon policy used in this research work for a forecast-based power dispatch mechanism is based on Model Predictive Control (MPC) theory. It is an optimal control method which can solve complex optimization problems by simplifying it into a limited closed-loop optimization problem at every time instant [32] . Furthermore, it can handle the constraints systematically and can make effective use of wind power and market price forecasts to predict the system performance over the future horizon [33] . In recent literature, this optimization strategy based on MPC theory has been used in unit commitment and economic dispatch problems with statistical and probabilistic wind forecast models [33] , [34] .
An important feature of RE based power system planning is the selection and analysis of an appropriate energy storage system (ESS). The major reason for the vitality of this subject is that the price of these ESSs is quite high and directly amounts to the economic feasibility of the whole system [35] , [36] . There are several options available for ESS technology; including battery, super capacitor, fuel cell, and flywheel based storage [37] - [39] . Among these options, battery energy storage system (BESS) is chosen in this work as it is less expensive and exhibits quite promising results for RE systems [40] , [41] . Adequate selection of BESS size and the analysis of its variation on the system cost metrics is henceforth included at the end of this paper.
In this work, a wind power system is setup with a BESS in order the sell energy to the grid in a deregulated energy market. This is done using a power dispatch strategy that can take into account wind power and energy price forecasting information effectively. A novel FN forecast model is proposed for MSF of both these quantities and its accuracy is compared with state-of-the-art forecasting models. The predictive economic dispatch scheme is founded on receding horizon philosophy that can handle MSFs along with various system and BESS constraints. A comparative analysis is drawn using the results of this system from FN, ANN and benchmark persistence forecasting model in terms of daily income and operational profits. In the end, a study is conducted on possible adequate size and power rating of the BESS to further improve the profits of the wind-BESS power system. In this way, this paper makes a significant contribution in the emerging field of forecast-based power dispatch.
The remainder of this paper is structured as follows: Section II presents the problem statement, while Section III explains the development of functional network forecast model. In Section IV, the power dispatch scheme is formulated in detail. The database for case study and evaluation criteria are discussed in Section V. All the results of accuracy analysis, power dispatch cost metrics and BESS analysis are presented in Section VI within its various subsections. Finally, Section VII concludes the article.
II. PROBLEM STATEMENT
The analysis of the impact of forecast model accuracy in terms of economic benefits for a RE power system is targeted in this research work. A representative system contains a microgrid with wind generation (WG) and BESS. This microgrid is connected to a grid which is operating through a decentralized energy market. Here, every participant strives to maximize their income and operational profit by optimizing their energy contribution to the grid [1] , [7] . A typical depiction of such a microgrid system is shown in Fig. 1 .
FIGURE 1.
A typical microgrid system model.
In the scenario described above, a big challenge for a WG microgrid operation to be economically profitable is the uncertainty in WG and energy market prices [42] . This signifies the need of a real-world accurate forecast method for both uncertain variables, i.e., wind power and energy market price, that can perform MSF using their historical trends only [1] , [7] . Such MSF models have been using intelligent techniques of late, that produce sufficiently accurate results, but mostly at the cost of high computational expense [15] , [16] . On the contrary, this paper proposes an intelligent forecast model based on functional network, that has superior performance as compared to well-received models. A case study is used for validation with six steps ahead forecasts that have special significance in the competitive energy markets of various countries [43] .
The optimization problem formulation for maximizing the operational profit can take these MSFs as an input sequence. The results obtained are analyzed to depict the tangible effect of forecast accuracy in improving the income and operational profit. Furthermore, multiple scenarios of BESS capacity and power ratings also allow to determine the optimum storage size and the effect of forecast information on it. Overall, this work can help the energy market participants with significant WG penetration in improving the economy of their power systems [5] .
In the light of the above discussion, the aims and objectives of this work can be briefly stated as:
• To develop functional network based multi-step forecast model for wind power and energy price predictions and assess its forecast accuracy in comparison with other models.
• To devise a wind power system planning and dispatch strategy and study the economic implications of the developed forecast models on it while selling energy in a competitive energy market.
• To estimate the optimal BESS capacity and study the impact of BESS power ratings for the developed wind-BESS forecast-based power dispatch system.
III. FORECAST MODEL DEVELOPMENT USING FUNCTIONAL NETWORK
A Functional Network (FN) is a modern intelligent technique that can be characterized as a generic neural network. It has many advantages over conventional neural networks, such as:
• Functional network topology is not classical, instead it can have problem-specific topology design.
• The training of FN is not just a training of function coefficients, but results in a set of neural functions that themselves are learned from the data.
• The structure of neural functions in FN is not always similar, but chosen from a basis family of one or more type of functions. In case of time-series forecasting model development, a set of neural functions need to be learned using the given historical data, called Parametric Learning. This is a training phase in which the whole data set is transformed into a set of embedding inputs, say (v N , . . . , v N −d+1 ) and their corresponding targets. This set of functions can be represented by (1) :
where, β i are model coefficients same as ANN, N represents the population size, d the embedding length, h the prediction horizon and p the network size. The required set of functions f i (v N , . . . , v N −d+1 ) can have a polynomial, Fourier trigonometric, or hybrid basis [18] . Considering the nature of given problem, i.e., a nonlinear time-series, the simplest approach is to choose a polynomial basis of k th degree such as 1, x, x 2 , . . . , x k [20] . The coefficients β i of the neural functions f i from (1) are determined by the least-square algorithm (LSA). This can be achieved by considering a multiple linear regression (MLR) model in the form of outputs y i , neural function coefficients β i and the error estimate i at each sample i, given as under:
The goal of LSA is to minimize the square error i over N , which gives the estimate of the predicted coefficients as represented by the following matrix equation:
where, F is the matrix representation of neural functions Y is a matrix form of outputs over the whole population N .
Initially a large set of functions approximated based on the selected degree of the model, and then a Model Selection algorithm is used to select a reduced set of optimal functions that retain the performance. From various standard methods, Backward Elimination is chosen for eliminating the redundant or sub-optimal functions from the network [44] . In order to minimize the model complexity without performance degradation, a concept from information theory called Minimum Description Length (MDL) is used as a criterion of fitness for the set of neural functions. The MDL measure (L) needs to be minimized as it essentially involves a penalty for the number of functions (to reduce model size p) and the prediction error (to maintain accuracy). Mathematically:
where, R is the root mean square error, given as:
In order to give a better illustration of FN model development to the readers, a typical functional network developed for time series prediction of energy market price used in this work is depicted in Figure 2 . As an example, consider a network with 4 time-series inputs such that, (6) whereas, the outputv N +1 =x is given as,
The mathematical representation of the FN model shown in Fig. 2 is given as follows:
FIGURE 2. A typical functional network structure.
In this illustration, a polynomial basis of degree k = 3 is used to form neural functions. Within these basis, these functions have taken different univariate and multi-variate forms, that can be various for multiple training cycles of the network. The multi-step forecasting functionality is provided using the Direct forecasting scheme. In this model, the basic principle is to obtain a separate function F h for every step of the forecast horizon, using the same embedding input but corresponding target output. Hence the training function for h th step is given as:
After model training, the forecasts can be made for h th step using the trained model as follows:
It should be noted that unlike recursive methods of MSF, direct forecasts does not depend on previous predicted steps, which makes them impervious to the forecast error accumulation. However, training a separate model for each step increases the computational complexity with larger forecast horizons during the training phase [8] , [45] .
IV. POWER DISPATCH SCHEME
The developed forecasting model can be implemented in a control and dispatch framework for an independent power system with an energy storage system by making use of a receding horizon approach based on the Model Predictive Control (MPC) theory. The strength of this approach is that it is simpler to formulate, it can directly handle realistic system constraints, and it can easily incorporate multi-step forecasts. The inputs of the proposed optimization model are six steps ahead wind energy and market price forecasts along with system and BESS constraints. The output is obtained in the form of an optimal control sequence for energy which is selected on the basis of receding horizon principle. The optimization is performed using well-established Linear Programming (LP) optimization. Enhanced economic benefits and operational features can be obtained from the proposed strategy through the coordinated action of wind power and energy price forecasts within an integrated Wind-BESS system.
A. PROBLEM FORMULATION
The power dispatch problem can be formulated by considering a grid-connected WG unit with a BESS as depicted in Figure 3 . The goal is to find out the effect BESS capacity on the revenue of the WG microgrid. The system is analyzed at each time instant, Let's say k. At this time, the WG unit generates an amount of energy w(k), while the actual sold energy to the grid is p(k) on a price set by the energy market as d(k). For a simple case, the revenue of the WG microgrid can be calculated as d(k)p(k). The scenario given in Figure 3 represents a uni-directional power flow from WG unit to the grid, Hence p(k) follows condition (11) at all times:
Assuming the BESS charging/discharging losses to be negligible, the difference q(k) between the energy produced and sold is basically the energy in/out of the BESS, which is represented as:
If q(k) > 0, it means the BESS is charging, while q(k) < 0 represents the BESS discharge cycle. Furthermore, the BESS state-of-charge or stored energy is denoted by s(k) at k th instant and is represented by the following difference equation:
From the difference equation (13), a BESS constraint on the maximum charge rate (r c > 0) and discharge rate (r d > 0) can be easily defined as the difference between two consecutive states of the BESS will remain between these rates as follows:
In order to prolong the life of the BESS system, safe limits for upper and lower BESS capacity can be defined in terms of constants such that: 0 < L min < L max < 1. If the BESS capacity is defined as C > 0 then these limits can be used to define a constraint in terms of percentage of BESS capacity as under:
With the problem formulation discussed above, our WG microgrid is defined as a discrete time system (13) with the constraints given as (11), (14) and (15).
B. RECEDING HORIZON APPROACH
The optimization strategy used for the WG unit is founded on the principles of predictive power dispatch from MPC theory. Hence the consideration of forecast horizon H > 0 allows the handling of power and energy prices forecasts with simplicity. The economic function is represented in the form of two variables, i.e., the energy soldp(j) and the forecasted energy priced(j) as:
In (16), the energy priced(j) is the direct output of the forecast model while the energy sold is formed as control vector p(k), defined over the whole prediction horizon as,
Consequently, a complete formulation of the optimization problem aimed at maximizing the economic cost function (WG microgrid income), while satisfying all constraints is represented as:
subject to:
for all j ∈ {0, . . . , H −1}. In this formulation, it is understood that the current states of BESS, energy market price and wind power are known, i.e.,ŝ(0
Using the principles of optimal control, an p op (k) optimal input sequence maximizes the cost function, i.e.,
This input control sequence is in the admissible range at one of the extrema of the control signal and can be written in vector form from (17) as:
The most important deduction of this optimization formulation is based on the receding or moving horizon principle which states that once the optimal input sequence is obtained (as in (24)), only the first element, p op (0), is applied to the system, discarding the remaining elements of p op (k) [46] . In the next cycle, the forecast informationd andŵ is used to get a new optimal input sequence p op (k + 1), and the optimization process is repeated in a similar fashion. Fig. 4 illustrates the receding horizon policy in an effective manner for the case H = 3. When the optimization problem is solved based on the receding horizon philosophy, the following control law is obtained:
Substituting (25) into the original difference equation (13), the closed-loop system can be given as:
On the basis of the detailed discussion above, the power dispatch scheme is summarized in Algorithm 1. Here, the forecast models for wind power and energy price are represented as functions w-FRCST(·) and d-FRCST(·) that are used to forecast these variables for H = 6 steps ahead.
C. OPTIMIZATION METHOD
The optimization problem presented in (18)- (22) can be solved by using various well-known techniques. Nonetheless, since the formulation is Linear, in terms of both cost function and constraints, the most obvious optimization technique is a linear programming (LP) algorithm. The standard Linear Programming (LP) optimization formulation, which minimizes a linear function of the state, f Tx , subject to constraints, is typically defined as [47] :
Thus, the problem under consideration can be written in standard form for LP such that the objective function from (23) and constraints given in (19)- (22) become:
where the vector d = d (0) . . .d(H ) T contains the energy price predictions, and
where w = ŵ(0) . . .ŵ(H ) T are the wind energy predictions.
V. PERFORMANCE EVALUATION A. DATABASE
The proposed strategy has been tested by simulations using actual wind power data and electricity market price data. The wind farm observation data used consists of output power of the Roaring 40s Woolnorth wind farm in Tasmania, Australia (Fig. 5) . Electricity market price data was obtained from Australian electricity market operator. The simulations are carried out of one calendar day, which corresponds to 288 intervals of 5-minutes. The given wind power and market price profiles are shown in Figures 6 and 7 .
B. FORECAST MODELS FOR COMPARISON
The performance of the proposed FN model is compared with well-received predictors for both forecast accuracy assessment and economic analysis. These forecast models include the benchmark persistence model and a standard ANN model. Since the wind speed variations are not very abrupt in a very short time duration (5-min resolution), hence the persistence model becomes a difficult benchmark as its forecasts often have more accuracy than many complex models [48] . Moreover, the back propagation ANN (BP-ANN) is still widely accepted among intelligent techniques, hence it is selected as a second model for comparison with the proposed FN model. Further details and mathematical insight about the competitive models can be found in [43] .
C. FORECAST ACCURACY ASSESSMENT
In terms of forecast accuracy, the performance of the wind power and market price predictors is assessed for six steps ahead in future. Particularly, in the context of competitive energy market in Australia with a bidding interval of 30-min, six-step ahead forecasts with 5-min resolution data have special significance, and the simulations in the case study are realistic [49] . The evaluation of forecast accuracy is done on the basis of forecast error (e k ) between measured variable (x) and the forecasted variable (x) for k th forecast, given as:
A well-received error index called the Root Mean Square Error (RMSE) is used for the assessment of both wind power and energy price prediction models. If N is the population size, then RMSE can be calculated as:
D. COST ANALYSIS METRICS
The wind power dispatch strategy is designed with a goal to maximize daily operational profit of the WG microgrid using accurate power and market price forecasts as well as choosing appropriate size of the BESS. The capacity of the BESS is measured as energy (in kWh or MWh) while the power rating is a measure of how much power (in kW or MW) can be drawn from the BESS in a particular time instant. An hourly time interval is used for this purpose, hence the power rating is represented in MW/h throughout the results of this paper. The reason for a scenario-based analysis at various realistic capacities of the BESS is because the economic benefits of such an integrated Wind-BESS power system largely depend on the size of the BESS. In this regard, the first measure is the percent daily income improvement (DII), given mathematically as:
where M is the model income, meaning the actual income of the WG microgrid, while T is trivial income, meaning the income of the plant on the basis of available generation only, without energy storage. Both these incomes are calculated over a given time period τ as follows:
The daily operational profit (OP) gives an actual measure of investment return. However, to calculate daily OP, the cost of each BESS is taken as a short-term daily cycle, by distributing the original BESS cost over a typical period of 20 years. Although this simplified method for daily BESS cost (B) does not account for various technological factors associated with batteries such as battery chemistry, degradation etc. Nonetheless, the problem formulation algorithm 1 puts such practical constraints on BESS operation that it remains within the best operating region and operational and maintenance costs are minimized. Hence the daily OP (O) can simply be represented as a difference of B and the daily MI (M ):
Note: All costs are expressed in dollars.
VI. RESULTS AND DISCUSSIONS
The results of this paper first compare the forecast errors of the developed FN forecast model with other real-time forecast models. Then the results of the implementation of these models in a wind power dispatch framework are discussed in terms of system costs. The analysis of the impact of BESS capacity and power rating is also discussed at the end.
A. ACCURACY ASSESSMENT OF FORECAST MODELS
First of all, the efficacy of the proposed FN forecast model is validated using a forecast accuracy measure in comparison with the ANN and Persistence models using RMSE index. However, we shall see that the results of the forecast accuracy do not reflect exactly in terms of economic metrics. The forecast accuracy of the proposed FN, ANN and persistence models for the given energy market price database is depicted in Figure 8 for six step ahead forecasts. It can be seen that despite the very short-term nature of the forecasts, which FIGURE 8. Energy price forecast accuracy comparison for FN, ANN and persistence forecast model. VOLUME 7, 2019 makes the persistence model very difficult to beat, the FN model takes a clear lead in RMSE at all prediction horizons. Apart from the first three forecasts (after 15-min), it can be stated that the forecast accuracy for the FN model over persistence increases with the increasing forecast horizon. It is also notable, that until 15-min, the persistent forecasts are quite accurate, so much so that they are able to beat the ANN model at the first and third step, while the difference is negligible at the second step. This phenomenon further exhibits the efficacy and need of the developed FN model and shows the redundancy of the ANN model at very short-term forecasting. The forecast accuracy of the three prediction models is also evaluated for the given wind power database and is presented in Figure 9 for six step ahead forecasts. Due to the nature of wind properties, the wind power seems to persist when the predictions are measured in such mean error indices, that's why we can observe a very good performance of the persistence model. Nevertheless, the FN model still manages to beat the persistent forecasts, though with small margins, varying from 1% to 3%. On the contrary, we can see that the conventional ANN model is basically beaten by the naive model at all steps of the forecast horizon, with margins as large as around 10% (at the third step).
These results, on one hand, present the FN model as an effective tool for accurate forecasts, but on the other hand, we will observe in the coming sections that these RMSE results are somewhat contradictory to those of the operational income and profits. In the current results, the persistence model may have beaten the ANN model and came very close to the FN model in terms of an average type square error, however, these intelligent models especially the FN model leave the persistence far behind in terms of economic benefits.
B. ECONOMIC ANALYSIS USING FORECAST MODELS
The economic analysis is based on the performance comparison of the proposed FN forecast model with other real and simulated forecast models as well as the perfect forecasts in terms of the already defined cost metrics. The perfect forecasts are impossible to obtain but the comparison is drawn to observe the economic deterioration caused by even the most accurate forecast model of the lot. The real forecast models used for the said comparative analysis include well-known ANN model and benchmark persistence, similar to the forecast error results. Two simulated error models are also used to represent different types of errors. The first is called random error model in which an error of specified window (±15% for our simulation) is generated by any random distribution. However, such a distribution does not truly reflect the behavior of a multi-step forecast error. The alternative is called the ramping error model which shows a pattern closer to that of the MSF error. As the name suggests, this error shows a ramping function that increases with the forecast horizon. The first cost metric used in this analysis is the daily income improvement (DII) percentage of the complete wind-BESS system as compared to the trivial model, i.e., without BESS. Figure 10 is a bar graph showing the DII comparison of the perfect forecasts, FN predictor, and two simulated random and ramp error models. The comparison is drawn at various BESS capacities chosen carefully considering the wind farm size and practical constraints. At all BESS capacities, the FN predictor outperforms the both random and ramp simulated models, nonetheless, the difference between the FN predictor and the unattainable perfect forecast is significant. The FN predictor has a lead as large as 0.35% over the random error model and this lead diminishes at larger capacities. At high BESS capacity, the random error model may even supersede the FN predictor, because the small difference can be overcome by the random nature of the model. The ramping error model, however, has almost 0% DII at low capacity and it remains lower than the random error model in general. The largest improvement of the FN model over ramp model is around 0.5% and it reduces at higher BESS capacities, too.
A similar depiction is performed for the obtained daily operational profit (DOP) in Figure 11 , and almost similar trends are obtained because the DOP is just the difference of income and BESS cost and BESS cost increases with more capacity. However, in terms of DOP, the improvement of FN predictor seems to be more significant over both random and ramp error models while both of them are very close to each other. As a side note, we can say that there is a general increasing trend of DII as the BESS capacity increases, however, the initial capital cost constraints are taken into account in this analysis which can become a deciding factor for choosing the BESS size. perfect forecasts, FN predictor, the well-known ANN predictor and benchmark Persistence forecasts. The comparison is drawn at various BESS capacities. At all BESS capacities, the FN predictor outperforms the real predictors with a good margin, nonetheless, the difference between the FN predictor and the unattainable perfect forecast is also significant. At higher BESS capacities, the difference between the persistence and ANN predictor reduces but the FN predictor still retains its lead margin to a significant level. Similarly, the performance of the real forecast models is compared as the obtained DOP in Figure 13 , and almost similar trends are obtained because the OP is just the difference of income and BESS cost and BESS cost increases with more capacity. However, in terms of DOP, the improvement of FN predictor seems to be reduced at capacities above 80MWh.
Until now, the focus of the analysis was based on the variation of BESS capacity, but there is another important factor which should be taken into account, called the power rating of a BESS. It means the max amount of power that can be drawn from the BESS in a particular time instant. In our analysis, we have represented this feature as MW/h. In the previous results, a suitable power rating was chosen for the given BESS capacity, but now we compare the economic performance of the forecasting models over a range of BESS power ratings for a particular BESS capacity.
The following results compare the DII of the proposed FN predictor with other real forecasting models, i.e., the persistence model and ANN predictor. The results are concisely shown using representative BESS capacities at low, medium and high magnitudes. The low capacity is presented in Figure 14 , medium is shown in Figure 15 , and high capacity is shown in Figure 16 . It should be noted here that the next sub-section is devoted to discussion of the shape and variations of this plot, so it not discussed here. The only purpose here is to show the superiority of the proposed FN model over both persistence and ANN models over the whole range of BESS power ratings.
In a similar fashion, the DOP of the proposed FN predictor with persistence model and ANN predictor is presented in Figure 17 for low capacity, in Figure 18 for medium capacity, and in Figure 19 for high capacity. The superiority of the proposed FN model over both persistence and ANN models over the whole range of BESS power ratings is, nonetheless, quite clear from these results. The improvement in DOP for FN predictor becomes more significant at high BESS capacities and higher power ratings. The higher capacity curves even have better optima for FN predictor, after which the DOP starts to fall down. Hence these results show that the income of the wind-BESS system is better and more profit can be earned at same size of the BESS if the wind power and energy marker price is forecasted using the proposed FN prediction model.
C. ESTIMATION OF BESS ADEQUATE SIZE
The forecast models are compared at various BESS sizes in the previous sections. Naturally, the question arises what should be the most appropriate size of the BESS for the particular system. In this sub-section, we address the issue and try to determine the adequate energy capacity or size of the BESS and see its impact on the results. We have already seen in the previous results that increasing the energy capacity of the BESS directly increases the income and profits. However, the most adequate size takes into account other considerations as well, such as the initial capital cost and other practical constraints of BESS operation.
To minimize the capital cost, we should look for the minimum possible size that should meet our requirement. On the contrary, the size should be large enough that it should not utilize all the available capacity in small instants which prevents large number of cycles and prolongs the battery life. These properties largely depend on the profile of the generation in our case, since we are selling the energy only. This analysis can be performed by observing the Stateof-Charge (SOC) profile of the BESS at different BESS capacities as shown in Figure 20 . Since our cost metrics are calculated on a daily basis, hence the SOC profile for one day is considered in 5-min intervals.
It can be observed from Figure 20 that a capacity of 5MWh is definitely very low in this scenario, as the whole BESS capacity within the specified limits is almost consumed completely in 5-min intervals many times during the day. On one hand, it cannot provide significant profits, while on the other hand, it damages the battery by too much cycling phenomenon. The capacity utilization gets better with increasing capacities. However, a capacity of 80-100MWh looks completely over-sized due to the reason that for 100MWh, the BESS is quite under-utilized. The available generation is unable to charge the BESS even up to 20% of the total capacity and the needs are fulfilled most of the time within this (less than 20%) storage capacity. Hence from this analysis, it can be said a size of about 40-60MWh looks most appropriate for the given generation profile as in this range, the BESS is utilized from about 40% to 60% of the available capacity range. It should be noted here that this analysis uses a high power rating of the BESS, that's why at lower power ratings, the BESS will be even more utilized at the selected capacities.
D. STUDYING THE IMPACT OF BESS POWER RATING VARIATION
Power rating of a BESS is defined the maximum amount of power that can be consumed from it in a given time period. In our work, we have defined it over one hour period and have represented it as MW/h. In the previous sub-sections, we observed the shape of the plots of DOP over whole range of power ratings, but we didn't comment on the reason of that variation in detail. In this sub-section, we will try to study the impact of variations in BESS power rating at selected BESS capacities using the DOP results from FN prediction model. First, we study the impact of varying the power rating at lower BESS capacities as shown in Figure 21 . Although we have already discarded these smaller capacities in the previous sub-section, and this analysis further backs our decision, because there is negligible improvement of DOP with variation in BESS power rating. However, we see that increasing the energy capacity slightly improves the DOP at some power rating, so, we analyze the impact with higher capacities in the next result exhibited in Figure 22 . In these results, we see a visible trend with power rating variation that tells us that there is an optimum point which keeps enlarging with increasing BESS capacity. At this optimum, the DOP is maximum, because after that, increasing the cost of the BESS through buying the power rating will not as much return on the investment. Hence this analysis can help us in finding an optimum power rating for a given BESS capacity, as shown in Figure 22 . The shape of the curves in Figures 21 and 22 can be further studied by analyzing the underlying SOC profile at various key points of the curve. This is done in Figure 23 for low capacity and in Figure 24 for adequately high capacity. These figures show the SOC of the BESS at three chosen points on the power rating curve. In Figure 23 , it can be seen that the BESS is a bit under-utilized in the beginning due to less power rating, however, it is over-utilized at the end of the curve, showing the constraint on BESS capacity. The noteworthy point here is, there is not much variation in DOP over the whole range, hence we can say that there is no significant effect of the power rating if the BESS capacity is not adequately chosen. However, at adequate BESS capacity, as in Figure 24 , the under-utilization of the BESS due to power rating constraint can seriously undermine the DOP of the system. This phenomenon can be observed at the first point where the DOP value is very low, because due to the lower power rating, the BESS capacity could not be completely utilized even once during the whole day. This explains the sharp increase in power rating curve in this case as well as in other high BESS capacities (as shown in Figure 22 ). The optimum occurs at the point where BESS is just able to satisfy the needs of the required storage, although it is pretty under-utilized in one cycle. However, increasing the power rating just to have full utilization of the BESS eventually results in a lower benefit. So, if DOP is the only factor to be considered, then it is a good strategy to choose a slightly larger BESS capacity with an optimum power rating as can be determined from the analysis presented in this work. The results of these sub-sections are very useful from the aspect of power system planning, as they can help the planners to install adequate BESS capacity and help them in determining the optimal power rating to maximize the operational profits.
Remark: It is important to mention that the proposed methodology should be assessed based on a longer dispatch profile of at least a year instead of a day to reflect the real picture. Also, more comprehensive dispatch pricing is required instead of simple linear interpolation/extrapolation especially for energy storage systems. Similarly, a few assumptions and factors as mentioned in the article may be refined to make it more practical. Nonlinear models of storage, losses and battery degradation models and chemistry are not considered. These are some drawbacks/deficiencies in the proposed methodology, which is the aim/target of near future research. However, the presented methodology is quite straight forward, which can be easily extended to longer profile and other associated factors may be introduced.
VII. CONCLUSION
In this research work, a WG microgrid is simulated along with a BESS in order to propose an optimal power dispatch scheme to the electricity grid. The goal of optimization problem is to maximize the operational revenues of the WG microgrid selling energy in an energy market. For this purpose, wind power and energy price forecasts are used in a receding horizon control framework. The forecasts are obtained through innovative MSF model based on Functional Network theory. A case study is performed using real-world datasets to perform the analysis in the following domains: 1) Forecast accuracy assessment, 2) economic analysis and impact of forecast errors, 3) BESS size evaluation and impact of BESS power rating.
The developed FN forecast model is shown to outperform the benchmark and an ANN model for six step ahead forecasts of both energy price and wind power. The economic analysis reveals that the accuracy of forecasts through FN forecast model improves the daily income and operational profit of the WG microgrid as compared to simulated error models as well as real predictors. The results at various BESS capacities are analyzed in detail but general trend of profit improvement remains persistent. In the last, it is also observed that inaccuracy of forecasting can lead to inadequate BESS sizing which results in the mitigation of profits for the power producers. His current research interests include the optimization and control of battery energy storage systems for large-scale grid-connected renewable power plants (particularly wind and solar), distributed power generation and dispatch, hybrid energy storage, EVs, and smart grids. He has authored/co-authored several journal and conference papers in the field of control and optimization for renewable power systems. He was a recipient of the highly competitive Postdoctoral Writing Fellowship from UNSW, in 2010. In addition, he has been a Reviewer for numerous international journals and conferences.
