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Abstract 
Robust, lightweight, and distributed multitarget tracking in wireless sensor networks (WSN) is discussed. Sequential 
Monte Carlo or particle filter is an excellent stochastic technique for approximate state estimation using Bayesian 
algorithms. When targets move close to each other, the signal energies generated by them get overlapped. Solving 
multitarget tracking problem using independent particle filters suffers from many problems, including that the target 
with the best likelihood hijacks the particles of nearby targets. Even in joint tracking there is potential for particles to 
carry labels to wrong target position. This paper proposes a dynamic-Bayesian-network-based framework called 
‘Particle Filter-Merger Modeled-Maximum a Posteriori’ (PF-MM-MAP). The framework explicitly models the signal 
overlap by introducing additional hidden states, thereby adding robustness to the tracking process. The 
implementation is distributed and lightweight, keeping in view the requirements and resource constraints of WSN. 
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1. Introduction 
Tracking requires estimation of the state of the system as it changes over time, using a sequence of 
noisy measurements. Also required is an indication of confidence in this estimate, described using a 
probability density function. State-space models serve as excellent tools for modeling such systems. Of 
these, Kalman Filter technique has been quite popular owing to the tractability it offers, but it becomes 
inapplicable in most dynamic situations where accelerations may be unpredictable, time-varying and 
following an unknown profile. Formal Bayes modeling provides a rigorous general framework for 
dynamic state estimation problems. 
 
 
* Corresponding author. Tel.: +91-80-25241168. 
E-mail address: neeta@ieee.org. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Prof. Elhadi Shakshuki and Prof. Muhammad Younas.
Open access under CC BY-NC-ND license.
1877–0509 © 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of Prof. Elhadi Shakshuki and Prof. Muhammad Younas.
Open access under CC BY-NC-ND license.
Neeta Trivedi et al. / Procedia Computer Science 5 (2011) 344–353 345
Traditional methods for multitarget tracking treated the problem as variants of multiple single-target 
tracking problem. Real-life scenarios where targets appear, disappear, merge and split, deal with unknown 
and varying number of targets, requiring newer class of solutions. As a result, joint tracking of varying 
numbers of multiple targets has been extensively researched. Both the representations suffer from unique 
problems when targets move in close proximity. This paper proposes a method for explicitly modeling the 
overlap of signal energies from multiple targets and therefore makes the tracking more robust. 
1.1. Joint Multitarget Bayes Modeling 
The time-varying number and states of targets are best modeled using Random Finite Sets (RFS) [1]. 
Let there be Ȃ targets in a region at time k. At the sensors, they may result into N observations, taking 
into account missed detections, false measurements and target merger. The order in which the targets get 
measured is not under control. The targets and their observations at time k can be represented as the RFS  
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Where F(X) and F(Z) are the collections of all finite subsets of  X and Z respectively. X0, the initial state, 
can either be modeled using a statistical model, or the first set of observations can be used to initialize X. 
1.1.1. Multitarget State Transition 
Given the multitarget state Xk at time k, the multitarget state Xk+1 at time k+1 is given by 
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where Lk+1|k(xi) is the RFS of targets xi from time k that survived at time k+1, Bk+1|k(xi) is RFS of targets 
spawned at time k+1 from a target with previous state xi, and īk+1 is the RFS of targets born at time k+1. 
1.1.2. Multitarget Measurement 
Given Yk+1(xi), the RFS of genuine measurements and Ck+1, RFS of false measurements, the multitarget 
measurement is given by 
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1.1.3. Multitarget Tracking 
The goal of multitarget tracking is to estimate the density fk|k(Xk|Z1:k) of the target set being in state Xk, 
given all observations up to time k. The estimate is performed recursively in two steps viz. prediction and 
update. Prediction amounts to obtaining the prior density 
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where ȝ is an appropriate reference measure on F(X). Update step uses Bayes’ rule to find the posterior 
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1.1.4. Implementation Issues 
The Bayes modeling problem has no closed form solution. Finite Set Statistics [1] provides a unified, 
scientifically defensible probabilistic foundation for multisource-multitarget tracking. For discrete state-
spaces, exact inference is possible, but may be computationally prohibitive. A number of computationally 
tractable stochastic approximation techniques have been proposed. Sequential Monte Carlo (SMC) 
approximation or Particle filtering is one such technique which, given enough samples, guarantees to give 
exact answer. The idea is to approximate the belief sate by a set of weighted particles or samples 
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for any unitless function ș(X) of a state set variable X. The belief state can be progressed recursively using 
Bayes rule; the weights can be better approximated using sequential importance sampling. As the 
recursion progresses, some particles get strengthened and others weakened, leading to reduction in 
diversity. Resampling is then performed with replacement from current belief state and weights are reset 
to uniform distribution; past weights are reflected in the frequency with which particles are sampled. 
1.1.5. Particle Hijacking 
A typical problem in multitarget tracking is when targets approach each other and separate out. When 
dealing with independent particles, problem arises when proximity to one target causes another target’s 
particles to incorrectly gain weight. The target with the highest likelihood score ‘hijacks’ particles from 
nearby targets [2]. In joint particle systems, every particle represents a specific hypothesis regarding the 
multitarget hybrid state. For unknown number of targets and to account for birth and death of targets, the 
modeling can be very involved. Moreover, even here there is potential for particles to carry labels over to 
wrong target position; if Minimum Mean Square Error (MMSE) state estimate is used, the estimates end 
up somewhere in between [3]. This motivates explicit modeling of merger and split of targets. 
1.2. Tracking in Wireless Sensor Networks 
Tracking poses even bigger challenges in WSN [4]. Centralized implementation is not desirable due to 
latency and communication costs. In distributed implementations, too, particles must be communicated as 
targets leave the sensing zone of one sensor and enter another zone. Energy required for communication 
being orders of magnitude higher than that for computation, there is a serious motivation for reducing the 
number of particles. We propose a dynamic Bayesian network (DBN) based framework ‘Particle Filter-
Merger Modeled-Maximum a Posteriori’ (PF-MM-MAP). It explicitly models the signal overlap by 
introducing additional hidden states, adding robustness to tracking for less number of particles. Use of 
MAP instead of MMSE helps isolate the tracks better. Execution is distributed and real-time, which is 
crucial for WSN. 
1.3. Organization of the Paper 
Section 2 discusses related work. Section 3 outlines the proposed modified DBN for tracking. Section 
4 discusses the implementation of this model in WSN scenario. Section 5 presents the Monte Carlo 
simulation details. Conclusions are drawn in Section 6. 
2. Related Prior Work 
Khan, Balch, and Dalleart [2] discuss the particle hijack problems. Their work is focused on objects 
that interact when they come closer, and this interaction is modeled using Markov random fields. Very 
recently, a comprehensive treatment to the problem of tracking in presence of missed detections, clutter, 
birth, death, merger and spawning is provided by Storlie, Lee, Hannig, and Nychka [5] for another class 
of problems also involving interacting targets. Our work differs in three significant ways. i) We consider 
non-interacting targets that, though indistinguishable due to energy overlap when they come closer, retain 
their individuality and carry it when they split. ii) Reference [5] attempts a computationally complex 
closed-form solution whereas we discuss non-parametric low-cost implementation. iii) We discuss 
distributed approach against the centralized solution of [5]. 
Liu, Chu and Reich [6] provide a survey of techniques for tracking multiple targets in distributed 
sensor networks. The authors propose switching between single and multiple target tracking in pockets of 
the network, as also proposed by Liu, Chu, Reich, Jie, and Zhao [7]. 
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Plenty of work has been reported on the use of Bayesian techniques and particle filters for multiple 
target tracking with emphasis on different aspects including robustness, message efficiency and speed. 
Chen, Çetin and Willsky [8] propose graphical model-based data association and communication-
sensitive message passing approaches. Their work is complementary to PF-MM-MAP; it can be used for 
generating the energy plot efficiently. A good study on distributed target tracking is provided by Liggins, 
Chong, Kadar, Alford Vannicola, and Thomopoulos [9]. However, the overlap discussed by them is the 
possible overlap due to two or more sensors reporting the same target. 
Ong, Bailey, Whyte, and Upcroft [10] discuss decentralized particle filtering for multitarget tracking in 
WSN. Nodes communicate particle representations of the state posteriors, and the fusion node is 
responsible for consistent joint localization and tracking using these different particle sets. Scheng, Hu, 
and Ramanathan [11] propose particle filter based target tracking with focus is on saving bandwidth; the 
belief is approximated as Gaussian mixture model (GMM). Coates [12] proposes two methods for 
reducing communication overheads: factorization and adaptive encoding. Zuo, Mehrotra, Varshney, and 
Mohan [13] use GMM approximation of particles to convey belief to fusion center in bandwidth-efficient 
manner. Vemula, Miguez and Artes-Rodriguez [14] propose a method for estimating state of the target as 
well as clock drifts between sensor nodes. Vo, Vo and Cantoni [15] discuss Bayesian filtering with RFS. 
Särkkä, Vehtari, and Lampinen [16] propose Rao-Blackwellized Monte Carlo data association method 
in centralized setting. The authors partition the problem into many single target tracking problem and 
solve data association problem by sequential importance sampling. However, they do not address possible 
particle hijacking. Vercauteren, Guo, and Wang [17] discuss joint multitarget tracking in WSN using 
particle filters with emphasis on tracking along with classification and on sampling efficiently in the case 
of target births. The interfering targets belong to different class and can be separated at an early stage. 
Combinations of Interacting Multiple Model (IMM) and Joint Probabilistic Data Association (JPDA) 
called IMMJPDA have been proposed. Blom and Bloem [18] provide an overview of this work and 
propose track-coalescence avoiding versions of IMMJPDA. They show conditions for which IMMJPDA-
type filters do not perform close to exact Bayesian filtering. Their filters outperform Interacting Multiple 
Model Probabilistic Data Association (IMMPDA). The SIR and SIR-H filter developed in [18] consider 
independent closely maneuvering targets and SIR-H takes care to ensure that no joint mode ceases to exist 
because of particle impoverishment. 
Blom, Bloem, Bores and Driessan [3] bring out important issued related to track coalescence in joint 
particle tracking using MMSE estimator and propose use of MAP estimator instead. When targets come 
closer, joint tracking is performed in [18] and [3]. This requires very large number of particles. 
3. Modeling Merger and Spawning 
Fig. 1 (a) represents a typical factorized DBN for multitarget tracking. The likelihood can be 
determined uniquely from this model iff the signals from all the targets are well separated. Real-world 
scenarios where targets may merge and spawn require more robust model to uniquely determine the 
likelihood. Following modifications to the model allow consideration of closely moving targets. 
3.1. The Setting 
Without loss of generality, assume typical sound source point target at location ȗ and lossless, isotropic 
sound propagation model. The root-mean squared amplitude measurement z at location x is given by  
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where a is the amplitude of the sound source and w is measurement noise. To exploit the spatial diversity, 
multiple nodes observe a particular target; however, tracking a particular target is the responsibility of a 
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‘leader node’ which collects observations from the neighboring nodes. The signal energies observed by 
neighboring sensors can be used for generating an energy plot ǻ (Fig. 1(b)). The energy peaks in this plot 
indicate likely target positions [4]. For closely spaced targets, the energy received at a nearby sensor is the 
sum of the two sounds. It is assumed that the sensor density is enough to capture the peaks and valleys of 
the energy field. 
Let ȥi,j denote the hidden process of target ‘i’ merging with ‘j’. The merger process is symmetrical; ‘i’ 
merging with ‘j’ and ‘j’ merging with ‘i’ are the same event. The merger happens in various ‘sizes’ i.e. 
the overlap area varies with time. Depending on the application characteristics (e.g. sensing accuracy, 
energy-accuracy tradeoff), the merger area can be discretized to the desired resolution. The present work 
considers overlap in steps of 25% i.e. ȥi,j ∈ {0, 25, 50, 75, 100}. 
The DBN of Fig. 1 (a) can accordingly be modified to Fig. 1 (c). The likelihoods are now conditioned 
also on the merger processes. Target birth, death, missed detections and clutter are handled as before. 
Let Ȍk be the RFS of all non-zero ȥi,j at time k. The prior for prediction can then be represented as  
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The posterior can be represented based on the joint likelihood as 
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4. Implementation in WSN 
Distributed tracking requires assigning responsibility of tracking different targets to different nodes. 
Exact isolation is not always practical because even if two targets were to be tracked by different leaders, 
there could be an overlap between their energies. However, as discussed below, it is sufficient for 
neighboring nodes to exchange information; global knowledge is not required. Without loss of generality, 
consider hexagonal clusters [19] with a cluster head assuming responsibility for tracking all targets 
belonging to its territory. Typical communication ranges being twice that of sensing radii, exchange with 
immediate neighbors can provide all the required information. 
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Fig. 1 (a) Multitarget tracking model, (b) merger of target energies, (c) tracking model modified to consider merger 
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4.1. Initialization 
In the absence of any prior knowledge, initial measurement is the best representation of the density for 
the belief state. Each leader independently generates ǻpart i.e. its view of ǻ, from measurements of itself 
and of neighboring nodes. Existence of a distributed function Ĭ(ǻpart) is assumed which uniquely assigns 
tracking responsibility for a target to a leader based on this partial observation. The number of peaks in 
ǻpart is representative of the number of targets present in the neighborhood. Of these, the leader ȶȓ 
initiates track for targets belonging to the ȓth cell. Particles are generated using standard methods. 
4.2. Tracking 
The cases having no births, deaths, clutter or missed detections are discussed first. Uncertainties are 
discussed in a latter section. 
4.2.1. Prediction 
From the present sets of particles, next particle sets are predicted using jump Markov process with w as 
the process noise. State transition is given by 
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4.2.2. Measurement 
With v as the measurement noise, the measurement is defined by 
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The difference between ikz  and i kkz 1|' − is the prediction error where i kkz 1|' − is what the measurement would 
have been if state were i
kkx 1|' − as predicted at time k-1. For each target peak under consideration by a 
particular leader ȶȓ, consider a 2D memory space of size ȁxȁ such that i) (ȁ/2,ȁ/2) corresponds to the 
peak, ii) Ξ<+
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where Ȅ is the radius beyond which the amplitude becomes negligible for sensing. 
Let the energy area for jth target calculated using (5) be jΛ . Then, for all the targets under 
consideration by ȶȓ, the joint energy plot is  
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The difference between ǻk+1|k(ȁTotal(i)) and ǻk+1|k+1(ȁTotal(i)) i.e. the (joint) energy plots predicted and 
measured by ȶȓ is an indicator of the likelihood. 
4.2.3. Update and MAP State Estimate 
The MMSE estimate can lead to wrong target positions both in independent and joint tracking 
conditions [3]. However, implementation of MAP estimate is not straightforward in SMC filters. Mehlar 
[1] suggests use of method similar to weighted Gaussian approximation. Reference [3] suggests a MAP 
estimator for joint particles with the restriction that the estimator must coincide with one particle position. 
Since the particles approach the pdf ‘in asymptotia’, in theory the estimated position must coincide with 
one particle. However, for all practically manageable numbers of particles, this restriction is too tight and 
as such, the high-frequency (and therefore high-probability) particle areas must be explored first. We 
present an iterative approximation based on the condition that the estimate must be close to the positions 
of the most or the heaviest particles. Indeed, this assumption may sometimes be incorrect and best 
matches pertaining to lower-weight particles is considered iff the match produced by them is substantially 
better than that by the heavier particles. 
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Intuitively, the ‘closer’ the particles are to a peak, the higher must be their weight. However, this is 
where the challenge lies. State estimate and data association require weighted particles, weight 
assignment must know proximity, and proximity cannot be established until data association is done, 
specifically for closely spaced targets. This problem is addressed by mimicking joint tracking as follows. 
When the energy plot is generated by a leader node, well-separated targets have ‘darker’ grids 
separating them. If the path between two peaks has no values below desired threshold, it indicates an 
overlap and must be dealt with separately. Otherwise, standard means of assigning weights e.g. use of 
gating and Mahalanobis distance calculation is used. 
In case of overlap, the area under consideration by ȶȓ is divided into low-resolution grids; particles in a 
single grid are treated as a group with grid center as the group location. Fig. 2 shows an example with 
particles for two targets (red and blue dots) and the area under consideration (pink) by a cell leader. At 
this resolution, the particles form (4x4) pairs of grids i.e. {(1,1), (1,2), …, (4,3), (4,4)}. 
Energy plots ǻk+1|k(ȁTotal(i)) are generated for overlapping targets using centers of grids as likely target 
positions and compared with the measured plot ǻk+1|k+1(ȁTotal(i)). The best matched tuple is selected as: ¦ ¦ ΛΔ++= βαρ *)(*)( )(, iTotaldiffqpqp ww       … (14) 
where wp and wq are the weights of particles in the selected grids for the two targets respectively, and 
ǻdiff(ȁTotal(i)) is the difference between measured energy and the energy predicted if target positions were 
in these grids. Į and ȕ are weight factors that can be tuned based on the confidence in measurement and 
that on prediction. The highest ȡp,q indicates the pair (p,q) to be selected (for simplicity, only two targets 
have been considered). The grids belonging to this strongest pair are then subdivided and the exercise 
repeated. The MAP estimate is the center locations of the grids at the finest selected resolution. 
After state estimation, the leaders exchange track information with neighboring leaders. Each leader 
considers state estimates of targets in neighboring cells only to predict the merger in the next cycle. Non-
overlapping targets as well as those belonging to other cells can be safely omitted from the energy-
difference check, since comparisons will cancel out their contribution anyway. 
4.2.4. Resampling 
Having obtained the highest likelihood state, importance weights are assigned using Mahalanobis 
distance metric. Sequential importance sampling is performed using multinomial resampling as follows. 
Assuming ȣ particles and i kki ww 1|1 ++
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is a probability distribution on all ȣ-tuples (i1, …, iȣ) of nonnegative integers for which i1 + …+ iȣ = ȣ. A 
random sample (e1, …, eȣ)~μ(.) is drawn from this distribution. If ei=0, then the ith particle is eliminated, 
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else ei identical copies are made of this particle. Since e1 + …+  eȣ = ȣ, total number of particles stays as 
ȣ. To avoid particle impoverishment, the copies of particles are randomly jittered. 
4.2.5. Handling Uncertainties 
An outer loop assumes responsibility for considering target birth, death, missed detections and clutter. 
It is easy to see that for missed detection and death, the process in 4.2.3 ensures proper assignments to the 
remaining targets. Birth or clutter close to existing targets presents potential for mix-up. Pseudo code 
(Appendix-A) explains handling of these uncertainties. Note that target death is different from 100% 
merger. In case of merger, both tracks are maintained until a spawn is seen. Death is when the target peak 
disappears without merger and does not appear for a timeout period. 
4.3. Scalability 
Every leader only considers detections made by itself and the neighboring nodes; no global knowledge 
of the network is essential. This makes the algorithm scalable to arbitrary sized networks. 
5. Monte Carlo Simulation 
The simulation setting and scenarios are similar to those for PF-MAP [3]. In an area of 1500x1500m2, 
two targets start with initial velocity 75m/s, decelerate while approaching each other, stop at distance d, 
stay there for some time and then accelerate to go away from each other (Fig. 3). ‘d’ is varied from -12ım 
to +12ım, where ım is the standard deviation of measurement noise, taken to be 30. ‘d<0’ implies that the 
targets have crossed each other. Standard deviation of acceleration noise, ıa, is 50. Values of Į and ȕ were 
taken to be 0.8 and 0.2 respectively, i.e. more significance was attached to difference between predicted 
and measured energy, unless the difference in energy total was marginal for two (or more) tuples. 
As mentioned earlier, the clusters are assumed to be hexagonal cells. Ĭ(ǻpart) assigns a target to the 
cell that is assumed to contain the corresponding peak. When the peak crosses over the cell boundary and 
stays inside another cell for 3 cycles, the track is handed over to the next cell. The wait avoids handover 
fluctuations. The number of particles is 103 for each target (104 joint particles in PF-MAP). 
PF-MAP [3] considers tracks as swapped if m
j
Tj
i
T
i xhxh σ9|| ^ <− . We instead check when the 
algorithm enters the ‘arbitrarily assigning one of the merged ID’ condition. Table 1 summarizes the 
results for correct tracking i.e. with identities maintained. Table 2 summarizes the results when both 
tracks were correct but identities were either correct or swapped. Results from PF-MMSE have been 
reported from [3]. Pd is probability of detection, and Ȝ the parameter value for clutter appearance. 
Table 1. Average % Correct Tracking (Identity maintained) 
Scenario PF-MMSE [3] PF-MAP [3] PF-MM-MAP 
1 (Pd=1, Ȝ=0) 73 75 88 
2 (Pd=1, Ȝ=0.001) 73 74 86 
3 (Pd=0.9, Ȝ=0) 72 75 88 
4 (Pd=0.9, Ȝ=0.001) 59 62 81 
Table 2. Average % Correct Tracking (Identity ok or swapped) 
Scenario PF-MMSE [3] PF-MAP [3] PF-MM-MAP 
1 (Pd=1, Ȝ=0) 96.16 100 100 
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2 (Pd=1, Ȝ=0.001) 96 99 99 
3 (Pd=0.9, Ȝ=0) 95.56 99.96 100 
4 (Pd=0.9, Ȝ=0.001) 83 88 94 
6. Analysis and Conclusion 
Explicitly modeling merger allows us to track closely moving targets more robustly. The Bayesian 
model incorporating additional hidden states can be implemented as SMC simulations using independent 
or joint particles. Maintaining independent particle sets keeps computational complexity under check. The 
possible particle hijack problem is addressed by explicit tracking of merger. The outer loops to handle 
missed detections and false alarms ensure that temporary disturbances do not throw the tracking off track. 
It is demonstrated that as long as the sensor density can support identification of peaks and valleys in 
the density plot, tracks can be maintained for targets moving as close to each other as 4ım against 9ım in 
[3]. The constraint of the MAP estimator in [3] of coinciding with one joint particle can potentially mix 
up the tracks. Requiring a group of particles to justify the energy plot results in better track association. 
The number of particles used by PF-MM-MAP is order of magnitude less compare to that required by 
joint particle filter for the same or increased amount of robustness. This is crucial for WSN where in 
addition to being computed upon, particles must also be handed over to the next leader node as targets 
move. The model has therefore exceeded the robustness of a complex joint particle filter while retaining 
the simplicity of single particle filter. The implementation is completely distributed, as required by WSN. 
An added advantage with our scheme is that accuracy can be traded off for computation time and energy. 
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Appendix A. Pseudo Code 
For each leader 
At startup do (Initialization, Preprocessing) 
Collect evidence from all nodes within communication range, generate energy plot 
Identify energy peaks and attach target IDs as (Cell ID, sequence number) 
For each ID, set TIME_TO_LIVE counter to MAX 
Generate particles 
Divide area into grids, pre-generate and store energy values for one target in grids 
for all desired resolutions (plots can be synthesized by adding up values) 
 
In each cycle do (Measure-Update-Estimate) 
Decrement all TIME_TO_LIVE timers 
If any TIME_TO_LIVE counter is zero, discard the track (target dead, or clutter) 
Collect evidence from all nodes within communication range, generate energy plot 
Identify energy peaks 
While resolution is less than desired 
For all grid-tuples, compute energy plots by adding pre-computed energies 
Find difference with measured energy plot 
Select best tuple using eq (8) 
Go to next resolution for selected tuple 
Assign location estimates as grid center values 
Assign importance weights to particles, resample 
Propagate particles using jump Markov process 
For each track 
If unambiguous association, TIME_TO_LIVE = MAX 
If ambiguity due to merger, mark the tracks with single new ‘Merge ID’, 
TIME_TO_LIVE = MAX 
If ambiguity due to spawning, assign original IDs arbitrarily to individual 
targets, remove ‘Merge ID’, TIME_TO_LIVE = MAX 
For unassociated measurements 
Assign new ID, TIME_TO_LIVE = MAX 
For targets received from neighbour 
Retain ID, enter into track table 
For targets to be handed over to neighbour 
Remove track entry 
 
