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INTRINSIC ERGODICITY VIA OBSTRUCTION
ENTROPIES
VAUGHN CLIMENHAGA AND DANIEL J. THOMPSON
Abstract. Bowen showed that a continuous expansive map with spec-
ification has a unique measure of maximal entropy. We show that the
conclusion remains true under weaker non-uniform versions of these hy-
potheses. To this end, we introduce the notions of obstructions to ex-
pansivity and specification, and show that if the entropy of such ob-
structions is smaller than the topological entropy of the map, then there
is a unique measure of maximal entropy.
1. Introduction
Bowen showed that expansivity and specification imply intrinsic ergod-
icity [Bow75] – that is, existence of a unique measure of maximal entropy.
In [CT], we introduced a non-uniform version of specification for a shift
space which guarantees intrinsic ergodicity. In this paper, we establish our
techniques in a non-symbolic setting. The key idea of [CT] is that the ob-
structions to specification should have less entropy than the whole space.
Here we adapt this idea to a non-symbolic setting, and replace expansivity
(which is automatically satisfied by a shift space) with a condition which
says that obstructions to positive expansivity should have less entropy than
the whole space (we work with positive expansivity rather than expansivity
for convenience only, see remark after Definition 2.4).
After introducing precise definitions of h⊥spec(f), which denotes the en-
tropy of obstructions to specification, and h⊥exp+(f), which denotes the en-
tropy of obstructions to expansivity, we establish the following result:
Theorem A. Let X be a compact metric space and f : X → X a continuous
map. If h⊥spec(f) < htop(f) and h
⊥
exp+(f) < htop(f), then f is intrinsically
ergodic.
The obstruction entropies h⊥spec(f) and h
⊥
exp+(f) are obtained as limits of
quantities h⊥spec(f, ǫ) and h
⊥
exp+(f, ǫ), which are the entropies of obstructions
to specification and expansivity at a fixed finite scale ǫ. Theorem A is a con-
sequence of the following result, in which we consider obstruction entropies
only at suitable fixed scales.
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Theorem B. Let X be a compact metric space and f : X → X a continuous
map. Suppose ǫ > 0 is such that h⊥spec(f, ǫ) < htop(f) and h
⊥
exp+(f, 28ǫ) <
htop(f). Then f is intrinsically ergodic.
The hypotheses of Theorem B are a priori weaker and potentially easier
to check than the scale-free hypotheses of Theorem A. It is unavoidable that
we investigate expansivity at a larger scale than specification. This is due
to changes of scale that occur in the course of the proof. In our setting, this
cannot be eliminated by standard rescaling techniques of the type used by
Bowen [Bow75]. (See remark at the end of Section 2.3.) This accounts for
the (not necessarily optimal) factor of 28 in the statement of Theorem B.
Roughly speaking, h⊥exp+(f, ǫ) and h
⊥
spec(f, ǫ) may be understood as fol-
lows. Positive expansivity is equivalent to having
⋂
n≥0Bn(x, ǫ) = {x} for
all x ∈ X and all sufficiently small ǫ > 0. We define h⊥exp+(f, ǫ) as the
supremum of the entropies of ergodic measures giving positive weight to the
set of points at which this condition fails.
Specification at scale ǫ means that there exists a constant τ such that ev-
ery finite collection of finite orbit segments (xi, . . . , f
nixi) can be ǫ-shadowed
by a single orbit which takes τ iterates to transition from one segment to
the next. We look for a collection S of orbit segments (obstructions to
specification) such that any finite collection of finite orbit segments can be
ǫ-shadowed with gap size τ provided we are allowed to first remove elements
of S from the ends of each segment. We define h⊥spec(f, ǫ) to be the infimum
of the entropy of such a collection S.
Our goal for this note is to establish these techniques and concepts, par-
ticularly the use of h⊥exp+ . As a first novel application of Theorem B, we
can establish intrinsic ergodicity for non-symbolic factors of β-shifts, sub-
ject to a weak expansivity condition, extending our results from [CT]. This
includes the following result:
Theorem C. Every positively expansive factor of a β-shift is intrinsically
ergodic.
This result suggests that arbitrary β-shifts may have value as coding
spaces. The coding of (algebraic) dynamical systems by β-shifts has been
well studied in the special case that β is a Pisot number, and hence the
corresponding β-shift is sofic (see [Sch00, Sid03, LS04] for an extensive list
of references).
2. Definitions
Let X be a compact metric space and f : X → X a continuous map. We
recall some standard definitions, and introduce the definitions of h⊥spec and
h⊥exp+ . The notions that follow depend on the dynamics f , although our
notation suppresses this dependence in order to simplify the presentation.
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2.1. Entropy.
Definition 2.1. A set E ⊂ X is (n, ε)-separated for some n ∈ N and ε > 0
if for all x 6= y ∈ E we have y /∈ Bn(x, ε), where
Bn(x, ε) = {y ∈ X | dn(x, y) < ε}
and dn(x, y) = max{d(f
ix, f iy) | 0 ≤ i ≤ n − 1}. Given Z ⊂ X, we write
Λ(Z, n, ε) for the maximum cardinality of a (n, ε)-separated set E ⊂ Z. Let
(2.1) h(Z, ε) := lim
n→∞
1
n
log Λ(Z, n, ε), h(Z) = lim
ε→0
h(Z, ε),
and define h analogously. If h(Z, ε) = h(Z, ε) then we write h(Z, ε) for the
common value and call this the topological entropy of Z at scale ε.
Remark. In fact, h and h are the lower and upper capacity topological en-
tropies [Pes97]. If Z is invariant then h(Z, ε) = h(Z, ε) for all ε > 0 [Pes97,
Theorem 11.5]. In particular, h(X, ε) exists for every ε, and h(X) is the
standard definition of topological entropy for the system (X, f). For unity
of notation, from now on we will usually write h(X) in place of htop(f).
The variational principle states that h(X) = supµ hµ(f), where hµ(f)
is the measure-theoretic entropy of µ and the supremum is taken over all
Borel f -invariant probability measures on X [Wal82]. A measure achieving
the supremum is a measure of maximal entropy (MME), and a system with
a unique MME is called intrinsically ergodic [CT, Wei70, Hof79, Hof81,
Buz97].
We will have occasion to consider the entropy of a sequence of sets Zn.
Such a sequence generates a subset D ⊂ X × N in a natural way, as D =⋃
n Zn × {n}. Conversely, given D ⊂ X × N we obtain a sequence of sets
Dn = {x ∈ X | (x, n) ∈ D}. We think of subsets D ⊂ X × N as collections
of points and times, so that given x ∈ X, the set {n ∈ N | (x, n) ∈ D} can
be thought of as those times at which the orbit segment (x, f(x), . . . , fn(x))
satisfies a certain property.
Definition 2.2. Give D ⊂ X × N, write Λ(D, n, ε) = Λ(Dn, n, ε). The
(upper) topological entropy of D is
(2.2) h(D, ε) := lim
n→∞
1
n
log Λ(D, n, ε), h(D) = lim
ε→0
h(D, ε).
This procedure of taking the capacity entropy of a sequence of sets appears
in the definition of coarse multifractal spectra, and a general discussion of
the relationship between this quantity and other dimensional quantities is
given in [Cli13].
2.2. Expansivity. Positive expansivity at scale ε is equivalent to the fol-
lowing property: for every x ∈ X, we have
(2.3) Φ+x (ε) :=
⋂
n≥0
Bn(x, ε) = {x}.
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Definition 2.3. Denote by N+(ε) := {x ∈ X | Φ+x (ε) 6= {x}} the set of
non-expansive points at scale ε. Following Buzzi and Fisher [BF11], we say
that an f -invariant measure µ is almost positively expansive at scale ε if
µ(N+(ε)) = 0; in other words, if Φ+x (ε) = {x} for µ-a.e. x.
Definition 2.4. Writing Mef for the set of ergodic f -invariant Borel prob-
ability measures on X, the entropy of obstructions to positive expansivity
at scale ε is
h⊥exp+(f, ε) = sup{hµ(f) | µ ∈ M
e
f is not almost positively expansive}
= sup{hµ(f) | µ ∈ M
e
f and µ(N
+(ε)) > 0}.
We also define h⊥exp+(f) = limε→0 h
⊥
exp+(f, ε). The limit exists since h
⊥
exp+(f, ε)
is monotonic when considered as a function of ε.
Remark. Positive expansivity is the appropriate definition for non-invertible
maps. For invertible maps, Buzzi and Fisher define almost expansivity using
Φx(ε) :=
⋂
n≥0 f
n(B2n(f
−nx, ε)) and requiring that µ give zero measure to
the non-expansive set N (ε) := {x ∈ X | Φx(ε) 6= {x}}. Thus, when f is
an expansive homeomorphism on X, every f -invariant measure is almost-
expansive. We can define the entropy of obstructions to expansivity at scale
ε for a homeomorphism f as
h⊥exp(ε) = sup{hµ(f) | µ is f -invariant and not almost expansive}
= sup{hµ(f) | µ is f -invariant and µ(N (ε)) > 0}.
We do not consider the invertible case or h⊥exp in this note. This is purely
for convenience. Our proofs go through with minimal modification in the
situation when f is invertible and hexp is less than the entropy of the space.
The following proposition gives a useful method for bounding h⊥exp+ .
Proposition 2.1. h⊥exp+(f, ε) ≤ h(N
+(ε)).
Proof. Given h < h⊥exp+(f, ε), let µ ∈ M
e
f be such that hµ(f) > h and
µ(N+(ε)) > 0. By the Brin–Katok local entropy formula [BK83], there
exists N ∈ N and Y ⊂ X such that µ(Y ) > 1−µ(N+(ε)) and µ(Bn(x, ε)) ≤
e−nh for all n ≥ N . Taking Z = Y ∩N+(ε), we get µ(Z) > 0.
Let En ⊂ Z be any maximal (n, ε)-separated set. By maximality, we have
Z ⊂
⋃
x∈En
Bn(x, ε), whence µ(Z) ≤ (#En)e
−nh. Thus #En ≥ µ(Z)e
nh,
and it follows that h(N+(ε)) ≥ h(Z, ε) ≥ h. Since h < h⊥exp+(f, ε) was
arbitrary, we are done. 
The following two propositions are crucial to our approach.
Proposition 2.2. If µ is almost positively expansive at scale ε and A is
a measurable partition of X such that every element of A is contained in
B(x, ε) for some x ∈ X, then A is (one-sided) generating for µ.
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Proposition 2.3. If h⊥exp+(f, ε) < h(X), then h(X, ε) = h(X).
Proposition 2.2 is immediate from the definitions. Before proving Propo-
sition 2.3, we introduce a useful concept.
Definition 2.5. Let En ⊂ X be an (n, ε)-separated set of maximum cardi-
nality. We say that a partition An is adapted to En if A
n is a partition such
that each atom w of the partition satisfies
Bn
(
x,
ε
2
)
⊂ w ⊂ Bn(x, ε)
for some x ∈ En.
The existence of adapted partitions for any En follows from the fact that
the sets Bn(x, ε/2) are disjoint and the sets Bn(x, ε) cover X. For every
n ≥ 1, the non-expansive set for the map fn with respect to the Bowen
metric dn = max0≤k<n d◦f
k coincides with the non-expansive set for f with
respect to the original metric d. Thus, Proposition 2.2 shows that if µ is
almost positively expansive at scale ε and An is an adapted partition for a
maximal (n, ε)-separated set, then An is generating for µ under the map fn.
Proof of Proposition 2.3. For each n ≥ 1, let En be a maximal (n, ε)-separated
set, and An an adapted partition for En. Fix µ ∈ M
e
f with hµ(f) >
h⊥exp+(f, ε), noting that such µ exist by the variational principle. By the
above remarks, An is generating for µ under the map fn. In particular, we
have
hµ(f) =
1
n
hµ(f
n) =
1
n
hµ(f
n,An) ≤
1
n
log#An =
1
n
log#En,
and sending n → ∞ gives hµ(f) ≤ h(X, ε). Taking a supremum over all
such µ and applying the variational principle gives the result. 
We will see in §3.5 that Proposition 2.3 implies the existence of an MME.
2.3. Specification.
Definition 2.6. A collection of points and times G ⊂ X×N has specification
at scale ε if there exists τ ∈ N such that for every {(xj , nj) | 0 ≤ j ≤ k} ⊂ G,
(2.4)
k⋂
j=0
f−
∑j−1
i=0 (ni+τ)Bnj (xj , ε) 6= ∅.
If the intersection always contains a periodic point with period
∑k
i=0(ni+τ),
we say that G has (Per)-specification at scale ε.
Remark. There are two standard definitions of specification for the dynam-
ical system (X, f), which differ from each other only in whether or not one
requires that the shadowing orbit be periodic. Using our terminology, these
properties are equivalent to the requirement that the entire set X × N has
specification, or (Per)-specification, for every ε > 0.
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Definition 2.7. A triple (P,G,S) ⊂ (X×N)3 is a decomposition for (X, f)
if for every x ∈ X and n ∈ N there exist p, g, s ∈ N with p + g + s = n so
that
(x, p) ∈ P, (fpx, g) ∈ G, (fp+gx, s) ∈ S.
That is, every orbit segment can be decomposed into a ‘prefix’ from P, a
‘good’ core from G, and a ‘suffix’ from S. Given a decomposition (P,G,S),
we will also need to consider the following collections of points and times:
GM := {(x, n) ∈ X ×N | p(x, n) ≤M,s(x, n) ≤M}.
Remark. Note that X × N =
⋃
M G
M , so that a decomposition (P,G,S)
defines a filtration of the collection of all points and times. We are interested
in the situation when each level GM of this filtration has specification. In
the course of the proof we will see that every MME µ has the property that
infn µ(G
M
n ) → 1 as M → ∞. This suggests that the collections G
M can
be thought of as regular sets analogous to the Pesin sets of non-uniform
hyperbolicity theory.
Definition 2.8. The entropy of obstructions to specification at scale ε is
h⊥spec(f, ε) := inf{h(P ∪ S, 3ε) | P,S ⊂ X × N are such that
there exists a decomposition (P,G,S) for (X, f)
for which every GM has specification at scale ε}.
We define h⊥spec(f, ε) = limε→0 h
⊥
spec(f, ε). The limit exists since h
⊥
spec(f, ε)
is monotonic when considered as a function of ε.
Remark. A priori, G could have specification at scale ǫ, but not at a smaller
scale δ. Thus, h⊥spec(f, ǫ) may increase as ǫ decreases, which is why the
hypotheses in Theorem B are a priori weaker than those in Theorem A. This
contrasts with the classical setting of Bowen, where specification at a fixed
scale and expansivity at that same scale together imply the specification
property at all smaller scales. This can be shown by using expansivity and
compactness to find N = N(δ, ǫ) such that BN (x, ǫ) ⊂ B(x, δ) for every x,
so that specification at scale ǫ with gap size τ implies specification at scale
δ with gap size τ + N(δ, ǫ). This argument does not work in our setting,
because although such an N = N(x, δ, ǫ) exists for each x /∈ N+(ǫ), it cannot
be chosen uniformly.
3. Proofs
Throughout this section, (X, d) is a compact metric space and f : X → X
is continuous. Large parts of the proof work without the full strength of the
hypotheses of Theorem B, so for each partial result we state precisely which
conditions are needed. Our method is inspired by Bowen’s original proof
from [Bow75], incorporating the modifications from [CT] that allow us to
use the weakened version of specification.
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We outline the strategy of the proof. First, we obtain a series of com-
binatorial estimates which yield bounds on the maximum cardinalities of
various (n, δ)-separated sets (Lemmas 3.1-3.8). These estimates allow us to
construct a measure of maximal entropy with a certain weak Gibbs prop-
erty (Lemma 3.10), which we show is ergodic (Proposition 3.13). We use
the weak Gibbs property, together with a crucial combinatorial estimate on
positive measure sets (Lemma 3.12), to rule out the existence of any other
measure of maximal entropy.
3.1. Lower bounds on X. We obtain a lower bound on the maximum
cardinality of (n, δ)-separated sets for X using a completely general, and
rather standard, argument which is essentially contained in Bowen [Bow75].
Lemma 3.1. Λ(X,
∑k
j=1 nj, 2δ) ≤
∏k
j=1Λ(X,nj , δ) for every δ > 0 and nj .
Proof. LetE be maximal (
∑
nj, 2δ)-separated and let Ej be maximal (nj, δ)-
separated. Then Ej is (nj , δ)-spanning, and we define a map π : E →
E1 × · · · ×Ek by the condition that f
n1+···+nj−1(x) ∈ Bnj (πj(x), δ) for each
j. This map is injective. 
Lemma 3.2. For every n ∈ N and δ > 0, we have Λ(X,n, δ) ≥ enh(X,2δ).
Proof. By Lemma 3.1 we have Λ(X, kn, 2δ) ≤ (Λ(X,n, δ))k . It follows that
log Λ(X,n, δ) ≥ n( 1kn log Λ(X, kn, 2δ)), and we send k →∞. 
3.2. Upper bounds on G. Using a standard argument based on the spec-
ification property of G, we obtain upper bounds on the cardinality of an
(n, δ)-separated set in Gn.
Lemma 3.3. If G ⊂ X ×N has specification at scale δ with gap size τ , then
Λ(X,n1 + · · ·+ nk + (k − 1)τ, δ) ≥
k∏
j=1
Λ(G, nj , 3δ)
for every n1, . . . , nk.
Proof. Let Ej ⊂ Gnj be a (nj, 3δ)-separated set of maximum cardinality,
and use the specification property to define a map π : E1×· · ·Ek → X such
that π(x1, . . . , xk) is contained in the intersection from (2.4). A computation
similar to the proof of Lemma 3.1 shows that the image of π is (n1 + · · · +
nk + (k − 1)τ, δ)-separated. 
Lemma 3.4. If G ⊂ X ×N has specification at scale δ with gap size τ , then
Λ(G, n, 3δ) ≤ e(n+τ)h(X,δ) for every n ∈ N.
Proof. Every (m, δ)-separated set is (n, δ)-separated for n > m. Thus
Lemma 3.3 implies Λ(X, k(n + τ), δ) ≥ (Λ(G, n, 3δ))k , and the result fol-
lows by sending k → ∞ in the resulting inequality log Λ(G, n, 3δ) ≤ (n +
τ)( 1k(n+τ) log Λ(X, k(n + τ), δ)). 
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3.3. Lower bounds on G and related sets. First, we prove the following
useful summability result.
Lemma 3.5. If P,S ⊂ X × N are such that h(P ∪ S, δ) < h(X, δ), then∑
i≥M Λ(P ∪ S, i, δ
′)e−ih(X,δ) → 0 as M →∞ for every δ′ ≥ δ.
Proof. Write h := h(X, δ) and let γ > 0 be such that h(P ∪ S, δ) < h− 2γ.
Then there exists a constant C > 0 such that Λ(P ∪ S, n, δ) < Cen(h−γ) for
all n, and so
e−nhΛ(P ∪ S, n, δ′) ≤ e−nhΛ(P ∪ S, n, δ) < Ce−nhen(h−γ) = Ce−nγ.
Thus
∑∞
n=0 e
−nhΛ(P ∪ S, n, δ′) < C
∑∞
n=0(e
−γ)n < ∞, and the tail of the
series converges to 0. 
The following result holds for decompositions where G has specification,
without any conditions on GM or on expansivity. The result should be
interpreted as a lower bound on the growth rate of a ‘fattened up’ version
of G.
Lemma 3.6. Let (P,G,S) be a decomposition for (X, f) such that
(1) G has specification at scale δ with gluing time τ , and
(2) h(P ∪ S, δ) < h(X, δ).
Then for every γ1, γ2 > 0 there exists M ∈ N such that the following is true:
For any D ⊂ X × N such that Λ(D, n, 6δ) ≥ γ1e
nh(X,δ) for all n, we have
Λ(D ∩ GM , n, 6δ) ≥ (1− γ2)Λ(D, n, 6δ) for all n.
Proof. Let Dn ⊂ D be a (n, 6δ)-separated set of maximum cardinality, and
given i, j, k ∈ N, let
D(i, j, k) = {x ∈ Dn | n = i+ j + k, p(x, n) = i, g(x, n) = j, s(x, n) = k},
where p, g, s are as in Definition 2.7. Observe that
⋃
{D(i, j, k) | i, k ≤
M} ⊂ D ∩ GM for every M , and in particular
DMn :=
⋃
{D(i, j, k) | i+ j + k = n, i, k ≤M}
is an (n, 6δ)-separated subset of D ∩ GM , so Λ(D ∩ GM , n, 6δ) ≥ #DMn .
Let EPi ⊂ Pi be maximal (i, 3δ)-separated, and similarly for E
G
j ⊂ Gj
and ESk ⊂ Sk. As in Lemma 3.1, there is an injection π : D(i, j, k) →
EPi × E
G
j × E
S
k , and we obtain
Λ(D, n, 6δ) ≤
∑
i+j+k=n
i,k≤M
#D(i, j, k) +
∑
i+j+k=n
i∨k≥M
Λ(P, i, 3δ)Λ(G, j, 3δ)Λ(S, k, 3δ).
The first sum is equal to #DMn . By Condition (1), Lemma 3.4 gives
Λ(D, n, 6δ) ≤ Λ(D ∩ GM , n, 6δ) +
∑
i+j+k=n
i∨k≥M
Λ(P, i, 3δ)Λ(S, k, 3δ)e(j+τ)h(X,δ) .
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Write ai = Λ(P ∪ S, i, 3δ)e
−ih(X,δ) and observe that by Condition (2) and
Lemma 3.5, we have bM :=
∑
i≥M ai → 0 as M → ∞. Together with the
condition on D, this yields
Λ(D, n, 6δ) ≤ Λ(D ∩ GM , n, 6δ) + e(n+τ)h(X,δ)
∑
i∨k≥M
aiak
≤ Λ(D ∩ GM , n, 6δ) + γ−11 Λ(D, n, 6δ)e
τh(X,δ)b2M .
Choosing M such that γ−11 e
τh(X,δ)b2M < γ2, the proof is complete. 
Remark. If we assume the hypotheses of Theorem B, then we have h⊥spec(f, δ) <
htop(f) = htop(f, δ) for every δ ∈ [ǫ, 28ǫ], where the equality uses Proposi-
tion 2.3. This gives the existence of a decomposition (P,G,S) for (X, f) so
that GM has specification for each M , and h(P ∪ S, δ) < h(X, δ). Thus,
the results of Lemmas 3.5 and 3.6 apply to this decomposition. This is
the only place in the proof of Theorem B where we use the assumption
h⊥spec(f, ǫ) < htop(f).
3.4. Upper bounds on Λ(X,n, 6δ). From now on, we assume that h⊥spec(f, δ) <
h(X, δ). Thus, there is a decomposition (P,G,S) for (X, f) satisfying
(1) each GM has specification at scale δ with gluing time τM , and
(2) h(P ∪ S, δ) < h(X, δ).
In this section, we also assume that
(3.1) h(X, 12δ) = h(X, δ),
which, by Proposition 2.3, is a weaker assumption than h⊥exp+(f, 12δ) <
h(X).
Lemma 3.7. Under the above conditions, for every γ > 0 there exists M
such that Λ(GM , n, 6δ) ≥ (1− γ)Λ(X,n, 6δ) for all n.
Proof. Lemma 3.2 together with (3.1) gives Λ(X,n, 6δ) ≥ enh(X,δ), so we
can apply Lemma 3.6. 
Lemma 3.8. There exists C1 ∈ R such that e
nh(δ) ≤ Λ(X,n, 6δ) ≤ C1e
nh(δ)
for all n.
Proof. As above, the first inequality follows from Lemma 3.2 and (3.1). The
second inequality follows by applying Lemma 3.7 with γ = 12 and then
applying Lemma 3.4 to GM , so that
Λ(X,n, 6δ) ≤ 2Λ(GM , n, 6δ) ≤ (2eτMh(X,δ))enh(X,δ). 
3.5. AnMME with a Gibbs property. We replace (3.1) with the stronger
assumption that for sufficiently small δ > 0,
(3.2) h(X, δ) = h(X).
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This ensures the existence of an MME, constructed using the following stan-
dard argument. Let En ⊂ X be a maximal (n, δ)-separated set, and take
νn :=
1
#En
∑
x∈En
δx.
In order to obtain invariant measures, we consider the measures
(3.3) µn :=
1
n
n−1∑
k=0
fk∗ νn
and let µ be a weak* limit of the sequence {µn}.
Lemma 3.9. µ is a measure of maximal entropy.
Proof. The second part of [Wal82, Theorem 8.6] shows that hµ(f) ≥ h(X, δ).
Thus, by (3.2), if δ is sufficiently small, µ is an MME. 
So far we have used δ to denote the scale at which we work, since the
results will be used for various values of δ. From now on, we fix the scale ǫ
as in Theorem B. We construct µ as above using δ = 6ε in the selection of
the sets En. By Proposition 2.3 and the assumption h
⊥
exp+(f, 28ǫ) < htop(f),
(3.2) is satisfied for this value of δ, so µ is indeed an MME.
We now also assume that h⊥spec(f, ǫ) < htop(f), and show that µ satisfies
a certain weak Gibbs property.
Lemma 3.10. For sufficiently large M , there exists KM > 0 such that for
every (x, n) ∈ GM , we have
(3.4) µ(Bn(x, 7ǫ)) ≥ KMe
−nh(X).
Proof. Let M be large enough to satisfy the conclusion of Lemma 3.7 with
γ = 12 . Then applying Lemma 3.2 with δ =
14
6 ǫ, we have Λ(G
M , n, 14ǫ) ≥
1
2e
nh(X) for all n, and so there exists EGn ⊂ G
M
n such that #E
G
n ≥
1
2e
nh(X)
and EGn is (n, 14ǫ)-separated.
To estimate µ(Bn(x, 7ǫ)), we first estimate νm(f
−kBn(x, 7ǫ)) for m ≫ n
and (most values of) 0 ≤ k ≤ m. Let τ = τM ∈ N be provided by the
specification property. Fix τ ≤ k ≤ m − n − τ ; let ℓ1 = k − τ and ℓ2 =
m− k − τ − n, so that ℓ1 + τ + n+ τ + ℓ2 = m.
Using specification, for each y ∈ EGℓ1 and z ∈ E
G
ℓ2
there exists
ϕ(y, z) ∈ Bℓ1(y, ǫ) ∩ f
−ℓ1−τBn(x, ǫ) ∩ f
−n−ℓ1−2τBℓ2(z, ǫ);
furthermore, because EGn is (n, 14ǫ)-separated, ϕ is injective and ϕ(E
G
ℓ1
×EGℓ2)
is (m, 12ǫ)-separated.
Because the set Em used to construct µ is (m, 6ǫ)-spanning, we can define
ψ : ϕ(EGℓ1 ×E
G
ℓ2
)→ Em such that dm(w,ψ(w)) < 6ǫ, and hence ψ ◦ϕ : E
G
ℓ1
×
EGℓ2 → Em is injective. Furthermore, ϕ(y, z) ∈ f
−kBn(x, ǫ) for all y, z, and
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hence ψ ◦ ϕ(y, z) ∈ f−kBn(x, 7ǫ). Therefore
νm(f
−kBn(x, 7ǫ)) ≥
(#EGℓ1)(#E
G
ℓ2
)
#Em
≥
e(ℓ1+ℓ2)h(X)
4C1emh(X)
,
where the bound on the denominator comes from Lemma 3.8. This holds
for all τ ≤ k ≤ m− n− τ , and averaging over 0 ≤ k < m gives
µm(Bn(x, 7ǫ)) ≥
(
m− n− 2τ
4C1m
)
e−(2τ+n)h(X).
Sending m→∞ gives the result with KM = (4C1)
−1e−2τMh(X). 
Later on, in the proof of ergodicity, we will need a very similar lemma that
estimates the measure of a set of points whose trajectories are prescribed
not on a single interval, but on two disjoint intervals.
Lemma 3.11. For sufficiently large M , there exists K ′M > 0 such that for
every (x1, n1), (x2, n2) ∈ G
M and q ≥ 2τM , we have
µ
(
Bn1(x1, 7ǫ) ∩ f
−n1−qBn2(x2, 7ǫ)
)
≥ K ′Me
−(n1+n2)h(X).
Proof. The proof closely resembles that of Lemma 3.10. Let M be large
enough to satisfy the conclusion of Lemma 3.7 with γ = 12 and let τ = τM .
As before, let EGn ⊂ G
M
n be (n, 14ǫ)-separated with #E
G
n ≥
1
2e
nh(X).
Given m≫ n1 + n2 + q and τ ≤ k ≤ m− n2 − q − n1 − τ , let ℓ1 = k − τ
and ℓ2 = m− n2 − q − n1 − τ − k, so that
m = ℓ1 + τ + n1 + τ + q¯ + τ + n2 + τ + ℓ2,
where q¯ = q− 2τ . A similar argument to the one in Lemma 3.10 shows that
νm(f
−kBn1(x1, 7ǫ) ∩ f
−k−n1−qBn2(x2, 7ǫ)) ≥
(#EGℓ1)(#E
G
q¯ )(#E
G
ℓ2
)
Λ(X,m, 6ǫ)
≥
eℓ1+q¯+ℓ2
8C1emh(X)
.
Averaging over 0 ≤ k < m gives
µm(f
−kBn1(x1, 7ǫ) ∩ f
−k−n1−qBn2(x2, 7ǫ))
≥
(
m− n1 − q − n1 − 2τ
8C1m
)
e−(4τ+n1+n2)h(X),
and sending m→∞ gives the result with K ′M = (8C1)
−1e−4τMh(X). 
3.6. Adapted partitions and positive measure sets for MMEs. From
now on we need the full strength of the hypotheses in Theorem B. In partic-
ular, we assume that every MME ν is almost positively expansive at scale
28ǫ. We recall that the definition of an adapted partition is given in §2.2.
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Lemma 3.12. For every γ ∈ (0, 1) there exists Cγ > 0 such that if ν is
an MME and D ⊂ X × N satisfies ν(Dn) ≥ γ for every n, then Dn has
non-empty intersection with at least Cγe
nh(X) atoms of An for any partition
An adapted to a maximal (n, 14ǫ)-separated set.
Proof. Because ν is almost positively expansive, we see that for ν-a.e. x ∈ X
the following holds: for all y 6= x there exists m such that d(fmy, fmx) ≥
28ǫ. Writingm = qn+r for q, r ∈ N, r < n, we see that dn((f
n)qy, (fn)qx) ≥
28ǫ, and it follows that An is generating for fn. In particular, this implies
that
hν(f
n) = hν(f
n,An) = inf
q≥1
1
q
Hν(A
n ∨ (fn)−1An ∨ · · · ∨ (fn)−q+1An)
≤ Hν(A
n) =
∑
w∈An
−ν(w) log ν(w).
Without loss of generality, we assume that Dn is a union of atoms of A
n,
and write this collection of atoms as Wn. Writing W
c
n = A
n \ Wn and
Dcn = X \ Dn, we recall that hν(f
n) = nhν(f) = nh(X) and obtain
nh(X) ≤
∑
w∈Wn
−ν(w) log ν(w) +
∑
w∈Wcn
−ν(w) log ν(w).
Normalising each sum yields
(3.5)
nh(X) ≤ ν(Dn)
( ∑
w∈Wn
−
ν(w)
ν(Dn)
log
(
ν(w)
ν(Dn)
))
+ ν(Dcn)

 ∑
w∈Wcn
−
ν(w)
ν(Dcn)
log
(
ν(w)
ν(Dcn)
)
+ (−ν(Dn) log ν(Dn)− ν(D
c
n) log ν(D
c
n)).
Recall that for any non-negative numbers a1, . . . ak summing to 1, we have
k∑
i=1
−ai log ai ≤ log k.
Applying this to the first sum in (3.5) with the quantities ai replaced by
ν(wx)
ν(Dn)
, and to the second sum with ai replaced by
ν(wx)
ν(Dcn)
, we see that
nh(X) ≤ ν(Dn) log#Wn + ν(D
c
n) log#(W
c
n) +H(ν(Dn)),
where we write H(t) = −t log t− (1− t) log(1− t). Lemma 3.8 implies that
#(Wcn) ≤ #Sn ≤ C1e
nh(X), and so writing C2 = logC1+maxt∈[0,1]H(t), we
have
nh(X) ≤ ν(Dn) log#Wn + (1− ν(Dn))(logC1 + nh(X)) +H(ν(Dn))
= ν(Dn) log#Wn + nh(X)− ν(Dn)(logC1 + nh(X)) + C2,
INTRINSIC ERGODICITY VIA OBSTRUCTION ENTROPIES 13
which gives
ν(Dn) log#Wn ≥ ν(Dn)(logC1 + nh(X))− C2,
log#Wn ≥ logC1 + nh(X)−
C2
γ
.
Thus it suffices to take Cγ = C1e
−C2/γ . 
3.7. Ergodicity. Now we consider the MME constructed in §3.5, and show
that it is ergodic. This is a consequence of the following proposition.
Proposition 3.13. If two measurable sets P,Q ⊂ X both have positive
µ-measure, then limn→∞ µ(P ∩ σ
−n(Q)) > 0.
Proof. In fact, we show that for every γ > 0 there exists α > 0 such that if
min{µ(P ), µ(Q)} ≥ 2γ, then
lim
n→∞
µ(P ∩ σ−n(Q)) ≥ α.
As in §3.6, we take a sequence of partitions An, each of which is adapted to
a maximal (n, 14ǫ)-separated set Sn. Recall that each x ∈ Sn is identified
with a partition element wx ∈ A
n such that
Bn(x, 7ε) ⊂ wx.
Fix δ ∈ (0, γ). Because Φx(28ǫ) = {x} for µ-a.e. x ∈ X, we can assume
WLOG that this holds for every x ∈ P,Q. Thus
⋂
nBn(x, 14ǫ) = {x} for all
x ∈ P,Q.
In what follows, to simplify notation, we sometimes use the same symbol
(such as U) to denote both a set of partition elements (U ⊂ An) and the
union of those partition elements (U ⊂ X).
Lemma 3.14. Let µ be a finite Borel measure on a compact metric space
X and let P ⊂ X be measurable. Suppose An is a sequence of partitions
such that
⋂
nA
n(x) = {x} for every x ∈ P , and let δ > 0. Then for all
sufficiently large n there exists a collection U ⊂ An such that µ(U△P ) < δ.
Proof. This is a standard argument. Let R ⊂ P and S ⊂ X \P be compact
such that µ(X \ (R ∪ S)) < δ/2. Now let η > 0 be such that d(x, y) > η for
all x ∈ R and y ∈ S. For all sufficiently large n there exists R′ ⊂ R such
that µ(R \R′) < δ/2 and diamAn(x) < η for all x ∈ R′.
Let U = {w ∈ An | w ∩ R′ 6= ∅}. Then R′ ⊂ U ⊂ X \ S, and the result
follows since U △ P ⊂
(
X \ (R ∪ S)
)
∪ (R \R′). 
Returning to the proof of Proposition 3.13, we see that Lemma 3.14 allows
us to choose, for all sufficiently large n, collections U, V ⊂ An such that
µ(U △ P ) < δ and µ(V △Q) < δ.
In particular µ(U) > µ(P ) − δ > γ, and µ(V ) > µ(Q) − δ > γ. Thus, by
Lemma 3.12, we have
#U ≥ Cγe
nh(X) and #V ≥ Cγe
nh(X).
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Let M be such that Lemma 3.6 holds with γ1 = Cγ and γ2 =
1
2 ; write
U ′ = {wx ∈ U | x ∈ G
M} and similarly for V ′. Then
(3.6) #U ′ ≥
1
2
Cγe
nh(X) and #V ′ ≥
1
2
Cγe
nh(X).
For every wx1 ∈ U
′ and wx2 ∈ V
′ and all m ≥ 2τ + n, Lemma 3.11 implies
that
µ(wx1 ∩ f
−mwx2) ≥ µ(Bn(x1, 7ǫ) ∩ f
−mBn(x2, 7ǫ)) ≥ K
′
Me
−2nh(X).
It follows that
µ(U ′ ∩ f−mV ′) ≥
(
1
4
C2γe
2nh(X)
)
(K ′Me
−2nh(X)) =
C2γK
′
M
4
=: α.
Now since U ⊃ U ′ and V ⊃ V ′, and since for any m,
|µ(U ∩ σ−mV )− µ(P ∩ σ−mQ)| < δ,
we have
lim
m→∞
µ(P ∩ σ−mQ) ≥ lim
m→∞
µ(U ∩ σ−mV )− δ ≥ α− δ.
Furthermore, since δ > 0 was arbitrary, we conclude that
lim
m→∞
µ(P ∩ σ−mQ) ≥ α. 
3.8. Contradiction if there is another mme. Let µ be the ergodic MME
constructed in the previous sections, and suppose that there exists another
ergodic MME ν ⊥ µ. Let P ⊂ X be such that µ(P ) = 0 and ν(P ) = 1, and
letAn be a sequence of partitions adapted to maximal (n, 14ǫ)-separated sets
Sn. By Lemma 3.14, there exists Un ⊂ A
n such that (µ+ ν)(Un △ P )→ 0.
In particular, we have ν(Un)→ 1 and µ(Un)→ 0.
Now γ := infn ν(Un) > 0, and so by Lemma 3.12, we have #Un ≥
Cγe
nh(X) for all n. As in the proof of Proposition 3.13, fix M and let
U ′n = {wx ∈ Un | x ∈ G
M}; by Lemma 3.6, there exists M such that
#U ′n ≥
1
2Cγe
nh(X) for all n.
Finally, we use the Gibbs property in Lemma 3.10 to observe that
µ(Un) ≥ µ(U
′
n) ≥ (#U
′
n)KMe
−nh(X) ≥
1
2
CγKM > 0,
which contradicts the fact that µ(Un)→ 0. This contradiction implies that
any MME ν is absolutely continuous with respect to µ, and since µ is ergodic,
this in turn implies that ν = µ, which completes the proof of the theorem.
4. Application to factors
We prove that every positively expansive topological factor of any β-
shift has a unique measure of maximal entropy. The key point is that a
decomposition (P,G,S) for a system (X, f) induces a decomposition for a
factor (Y, g) in a natural way. We demonstrate this phenomenon, which was
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worked out in the symbolic case in [CT], in the special case of factors of the
β-shift.
For a more detailed description of the structure of the β-shift (X,σ), we
refer to [CT] and the references therein; here we only state the properties
we need for the proof. The key is that there exists a distinguished sequence
w ∈ Σ+ := {0, 1, . . . , b}N (the β-expansion of 1) such that z ∈ Σ+ is in X if
and only if σnz  w for all n ≥ 0, where  denotes the lexicographic order.
The language L of the β-shift is the collection of all finite words that
appear in sequences z ∈ X. We recall the decomposition of L given in [CT]:
C˜s = {w1 · · ·wn | n ≥ 1} is the collection of prefixes of w, and G˜ is the
collection of words in L that do not end with any prefix of w. That is,
G˜ = {v1 . . . vm ∈ L | vm−n+1 · · · vm−1vm 6= w1 · · ·wn for all 1 ≤ n ≤ m}.
Every word v ∈ L can be decomposed as v = v1 · · · vmw1 · · ·wn, where
v1 · · · vm ∈ G˜. We will use the following properties of words in G˜, which
are easily seen from the order-theoretic characterisation above or from the
graph presentation of X described in [CT].
(1) Given any v ∈ L, the word v0k is in G˜ for all sufficiently large k.
(2) For any u ∈ G˜ and any v ∈ L, the word uv ∈ L.
Let (Y, g) be a topological factor of (X,σ), and let π : X 7→ Y be the
factor map.
Lemma 4.1. (Y, g) has positive topological entropy or Y is a single point.
Proof. Assume that Y is not a single point. Then there exists x, y, δ0 so
that d(x, y) = 3δ0 (where d is the metric on Y ). By uniform continuity of π,
there exists δ so that π(B(z, δ)) ⊂ B(πz, δ0) for all z ∈ X. Fix x˜ ∈ π
−1(x)
and y˜ ∈ π−1(y).
For sufficiently large n, there are words v1, v2 ∈ G˜ of length n such that
[v1] ⊂ B(x˜, δ) and [v2] ⊂ B(y˜, δ). To see this, take prefixes of x˜ and y˜ with
sufficient length that the first condition holds, then append the symbol 0 to
these prefixes enough times that the resulting words have the same length
and are both in G˜, using property (1).
Now, for any i = i1 . . . im ∈ {1, 2}
m, we can choose yi ∈ [vi1vi2 . . . vim ]
using property (2), and define xi = πyi. The points {xi} form a (nm, δ0)-
separated set in Y . Thus Λ(Y, nm, δ0) ≥ 2
m for every m. This shows that
the topological entropy of (Y, g) is positive. 
Proposition 4.2. h⊥spec(f, ǫ) = 0 for every ǫ > 0.
Proof. We obtain a decomposition (P,G,S) for (Y, g) from the decomposi-
tion L = G˜C˜s, then show that GM has specification for every ǫ > 0. (Of
course the transition time τ depends on ǫ and M .) let
G = {(x, n) | x = πx˜ for some x˜ ∈ X such that x˜1 . . . x˜n ∈ G˜},
S = {(x, n) | x = πx˜ for some x˜ ∈ X such that x˜1 . . . x˜n ∈ C˜
s}.
Setting P = ∅, this defines a decomposition for Y .
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Lemma 4.3. GM has the specification property for all ǫ > 0 and M ∈ N.
Proof. Fix ǫ and take δ so that π(B(x, δ)) ⊂ B(πx, ǫ) for all x ∈ X. There
exists m = m(δ) so that for all y˜ ∈ X, we have [y˜1 · · · y˜m] ∈ B(y, δ). Then
for every z˜ ∈ [y˜1 · · · y˜m+n], we have dn(y˜, z˜) < δ, and so for y = πy˜ and
z = πz˜ we have dn(y, z) < ǫ, where dn(y, z) := max0≤k≤n d(g
n(y), gn(z)) is
the Bowen metric.
Given any collection {(x1, n1), . . . , (x
k, nk)} ⊂ G
M , let x˜i ∈ π−1xi be such
that x˜i1 · · · x˜
i
ni+m ∈ G˜
M . Since G˜M has specification with gap length τM , we
can find connecting words vi of length τM such that the cylinder
[x˜11 . . . x˜
1
n1+mv
1x˜21 . . . x˜
2
n2+mv
2 . . . x˜k1 . . . x˜
1
nk+m
]
is non-empty. In particular, any point z in the image of this cylinder under π
verifies the specification property for the collection {(x1, n1), . . . , (x
k, nk)},
where the gap length is m+ τM . 
Lemma 4.4. h(S) = 0.
Proof. Let w = w1w2 . . . be the β-expansion of 1, and let z = π(w). Then,
by definition,
S ⊂ {(x, n) | x = πx˜, x˜1 . . . x˜n = w1 . . . wn}.
Take δ so that π(B(x, δ)) ⊂ B(πx, ǫ) for all x ∈ X. There exists k so that
if y ∈ Sn+k, then there exists y˜ ∈ π
−1(y) ∩Bn(w, δ), and thus y ∈ Bn(z, ǫ).
Thus, for all n, Sn+k ⊂ Bn(z, ǫ). In particular, Λ(Sn+k, n+k, ǫ) ≤ Λ(X, k, ǫ),
and h(S, ǫ) ≤ limn→∞
1
n log Λ(X, k, ǫ) = 0. Since ǫ was arbitrary, we are
done. 
Proposition 4.2 follows from Lemmas 4.3 and 4.4. 
Using Proposition 4.2, we can apply Theorem B to (Y, g) as long as
h⊥exp+(g, ǫ) < h(Y ) for some ǫ. In particular, we can apply Theorem B
when (Y, g) is positively expansive.
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