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Introduction
The aim of this set of notes is to explain and unify some work by Tanaka [1], Lohe [2] and
Chandra et al. [3, 4] on a generalization of Kuramoto oscillator networks to the case of
higher dimensional “oscillators.” Instead of oscillators represented by points on the unit
circle S1 in R2, the individual units in the network are represented by points on a higher
dimensional unit sphere Sd−1 in Rd. Tanaka demonstrates in his 2014 paper that the dy-
namics of such a system can be reduced using Mo¨bius transformations, similar to the classic
case when d = 2 [5]. Tanaka also presents a generalization of the famous Ott-Antonsen
reduction for the complex version of the system [9]. Lohe derives a similar reduction us-
ing Mo¨bius transformations for the finite-N model, whereas Chandra et al. concentrate
on the infinite-N or continuum limit system, and derive a dynamical reduction for a spe-
cial class of probability densities on Sd−1, generalizing the Poisson densities used in the
Ott-Antonsen reduction.
The oscillator systems studied in [1]–[4] are intimately related to the natural hyperbolic
geometry on the unit ball Bd in Rd; as we shall show, once this connection is realized,
the reduced dynamics, evolution by Mo¨bius transformations and the form of the special
densities in [3] and [4] all follow naturally. This framework also allows one to see the
seamless connection between the finite and infinite-N cases. In addition, we shall show
that special cases of these networks have gradient dynamics with respect to the hyperbolic
metric, and so their dynamics are especially easy to describe.
System Setup
A natural generalization of Kuramoto oscillator networks to higher dimensions is an “os-
cillator” system governed by equations of the form
x˙i = Aix+ Z − 〈Z, xi〉xi, i = 1, . . . , N, (1)
where xi is a point on the unit sphere S
d−1 ⊂ Rd, Ai is an antisymmetric d × d matrix,
Z ∈ Rd and Ai and Z are functions of the population (x1, . . . , xN ). The state space for
this system is the N -fold product X = (Sd−1)N , which has dimension N(d − 1). (Later
we will also consider the natural infinite-N analogue of (1), where a state is a probability
1 PhD candidate, Cornell University
2 Boston College
3 Cornell University
1
measure on Sd−1.) When d = 2 these are just Kuramoto networks given by equivalent
equations
θ˙i = ωi +B cos θi + C sin θi, i = 1, . . . , N.
We think of the function Z as the system order parameter; it can be any smooth function
on the space X , though in examples we usually restrict to fairly simple functions, like a
linear combination of the form
Z =
N∑
i=1
aixi.
Relation To Geometry
As in the case d = 2, flows of the form (1) are intimately related to the natural hyperbolic
geometry on the unit ball Bd with boundary Sd−1. This geometry has metric
ds =
2|dx|
1− |x|2 ,
where |dx| is the ordinary Euclidean metric. The metric ds has constant (sectional) curva-
ture −1, and we can describe its isometries, which generalize the Mo¨bius transformations
preserving the unit disc for d = 2. For d = 2, let w ∈ B2 and consider the Mo¨bius
transformation
Mw(x) =
x− w
1− wx ;
Mw preserves the unit disc B
2 and its boundary S1. To generalize this to higher dimen-
sions, we need to express Mw(x) without reference to complex arithmetic operations or
conjugation. Using the identity 2〈w, x〉 = wx+ wx, we see that
(x− w)(1− wx)
(1− wx)(1− wx) =
x− w − w|x|2 + w2x
1− 2〈w, x〉+ |w|2|x|2 =
x− w − w|x|2 + w(2〈w, x〉 − wx)
1− 2〈w, x〉+ |w|2|x|2
=
(1− |w|2)x− (1− 2〈w, x〉+ |x|2)w
1− 2〈w, x〉+ |w|2|x|2 .
This form of Mw generalizes to higher dimensions: Let w ∈ Bd and define
Mw(x) =
(1− |w|2)x− (1− 2〈w, x〉+ |x|2)w
1− 2〈w, x〉+ |w|2|x|2 =
(1− |w|2)(x− |x|2w)
1− 2〈w, x〉+ |w|2|x|2 − w,
where x ∈ Bd or Sd−1. We call Mw a boost transformation. If |x| = 1 this formula
simplifies to
Mw(x) =
(1− |w|2)(x− w)
|x− w|2 − w.
Observe that M0 is the identity, M
−1
w = M−w, Mw(w) = 0 and Mw(0) = −w. Check:
Mw(w) =
(1− |w|2)w − (1− 2〈w,w〉+ |w|2)w
1− 2〈w,w〉+ |w|2|w|2 =
(1− |w|2)w − (1− |w|2)w
1− 2〈w,w〉+ |w|2|w|2 = 0.
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Or using the second form
Mw(w) =
(1− |w|2)(w − |w|2w)
1− 2〈w,w〉+ |w|2|w|2 − w =
(1− |w|2)2w
(1− |w|2)2 − w = 0.
Any orientation-preserving isometry of Bd can be expressed uniquely in the form
g(x) = ζMw(x)
and also uniquely in the form
g(x) = M−z(ξx),
for some w, z ∈ Bd and ζ, ξ ∈ SO(d), the group of orientation-preserving orthogonal linear
transformations on Rd (this is derived in Chapter 3 of [6]). Linearizing at x = 0 gives
g(x) ≈ ζ(−w + (1− |w|2)x) ≈ z + (1− |z|2)ξx,
which implies z = −ζw (hence |z| = |w|) and ξ = ζ.
The group G of all such isometries is isomorphic to the linear group SO+(d, 1), which has
dimension d(d+ 1)/2. The corresponding infinitesimal transformations are given by flows
on Bd of the form
y˙ = Ay +
1
2
(1 + |y|2)Z − 〈Z, y〉y, (2)
with A antisymmetric d × d and Z ∈ Rd. Note that this flow extends to a flow on Sd−1
of the form in (1). To derive these infinitesimal transformations, we can work separately
with the boost and rotation components. Replace w by tw and expand to first order in t:
Mtw(x) ≈ x− |x|
2tw
1− 2t〈w, x〉 − tw ≈ x+ t
(
2〈w, x〉x− (1 + |x|2)w) ,
so the infinitesimal generator is an “infinitesimal boost” of the form (2) with Z = −2w and
A = 0. The infinitesimal generators corresponding to the rotation components are flows of
the form x˙ = Ax with A antisymmetric; together with the infinitesimal boosts we get all
flows of the form (2). The group G acts on the space X in the natural way (component
by component) and the infinitesimal generators of this group action on X are flows of the
form (1) with all Ai identical. Therefore the evolution of any initial point p ∈ X under
the system (1) with all Ai = A lies in the group orbit Gp.
Reduced Equations
Now suppose all the terms Ai in (1) are equal. Fix a base point p = (p1, . . . , pN ) ∈ X .
Then if the points pi are in sufficiently general position, every element in the G-orbit of
p can be expressed uniquely as gp for some g ∈ G, with parameters w, z and ζ. We wish
to derive the corresponding evolution equations for w, z and ζ. Let (xi(t)) be any solution
to (1) in the group orbit Gp; we do not require that the initial point (xi(0)) = p. Then
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(xi(t)) = gtp for a unique gt ∈ G, which determines the parameters w, z, ζ as functions of
t. Now consider the equation (2), with coefficients A and Z evaluated at (xi(t)). This is
a non-autonomous ODE on Bd, and its time-t flow must be given by some g˜t ∈ G. This
ODE has solutions (xi(t)) = gtp = gtg
−1
0 (xi(0)), which implies that g˜t = gtg
−1
0 . So for any
y0 ∈ Bd,
y(t) = gtg
−1
0 (g0(y0)) = gt(y0) = ζMw(y0) =M−z(ζy0)
must satisfy the ODE (2) with A and Z evaluated at (xi(t)) at time t. In particular, if we
let y0 = 0, then y(t) = −ζw = z, so z satisfies the ODE (2).
Now expand y = ζMw(y0) =M−z(ζy0) to first order in y0, using the variables z and ζ:
y ≈ z + (1− |z|2)ζy0,
so
y˙ ≈ z˙ − 2〈z˙, z〉ζy0 + (1− |z|2)ζ˙y0.
On the other hand, (2) gives
y˙ = Ay +
1
2
(
1 + |y|2)Z − 〈Z, y〉y
≈ Az + 1
2
(1 + |z|2)Z − 〈Z, z〉z
+ (1− |z|2)
(
Aζy0 + 〈z, ζy0〉Z − 〈Z, z〉ζy0 − 〈Z, ζy0〉z
)
.
Setting y0 = 0 gives the z˙ equation
z˙ = Az +
1
2
(1 + |z|2)Z − 〈Z, z〉z (3)
as expected, and this in turn implies that
〈z˙, z〉 = 1
2
(1− |z|2)〈Z, z〉
(use 〈Az, z〉 = 0). Equating the y0 terms, factoring out 1−|z|2 and canceling the common
term 〈Z, z〉ζy0 gives
ζ˙y0 = Aζx0 + 〈z, ζy0〉Z − 〈Z, ζy0〉z.
Together, the last two terms above define a special type of antisymmetric operator of ζy0:
Given any y1, y2 ∈ Rd, define the antisymmetric operator α as
α(y1, y2)y = 〈y1, y)y2 − 〈y2, y)y1;
this operator has range = span(y1, y2) providing y1 and y2 are linearly independent; oth-
erwise α(y1, y2) = 0. Then for all y0 ∈ Rd,
ζ˙y0 = Aζy0 + α(z, Z)ζy0
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and therefore
ζ˙ = (A+ α(z, Z))ζ.
Differentiating z = −ζw gives
Az +
1
2
(1 + |z|2)Z − 〈Z, z〉z = −ζw˙ − ζ˙w
so
ζw˙ = (A+ α(z, Z))z −Az − 1
2
(1 + |z|2)Z + 〈Z, z〉z
= Az + |z|2Z − 〈Z, z〉z −Az − 1
2
(1 + |z|2)Z + 〈Z, z〉z
= −1
2
(1− |z|2)Z;
hence
w˙ = −1
2
(1− |w|2)ζ−1Z.
Summing up, the evolution equations for the (z, ζ) coordinate system on Gp are
z˙ = Az +
1
2
(1 + |z|2)Z − 〈Z, z〉z
ζ˙ = (A+ α(z, Z))ζ
(4)
with Z evaluated at M−z(ζp), and for the (w, ζ) coordinate system on Gp are
w˙ = −1
2
(1− |w|2)ζ−1Z
ζ˙ = (A− α(ζw, Z))ζ,
(5)
with Z evaluated at ζMw(p). Note that these equations generalize the evolution equations
for the parameters w and ζ given in [7] for the classic case d = 2.
Pros And Cons Of w Vs. z Coordinates
The nice thing about the z˙ equation is that is an extension of the system equation on
Sd−1. However for finite N , the z˙ equation does not uncouple from ζ, since Z is evaluated
at M−z(ζp). The exception to this is in the infinite-N limit: if the base point p is now the
uniform density on Sd−1, then ζp = p (the uniform density is invariant under rotations)
and the density M−z(p) is a hyperbolic Poisson density on S
d−1 with centroid a function
of z. In the case d = 2 this Poisson density has centroid z, but unfortunately this is false
for d ≥ 3 (we will give more details on this in the next section).
The advantage of the w˙ equation is that for an order parameter function of the form
Z =
N∑
i=1
aixi,
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with ai ∈ R, ζ drops out of the w˙ equation and we get the reduced equation
w˙ = −1
2
(1− |w|2)Z(Mw(p)).
The parameter w essentially defines the “phase relations” among the xi; two configurations
have the same w if and only if they are related by a rotation. So w is the key parameter
that determines whether the system is approaching synchrony or incoherence.
The w variable also has a nice invariance under change of base points. Suppose p′ =
M(p) ∈ Gp; then we have coordinates w′, ζ ′ associated to the base point p′. Any q ∈ Gp
has two expressions
q = ζMw(p) = ζ
′Mw′p
′ = ζ ′Mw′(M(p)).
Assuming the coordinates of p are in sufficiently general position, this implies ζMw =
ζ ′Mw′ ◦M , and hence
0 = ζMw(w) = ζ
′Mw′(M(w)).
But the unique solution to Mw′(y) = 0 is w
′, and hence w′ = M(w). In other words, the
coordinates w and w′ transform exactly as the base points p and p′.
Continuum Limit
Next, we consider the dynamics of the network (1) in the limit N →∞. Let us assume first
that the rotation terms Ai = A are constant across the population; later we will consider
the case where A varies depending on some distribution. Let us also assume that
Z =
K
N
N∑
i=1
xi
is proportional to the centroid of the population. In the continuum limit, a state of the
system is a probability measure ρ on Sd−1, and
Z = K
∫
Sd−1
x dρ(x).
The measure ρ evolves according to the continuity equation (AKA noiseless Fokker-Planck)
associated to the flow in (1). Naturally, this flow must preserve group orbits under the
action of G. Recall that if M ∈ G, then the measure M∗ρ is defined by the adjunction
formula ∫
Sd−1
f(x) d(M∗ρ)(x) =
∫
Sd−1
f(M(x)) dρ(x).
In particular, we can consider the G-orbit of the uniform probability measure σ on Sd−1.
This orbit is special; whereas a typical group orbitGρ has dimension equal to the dimension
of G, namely d(d+1)/2, the orbit Gσ has dimension only d. This is because the stabilizer
of σ is SO(d); any rotation fixes σ, whereas the boosts deform σ. Hence the orbit Gσ has
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dimension d. Any element in Gσ can be written as (M−z)∗σ, with z ∈ Bd. The evolution
equation for z is (3), with
Z = Z(z) = K
∫
Sd−1
x d(M−z)∗σ(x) = K
∫
Sd−1
M−z(x) dσ(x). (6)
In the case d = 2 with x = ζ ∈ S1, we have
dσ(ζ) =
1
2pii
dζ
ζ
,
so the integral
Z(z) =
K
2pii
∫
S1
ζ + z
1 + zζ
· dζ
ζ
= K
ζ + z
1 + zζ
∣∣∣∣∣
ζ=0
= Kz
by the Cauchy integral formula. Therefore (3) simplifies to the equation
z˙ = iωz +
K
2
(1− |z|2)z
when d = 2. Unfortunately, the formula Z(z) = Kz is not correct for d ≥ 3; though as
we shall see later, this formula is correct in higher dimensions for the complex hyperbolic
model in even dimensions, which we discuss in the next section. For d = 2 the two
geometries agree, which explains the coincidence for d = 2.
Any Riemannian manifold X has a Laplace-Beltrami operator ∆ associated to its metric;
functions f on X satisfying the equation ∆f = 0 are called harmonic. For functions on
the ball Bd with the hyperbolic metric, the operator is
∆hyp = (1− |x|2)2∆euc + 2(d− 2)(1− |x|2)
d∑
i=1
xi
∂
∂xi
,
where
∆euc =
d∑
i=1
∂2
∂x2i
is the standard Laplace operator (see [8], chapter 3). We will call solutions to the equa-
tion ∆hypf = 0 hyperbolic harmonic functions; for d = 2 these coincide with ordinary
(Euclidean) harmonic functions. We can consider the analogue of the Dirichlet problem:
given a continuous function f on Sd−1, extend f to a hyperbolic harmonic function f˜ on
Bd. Assuming this problem has a unique solution, then for any rotation ζ ∈ SO(d) we
must have f˜ ◦ ζ = f˜ ◦ ζ, since rotations preserve the hyperbolic metric. If we average f ◦ ζ
on Sd−1 over all rotations ζ ∈ SO(d) we get the constant function
fave =
∫
Sd−1
f(x) dσ(x)
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on Sd−1, and any constant is hyperbolic harmonic on Bd. Therefore the average on Bd of
f˜ ◦ ζ = f˜ ◦ ζ over all ζ ∈ SO(d) must be the constant fave. But f˜(ζ(0)) = f˜(0) for all ζ,
so we must have
f˜(0) =
∫
Sd−1
f(x) dσ(x).
Now let z ∈ Bd; since M−z preserves the hyperbolic metric, we must have ˜f ◦M−z =
f˜ ◦M−z, which implies
f˜(z) = ˜f ◦M−z(0) = ∫
Sd−1
f(M−z(x)) dσ(x) =
∫
Sd−1
f(x) d(M−z)∗σ(x).
As shown in chapter 5 in [8], we can express the measure
d(M−z)∗σ(x) = Phyp(z, x) dσ(x),
where the hyperbolic Poisson kernel function is
Phyp(z, x) =
(
1− |z|2
|z − x|2
)d−1
. (7)
Thus the solution to the hyperbolic Dirichlet problem with boundary function f on Sd−1
is given by the hyperbolic Poisson integral
f˜(z) =
∫
Sd−1
Phyp(z, x)f(x) dσ(x), z ∈ Bd.
The orbit Gσ consists of all hyperbolic Poisson measures P (z, x) dσ(x), parametrized by
z ∈ Bd. By contrast, the Euclidean Poisson kernel function is
Peuc(z, x) =
1− |z|2
|z − x|d ,
so the hyperbolic Poisson measures agree with the Euclidean Poisson measures only if
d = 2.
Now we can calculate the expression Z(z) in the general case d ≥ 2. We see from (6) that
Z(z) is the hyperbolic Poisson integral of the function Kx on Sd−1. The function Kx is
(Euclidean) harmonic and homogeneous of degree 1 on Rd; following the recipe in chapter
5 in [8], we see that its extension from Sd−1 to a hyperbolic harmonic function on Bd is
given by
Z(z) = K
F (1, 1− d/2; 1 + d/2; |z|2)
F (1, 1− d/2; 1 + d/2; 1) z, (8)
where F is the hypergeometric function
F (a, b; c; t) =
∞∑
k=0
(a)k(b)k
(c)k
tk
k!
,
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with (a)0 = 1 and (a)k = a(a+ 1) · · · (a+ k − 1) for k ≥ 1. Notice that if a or b = 0, then
F (a, b; c; t) = 1; this gives Z(z) = Kz for d = 2, as expected.
Complex Case
There is an alternative generalization of Kuramoto networks to higher-dimensional oscil-
lators when d = 2m is even. Then Rd = Cm, and we can study systems of the form
x˙j = Ajx+ Z − 〈xj , Z〉xj, i = 1, . . . , N, (9)
where now xi is a point on the unit sphere S
2m−1 ⊂ Cm, Ai is an anti-Hermitian m ×m
complex matrix, Z ∈ Cm and 〈, 〉 denotes the complex-valued Hermitian inner product.
These systems are the same as the real case when d = 2, m = 1 but are different for m ≥ 2.
To see this, suppose
Ax+ Y − 〈x, Y 〉R x = Bx+ Z − 〈x, Z〉C x
for all x ∈ S2m−1 ⊂ Cm = Rd, where A is antisymmetric, B is anti-Hermitian, Y, Z ∈ Cm
and we use the subscripts R and C to distinguish the real and complex inner products.
Then
(A−B)x = Z − Y +
(
〈x, Y 〉R − 〈x, Z〉C
)
x
and so (A−B)(−x) = (A−B)x for all x ∈ S2m−1, which implies A = B. This implies
Y − Z =
(
〈x, Y 〉R − 〈x, Z〉C
)
x
for all x ∈ S2m−1, hence Y − Z ∈ spanC(x) for all x ∈ Cm; if m ≥ 2, this implies Y = Z.
But then we have
〈x, Y 〉R = 〈x, Y 〉C
for all x ∈ Cm, which can only hold if Y = 0. Hence for m ≥ 2, the only flows simultane-
ously of the form (1) and (9) have Z = 0 and A anti-Hermitian.
Flows of the form (9) are related to the complex hyperbolic geometry on the complex
unit ball Bm with the Bergman metric (see [9], chapter 1). The orientation-preserving
isometries of this metric are generated by unitary transformations ζ ∈ U(m) and “boost”
transformations of the form
Mw(x) =
√
1− |w|2 x+
(
〈x,w〉
1+
√
1−|w|2
− 1
)
w
1− 〈x, w〉 =
x− w + 〈x,w〉w−|w|2x
1+
√
1−|w|2
1− 〈x, w〉 .
Notice that when m = 1, this reduces to the standard complex Mo¨bius map Mw. As
in the real case M0 is the identity, M
−1
w = M−w, Mw(w) = 0 and Mw(0) = −w. Any
orientation-preserving isometry of Bd can be expressed uniquely in the form
g(x) = ζMw(x) =M−z(ξx),
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where w, z ∈ Bm but now ζ, ξ ∈ U(m), the complex unitary group. Linearizing at x = 0
gives
g(x) ≈ ζ
(
−w − 〈x, w〉w +
√
1− |w|2 x+ 〈x, w〉w
1 +
√
1− |w|2
)
≈ ζ
(
−w +
√
1− |w|2 x−
√
1− |w|2〈x, w〉w
1 +
√
1− |w|2
)
≈ z +
√
1− |z|2 ξx−
√
1− |z|2〈ξx, z〉z
1 +
√
1− |z|2
which implies z = −ζw (hence |z| = |w|) and ξ = ζ, as before.
The corresponding infinitesimal transformations are given by flows on the complex unit
ball Bm of the form
y˙ = Ay + Z − 〈y, Z〉y, (10)
with A anti-Hermitian m × m and Z ∈ Cm. This flow extends to a flow on S2m−1 of
the form in (9). Note the absence of the quadratic term |y|2Z here. To derive these
infinitesimal transformations, we again work separately with the boost and rotation com-
ponents. Replace w by tw and expand to first order in t, usiong that to first order in t,
(1− |w|2)1/2 = 1:
Mtw(x) ≈ x− tw
1− t〈x, w〉 ≈ x+ t (〈x, w〉x− w) ,
so the infinitesimal generator is an “infinitesimal boost” of the form (10) with Z = −w
and A = 0. The infinitesimal generators corresponding to the rotation components are
flows of the form x˙ = Ax with A anti-Hermitian; together with the infinitesimal boosts we
get all flows of the form (10).
Relations to Work of Tanaka, Lohe, Chandra-Girvan-Ott
Many of the results above can be found in some form in the papers of these authors:
Tanaka [1] is studying the same system as (1) (see his equation (9)). He writes his Mo¨bius
transformations differently, but he’s using the same group of transformations as we use
above, and he gets reduced equations for his Mo¨bius parameters. Tanaka’s equation (10b)
looks similar to the z˙ equation, except without the |z|2 term, which is puzzling. He doesn’t
mention the reduction down to dimension d in the finite-N case that we get with the w˙
equation. He also understands that the complex case when d = 2m is different, and
generalizes the OA residue calculation to this case, which is the highlight of his paper. In
the real case, Tanaka’s equation (15) is similar to our equation (8), though we were not
able to show that the two expressions are equivalent.
Lohe [2] is also looking at the same system as (1) (see his equation (22)). His transformation
(30) on Sd−1 is our Mw (with v = w) and his equation (31) is the same as our z˙ equation.
He also has something that looks like the w˙ equation (42), which he says is independent
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of the rest of the reduced system for (in our notation) an order parameter function of the
form
Z =
1
N
N∑
i=1
λiQixi,
where Qi ∈ O(d) and λi ∈ R. But such a Z does not satisfy the identity ζZ(p) = Z(ζp)
for all rotations ζ, unless Qi = ±I, so we don’t see how the ζ term cancels.
Lohe’s map M in equation (55) (ignoring the R factor) agrees with our map M−v on the
sphere Sd−1, but not on the ball Bd. So it’s not a Mo¨bius transformation of the type we’re
using. For example, M(−v) = v whereas M−v(−v) = 0. We’re not sure why Lohe prefers
these maps over the boosts; he claims that M preserves cross-ratios, but we don’t see why
this is advantageous. His map F in equation (63) (again ignoring the R factor) is exactly
our M−v.
Chandra, Girvan and Ott [4] proceed directly to the infinite-N version of (1). They make
a very clever guess (their equation (7)) of the form of the special densities that generalize
the Poisson densities for d = 2, and then calculate the exponent in the denominator of
their expression, getting exactly the hyperbolic Poisson kernel densities in (7) above. Their
equation (15) is exactly the same as our z˙ equation (4) in the infinite-N limit. The integral
in their equation (19) can be evaluated, as shown above in (8).
An Example: First-Order Linear Order Parameter Gives Gradient System
We conclude with an analysis of the system (1) with order parameter function
Z =
N∑
i=1
aixi, (11)
where the ai are real constants. Then as mentioned above, the w˙ equation in (5) reduces
to
w˙ = −1
2
(1− |w|2)Z(Mw(p)), (12)
independent of the parameter ζ. We will show that this is a gradient flow on the unit ball
Bd with respect to the hyperbolic metric. In the presence of a Riemannian metric we can
associate a 1-form to any vector field, and the vector field is gradient iff the associated
1-form is closed (=exact since the ball is simply connected). For the Euclidean metric on
Bd (or any open subset of Rd) and standard coordinates w1, . . . , wd, the 1-form associated
to the vector field with components f1, . . . , fd is
ω = f1 dw1 + · · ·+ fd dwd.
If we scale the Euclidean metric by a positive smooth function φ, then the associated
1-form for the metric ds = φ|dw| is now
ω = φ2(f1 dw1 + · · ·+ fd dwd).
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Now let’s consider the vector field defined by (12). By linearity, it suffices to treat the case
Z = xi, and we can take i = 1 without loss of generality. We have φ(w) = 2(1− |w|2)−1
for the hyperbolic metric, so to prove that the flow in (12) is gradient we must prove that
the 1-form
ω =
4
(1− |w|2)2
(
−1
2
(1− |w|2)
) d∑
j=1
(
(1− |w|2)(p1, j − wj)
|p1 − w|2 − wj
)
dwj
= −2
d∑
j=1
(
p1, j − wj
|p1 − w|2 −
wj
1− |w|2
)
dwj
is closed, where p1, j denotes the jth component of the point p1 ∈ Sd−1. Let Ej denote
the coefficient of dwj in parentheses above; then
dω = −2
d∑
j,k=1
∂Ej
∂wk
dwk ∧ dwj .
Applying the chain and quotient rules gives
∂Ej
∂wk
=
2(p1, j − wj)(p1, k − wk)
|p1 − w|2 +
2wjwk
(1− |w|2)2
for j 6= k, which is symmetric in j and k; hence the sum above for dω simplifies to dω = 0.
Thus ω is closed and we see that the flow (12) is gradient for any order parameter function
of the form (11).
Summary
The natural hyperbolic geometry on the unit ball, with isometries consisting of the higher-
dimensional Mo¨bius group, is key to understanding the dynamics of networks of the form
(1). Using this framework, we see that dynamical trajectories are constrained to lie on
group orbits, and we can explicitly give the equations for the reduced dynamics on group
orbits. For the special class of linear order parameters, the dynamics can be further reduced
to a flow on the unit ball Bd, which is gradient with respect to the hyperbolic metric.
References
1. T. Tanaka, “Solvable model of the collective motion of heterogeneous particles interact-
ing on a sphere.” New Journal of Physics 16, 023016 (2014).
2. M. Lohe, “Higher-dimensional generalizations of the Watanabe-Strogatz transform for
vector models of synchronization.” Journal of Physics A: Mathematical and Theoretical,
Volume 51, Number 22 (2018).
3. S. Chandra, M. Girvan, E. Ott “Continuous versus Discontinuous Transitions in the D-
Dimensional Generalized Kuramoto Model: Odd D is Different.” Phys. Rev. X 9, 011002
(2019).
12
4. S. Chandra, M. Girvan, E. Ott “Complexity Reduction Ansatz for Systems of Interacting
Orientable Agents: Beyond the Kuramoto Model.” Chaos 29, 053107 (2019).
5. S. Marvel, R. Mirollo, S. Strogatz “Identical phase oscillators with global sinusoidal
coupling evolve by Mo¨bius group action.” Chaos 19, 043104 (2009).
6. A. Beardon, The Geometry of Discrete Groups. Springer, 1983.
7. B. Chen, J. Engelbrecht, R. Mirollo “Dynamics of the Kuramoto-Sakaguchi oscillator
network with asymmetric order parameter.” Chaos 29, 013126 (2019).
8. M. Stoll Harmonic Function Theory on Real Hyperbolic Space. available at
http://citeseerx.ist.psu.edu/
viewdoc/download?doi=10.1.1.561.4447&rep=rep1&type=pdf
9. W. Rudin, Function Theory in the Unit Ball of Cn. Springer 1980.
10. E. Ott, T. Antonsen “Low dimensional behavior of large systems of globally coupled
oscillators.” Chaos 18, 037113 (2008).
13
