Abstract. The conic structure of the convex cone of non-negative operator convex functions on (0, ∞) (also on (−1, 1) ) is clarified. We completely determine the extreme rays, the closed faces, and the simplicial closed faces of this convex cone.
Introduction
A real continuous function f on an interval J of the real line is said to be operator monotone if A ≥ B implies f (A) ≥ f (B) for bounded self-adjoint operators A, B with spectra in J on an infinite-dimensional (separable) Hilbert space, where f (A) denotes the usual functional calculus of A, and it is said to be operator monotone decreasing if −f is operator monotone. Also, the function f is said to be operator convex if f ((1 − t)A + tB) ≤ (1 − t)f (A) + tf (B) for all such A, B and t ∈ (0, 1). These operator monotonicity or convexity is equivalent to that f satisfies the same property for every n × n Hermitian matrices A, B with eigenvalues in J (i.e., f is matrix monotone or convex of order n) for every positive integer n. The theory of operator/matrix monotone functions was initiated by the celebrated paper of Löwner [10] , which was soon followed by Kraus [9] on operator/matrix convex functions. A modern treatment of operator monotone and convex functions was established by Hansen and Pedersen in their seminal paper [7] . In [4, 1, 3] (also [8] ) are found comprehensive expositions on the subject matter.
In Löwner's theory it is well-known (see e.g., [3, Sect. V.4] , [8, Sect. 2.7] ) that a non-negative operator monotone function f on the interval (0, ∞) admits the integral representation f (x) = is a simplicial convex cone whose base {f ∈ F + om (0, ∞) : f (1) = 1} is a Bauer simplex. Thus, the conic structure of F + om (0, ∞) is very simple. However, the convex cone F + oc (0, ∞) of non-negative operator convex functions on the interval (0, ∞) is not so simple as F + om (0, ∞), whose conic structure is our main concern in the present paper.
In the previous paper [5] we introduced the notion of operator k-tone functions on an open interval, extending operator monotone and convex functions. The integral representations for operator k-tone functions are useful here, so that we state them in Section 2 of this paper in the form specialized to the case k = 2 (the case of operator convex functions). In Section 3 we determine all extreme rays of F + oc (0, ∞). To do this, we consider facial subcones F α := {f ∈ F + oc (0, ∞) : f (α) = 0} for 0 ≤ α < ∞ and F ∞ := {f ∈ F + oc (0, ∞) : f is non-increasing}. In Section 4 we determine all closed faces and all simplicial closed faces of F + oc (0, ∞). Finally in Section 5, similar discussions are given for the convex cone of non-negative operator convex functions on (−1, 1) though the detailed proofs are omitted.
Integral representations
The notion of operator k-tone functions in [5] extends operator monotone and operator convex functions. In fact, operator 1-tone and operator 2-tone functions are operator monotone and operator convex functions, respectively. Since we are concerned with operator convex functions, we here state the results [5, Theorems 4.1, 5.1] under specialization to operator convex functions (the case k = 2). They will play an essential role in this paper. 
and, for any choice of α ∈ (0, ∞),
A remarkable point in the above theorems is that the measure µ as well as the constant γ is independent of the choice of α. Furthermore, note that µ as well as γ is uniquely determined even for a fixed α. Indeed, if f is operator convex on (0, ∞) and α ∈ (0, ∞), then h(x) := (f (x) − f (α))/(x − α) is operator monotone on (0, ∞) due to the theorem of Kraus [9] (also [8, Corollary 2.4.6] ) and the integral expression of Theorem 2.2 gives
where dν(λ) := (α + λ) −1 dµ(λ). As seen in the proof of [5, Theorem 1.10], the measure ν (hence µ) and γ ≥ 0 are unique in this expression of h. The discussion is similar for f in Theorem 2.1 (see the proof of [5, Theorem 1.8] ). We call the measure µ in the above theorems the representing measure of f . The µ and γ are the canonical data of an operator convex function f on (0, ∞) determining f up to its linear term.
Extreme rays
In this and the next sections we shall clarify the structures of extreme rays and of closed facial subcones in the convex cone of non-negative operator convex functions on (0, ∞). We write F (0, ∞) for the locally convex topological space consisting of all real functions on (0, ∞) with the pointwise convergence topology, and let
denote the set of all operator convex functions f ≥ 0 on (0, ∞) and F ++ oc (0, ∞) the set of all operator convex functions f > 0 (strictly positive) on (0, ∞), which are convex cones in F (0, ∞). Since operator convexity is preserved under pointwise convergence, note that F
As easily seen, note also that the pointwise convergence topology on F + oc (0, ∞) is metrizable. When C is a convex set of a real vector space, a convex subset F ⊂ C is called a face of C if, for any x, y ∈ C, λx + (1 − λ)y ∈ F for some λ ∈ (0, 1) implies that x, y ∈ F . When C is a convex cone, recall that a ray in C is a set of the form R = {λx : 0 < λ < ∞} for some x ∈ C, x = 0. In this case we say that R is given by x. The ray R is called an extreme ray if it is a face of C, or equivalently, for y, z ∈ C, y + z ∈ R implies y, z ∈ R. We fix a few more terminologies in our special situation. In this paper we simply say that F is a face of F + oc (0, ∞) to mean that F is a convex subcone of F + oc (0, ∞) which is a face of F + oc (0, ∞). Such a face F is always assumed to be non-trivial, i.e., F = {0}. We say also that a convex subcone F of F
, and for every f ∈ F \ {0} there is a unique c > 0 such that c −1 f ∈ F 0 . For definition of a simplex, see [11, 12] . A simplex whose extreme points form a compact subset is called a Bauer simplex.
The first two theorems of this section are concerned with the extreme rays of F 
(3.1) 
them is generated by a Bauer simplex; more precisely, each of
is a compact convex subset of F (0, ∞) and is a Bauer simplex. (In the above, F 0 α can also be taken by {f ∈ F α : f (ξ) = 1} for any ξ ∈ (0, ∞) \ {α}.)
To prove the theorems, it is convenient to prove Theorem 3.3 first.
Proof of Theorem
is operator monotone decreasing if and only if it is operator convex and non-increasing in the numerical sense. Therefore, one can write
By [6] (also [2, Theorem 3.1]), f ∈ F + (0, ∞) belongs to F ∞ if and only if it admits the integral representation
where a ≥ 0 and ν is a finite positive measure on [0, ∞). This representation shows that F ∞ is the closed convex cone generated by 1/(x + λ) (0 ≤ λ < ∞) and 1. Here, the closedness of F ∞ follows since operator monotone decreasingness as well as non-negativity is closed under the pointwise convergence topology of (3.4) . Note that f in (3.7) belongs to F 0 ∞ if and only if a + ν([0, ∞)) = 1. In this case, for every x ∈ (0, 1) we have
and f (x) ≤ f (1) = 1 for all x ≥ 1. Since F 0 ∞ is closed under pointwise convergence, this implies by Tychonoff's theorem that F 0 ∞ is a compact convex subset of F (0, ∞). Moreover, since (3.7) yields the well-known integral representation of the operator monotone function f (x −1 ) that is unique (see e.g., [8, Theorem 2.7.11]), we see that the representation (3.7) is also unique (more precisely, a and ν are unique). Therefore, it follows that the extreme points of
so that (3.7) is a unique integral decomposition of f into the extreme points. Since F 0 ∞ is metrizable, it follows from the Choquet theory (see [11, Sect. 10 
If a function f is operator convex, then it is C 1 (indeed, even analytic) and numerically convex. So f ′ (x) exists and is increasing. Therefore, the limit
This shows that F ∞ is a face of F + oc (0, ∞), and so each ϕ λ (0 ≤ λ ≤ ∞) gives an extreme ray of F + oc (0, ∞).
(ii) Case of α = 0. It is convenient to divide the proof of (ii) into two cases α = 0 and α ∈ (0, ∞). It is obvious that 
where a = lim xց0 f (x)/x, b = lim x→∞ f (x)/x 2 , and µ is a finite positive measure on (0, ∞). By extending µ to a measure on [0, ∞) with µ({0}) = a, (3.8) is rewritten as
This shows (ii) in the case α = 0. Here, the closedness of F 0 is seen as follows. Let {f n } be a sequence in F 0 converging to f ∈ F + oc (0, ∞). Choose an a > f (1); then for every n sufficiently large, f n (1) < a and so f n (x) < ax for all x ∈ (0, 1) by convexity of f n . Hence f (x) ≤ ax for all x ∈ (0, 1) and f (+0) = 0 follows.
Since f (1) = 0 implies f = 0 for any f ∈ F 0 , we have In this case, for every x ≥ 1 we have
and f (x) ≤ f (1) = 1 for all x ∈ (0, 1). This implies that F 0 0 is a compact convex subset of F (0, ∞). Since the representation (3.9) is unique as so is (3.8), it follows that F 0 0 is a simplex whose extreme points are
Since F 0 is a face of F + oc (0, ∞) as mentioned above, it also follows that each ψ λ (0 ≤ λ ≤ ∞) gives an extreme ray of F
where γ ≥ 0 and ν is a finite measure on [0, ∞) defined by
whenever it is of the form (3.10). Hence f ∈ F + (0, ∞) belongs to F α if and only if it admits the integral representation (3.10). This shows (ii) in the case α ∈ (0, ∞).
Since In this case, for every x ≥ α we have
and for every x ∈ (0, α),
This implies that F 0 α is a compact convex subset of F (0, ∞). Moreover, since the representation (2.1) is unique and (3.10) uniquely corresponds to (2.1), the representation (3.10) is also unique. Hence F 0 α is a simplex whose extreme points are
Since F α is a face of F
(iii) has been proved in the course of the above proofs of (i) and (ii), and the last comment in the parentheses is easily verified. For this purpose it might be noted that for each ξ ∈ (0, ∞) \ {α} the set {f ∈ F α : f (ξ) = 1} is a base of F α , which is a simplex whose extreme points are
Proof of Theorem 3.2. It has been proved in the course of the proof of Theorem 3.3 that the elements in (3.2) give extreme rays of F
, then it has also been proved (see (3.7), (3.9) and (3.10)) that f is written as an integral of elements in those extreme rays by a finite positive measure.
Hence by the proof of Theorem 3.3 (ii) (see (3.9) and (3.10)), f admits the representation
where b 0 ≥ 0 and ν 0 is a finite positive measure on [0, ∞). This shows that F + oc (0, ∞) is the closed convex cone generated by the extreme elements in (3.2). Furthermore, the above integral representation implies that there are no extreme elements other than those in (3.2). Finally, to show that F + oc (0, ∞) is not simplicial, it is enough to note that
is an element of F + oc (0, ∞) that is decomposed into extreme elements in two different ways. 
Then in the proof of Theorem 3.2, we gave an extremal decomposition (3.
where b α ≥ 0 and ν α is a positive finite measure on [0, ∞). For the function (3.12), 1 + x 2 /(x + 1) is the decomposition corresponding to α = α 0 = 0 and x + 1/(x + 1) is the decomposition corresponding to α = α 1 = ∞ (x is tangential to x+1/(x+1) at infinity). Furthermore, for each α ∈ [0, ∞] we have an extremal decomposition
of the form (3.13). The function
gives another example. The above right-hand side expression gives an extremal decomposition of the form (3.13) for each α ∈ [1/2, 1/ √ 2]. But the above function has even more different extremal decompositions such as x 2 +(x−1) 2 . In this way, there are many extremal decompositions for an element of F
) is a linear homeomorphism of F (0, ∞) onto itself, which maps F + (0, ∞) onto itself. Since τ (ϕ λ ) = ψ λ −1 for every λ ∈ [0, ∞] (where ϕ α , ψ α were defined in the proof of Theorem 3.3), we see that τ maps F ∞ onto F 0 (and vice versa). This and (3.6) show that the structure of extreme elements as well as the facial cone structure is completely equivalent among F ∞ , F 0 and {f ∈ F + (0, ∞) : f is operator monotone} via the simple isomorphisms f ↔ xf (x −1 ) ↔ f (x −1 ). Incidentally, we see that the following conditions are equivalent for f ∈ F + (0, ∞): (a) f is operator monotone decreasing (or f (x −1 ) is operator monotone); (b) f is operator log-convex in the sense of [2] ; (c) f is operator convex and non-increasing in the numerical sense, i.e., f ∈ .) It is also obvious that F α is transformed onto F β by a simple isomorphism f → f ((α/β)x) of F (0, ∞) for any α, β ∈ (0, ∞). However, it does not seem that we have such a simple isomorphism between F 0 and F α , 0 < α < ∞.
Facial subcones
In the previous section we proved that the extreme rays of F + oc (0, ∞) are given by the elements g α,λ (α, λ ∈ [0, ∞]) defined as , we denote by F α,Λ the closed convex cone generated by {g α,λ : λ ∈ Λ}. Moreover, for each closed subset Λ (possibly ∅) of [0, ∞], we denote by E Λ the closed convex cone generated by {g α,λ : α ∈ [0, ∞], λ ∈ Λ} and {g ∞,∞ , g 0,0 } = {1, x}. In particular,
The closed faces
Note that the extremal integral decomposition of an element of F + oc (0, ∞) is not unique since F + oc (0, ∞) is not a simplicial convex cone (Theorem 3.2). But Theorem 2.2 gives a standard integral representation for a general operator convex function on (0, ∞) (hence for f ∈ F + oc (0, ∞)). By taking α = 1 we rewrite the representation as follows:
where γ ≥ 0 and ν is a finite positive measure on [0, ∞) transformed from the representing measure µ of f by
Furthermore, by extending ν to a measure on [0, ∞] with ν({∞}) = γ, one can write the above representation as
where (x − 1) 2 (2 + λ)/(x + λ) means (x − 1) 2 when λ = ∞. Now, for every f ∈ F + oc (0, ∞) let supp ν be the support of ν, and we denote it by Σ f . From the above construction, Σ f is given in terms of the canonical data µ and γ of f as follows:
Moreover, for every closed subset Λ of [0, ∞] we define
In particular, since Σ f = ∅ if and only if f (x) = p + qx with p, q ≥ 0, we have
The aim of this section is to prove the next theorem determining all closed faces of F 
In particular, τ (F 0,{0} ) = F ∞,{∞} for those in (4.2), and τ (E ∅ ) = E ∅ for E ∅ = F ∅ in (4.5). .3) with measures ν 1 , ν 2 , respectively. Then f 1 + f 2 has the representation with measure ν 1 +ν 2 . If f 1 , f 2 ∈ F Λ , then supp ν i ⊂ Λ for i = 1, 2 so that supp (ν 1 +ν 2 ) ⊂ Λ and hence f 1 +f 2 ∈ F Λ . So F Λ is a convex cone. If f 1 +f 2 ∈ F Λ , then supp (ν 1 +ν 2 ) ⊂ Λ so that supp ν i ⊂ Λ, i = 1, 2, and hence f 1 , f 2 ∈ F Λ . So F Λ is a face of F + oc (0, ∞). It remains to prove that F Λ is closed (in the pointwise topology on F + oc (0, ∞)). Recall that F + oc (0, ∞) is metrizable, and let {f n } be a sequence in F Λ such that f n → f ∈ F + oc (0, ∞) in the pointwise topology. So, each f n has the representation (4.3) with measure ν n , and f does so with ν. We have supp ν n ⊂ Λ for all n. For any ε > 0 one can choose a δ ∈ (0, 1) such that
Hence, if n is sufficiently large, then
where (2 + λ)/(x + λ) = 1 for λ = ∞. Moreover, since 
and in particular when x = 2, we have
In fact, this holds for x = 1, 2 as well by taking limits. Noting that
we see by the Stone-Weierstrass theorem that the linear span of 1 and λ In the following lemmas we clarify the structure of F α,Λ and E Λ in Theorem 4.1 in terms of F Λ , which will be also useful to prove the theorem. Proof.
(1) Note that
From these expressions and the uniqueness of the representation (4.3) we have g α,λ ∈ F {λ} for every λ ∈ [0, ∞]. (This is also immediate from Theorem 2.2 and (4.4).) The assertion is then obvious.
(2) Since both F α and F Λ are closed faces of F + oc (0, ∞) due to Theorem 3.3 and Lemma 4.3, F α ∩ F Λ is also a closed face of F + oc (0, ∞). By definition it is obvious that F α,Λ ⊂ F α ∩ F Λ . To prove the converse, define
which is a compact convex subset of F (0, ∞) (see Theorem 3.3 and its proof). The Krein-Milman theorem says that K = conv (ex K), the closed convex hull of the set ex K of all extreme points of K. Since K becomes a face of {f ∈ F + oc (0, ∞) : f (α + 1) = 1}, every extreme point of K belongs to an extreme ray of F + oc (0, ∞). Hence by Theorem 3.2 and (1) above we have
This shows that F α ∩ F Λ is generated by {g α,λ : λ ∈ Λ}, so
immediately follows from (1) and (2).
, and furthermore Λ → F α,Λ is one-to-one. Proof. To prove the lemma, it is convenient to use the integral representations (3.7) for α = ∞ and (3.9) for α = 0 instead of (4.3).
First, assume that α = 0. For f ∈ F 0 we rewrite (3.9) as
where µ is a unique finite positive measure on [0, ∞] and
Λ to be the set of f ∈ F + oc (0, ∞) whose representing measure µ in (4.7) is supported in Λ. Then, similarly to Lemma 4.3 it is seen that F Secondly, assume that α = ∞. For f ∈ F ∞ we rewrite (3.7) as Proof. Lemma 4.4 (1) says that g α,λ ∈ F Λ if α ∈ (0, ∞) and λ ∈ Λ. If λ ∈ Λ \ {0}, then
so that g ∞,λ ∈ F Λ . Furthermore, g 0,0 , g ∞,∞ ∈ F Λ (see (4.5)), and hence we have E Λ ⊂ F Λ . To prove the converse, define
Let f ∈ K be expressed as in (4.3). Since f (1/2) ≤ 1 and f (2) ≤ 1, we have
which yield that
Hence we see that K is a compact convex subset of F (0, ∞). By the Krein-Milman theorem we have K = conv (ex K). Since K becomes a face of {f ∈ F + oc (0, ∞) : f (1/2) + f (2) = 1} due to Lemma 4.3, every extreme point of K belongs to an extreme ray of F + oc (0, ∞). Thus, by Theorem 3.2 and Lemma 4.4 (1) together with (4.9) and (4.10) we see that
This shows that F Λ is generated by {g α,λ : (1) First, assume that F ⊂ F α for some α ∈ [0, ∞], and prove that F = F α,Λ for some nonempty closed Λ ⊂ [0, ∞]. Define
Then K is a compact convex subset of F α so that K = conv (ex K). 
This shows that F = F α,Λ with Λ = ∅.
(2) Next, assume that F ⊂ F α for every α ∈ [0, ∞], and prove that F = E Λ for some closed Λ ⊂ [0, ∞]. Note that at least one of the following two cases holds:
, where f (α 0 ) means f (+0) or lim x→∞ f (x) for α 0 = 0 or ∞, respectively. In the case (b), let f 0 := f 1 + f 2 ∈ F ; then the situation is same as in the case (a). Hence, in each case, there are p, q > 0 such that f 0 (x) ≥ p + qx for all x ∈ (0, ∞). Since F is a face of F
we see that 1, x ∈ F . Now assume that F = E ∅ (= F ∅ in (4.5)). We prove that if (α, λ) satisfies one of (i) α ∈ (0, ∞) and λ ∈ [0, ∞], (ii) α = 0 and λ ∈ (0, ∞], (iii) α = ∞ and λ ∈ [0, ∞), and if g α,λ ∈ F , then g β,λ ∈ F for all β ∈ [0, ∞] \ {α}. Define
Since the above left-hand side belongs to F and f β ∈ F + oc (0, ∞), we see that
Since the above left-hand side belongs to F , we have f β ∈ F again. A direct computation gives
Hence it follows that g β,λ ∈ F for all β ∈ (0, ∞). We have g 0,λ , g ∞,λ ∈ F as well by taking limits g 0,λ = lim βց0 g β,λ and g ∞,λ = lim β→∞ β −2 g β,λ . Next, assume (ii). For any β ∈ (0, ∞), f β given in (4.11) with α = 0 is in F as above and (4.12) becomes f β = (λ/(β + λ)) 2 g β,λ so that g β,λ ∈ F , and also g ∞,λ ∈ F by taking limit. Finally, assume (iii). For any β ∈ (0, ∞), f β in (4.11) with α = ∞ is in F as above and (4.12) becomes f β = (1/(β + λ)) 2 g β,λ so that g β,λ ∈ F , and g 0,λ ∈ F by taking limit. Now, we define Λ := {λ ∈ [0, ∞] : g 1,λ ∈ F }, which is a closed subset of [0, ∞] as in the above proof of (1) . From the facts proved above for the cases (i)-(iii), we see that
Then it is obvious that E Λ ⊂ F . Since F is a closed face of F + oc (0, ∞), it is seen as in the proof of Lemma 4.6 that F is generated by {g α,λ : α, λ ∈ [0, ∞], g α,λ ∈ F }. Hence, to prove that F ⊂ E Λ , it suffices to show that if g α,λ ∈ F then g α,λ ∈ E Λ . Since g 0,0 , g ∞,∞ ∈ E Λ , we may show this if (α, λ) satisfies one of (i)-(iii) above. But in these cases, the assertion is obvious from (4.13)-(4.15). Therefore, F = E Λ and Λ = ∅ (thanks to the assumption F = F ∅ ).
Finally, we prove the latter statement of Theorem 4. 
When ∞ ∈ Λ, the above shows that E Λ is not simplicial. When Λ contains a λ ∈ [0, ∞), then the same holds since To show that E Λ is not simplicial, one may note the identity g −1,λ + g 1,λ + 2g 0,λ = 4 g −1/2,λ + g 1/2,λ .
