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Abstract 
The following report constitutes a detailed description of the steps required for the 
investigation of the potential nexus between two basic variables, which are crude oil prices 
and stock returns, interpreted through the S&P500 Index, in the market of the USA. This 
unidirectional causal relationship will be further analyzed imposing two intermediate causes, 
which are investors’ sentiment and price earnings ratio. This means that the initial bivariate 
approach will be further expanded to a multivariate analysis of four different variables. The 
first part includes some tests for the verification of the order of integration, a basic 
precondition, as causality analysis is only valid under the assumption of stationarity. 
Secondly, the selected methods of causality checking will be analyzed based on both a 
tetravariate and a trivariate framework connecting all the associated variables. 
Consequently, the evaluation of the findings resulting from these methods as well as the 
main conclusions will be analytically presented. The substance of these findings is that 
strong causality linkages exist among the variables both directly and indirectly through the 
intermediate interaction of the auxiliary variables. However, there is not a clear result 
generally accepted among the available tests, as they all lead to different causality 
associations, some of which are significant and some not. In such a way, a completed 
investigation of the channels of causality among the selected variables using a causality 
chain technique is finally conducted. 
Key words: Causality, crude oil prices, stock returns, investors’ sentiment, price earnings 
ratio, bivariate and univariate approach, tetravariate and trivariate framework, stationarity. 
 
 
Malkotsi Kalliopi 
23.12.2016 
 
 
 
 
iv 
 
Acknowledgements 
First of all, I would like to express my sincere gratitude to my advisor professor Dr. Dergiades 
Theologos for the continuous support through the corresponding study and related 
research. More specifically, I would like to thank him for his patience, motivation and 
immense knowledge, as well as his willingness to help me whenever I wanted his help. His 
whole guidance helped me all the time during the MSc Program that I attended, as he was 
for me a professor, a mentor and a friend. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
v 
 
Contents 
Abstract ..................................................................................................................................... iii 
Acknowledgements ................................................................................................................... iv 
Contents ..................................................................................................................................... v 
1. Introduction ...................................................................................................................... 1 
2. Literature review .............................................................................................................. 5 
3. Methodological framework ............................................................................................ 15 
4. Data sources & empirical analysis .................................................................................. 26 
5. Conclusions ..................................................................................................................... 55 
6. References ....................................................................................................................... 57 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 
 
1. Introduction 
Throughout the history, the role of oil in shaping the economic and political development of 
all industrialized economies of the world was significant. Not only oil is a globally traded 
ware with huge daily sales in the biggest commodities’ markets, but also the price of it can 
determine the global oil demand, as well as the general oil-supply conditions. Constantly 
expanding oil request from emerging economies combined with frequent deficiencies in the 
supply of oil result steadily to remarkably higher prices of oil in coming years. This 
expanding situation takes eventually the form of a substitution from oil to alternative 
energy sources, known under the definition of bio-fuels. In the short to medium term, the 
standpoint for oil is entirely mind boggling, because of the fact that the biggest oil 
consumers do not belong to the countries that possess the largest reserves. According to 
BP, more than 60% of the world’s proved oil reserves are spaced out in only five countries of 
the world, which are Saudi Arabia, Iran, Iraq, Kuwait, and United Arab Emirates. The largest 
oil consuming region is North America, applying for approximately 30% of the total world 
consumption but possessing at the same time only 5% of the oil reserves that are proved to 
exist worldwide. What is more, 75% of the world's proved oil reserves are located in the 
Organization of the Petroleum Exporting Countries, widely known as OPEC and most of the 
oil reserves in these countries are generally controlled by national oil companies, a fact that 
provides these oil producing countries a disproportional measure of strategic influence in 
most of the world issues (Henriques et. al 2008). 
According to the official webpage of OPEC, Algeria, Indonesia, Iran, Iraq, Kuwait, 
Libya, Nigeria, Qatar, Saudi Arabia, United Arab Emirates and Venezuela, which are the 
eleven members of OPEC, are commonly located in geopolitical hot spot regions of the 
world. Furthermore, geopolitical uncertainty in these regions of the world where large oil 
deposits are located composes a substantive matter of security for the large oil consuming 
nations, making the future of oil-reserves uncertain. Energy security issues coupled with 
increased concern over the natural environment constitute decisive factors behind distinct 
changes in the price of oil, an occurrence closely related with other basic rearrangements in 
real economy. While it is widely accepted that rising oil prices is a good indication for 
alternative energy companies and their financial performance, there has been only little 
statistical work done for the measurement of the sensitivity-degree of the financial 
performance of alternative energy companies to constant changes in oil prices.  
2 
 
Oil price constitutes also a key variable in macroeconomic projections having an 
impact on all macroeconomic variables. Future oil prices affect expected cash flows and 
possibly discount rates. The reasons for this influence are various. For example, expected 
cash flows can be influenced because oil constitutes both a real resource and an essential 
input to the production of various goods, similar to labor and capital (Huang et al. 1996).In a 
common manner, expected changes in the price of energy cause remarkable changes in 
expected costs and opposite changes in stock prices. In view of the driving role of oil in the 
global economy and its substantial price fluctuations during the recent years, it is absolutely 
normal from investors’ aspect to ask about the impact of the price of oil on stock prices. 
Thus, it is obvious that any change in oil prices of either sign may move stock prices 
accordingly (Arouri et al. 2011). 
Clearly, the predictability of oil prices is of great importance to policymakers, 
governors, central bankers and international investors (Panopoulou and Pantelidis 2015). 
Moreover, strategic and investment decisions of industries of various sectors, such as 
airlines and energy industries, are based on scenarios built on forecasts with regard to the 
future path of oil price. Even homeowners, when deciding about their energy-saving 
investments have always in mind some kind of expectations regarding the future price of oil, 
as well as its regular changes. What is more, energy and more specifically crude oil futures 
have broadly become widespread “investment vehicles” among traditional and alternative 
asset managers, mainly due to their equity return, their inflation hedging properties and 
their role in risk diversification. Increased financial integration between countries and the 
“financialization” of commodity markets, including crude oil market, provide investors with 
new ways to diversify their investment portfolios (Sadorsky 2014). Hence, a good 
understanding of the correlation between financial markets and commodity markets is 
required for investors in order to be able to benefit from the available investment 
opportunities. 
Investing in different commodities is a way for broader diversification of risk and 
hedging against inflation. Stock prices and thus stock returns constitute leading indicators of 
the worldwide economic growth. What is more, proponents of investing in commodities 
claim that in case commodities have low or even negative correlations with stocks and 
bonds, then, a portfolio that includes commodities should provide better diversification 
properties than a similar portfolio that excludes commodities (Idzorek 2006). As such, 
portfolios which include commodities like oil rather than other commodities might lead to 
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higher returns and lower risk in the future. Regulatory changes and the development of new 
financial markets for commodities allow investors to have greater access to commodity 
markets and achieve a better planning of their future investing statements. 
Apart from the economic objectives and going forward, energy security issues 
coupled with increasing concern about the natural environment (here climate change and 
especially  global warming and air quality issues are included) are main driving factors 
behind the constantly increasing interest with regard to the oil price changes. According to 
Henriques et. al (2008), concerns about future oil shortages and soaring oil demand deriving 
from emerging market economies like China and India constitute some additional cause for 
increasing investigation in this specific scientific sector. 
For all these reasons the attempt of interpretation of the possible causality linkages 
among crude oil prices and stock performance is of great interest for researchers, potential 
investors, commoners and investment analysts. The purpose of this paper is to detect 
possible causality channels between these two variables imposing simultaneously two 
intermediate causes which are investors’ sentiment and cyclically adjusted prices earnings 
ratio broadly known as CAPE. Through this multivariate framework the procedure of 
analysis applies in some steps that will be consequently described incorporating stationarity 
testing and growth specification, as well as four different causality testing procedures that 
are Toda and Yamamoto (1995), Breitung and Candelon (2006), Common Impulse 
Responses and Jorda Impulse Responses based on local projections (2005). 
The results of the empirical part of analysis do not provide a definite answer 
regarding the nexus among the variables under investigation. More significantly, they 
commonly reveal causality linkages among variables but these linkages are not always the 
same regarding their effectiveness, their sign and their direction. The most remarkable 
difference is evident between the time and the frequency domain, in which cases the 
existence of the intermediate causes affect significantly the final causality relationships and 
provide new evidence about the nexus of the associated variables. In such a way, the certain 
consequence of this paper is that strong causality linkages exist between crude oil prices 
and stock performance regardless of the differentiation in the significance of this 
relationship due to the augmentation of the intermediate causes, their effectiveness and 
their interpretation. 
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The remainder of the paper is organized under the following structure: Section 2 
presents the scientific findings of various researchers with regard to the selected topic. 
Section 3 includes the adopted methodological framework of analysis as acquired through a 
literature investigation. Section 4 presents the data set and the empirical econometric 
analysis using E-Views and Gauss software. Finally, Section 5 illustrates a discussion about 
the main empirical conclusions and some concluding remarks about the topic under 
investigation. 
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2. Literature review 
The dynamic linkages between oil-price-changes and macroeconomic activity is a critical 
issue that has been studied for the majority of the industrialized countries. Particularly for 
the case of the U.S. that will be extensionally analyzed in this paper, the significance of the 
energy sector in general (including oil, coal, natural gas (NG) and renewable energy sources) 
is obvious, as USA constitutes the world’s biggest energy producer (Russia, China and Saudi 
Arabia are following to the rankings). This consideration overemphasizes the need of 
investigation in this particular area of the world. Notwithstanding, the literature research 
exploring the correlation and causality channels between crude oil prices and stock market 
performance is restricted in correlation with other investigating the nexus among crude oil 
prices and other macroeconomic variables.  
Not surprisingly, there are various recent papers concentrating on the volatility 
effects between equities and crude oil prices, shedding light in the analysis of volatility 
spillovers among variables. Malik and Hammoudeh (2007) delve into volatility and shock 
transmission mechanisms among the U.S. equity market, the global market of oil and the 
Gulf equity markets of Bahrain, Kuwait and Saudi Arabia. Existing volatility outcomes flowing 
out from oil market to Gulf equity markets, is one of their fundamental findings. The case of 
Saudi Arabia is the only one where some evidence of bidirectional volatility spillovers is 
verified. Malik and Ewing (2009) utilize bivariate GARCH models to gauge volatility 
transmission between crude oil prices and some of the basic U.S. sector stock indexes 
incorporating financials, industrials, consumer services and technology. Their conclusions 
contribute also to the evidence of significant transmission of shocks and volatility between 
oil prices and some of the industry sectors, a finding that supports the exigency of cross-
market-hedging as well as the sharing of common information by investors. The existence of 
a negative relationship between volatilities of oil price returns and stock market sectors 
returns in the U.S. is the mutual conclusion of the researchers.  
Arouri et al. (2011) examine bivariate GARCH models in an attempt to uncover 
volatility interrelation between oil and stock market sectors mutually in the U.S. and 
Europe. Their findings constitute an additional verification of the dynamic interaction 
running from oil to stock markets in Europe and the bidirectional effect that exists between 
oil and U.S. stock market sectors. Their analysis provides invaluable knowledge regarding 
hedging strategies, optimal portfolio allocation and derivatives management in the 
presence of energy risk. Apergis et al. (2008) investigate the potential effects of oil price 
6 
 
shocks on asset prices such as stock prices in a sample of eight countries using a VECM 
model that decomposes oil price changes into three components: oil-supply shocks, global 
aggregate-demand shocks, and global oil-demand shocks. After the completion of this 
procedure, follows the determination of the effects of these shocks on the stock returns 
using again a VECM model. The results vary between countries with the only similarity 
among them the small magnitude of the final results on stock returns. Foresti (2006) focuses 
on the predictive power of stock prices on economic growth and vice versa. His approach is 
based on a Granger-causality testing-procedure, shedding light to the potential 
unidirectional or bidirectional causality linkages emerging from stock prices to GDP and vice 
versa. The predictive power of stock market prices on the GDP and not the opposite is the 
final conclusion of the researcher, a result confirming that stock prices constitute one basic 
determinant of the general structure of real economy. 
Sadorsky (2012) on the other hand, adopts a different approach in order to analyze 
the volatility spillovers between oil and stock prices, focusing both on clean energy and 
technology companies. He also uses some multivariate GARCH models for the purposes of 
his research including BEKK, diagonal, constant conditional correlation and dynamic 
conditional correlation model. The dynamic conditional correlation model (MGARCH) is the 
most preferable of all, as it provides results indicating that stock prices of clean energy 
companies correlate much more with technology stock prices than with oil prices. A strong 
causality effect between stock prices of clean energy companies and stock prices of 
technology companies is his main conclusion regarding the analysis of dynamic conditional 
correlations, hedging and portfolios. As Sadorsky aptly concludes, stocks of technological 
sector do not constitute a good hedge for clean energy stocks while an optimal portfolio 
between technology and clean energy stocks is highly weighted to technology stocks. As 
regards oil, it is included to the most useful hedging tools for clean energy stocks. Thus, a 
portfolio of clean energy stocks and oil futures should be formed mainly for hedging 
purposes in clean energy stock prices.  
In their paper Hondroyiannis et al., (2002) examine the empirical relationship 
between energy consumption and economic growth in Greece, employing also a VECM 
model. Their empirical evaluation incorporates the existence of dynamic interaction among 
energy consumption, real output and the price level, checking simultaneously for the 
endogeneity of these three associated variables. The researchers strongly argue with the 
previous ones to the presence of a long-run relationship running between the variables, 
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supporting the endogeneity of energy consumption and real output. What is more, 
economic efficiency is a basic determinant of both energy consumption and income 
behavior. The contribution of the previously mentioned findings is of great importance to 
policy implications, since the adoption of the suitable structural policies in the energy sector 
give rise to energy conservation and efficiency without impeding economic growth. 
What market participants expect to uncover through the forward researches and 
analyses is a theoretical framework able to identify how the temporary changes of the oil 
prices can affect stock prices and respectively stock market returns. On theoretical grounds, 
oil-price-changes affect stock market returns through their intermediate effect on expected 
earnings resulting from investing activities in stock market (Apergis et al. 2008). Thus, a 
strong unidirectional relationship is expected to exist between economic and stock market 
performance. According to Filis (2010), higher capital expenditures typically obtained by 
reinvesting earnings fetch the responsibility for better stock activities. Regarding the 
relationship between crude oil prices and stock returns, it’s a common acceptance that oil-
price-changes are significant determinants of stock market’s returns. However, the direct 
effect of crude oil prices on stock returns is not an easy matter to interpret and it is usually 
debated among researchers.  
According to Sadorsky (2001), the main reason for this difficulty is the high degree 
of uncertainty and risk associated with the sector of natural resources since they move pro-
cyclically and they are based on depleted resources that influence stock market 
performance in a multidirectional manner. In addition to this, the tradeoff between risk and 
return in the energy sector (especially in the emerging renewable energy sector) is 
precarious. Hence, renewable energy companies are often among the riskiest types of 
companies to count upon for investing purposes aiming at certain profit and earnings. Thus, 
a prompt understanding of the risk factors of the associated market as well as some kind of 
expectation regarding the future development of the variable is always needed in case an 
investor broadens his horizons in the market of energy sources (Sadorsky 2012). 
There are various papers and researches that quite in line with the basic assumption 
of the unidirectional relationship, whereas there are also some others placed under rigorous 
scrutiny on behalf of this two-pronged relationship, assuming a simple bidirectional 
relationship or even a complete independence in some extreme cases. The factor of the 
human error analytically described by Foresti (2006) censures the previous theories, 
pointing out that stock market’s expectations generated false signals in the previous years, 
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establishing at the same time the need of literal evidence for the validation of this 
relationship. An additional problem with the existing literature is the complete ignorance of 
the impacts of global recession on the nexus unter examination, while taking at the same 
time for granted the linear relationship between oil price shocks and stock returns. The 
mutual acceptance of the assumption of linearity constitutes a fact that leaded to 
completely unsubstantial findings regarding the potential linkages of the variables in the 
past. The lack of uniformity or the differentiation in the choice of the estimating procedures 
among researchers resulting accordingly to various different results, may amplify this 
divergence as Dergiades et al. (2008) rightly claim in their analysis. All these gaps, if any, to 
the puzzle of the relationship of the associated variables should be solved in advance, so as 
the final results can be reliable and educationally powerful. 
According to Sadorsky (2014), an increase in crude oil prices raises the costs of 
producing goods and providing services, which, in the complete absence of substitution 
influences production. Higher production costs dampen cash flows and reduce stock prices. 
Increasing prices of crude oil act also upon the discount rate used in the equity pricing 
formula used to value stocks because rising oil prices are often indicative of inflationary 
pressures which central banks can control by raising interest rates. Many authors have 
already found a statistically significant relationship between shocks in oil prices and stock 
prices. Under the definition of oil-price-shocks unusual high oil price levels relative to the 
recent ones are taken into account. Thus, the higher the crude oil prices, the higher the cost 
of production and subsequently the lower the production, as well as the stock market 
returns. This result is also quite in accordance with our potential expectations regarding the 
causality existing between crude oil prices and stock returns. 
According to the analysis of Huang et al. (1996) in the U.S. market, there is not 
remarkable evidence of the lead-lag relationship running between these two 
aforementioned variables. A quite surprising result appearing in the period of the 1980s is 
that there is no correlation between oil futures returns and the returns of various stock 
indexes. However, in the case of specific oil stocks exists contemporaneous correlation. 
Thus, crude oil prices embody significant predictive power to stock market both directly and 
indirectly (Filis 2010). The upward movement of oil prices creates uncertainty in financial 
markets and subsequently decreases the share of prices. This interaction is considered as 
the direct effect, whereas the higher oil prices as a consequence of the lower production 
level and the higher inflation rate, is the indirect one.  
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Using an Arbitrage Pricing Model in their analysis, broadly known as APT model, 
Jones and Kaul (1996) trace out that the association between oil-price-changes and stock 
returns is negative and oil price changes constitute a risk factor for stock markets. Thus, 
according to their analysis the reaction of the U.S. stock market to oil shocks is completely 
accounted for by the impact of these shocks on real cash flows. To this conclusion reaches 
also Sadorsky (2001), suggesting additionally that except from oil prices, oil volatility affects 
negatively stock returns accordingly. To this conclusion contributes also Papapetrou (2001) 
with his very interesting study occurring in the stock market of Greece, where also oil prices 
and economic activity, employment and stock performance are negatively interacted. 
Despite the effect of oil prices on the macroeconomic indicators, including stock returns 
that are widely documented by most of researchers, it is worth mentioning that this 
relationship is rather elusive. This is actually the reason why this relationship still remains 
ambiguous. For the verification of this assumption there are some empirical tests available, 
close related with the signification of causality chains.  
An impressive finding regarding the nexus of the two variables is the one of Syed 
and Zwick (2016) incorporated in the analysis of the U.S. market from the early beginnings 
of 1980 until nowadays. They also contribute to the existence of a relationship between the 
variables as generally established in the literature, but they find out that the sign of this 
relationship is strongly related to a specific structural breakpoint. In other words, taking 
September 2008 as breakpoint, they observe that the relationship between oil prices and 
stock returns used to be negative before the breakpoint, while it turned out to be positive 
afterwards. This consideration implies that though oil-price-changes affect economic activity 
significantly, the nature of this impact differs depending on the overall macroeconomic 
conditions of economy. Thus, the impact of the great recession can be attributed only to the 
back of the breakpoint, a finding that in any case requires much more evidence in order to 
be broadly accepted. 
The two prolonged relationship between oil price changes and stock performance is 
also deeply investigated from a different aspect, using now interest rate as an intermediate 
variable. According to Huang et al. (1996), oil prices affect real interest rates because oil 
constitutes one of the most important natural resources that despite its importance it is 
steadily depleting. Taking into consideration the case when higher oil prices provoke the rise 
of the real interest rate, it is evident that this can force an increase in the hurdle rate on 
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corporate investment. Thus, the higher hurdle rate is the most common cause that leads to 
a decrease in stock prices. 
An additional issue of deep investigation was always the number of the variables 
included in each causality approach. The bivariate approach is very common in analyzing 
Granger causality relationships, as according to Salamaliki and Venetis (2013), one step 
ahead causation implies h-steps ahead causation between two investigated variables. 
However, many researchers bring out the problem of omitted variables related to bivariate 
models. This is undoubtedly something that with respect to causality inference can give rise 
to erroneous conclusions. The avoidance of this inadvertence can only be achieved through 
the investigation of multivariate models, broadly useful to predict the causal chains among 
variables. Additionally, the presence of additional variables induces causality results at 
higher forecast horizons and simultaneously reveals nuanced details on multiple horizon 
causation (Salamaliki and Venetis 2013).  
Stern (1993) reveals the possibility of substitution between energy and other inputs 
like capital and labor, something that would remain hidden in a simple bivariate model 
implying no causality running from energy to GDP with regard to his analysis in the market 
of the USA for the period 1947-1990. The dynamic linkages between four associated 
variables choose to investigate also Hui Boon and Ahmad Zubaidi (1999) in their interesting 
analysis for the Malaysian fast growing economy. Using Johansen multivariate cointegration 
followed by VECM modeling and Granger-causality, they examine how money, real output, 
interest rates and inflation interact one with another. Eventually, they reach the conclusion 
that long-run a stable equilibrium dominates among the variables, whereas short-run 
money is no-neutral. 
One more basic issue that requires deeper investigation is the examination of the 
special characteristics of oil price shocks as determinants of stock returns. More specifically, 
a general consensus that lies among researchers is the endogenous character of the 
variable. Thus, the decomposition of oil price shocks into these structural factors that reflect 
the endogenous character of such shocks is the first most important step of the analysis-
procedure according to Apergis et al. (2008). In every case these two associated variables 
are investigated. This will enable policy makers to identify explicitly the real effects of oil 
price changes on certain substantial macroeconomic variables such as stock returns in our 
case. 
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At this point of analysis and contrary to previous studies that investigate only this 
two pronged nexus, both investors’ sentiment and the cyclically adjusted price earnings 
ratio (P/E Ratio) are introduced, as alternative measures of economic activity able to 
capture the dynamic interactions among the variables. For this part of analysis these two 
auxiliary variables are incorporated. Through the augmentation of both these intermediate 
causes, the analysis is expanded in a multivariate framework trying to interpret the causal 
relationships of the variables and their unidirectional linkages. Apropos the causal linkages 
among the investors’ sentiment and the cyclically adjusted price earnings ratio as well as the 
two initial variables (crude oil prices and stock returns), prevails some discordance. Despite 
the fact that investors’ sentiment influences stock returns, the researchers’ findings are 
actually uniform. The basic assumption behind this ambivalence is the fact that investors 
and markets in real life are usually too complicated to be neatly summarized by some 
explicit trading behaviors and patterns. This huge discordance dominates also in the case of 
price earnings ratio where analysts also disagree whether high price earnings ratios are 
usually followed by slow growth in stock prices. 
The way the investors conceive the stock market goes undoubtedly a long way in 
determining not only the return or the stock prices, but also the future and the growth of 
the capital market. Thus, investors’ sentiment plays a significant role in stipulating 
movements in prices, the rate of turnover in the stock market as well as its capitalization. In 
such a way, investors’ sentiment constitutes a basic contributor in the specification of 
liquidity in both the stock market and the economic growth. According to the definition 
provided by Baker and Wurgler (2007), investors’ sentiment is nothing more than a belief 
about future cash flows and investment risks that is not justified by the facts at hand. Under 
such a consideration, if someone considers investor’s sentiment as tendency for speculation 
by the marginal investor, then, sentiment is a higher demand for more speculative 
securities. So, at the time when sentiment appears an increasing trend, “speculative” stocks 
are relied upon to prompt contemporaneously higher returns. Here, the difficult thing to 
answer is what actually makes some stocks more speculative than others. Hence, as many 
researchers conclude, high sentiment levels affiliate under normal circumstances with high 
stock valuations (mainly for hard valued and arbitraged stocks), whereas low sentiment 
works in the reverse direction.  
An additional conclusion of the paper of Baker and Wurgler (2007) is the existence 
of two basic categories of investors according to whose behavior there are also two 
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different approaches apropos the relationship between investors’ sentiment and stock 
performance. On the one hand there are the rational arbitrageurs who are free of 
sentiment and on the other the irrational traders prone to exogenous sentiment. Both the 
aforementioned types of investors compete in the market and set prices with regard to 
their aims and expectations. However, the number of the rational ones is generally limited, 
a limit associated with costs and risks of trading mainly in short time periods and with the 
fact that prices in the market are not always at their fundamental values. Thus, mispricing in 
such models emerges out of the mix of the two following components, which are a change 
in sentiment for the irrational traders and a limit to arbitrage for the rational ones. 
Notwithstanding, there are only few papers associated with this fundamental, as 
models examining sentiment are difficult to be tested while they consist of some sources of 
noise or biasness, applying here in the form of sentiment. The majority of researchers 
embrace the approach that investors’ sentiment acts as an invaluable tool with respect to 
trading strategies. Lux (2011) in his analysis also validates the predictive contribution of 
investors’ sentiment on stock returns emphasizing in the German stock market. Depending 
on the specification of his VAR model, either investors’ sentiment is exogenous and defines 
returns, or otherwise, returns and sentiment characterize a simultaneous system of mutual 
causation. On the other hand, Brown and Cliff (2004) find only restricted evidence to 
support this conclusion based on the U.S. market and using a VAR framework. Despite the 
fact that past market returns are important determinant of sentiment and simultaneously 
sentiment levels are highly correlated with contemporaneous market returns, their test 
procedures uncover that sentiment applies minimal prescient force to near-term future 
stock returns. On the other hand, the researcher reaches the conclusion that the possibility 
that stock returns are influenced by investors’ sentiment is much higher than the other one 
that the sentiment acts upon returns. Regarding Dergiades (2012) and his causality testing 
procedure implemented with Hiemstra and Jones (H&J) and Diks and Panchenko (D&P) 
tests, there is strong evidence in favor of this causal relationship among variables. 
Investigating now Price Earnings Ratios, usually known as P/E ratios, they constitute 
useful tools among investors and stock analysts for the determination of the pricing 
procedure of individual stocks. The ratio of the market price of a stock to its annual earnings 
per share constitutes the common method to value a stock with respect to its expected 
future earnings, as calculated forwards. 
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What should be here provided is that the numerator is the current market price of a stock 
or a stock index. On the other hand the denominator assumes several forms including the 
last twelve months of earnings or alternatively the expected earnings in the next twelve 
months, given as the case of projected or forward P/E. 
What should be also reported is that the price of a stock is usually estimated as the 
present value of the stocks expected future earnings. Having this in mind, the evaluation of 
a stock is based on the analysis of its future earnings capacity. Therefore, stocks with 
relatively low P/E ratios compared to other stocks within the same industry suggest that 
investors are not optimistic about their future earnings growth rates. A common acceptance 
at this stage is that the average price earnings ratio for a stock market index such as the 
S&P500 can help predict long-term changes in that index. According to this view, a low P/E 
ratio tends to be followed by rapid growth in stock prices in the subsequent decade and a 
high P/E ratio by slow growth in stock prices. According to the analysis of Shen (2000), there 
is strong historical evidence that high P/E ratios have been always trailed by disappointing 
stock market performance in the short and long term, as well as by slow long-run growth in 
stock prices. Furthermore, when high price earnings ratios started to decrease, the earnings 
yield on stocks relative to returns on other investments, short-run stock market 
performance suffered as well.  
However, due to the fundamental changes in the economy nowadays, these 
historical ascertainments are not so reliable. The need of a clear contextualization is 
remarkable also in the case of the P/E and the stock return two pronged relationship among 
many researchers including Shiller. For him the P/E ratio is the simplest and broadly used 
tool for the prediction of stock returns. This fundamental index contributes to the 
comprehension of potential stock-market’s changes, mainly when related to the long-run 
period. These measures can provide significant information about the prospective 
stakeholders’ decisions and the anticipated stock returns due to their actions. On the other 
hand, Lux (2011) reaches the conclusion that some fundamental indicators like interest 
rates, P/E ratio and dividend yield are not able to provide any additional explanatory power 
toward this issue. Indeed, incorporating these factors only can lead to the deterioration of 
forecasts. 
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The incorporation of both these intermediate variables in the analysis will expand it 
into a multivariable model, in which useful information will not be omitted, as multivariable 
models allow the presence of causal chains among the system variables. In such a way, the 
presence of additional variables will induce indirect causality results at higher forecast 
horizons while revealing nuanced details on multiple-horizon causation (Samaliki and 
Venetis 2013). In our case, the channels of causality running among oil-price-changes, 
investors’ sentiment, cyclically adjusted price earnings ratio and stock returns will be 
investigated adopting the Toda and Yamamoto (1995), the Breitung and Candelon (2006), 
the common impulse responses and the Jorda impulse responses (2005) framework in two 
trivariate and one tetravariate VAR system. 
All in all, the emergence of multi-horizon causal chains with trivariate or tetravariate 
models happens only under the condition that the aggregate production function is 
supported by the use of the trivariate or tetravariate setting consequently. Thus, the deep 
investigation both of the predictive power of past and future changes of the variables on 
real outputs will be conducted through the contribution of auxiliary variables, which will 
uncover invaluable information regarding the dynamic interaction among the variables of 
interest. On the other hand, Hill (2007) underlines the weaknesses assembled when high 
dimensional systems are induced to trivariate systems. In this case, the compression of 
information, as well as the fact that relevant variables are omitted, reduce the liability of 
the final results and lead to spurious findings. 
In general, the only safe result arising from the existing literature is that mixed 
conclusions and thoughts dominate in the investigation of the nexus between crude oil 
prices and stock market performance. This is also a conclusion arising in the case of causality 
chain analysis. The objective of this paper is to provide evidence for the support of the one 
or another statement with regard to the causality channels existing among the four 
variables, adopting a completely multivariate framework of analysis.  Indeed, this is the 
basic contribution of this study that bridges the distance between crude oil prices and stock 
returns, introducing two auxiliary intermediates and revealing some crucial information 
about the behavior of these associated variables.  
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3. Methodological framework 
The order of integration and the trend specification can influence causality tests and the 
results of it. Thus, the process of causality methodological analysis requires some 
preliminary analysis, focusing on the basic econometric characteristics of the variables. This 
is the reason we have to run a typical econometrical analysis. The test for the existence of a 
statistical relationship among the four associated variables is carried out in some steps as 
follows. 
The first step of analysis includes the examination of the presence of clear 
deterministic trend in the variables, a procedure which actually consists one feasible way to 
keep the possibility of causality among variables in check. Due to the fact that most of the 
causality analyses are quite sensitive to deterministic trends and seasonality, a simple look 
at the scatterplott of the variables is therefore essential. Thus, a typical first stage to check 
whether there is any kind of association among the variables is the construction of a scatter 
plot of them. From the shape and the distance between graphs can be evident whether 
there is any kind of integration among the associated variables. In case two variables appear 
a common trend or they seem to move in parallel, then causality may exist in at least one 
direction, either unidirectional or bidirectional (Masih et. all 1996). This is the main reason, 
why the examination of these basic components is prior to the following analysis, as it 
composes the preliminary assumption of the validity of the tests that follow. Thus, common 
trends and small deviations among the graphs are typical evidences of possible 
cointegration and long-run relationships among variables (Masih et. all 1996). However, this 
first attempt is not adequate and absolutely reliable because more specific tests and 
procedures are always required. 
The second step includes the identification of the order of integration of the 
associated variables since the validity of causality tests that follows is only proved under the 
condition that variables have the same order of integration. The presence or absence of unit 
roots is a valuable tool to define the stationarity or no-stationarity of the data, a procedure 
that also contributes to the identification of some specific features of the underlying data. 
One of the basic characteristics of a stationary series is its fluctuation around a constant 
long-run mean, a result indicating that the series has both a time independent and a finite 
variance. On the other hand, in the case when data are supposed to have one or more unit 
roots, then, there is no tendency to return to its long-run deterministic path. The variance of 
the series is time dependent as well. Non-stationary series follow a random walk and suffer 
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from permanent random shocks. If a series is not stationary in level form, but it is on the 
first difference, then it is integrated of order one. Accordingly, if the non-stationarity 
persists in the first differences, then, the first differences should be twice calculated for the 
completion of stationarity. This is the case of the integration of order of two etc. 
The existence of the same order of integration is an additional way for the 
verification of cointegration. An order of integration higher than zero, known as case of 
non-stationarity is always considered under the same order of integration in the case of 
cointegration and existence of deterministic trends among variables. Actually, this evidence 
has several practical implications leading to a range of negative repercussions. Initially, the 
correlations might be spurious and subsequently the cointegrating relationships might 
result in residual series and hence error-correction-terms.  
Thus, a wide range of Unit Root and Stationarity Tests are applied for the 
deliberation of the order of integration. The most common scenario in this case is that non-
stationarity is acknowledged in level forms whereas stationarity can be achieved obtaining 
the first or second logarithmic differences, depending on the order of integration of the 
variables under examination. For the identification of the integration properties of the data 
some Unit Root tests are suggested in this paper, including Augmented Dickey Fuller Test 
(ADF 1979), Philips Peron Test (PP 1988), Generalized Least Squares Transformed DF-Test 
(DF-GLS 1996) and Zivot Andrews (ZA) Test for Structural Breaks as well as KPSS Test (1992) 
for Stationarity. 
The substance of ADF test is incorporated into two alternative hypotheses, the null 
hypothesis that a time series ty  is non-stationary against the alternative of stationarity, 
assuming that the dynamics in the data appear an ARMA structure. Under the definition of 
ARMA structure, a procedure that combines both autoregressive and moving average terms 
is taken into consideration.  
The testing procedure of a typical ADF test requires the estimation of the following 
model:  
(1)   
Where the n  lagged first differences approximate the ARMA dynamics of the time series 
0 is a constant term and finally t is the trend.  
0 1 1 2 1 1 1
n
t t t i t ty y a y u         
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The unit root existence lies under the assumption that 1 0  and 1 1 1 1
n
i ta y   
respectively. The ADF test is a test of the hypothesis that 1 0  , given n  lagged first 
differences.  The selection of n  is made such that the residual term in the model is 
approximately white noise. Here a zero mean, a finite variance and the case of no serial 
correlation are taken into account. What is more, an important presupposition of the test is 
the selection of the correct lag length. If too few lags are included, there will be remaining 
autocorrelation and size distortion, but in the alternative case when too many lags are 
included, then, the power of the test will debilitate. In practice, there are various 
approaches with regard to the determination of the correct choice of lag length. In this case, 
the selection of the appropriate lag-length emerges from the Akaike information criterion.  
Investigating now the Philips Perron (PP) Unit Root Test, an essential step 
constitutes the estimation of the following model, given that 0 is a constant term and t  is a 
trend. 
0 1 1 2t t t ty y u         (2)  
Both ADF and PP tests share the same assumptions under investigation, thus, if the series 
has a unit root, then 1 0  and non-stationarity is proved. Notwithstanding, the PP test 
differs from the ADF test insofar as the ADF test seeks to approximate the ARMA dynamics 
of the series at question through the use of lagged first differences, while the PP one 
ignores autocorrelation in the test model. The PP test also incorporates an automatic 
correction to the DF procedure allowing for autocorrelated residuals. With regard to the 
power of the test, some criticism is expressed when a process is stationary but with a root 
close to the non-stationary boundary. 
The PP test also constitutes a formal procedure for the examination of unit roots in 
the presence of a structural break at a time period, an important contribution noting that 
stationarity tests in general do not perform well in the case of presence of structural breaks. 
This is the case when series have restricted power in circumstances and they fail to reject 
the unit root null hypothesis when it is incorrect as the slope parameter in the regression of 
1ty   on 1ty  is biased towards unity. Thus, the higher the amount of breaks, the smaller the 
sample and the lower the predictive power of the test.  
This is why Perron (1988) also proceeds to the modification of the Dickey-Fuller (DF) 
unit root test by including dummy variables to account for one known or exogenous 
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structural break. Thus, its procedure is characterized by a single exogenous break in 
accordance with the underlying asymptotic distribution theory. PP test also allows for a 
break under both the null and the alternative hypothesis. Although these tests have less 
power than the standard DF test without a break, Perron points out that they are consistent 
whether there is a break or not and have a correct asymptotic size. When there are 
structural breaks, the previous unit root tests are biased toward the non-rejection of a unit 
root.  
Comparing now the two tests, a significant induction is that the PP test overrides 
the ADF test as it appears two basic advantages. The first is that the specification of a lag 
length is not obligatory and thus major problems of misspecification are prevented. The 
second is that unlike the ADF, the PP test is robust to heteroskedasticity, whereas the ADF 
implicitly presumes heteroskedastic error terms. However, this assumption is not always a 
problem provided that the regression model is correctly specified. Only under this condition 
the ADF test has relatively higher power than the PP test.  
Whereas ADF and the PP tests both investigate the null hypothesis that a data series 
is I(1), the null hypothesis of the KPSS test is that the data series is I(0). At this point an 
additional stationarity test is implemented known as Kwiatkowski Phillips Schmidt Shin test 
or KPSS test (1992).In econometrics, the basic usage of the KPSS test is the examination of 
the null hypothesis that an observable time series is stationary around a deterministic trend 
against the alternative of a unit root. To this extent the KPSS might serve as a complement 
to the previous Unit Root tests where the null hypothesis is that the series is I(1). Thus, a 
rejection of the null hypothesis of stationarity in the KPSS test would then tend to 
corroborate a failure to reject the null hypothesis of a unit root in the ADF or PP test.  
Additionally, an underlined point in the KPSS test is the fact that the absence of a 
unit root is not a proof of stationarity but a proof of trend-stationarity. This is an important 
distinction since it is possible for a time series to be non-stationary, have no unit root and 
yet be trend-stationary. Both in unit root and trend-stationary processes, the mean can be 
either increasing or decreasing over time. However, in the presence of a shock, trend-
stationary processes are mean-reverting. 
The estimation of the KPSS test requires the following model:  
0 1t t t ty u       
(3)  
2
1 (0, )t t t iid t         
(4)  
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Where 0 constitutes a constant, t  a trend and t a random walk. The null hypothesis is 
specified as the variance of the error term in the random walk being equal to zero. Thus, the 
KPSS test examines the hypothesis of 2 0t  . What is more, a basic assumption of the KPSS 
procedure is that the univariate series can be broken down into the sum of a deterministic 
trend, random walk and stationary disturbance, based on a Lagrange multiplier testing 
principle. In this case, the null and the alternative hypothesis are reversed.  
Regarding now the DF-GLS Test, it constitutes an ADF test with the only exception 
that the time series is transformed via a generalized least squares (GLS) regression before 
performing the test. The ADF test involves fitting a regression of the following form: 
1 1 1 ....t t t t k t k ty a y y y u                
(5)  
Exactly as previously described the test of the null hypothesis of   equal to0 , is here 
required. The DF-GLS test is performed analogously but on GLS “detrended” data. The null 
hypothesis is that ty is a random walk, possibly with drift. There are two possible alternative 
hypotheses, the one that ty  
is stationary about a linear time trend or the other one that ty  
is stationary with a possibly non-zero mean but with no linear time trend. The default is the 
utilization of the first assumption, whereas the determination of the second one requires 
the use of the option of no-trend. 
Last but not least, the Zivot Andrews Unit Root Test (ZA) will be investigated. The ZA 
test constitutes an alternative approach to test for unit roots but in the presence of 
structural changes, a fact that allows the endogenous selection of the corresponding break 
date. ZA is an additional test to reach the same deduction as previously (ADF and PP test) 
regarding the order of integration. In other words, the ZA test is a corroboration of the 
previous tests adopting now an alternative framework. In such a way, Zivot and Andrews 
(1992) propose a procedure where the time of the break is estimated rather than assumed 
as an exogenous phenomenon. By endogenously determining the time of structural breaks, 
they commonly argue that the results of the previously suggested tests may be reversed. 
Structural breaks affect a lot of properties of the data, so provide valuable 
information about their behavior. The investigation of the structural breaks in the temporal 
development of the variables not only reveals important information about the evolution 
and the structure of the variables but also connects real occurrences with econometric 
analysis. Moreover, the presence of structural breaks leads to misplaced inferences with 
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respect to the order of integration in Unit Root Tests. After the observation and estimation 
of the structural breaks follows a detraction of them. Finally, the last step is the 
construction of a VAR model for these detrending data. Apropos the technical part of the 
test the analysis, it includes two basic assumptions. Under the null hypothesis is considered 
the presence of a unit root, whereas under the alternative one the rejection of the null 
hypothesis of no-stationarity and thus stationarity under a structural break happens at an 
unknown time. 
Consequently, the implementation of the Toda and Yamamoto Test will follow in an 
attempt to investigate the potential causal linkages among the associated variables. The 
Toda and Yamamoto test is based on the lag augmented VAR testing procedure proposed by 
Toda and Yamamoto in 1995. This is the first checking procedure for the potential causality 
linkages among variables. The purpose of the test is the achievement of the optimal 
integration and cointegration of the data-properties, as well as the prevention of the 
possibility of biasness. Thus, an essential assumption of the test is the one of linearity. 
Regarding the lag length selection of the test symbolized as k , it is accepted that as long as 
the order of the data integration does not exceed the true lag length, a usual lag length 
selection criteria can be used. The next step at this point is the estimation of a VAR model 
with maxk d lags (given that maxd  is the suspected maximum order of integration).  
The Toda and Yamamoto causality test is based on the following equation, indeed 
on the modification of the Granger causality test. 
1 1
h d k d
t i t i j t j yt
i j
Y a Y u 
 
 
 
      
 
(6)  
1 1
h d k d
t i t i j t j t
i j
X a u 
 
  
 
       
  
(7)
 
Where d is the maximal order of integration, h  and k are the optimal lag length of tY  and 
tX whereas ytU  
and xtU are error terms, which are assumed to be white noise with zero 
mean, constant variance and no-autocorrelation. The determination of the maximal order 
of integration ( d ), which is expected to occur in the model and the construction of a VAR 
model based on their levels with a total number of k d lags, constitutes the next step. 
Having acquired the optimal lag length of the variables in their AR models using either AIC 
or SIC criterion, the construction of the restricted models according to the optimal lag 
length is now available. What should be done at this point is the expression of the initial and 
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the alternative hypothesis of causation in order to understand whether a variable causes 
the other or no-causation between the variables is acknowledged. The Wald test for the 
identification of causality-existence is the last part of the testing-procedure. 
The Breitung and Candelon test (2006), broadly known as B&C test constitutes an 
additional procedure to check for the existence of causality in the corresponding analysis.  
The basic differentiation of this test is the examination of the causality linkages among 
variables focusing on the frequency domain, something unfeasible for other existing 
causality tests. The frequency domain analysis contributes to the disclosure of causal 
linkages that in the time domain would remain undistinguishable. What is more, B&C test 
allows the diversification between the short and long run causal relationship among the 
associated variables, whereas at the same time potential causality linkages can be 
acknowledged even in the case when true interdependence between two variables is non-
linear in nature. Last but least, it is worthy to notice that B&C test is also valid in the 
simultaneous presence of some volatility clusters. Taking all these notices into account, it is 
evident that B&C test has higher and more qualitative predictive power regarding the 
causality influences from the one variable to the other under the assumption of a frequency 
domain. 
The first assumption to be here accepted is the one of stationarity approved under 
the following form of a MA model:  
zt = Φ(L)εt = Ψ(L) ∗ ηt  (8)  
Given that Φ(L) = Θ(L)−1 andΨ(L) = Φ(L) ∗ G−1, which actually constitutes a stationary 
version of a bivariate model of finite-order, of the initial form: 
Θ(L)zt = εt  (9)  
G in the previous formula is the lower triangular matrix of the Cholesky decomposition. 
According to the identification process of Cholesky and a typical representation of a VAR 
model, the spectral density of tx can be expressed as follows: 
2 2
11 12( ) (1/ 2 ){| ( ) | ( ) }
i i
xf e e
        (10)  
Whereas the measure of causality that keeps the non-causality hypothesis in check is the 
following Fourier definition: 
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The null hypothesis of no-causality assumes that 212| ( ) |
ie  is equal to zero, in which case 
we can say that y  does not cause x  at frequency . On the other hand, if the elements of 
tz are I(1) and cointegrated, then, the autoregressive polynomial Θ(L) has a unit root. An 
important notice here is that 212| ( ) |
ie   is actually difficulty estimated. Thus, for 
purposes of simplicity, the Breitung and Candelon propose the following equation imposing 
some linear restrictions on the estimated VAR coefficients. Provided that g22 is the lower 
diagonal element of 𝐺−1  and and |Θ(L)|  is the determinant of Θ(L)  then,𝛹12  can be 
rewritten as follows: 
Ψ12(L) = −
g22∗Θ(L)
|Θ(L)|
 (12)  
Thus, focusing on the null hypothesis where y  does not cause x  at frequency , no-
causality is not rejected whenever the following equation holds: 
               |Θ12(e
−iω)| = | ∑ θ12,k cos(kω)
p
k=1 − ∑ θ12,k sin(kω) ∗ i
p
k=1 | = 0 (13)  
In a final step, the Breitung and Candelon assume that βj = θ12,j and the null hypothesis of 
no causation can be tested as: 
R(ω) ∗ β = 0 (14)  
Provided thatβ = [β1, . . . , βp]′ and R(ω) = [
cos(ω) cos(2ω)      … cos(pω)
sin(ω) sin(2ω)       … sin(pω)
] 
The B&C test tests the validity of the linear restriction as described in the previous formula. 
Hence, the initial hypothesis of no-causality is equal to this set of linear restrictions. 
The verification of causality linkages among variables is not always adequate 
because it does not reveal whether the variables under investigation are connected either 
positively or negatively. Such knowledge is significant as it uncovers important insights 
about the real nature of the identified causal relationships. Thus, if we are interested to 
know the response of a variable after a positive or a negative shock is taking place in 
another one, then, the conduction of the impulse responses analysis is undoubtedly 
required.  
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The impulse response functions are widely used in macroeconomics in order to 
assess the persistence and relative effects of various macroeconomic shocks. Having in mind 
a simple bivariate VAR of order of one notification, impulse responses trace out the 
responsiveness of the dependent variables to one or more shocks to the error term. In this 
case a unit shock is applied to each variable and its effects are noted. 
1 10 11 1 1 11 2 1 1
2 20 11 2 1 21 1 1 2
t t t t
t t t t
y y y u
y y y u
  
  
 
 
   
   
(15)  
The impulse responses describe the case when a random change in u1t will provoke 
changes in 1y whereas 2y will also be subsequently influenced. Thus, investigating impulse 
responses incorporates the examination of the length and the degree that a shock to a 
specific equation has on all of the other associated variables of the system. What is more, 
impulse responses can be construed as the possible reaction of any dynamic system in 
response to some external change due to different causes. Impulse responses are equal to 
zero if one of the variables does not Granger-cause the others, considered them as a group. 
However, still this approach is not sufficient at all, since a shock occurs only in one variable 
at a time, an assumption that may be reasonable on the condition that the shocks in 
different variables are independent. 
In order to derive the impulse responses from such a VAR model, it should be 
transformed into a moving average representation by appealing to Wald’s decomposition 
theorem. This is a two-step procedure consisting of the estimation of the model in the initial 
step and the inversion of its estimates in the next. However, this can only be justified for a 
given coincidence of the model with the data generating process. Furthermore, deriving 
correct impulse responses from cointegrated VARs can be extremely complicated as a 
process. 
The next step of analysis introduces the computation of impulse responses with 
local projections for a vector time series, as an alternative to the moving average 
transformation. This is an approach based on the paper of Jorda (2005). The central idea of 
this test consists of the estimation of local projections for every period of interest instead of 
the extrapolation into distant horizons from a given model. This is something to be broadly 
done with VAR models. According to this approach, no specification and estimation of the 
unknown true multivariate dynamic system is itself required. 
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An impulse response is often characterized as a revision in the forecast of a variable 
at a future horizon t s to a one-time experimental shock at time t  under the assumption 
that no other shocks exists in the system. This definition constitutes the fundamental 
behind the approach of Jorda. According to this theory, Jorda developed multi-step direct 
forecasts in order to estimate impulse responses. Impulse responses deriving from such 
direct forecasts commonly appear the characteristic of consistency and asymptotically 
normality. 
Worth noting is the fact that there are various reasons why the approach of local 
projections override the common impulse response ones. Firstly, their estimation is 
completed through the use of simple least squares. Secondly, they provide appropriate 
inference, either individual or joint, that does not require asymptotic delta-method 
approximations or other numerical techniques for its calculation. Thirdly, they are robust to 
misspecification of the data generating process and they can easily accommodate 
experimentation with exceedingly non-linear specifications that are often impractical or 
infeasible in a multivariate context. Since local projections can be estimated by univariate 
equation methods, they can be easily calculated with available standard regression 
packages and finally become a natural alternative to estimating impulse responses from 
VAR models. Regarding their predictability, their use in every forecast horizon under 
investigation is preferable as they match both design and evaluation. However, a typical 
impulse response instead constitutes a function of forecast at increasingly distant horizons, 
and therefore misspecification errors are compounded with the forecast horizon. 
Despite the fact that the case of local projection method seems to be the ideal 
approach for the investigation of causality linkages, the existence of linearity in this case is a 
constraining factor regarding the use of local projections. In a traditional multivariate 
model-based setting, the investigation of non-linearities is limited by some considerations 
including the ability of estimation of a nonlinear system of equations with its inherent 
computational difficulties, the complexity in generating multiple-step ahead forecasts from 
a multivariate non-linear model and the complication in computing appropriate standard 
errors for multiple step-ahead forecasts, and thus the impulse responses. Thus, the natural 
aftereffect is the exploration of alternative ones based on local projections instead of the 
common ones which are characterized by misspecification and problematic forecasting 
abilities. 
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All these aforementioned tests constitute checking procedures of the existence of 
causality that are valuable for the purposes of this paper. Despite their remarkable 
differences, they commonly check the basic assumption of causality and try to interpret 
every potential linkage among the variables adopting both a time and frequency framework. 
Thus, the empirical part that follows will explain the contribution of all this progressive 
analysis in an attempt to define potential causality among crude oil prices, investors’ 
sentiment, S&P500 and CAPE. 
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4. Data sources & empirical analysis 
For the purposes of empirical analysis some time-series data will be used concerning the 
economy of the U.S. and covering the time period January 1986 - March 2015 with regard to 
the availability of the data. A monthly frequency has been chosen as it much more 
convenient for the prosecution of comparisons among different time-periods. More 
specifically, for the Crude Oil Prices we use West Texas Intermediate (WTI) - Cushing, 
Oklahoma crude oil prices measured in American dollars per barrel and obtained from the 
Federal Reserve Bank of St. Louis. Stock Returns are expressed through the S&P 500 stock 
index originating from the Robert Shiller database. Both the nominal values of the variables 
are made real through the use of the monthly seasonally adjusted Consumer Price Index 
(CPI) of the USA as deflator derived from the Federal Reserve Bank of St. Louis and covering 
also the same time period of examination. The reason to choose S&P 500 stock index in 
order to characterize stock returns is that it is considered the best single benchmark of the 
US stock markets since its release in 1957 according to Arouri et al. (2011). The introduction 
of the two intermediate causes will further expand the initial analysis to a multivariate one. 
Regarding the values of the two intermediate variables these are Investors’ Sentiment 
coming from the Baker and Wurgler Journal1 (2007), whereas Cyclically Adjusted Price 
Earnings Ratio widely known as (CAPE) is also obtained from the Robert Shiller database. 
Due to the fact that the two intermediate variables are indexes and thus real terms, no 
transformation process is here required. All of the data will be used in the form of levels and 
growths when required, as well as expressed in tables, graphs etc. 
 
 
 
 
 
 
 
 
 
 
                                                          
1Investor Sentiment in the Stock Market. Journal of Economic Perspectives vol. 21(2), spring 2007p. 
129-152. 
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For the purposes of empirical analysis E-Views and Gauss software will be extensively used. 
Through these programs the aforementioned methodological parts will be practically 
investigated running regression-procedures and finally concluding to a range of significant 
findings with regard to the potential relationships among the associated variables. Thus, all 
data, tables, graphs and practical results that are as detailed below, arise from both these 
two software. 
The order of integration is the first matter to be broadly examined. A common and 
easy way to check for the presence of stationarity among the variables is the use of the 
correlogram, which consists both of the autocorrelation function (ACF) and the partial 
autocorrelation function (PACF). Before the econometrical analysis of ACF and PACF of the 
model, it is important to provide some basic information about their meaning.  
ACF measures the strength and the duration of memory of one time-series. In other 
words it counts the average correlation between two observations (one today and one 
yesterday). The major application of autocorrelation plotting is to check the randomness of 
the data set. The idea is that if the autocorrelations are near zero for any and all time lags, 
then, the data set is consequently random. PACF on the other hand measures the 
correlation between an observation k period-s ago and the current one, after controlling for 
all the intermediate lagged observations. The PACF plot or partial correlogram is commonly 
used for model identification in Box-Jenkins models. 
If a time-series is stationary, the variables move around a standard mean 
irrespectively of the time and the variance remains constant. In the case of autocorrelation, 
it is a fact that the stationary series approaching zero in a quick rate, whereas the non-
stationary ones in a relatively slow, as long as the number of lags steadily increases. The 
structure of the following graphs of ACF and PACF constitutes a signal of the non-
stationarity of the variables, as long as they present a quite slow diminishing rate. The slow 
change of the ACF illustrates the fact that the time-series is forgetting slowly in every case, 
so the memory of every model is strong. Moreover, the existence of the probability equals 
to zero in all of the cases represents that everything in the model is significant. 
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Figure 1.Correlogram of Real Crude Oil Prices 
 
Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob
1 0.985 0.985 343.46 0.000
2 0.959 -0.37... 669.90 0.000
3 0.928 -0.06... 976.22 0.000
4 0.896 0.052 1262.7 0.000
5 0.865 0.040 1530.9 0.000
6 0.839 0.073 1783.5 0.000
7 0.819 0.168 2025.3 0.000
8 0.804 -0.00... 2259.0 0.000
9 0.792 -0.03... 2486.2 0.000
1... 0.781 0.031 2707.8 0.000
1... 0.770 -0.01... 2923.8 0.000
1... 0.759 0.005 3134.1 0.000
1... 0.747 0.038 3338.5 0.000
1... 0.738 0.131 3538.6 0.000
1... 0.731 0.016 3735.6 0.000
1... 0.727 0.049 3931.1 0.000
1... 0.725 0.023 4126.1 0.000
1... 0.723 -0.03... 4320.8 0.000
1... 0.722 0.041 4515.5 0.000
2... 0.721 0.015 4709.8 0.000
2... 0.718 0.028 4903.5 0.000
2... 0.713 -0.08... 5094.7 0.000
2... 0.705 0.030 5282.7 0.000
2... 0.698 0.039 5467.3 0.000
2... 0.692 0.059 5649.3 0.000
2... 0.683 -0.16... 5827.4 0.000
2... 0.676 0.135 6002.1 0.000
2... 0.669 -0.03... 6173.8 0.000
2... 0.663 0.010 6342.7 0.000
3... 0.657 0.042 6509.4 0.000
3... 0.650 -0.07... 6673.0 0.000
3... 0.643 -0.00... 6833.5 0.000
3... 0.635 0.016 6990.6 0.000
3... 0.626 -0.05... 7143.6 0.000
3... 0.615 -0.01... 7292.1 0.000
3... 0.604 -0.01... 7435.8 0.000 
 
 
 
Figure 2.Correlogram of Real S&P 500 
 
Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob
1 0.986 0.986 344.16 0.000
2 0.970 -0.07... 678.34 0.000
3 0.955 0.022 1003.1 0.000
4 0.939 -0.03... 1318.2 0.000
5 0.923 -0.02... 1623.3 0.000
6 0.907 0.002 1918.6 0.000
7 0.890 -0.03... 2204.1 0.000
8 0.874 0.005 2479.9 0.000
9 0.856 -0.06... 2745.4 0.000
1... 0.838 -0.01... 3000.3 0.000
1... 0.820 0.005 3245.2 0.000
1... 0.802 -0.01... 3480.2 0.000
1... 0.783 -0.02... 3705.2 0.000
1... 0.766 0.011 3920.7 0.000
1... 0.748 -0.01... 4127.0 0.000
1... 0.731 0.005 4324.4 0.000
1... 0.713 -0.03... 4512.7 0.000
1... 0.695 0.023 4692.6 0.000
1... 0.678 -0.01... 4864.3 0.000
2... 0.661 -0.01... 5027.8 0.000
2... 0.644 -0.01... 5183.4 0.000
2... 0.627 0.001 5331.3 0.000
2... 0.609 -0.04... 5471.5 0.000
2... 0.592 0.012 5604.2 0.000
2... 0.575 0.005 5730.0 0.000
2... 0.559 0.009 5849.3 0.000
2... 0.544 0.027 5962.6 0.000
2... 0.531 0.033 6070.7 0.000
2... 0.517 -0.00... 6173.7 0.000
3... 0.503 -0.04... 6271.5 0.000
3... 0.489 -0.02... 6363.9 0.000
3... 0.475 0.024 6451.4 0.000
3... 0.462 0.017 6534.6 0.000
3... 0.450 0.009 6613.6 0.000
3... 0.437 -0.04... 6688.4 0.000
3... 0.423 -0.04... 6758.6 0.000 
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Figure 3.Correlogram of Investors’ Sentiment 
 
Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob
1 0.988 0.988 345.78 0.000
2 0.974 -0.12... 682.55 0.000
3 0.960 0.034 1010.9 0.000
4 0.946 -0.01... 1330.7 0.000
5 0.932 -0.02... 1641.9 0.000
6 0.917 -0.05... 1943.8 0.000
7 0.901 -0.00... 2236.4 0.000
8 0.886 -0.01... 2519.9 0.000
9 0.869 -0.08... 2793.2 0.000
1... 0.850 -0.03... 3055.8 0.000
1... 0.832 -0.00... 3307.9 0.000
1... 0.813 -0.02... 3549.5 0.000
1... 0.794 -0.02... 3780.5 0.000
1... 0.775 0.011 4001.1 0.000
1... 0.756 0.017 4212.0 0.000
1... 0.739 0.041 4414.1 0.000
1... 0.721 -0.05... 4607.0 0.000
1... 0.702 -0.01... 4790.6 0.000
1... 0.683 -0.04... 4964.7 0.000
2... 0.664 -0.01... 5129.7 0.000
2... 0.644 -0.01... 5285.6 0.000
2... 0.625 -0.02... 5432.6 0.000
2... 0.604 -0.04... 5570.5 0.000
2... 0.584 -0.01... 5699.5 0.000
2... 0.563 -0.00... 5820.1 0.000
2... 0.542 -0.02... 5932.3 0.000
2... 0.523 0.040 6036.8 0.000
2... 0.504 0.040 6134.4 0.000
2... 0.486 -0.02... 6225.3 0.000
3... 0.467 -0.01... 6309.6 0.000
3... 0.448 -0.03... 6387.2 0.000
3... 0.429 0.034 6458.8 0.000
3... 0.412 0.026 6525.0 0.000
3... 0.396 0.008 6586.2 0.000
3... 0.378 -0.05... 6642.3 0.000
3... 0.360 -0.04... 6693.3 0.000 
 
Figure 4.Correlogram of Cyclically Adjusted Price Earnings Ratio 
 
 
 
 
Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob
1 0.963 0.963 328.00 0.000
2 0.923 -0.04... 630.60 0.000
3 0.882 -0.04... 907.79 0.000
4 0.840 -0.04... 1159.7 0.000
5 0.788 -0.15... 1382.1 0.000
6 0.735 -0.04... 1576.2 0.000
7 0.678 -0.08... 1741.7 0.000
8 0.606 -0.24... 1874.2 0.000
9 0.537 0.018 1978.5 0.000
1... 0.469 -0.02... 2058.5 0.000
1... 0.397 -0.11... 2115.8 0.000
1... 0.317 -0.12... 2152.4 0.000
1... 0.247 0.091 2174.8 0.000
1... 0.182 0.006 2187.0 0.000
1... 0.115 -0.02... 2191.8 0.000
1... 0.055 0.037 2192.9 0.000
1... -0.00... 0.003 2192.9 0.000
1... -0.05... -0.02... 2194.0 0.000
1... -0.10... -0.02... 2198.3 0.000
2... -0.14... 0.043 2206.4 0.000
2... -0.18... 0.037 2218.6 0.000
2... -0.20... 0.063 2234.6 0.000
2... -0.23... -0.06... 2254.8 0.000
2... -0.24... 0.059 2277.4 0.000
2... -0.25... -0.05... 2302.8 0.000
2... -0.27... -0.08... 2331.3 0.000
2... -0.27... 0.054 2360.7 0.000
2... -0.27... 0.017 2389.6 0.000
2... -0.26... -0.00... 2417.5 0.000
3... -0.25... 0.057 2443.3 0.000
3... -0.24... -0.02... 2466.1 0.000
3... -0.23... -0.08... 2486.8 0.000
3... -0.21... 0.092 2504.6 0.000
3... -0.19... -0.01... 2519.2 0.000
3... -0.16... 0.022 2530.3 0.000
3... -0.14... 0.011 2538.8 0.000
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An additional way to keep the assumption of stationarity in check in a primary stage 
is the examination of the variables’ trends, using their graphical presentation as follows. 
Regarding the existence of a clear trend, it is observed that all variables clearly present a 
trend, as they never return on their hypothetical mean which is also a supplemental 
indication of non-stationarity. 
 
Figure 5. Real Crude Oil Prices 
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Figure 6. Real S&P 500  
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Figure 7. Investors’ Sentiment 
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Figure 8. Cyclically Adjusted Price Earnings Ratio (CAPE) 
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Taking a look at the graphs above a first indication of cointegration may also arise. 
Three of the four associated variables although non-stationary (at the first sight) seem to 
move in accordance with the others. Thus, S&P500 prices, investors’ sentiment and CAPE 
develop similarly through the years appearing common increases and drops in a common 
way and at the same time-periods. A complete opposite behavior is observable in crude oil 
prices, which actually take low values when the values of all the remaining variables are 
increased and vice versa.  
 
32 
 
A strong evidence of this differentiation is the fact that when crude oil prices were 
remarkably low (period of 1998-2000), the remaining variables were the most increased. 
Taking a quick look at the history, it is known that during 1998 the oil consumption in the 
area of Asian Pacific declined remarkably for the first time since 1982. Thus, the 
combination of lower oil consumption and higher OPEC production in this period sent prices 
into an unprecedented downward spiral. Accordingly, in 2008 so the time after the 
beginning of the longest U.S. recession and the huge increases of the oil demand emerging 
from Asia, when the prices of crude oil soared, the values of the other variables moved in an 
opposite way, so they eliminated. This first view is significant evidence that the variables are 
highly cointegrated. More specifically, the correlation among crude oil prices and the other 
ones is negative whereas the correlation among the other ones is positive, as they move 
similarly. Thus, the initial indication of cointegration is further amplified. However, this 
conclusion is not absolutely correct as more accurate testing procedures for the verification 
of this first evidence are in every case required. 
According to the previously implemented Unit Root and Stationarity Tests, the initial 
assumption of non-stationarity in level-terms is validated through the ADF test and further 
amplified through the PP and the DF-GLS test subsequently. Presenting all the same 
assumptions under investigation, ADF PP and DF-GLS tests check if the p value of each 
regression is greater than the critical value of 0.05. In case p is lower than 0.05, then 
stationarity is assumed and vice versa. Furthermore, the tests check the t-statistic values at 
1%, 5% and 10% level of significance whether it more or less negative than the critical p 
value. In case the t-statistic is not more negative than the critical value, then, the null 
hypothesis of non-stationarity cannot be rejected.  
Clearly all associated variables seem to be integrated of order of one, regardless of 
the inclusion of the time trend. This means that in every distinct case, the null hypothesis of 
non-stationarity cannot be rejected. The results for all the variables are analytically 
presented as follows:2 
 
 
                                                          
2 Provided that Y: Crude oil prices X: SP500, Z: Investors’ sentiment, E: CAPE and the comparison 
between t-stats and critical values proceed under the 1% confidence interval assumption. 
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For the ADF unit root test, it is observable that the p-values in all cases are higher than 0.05 
in level terms and the null hypothesis of no-stationarity is failed to be rejected. Thus, it can 
be easily understood that the variables have at least one unit root. Calculating now the first 
logarithmic differences, the condition of stationarity is generally accepted but not always at 
the same level of significance. Thus, an important note at this step is that finally the * 
condition is used for stationarity at 0.01 level of significance, ** is used if there is 
stationarity at the 0.05 significance level and *** if there is stationarity at the 0.10 
significance level. 
 
Table 2. PP Unit Root Test 
 
variables 
Level-terms First Differences 
No-trend Trend  No-trend Trend  
p-value p-value p-value p-value 
Y 0.2659 0.0790 0.0001* 0.0011* 
X 0.7547 0.7277 0.0030* 0.0175* 
Z 0.0195 0.0709 0.0000* 0.0000* 
E 0.3367 0.7350 0.0014* 0.0089* 
 
 
 
Table 1. ADF  Unit Root Test 
 
variables 
Level-terms First Differences 
No-trend Trend  No-trend Trend 
p-value p-value p-value p-value 
Y 0.1280 0.0604 0.0006* 0.0048* 
X 0.8062 0.7925 0.0791*** 0.2486*** 
Z 0.0917 0.2664 0.0000* 0.0000* 
E 0.3688 0.7573 0.0514*** 0.1694*** 
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Regarding the PP unit root test, p-values in all cases are shown to be higher than 
0.05, so non-stationarity is accepted in all level-terms and stationarity for all the cases of 
first differences, considering the opposite scenario, as it is previously analytically described. 
Regarding the use of * applies the previous annotation. 
 
Table 3. GLS-DF Unit Root Test 
 
Variables 
Level-terms First Differences 
No-trend Trend  No-trend Trend  
t-stat t-stat t-stat t-stat 
Y -2.420>-2.571 -2.791>-3.474 -2.570>-2.572** -2.326<-3.472** 
X 0.751>-2.571 -1.615>-3.474 -1.673>-2.572** -8.931< -3.472* 
Z -1.955>-2.571 -2.557>-3.474 -19.32<-2.572* -13.55<-3.472* 
E -0.466>-2.571 -1.234>-3.474 -1.374>-2.572** -9.104<-3.472* 
 
For the case of DF-GLS test, no p-values are provided so we have to reach a 
conclusion about stationarity or not making a comparison of the t-statistics with 
corresponding test critical values. The selected level of significance is the 1%. So, with 
regard to the level-terms no-stationarity is widely accepted. In first differences appear some 
cases where no-stationarity is noticed, something contrary to the econometric theory of 
stationarity analysis. This discordance is only related with the selected confidence level 
(here 1%), whereas in the other confidence levels (5 & 10% for example) the results are as 
anticipated, thus, stationary is recognized for all tests in first differences. The cases with * in 
growths are again these where the null hypothesis is rejected. So, the following annotation 
applies to the previous table and: * is used if there is stationarity at the 0.01 significance 
level, ** at the 0.05 significance level and *** at the 0.1 significance level. 
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The KPSS test constitutes also a corroboration of the conclusions arising from the 
previous Unit Root Tests, as it is presented forwards. 
Table 4. KPSS Stationarity Test 
 
variables 
Level-terms First Differences 
No-trend Trend  No-trend Trend  
t-stat t-stat t-stat t-stat 
Y 1.677>0.739 0.405>0.216 0.115<0.739*  0.083<0.216* 
X 1.455>0.739 0.263>0.216 0.116<0.739*  0.092<0.216* 
Z 0.288<0.739 0.106<0.216 0.211<0.739*  0.065<0.216* 
E 0.522<0.739 0.391>0.216 0.065<0.739*  0.091<0.216* 
 
What can be evident from the above tables is the general acceptance of the null 
hypothesis of non-stationarity for the case of level-terms whereas for the case of first 
logarithmic differences (growths) the stationarity dominates, despite the fact that in some 
cases the results are not in accordance with the theory of stationarity in econometrics. The 
general conclusion is that no-stationarity appears in level-forms whereas stationarity 
conjures in growths. Regarding the use of * applies again the previous annotation. 
To the same conclusion as previously contributes also the ZA test. Thus, the 
following table is provided. 
Table 5. ZA Unit Root Test 
 
variables 
Level-terms First Differences 
No-trend Trend  No-trend Trend  
t-stat t-stat t-stat t-stat 
Y -5.78<-5.34 -5.55>-5.57 -6.17<-5.34* -6.17<-5.57* 
X -2.59>-5.34 -2.86>-5.57 -5.04>-5.34** -5.05>-5.57** 
Z -4.33>-5.34 -4.33>-5.57 -19.5<-5.34* -19.6<-5.57* 
E -2.93>-5.34 -3.54>-5.57 -5.21>-5.34** -5.20>-5.57** 
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Worth to note is that the ZA Test offers one addition important contribution to our 
analysis, which is the examination of the presence of the structural breaks. Failure to 
account for structural breaks may lead to incorrect inferences regarding the validity or 
otherwise of the expectations hypothesis. Thus, according to the table provided, the case of 
the crude oil prices is the only one where the given t-stat (-5.78) is greater than the 
corresponding critical value (-5.34) in absolute values and assuming 1% level of significance. 
This is why the null hypothesis of a unit root with structural break in the intercept is here 
rejected. In all the other cases the null hypothesis of a unit root with structural break is 
accepted. Hence, the general result arising according to this test is that no-stationarity with 
the common presence of structural breaks happening at an unknown time is acknowledged 
in level-forms, whereas stationarity is accepted in the first differences. Again the following 
annotation applies to the graph and: * is used if there is stationarity at the 0.01 significance 
level, ** at the 0.05 significance level and *** at the 0.10 significance level. 
A look at the following figures constitutes a verification of the fact that structural 
breaks appear at a specific time in the past. The interpretation of their existence is also 
provided. 
 
 Figure 9. Zivot Andrews:  Crude Oil Prices           3 Figure 10. Zivot Andrews:  S&500 
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3Given that the horizontal axis measures years and the vertical axis measures t-statistic values 
Political instability in 
oil producing nations 
Sharp downturn 
of stock-prices 
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 Figure 11. Zivot Andrews:  Sentiment                      Figure 12. Zivot Andrews:   CAPE 
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Returning back to the issue of stationarity, in order to prove the existence of 
stationarity (as it is previously analytically described), the calculation of the first logarithmic 
differences (growths) and more specifically the annualized growths in our case is essential. 
The calculation of the annualized growths of the variables is based on the following formula: 
( 12)
_
( 12)
Y Y
Growth Y
Y
 


 
Given that Growth_Y is the first difference of the variables, Y is the current value, whereas 
Y-12 is the corresponding value 12 months earlier. 
The main contribution of the growth-implementation is the stationarity condition of 
the model that ensures the validity of the causality-testing that follows. Stationarity is a 
basic assumption of causality analysis and one additional reason for the calculation of the 
first differences of the variables. 
For the further verification of the fact that the first logarithmic differences of the 
variables are stationary a quite simple procedure is taking a look at the structure of their 
graphs. Through the following graphs it is evident that the variables are stationary as they 
move around their mean and having no specific trends. 
 
 
Investing 
bubbles 
Inflation rises & 
market-prices 
are volatile 
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Figure 13. Real Crude Oil Prices (Growth) 
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Figure 14. Real S&P 500 values (Growth) 
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Figure 15. Investors’ Sentiment (Growth) 
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Figure 16. Cyclically Adjusted Price Earnings Ratio (Growth) 
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Introducing now the investigation of the potential causal linkages among variables 
Toda-Yamamoto Causality Test is implemented. Toda-Yamamoto Test is generated assuming 
both a tetravariate and a trivariate framework and taking the assumption of linearity into 
consideration. Thus, the potential channels of causality running among variables will be 
investigating as presented in the following outline: 
 
Figure 17. Tetravariate Causality Channels 
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Figure 18. Trivariate Causality Channels 
 
 
 
 
 
 
 
With regard to the technical part of analysis, the Toda Yamamoto test entails the 
construction of a VAR model including all the associated variables (4 in the case of trivariate 
and 3 for the two trivariate model) of the causality chain, where for the calculation of the 
lag intervals the current lag length should be augmented by the maximum order of 
integration (one in our case). Then, the system of the variables should be accordingly 
constructed and finally the Wald test is calculated according to the selected restrictions in 
each case.  
After the implementation of the suitable restrictions, the hypothesis that should be 
checked is the null hypothesis of no-causality and the alternative of causality among the 
variables. For the case of the tetravariate model, the individual causality channels of the 
diagrammatically presented combinations should be checked. Thus the results emerging 
from the testing-procedure are the following: 
 
Table 6. Tetravariate Framework 
Causality Channels Probability Results 
Crude Oil Prices cause Investors’ Sentiment 0.3115  No causality 
Crude Oil Prices cause CAPE 0.2713 No causality 
Crude Oil Prices cause S&P 500 0.1446 No causality 
Investors’ Sentiment causes S&P 500 0.0057 Causality 
CAPE causes S&P 500 0.2798 No causality 
 
Following exactly the same procedure but now adopting a trivariate framework the two 
possible scenarios of the trivariate model are described as forwards: 
Crude Oil 
Prices 
CAPE 
S&P 
500 
Crude Oil 
Prices 
S&P 500 
S&P 
500 
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Table 7. Trivariate Framework 
Causality Channels Probability Results 
Crude Oil Prices cause CAPE (with CAPE auxiliary) 0.2258 No causality 
CAPE causes S&P500 (with CAPE auxiliary) 0.1408 No causality 
Crude Oil Prices cause S&P 500 (with CAPE auxiliary) 0.1227 No causality 
Crude Oil Prices cause Investors’ sentiment (with sent. 
auxiliary) 
0.4143 No causality 
Investors’ sentiment causes S&P 500(with sent. auxiliary) 0.0025 Causality 
Crude Oil Prices cause S&P 500 (with sent. auxiliary) 0.2227 No causality 
 
Taking into consideration the comparison of the test-stats of every individual case with the 
given p values and the criterion that if p value is greater than 0.05, then, the null hypothesis 
of no causality is failed to be rejected. Thus, no causality among the variables is assumed. 
The alternative case is this of the causality running from investors’ sentiment to S&P500 
(both in a tetravariate and trivariate framework), as p values in both cases are lower than 
0.05, which is the given critical value. 
 
As previously analytically described Breitung and Candelon test is an additional way 
to check for potential causal linkages among variables, now in a frequency domain. For the 
empirical purposes of this test the Gauss program is extensively used. The testing procedure 
of this test requires the Gauss code that allows us to run the model assuming every time 
different causality-directions and different associated variables. Thus, a tetravariate and two 
trivariate framework will be used in an attempt to investigate the potential causal linkages 
among the components at the 5% level of significance, choosing again the same causality 
combinations as previously. 
The findings emerging from the testing-procedure are the following: 
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Tetravariate causality chains – B&C Test for Causality 
 
Figure 19. Crude Oil Prices cause CAPE              Figure 20. Crude Oil Prices cause Sentiment 
0
1
2
3
4
5
6
7
0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 3.2
Statistic's
  value
(0,π] frequency
2.64
2.74
  
0
2
4
6
8
10
12
14
0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 3.2
Statistic's
  value
(0,π] frequency
0.21 1.45 2.43
 
 
Figure 21. Crude Oil Prices cause S&P500           Figure 22. CAPE causes S&P500 
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Figure 23. Sentiment causes S&P500 
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According to Figure 19, Crude Oil Prices have some predictive power on CAPE only 
in one period, something to be also evident in the case of Crude Oil Prices and S&P500 in 
Figure 21. For the calculation of the periods in every different causality association the 
following formula is assumed: 
2*
t



 
Thus, in the case of crude oil prices and CAPE predictability exists between 2.29 and 
2.38 months ahead. Accordingly, in the case of crude oil prices and S&P500, predictability is 
assumed for the same wavelength. In both these cases predictive power running from the 
one variable to the other has short-term characteristics. Crude oil prices are also able to 
forecast investors’ sentiment and predictability is accepted for wavelengths more than 29.9 
months ahead, as well as for wavelength between 2.58 and 4.33 months ahead. A common 
double predictive possibility is evident for the case of CAPE and S&P500, in which 
relationship forecasting ability exists for the wavelengths between 8.15 and 31.4 and 
between 3.19 and 3.88 months ahead. Hence, in both these cases predictability dominates 
both short/medium to long term. Finally, Figure 23 reveals that no predictability is approved 
to emerge from investors’ sentiment to S&P500 whatsoever. 
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Trivariate causality chains (Sentiment as intermediate) - B&C Test for Causality 
 
Figure 24. Sentiment causes S&P500                   Figure 25. Crude Oil Prices cause Sentiment 
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Figure 26. Crude Oil Prices cause S&P500 
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Investigating now the potential causality linkages in a trivariate framework and 
taking into consideration the previous formula and a level of significance equal to 5% the 
following conclusions may arise. The intermediate cause in this first trivariate approach is 
investors’ sentiment. 
A simple look to Figures 24 and 26 leads to the conclusion that no causality channels 
exist between investors’ sentiment and S&P500, as well as between crude oil prices and 
S&P500. In such a way, no predictability in a significant manner is assumed between them. 
However, a strong evidence of causality appears in Figure 25 where causality running from 
crude oil prices to sentiment is examined. Here, predictive power exists for wavelengths of 
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more than 24.15 months ahead and between 2.56 and 4.24 months ahead. The forecasting 
ability dominates in the medium to long term time period. 
Trivariate causality chains (CAPE as intermediate) - B&C Test for Causality 
 
    Figure 26. CAPE causes S&P500                              Figure 27. Crude Oil Prices cause CAPE 
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Figure 28. Crude Oil Prices cause S&P500 
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The second trivariate approach, given that CAPE constitutes the intermediate cause 
under examination, approves that causality channels exist in all of the directions. In this 
way, predictive power running from CAPE to S&P500 is evident between 8.97 and 34.88, as 
well as 3.22 and 3.87 months ahead. For the second case of crude oil prices and CAPE, 
forecasting ability is noticed between 3.76 and 4.33, as well as between 2.79 and 2.98 
months ahead and for wavelength of more than 34.88 accordingly. The last Figure 28 
reveals predictability running from crude oil prices to S&P500. As a result, predictability is 
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noticed for wavelengths of more than 34.88 months ahead, as well as for wavelengths 
between 3.73 and 4.24 months ahead, also for wavelengths between 2.82 and 2.97. In all 
these cases the significance of predictability is so high that can be evident both short and 
long term. 
Worth noting in this step is the fact that both these causality procedures give rise to 
completely different results with regard to the causality channels that exist among the 
variables. This finding is not a total surprise due to the big fundamental difference between 
the two approaches that the Toda and Yamamoto one is examined in the time domain, 
whereas in the B&C there is a remarkable change to the frequency domain. Thus, to some 
extent, this strong differentiation is anticipated, taking into account the different 
methodological framework of these approaches.  
The next step of analysis incorporates the approach of impulse responses in an 
attempt to investigate the association between a shock happening randomly on the causal 
variable and the corresponding response of it on the target variable. The results of this 
additional causality approach are as follows: 
 
Tetravariate causality chains – Common Impulse response Test for Causality 
 
Figure 29. Crude Oil Prices cause S&P500          Figure 30. Crude Oil Prices cause Sentiment 
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Figure 31. Crude Oil Prices cause CAPE                Figure 32. Sentiment causes S&P 500      
-.028
-.024
-.020
-.016
-.012
-.008
-.004
.000
.004
.008
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Periods in months
CAPE
        
-.0100
-.0075
-.0050
-.0025
.0000
.0025
.0050
.0075
.0100
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Periods in months
S&P500
 
 
Figure 33. CAPE causes S&P 500 
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Regarding Figures 29 and 31, it is evident that an impulse on crude oil prices has a 
negative impact on CAPE and S&P500, however this effect is statistically insignificant. In the 
same manner, S&P500 is influenced by Sentiment and CAPE (Figures 32 and 33), firstly 
positively and later on negatively. Yet, this effect is insignificant. A more complicated result 
is observed in Figure 30, in which a sudden shock in crude oil prices has a significant and 
negative response on investors’ sentiment for the first 10 periods, whereas after that the 
response is insignificant (yet negative) until it finally fades away. 
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Trivariate causality chains (Sent. as intermediate)– Common Impulse response Test for 
Causality 
 
Figure 34. Sentiment causes S&P 500                  Figure 35. Crude Oil Prices cause Sentiment 
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Figure 36. Crude Oil Prices cause S&P500 
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Adopting now a trivariate framework with investors’ sentiment as an auxiliary 
variable, the results are more or less the same. Here, sentiment causes S&P500 
insignificantly and in a negative manner. Secondly, the influence of crude oil prices on 
S&P500 is insignificant and positive at the early stage (covering the period between 2 and 5 
months ahead), whereas later on it turns out to be negative and insignificant accordingly. 
Last but not least, a result of great significance is observed in Figure 35, where investors’ 
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sentiment is affected negatively from crude oil prices during the first 10 months. For the 
rest of the period the response is insignificant and negative. 
Trivariate causality chains (CAPE as intermediate) - Common Impulse response Test for 
Causality 
 
Figure 37. CAPE causes S&P 500                             Figure 38. Crude Oil Prices cause CAPE 
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Figure 39. Crude Oil Prices cause S&P 500 
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In the above case of trivariate causality, with CAPE as an intermediate variable, the 
common result is that all impulses have an insignificant effect on the respective target 
variables. More specifically, in Figures 38 and 39 the response is for the whole length 
negative, while in Figure 37 it is positive for the first 10 months ahead and turns out to be 
negative as well for the rest periods respectively. 
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The last part of the analysis is based on the Jorda impulse responses. The impulses are 
applied on the same models as before and the results are presented below. 
Tetravariate causality chains–Jorda Impulse response Test for Causality 
 
Figure 40. Crude Oil Prices cause S&P500        Figure 41. Crude Oil Prices cause Sentiment 
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Figure 42. Crude Oil Prices cause CAPE                   Figure 43. Sentiment causes S&P 500      
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Figure 44. CAPE causes S&P 500 
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Introducing now impulse responses with local projections, Figures 42 and 44 
indicate that a sudden change of crude oil prices will result in a negative significant impact 
on S&P500 only between 11 and 18months ahead for the first case. Subsequently, a change 
of CAPE on S&P 500 between 7 and 15 months ahead for the second. A common situation 
as this of Figure 42 occurs in Figure 40, where the effect of a change in crude oil prices to 
S&P500 is same, with the only difference that it is always insignificant. Taking now a look on 
Figure 43, it is obvious that the response of S&P500 due to an impulse on sentiment is 
insignificant and negative at the early stage whereas positive at the rest. Finally, Figure 41 
describes the case when the response is negative for the first 15 periods, but significant only 
between 2 and 4 months ahead.  
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Trivariate causality chains (Sent. as intermediate)–Jorda Impulse response Test for 
Causality 
 
Figure 45. Sentiment causes S&P 500                 Figure 46. Crude Oil Prices cause Sentiment 
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Figure 47. Crude Oil Prices cause S&P500 
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In Figures 45, an insignificant response of S&P500 is noticed from a shock happening 
on sentiment. Regarding the sign of the effect it is negative for the first 12 months ahead 
and positive for the rest. A completely opposite situation occurs in Figure 47 where the 
change of sign happens around the eighth month. Last but not least, crude oil prices cause 
sentiment in 3 to 4 months ahead in a significant and negative manner. 
 
 
 
53 
 
Trivariate causality chains (CAPE as intermediate)– Common Impulse response Test for 
Causality 
 
Figure 48. CAPE causes S&P 500                          Figure 49. Crude Oil Prices cause CAPE 
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Figure 50. Crude Oil Prices cause S&P 500 
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Concluding with the last trivariate approach, it is obvious in Figure 48 that a 
significant but negative impact running from CAPE to S&P500 exists between 8 and 14 
months ahead, whereas in Figure 49 the same result occurs with regard to the response of 
CAPE to crude oil prices shock covering the period between 13 and 17 months ahead. 
Finally, no significant causal response is observed from a shock in crude oil prices to 
S&P500, whatsoever. 
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Investigating now the degree of reliability of the two latter procedures, there is a 
primary distinction between them with the regard to the time that intervenes until a 
random impulse needs for a corresponding response on a target variable. In other words, in 
common impulse response in case a significant relationship is observed, the results are 
immediate in the common impulse response, whereas in the impulse response by Jorda 
there is always a lagged response. This is actually an important notification taking into 
consideration that in most of the macroeconomic variables, changes cannot be transferred 
to the target variables in the same time when an actual shock or crisis happens. In such a 
manner a lagged response is remarkable and the approach of Jorda impulse response seems 
to be more useful. 
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5. Conclusions 
Over the years there are many papers investigating the causal linkages between crude oil 
prices and stock returns in different markets of the world following a bivariate approach 
with the objective to overcome this limitation and expand the analysis using a multivariate 
framework. A multivariate framework of analysis contributes to the investigation and 
interpretation of these aforementioned linkages introducing two intermediate causes which 
are investors’ sentiment and cyclically adjusted price earnings ratio (CAPE). In such a case 
causality channels among variables are interpreted through the influence of the auxiliary 
variables that interact in a multidirectional manner. Thus, the actual effects in economy due 
to this interaction that takes place both in a tetravariate and a trivariate way reveal at the 
same time important findings about their general behavior. If the variables are examined as 
part of a broad relationship or differently a chain, through their causality linkages the real 
characteristics of them can be evident. This is actually the novelty of this paper.  
More specifically, in this paper the aforementioned causality channels are examined 
in two different ways. Having always a tetravariate and two trivariate frameworks in mind, 
the linkages among the variables are investigated both in the time domain implying the 
Toda and Yamamoto approach and in the time domain following the Breitung and Candelon 
approach. For the attainment of these causality checking procedures some basic 
econometric tests for integration such as ADF, PP, DF-GLS, ZA and KPSS test are initially 
required. Through this procedure and starting from the early stage of level-forms the 
selected variables are transformed into growths and thus in a stationary form so as to be 
able to used in the selected causality analyses.  
Regarding the findings emerging from these first causality tests there is not a clear 
view about their direction and their special characteristics. The main conclusion emerging 
from Toda and Yamamoto test is that the only causality channel among the associated 
variables is the one between investors’ sentiment and S&P500, both in a tetravariate and 
two trivariate approaches. As far as the Breitung and Candelon test is concerned, crude oil 
prices have some predictive power on CAPE, sentiment and S&P500 for different time-
lengths ahead and adopting every time a tetravariate framework of analysis. What is more a 
common type of relationship is acknowledged between CAPE and S&P500. Introducing now 
a trivariate approach causality channels run from crude oil prices to sentiment accepting 
sentiment as auxiliary variable, whereas using CAPE as intermediate, causality exists in all 
directions thus from CAPE to S&P500, crude oil prices to CAPE and crude oil prices to 
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S&P500. The forecasting ability dominates in every individual case from the medium to long 
term time period. 
A further investigation of the potential causality relationships among variables due 
to shocks happening on them is able using common impulse responses and impulse 
responses based on local projections based on the analysis of Jorda. Some of the findings of 
both these methods are in accordance with the previous outcomes whereas some others 
are quiet contradicting. Adopting again both a tetravariate and a trivariate approach the 
following results may arise. Worth noting in these two cases is the fact that whereas various 
causality linkages are acknowledged, only some of them are significant and thus important 
for the purposes of the analysis. To begin with, a significant response due to a sudden shock 
is evident between crude oil prices and investors’ sentiment in the first approach which is 
the one of common impulse responses. Here a change in crude oil prices has a significant 
and negative response on sentiment for the first 10 periods which turns out to be 
insignificant after it until it finally fades away. The same finding is observed in a trivariate 
approach with sentiment as intermediate. 
Continuing now to the case of impulse responses with local projections the results 
are more complicated as new responses to target variables due to changes of the impulse 
variables are acknowledged. Adopting initially a tetravariate framework, a sudden change of 
crude oil prices and subsequently a change of CAPE, result in a significant impact on 
S&P500. A negative response on sentiment due to changes in crude oil prices is significant in 
a trivariate framework with sentiment as intermediate. Finally, significant negative impacts 
running from CAPE to S&P500 and from crude oil prices shock to CAPE are observed in the 
last trivariate framework with CAPE as auxiliary. 
Taking all the previous results into consideration it is obvious that no clear view is 
discernible in the case of the causality relationships among variables. This is something 
already known from the existing literature and further amplified through this paper. 
However, worth to note is the fact that many causality linkages are acknowledged with the 
one or the other approach, a situation that indicates that all the associated variables are to 
some extend interacted. Thus, this econometric approach is an additional way to verify the 
initial topic under investigation that crude oil prices actually affect stock performance 
admittedly and in a broader perspective. 
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