Abstract. In 2003, A.J. Majda and J.A. Biello derived and studied the so-called reduced equations for equatorial baroclinic-barotropic waves, to which we refer as to the Majda-Biello system. The equations in question describe the nonlinear interaction of long-wavelength equatorial Rossby waves and barotropic Rossby waves with a significant midlatitude projection in the presence of suitable horizontally and vertically sheared zonal mean flows.
Introduction
The problem of short-time and long-time weather forecasts and the prediction of climate variations on seasonal, yearly and decade time scales is currently of great interest for both climatologists and meteorologists, as well as mathematicians and physicists. One of the recent discoveries in this field is the profound impact of variations in the tropics on long-range seasonal forecasting and climate on the entire globe. The problem of dynamics of the equatorial atmosphere is intensively studied e.g. in [1, 11, 14, 15, 16, 17, 18, 33] . In [16] , the so-called two-layer-equatorial β-plane equations (TLEPE) for the barotropic (propagating in the poleward direction) and baroclinic (i.e., trapped in the vicinity of and propagated along the equator) horizontal velocity and pressure have been derived. When the barotropicbaroclinic cross-interaction terms in the TLEPE equations are neglected, then these equations split naturally into nonlinear rotating 2D incompressible Euler equations for the barotropic flow and a rotating linear shallow-water system for the baroclinic mode (see e.g. [1, 14] ; cf. also [4] and references therein for nonlinear system describing shallow-water waves) respectively, the former possesing the wave-like solutions known as barotropic Rossby waves that travel northward and southward towards the midlatitudes and therefore are an interesting (and it is believed that main) engine for energy exchange between the tropics and extra-tropics, the latter possessing wave-like solutions that are trapped near the equator.
In [16] , the TLEPE equations (containing the cross-interactions terms) are studied, the so-called long-wave-scaled-equatorial baroclinic-barotropic equations (LWSEBB) are derived from them, and small-amplitude weakly nonlinear solutions of the LWSEBB equations in the form of an asymptotic expansion with parameters assuring the resonance of dispersionless packets are constructed. The solvability conditions yield the the reduced equations for equatorial baroclinic-barotropic waves, to which we hereinafter refer to as to the Majda-Biello system:
(1)
2 is a parameter depending on the meridional index m ∈ Z + (see e.g. [14] ), and u(x, t) and v(x, t) are functions that describe the amplitudes of the mentioned solutions of the LWSEBB equations. This KdV-like system describes the nonlinear resonant interaction between barotropic and baroclinic Rossby waves. The properties of the system (1) are studied in [1] and [16] , where several conservation laws are found and employed for the construction of a perturbed system. Note that an analytic solitary wave solution in the form sech 2 (ξ) for both components of (1) is found in [1] . In what follows we consider (1) for arbitrary real d unless otherwise explicitly stated. Quite a few third-order evolution systems, especially those arising in applications, including the celebrated Korteweg-de Vries equation, possess local or nonlocal Hamiltonian structures, cf. e.g. [7, 24, 27, 29, 34] and references therein. The system (1) is no exception: it is Hamiltonian (we refer the reader to [24] for details on the Hamiltonian formalism for PDEs), with an operator 
where u j (resp. v j ) denotes the jth derivative of u (resp. of v) with respect to the spatial variable x; u 0 ≡ u, v 0 ≡ v. The above means that the system (1) can be written as
where dx is understood as a formal integral in the sense of calculus of variations (see e.g. [6, 24] ) and the superscript T indicates the transposed matrix. For any functional F = f (x, t, u, v, . . . , u s , v r ) dx with a smooth density f its variational derivative is defined (see e.g. [24] ) as
Existence of the Hamiltonian operator implies (cf. e.g. [21, 22, 24] ) that an infinite set of standard obstacles for existence of infinitely many conservation laws of increasing order for (1) vanishes, thus leaving open the problem of description of a complete set of conservation laws for (1) .
Below we describe all generalized symmetries and all nontrivial conservation laws for the Majda-Biello system (1) .
First of all, we prove that this system for d = 0 is not symmetry integrable: it has no generalized symmetries of order higher than eight. This allows us to find all generalized symmetries for (1) with d = 0. Moreover, in fact by our Theorem 1 for d = 0 there exist just three symmetries of (1) , and all three are equivalent to the Lie point ones. Note that while using the general results from [19] on the integrability of systems from a certain class that includes (1) one could prove non-existence of timeindependent generalized symmetries for (1) of order greater than five, our result is stronger than that: it shows that the same holds true for any generalized symmetries of order greater than three including explicitly time-dependent ones.
Knowing all generalized symmetries in conjunction with the Hamiltonian operator D we obtain a complete description of the conservation laws for (1) in Theorem 2 below. It turns out that the only conserved functionals are the energy, the Hamiltonian functional and the functionals corresponding to the zonal averages, u(t) = u(x, t)dx and v(t) = v(x, t)dx. Our result provides inter alia a rigorous proof of the fact that the system (1) for d = 0 has just the conservation laws found by Majda and Biello in [1] and [16] .
Preliminaries
Below we work in the jet space J ∞ (π) where π : R 3 → R is a trivial bundle, with local coordinates respect to x up to order n. Recall [24] that a differential function is a function f that smoothly depends on t, x, u α 's (α = 1, 2) and a finite number of derivatives of u α 's with respect to x, i.e. there exists n ∈
is the maximal s ∈ N ∪ {0} such that ∂f ∂u α s = 0 for some α ∈ {1, 2} if f is not a quasiconstant function in the sense of [5] , i.e., a function depending only on x and t. If f is quasiconstant then ordf = −∞ by definition. If we are not interested in the differential order of a differential function, we write just
Consider a system of n-th order evolution equations of the form
where
T is a 2-tuple of explicitly time-independent differential functions. A 2-tuple of differential functions
, and D F is a 2 × 2 matrix differential operator with entries
is a generalized symmetry for the system (2) then the condition
holds identically. Here
is a matrix differential operator with the entries
is defined in a similar fashion, and [·, ·] is the usual commutator of operators. Remark 1. Note that from the computational point of view the necessary condition (4) on the symmetry Q = (Q 1 , Q 2 )
T for (2) is very often much more helpful than the corresponding relation from the very definition of a symmetry, see e.g. [22] for details.
A conservation law for (2) is (see e.g. [22, 24] ) the equation
which holds identically. The differential function ρ = ρ(x, t, u (l) ) (resp. σ = σ(x, t, u (s) )) is called the density (resp. the flux ) of the conservation law in question.
A functional F = f dx is called conserved if f is a density of a conservation law for (2) . A cosymmetry for (2) is (see e.g. [2] ) a q-component differential function G which satisfies the condition
is the formal adjoint of D F . It is well known (see e.g. [2] ) that if ρ is a conservation law density for (2), then δρ δu is a cosymmetry for (2).
Main results
Our goal in this section is to show that the system (1) with d = 0 has no generalized symmetries (including the time-dependent ones) of order greater than eight (in fact, for the cases d = 1/7 we find upper bounds for the order of symmetries lower than eight, see Proposition 1), and, based on this result, to describe all generalized symmetries and nontrivial conservation laws for (1) . Note that since the coefficients at the highest-order derivatives in (1) are constant, it is impossible, in contrast with [32] , to apply the method of [28] for establishing the nonexistence of higher-order symmetries for (1), so we employ a more direct approach based on Lemma 1. To simplify notation, throughout the proof the vector u = (u, v) T from the system (1) will be denoted by (u 1 , u 2 ) T .
Proof. First we derive a general formula (formula (8) ) that follows from Lemma 1 and which comes in more handy in course of the proof. To this end, suppose that there is a symmetry Q = (Q 1 , Q 2 ) T of order k ≥ k 0 > 0 for the system (1). Then, according to Lemma 1, the condition
where F = (F 1
T , holds identically. It can be readily verified that the operator on the right-hand side of (5) is a first-order matrix differential operator,
Therefore, all the matrix coefficients at D m x on the left-hand side of (5) with m ≥ 2 must be equal to zero; we will write this as
In order to obtain some information about Q 1 and Q 2 , let us equate the coefficients at D 
for the multiplication of two formal series R, S corresponding to differential operators
The formula (7) gives a formal series R · S that corresponds to a (pseudo)differential operator R • S: Note that in (7) we have
. Upon applying the transform in question to (6) the task of equating the coefficients at
on the left-hand side of (6) to zero reduces to that of equating to zero the coefficients at
. The formula (8) is just a polynomial in z with matrix coefficients, so that the task of equating its coefficients to zero can be performed e.g. using computer algebra software. We will now employ (8) to prove the statements (i)-(iii) from Proposition 1.
To prove (i), suppose that there is a symmetry Q = (Q 1 , Q 2 ) T of order k ≥ 7 for the system (1) with d = 0, 1/7, 1. Then the coefficients at z k+3 , z k+2 , . . . , z k−4 in the polynomial (8) must be equal to zero. For instance, the coefficients at z k+3 and z k+2 are equal to
respectively. Since d = 0, 1 by assumption, we obtain
can be recursively computed in a similar way by equating the coefficients at z k+3 , . . . , z k−3 to zero. Finally, if we equate the coefficient at z k−4 to zero, we obtain the conditions
where f 1 and f 2 are quite complicated differential functions whose explicit form we omit.
The necessary condition for the above equations to hold is (cf. e.g. [24] ) the vanishing of variational derivatives of f 1 and f 2 :
However, it turns out that we have, in particular,
As k = 0 by assumption, we see that for d = 0, 1, 1/7 the necessary conditions for (9) to hold are φ 1 (t) = 0 and φ 2 (t) = 0. But then
T is a symmetry of order k − 1, which is a contradiction, and the result follows.
To prove (ii), suppose that there is a symmetry Q = (Q 1 , Q 2 ) T of order k ≥ 9 for the system (1) with d = 1/7. We substitute Q and k 0 = 9 into the formula (8) and equate the coefficients at z k+3 , z k+2 , . . . z k−6 to zero. For instance, the coefficients at z k+3 and z k+2 are equal to
respectively. We obtain
The coefficients P k−1 , . . . , P k−5 can be computed in the same fashion by comparing the coefficients at z k+2 , z k+1 , . . . z k−3 with zero. If we equate the coefficient at z k−4 with zero, we obtain
where g is a differential function whose explicit form we omit. One of the necessary conditions for the above equation to hold is
Since k − 9 ≥ 0, we see that φ 2 (t) = 0. If we equate the coefficient at z k−6 to zero, we obtain
One of the necessary conditions for this to hold is δf /δu 1 = ((16807/12) + (16807/107)(k − 9)) φ 1 u 1 u As k − 9 ≥ 0 by assumption, we see that φ 1 (t) = 0 must hold. But this fact together with φ 2 (t) = 0 implies that
T is a symmetry of order k −1, which is a contradiction, and the result follows.
To prove (iii), suppose that there is a symmetry Q = (Q 1 , Q 2 ) T of order k ≥ 6 for the system (1) with d = 1. We substitute Q and k 0 = 6 into the formula (8) and equate the coefficients at z k+3 , z k+2 , . . . , z k−3 to zero. In particular, the coefficient at z k+3 is a zero matrix, the coefficient at z k+2 is equal to
This yields
The coefficient at z k+1 is then equal to
If we equate this coefficient to zero we obtain (
. The necessary conditions for the two last formulas to hold are
This implies λ 1 (t) = η 1 (t) = 0 and ψ 1 (t) = φ 1 (t). Hence we have (P k−1 ) 12 = λ 2 (t) and (P k−1 ) 1 = φ 2 (t). The matrices P k−2 , P k−3 , and P k−4 can be computed upon equating the coefficients at z k , . . . z k−2 to zero. Finally, if we equate the coefficient at z k−3 to zero we obtain, in particular,
where f is a differential function whose explicit form we omit. One of the necessary conditions for the last formula to hold is
As k − 6 ≥ 0 by assumption, we have φ 1 (t) = 0, therefore also
It follows from Proposition 1 that system (1) for d = 0 is not symmetry integrable in the sense of [20, 21, 22, 30] , i.e., it has no generalized symmetries of arbitrarily high order. We intend to study the special case of d = 0 elsewhere. Now that we know that all generalized symmetries for the system (1) with d = 0 are of order not higher than eight, they can be found by straightforward computation. The result is given by the following theorem: Theorem 1. The only generalized symmetries for the Majda-Biello system (1) with d = 0 are those with characteristics Q 1 = (
T , i.e., the scaling symmetry, t-translations and x-translations.
Remark 2. Using (1) the above symmetries can be written as Q 1 = (
T , which facilitates their interpretation. In particular, we immediately see that all generalized symmetries for (1) with d = 0 are equivalent to the Lie point ones.
It is readily checked that there exists no conserved functional K associated (through the Hamiltonian operator D so that Q 1 = DδK) to the first symmetry Q 1 . The conserved functional associated to the second symmetry Q 2 is H = −1/2 (du 2 x + v 2 x + u 2 v) dx, the conservation law associated to the third symmetry Q 3 is the energy 1/2 (u 2 + v 2 ) dx.
In particular, it follows from Theorem 1 that the highest possible order of a generalized symmetry for (1) with d = 0 is at most three. We will now use this fact to find all conservation laws for the system (1) . First of all we state the following lemma:
Lemma 2. The only cosymmetries for the Majda-Biello system (1) with
Proof. In order to find all cosymmetries for the system (1), we have to find the maximal order of all cosymmetries. To this end we make use of the fact that our system is Hamiltonian with the Hamilton-
T is a symmetry. According to the previous results, the highest possible order of D(G) is equal to 3. Therefore,
T must be of differential order at most two. Now, it is just a matter of straightforward computation to find all cosymmetries for (1).
Theorem 2. The only linearly independent conservation laws for the Majda-Biello system (1) with d = 0 are, modulo the addition of trivial conservation laws, of the form D t (ρ) = D x (σ), where ρ (resp. σ) are linear combinations of ρ i (resp. σ i ), i = 1, . . . , 4, given by the formulas
Proof. Let ρ be a conservation law density for (1) . Then the 2-tuple
) is a cosymmetry for (1). From Lemma 2 it follows that ord δρ δu ≤ 2 and ord δρ δv ≤ 2, which means that up to the addition of a trivial density ρ is a function of x, t, u, v, u x , v x only. In order to find all conserved densities for (1) we now need to find all solutions to the system δρ(x, t, u, v, u x , v x ) δu = a 4 (du xx − uv) + a 3 u + a 1 ,
δρ(x, t, u, v, u x , v x ) δv = a 4 v xx − 1 2
where the right-hand sides are linear combinations of the components of cosymmetries for (1), so a i are arbitrary constants. The general solution of (10) modulo the trivial conserved density is ρ(x, t, u, v, u x , v x ) = 4 i=1 a i ρ i , and the result follows. The fluxes σ i are easy to find by straightforward computation.
The conserved functionals ρ i dx, i = 1, 2, corresponding to the first and second conserved densities ρ 1 and ρ 2 are Casimir functionals corresponding to the Hamiltonian operator D. They were used in [16] for the construction of a perturbed system for (1). The conserved functional ρ 3 dx corresponding to the third conserved density ρ 3 is the energy, i.e., the integral of motion associated with the invariance under the time shifts. The conserved functional corresponding to the fourth conserved density is just the Hamiltonian functional H which generates the dynamics of (1). Note that both equations of (1) have the form of conservation laws, so the system (1) is written in the normal form in the sense of [25] .
The above conservation laws of (1) can be employed e.g. for the stability analysis of (1) and for the construction of nonlocal symmetries and nonlocal conservation laws for (1) through introduction of the associated potentials, cf. e.g. [3, 12] and references therein. Also, the knowledge of all symmetries and conservation laws for (1) enables one to construct higher-precision discretizations of (1), cf. e.g. [13] .
