On graphs with adjacency and signless Laplacian matrix eigenvectors
  entries in $\{-1, +1\}$ by Alencar, Jorge & de Lima, Leonardo
ar
X
iv
:1
90
9.
11
86
0v
1 
 [m
ath
.SP
]  
26
 Se
p 2
01
9
On graphs with adjacency and signless Laplacian
matrix eigenvectors entries in {−1,+1}
Jorge Alencara, Leonardo de Limab,c
aInstituto Federal de Educac¸a˜o, Cieˆncia e Tecnologia do Triaˆngulo Mineiro, Brazil
bDepartment of Business, Federal University of Parana, Parana´, Brazil
cSystems and Production Engineering Program, Federal Center of Technological Education
Celso Suckow da Fonseca, Rio de Janeiro, Brazil
Abstract
Let G be a simple graph. In 1986, Herbert Wilf asked what kind of graphs
has an eigenvector with entries formed only by ±1? In this paper, we answer
this question for the adjacency, Laplacian and signless Laplacian matrix of a
graph. Besides, we generalize the concept of an exact graph to the adjacency
and signless Laplacian matrices. Infinity families of exact graphs for all those
matrices are presented.
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1. Introduction
Let G = (V,E,w) be a simple weighted graph with vertex set V and edge
set E such that |V | = n and |E| = m. Given a subset U ⊆ V , let G[U ] be a
subgraph induced by V with edge set E[U ]. A weight wij > 0 is assigned to
each edge eij = vivj ∈ E such that wij = wji. The degree of a vertex v ∈ V ,
denoted by di(G), is given by the sum of the weights of the edges incident to
vi. If G is a simple non-weighted graph, we take wij = wji = 1 if eij ∈ E. We
write A(G) for the adjacency matrix of G where aij = wij if eij ∈ E and aij = 0
otherwise. The diagonal matrix D(G) is given by the row-sums of A, i.e., the
degrees of G. As usual, L(G) = D(G) − A(G), is the Laplacian matrix of G,
and Q(G) = D(G) + A(G), is the signless Laplacian matrix of G. The A(G),
L(G) and Q(G) eigenvalues, called A-, L- and Q-eigenvalues, are arranged as
follows: λ1(G) ≥ · · · ≥ λn(G), µ1(G) ≥ · · · ≥ µn−1(G) ≥ µn(G) = 0 and
q1(G) ≥ · · · ≥ qn(G).
Consider a partition of V into subsets X and X = V \X and let E(X,X) =
{eij|i ∈ X, j ∈ X}, i.e., the set of edges with ending points in X and X. The
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weight of E(X,X), denoted by cutG(X), is given by the sum of the edge weights
in E(X,X), that is,
cutG(X) =
∑
eij∈E(X,X)
wij .
In this paper, we address the well-known maximum cut problem (MCP) which
consists of finding an optimal bipartition {X,X} that maximizes cutG(X) and
is defined as
mcut(G) = max
X⊆V
cutG(X)
and its relation to spectral parameters of a graph. Some work has been done in
the literature relating the mcut(G) and the eigenvalues of a graph. Mohar and
Poljak [19] presented an upper bound on the maximum cut of a graph based on
the largest eigenvalue of its Laplacian matrix,
mcut(G) ≤
n
4
µ1(G). (1)
In [19], the authors defined an exact graph as the ones whose equality (1) holds
and also showed some families of this kind of graphs. Delorme and Poljak [20]
also presented an upper bound to the maximum cut problem in terms of the
Laplacian matrix plus a correcting matrix and presented some classes of exact
graphs. Computing Delorme and Poljak’s upper bound is equivalent to solv-
ing an eigenvalue minimization problem and it is computable in polynomial
time with arbitrary precision. We begin the paper by presenting some bounds
to mcut(G) involving the smallest eigenvalues of the matrices A(G) and Q(G)
which show a relation among those eigenvalues and the mcut(G), which is anal-
ogous to the relation between the largest eigenvalue of L(G) and mcut(G) es-
tablished in [19]. Based on that, we generalize the concept of a graph exactness,
which originally is related to a Laplacian eigenvalue of the graph. We extend it
here by defining A-exact and Q-exact graphs when our parameter is related to
the adjacency or to the signless Laplacian matrix respectively. Infinity families
of graphs A-, L- and Q-exact graphs are presented. Besides, we stated necessary
and sufficient conditions for a graph have an eigenvector uniquely formed by en-
tries ±1. This result answers an intricate Wilf’s question posed in [23], where
the author asks what kind of graphs has an eigenvector uniquely formed by
entries ±1 and is one of our main contribution. Stevanovic´ [24] mentioned that
the set of graphs having the property of an eigenvector with entries ±1 is quite
rich and proved that Wilf’s problem is NP-Complete. Very recently Caputo,
Khames and Knippel [25] extended the Wilf’s question to the graph Laplacian
eigenvector with entries ±1 and solved it. We propose an alternative proof to
Caputo, Khames and Knippel’s proof. Also, we found a characterization of all
graphs having a signless Laplacian graph eigenvector with entries ±1.
The paper is organized as follows. In Section 2, we show that the maximum
cut of a graph is bounded above by the A- and Q-spread of a graph. In Section
3, we present a graph characterization for an eigenvector of matrices A and Q
having entries ±1. Also, a generalization of the concept of an exact graph is
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presented. In Section 4, we present infinity families of A- and Q-exact graphs
and conclude the paper.
2. The maximum cut and the spread of a graph
Given a bipartition X,Y ⊆ V and E(X,Y ) as the set of all edges with ending
points in X and Y , the cohesion of its partition is given by
cohG(X) =
∑
eij∈E(X,Y )
wij .
Observe that given a graph G, maximizing cutG(X) is equivalent to minimize
cohG(X) since cohG(X) + cutG(X) = W , where W =
∑
eij∈E
wij . Thus, we
define the minimum cohesion by
mcoh(G) = min
X⊆V
cohG(X)
and immediately obtain the result of Proposition 2.1.
Proposition 2.1. Let U be a subset of V , then U maximizes cutG(U) if and
only if minimizes the cohG(U).
From the signless Laplacian theory, or Q− theory, a basic result states that
for x 6= 0 ∈ Rn :
〈Q(G)x, x〉 =
∑
ij∈E
wij(xi + xj)
2. (2)
Let S ⊂ V . We define a partition vector pS ∈ Rn such that
piS =
{
1, vi ∈ S
−1, vi /∈ S.
Thus, from the partition vector pS and equation (2), since p
i
S + p
j
S is equal
to 2 whenever ij ∈ E[S] and 0 otherwise, we get
〈Q(G)pS , pS〉 =
∑
ij∈E
wij(p
i
S + p
j
S)
2 = 4 cohG(S). (3)
Using the latter facts, we easily get an upper bound tomcut(G) of a weighted
graph, the same result obtained by de Lima et al. (2011) in [10].
Proposition 2.2. Let G = (V,E) be a graph with n vertices, W be the sum of
all edge weights of G and qn(G) be the smallest eigenvalue of Q. Then,
mcut(G) ≤W −
nqn(G)
4
. (4)
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Proof. Let pS be the partition vector related to S ⊂ V and let x be an eigen-
vector to qmin(G). Then, from the Rayleigh principle we have
qn(G) = min
x 6=0
xtQx
xtx
≤ min
S⊆V
ptSQpS
n
=
1
n
min
S⊆V
∑
ij∈E(G)
wij(p
i
S + p
j
S)
2
≤
4
n
mcoh(G) =
4
n
(W −mcut(G))
and the result follows.
A similar relation can be obtained for the smallest eigenvalue of the adja-
cency matrix of G.
Proposition 2.3. Let G = (V,E) be a weighted graph on n vertices, W be the
sum of weights of all edges of G and λn(G) be the smallest eigenvalue of A.
Then,
mcut(G) ≤
W
2
−
nλn(G)
4
. (5)
Proof. Let pS be a partition vector of the set S ⊂ V , then for the Rayleigh-Ritz
theorem we have
λn(G) = min
x 6=0
xtAx
xtx
≤ min
S⊆V
pTSApS
n
= min
S⊆V
(
pTSQpS
n
−
pTSDpS
n
)
= min
S⊆V
(
ptSQpS
n
−
2
n
W
)
= min
S⊆V
(
ptSQpS
n
)
−
2
n
W
=
4
n
mcoh(G)−
2
n
W
=
2
n
(W − 2mcut(G))
and the inequality follows.
The bounds (4) and (5) are the best possible and graphs attaining their
equalities are here called Q−exact and A−exact, respectively. It is clear that
complete graphs of even order and bipartite graphs are Q− exact. While de-
scribing all equality cases seems to be a difficult task, we present infinity families
of A- and Q-exact graphs in Section 4.
The spread of a Hermitian matrixM with eigenvalues λ1(M) ≥ · · · ≥ λn(M)
is defined as s(M) = λ1(M)− λn(M). In particular, the spread of the matrices
A,L and Q related to graphs are defined, respectively, by
sA(G) = λ1(G)− λn(G),
sL(G) = µ1(G)
and
sQ(G) = q1(G)− qn(G).
Since λ1(G) ≥ 2W/n and q1(G) ≥ 4W/n, from Propositions 2.1 and 2.3 the
next result is straightforward.
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Corollary 2.4. Let G = (V,E) be a weighted graph on n vertices and let N be
either the adjacency, A(G), or the signless Laplacian, Q(G), of G. Then,
mcut(G) ≤
n
4
sN (G). (6)
Since inequalities (1) and (6) have the same lower bound for any graph G
one may think about the relation between the spreads of the matrices A,L and
Q. In order to find those relations, we use two basic results: one from Merikoski
and Kumar [18], where the authors proved that for any two Hermitian matrices
of the same order, say M and N , s(M +N) ≤ s(M) + s(N); the second is the
well-known Weyl’s inequality presented here with their equality conditions in
Theorem 2.5.
Theorem 2.5. Let A and B be Hermitian matrices of order n, and let 1 ≤ i ≤ n
and 1 ≤ j ≤ n. Then
λi(A) + λj(B) ≤ λi+j−n(A+B), if i + j ≥ n+ 1, (7)
λi(A) + λj(B) ≥ λi+j−1(A+B), if i+ j ≤ n+ 1. (8)
In either of these inequalities equality holds if and only if there exists a nonzero
n-vector that is an eigenvector to each of the three involved eigenvalues.
Now, we are able to prove a relation between the spreads.
Theorem 2.6. Let G be a connected graph. Then,
2sA(G) ≤ sL(G) + sQ(G). (9)
Equality holds if and only if G is regular.
Proof. Using Merikoski and Kumar’s result for the matrix 2A = Q−L, we find
that 2sA(G) ≤ sL(G) + sQ(G), since sL(G) = s−L(G). Now, we need to prove
the equality case. Suppose that 2s(A) = s(L) + s(Q) and G is non-regular. In
[4] the author states that the equality cases of q1(G) ≥ 2λ1(G) are restricted to
regular graphs. By hypothesis, G is non-regular so q1(G) > 2λ1(G). Besides,
using inequality (7) to 2A = Q− L we obtain
2λn(G) ≥ qn(G)− µ1(G).
Taking the difference of the latter inequalities we obtain
sQ(G) + sL(G) > 2sA(G) = sQ(G) + sL(G),
which is a contradiction. Therefore, G is regular. Now, suppose that G is
r−regular. It is known that λi(G) = qi(G)− r = r− µi for i = 1, . . . , n and the
result follows.
Notice that if G is disconnected, the equality case of Proposition 2.6 holds
for non-regular graphs, see for instance when G = K4 + C4.
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3. Main results
In [19], Mohar and Poljak define an exact graph as the ones for which
µ1(G) =
4
n
mcut(G) and proved the following facts: (i) the cartesian product of
L-exact graphs is a L-exact graph; (ii) the complement of the cartesian product
of complete graphs Kn and Km is a L-exact graph, if n ≤ m and n is even; (iii)
bipartite regular graphs are L-exact graphs; (iv) line graphs of bipartite graphs
and their complements are L-exact graphs; (v) line graph of bipartite (r, s)-
semiregular graph is a L-exact graph if s and r are even. Taking into account
the inequalities of Propositions 2.2 and 2.3, we introduce an extension of the
exact graph definition by considering the adjacency and the signless Laplacian
matrices.
Definition 3.1. We say that a graph G is a:
(a) L-exact graph if and only if µ1(G) =
4
n
mcut(G);
(b) Q-exact graph if and only if qn(G) =
4
n
(W −mcut(G));
(c) A-exact graph if and only if λn(G) =
2
n
(W − 2mcut(G)).
Notice that if G is Q−exact or A−exact, then equality holds in (6) if and
only if G is regular. Also, if G is r−regular and L−exact, we immediately get
that G is Q− and A−exact since µ1 = r − λn and µ1 = 2r − qn. However, the
reciprocal is not true. See for instance, the graphs of the Figure 1. The graph
of Figure 1(a) is A−exact but it is neither Q- nor L-exact. The graph of Figure
1(b) is Q-exact, but it is neither A− nor L−exact.
(a) A−exact graph (b) Q−exact graph
Figure 1: The graphs in (a) and (b) are exclusively A− and Q−exact, respectively.
Next, Theorem 3.2 states necessary and sufficient conditions to a graph to
have a vector partition pS for a given partition S and V \ S of a graph G such
that |S| = n1 and |S| = |V \ S| = n2. With this result, it is possible to build
infinity families of exact graphs.
At this point, let us introduce some notation: en is the all ones n−vector;
AX = A(G[X ]) is the adjacency matrix of the induced subgraph G[X ], where
X ⊆ V (G); G[E(X,Y )] is the edge-induced subgraph by the edges with end-
points in the vertex sets X and Y ; DX is the diagonal matrix of the vertices
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degrees of G for all vertices of set X , i.e., (DX)i = di(G) for every vi ∈ X ;
di(X,X) is the number of edges from vertex vi to all vertices of set X. The fol-
lowing result states necessary and sufficient conditions to a partition vector be
an eigenvector of the matrices L and Q of a given graph and it was very useful
to identify Q- and L-exact graphs. Also, this answers a question posed by Wilf
in [23]: “what kind of graphs have eigenvector with entries ±1 only?” We were
able to answer this question for matrices A,L and Q of graphs in Theorem 3.2.
Notice that in case (ii) we propose an alternative proof to the one presented by
[25] in Theorem 13.
Theorem 3.2. Let G be a graph on n vertices and let pS the partition vector
associated to S ⊂ V. Then,
1. pS is an eigenvector of Q associated to the eigenvalue q if and only if G[S]
and G[S] are both q2 -regular;
2. pS is a eigenvector of L associated to the eigenvalue µ if and only if
G[E(S, S¯)] is µ2 -regular;
3. pS is a eigenvector of A associated to the eigenvalue λ if and only if
di(S)− di(S, S) = λ for all vertex vi ∈ V.
Proof. Let pS = [e
t
n1
,−etn2 ]
t be the partition vector associated to S, where n1 =
|S| and n2 = |S|.Write B for the matrix with entries bij = 1 if {vi, vj} ∈ E(S, S)
and bij = 0, otherwise. First, suppose that pS is an eigenvector of G associated
to the Q-eigenvalue q. So,
QpS = (A+D)pS =
(
AS +DS B
BT AS +DS
)(
en1
−en2
)
=
(
DS en1 +AS en1 −AS en2
−DS en2 +Ben1 −AS en2
)
=


d1(G) + d1(S)− d1(S, S)
...
dn1(G) + dn1(S)− dn1(S, S)
dn1+1(S, S)− dn1+1(G)− dn1+1(S)
...
dn1+n2(S, S)− dn1+n2(G)− dn1+n2(S)


.
Notice that for every vi ∈ S, di(G) = di(S) + di(S, S). Also, for every vi ∈ S,
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di(G) = di(S) + di(S, S). Then,
QpS =


2d1(S)
...
2dn1(S)
−2dn1+1(S)
...
−2dn1+n2(S)


. (10)
Thus, from the eigen-equation QpS = q pS and using Equation (10), we
obtain that
di(S) = q/2, for i = 1, . . . , n1
di(S) = q/2, for i = n1 + 1, . . . , n1 + n2.
It implies that the induced subgraphs G[S] and G[S ] are q/2−regular and the
proof of (i) is complete.
Now, suppose that pS is an eigenvector of G associated to the L-eigenvalue
µ. So,
L pS = (D −A)pS =
(
DS −AS −B
−BT DS −AS
)(
en1
−en2
)
=
(
DSen1 −ASen1 +Ben2
−BT en1 −DSen2 +AS en2
)
=


d1(G)− d1(S) + d1(S, S)
...
dn1(G)− dn1(S) + dn1(S, S)
−dn1+1(S, S)− dn1+1(G) + dn1+1(S)
...
−dn1+n2(S, S)− dn1+n2(G)− dn1+n2(S)


Notice that for every vi ∈ S, di(G) = di(S)+di(S, S). Also, for every vi ∈ S,
di(G) = di(S) + di(S, S). Then,
L pS =


2d1(S, S)
...
2dn1(S, S)
−2dn1+1(S, S)
...
−2dn1+n2(S, S)


.
Thus, from the eigenequation Lps = µ pS , and using Equation (11), we get
that the graph induced by the edges E(S, S¯) is µ2 -regular. The proof of (ii) is
complete.
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Now, suppose that pS is an eigenvector of G associated to the A-eigenvalue
λ. We get that
ApS =
(
AS B
BT AS
)(
en1
−en2
)
=


d1(S)− d1(S, S)
...
dn1(S)− dn1(S, S)
dn1+1(S, S)− dn1+1(S)
...
dn1+n2(S, S)− dn1+n2(S)


. (11)
From the eigenequation ApS = λpS and using Equation (11), we get that
di(S)− di(S, S) = λ for all vertex vi ∈ S and di(S)− di(S, S) = λ for all vertex
vi ∈ S. It completes the proof of the theorem.
Next, we present examples of graphs and some of their subgraphs that attain
Theorem 3.2.
Example 1 Let G be the graph displayed in Figure 2 and let S = {v1, v2, v3, v4}.
Denote by eij = {vi, vj} the edges in G[S] and by fij = {ui, uj} the edges of
G[S]. Note that G[S] andG[S] are 3-regular. By Theorem 3.2, G has pviS = 1 and
Figure 2: Graph G with one L- and Q-eigenvalue associated to an eigenvector with all entries
equal to ±1.
puiS = −1 for all i = 1, 2, 3, 4 as an eigenvector associated to the Q-eigenvalue
q = 6. Removal of edges from E(S, S), except one, does not change the Q-
eigenvalue 6 and its corresponding eigenvector. Further, as G[E(S, S)] is 2-
regular, µ = 4 is an L-eigenvalue of G with the same eigenvector pviS = 1 and
puiS = −1. The removal of edges from the induced subgraphs G[S] or G[S] does
not change µ = 4 and its corresponding eigenvector.
Example 2: Let G be the graph displayed in Figure 3. Let V = {v1, v2, v3, v4,
v5, v6} and U = {u1, u2, u3, u4, u5, u6}. Note that dvi(G
′[V ])−dvi(G
′[V, U ]) = 0
for all vertex vi ∈ V and dui(G
′[U ]) − dui(G
′[V, U ]) = 0 for all vertex ui ∈ U.
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Figure 3: Graph G′ where an eigenvalue has an eigenvector with all entries equal to ±1.
From Theorem 3.2, G′ has pviS = 1 and p
ui
S = −1 for all i = 1, . . . , 6 as an
eigenvector associated to the eigenvalue λ = 0. Let C1 = u1u2v5v1, C2 =
u1u2v4v3u3u4v6v5 and C3 = u5u6v2v1 be cycles of G
′. If we delete the edges
of any of those cycles from G′, λ = 0 is still an eigenvalue of the obtained
graph. Table 1 presents the deletion of some edges and the correspondent po-
sition of the eigenvalue λ = 0 of A for the obtained graph. In all cases, the
eigenvector associated to eigenvalue zero is pS . Now, let eij = vivj be the
List of deleted edges i-th position of the eigenvalue λi = 0
∅ λ5 = 0
E(C1) λ5 = 0
E(C2) λ6 = 0
E(C3) λ5 = 0
E(C1) ∪ E(C3) λ6 = 0
E(C2) ∪ E(C3) λ6 = 0
Table 1: Deletion of some edges of the graph G and the position of the eigenvalue 0 having
pS as an eigenvector.
edges of G[V ], let fij = uiuj be the edges of G[U ] and let gij = viuj be the
edges in G[E(V, U)]. Write C4 = u1u4u5, C5 = u2u3u6, C6 = v1v2v3v4v5v6 and
C7 = u1v1u4v6u5v2u6v3u3v4u2v5 as cycles of G. Table 2 is built by using The-
orem 3.2 and presents the deletion of some edges of G and the correspondent
position of the eigenvalues with pS as an eigenvector.
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List of deleted edges Eigenvalue of A
None λ5 = 0
e12, e34, e56, f12, f34, f56, λ8 = −1
E(C4) ∪ E(C5) ∪E(C6) λ9 = −2
g11, g22, g33, g45, g54, g66 λ3 = 1
E(C7) λ2 = 2
Table 2: Deletion of some of edges of G′ and the corresponding eigenvalue having the partition
vector pS as an eigenvector
The following corollary states necessary conditions to a graph G be L- or
Q-exact graph.
Corollary 3.3. Let G be a graph on n vertices and let S ⊂ V such that
cutG(S) = mcut(G). Then,
(i) if G is Q-exact, the graph G[S] +G[S] is q12 -regular;
(ii) if G is L-exact, the graph G[E(S, S¯)] is µ12 -regular.
Proof. Let pS be the partition vector associated to the maximum cut S. Let G
be a Q-exact graph. From Proposition 2.2, pS is an eigenvector to qn(G). So,
ptSQpS
n
= qn(G) =
4
n
(W −mcut(G)).
Therefore, from Theorem 3.2(i), G[S] + (G− S) is q12 -regular, and the proof of
(i) is completed. Let G be a L-exact. From, the Rayleigh-Ritz Theorem, it is
clear that pS is an eigenvector to µ1(G), which implies that
ptSLpS
n
= µ1(G) =
4
n
mcut(G).
Therefore, according to Theorem 3.2(ii), G[E(S, S¯)] is µ12 -regular, and the proof
follows.
If G is a non-regular graph, then A−, Q− and L− exactness of the graph
are mutually exclusive. Thus, more than one graph exactness may only happen
in regular graphs as stated by Corollary 3.4 below.
Corollary 3.4. Let G be a graph with n vertices and N1, N2, N3 ∈ {A,L,Q}
pairwise distinct matrices. Then, G is N1-exact and N2-exact if and only if G
is regular and N3-exact.
Proof. The proof follows into three cases:
(i) Let G be L− and Q-exact. By Corollary 3.3, G[E(S, S)] and G[S] +G[S]
are both regular. Therefore, the graph G isomorphic to G[E(S, S)] +
(G[S] +G[S) is regular, which implies that G is also A-exact.
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(ii) Let G be L-exact and A-exact. By Corollary 3.3 and Theorem 3.2, we can
assure that G[E(S, S)] is s-regular and di(G[S]+G[S)−di(G[E(S, S)) = λ
for all i ∈ V (G). Since
di(G) = di(G[S] +G[S)− di(G[E(S, S)] + 2di(G[E(S, S)]) = λ+ 2s
for each i = 1, . . . , n, we have that G is (λ + 2s)-regular, which implies
that G is also Q-exact.
(iii) Let G be Q- and A-exact. By Corollary 3.3, G[S] +G[S] is r-regular and
di(G[S] +G[S])− di(G[E(S, S)]) = λ for all i ∈ V (G). Since
di(G) = di(G[E(S, S)])− di(G[S] +G[S]) + 2di(G[S] +G[S]) = (2r − λ),
we get that G is (2r − λ)-regular. It implies that G is also L-exact.
The reciprocal is immediate and the proof is complete.
Corollary 3.5. Let G be a graph on n vertices and let pS be the partition vector
associated to S ⊂ V such that cutG(S) = mcut(G).
(i) If G[E(S, S)] is r-regular and 2r ≥ µ1(G[S]+G[S])+µ2(G[E(S, S)]), then
G is a L-exact graph.
(ii) If G[S]+G[S] is r-regular and 2r ≤ qn(G[S]+(G−S))+qn−1(G[E(S, S)]),
then G is a Q-exact graph.
Proof. Suppose thatG[E(S, S)] is r-regular and 2r ≥ µ1(G[S]+G[S])+µ2(G[E(S, S)]).
Let Lc be the Laplacian matrix of G[E(S, S¯)] and Lb the Laplacian matrix of
G[S] + G[S]. Since G[E(S, S)] is r-regular, from Theorem 3.2(ii), 2r is an L-
eigenvalue of G with eigenvector pS . Assume that µ1(G) > 2r and take u as an
eigenvector to µ1(G) such that ‖µ1‖ = 1. So,
µ1(G[S] +G[S]) + µ2(G[E(S, S)]) = max‖x‖=1 x
tLbx+max ‖x‖ = 1
xtpS = 0
xtLcx
≥ utLbu+ utLcu
= utLu
= µ1(G) > 2r
≥ µ1(G[S] +G[S]) + µ2(G[E(S, S)]),
which is a contradicition. So, µ1(G) = 2r =
4
n
mcut(G) and the result (i) follows.
The proof of (ii) follows by using similar arguments of (i).
4. Infinity families of exact graphs
The join operation of the graphs G and H , denoted by G▽H , is the graph
with vertex set V (G▽H) = V (G) ∪ V (H) and edge set E(G▽H) = E(G) ∪
E(H) ∪ {uv : u ∈ V (G) and v ∈ V (H)}. In this section we present infinity
families of join graphs which are A-, L- and Q-exact graphs.
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Proposition 4.1. If t > 1 and G = K2 ▽ tK2, then G is Q-exact but not
L-exact nor A-exact.
Proof. Let S = {v1, v2} be a subset of V (G) such that d(v1) = d(v2) = 2t + 1
and let pS be the partition vector of S. The graph G[S] + G[S] is a 1-regular
graph and from Theorem 3.2(ii), 2 is a Q-eigenvalue with pS as an eigenvector.
By Proposition 2.2, G is a Q-exact graph. Since the graph G[E(S, S¯)] is a
non-regular graph, by Corollary 3.4, we conclude that G is not L-exact or it
is not A-exact. It may suggests G can be A-exact or L-exact. However, from
Corollary 3.4, for N1, N2 ∈ {A,L} pairwise distinct matrices, if it is N1-exact
and Q-exact, then G is N2-exact and regular. That is a contradiction since G
is non-regular. Therefore, G is only a Q-exact graph.
Next result shows that a join of any two graphs of same order generate a L-exact
graph.
Proposition 4.2. Let H1 and H2 be two graphs such that |V (H1)| = |V (H2)| =
n. Then G = H1 ▽H2 is a L-exact graph.
Proof. Let S = V (H1) and S = V (H2). Note that G[E(S, S¯)] is n-regular and
2n > n+
n
2
≥ max{µ1(H1), µ1(H2)}+ µ2(Kn,n) = µ1(H1 +H2) + µ2(Kn,n),
where Kn,n denotes the complete bipartite graph with both parts of size n. The
result follows from Corollary 3.5(i).
Proposition 4.3. Let G = H1▽H2, where H1 and H2 are r-regular graphs of
order n1 and n2, respectively. If min{n1, n2} ≥ 2r, then G is a Q-exact graph.
Proof. Take S = V (H1). The graph G[E(S, S)] is isomorphic to Kn1,n2 . By
hypothesis,
2r ≤ qn(H1 +H2) +min{n1, n2} = qn(H1 +H2) + qn−1(Kn1,n2)
and from Corollary 3.5(ii), G is a Q-exact graph.
Remark 4.1 The join of any two r-regular graphs does not imply a Q-exact
graph as in Proposition 4.2. The graph K3,3 ▽K4 is not a Q-exact graph.
The following result is a straightforward consequence of Proposition 4.3.
Corollary 4.4. Let m,n ≥ 4 be two positive integers. Then, Cm ▽ Cn is a
Q-exact graph.
We also know that K6 = C3 ▽ C3 is Q-exact graph, but C3 ▽ Cn is not a
Q-exact graph for any n ≥ 4.
Proposition 4.5. Let H1 be a r1-regular graph with n1 vertices and H2 be a
r2-regular graph with n2 vertices. If n1 − r2 = n2 − r1 > max{r1, r2}, then
G = H1 ▽H2 is an A-exact graph.
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Proof. Take S = V (H1). Thus, di(S) − di(S, S) = r1 − n2, for all i ∈ S, and
di(S)−di(S, S) = r2−n1 = r1−n2, for all i ∈ S, then, by Theorem 3.2 pS is an
eigenvector of A associated to the eigenvalue r1 − n2. Also, since G is obtained
by a join of two regular graphs, the characteristic polynomial of G is given by
pG(x) =
(x − (r1 − n2))(x − (n1 + r1))pH1(x)pH2 (x)
(x− r1)(x − r2)
,
where pHi(x) is the characteristic polynomial of the graph Hi. Therefore, (r1 −
n2), (n1 + r1), the roots of H1 but r1 and the roots of H2 but r2 belong to
the spectrum of G. It is well-known that all eigenvalues of Hi are in [−ri, ri],
for i = 1, 2, then (r1 − n2) is the least eigenvalue of A since (r1 − n2) <
−max{r1, r2} ≤ −ri, i = 1, 2. It implies that G is an A-exact graph and
the proof is complete.
Corollary 4.6. Let H be a r-regular graph with n vertices. Then G = H ▽
(n+ r)K1 is an A-exact graph.
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