Abstract. Boosting is one of the most significant developments in machine learning. This paper studies the rate of convergence of L2Boosting, which is tailored for regression, in a high-dimensional setting. Moreover, we introduce so-called "post-Boosting". This is a post-selection estimator which applies ordinary least squares to the variables selected in the first stage by L2Boosting. Another variant is orthogonal boosting where after each step an orthogonal projection is conducted. We show that both post-L2Boosting and the orthogonal boosting achieve the same rate of convergence as Lasso in a sparse, high-dimensional setting. The "classical"L2 Boosting achieves a slower convergence rate for prediction, but no assumptions on the design matrix are imposed for this result in contrast to rates e.g. established with LASSO. We also introduce rules for early stopping which can easily be implemented and will be used in applied work. Moreover, our results also allow a direct comparison between LASSO and boosting that has been missing in the literature. Finally, we present simulation studies to illustrate the relevance of our theoretical results and to provide insights into the practical aspects of boosting. In the simulation studies post-L2Boosting clearly outperforms LASSO.
Introduction
In this paper we consider L 2 Boosting algorithms for regression. Boosting algorithms represent one of the major advances in machine learning and statistics in recent years.
Freund and Schapire's AdaBoost algorithm for classification (Freund and Schapire (1997) ) has attracted much attention in the machine learning community as well as in statistics. Many variants of the AdaBoost algorithm have been introduced and proven to be very competitive in terms of prediction accuracy in a variety of applications with a strong resistance to overfitting. Boosting methods were originally proposed as ensemble methods, which rely on the principle of generating multiple predictions and majority voting (averaging) among the individual classifiers (cf Bühlmann and Hothorn (2007) ). An important step in the analysis of Boosting algorithms was Breiman's interpretation of Boosting as a gradient descent algorithm in function space, inspired by numerical optimization and statistical estimation (Breiman (1996) , Breiman (1998) ). Building on this insight, Friedman et al. (2000) and Friedman (2001) the framework of statistical estimation and additive basis expansion. This also enabled the application of boosting for regression analysis. Boosting for regression was proposed by Friedman (2001) and Bühlmann and Yu (2003) defined and introduced L 2 Boosting. An extensive overview of the development of Boosting and its manifold applications is given in the survey Bühlmann and Hothorn (2007) .
In this paper we analyze the rate of convergence of L 2 Boosting in a high-dimensional setting. We show that L 2 Boosting reaches a slower rate of convergence than the typical rate of LASSO without any assumptions on the design matrix. But we can show, that the so-called "post-Boosting", which we introduce in this paper, and the orthogonal boosting variant both achieve the same rate of convergence as LASSO in a sparse, high-dimensional setting. The idea of post-Boosting is to apply ordinary least squares (OLS) to the model selected by first-step L 2 Boosting. After each step orthogonal Boosting conducts an orthogonal project on the space of already selected variables.
Boosting uses -compared to LASSO -a somewhat unusual penalization scheme. Penalization is done by "early stopping"to avoid overfitting in the high-dimensional case. In the low-dimensional case boosting without stopping converges to the ordinary least squares (OLS) solution. In a high-dimensional setting early stopping is key for avoiding overfitting and for the predictive performance of boosting. We give a new stopping rule which is simple to implement and also works very well in practical settings as demonstrated in the simulation studies.
In a deterministic setting (e.g. in approximation theory) the boosting methods are also known as greedy algorithms (pure greedy algorithm (PGA) and orthogonal greedy algorithm (OGA)). In signal processing L 2 Boosting is essentially the same as the matching pursuit algorithm by Mallat and Zhang (1993) . We will employ the abbreviations post-BA (post-L 2 Boosting algorithm) and oBA (orthogonal L 2 Boosting algorithm) for the stochastic versions we analyze.
As mentioned above, Boosting for regression was introduced by Friedman (2001) . L 2 Boosting was defined in Bühlmann and Yu (2003) . Numerical convergence, consistency and statistical rates of convergence of boosting with early stopping in a low-dimensional setting were provided in Zhang and Yu (2005) . Consistency in prediction norm of L 2 Boosting in a high-dimensional setting was first proved in Bühlmann (2006) . The orthogonal Boosting algorithm in a statistical setting under different assumptions was analyzed in Ing and Lai (2011) . Rates for the PGA and OGA case are provided in Barron et al. (2008) .
The structure of the paper is as follows: In Section 2 the L 2 Boosting algorithm (BA) is defined together with its modifications, the post-L 2 Boosting algorithm (post-BA) and the orthogonalized version (oBA). In Section 3 we present the main results of our analysis. The proofs are provided in the Appendix. Section 4 contains a simulation study which offers some insights into the methods and also provides some guidance for stopping rules in applications. Section 5 shows an application and finally, we conclude.
Notation: Let x and y be n-dimensional vectors. We define the empirical L 2 -norm as
] denotes the usual L 2 -norm and < ·, · > n the inner product defined as < x, y > n = 1/n n i=1 x i y i and < ·, · > n,2 = (< ·, · > n ) 2 . For a random variable X, E[X] denotes the expectation of this random variable. corr(X, Y ) gives the correlation between two random variables X and Y . We use the notation a ∨ b = max{a, b} and a ∧ b = min{a, b}. We also use the notation a b to denote a ≤ cb for some constant c > 0 that does not depend on n; and a P b to denote a = O P (b). For a set U supp(U ) denotes all elements which are not equal to zero. Given a vector β ∈ R p and a set of indices T ⊂ {1, . . . , p}, we denote by β T the vector in which
L 2 Boosting with componentwise least squares
To define the boosting algorithm for linear models, we consider the following regression model:
(1)
with vector x i = (x i,1 , . . . , x i,pn ) consisting of p n predictor variables, β a p n -dimensional coefficient vector, and a random, mean-zero error term ε i . Further assumptions will be employed in the next sections.
We allow that the dimension of the predictors p n grows with sample size n and is even larger than the sample size, i.e. dim(β) = p n ≫ n. But we will require some sparsity condition. This means that there is a large set of potential variables, but the number of variables which have non-zero coefficients, denoted by s, is small compared to the sample size, i.e. s ≪ n. This can be weakened to approximate sparsity as defined and to be explained later. More precise assumptions will also be made later. In the following we will drop the dependence of p n on the sample size and denote it with p if there is no confusion.
X denotes the n × p design matrix where the single observations x i form the rows. X j denotes the jth column of design matrix, x i,j the jth component of the vector x i . We consider a fixed design for the regressors. We assume that the regressors are standardized with mean zero and variance one, i.e. E n [x i,j ] = 0 and E n [x 2 i,j ] = 1 for j = 1, . . . , p, The basic principle of Boosting can be described as follows: We follow the interpretation of Breiman (1998) and Friedman (2001) of Boosting as an functional gradient descent optimization (minimization) method. The goal is to minimize a loss function, e.g. a L 2 -loss or the negative log-likelihood function of a model by an interative optimization scheme. In each step the (negative) gradient which is used in every step for updating the curent solution is modelled and estimated by a parametric or nonparametric statistical model, the so-called base learner. The fitted gradient is used for updating the solution of the optimization problem. A strength of boosting, besides that it can be used for different loss functions, is its flexibility with regard to the base learners. We then repeat this procedure until some stopping criterion is met.
In the literature there have been developed many different forms of boosting algorithms. In this paper we consider L 2 Boosting with componentwise linear least squares and two variants which are all designed for regression analysis. "L 2 "refers to the loss function which is the typical sum-of-squared residuals Q n (β) = n i=1 (y i − x ′ i β) 2 in regression analysis. In this case the gradient equals the residuals. "componentwise linear least squares"refers to the base learners. We fit the gradient (i.e. residuals) against each regressor (p univariate regressions) and select the predictor/variable which correlates most with gradient/residual, i.e. decreases the loss function most, and then update the estimator in this direction. We next update the residuals and repeat the procedure until some stopping criterion is met. We consider L 2 Boosting and two modifications: the "classical"one which was introduced in Friedman (2001) and refined in Bühlmann and Yu (2003) for regression analysis, an orthogonal variant and post-L 2 Boosting. As far as we know post-L 2 Boosting has not been defined and analyzed in the literature before. In signal processing and approximation theory the first two methods are known under the name the pure greedy algorithm (PGA) and the orthogonal greedy algorithm (OGA) in the deterministic setting, i.e. in a setting without stochastic error terms.
2.1. L 2 Boosting. For L 2 Boosting with componentwise least squares the algorithm is given below.
Algorithm 1 (L 2 Boosting).
(1) Start / Initialization: β 0 = 0 (p-vector), f 0 = 0, set maximum number of iterations m stop and set iteration index m to 0. 
. The act of stopping is crucial for boosting algorithms, as stopping too late or never stopping leads to overfitting and therefore some kind of penalization is required. A suitable solution is to stop early, i.e. before overfitting takes place. "Early stopping" can be interpreted as a form of penalization. Similar to LASSO, early stopping might induce bias through shrinkage. A potential way to decrease the bias is by "post-Boosting". This is a post-model selection estimator that applies ordinary least squares (OLS) to the model selected by first-step L 2 Boosting. To define this estimator properly, we make the following definitions T := supp(β) andT := supp(β m * ), the support of the true model and the support of the model estimated by L 2 Boosting as described above with stopping at m * . A superscript C denotes the complement of the set with regard to {1, . . . , p}. In the context of LASSO, OLS after model selection was analyzed in Belloni and Chernozhukov (2013) .
Select this variable
Given the above definitions, the post-model selection estimator or OLS post-L 2 Boosting estimator will take the from
Comment 2.1. For boosting algorithms it has been recommended -supported by simulation studies -not to update the full step size x j m but only a small step ν. The parameter ν can be interpreted as a shrinkage parameter, or alternatively, as describing the step size when updating the function estimate along the gradient. Small step sizes (or shrinkage) make the boosting algorithm slower to converge and require a larger number of iterations. But often the additional computation cost in turn results in better out-of-sample prediction performance. By default, ν is usually set to 0.1. Our analysis in the later sections also extends to a restricted step size 0 < ν < 1.
2.2. Orthogonal L 2 Boosting. A variant of the Boosting Algorithm is orthogonal Boosting (oBA) or Orthogonal Greedy Algorithm in its deterministic version. Only the updating step is changed: a orthogonal projection of the response variable is conducted on all variables which have been selected up to this point. The advantage of this method is that any variable is selected at most once in this procedure, while in the previous version the same variable might be selected in different steps which makes the analysis far more complicated. More formally the method can be described as follows by modifying Step (4):
where P m denotes the projection of the variable y on the space spanned by first m selected variables (The corresponding regression coefficient is denoted
Define X m o as the matrix which consists only of the columns which correspond to the variables selected in the first m steps, i.e. all X j k , k = 0, 1, . . . , k. Then we have:
Boosting might be interpreted as post-L 2 Boosting where the refit takes place after each step.
Comment 2.3. Both post-Boosting and orthogonal Boosting require that the number of selected variables be smaller than the sample size to be well-defined. This is enforced by our stopping rule as we will see later.
Main Results
In this section we discuss the main results regarding the L 2 Boosting procedure (BA), post-L 2 Boosting (post-BA) and the orthogonal procedure (oBA) in a high dimensional setting. L 2 Boosting (post-BA) is discussed first. Then we analyze the remaining procedures under bounded, restricted eigenvalue conditions which are also used in the traditional LASSO literature.
L 2 Boosting with Componentwise Least Squares.
We analyze the linear regression model introduced in the previous section in a high-dimensional setting.
The following definitions will be helpful for the analysis: U m denotes the residuals at the m th iteration given by U m = Y − Xβ m . β m is the estimator at the m th iteration. We define the difference between the true and the estimated vector as α m := β − β m . The prediction error is given by V m = Xα m .
For the Boosting algorithm it is essential to determine when to stop, i.e. the stopping criterion. In the low-dimensional case, stopping time is not important: the value of the objective function decreases and converges to the traditional OLS solution exponentially fast, as described in Bühlmann and Yu (2006) . In the high-dimensional case, such fast convergence rates are usually not available: the residual ε can be explained by n-linearly independent variables x j . Thus selecting more terms only leads to overfitting. Early stopping is comparable to penalization in LASSO, which prevents one from choosing too many variables and hence overfitting. Comparable to LASSO, a sparse structure will be needed for analysis.
A.1 (Exact Sparsity). T = supp(β) and s = |T | ≪ n.
This means that the set of potential variables might be large, but the number of variables which are non-zero is restricted to be smaller than the sample size.
Comment 3.1. The exact sparsity assumption can be weakened to an approximate sparsity condition. This means that the set of relevant regressors is small, and the other variables do not have to be exactly zero but must be negligible compared to the estimation error.
At each step, we minimize ||U m || 2 2,n along the "most greedy"variable X j m . Below is a traditional assumption on the residual ε:
A.2. With probability greater or equal 1−α we have,
Comment 3.2. The previous assumption is e.g. implied if the error terms are i.i.d. N (0, σ 2 ) random variables. This in turn can be generalized / weakened to non-normality cases by self-normalized random vector theory (de la Peña et al. (2009)) or the approach introduced in Chernozhukov et al. (2014) .
Denote σ 2 n := E n [ε 2 ]. From the above Lemma 1 we expect||V m || 2 2,n and ||U m || 2 2,n to have very similar behavior, since sup 1≤j≤p | < ǫ, X j > n | ≤ λ n . Below are the key lemmas that describe the difference between ||U m || 2 2,n and ||V m || 2 2,n :
Lemma 2 bounds the difference between ||U m || 2 2,n and ||V m || 2 2,n . This difference is
||V m || 2,n , since we can pick the j ∈ supp(α m ) that is most correlated with V m . The next key Lemma establishes a lower bound on the decaying speed of ||U m || 2 2,n .
Lemma 4 (Bounds). Suppose assumptions A.1 and A.2 hold and
Comment 3.3. The above bound is obtained without any of the additional assumptions on the design matrix X which are often required in LASSO, e.g., the bounded restricted eigenvalue assumption. The bound also works well under certain approximate sparsity conditions.
Comment 3.4. We proved that there exists a stopping rule that leads to a certain convergence rate. From these theoretical insights we derive and recommend the following stopping rule for practical applications: stop at iteration m if
c is a constant with c > 1. For the simulation studies we employ c = 1.1. which seems to work quite well.
Comment 3.5. It is also important to have an estimator for the variance of the error term σ 2 , denoted byσ 2 n,m . A consistent estimation of the variance is given by ||U m || 2 2,n at the stopping time.
3.2. Orthogonal L 2 Boosting in a high-dimensional setting with bounded restricted eigenvalue assumptions. In this section we analyze orthogonal L 2 Boosting. For the orthogonal case, we obtain a faster rate of convergence than with the variant analyzed in the section before. We make use of similar notation as in the previous subsection: U m o denotes the residual and V m o the prediction error, formally defined below. Again, define β m o as the parameter estimate after the m th iteration. The orthogonal Boosting Algorithm was introduced in the previous section. For completeness we give here the full version with some additional notation which will be required in a later analysis.
Algorithm 3 (Orthogonal L 2 Boosting).
(1) initialization: It is easy to see that:
The benefit of the oBA method, compared to L 2 Boosting, is that once a variable X j is selected, the procedure will never select this variable again. This means at every variable is selected at most once.
For any square matrix A, we denote φ s (A) and φ l (A) as the smallest and largest eigenvalues of A.
We make a restricted eigenvalue assumption which is also commonly used in the analysis of LASSO. A. 3. We assume that there exist constants c, C such that
where η n is a sequence such that η n → ∞ slowly, e.g., log(n). The above Lemma essentially says: if S m is non-empty, then there is still room for significant improvement in the value ||V m || 2 2,n . The next Lemma is key and shows how rapidly the estimates decay. It is obvious that ||U m o || 2,n and ||V m o || 2,n are both decaying sequences.
A.4. min j∈T |β j | ≥ J and max j∈T |β j | ≤ J ′ for some constants J > 0 and J ′ < ∞.
Comment 3.6. The first part of the assumption 4 is known as a "beta-min"assumption as it restricts the size of non-zero coefficients.
Lemma 6 (upper bound of the remainder). Suppose assumptions A.1-A.4 hold. Assuming that √ sλ n → 0. Let m * be the first time that ||U m * || 2 2,n < σ 2 + 2Kσsλ 2 n . Then, m * < Ks and ||V m o || 2 2,n s log(p)/n with probability going to 1.
Although in general L 2 Boosting may have a slower convergence rate than LASSO, oBA reaches the rate of LASSO (under some additional conditions). The same technique used in Lemma 6 also holds for the post-L 2 Boosting case. Basically, we can prove, using similar arguments, that T Ks ⊃ T when K is a large enough constant. Thus, post-L 2 Boosting enjoys the LASSO convergence rate given assumptions A.1-A.4. We state this in the next section formally.
3.3. Post-L 2 Boosting with Componentwise Least Squares. In many cases, penalization estimators like LASSO introduce some bias by shrinkage. The idea of "postestimators" is to estimate the final model by ordinary least squares including all the variables which have been selected in the first step. We introduced post-L 2 Boosting in Section 2. Now we give the convergence rate for this procedure. Surprisingly, it improves upon the rate of convergence of L 2 Boosting and reaches the rate of LASSO (under stronger assumptions). The proof of the result follows the idea of the proof for Lemma 6.
Lemma 7 (Post-L 2 Boosting). Suppose assumptions A.1-A.4 hold. Assuming that √ sλ n → 0. Let m * = Ks be the stopping time with K a large enough constant. Let T m be the set of variables selected at iteration m of the L 2 Boosting procedure. Then, T ⊂ T m * with probability going to 1 and
The proof of this Lemma is similar to that of Lemma 6.
Comment 3.7. Our procedure is particularly sensitive to the starting value of the algorithm, at least in the non-asymptotic case. This might be exploited for screening and model selection: the procedure commences from different starting values until stopping. Then the intersection of all selected variables for each run is taken. This procedure might establish a sure screening property.
3.4. Approximate sparsity. In previous sections, we utilize Assumption A.1 for constructing the results. Such results can be relaxed in the approximate sparsity case.
A.5 (Approximate Sparsity). There exists a set T ⊂ {1, 2, . . . , p} such that |T | = s << n, and f (x) = x ′ β T + r n with ||r n || 2,n ≤ √ sλ n with probability going to 1.
The main results in Lemma 4, Lemma 6 and Lemma 7 hold under A.2-A.5 rather than under A.1-A.4. For the β min condition stated in Assumption A.4, we could relax it into the following condition stated in Candes and Tao (2007): A.6. There exists a constant C large enough such that min j∈T |β j | ≥ Cλ n .
Lemma 8 (Approximate sparsity). Suppose conditions A.2, A.3, A.5, and A.6 hold. Then, for the orthogonal (oBA) and post-L 2 Boosting procedures, define m * := Ks log(n) for some constant K. Then, T m * ⊃ T with probability going to 1. ||V m o || 2 2,n p s log(n∨p) n and
Simulation Study
In this section we present the results of our simulation study. The goal of this exercise is to illustrate the relevance of our theoretical results for providing insights into the functionality of boosting and the practical aspects of boosting. In particular, we demonstrate that the stopping rules for early stopping we propose work reasonably well in the simulations and give guidance for practical applications. Moreover, the comparison with LASSO might also be of interest.
We consider the following linear model
with ε standard normal distributed and iid. For the coefficient vector β we consider two designs. First, we consider a sparse design, i.e. the first s Elements of β are set equal to one, all other components to zero (β = (1, . . . , 1, 0, . . . , 0)), and then a polynomial design in which the jth coefficient given by 1/j, i.e. β = (1, 1/2, 1/3, . . . , 1/p).
For the design matrix X we consider two different settings: an "orthogonal" setting and a "correlated" setting. In the former setting the entries of X are drawn as iid draws from a standard normal distribution. In the correlated design the x i (rows of X) are distributed according to a multivariate normal distribution where the correlations are given by a Toeplitz matrix with factor 0.5 and alternating sign.
We have the following settings:
• X: "orthogonal" or "correlated" • coefficient vector β: sparse design or polynomial decaying design • n = 100, 200, 400, 800
• out-of-sample prediction size n 1 = 50 • number of repetitions R = 500
We consider the following estimators: L 2 Boosting with componentwise least squares, orthogonal L 2 Boosting and LASSO. For Boosting and LASSO we also consider the postselection estimators ("post"). For LASSO we consider a data-driven regressor-dependent choice for the penalization parameter (Belloni et al. (2012) ) and cross validation. Although cross validation is very popular, it does not rely on established theoretical results and therefore we prefer a comparison with the formal penalty choice developed in Belloni et al. (2012) . For Boosting we consider three stopping rules: "oracle", "Ks", and a "datadependent"stopping criterion which stops if
. This means stopping, if the ratio of the estimated variances does not improve upon a certain amount any more. The Ks-rule stops after K × s variables have been selected. As s is unknown the rule is not directly applicable. The oracle rule stops when the meansquared-error (MSE), defined below, is minimized, which is also not feasible in practical applications.
The simulations are performed in R (R Core Team (2014)). For LASSO estimation the packages Chernozhukov et al. (2015) and Jerome Friedman (2010) (for cross-validation) are used. The Boosting procedures were implemented by the authors. Our code is available upon request.
To evaluate the performance of the estimators we use the MSE criterion. We estimate the models on the same data sets and use the estimators to predict 50 observations out-ofsample. The (out-of-sample) MSE is defined as
where m denotes the iteration at which we stop, depending on the employed stopping rule. The MSE is estimated by
for the out-of-sample predictions.
The results of the simulation study are shown in the tables below.
As expected, the oracle-based estimator dominates in all cases except in the correlated, sparse setting with more parameters than observations. Our stopping criterion gives very good results, on par with the infeasible Ks-rule. Not surprisingly, given our results, both post-Boosting and orthogonal Boosting outperform the standard L 2 Boosting in most cases. A comparison of post-and orthogonal Boosting does not provide a clear answer with advantages on both sides. It is interesting to see that the post-LASSO increases upon LASSO, but there are some exceptions, probably driven by overfitting. Cross-validation works very well in many constellations. An important point of the simulation study is to compare Boosting and LASSO. It seems that in the polynomial decaying setting, Boosting (orthogonal Boosting with our stopping rule) dominates post-LASSO. This also seems true in the iid, sparse setting. In the correlated, sparse setting they are on par. Summing up, it seems that Boosting is a serious contender for LASSO. Table 2 shows the average number of variables selected for LASSO, BA and oBA (both with our stopping criterion) and the number of iterations run in the BA case in the simulations above. An interesting pattern is that in most cases LASSO selects more variables or, coined in other terms, boosting algorithms give sparser solutions.
Comment 4.1. It seems that in very high-dimensional settings, i.e. when the number of signals s is bigger than the sample size n, (e.g. n = 20, p = 50, s = 30) boosting performs quite well and outperforms LASSO which seems to break down. This case is not covered by our setting, but it is an interesting topic for future research and shows one of the advantages of boosting.
Application: Riboflavin production
In this section we present an application to demonstrate how the methods work when applied to real data sets and, then compare these methods to related methods, i.e. LASSO. The application involves genetic data and analyzes the production of riboflavin. First, we describe the data set, then we present the results. 5.1. Data set. The data set has been provided by DSM (Kaiserburg, Switzerland) and was made publicly available for academic research in Bühlmann et al. (2014) (Supplemental Material) .
The real-valued response / dependent variable is the logarithm of the riboflavin production rate. The (co-)variables measure the logarithm of the expression level of 4, 088 genes (p = 4, 088) which are normalized. This means that the covariables are standardized to have variance 1, and the dependent variable and the resources are "de-meaned"which is equivalent to including an unpenalized intercept. The data set consists of n = 71 observations which were hybridized repeatedly during a fed-batch fermentation process in which different engineered strains and strains grown under different fermentation conditions were analyzed. For further details we refer to Bühlmann et al. (2014) , their Supplemental Material and the references therein.
5.2.
Results. We analyzed a data set about the production of riboflavin (vitamin B 2 ) with B. subtilis. We split the data set randomly into two samples: a training set and a testing set. We estimated models with different methods on the training set and then used the testing set to calculate out-of-sample mean squared errors (MSE) in order to evaluate the predictive accuracy. The size of the training set was 60 and the remaining 11 observations were used for forecasting. The table below shows the MSE errors for different methods discussed in the previous sections. Proof of Lemma 2. From Lemma 1, Z m+1 = Z m − 2γ m jm < ε, X jm > n , and
Then, Z m = ||ε|| 2 2,n + 2 < ε, V m >= ||ε|| 2 2,n + 2 < ε,
Proof of Lemma 4. Denote m * + 1 as the first time ||V m || 2,n ≤ η n √ m + sλ n , where η n is some sequence of positive real numbers. We know that in high-dimensional settings ||U m || 2,n → 0 so ||V m || 2,n → σ 2 . Thus, by fixing p and n, such m * must exist.
First, we prove that for any m ≤ m * , we have: ||V m+1 || 2 2,n ≤ ||V m || 2 2,n . By Lemma 1, ||V m+1 || 2 2,n = ||V m || 2 2,n − γ m j (γ m j − 2 < ε, x j > n ). We only need to prove γ m j and (γ m j − 2 < ε, x j > n ) have the same sign, i.e., |γ m j | > 2| < ε, x j > n |. It suffices to prove |γ m j | > 2λ n . We know that |γ m j | ≥
Thus, for any η n > 3, ||V m+1 || 2 2,n ≤ ||V m || 2 2,n . Let η n = 3 + µ for some constant µ.
We will consider two cases, depending on whether m 0 is smaller or larger than m *
If m 0 < m * , we know that for any m = 0, 1, . . . , m 0 , ||V m || 2 2,n is decreasing. For any m < m 0 , we have:
Based on Lemma 2 and inequality (9),
If m * 1 ≥ m 0 , then define a new sequence q 0 := ||U 0 || 2 2,n >σ 2 + 8(1 + µ) √ sλ n ||V 0 || 2,n .
We require the LASSO growth rate √ sλ n → 0. Let q m+1 = q m * (1 − 1 m+s ). So we have: q m = q 0 s m+s . So for any m ≤ m 0 ≤ m * 1 ∧m * , we have ||U m || 2 2,n −σ 2 −8(1+µ)λ n m * 1 + s + 1||V m * 1 || 2,n ≤ q m ≤ C s m+s . (Here we require ||q 0 || 2,n < ∞, which holds under ||β|| 2 < ∞. Bühlmann (2006) requires a stronger condition: ||β|| 1 < ∞). If we believe that sup |β| < C, then the result should be ||U m || 2 2,n ≤ C s 2 m+s .) Thus, we know that for any m ≤ m * 1 , ||U m+1 || 2,n ≤σ 2 +8(1+µ)λ n √ m + 1 + s||V m+1 || 2,n + C s m+s+1 . And: ||V m+1 || 2 2,n = ||U m+1 || 2 2,n −Z m ≤σ 2 +8(1+µ)λ n √ m + 1 + s||V m+1 || 2,n +C s m+s+1 − σ 2 + 2 √ m + s + 1λ n ||V m+1 || 2,n = (10 + 8µ) √ m + s + 1λ n ||V m+1 || 2,n + Consider the event A c 1 . So there exists a j ∈ T which is never picked up in the process at k = 0, 1, . . . , Ks.
Every step we pick a j to maximize | < X j , U m o > 2,n | = | < X j , V m o > 2,n + < X j , ε > 2 |. Thus, it is easy to see that < V m o , Xβ S m > 2,n = j∈S m β j < V m o , X j > 2,n ≥ c j∈S m β 2 j . Thus, there exists some j * such that | < V m o , X j * > | ≥ c|β j | ≥ cJ. We know that the optimal j m must satisfy: | < U m o , X jm > 2,n | ≥ | < V m o , X j * > 2,n − < ε, X j * > 2,n | ≥ cJ − λ n . Thus, | < V m o , X jm > 2,n | > cJ − 2λ n .
Hence, ||V m+1 o || 2 2,n = ||V m o − γ jm X jm || 2 2,n = ||V m o || 2 2,n − 2γ jm < U m o , X jm > +2γ j < ǫ, X jm > +γ 2 jm ≤ ||V m o || 2 2,n − γ 2 jm + 2λ n |γ jm | ≤ ||V m o || 2 2,n − (cJ − λ n ) 2 + 2(cJ − λ n )λ n ≤ ||V m o || 2 2,n − (cJ) 2 + 4cJλ n . Consequently, ||V m o || 2 2,n ≤ ||V m 0 || 2 2,n − K(cJ) 2 s + 4KcJsλ n . Since ||V 0 o || 2 2,n ≤ CJ ′2 s, so let K > c 2 J 2 CJ ′2 and assuming λ n → 0 would lead to a ||V m o || 2 2,n < 0 asymptotically. That said, our assumption that "there exists a j which is never picked up in the process at k = 0, 1, 2, . . . , KS" is incorrect with probability going to 1.
Thus, at time Ks, A 1 must happen with probability going to 1. And therefore, we know that ||U m o || 2 2,n = ||M P Ks o ε|| 2 2,n ≤σ 2 = σ 2 + O p ( 
