ABSTRACT Webtoon, a portmanteau of web and cartoon, denotes a cartoon that has been published on a website. Recently, webtoons have become popular in the global Internet market. Unfortunately, the copyright infringement has emerged as a new challenge resulting in illegal profit gains. Moreover, it is difficult to apply watermarking to published webtoons, because they need to be watermarked prior to publication. In order to deal with a large number of published webtoons, it is necessary to identify each webtoon using fingerprints extracted from its webtoon image. In this paper, we propose an identification framework to detect copyright infringement due to the illegal copying and sharing of webtoons. The proposed identification framework consists of the following main stages: fingerprint generation, indexing, and fingerprint matching. In the fingerprint generation stage, the translation invariant and temporally localized fingerprints are created for distortion-robust identification. An inverted indexing of the database is implemented, using the visual word clustering method and the MapReduce framework, to store the fingerprints efficiently and to minimize the searching time. In addition, we propose a two-step matching process for faster implementation. Moreover, we measured the identification accuracy and the matching time of a large-scale database in the presence of various distortions. Through rigorous simulations, we achieved an identification accuracy of 97.5% within 10 s for each webtoon.
I. INTRODUCTION
With the rise of Internet-connected hand-held devices such as smartphones, new types of online content has emerged. Moreover, traditional content such as comics or cartoons have also transformed their formats, adapting to the environment change. Webtoon, which is a portmanteau of web and cartoon is the most representative example. In South Korea it is one of the most flourishing media formats and has been boosting the cartoon industry. According to Koreanclick [1] , in May 2014, there were more than 1,200 webtoons published online by the two primary companies of Daum and Naver on their portal websites. The number of webtoon users was 6.3 million in 2014, and page views reached approximately 900 million per month. Unfortunately, with the growth of webtoon market, copyrights of webtoons are being violated by illegal distributors who capture and post them on the web for profit. The Korea Copyright Commission has been taking this violation into serious consideration and is trying to commercialize a webtoon identification system for preventing illegal distribution of webtoons.
Compared with traditional comics, the webtoon has its own characteristics. The most remarkable property is the type of piracy. Like other online content, webtoon also suffers from copyright violation problems due to illegal sharing. While an image scanner digitizes traditional comics pagewise, for webtoons, vertically long images are divided and shared by image patches. In other words, the aspect ratio of the illegal comic image is not much different from the original image. In contrast, because of patch division, an illegal webtoon's aspect ratio can be considerably different in numerous instances. There is the possibility that each distributor can generate different sized patches from the same original image. In addition, new webtoons are being uploaded frequently and the number of updated webtoons is even much larger than that of comics. In order to handle such a large number of webtoons updated daily, it is necessary to develop a database identification system reflecting such frequent updates. Therefore, the identification strategy for the webtoon should be distinct from that used for traditional comics.
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To prevent illegal sharing of digital content, a variety of identification techniques have been proposed for video [2] , [3] , image [4] - [7] , and audio [8] , [9] contents. These techniques can be classified into two categories: digital watermarking and content-based fingerprinting. In watermarking, additional information (watermark) is perceptibly or imperceptibly embedded in the original content to identify ownership of the copyright [5] . However, because the embedding operation has to precede content distribution, it is difficult to use it for content that is already distributed without a watermark.
In contrast, the fingerprinting method extracts a unique set of intrinsic properties as a form of features from the original content. The set is called fingerprints, which is utilized to identify the contents from the database [2] , [10] - [12] . In this paper, we use the term, fingerprint, to identify webtoons, which consist of handcrafted features. In other words, there is no need to embed additional information, which enables it to be applied to previously distributed content. However, if some part of the content is distorted, it can affect its fingerprint, resulting in a decrease in identification accuracy. Therefore, when designing fingerprints, such possible distortions should also be considered in advance.
In this paper, we use the fingerprinting method for webtoon identification because numerous webtoons have already been distributed without any copyright protection measures. As webtoon is illegally distributed, the distributors add various forms of differences from the originals in order not to be caught by copyright infringement. Major considerations for designing fingerprints are summarized as follows.
• Geometric distortions in webtoons: Webtoons are usually published online as vertically long strips as shown in Fig. 1 -(a). However, when they are illegally shared, distributors frequently slice them horizontally into small units (patches) which contain only a certain part of the image (Figs. 1-(b) and (c)), i.e., they exhibit some geometrical distortions. When using illegally shared webtoons, the unit of identification must be the patch(es), so the information of vertically distant regions should not affect generating a fingerprint. That is to say, if we assume the vertical direction as an artificial time axis, the fingerprinting procedure should only require the information in the temporally localized region. Moreover, webtoons are usually not only sliced but also resized by illegal distributors. Webtoon fingerprinting should be robust against size variation. Finally, because there is no standard for slicing, patches from different distributors but same webtoon can be overlapped. For example, as shown in Fig. 1 , the overlapped regions have the same content, but their relative position in the vertical direction are different. Therefore, to develop successful fingerprinting regardless of slicing method, generated fingerprints should have a property of time invariant.
• Photometric distortions in webtoons: When webtoons are illegally shared, they also suffer from photometric distortions such as brightness/contrast adjustment and compression. However, the original and distorted images may appear the same, but they are not always completely identical. A distributor of illegal webtoons can change the brightness level on purpose using his/her favorite color profile. Additionally, webtoons are distorted in the process of re-compression due to the different compression parameters. Therefore, to develop a robust photometric identification method, these problems must be accounted for the design process of webtoon fingerprinting.
• Fingerprint matching in a large database: Because a large number of webtoons are published every year, the identification system requires a large-scale database to store the fingerprints of the original image data. To store, index, and match the webtoon fingerprints more efficiently, it is necessary to design a database structure and matching scheme that reflects the structural properties of the fingerprint. Generally, the techniques of distributed storage and parallel indexing can be a solution in a large-scale database for reducing the identification time. In this manner, fingerprints can be stored in a distributed database, and their indices can be calculated in parallel. Therefore, the structure of a 0fingerprint must be suitable for parallel processing and storage. On the other hand, to finish the identification process in a reasonable time, a fingerprint matching scheme that is tailored to the distributed database structure is also required. In this paper, we propose a fingerprinting framework for webtoon identification in a large-scale database, as shown in Fig. 2 . The framework is divided into two sides: server and client sides. On the server side, the fingerprints of original VOLUME 6, 2018 FIGURE 2. Proposed fingerprinting method for the webtoon identification.
webtoon patches are generated. Then, to store the fingerprints in the distributed database, indices of the fingerprints are calculated in parallel. On the client side, fingerprints of the input webtoon patch are generated using the same procedure as the server side. Then the set of fingerprints is sent in parallel to the webtoon database for identification. Finally, in response to the identification request, metadata of the matched webtoon is transmitted. To demonstrate the performance of the translation invariant and temporally localized fingerprint, which is based on frequency features, we benchmark with other methods, which range from the simpler to more complex methods. The former includes template matching and hierarchical symmetric difference (HSD), and the latter includes texture-based features (SIFT, SURF, MSER) and a hashing function tested for identification accuracy, processing speed, and so on. The contributions of our webtoon identification framework are summarized as follows.
• To handle the geometric distortions for illegal webtoon sharing, a temporally localized and translation/size invariant fingerprinting method is provided.
• To produce photometric distortion-robust fingerprints, frequency characteristics of the webtoon patch are utilized.
• For the large-scale database, inverted indexing is exploited to manage the distributed storage.
• Finally, a two-step fingerprint matching is applied for quick identification.
II. RELATED WORK
The framework of a content identification technology can be divided into two constituents: fingerprint generation and matching. In the fingerprint generation module, fingerprints extracted from the content must be robust against image deformations such as geometrical and photometric distortions. Subsequently, in the matching module, the extracted fingerprints are compared against the fingerprints in a large-scale database. A database management strategy is required to optimize the performance of the matching module in order to handle the large-scale database. In this section, we briefly review the related works on fingerprinting, database, and matching techniques.
A. FINGERPRINTING 1) TEXTURE-BASED FEATURE
In computer vision, to extract the uniqueness of an image, keypoints and descriptors such as SIFT, SURF and MSER have been studied, which represent the image structure in detail [13] - [15] . By utilizing these texture-based features in image retrieval [16] , [17] , it has been demonstrated that these methods are robust to affine transformation and can retrieve geometrically similar images. Different from image retrieval, the goal of webtoon identification is to find a sequence of images that is exactly the same as the given content. Thus, more straightforward and efficient method should be required. Because it is better to capture raw features for identification owing to the characteristics of webtoons, texture-based methods are too computationally expensive to capture the features of webtoons. Also, there is a drawback introduced by distortions such as image compression. Distortions may cause noise features, which may lower the image matching accuracy of texture-based features significantly.
2) HASHING FUNCTION
A hashing function learns the structure of an image dataset and converts it into binary vector space [18] - [20] . By utilizing binary vectors, a hashing function has an advantage in terms of retrieval speed. Deep supervised hashing [21] is performed through supervised learning by means of image similarity by using labels. However, although this method outperforms other unsupervised methods [18] - [20] , it is necessary to define image similarity manually. Although this method well represents images as binary vectors, it cannot generate features to discriminate test webtoons from webtoons belonging to the database. Therefore, new webtoon images which are uploaded to the internet may not be identified well. To resolve this issue, it is necessary to generate binary vectors again after including new webtoon images in the dataset. This method requires significant time to learn the image dataset, so it may not be possible to reconstruct binary vectors while processing newly uploaded webtoons as mentioned in the introduction.
3) HIERARCHICAL SYMMETRIC DIFFERENCE (HSD)
We introduce the HSD method, which is one of the most popular approaches for fingerprint extraction of a comic image [10] . In the HSD method, each image is divided into two sub-images using 32 different patterns, and fingerprints are extracted from each pattern by comparing the average pixel intensities of two sub-images. However, webtoons are usually distributed in the form of patches whose size may differ among distributors. Therefore, there is an inconsistency if a single fingerprint is used for identification of a webtoon. The database should have various possible combinations of webtoon patches for identification; hence, HSD is an impractical solution, as it is difficult to establish a unified webtoon identification framework using the HSD method.
4) ORDINAL MEASURE METHOD
Another approach to decide the uniqueness of an image was proposed, using a fingerprinting method called the ordinal measure [22] . The main advantage of the ordinal measure is that it is minimally affected by global distortions such as changes in illumination. According to the ordinal measure, an image is divided into sub-images, whose mean pixel intensities are calculated. Subsequently, the mean intensities are ranked in order of magnitude. However, this approach is not suitable for webtoon identification because even a simple deformation such as cropping can change the fingerprint significantly.
5) SPECTROGRAM
For the identification of a one-dimensional (1D) signal, the spectrogram [23] is often used to extract fingerprints [24] , [25] . To construct a row of the spectrogram, a signal is broken up into segments, and the amplitude of the fast Fourier transform (FFT) of each segment is calculated. Usually, segments are windowed and overlapped to reduce artifacts and information loss at the boundaries. Because the segments tend to be temporally coherent for a 1D signal such as sound, this helps to improve the identification accuracy. In particular, the authors of [25] showed simple and fast identification by using frequency-based features with time-invariant property. The proposed method is developed for webtoon identification based on the motivation. However, it is difficult to apply the technique seamlessly to webtoon identification. One of the problems is that each webtoon patch is a two-dimensional (2D) signal. If the 2D signal is converted to a 1D signal by concatenating each row of the patch, the spectrogram method could be applicable; however, such a process risks losing the advantages of windowing and overlapping. As a result, it should be modified appropriately to use the spectrogram method for fast webtoon identification and the details are described in Section III-C.
B. DATABASE AND MATCHING TECHNIQUES 1) DISTRIBUTED DATABASE PROCESSING
In a large database, without a database management system, it is difficult to perform the identification process within a reasonable amount of time, even if the fingerprints for a given query were successfully extracted. Therefore, it is necessary to develop a fingerprint management method that allows the database to respond quickly to queries. In this case, fast computation of data is achieved by distributed database processing, wherein the data is processed across a cluster of computer systems. The MapReduce (MR) [26] tool is one of the best options for distributed data processing, as it processes massive amounts of unstructured data in parallel across a distributed cluster. Using the MR model, users specify the computation regarding the map and reduce functions, and the underlying runtime system automatically parallelizes the computation across clusters of machines, handles machine failures, and schedules inter-machine communication to make efficient use of the network and disks [26] .
2) INDEXING
A database management system uses database indexing to access content quickly and accurately. In a document retrieval system, an inverted index is frequently used to store the location of a database file. The main advantage of inverted indexes is that they are excellent for representing frequentlyappearing values; therefore, they are useful for search engines and other types of full-text indexes. For example, in a document-based retrieval system, instead of the documents themselves, keywords having links to the corresponding documents are stored. This linking reduces the number of pointers needed to point to the repeating keywords, as all the occurrences of a word inside a single block are collapsed into one reference. Moreover, the inverted file structure has been successfully used for large-scale image searches [27] . In this case, the image feature vectors are represented as a set of visual words by clustering features. This is very similar to textual search where a document is represented as a set of unordered words to adopt an inverted index file. Reducing search time by clustering databases in accordance with the similarity of features is widely used in various fields. Similarly, in the proposed work, the database contains frequently repeating features for different webtoons. Therefore, we adopt the inverted index database structure to manage the database efficiently and to reduce the searching time.
3) TEMPLATE MATCHING
Template matching [28] is a method of digital image processing that involves finding small parts of an image that match a template image, and it is extensively used in VOLUME 6, 2018 low-level vision tasks to identify patterns in images [29] , [30] . In template matching, two methods are used to determine the position of a given pattern in an image: patch subtraction and correlation. Through template matching, it is possible to identify the original image using only a patch image. However, this process has some limitations, such as the need for storage and lengthy processing time. In this process, users store whole images in a database and subsequently perform the matching process pixel-by-pixel; hence it can take a long time to process. Because time and storage space are crucial considerations, this method is not appropriate for the identification of webtoons.
III. PROPOSED WEBTOON IDENTIFICATION METHOD
The proposed system is composed of three main modules: fingerprint generation, database construction, and fingerprint matching, as shown in Fig. 2 . In this section, we present a distortion-robust and computationally efficient webtoon identification system using a large-scale database. Using this system, the originality of a webtoon can be identified using a webtoon patch (which is a small part of a webtoon).
A. FINGERPRINT GENERATION
The fingerprint generation module is composed of three submodules: preprocessing, feature extraction, and fingerprint creation. In the preprocessing stage, the webtoon images are converted to grayscale and divided into several frames. These frames are normalized in width. Subsequently, distortionrobust features of the frames are extracted by considering their time-frequency behavior. Finally, these features are used to extract the temporally localized and translation invariant fingerprints.
1) PREPROCESSING
In the preprocessing stage, the webtoon patch is first converted to grayscale. Second, each grayscale webtoon patch is divided into frames for region of interest (ROI) selection as shown in Fig. 8 . Because webtoon images appear in different image sizes by distributors, a fixed identification unit must be defined. In this paper, the identification unit is defined as an ROI, which is extracted from an image after excluding the background. In Fig. 8 , the ROI selection process to construct the feature map is shown. Further, edge information is extracted from the webtoon patch by using the Canny edge detection method [31] . Along with the edge information, ROIs are selected to eliminate meaningless parts of the webtoon patch and to allow only the webtoon contents to remain. To select an ROI, first, the edge pixels of the webtoon content are searched by row. After distinguishing from the background, edge pixels of the webtoon content are searched again by column. Based on the edge pixels found in row and column directions, the ROI as shown in Fig. 3 is finally obtained. After ROI selection, the width of the frame (W ) is changed to W N pixels to normalize the size of a webtoon frame. At the same time, the height (H ) of the frame is scaled as H N = H · W N /W . The size normalization stage ensures that the extracted fingerprints are independent of the size of the webtoon frame.
2) FEATURE EXTRACTION
The feature extraction process is divided into two steps: feature map creation and feature map filtering. First, a feature map is created to extract features from the webtoon frame. The feature map contains both time and frequency characteristics of each webtoon frame. In order to construct the map, each row of the preprocessed webtoon frame is transformed using the FFT, and the magnitude of the FFT is used to create the feature map. Half of the normalized frequency (π ) is used for the feature map because each row signal is purely real. As a result, each row of the feature map represents the magnitude of the frequency response in the range of [0, π]. For example, if we use a 2· W T -point FFT for each row of the input image, the width of the feature map becomes W T + 1.
The intensity level of the feature map gives the frequency information of a specific row. The most dominant components remain at a low frequency, particularly, at zero frequency. For example, as shown in Fig. 8 , low-frequency components are overwhelming in the corresponding region of the feature map, and the frequency component decreases as the frequency increases. Therefore, the feature extraction policy should be applied according to the frequency band.
However, because the entire feature map cannot be followed as a feature by itself, a filtering procedure is used to reduce the number of features. In the filtering process, distortion-robust features are extracted, and the remaining features are filtered out. For the DC-free region of the feature map, the local peak selection method is proposed to extract robust features. For DC frequencies, the points whose intensities are greater than a predefined threshold (τ DC ) are selected as features. Fig. 4 shows a single row of the feature map from the original webtoon patch, and the rows at the same position for the quality-and brightness-adjusted webtoons are shown in the quality-degraded and brightness-adjusted webtoons in Fig. 4 , respectively. In Fig. 4 , note that although the perturbation of quality and brightness levels produces different intensities in the feature map, their peak locations reside in the same frequency bin. Despite different levels of compression and overall brightness, the location of the local peak in the feature map tends to be unchanged. Therefore, we can choose those filtered points (local peaks) as the features for each row.
However, simple local peak selection can choose consecutive points as peaks. In such a case, the fingerprint can consist of locally concentrated features, resulting in degradation of the content identification accuracy. Therefore, the space between features must be maintained properly, and we use a distance threshold (τ D ) to spread the features. Specifically, even if a point is chosen as the local peak, the point cannot be selected as the feature unless the distance between the point and its nearest feature is greater than τ D . This criterion helps to achieve well-distributed features in the feature map. To generalize the feature extraction procedure, we divide the frequency regions into predefined numbers of bands (N B ) and select limited numbers of peaks (N P ) in each region. The detailed procedure to generate features for N B bands and N P peaks is shown in Algorithm 1. In Algorithm 1, lines 3 to 5 and 8 to 17 refer to DC feature and local peak selection procedures, respectively.
3) FINGERPRINT CREATION
The filtered features have the time-frequency characteristics of a webtoon patch, and they can be directly used as fingerprints for identification. In this case, the matching procedure can be understood as counting the number of coinciding features in a database while shifting the time position of the feature map of an illegal webtoon patch. However, such an exhaustive search is not a feasible solution for a large-scale database due to the processing complexity, i.e., identification may not be completed within a desired amount of time. In order to resolve this problem and to use the features wisely, we develop a grouping strategy and accordingly define the target zone and anchor of a feature group.
The target zone is a group of multiple features, and its size is defined as the number of features (N F ) it contains. To construct a target zone of N F features, all the filtered features are first numbered in ascending order with regards to their time-frequency locations. For example, the feature of p [30, 10] is numbered as F 4 because its rank is 4 th regarding time-frequency order. Subsequently, N F features are grouped as shown in Eq. 1.
G i represents the i th target zone of the features. Fig. 5 shows an example of a target zone using N F = 5 at j = 4. The value of N F affects the identification accuracy and complexity; if the value increases, both identification accuracy and response time also increase, and vice versa.
After the target zone is determined, an anchor (M ), which is one of the filtered features outside the target zone, is assigned to each target zone. Subsequently, a fingerprint is generated using the anchor paired with each feature in the target zone. Therefore, the number of fingerprints increases with the size of the target zone (N F ). The anchor of the i th target zone (M i ) is defined by the κ feature preceding its first element. In other words, if M i is set as F i , j in (1) is determined as j = i + κ and indicates the first feature of the target zone of the i th anchor. Fig. 5 shows an example of the relationship between the anchor and the target zone using κ = 3. In the figure, M 1 is related to all elements in the target zone . Meanwhile, the value is composed of a paired anchor time (M t ) and webtoon identifier (W ). For the j th feature in the i th target zone of the k th webtoon, the value V i,j,k is defined in Eq. 3.
The proposed address-value structure of the fingerprint has the following advantages. First, because the address has frequency values (M f and F f ) and relative time information ( ) instead of absolute time (M t or F t ), the same address can be looked up using a specific feature regardless of the patch height, i.e., the proposed fingerprint has translation invariant characteristics. Those characteristics contribute to the proposed database structures and fingerprint matching strategy. The detailed procedures are explained in the following sections.
B. LARGE-SCALE DATABASE CONSTRUCTION
A database indexing technique is required to manage largescale files of fingerprints from numerous webtoons efficiently and to improve identification time. In general, the architecture of the database index is determined based on the structure and distribution of data. For webtoon fingerprints, because the same address of the fingerprint can appear for different webtoons, the inverted index method [27] can be effectively exploited to construct the feature database. By using the inverted index, a list of webtoons that contain the same address can be linked to one specific index instead of listing fingerprints per webtoon.
The inverted index has an advantage of reduced data size; however, its construction for large-scale fingerprint files takes significant time. Furthermore, database searching is also a time-consuming job to provide query results due to its large scale. In this paper, to reduce the building and searching of the large-scale inverted index, we employ a parallel and distributed processing technique based on visual word clustering method and the MapReduce framework.
The visual word is the most common way to represent characteristics of an image in image retrieval [17] . The webtoon images can also be expressed as visual words. In this paper, for the visual word generation, Speeded Up Robust Features (SURF) [14] are extracted from the ROI of a webtoon ROI. The SURF technique detects a local feature and creates its descriptor, which contains the information of the local structure of an image. The SURF descriptors are grouped using K-means clustering [32] . Subsequently, when the ROI of a new webtoon is entered, each descriptor of the webtoon ROI belongs to the cluster which has the minimum distance between the descriptor and the cluster centroid. Each descriptor belongs to the closest cluster, and the ROI can be represented by the histogram of the cluster index. The cluster to which most of the descriptors of the ROI belong signifies the characteristics of the corresponding webtoon ROI.
After the cluster of each webtoon ROI is determined, the fingerprint database is constructed in conformity with the preceding cluster information. Only the fingerprints corresponding to the cluster where an input webtoon ROI belongs are searched for identification. Thus, by using clustering, the number of searches for a fingerprint can be reduced in inverse proportion to the number of clusters.
The MapReduce framework is mainly composed of two steps: map and reduce. Shuffling is an intermediate step between map and reduce. In the map phase, all input fingerprint files are broken down into < key, value > pairs. For the i th fingerprint file (F n ), the < key, value > pair consists of F n [A], F n [V ] which are the address and value of F n , respectively. Subsequently, the shuffling phase gathers all pairs that belong in the same key. Finally, in the reduce phase, the inverted index is established in parallel by appending all the pairs associated with the same key to one index. In this manner, the inverted indexed database file is constructed, where the index and data refer to the address (A) and value (V ) of the fingerprint, respectively.
The overall flow of the matching process is shown in Fig. 6 . The matching module has three consecutive steps: cluster decision, primary candidate, and final webtoon selection.
First, the cluster to be searched is determined. After the cluster decision, because the address of the proposed inverted index has frequency and relative time information, webtoon identification can be made by matching fingerprints of the illegal patch with those of the original webtoon. Moreover, the absolute time field (M t ) in the value field enables determining the time offset between the illegal and original webtoon patches. In the primary candidate selection module, the addresses between the original and illegal patches are matched to produce the intermediate identification result. Subsequently, P N webtoon candidates are selected as the primary candidates. In the last module, the time offset between the values field of the original and illegal patches are investigated, and a webtoon which has a distinctive time characteristic is selected as the identified webtoon.
1) CLUSTER DECISION
To decide the cluster in which to search for fingerprint matches, the SURF descriptors (d) are extracted from the webtoon ROI. The Euclidean distance between a descriptor of the ROI and the centroid (c) of a cluster is calculated to decide which which has the minimum distance, as shown in Eq. 4.
VOLUME 6, 2018 where c i is the centroid of the i th cluster, d m,n is the n th descriptor of the m th ROI in the webtoon patch, and I m,n is the cluster index. The cluster is determined for each descriptor, and the histogram of the cluster index is built to decide which cluster is closest to the ROI image. The cluster where descriptors are most similar is selected to search for the fingerprint match.
2) PRIMARY CANDIDATE SELECTION
Assume that the input query (q) feature vector set has M features. Each feature contains two fields, address (A) and anchor time (M t ) mentioned in Section III-A-3). We collect the webtoon IDs linked with each address of the query to construct the intermediate webtoon ID set (W ). These webtoon IDs are ranked in descending order by counting the number of occurrences of each webtoon ID in W. Finally, the top P N webtoon IDs are selected as the primary candidates of the query.
3) FINAL WEBTOON SELECTION
In the proposed method, both original and illegal fingerprints have a anchor time field. Although, arbitrary cropping affects the anchor time in illegal fingerprints, the time difference between samples can be used to identify the original webtoon. Fig. 7 shows example patches of features for the final candidate selection procedure. In this example, the parameters are selected as, κ = 3, N F = 4, and P N = 2. In Fig. 7 , some example fingerprints are denoted by arrows for both original and illegal patches. The illegal patch is originally cropped from Webtoon 1 at time 30. Therefore, if the match is successful, the anchor time difference (t d ) between illegal and original patch is 20 because the first feature starts at index 1. In Fig. 7 , the addresses and values of three fingerprints for the illegal patch are shown. To find the original patch, features of the primary candidate webtoons are obtained in Fig. 7 .
Arrows with the same color represent the features of the illegal patch having the same address. For example, F A in the illegal patch (yellow arrow) is matched with one fingerprint in Webtoon 1 and two fingerprints in Webtoon 2. All matched addresses for the fingerprints of the illegal patch are presented in Table 1 . To select a final webtoon, in Table 2 , we calculate the occurrence (η) of t d from the matched values of Table 1 . When a correct webtoon is matched, the specific anchor time difference occurs a lot. Nevertheless, the total sum of the occurrences varies according to webtoon as shown in Table 2 . The sum of the occurrences in Webtoons 1 and 2 is 4 and 7 respectively. Therefore, it impossible to determine a specific threshold with the occurrence of t d for final webtoon selection. Therefore, for fair comparison, the occurrence of t d is normalized as shown in Table 2 , and the threshold for the final webtoon selection can be determined in proportion of the occurrence.
In Table 2 , the occurrence of anchor time difference for Webtoon 1 is concentrated at t d = 20, and results inη = 0.75. However, for Webtoon 2, the maximum value ofη is only 0.43 at t d = 10. Here, for the two webtoons, the values of η are the same as 3, but the normalized occurrence of Webtoon 1 is larger than that of Webtoon 2. In other words, the distribution of t d for Webtoon 1 is more highly biased than Webtoon 2. Therefore, more precise matching of fingerprints can be achieved using the normalized occurrence, which also shows the offset between the illegally cropped and original webtoon patches. This matching procedure can be expressed mathematically for the P N candidate webtoons, and a matched webtoon (W M ) should satisfy the following condition:η
where, η th is the predefined threshold, and superscript M is the ID of the matched webtoon.
C. SIMILARITY AND DIFFERENCE WITH SHAZAM'S METHOD
Since webtoon also has continuous characteristics like music, we utilize spectrogram to identify each webtoon using the notion of the anchor and target zone of Shazam's method [25] . However, it is necessary to make some modifications adjusted for webtoon in accordance with its intrinsic spectrogram. With the authors of [25] handled only additive noise and GSM compression, it is necessary to cope with changes in margin that could occur when capturing webtoon for more reliable webtoon identification. Therefore, we preprocessed each webtoon image by ROI selection (Section III-A-1)). This preprocessing leads to preserving webtoon contents only after removing backgrounds, which improves the identification accuracy significantly. Subsequently, since the frequency characteristics of webtoons are completely different from those of music, we need a process to extract intrinsic frequency characteristics. While the method in [25] simply selected all peaks in spectrogram, the proposed method selects peaks which are larger than a threshold according to the frequency band (Section III-A-2)).
IV. SIMULATION ENVIRONMENT
The dataset is collected from commercial webtoon websites. To validate the performance of the webtoon identification system, we constructed a test database that consisted of webtoon fingerprints and corresponding meta-data. The database was built using the master-slave structure. There are one master and three slave nodes, configured on the CentOS (version 6.6) cluster environment. Each node including the master used an Intel(R) Core(TM) i7-4790 @ 3.60GHz processor with four cores and 5GB RAM. The parameters used for identification are summarized in Table 3 .
Here, we used N FFT = 256 points of FFT, and the width of the feature map was half of N FFT (W T = 129 pixels). To obtain well-distributed distortion robust features, we divided W T into N B = 4 bands and selected N P peaks from each band. To split the feature map into N B bands, we used mean and standard deviation analysis of the feature map. The mean of the row of the feature map is calculated over the time. Because the mean value decreases as the frequency increases, it is difficult to apply the simple peak selection method to the entire frequency band. In the peak selection method, selected features may reside only on the low-frequency band of the feature map because the higher magnitudes lie in the lowfrequency band. We divided the frequency axis into four bands to solve the variations in the mean of a row, and the peak selection method was applied to each band. The frequency was divided so that the mean of a band was set to be approximately half of the mean of the previous band, and these mean values for the four bands are set as the threshold for the feature extraction in each band.
The band information for N B = 4 follows.
• The range of band 1 is from 2 to 20, and the mean is 2.8245.
• The range of band 2 is from 21 to 70, and the mean is 1.0498.
• The range of band 3 is from 71 to 100, and the mean is 0.6043.
• The range of band 4 is from 101 to 128, and the mean is 0.3995.
V. RESULTS AND DISCUSSION

A. OPTIMAL PARAMETERS FOR FINGERPRINT GENERATION
The optimal parameters are obtained impirically to maximize the performance of the proposed method. The parameters are Patch size, Target zone size and Number of clusters. To mesure the performance of each parameter, the ROC curves are shown in Table 4 and Fig. 8 .
1) PATCH SIZE
In the webtoon identification process, the patch size of the input webtoon becomes an important factor to determine matching accuracy and computational time. In other words, if the size of the patch is small, then there is a chance of misidentification. However, if the size of the patch is larger, then it takes longer to process. In our case, because the width of each patch is fixed to its normalized width as W N = 256, only the normalized height (H N ) determines the size of the patch. The normalized width is derived through the simulations according to the variable normalized width and expected distortions.
2) NUMBER OF FEATURE POINTS IN A TARGET ZONE (N F )
In addition to the patch size, the number of features in a target zone (N F ) also affects the identification performance in terms of accuracy and time. If N F increases, the number of fingerprints also increases, and this improves robust identification. However, an increase in the number of fingerprints also causes an increment in the processing time, and vice versa. To find the appropriate N F , we measured the accuracy for all types of distortions in terms of N F , accuracy, and processing time. Through the simulations according to the various values of N F , as N F increases from 2 to 5, the processing time increases exponentially, and the accuracy also increases. The minimum reasonable target zone size is N F = 5 for most distortions in terms of time and accuracy. Moreover, the processing time when N F = 5 resides within a reasonable range, so we used this value for the simulation.
3) NUMBER OF CLUSTERS
In addition to the two previous parameters, the number of clusters is also an important factor to determine the matching accuracy and computation complexity. When the number of clusters was small, it took long to match features and the accuracy also decreased due to similar images in the same cluster. In contrast, when the number of clusters was large, the number of searched features decreased, but the feature vector space was divided into too many details and the correct webtoon could not be found. SURF and SIFT are compared for clustering performance, and there is no meaningful difference in terms of the identification accuracy. In terms of the processing time, SURF has lower computation complexity in the cluster decision because a SURF descriptor (64 dimension) has low dimension compared to a SIFT descriptor (128 dimension). Finally, in this simulation, we chose the clustering of SURF descriptors with 100 clusters, which provided satisfactory identification accuracy and processing speed.
B. IDENTIFICATION PERFORMANCE ANALYSIS
The identification accuracy of the proposed method was calculated and compared with template matching [28] , HSD [10] , SIFT [13] , SURF [14] , MSER [15] and the hashing function [21] . For texture-based methods, we simply compared descriptors of SIFT, SURF and MSER to find matched weobtoon patches. Table 5 shows the identification performance for all methods. For performance comparison, 4,194 webtoon images corresponding to 300 volumes were used for constructing the database without clustering.
To verify the performance of the proposed method, image slicing(G1), JPEG compression(Q1-3) and brightness change(B1-3) to simulate illegal distribution were applied to webtoon images for testing. These are fundamental distortions that occur in the distribution process of webtoons. Since webtoon is a digital image, the image distortions are relatively simple unlike existing scanned images. Each webtoon image is sliced into two separated regions like Distributor B in Fig. 1 . A webtoon image averagely has 2 or 3 ROIs, and they are sometimes distorted due to such geometric changes. The JPEG compression includes three compression qualities, Q1(61∼90), Q2(31∼60) and Q3(1∼30). The brightness change has two degrees, B1(0∼10%) and B2(−10∼0%). Finally, the combined distortion, C1(compression quality: 1∼90, brightness change: −10∼10%) was applied. A total of 945 webtoon images were selected as testing images for query, and the seven distortions above were applied.
1) IDENTIFICATION ACCURACY
Template matching exhibits the highest accuracy because it compares image pixels directly without feature extraction. The second most accurate method is the proposed method and it shows more than 90% accuracy for all the distortions. In particular, while the other methods cannot handle sliced ROIs by G1, the proposed method shows robustness against G1. These results show the effectiveness of the proposed methods: translation invariant and temporally localized. The hashing function follows the performance of the proposed method in third, but the average accuracy is close to that of the proposed method. The hashing function learns the data structure by fitting the Convolutional Neural Network (CNN) structure to webtoon images, and exhibits good identification accuracy for the given test images.
HSD and the texture-based method show relatively low accuracy. The two methods cannot overcome the distortions, and extracted features are different from the original ones. In contrast, SURF and MSER show better robustness against brightness changes and compression distortions. In brightness changes, except the case of clipping pixel values by using minimum and maximum thresholds, the image structure itself is not changed. In contrast, the compression distortion changes the image structure significantly compared to brightness change. In Table 5 , the identification accuracies involving compression (Q1, Q2 and Q3) are lower than those of brightness change (B1 and B2) on average. In particular, SIFT shows very low identification accuracy due to its detail descriptor compared to the other texturebased methods, SURF and MSER. It is difficult to obtain better identification performance for each patch among different versions deviated from its original using the simple matching methods.
2) FALSE POSITIVE RATE
The false positive rate is one of the most important factors for evaluation of webtoon identification. When images which are not webtoons or do not belong to the database are presented for query, they are classified as unidentified. This process reduces the probability of incorrect identification, and the database can be updated after including these images.
To measure the false positive rate, 100 volumes of webtoons were used for query. To classify unidentified, the matching threshold was determined empirically as 80%. If the similarity was less than 80%, the image was classified as unidentified. In the case of template matching, the correlation with the most similar image was required to be higher than 80%. In the case of the texture-based method, the number of matched features was required to be higher than 80% of the number of features of the most similar image. In the case of HSD and the hashing function, 80% or higher of a binary vector had to match. The proposed method, in the final webtoon selection, classified unidentified by utilizing the time offset based webtoon selection described in Sections III-B-2) and 3).
In Table 5 , template matching has the lowest false positive rate. Second is the proposed method, and third is HSD. The hashing function and the texture-based method exhibit relatively a high false positive rate. The hashing function could not handle webtoon images which did not belong to the dataset. The texture-based method matches test images with images whose structure was similar to the test images. Because of the characteristics of webtoons, an arrangement of frames and speech bubbles appeared to be similar, which caused incorrect matching. Also, different volumes where same characters appear can be matched. HSD shows a low false positive rate by utilizing statistical characteristics of the local regions of webtoons. To prevent the state of misidentified, a local area of a webtoon image should be considered for identification, and the proposed method shows a low false positive rate by representing the structure of a webtoon image based on this concept.
3) COMPUTATION COMPLEXITY
The processing time was measured including the fingerprint extraction and feature matching when identifying a query image. The computation complexity can be compared in a roundabout manner.
The template matching and the texture-based methods require high computational complexity. Obviously, template matching involves high computational complexity due to its correlation calculation. Because the texture-based method extracts hundreds of features and calculates distances between tens of thousands of features, it requires extensive computation. SURF extracts about ten times more keypoints than SIFT and needs more time to match. In contrast, HSD and the hashing function show only 0.2 seconds of processing time. The two methods require a little computation for feature extraction and their binary vectors reduce the complexity of feature matching. The proposed method also requires short processing time, but it takes longer than HSD and the hashing function because the number of features is much larger. While HSD and the hashing function only use 32-bit binary vector, the proposed method extracts approximately 300 features per image.
4) OVERALL PERFORMANCE ANALYSIS
From a commercial point of view, it is necessary to achieve both high accuracy and fast processing for webtoon identification. The false positive rate is an important factor because images not in the database have to be filtered to avoid misidentification. The training time is also important to register fingerprints of new webtoons into the database everyday.
The texture-based methods show the worst results in all aspects. HSD has good performance in false positive rate and processing time, but the identification accuracy is quite low. The template matching is very good in identification accuracy and false positive rate even if it takes so long to identify each webtoon image. The hashing function shows good accuracy comparatively, but it has a critical weakness in that it requires a long training process.
To train 4,194 webtoon images, it took approximatively two hours, as shown in Table 5 . To train the 409,000 webtoon images of Table 3 , it is expected to take 200 hours, approximately 8 days. Furthermore, the high false positive rate can cause a large amount of misidentification, which requires additional efforts to handle these errors.
The proposed method shows good performance in all the aspects. Although the processing time is not very short, this can be reduced by designing an efficient database structure using clustering or another technique. Therefore, in terms of commercialization,it can be concluded that the proposed method is the most proper method based on view of various factors.
VI. CONCLUSION
In this paper, we proposed an identification framework for webtoons in a large-scale database. We presented robust feature extraction methods using the frequency behavior of a webtoon to compensate for different distortions. In the proposed system, translation invariant and temporally localized fingerprints were generated using a feature grouping strategy to handle geometrical distortions and patch cropping. Additionally, the local peak selection method was presented to overcome the effect of photometric distortions. Based on the fingerprint structure, we used an inverted index database system to store the fingerprints using the visual word clustering method and the MapReduce framework. The fingerprint matching process was implemented in two steps to accelerate the matching process. Furthermore, to evaluate the performance of the proposed method, a webtoon fingerprint database was constructed, which included webtoons and their corresponding fingerprints and metadata. In the simulation, the proposed fingerprinting method was the most balanced method in terms of identification accuracy and matching time.
Future work will consider more realistic environments, such as pages with illustrations, and watermark insertions. Finally, the proposed framework could be applied to other content tasks, such as traditional comic book identification.
