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Abstract This paper deals with asymptotics for multiple-set linear canonical
analysis (MSLCA). A definition of this analysis, that adapts the classical one
to the context of Euclidean random variables, is given and properties of the
related canonical coefficients are derived. Then, estimators of the MSLCA’s
elements, based on empirical covariance operators, are proposed and asymp-
totics for these estimators are obtained. More precisely, we prove their consis-
tency and we obtain asymptotic normality for the estimator of the operator
that gives MSLCA, and also for the estimator of the vector of canonical coeffi-
cients. These results are then used to obtain a test for mutual non-correlation
between the involved Euclidean random variables.
Keywords Multiple set canonical analysis · asymptotic study · non-
correlation tests
1 Introduction
Multiple-set linear canonical analysis (MSLCA), also known as generalized
canonical correlation analysis, has been extensively discussed in the literature,
see Kettenring (1971), Gifi (1991), Gardner et al. (2006), Takane et al. (2008),
Tenenhaus and Tenenhaus (2011), as well as the further references contained
therein. It is a statistical method that generalizes linear canonical analysis
(LCA) to the case where more than two sets of variables are considered, which
is of a real interest since in applied statistical studies it is common to collect
data from the observation of several sets of variables on a given population.
However, although this interest, several aspects under which LCA has been
studied have never been addressed to MSLCA. For example, asymptotic the-
ory for LCA and related applications have been tackled by several authors
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(e.g., Muirhead and Waternaux (1980), Anderson (1999), Pousse (1992), Fine
(2000), Dauxois et al. (2004)). It would be natural to wonder how the obtained
results extend to the case of MSLCA but, to the best of our knowledge, such
an approach has never been tackled.
In this paper, we introduce an asymptotic theory for MSLCA. For doing
that, we first define in Section 2 the notion of MSLCA for Euclidean random
variables, that is random variables valued into Euclidean vector spaces. This
analysis is defined from a maximization problem under specified constraints,
and shown to be obtained from spectral analysis of a suitable operator. Prop-
erties of the related eigenvalues, called canonical coefficients, are then given. In
Section 3, we tackle the problem of estimating MSLCA. More precisely, estima-
tors based on empirical covariance operators are introduced. Then, consistency
of the obtained estimators is proved. Further, we derive the asymptotic distri-
bution of the used estimator of the aforementioned operator, and also that of
the estimator of the vector of canonical coefficients in the general case as well
as in the case of elliptical distribution. Section 4 is devoted to the introduction
of a test for mutual non-correlation between the random variables involved in
MSLCA. The results obtained for asymptotic theory of MSLCA are then used
in order to derive the asymptotic distribution of the used test statistic under
null hypothesis.
2 Multiple-set canonical linear analysis of Euclidean random
variables
For an integer K ≥ 2, let us consider random variables X1, · · · , XK defined
on a probability space (Ω,A, P ) and valued into Euclidean vector spaces
X1, · · · ,XK respectively. Denoting by E the mathematical expectation related
to P , we assume that, for any k ∈ {1, · · · ,K}, we have E(‖Xk‖2k) < +∞
where ‖ · ‖k denotes the norm induced by the inner product 〈·, ·〉k of Xk, and,
without loss of generality, that E(Xk) = 0. Each vector α in the vector space
X := X1 × · · · XK will be writen as
α =
 α1...
αK
 ,
and we recall that X is an Euclidean vector space equipped with the inner
product 〈·, ·〉X defined by:
∀α ∈ X , ∀β ∈ X , 〈α, β〉X =
K∑
k=1
〈αk, βk〉k.
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We denote by ‖ · ‖X the norm induced by this inner product. Considering the
X -valued random variable
X =
 X1...
XK
 ,
we can give the following definition which adapts the classical definition of
multiple-set canonical analysis (e.g., Gifi (1991), Gardner et al. (2006), Takane
et al. (2008)) to the context of Euclidean random variables.
Definition 2.1. The multiple-set linear canonical analysis (MSLCA) of X
is the search of a sequence
(
α(j)
)
1≤j≤q of vectors of E, where q = dim(X ),
satisfying:
α(j) = arg max
α∈Cj
E
(
< α,X >2X
)
, (1)
where
C1 =
{
α ∈ X /
K∑
k=1
var(< αk, Xk >k) = 1
}
, (2)
and, for j ≥ 2 :
Cj =
{
α ∈ C1 /
K∑
k=1
cov
(
< α
(r)
k , Xk >k, < αk, Xk >k
)
= 0, ∀r ∈ {1, · · · , j − 1}
}
.
(3)
Remark 2.1
1) The constraints sets given in (2) and (3) can be expressed by using covari-
ance operators defined for (k, ℓ) ∈ {1, · · · ,K}2 by:
Vkℓ = E (Xℓ ⊗Xk) = V ∗ℓk and Vk := Vkk,
where ⊗ denotes the tensor product such that, for any (x, y), x⊗y is the linear
map : h 7→< x, h > y, and T ∗ denotes the adjoint of T . Indeed, it is easily
seen that, for (α, β) ∈ X 2,
var (〈αk, Xk〉k) = E
(〈αk, Xk〉2k) = E (〈αk, (Xk ⊗Xk)(αk)〉k) = 〈αk, Vkαk〉k,
and
cov (〈αk, Xk〉k, 〈βℓ, Xℓ〉ℓ) = E (〈αk, Xk〉k〈βℓ, Xℓ〉ℓ) = E (〈αk, (Xℓ ⊗Xk)(βℓ)〉k)
= 〈αk, Vkℓβℓ〉k.
Therefore,
C1 =
{
α ∈ X /
K∑
k=1
< αk, Vkαk >k= 1
}
, (4)
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and
Cj =
{
α ∈ C1 /
K∑
k=1
< α
(r)
k , Vkαk >k= 0, ∀r ∈ {1, · · · , j − 1}
}
. (5)
2) For any α ∈ C1, one has:
E
(
< α,X >2X
)
= E
( K∑
k=1
< αk, Xk >k
)2 = K∑
k=1
K∑
ℓ=1
E (< αk, Xk >k< αℓ, Xℓ >ℓ)
=
K∑
k=1
E
(
< αk, Xk >
2
k
)
+
K∑
k=1
K∑
ℓ=1
ℓ 6=k
E (< αk, Xk >k< αℓ, Xℓ >ℓ)
=
K∑
k=1
var(< αk, Xk >k) +
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< αk, Vkℓαℓ >k
= 1 +
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< αk, Vkℓαℓ >k= 1 + ϕ(α),
where
ϕ(α) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< αk, Vkℓαℓ >k . (6)
Then, the MSLCA of X is obtained by minimizing ϕ(α) under the constraints
expressed in (4) and (5).
For k ∈ {1, · · · ,K}, the covariance operator Vk is a self-adjoint non-negative
operator. From now on, we assume that it is invertible. Let τk be the canonical
projection defined as
τk : α ∈ X 7→ αk ∈ Xk;
its adjoint τ∗k of τk is the map given by:
τ∗k : t ∈ Xk 7→ (0, · · · , 0︸ ︷︷ ︸
k−1 times
, t, 0, · · · , 0)T ∈ X ,
where we denote by aT the transposed of a. Now, let us consider the operators
of L(X ) given by:
Φ =
K∑
k=1
τ∗kVkτk and Ψ =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗kVkℓτℓ.
From the fact that τkτ
∗
ℓ = δkℓIk, where δkℓ is the usual Kronecker symbol and
Ik is the identity operator of Xk, it is easily seen that Φ is also an invertible self-
adjoint and non-negative operator, with Φ−1 =
∑K
k=1 τ
∗
kV
−1
k τk and Φ
−1/2 =
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k=1 τ
∗
kV
−1/2
k τk. The following theorem shows how to obtain a MSLCA of X .
It just repeats a known result (e.g., Gifi (1991), Takane et al. (2008)) within
the framework used for this paper.
Theorem 2.1. Letting
{
β(1), · · · , β(q)} be an orthonormal basis of X such
that β(j) is an eigenvector of the operator T = Φ−1/2ΨΦ−1/2 associated with
the j-th largest eigenvalue ρj of T . Then, the sequence
(
α(j)
)
1≤j≤q given by:
α(j) = Φ−1/2β(j) =
(
V
−1/2
1 β
(j)
1 , · · · , V −1/2K β(j)K
)
,
consists of solutions of (1) under the constraints (2) and (3), and we have:
ρj =< β
(j), T β(j) >E= ϕ(α
(j)).
Proof. Putting βk = V
1/2
k αk and β
(r) = V
1/2
k α
(r)
k , we have:
ϕ(α) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< V
−1/2
k βk, VkℓV
−1/2
ℓ βℓ >k
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< βk, V
−1/2
k VkℓV
−1/2
ℓ βℓ >k=: ψ(β), (7)
where
β =
 β1...
βK
 ∈ X .
Since Vk = V
1/2
k V
1/2
k , having α ∈ Cj is equivalent to having β ∈ C′j , where:
C′1 =
{
β ∈ X /
K∑
k=1
‖βk‖2k = 1
}
=
{
β ∈ X / ‖β‖2X = 1
}
, (8)
and for j ≥ 2:
C′j =
{
β ∈ C1 /
K∑
k=1
< β
(r)
k , βk >k= 0, ∀r ∈ {1, · · · , j − 1}
}
=
{
β ∈ C1 / < β(r), β >X= 0, ∀r ∈ {1, · · · , j − 1}
}
. (9)
Further, for any β ∈ X :
ΨΦ−1/2β =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
K∑
j=1
τ∗kVkℓτℓτ
∗
j V
−1/2
j τjβ =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
K∑
j=1
δℓjτ
∗
kVkℓV
−1/2
j τjβ
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗kVkℓV
−1/2
ℓ τℓβ,
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and
Φ−1/2ΨΦ−1/2β =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
K∑
j=1
τ∗j V
−1/2
j τjτ
∗
kVkℓV
−1/2
ℓ τℓβ
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
K∑
j=1
δjkτ
∗
j V
−1/2
j VkℓV
−1/2
ℓ τℓβ
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗kV
−1/2
k VkℓV
−1/2
ℓ τℓβ
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗kV
−1/2
k VkℓV
−1/2
ℓ βℓ.
Thus,
< β,Φ−1/2ΨΦ−1/2β >X =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< β, τ∗kV
−1/2
k VkℓV
−1/2
ℓ βℓ >X
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< τkβ, V
−1/2
k VkℓV
−1/2
ℓ βℓ >k
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< βk, V
−1/2
k VkℓV
−1/2
ℓ βℓ >k= ψ(β),
where ψ is defined in (7). Then, the MSLCA optimization problem reduces
to the maximization of < β,Φ−1/2ΨΦ−1/2β >X under the constraints (8)
and (9). Since T = Φ−1/2ΨΦ−1/2 is a self-adjoint operator, this is a well
known maximization problem for which a solution is obtained from the spectral
analysis of T as stated in the theorem. 
Definition 2.2. The ρj’s are termed the canonical coefficients. The α
(j)’s are
termed vectors of canonical directions.
The following theorem gives some properties of the canonical coefficients.
Theorem 2.2.
(i) ∀j ∈ {1, · · · , q}, −1 ≤ ρj ≤ K(K − 1).
(ii) ∀j ∈ {1, · · · , q}, ρj = 0⇔ ∀(k, ℓ) ∈ {1, · · · ,K}2, k 6= ℓ, Vkℓ = 0.
Proof.
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(i) First, using (6), we have for any j ∈ {1, · · · , q},
ρj = ϕ(α
(j)) = E
(
< α(j), X >2X
)
− 1 ≥ −1.
On the other hand, we have:
ρj = ϕ(α
(j)) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
E
(
< α
(j)
k , Xk >k< α
(j)
ℓ , Xℓ >ℓ
)
≤
K∑
k=1
K∑
ℓ=1
ℓ 6=k
√
E
(
< α
(j)
k , Xk >
2
k
)√
E
(
< α
(j)
ℓ , Xℓ >
2
ℓ
)
.
Since, for any k ∈ {1, · · · ,K}, one has:
E
(
< α
(j)
k , Xk >
2
k
)
= var
(
< α
(j)
k , Xk >k
)
≤
K∑
ℓ=1
var
(
< α
(j)
ℓ , Xℓ >ℓ
)
= 1,
it follows that:
ρj ≤
K∑
k=1
K∑
ℓ=1
ℓ 6=k
1 = K(K − 1).
(ii) Since the ρj ’s are the eigenvalues of T , we have:
∀j ∈ {1, · · · , q}, ρj = 0⇔ T = 0⇔ Ψ = 0⇔ ∀(k, ℓ) ∈ {1, · · · ,K}2, k 6= ℓ, Vkℓ = 0.

Remark 2.2.
1) When K = 2, one has Φ = τ∗1 V1τ1 + τ
∗
2 V2τ2 and Ψ = τ
∗
1 V12τ2 + τ
∗
2 V21τ1.
Then it is easy to check that T = τ∗1Sτ2+ τ
∗
2S
∗τ1, where S = V
−1/2
1 V12V
−1/2
2 .
Let x be an eigenvector of T associated with an eigenvalue ρ 6= 0. We have
Tx = ρx, that is equivalent to having:
τ∗1 (Sτ2x− ρτ1x) = −τ∗2 (S∗τ1x− ρτ2x) .
This implies: {
Sτ2x = ρ τ1x
S∗τ1x = ρ τ2x
and, putting x1 = τ1x and x2 = τ2x, we obtain
x2 = ρ
−1S∗x1 and Rx1 = ρ2x1, (10)
where
R = SS∗ = V −1/21 V12V
−1
2 V21V
−1/2
2 .
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Conversely, if (10) holds then, putting x = τ∗1 x1 + τ
∗
2 x2, we have:
Tx = τ∗1Sτ2x+ τ
∗
2S
∗τ1x = τ∗1Sx2 + τ
∗
2S
∗x1 = ρ−1τ∗1SS
∗x1 + ρ τ∗2 x2
= ρ−1τ∗1Rx1 + ρ τ
∗
2 x2 = ρ (τ
∗
1 x1 + τ
∗
2 x2) = ρ x.
Moreover, since
‖x2‖2 = ρ−1‖S∗x1‖1 = ρ−1
√
< S∗x1, S∗x1 >2 = ρ−1
√
< SS∗x1, x1 >1 = ‖x1‖1
and
‖x‖2X = ‖x1‖21 + ‖x2‖22
it follows that
‖x1‖1 = ‖x2‖2 = 1√
2
‖x‖X .
2) The preceding remark shows the equivalence between MSLCA and linear
canonical analysis (LCA) when K = 2. Recall that LCA of X1 and X2 is
obtained from the spectral analysis of R (see, e.g., Dauxois and Pouse (1975),
Pousse (1992), Fine (2000)). More precisely,
{
β(j), ρj
}
1≤j≤q is defined as in
Theorem 2.1 if, and only if,
{
u
(j)
1 , u
(j)
2 ρ
2
j
}
1≤j≤q
, where u
(j)
ℓ =
1√
2
τℓβ
(j) (ℓ ∈
{1, 2}), is a LCA of X1 and X2.
3 Estimation and asymptotic theory
In this section, we deal with estimation of MSLCA. For k = 1, · · · ,K, let
{X(i)k }1≤i≤n be an i.i.d. sample of Xk. We use empirical covariance operators
for defining estimators of MSLCA elements. Then, consistency and asymptotic
normality are obtained for the resulting estimators of the vectors of canonical
directions and the canonical coefficients.
3.1 Estimation and almost sure convergence
For (k, ℓ) ∈ {1, · · · ,K}2, let us consider the sample means and covariance
operators:
Xk·n =
1
n
n∑
i=1
X
(i)
k , V̂kℓ·n =
1
n
n∑
i=1
(
X
(i)
ℓ −Xℓ·n
)
⊗
(
X
(i)
k −Xk·n
)
, V̂k·n := V̂kk·n,
and the random operators valued into L(X ) defined as
Φ̂n =
K∑
k=1
τ∗k V̂k·nτk and Ψ̂n =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗k V̂kℓ·nτℓ.
Then, we estimate T by
T̂n = Φ̂
−1/2
n Ψ̂nΦ̂
−1/2
n .
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Considering the eigenvalues ρ̂1·n ≥ ρ̂2·n · · · ≥ ρ̂q·n of T̂n, and
{
β̂
(1)
n , · · · , β̂(q)n
}
an orthonormal basis of X such that β̂(j)n is an eigenvector of T̂n associated with
ρ̂j·n. Then, we estimate ρj by ρ̂j·n, and β(j) by β̂
(j)
n . The following theorem
establishes strong consistency for these estimators.
Theorem 3.1. For any integer j ∈ {1, · · · , q} :
(i) ρ̂j·n converge almost surely, as n→ +∞, to ρj .
(ii) sign(〈β̂(j)n , β(j)〉X ) β̂(j)n converges almost surely, as n→ +∞, to β(j) in X .
Proof. From obvious applications of the strong law of large numbers, it is
easily seen that T̂n converges almost surely in L(X ), as n→ +∞ to T . Then
using Lemma 1 in Ferre´ and Yao (2003), we obtain the inequality |ρ̂j·n−ρj| ≤
‖T̂n−T ‖ from what (i) is deduced. Clearly, each β(j)⊗β(j) and is a projector
onto an eigenspace. Thefore, using Proposition 3 in Dossou-Gbete and Pousse
(1991), we deduce that β̂
(j)
n ⊗β̂(j)n converges almost surely in L(X ) to β(j)⊗β(j),
as n → +∞. Using again Lemma 1 in Ferre´ and Yao (2003), we obtain the
inequality∥∥∥sign(〈β̂(j)n , β(j)〉X ) β̂(j)n − β(j)∥∥∥X ≤ 2√2
∥∥∥β̂(j)n ⊗ β̂(j)n − β(j) ⊗ β(j)∥∥∥
from what we deduce (ii). 
3.2 Asymptotic distribution
In this section, we assume that, for k ∈ {1, · · · ,K}, we have E (‖Xk‖4k) <
+∞ and Vk = Ik, where Ik denotes the identity operator of Xk. We first
derive an asymptotic distribution for T̂n, then we obtain these of the canonical
coefficients.
Theorem 3.2.
√
n
(
T̂n − T
)
converges in distribution, as n → +∞, to a
random variable U having a normal distribution in L(X ), with mean 0 and
covariance operator Γ equal to that of the random operator:
Z =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
(τ∗k (Xk ⊗Xk)Vkℓτℓ + τ∗ℓ Vℓk(Xk ⊗Xk)τk) + τ∗k (Xℓ ⊗Xk)τℓ.
Proof. Under the above assumptions,
Φ =
K∑
k=1
τ∗kVkτk =
K∑
k=1
τ∗k τk = IX ,
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where IX is the indentity operator of X , and
√
n
(
T̂n − T
)
=
√
n
(
Φ̂−1/2n Ψ̂nΦ̂
−1/2
n − Ψ
)
=
√
n
(
Φ̂−1/2n − IX
)
Ψ̂nΦ̂
−1/2
n +
√
n
(
Ψ̂n − Ψ
)
Φ̂−1/2n + Ψ
(√
n(Φ̂−1/2n − IX )
)
= −Φ̂−1n
(√
n(Φ̂n − IX )
)(
Φ̂−1/2n + IX
)−1
Ψ̂nΦ̂
−1/2
n +
√
n
(
Ψ̂n − Ψ
)
Φ̂−1/2n
− ΨΦ̂−1n
(√
n(Φ̂n − IX )
)(
Φ̂−1/2n + IX
)−1
. (11)
Clearly,
Vkℓ = E(τℓ(X)⊗ τk(X)) = τkV τ∗ℓ , (12)
where V = E(X ⊗X). Moreover, putting
X(i) =

X
(i)
1
...
X
(i)
K
 ,
we have
V̂kℓ·n =
1
n
n∑
i=1
X
(i)
ℓ ⊗X(i)k −Xℓ·n ⊗Xk·n
=
1
n
n∑
i=1
τℓ(X
(i))⊗ τk(X(i))− τℓ(Xn)⊗ τk(Xn)
= τkV̂nτ
∗
ℓ , (13)
where Xn = n
−1∑n
i=1X
(i) and
V̂n =
1
n
n∑
i=1
X(i) ⊗X(i) −Xn ⊗Xn. (14)
Therefore, using (12) and (13), we obtain
√
n
(
Ψ̂n − Ψ
)
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗k τkĤnτ
∗
ℓ τℓ = f(Ĥn), (15)
where Ĥn =
√
n(V̂n − V ) and f is the operator defined as
f : A ∈ L(X ) 7→
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗k τkAτ
∗
ℓ τℓ ∈ L(X ).
Further, since IX =
∑K
k=1 τ
∗
k τk, we obtain
√
n(Φ̂n − IX ) =
K∑
k=1
τ∗k τkĤnτ
∗
k τk = g(Ĥn), (16)
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where g is the operator g : A ∈ L(X ) 7→ ∑Kk=1 τ∗k τkAτ∗k τk ∈ L(X ). Then,
using (11), (15) and (16), we obtain
√
n
(
T̂n − T
)
= ϕ̂n(Ĥn), where ϕ̂n is the
random operator from L(X ) to itself defined by
ϕ̂n(A) = −(Φ̂−1/2n +IX )−1g(A)Φ̂−1n Ψ̂nΦ̂−1/2n +f(A)Φ̂−1/2n −Ψ(Φ̂−1/2n +IX )−1g(A)Φ̂−1n .
Considering the operator
ϕ : A ∈ L(X ) 7→ −1
2
g(A)Ψ + f(A)− 1
2
Ψg(A) ∈ L(X ),
and denoting by ‖·‖∞ (resp. ‖·‖∞∞) the norm of L(X ) (resp. L(L(X ))) defined
by ‖A‖∞ = supx∈X−{0} ‖Ax‖X /‖x‖X (resp. ‖h‖∞∞ = supB∈L(X )−{0} ‖h(B)‖∞/‖B‖∞)
for any A (resp. h) in L(X ) (resp. L(L(X ))), we have
‖ϕ̂n(Ĥn)− ϕ(Ĥn)‖∞ =
∥∥∥∥−((Φ̂−1/2n + IX )−1 − 12IX
)
g(Ĥn)Φ̂
−1
n Ψ̂nΦ̂
−1/2
n
− 1
2
g(Ĥn)
(
Φ̂−1n Ψ̂nΦ̂
−1/2
n − Ψ
)
+ f(Ĥn)(Φ̂
−1/2
n − IX )
− Ψ
(
(Φ̂−1/2n + IX )
−1 − 1
2
IX
)
g(Ĥn)Φ̂
−1
n −
1
2
Ψ(Φ̂−1n − IX )
∥∥∥∥
∞
≤ ‖(Φ̂−1/2n + IX )−1 −
1
2
IX ‖∞ ‖g(Ĥn)‖∞ ‖Φ̂−1n Ψ̂nΦ̂−1/2n ‖∞.
+
1
2
‖g(Ĥn)‖∞ ‖Φ̂−1n Ψ̂nΦ̂−1/2n − Ψ‖∞ + ‖f(Ĥn)‖∞ ‖Φ̂−1/2n − IX ‖∞
+ ‖Ψ‖∞ ‖(Φ̂−1/2n + IX )−1 −
1
2
IX ‖∞ ‖g(Ĥn)‖∞ ‖Φ̂−1n ‖∞
+
1
2
‖Ψ‖∞ ‖g(Ĥn)‖∞ ‖Φ̂−1n − IX ‖∞
≤
(
‖(Φ̂−1/2n + IX )−1 −
1
2
IX ‖∞ ‖g‖∞∞ ‖Φ̂−1n Ψ̂nΦ̂−1/2n ‖∞
+
1
2
‖g‖∞∞ ‖Φ̂−1n Ψ̂nΦ̂−1/2n − Ψ‖∞ + ‖f‖∞∞ ‖Φ̂−1/2n − IX ‖∞
+ ‖Ψ‖∞ ‖(Φ̂−1/2n + IX )−1 −
1
2
IX ‖∞ ‖g‖∞∞ ‖Φ̂−1n ‖∞
+
1
2
‖Ψ‖∞ ‖g‖∞∞ ‖Φ̂−1n − IX ‖∞
)
‖Ĥn‖∞. (17)
Using the strong law of large numbers, it is easy to verify that, for any (k, ℓ) ∈
{1, · · · ,K}2 with k 6= ℓ, V̂kℓ·n (resp. V̂k·n) converge almost surely to Vkℓ (resp.
V̂k), as n → +∞. Consequently, Φ̂n (resp. Ψ̂n) converge almost surely to
Φ = IX (resp. Ψ), as n → +∞. This implies the almost sure convergence of
(Φ̂
−1/2
n + IX )−1 (resp. Φ̂−1n Ψ̂nΦ̂
−1/2
n ; resp. Φ̂−1n ; resp. Φ̂
−1/2
n ) to
1
2IX (resp. Ψ ;
resp. IX ; resp. IX ), as n → +∞. Furthermore, denoting by ‖ · ‖ the norm of
L(X ) defined by ‖A‖ =
√
tr(AA∗) and using the properties (a⊗ b)(c⊗ d) =<
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a, d > c⊗ b and tr(a⊗ b) =< a, b > of the tensor product (see Dauxois et al.
(1994)), we have:
E
(‖X ⊗X‖2) = E (tr((X ⊗X)(X ⊗X)) = E (‖X‖4X ) = E
( K∑
k=1
‖Xk‖2k
)2
=
K∑
k=1
E(‖Xk‖4k) +
K∑
k=1
K∑
ℓ=1
ℓ 6=k
E(‖Xk‖2k‖Xℓ‖2ℓ)
≤
K∑
k=1
E(‖Xk‖4k) +
K∑
k=1
K∑
ℓ=1
ℓ 6=k
√
E(‖Xk‖4k)
√
E(‖Xℓ‖4ℓ) < +∞.
Then, the central limit theorem can be used. It gives the convergence in distri-
bution, as n→ +∞, of √n (n−1∑i=1X(i) ⊗X(i) − V ) to an random variable
H having the normal distribution in L(X ) with mean equal to 0 and a covari-
ance operator equal to that ofX⊗X . Since, by the central limit theorem again,√
nXn converges in distribution, as n→ +∞, to an random variable having a
normal distribution in X with mean equal to 0 and a covariance operator equal
to V , we deduce from the equality
√
n
(
Xn ⊗Xn
)
= n−1/2
(√
nXn
)⊗(√nXn)
that
√
n
(
Xn ⊗Xn
)
converges in probability to 0, as n→ +∞. Therefore, from
(14) and Slutsky’s theorem, we deduce that Ĥn converges in distribution, as
n→ +∞ to H . Then, from (17), we conclude that ϕ̂n(Ĥn)−ϕ(Ĥn) converges
in probability to 0, as n → +∞. Then, using again Slutsky’s theorem, we
deduce that ϕ̂n(Ĥn) and ϕ(Ĥn) both converge in distribution to the same
distribution. Since ϕ is a linear map (and is, therefore, continuous), this dis-
tribution just is that of the random variable U = ϕ(H), that is the normal
distribution in L(X ) with mean 0 and covariance operator equal to that of
Z = ϕ(X ⊗X). Clearly,
g(X⊗X) =
K∑
k=1
τ∗k τk(X⊗X)τ∗kτk =
K∑
k=1
τ∗k ((τk(X))⊗(τk(X)))τk =
K∑
k=1
τ∗k (Xk⊗Xk)τk,
and
f(X ⊗X) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗k τk(X ⊗X)τ∗ℓ τℓ =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗k (Xℓ ⊗Xk)τℓ.
Then, since τkτ
∗
j = δkjIk, it follows
g(X ⊗X)Ψ =
K∑
k=1
K∑
j=1
K∑
ℓ=1
ℓ 6=j
τ∗k (Xk ⊗Xk)τkτ∗j Vjℓτℓ =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗k (Xk ⊗Xk)Vkℓτℓ
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and
Ψg(X ⊗X) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
K∑
j=1
τ∗kVkℓτℓτ
∗
j (Xj ⊗Xj)τj =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗kVkℓ(Xℓ ⊗Xℓ)τℓ
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ∗ℓ Vℓk(Xk ⊗Xk)τk.
Thus,
Z =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
(τ∗k (Xk ⊗Xk)Vkℓτℓ + τ∗ℓ Vℓk(Xk ⊗Xk)τk) + τ∗k (Xℓ ⊗Xk)τℓ.

Using the preceding theorem and results in Eaton and Tyler (1991,1994), we
can now give asymptotic distributions for the canonical coefficients. We denote
by
(
ρ′j
)
1≤j≤r (with r ∈ N∗) the sequence of distinct eigienvalues of T in
decreasing order, that is ρ′1 > · · · > ρ′r. Putting m0 = 0, denoting by mj
the multiplicity of ρ′j and putting νj =
∑j−1
k=0mk for any j ∈ {1, · · · r}, it is
clear that for any i ∈ {νj−1 +1, · · · , νj} one has ρi = ρ′j . Further, considering
the eigenspace Ej = ker(T − ρ′jI), we have the following decomposition in
orthogonal direct sum: X = E1 ⊕ · · · ⊕ Er. We denote by Πj the orthogonal
projector from X onto Ej , and by ∆ the continuous map which associates to
each self-adjoint operator A the vector∆(A) of its eigenvalues in nonincreasing
order. For j ∈ {1, · · · r}, we consider mj-dimensional vector given by υj =
ρ′jJmj , where Jq denotes the q-dimensional vector with elements all equal to
1, and the Rmj - valued random vector:
υˆnj =
 ρ̂νj−1+1·n...
ρ̂νj ·n
 .
Then, putting
Λ̂n =
 υˆ
n
1
...
υˆnr
 and Λ =
υ1...
υr
 ,
we have:
Theorem 3.3.
√
n
(
Λ̂n − Λ
)
converges in distribution, as n → +∞, to the
Rp-valued random vector
ζ =
∆(Π1WΠ1)...
∆(ΠrWΠr)
 , (18)
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where W is a random variable having a normal distribution in L(X ), with
mean 0 and covariance operator Θ given by:
Θ =
∑
1≤m,r,s,t≤p
C(m, r, s, t) (em ⊗ er)⊗˜(es ⊗ et)
with
C(m, r, s, t) =
K∑
k=1
K∑
j=1
K∑
ℓ=1
ℓ 6=k
K∑
q=1
q 6=j
(
γm,r,s,tkℓjq + γ
m,r,t,s
kℓjq + γ
r,m,s,t
kℓjq + γ
r,m,t,s
kℓjq
−θm,r,s,tkℓjq − θr,m,s,tkℓjq − θs,t,m,rkℓjq − θt,s,m,rkℓjq + λm,r,s,tkℓjq
)
,
γa,b,c,dkℓjq =
1
4
E
(
< Xk, τkβ
(a) >k< Xk, Vkℓτℓβ
(b) >k< Xj, τjβ
(c) >j< Xj , Vjqτqβ
(d) >j
)
,
θa,b,c,dkℓjq =
1
2
E
(
< Xk, τkβ
(a) >k< Xk, Vkℓτℓβ
(b) >k< Xj , τjβ
(c) >j< Xq, τqβ
(d) >q
)
and
γa,b,c,dkℓjq = E
(
< Xk, τkβ
(a) >k< Xℓ, τℓβ
(b) >ℓ< Xj , τjβ
(c) >j< Xq, τqβ
(d) >q
)
.
Proof. Since ∆(T̂n) = Λ̂n and ∆(T ) = Λ, we deduce from Theorem 3.2 and
the Theorem 2.1 of Eaton and Tyler (1994) that
√
n
(
Λ̂n − Λ
)
converges in
distribution, as n → +∞, to the random variable given in (18) with W =
P ∗UP , where P =
∑p
ℓ=1 eℓ ⊗ β(ℓ). Clearly, W has a normal distribution with
mean 0 and covariance operator Θ equal to that of P ∗ZP . In order to give an
explicit expression of Θ, let us first note that:
P ∗ZP =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
(P ∗τ∗k (Xk ⊗Xk)VkℓτℓP + P ∗τ∗ℓ Vℓk(Xk ⊗Xk)τkP )
+P ∗τ∗k (Xℓ ⊗Xk)τℓP
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
((P ∗τ∗ℓ VℓkXk)⊗ (P ∗τ∗kXk) + (P ∗τ∗kXk)⊗ (P ∗τ∗ℓ VℓkXk))
+(P ∗τ∗ℓXℓ)⊗ (P ∗τ∗kXk).
Since
P ∗τ∗ℓ VℓkXk =
(
p∑
m=1
β(m) ⊗ em
)
τ∗ℓ VℓkXk =
p∑
m=1
< β(m), τ∗ℓ VℓkXk >X em
=
p∑
m=1
< τℓβ
(m), VℓkXk >ℓ em
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and, similarly, P ∗τ∗kXk =
∑p
m=1 < τkβ
(m), Xk >k em, it follows:
P ∗ZP =
p∑
m=1
p∑
r=1
 K∑
k=1
K∑
ℓ=1
ℓ 6=k
− 1
2
(< τℓβ
(m), VℓkXk >ℓ< τkβ
(r), Xk >k
+ < τℓβ
(r), VℓkXk >ℓ< τkβ
(m), Xk >k)
+ < τℓβ
(m), Xℓ >ℓ< τkβ
(r), Xk >k
]
em ⊗ er.
From:
E
(
< τℓβ
(m), VℓkXk >ℓ< τkβ
(r), Xk >k
)
= E
(
< (Xk ⊗Xk)(τkβ(r)), Vkℓτℓβ(m) >k
)
= < E(Xk ⊗Xk)(τkβ(r)), Vkℓτℓβ(m) >k
= < Vkτkβ
(r), Vkℓτℓβ
(m) >k
= < τkβ
(r), Vkℓτℓβ
(m) >k,
E
(
< τℓβ
(r), VℓkXk >ℓ< τkβ
(m), Xk >k
)
=< τkβ
(m), Vkℓτℓβ
(r) >k
and
E
(
< τℓβ
(m), Xℓ >ℓ< τkβ
(r), Xk >k
)
= E
(
< (Xℓ ⊗Xk)(τℓβ(m)), τkβ(r) >k
)
= < E(Xℓ ⊗Xk)(τℓβ(m)), τkβ(r) >k
= < Vkℓτℓβ
(m), τkβ
(r) >k,
we deduce that E(P ∗ZP ) = 0. Thus,
Θ = E
(
(P ∗ZP )⊗˜(P ∗ZP )) = ∑
1≤m,r,s,t≤p
C(m, r, s, t) (em ⊗ er)⊗˜(es ⊗ et),
where
C(m, r, s, t) =
K∑
k=1
K∑
j=1
K∑
ℓ=1
ℓ 6=k
K∑
q=1
q 6=j
E
(
Y m,rkℓ Y
s,q
jq
)
with
Y m,rkℓ = −
1
2
(
< τℓβ
(m), VℓkXk >ℓ< τkβ
(r), Xk >k + < τℓβ
(r), VℓkXk >ℓ< τkβ
(m), Xk >k
)
+ < τℓβ
(m), Xℓ >ℓ< τkβ
(r), Xk >k .
Further calculations give
E
(
Y m,rkℓ Y
s,q
jq
)
= γm,r,s,tkℓjq + γ
m,r,t,s
kℓjq + γ
r,m,s,t
kℓjq + γ
r,m,t,s
kℓjq
−θm,r,s,tkℓjq − θr,m,s,tkℓjq − θs,t,m,rkℓjq − θt,s,m,rkℓjq + λm,r,s,tkℓjq .

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When T has simple eigenvalues, that is ρ1 > ρ2 > · · · > ρq, the preceding
theorem has a simpler statement. We have:
Corollary 3.1. When the eigenvalues of T are simple,
√
n
(
Λ̂n − Λ
)
con-
verges in distribution, as n → +∞, to a random variable having a normal
distribution in Rp with mean 0 and covariance matrix Σ = (σij)1≤i,j≤p with:
σij =
∑
1≤m,r,s,t≤p
β(i)m β
(i)
r β
(j)
s β
(j)
t C(m, r, s, t).
Proof. In this case, m1 = · · ·mp = 1 and, for any j ∈ {1, · · · , p}, Πj =
β(j) ⊗ β(j). Thus
ΠjWΠj = ((β
(j) ⊗ β(j))W (β(j) ⊗ β(j)) = (β(j) ⊗ β(j))(β(j) ⊗ (Wβ(j)))
= < β(j),Wβ(j) >X β(j) ⊗ β(j),
and, therefore, ∆(ΠjWΠj) =< β
(j),Wβ(j) >X . Then, ζ is a linear function of
W and, consequently, it has a normal distribution with mean 0 and covariance
matrix Σ = (σij)1≤i,j≤p with σij = E
(
< β(i),Wβ(i) >X< β(j),Wβ(j) >X
)
.
Denoting by < ·, · > the inner product of operators defined by < A,B >=
tr (AB∗), we have:
< W,β(j)⊗β(j) >= tr
(
W (β(j) ⊗ β(j))
)
= tr
(
β(j) ⊗ (Wβ(j))
)
=< β(j),Wβ(j) >X ,
it follows that
σij = E
(
< β(i),Wβ(i) >X< β(j),Wβ(j) >X
)
= E
(
< W,β(i) ⊗ β(i) >< W,β(j) ⊗ β(j) >
)
= E
(
< (W ⊗˜W )(β(i) ⊗ β(i)), β(j) ⊗ β(j) >
)
= < E(W ⊗˜W )(β(i) ⊗ β(i)), β(j) ⊗ β(j) >
= < Θ(β(i) ⊗ β(i)), β(j) ⊗ β(j) >
=
∑
1≤m,r,s,t≤p
C(m, r, s, t) <
(
(em ⊗ er)⊗˜(es ⊗ et)
)
(β(i) ⊗ β(i)), β(j) ⊗ β(j) >
=
∑
1≤m,r,s,t≤p
C(m, r, s, t) < em ⊗ er, β(i) ⊗ β(i) >< es ⊗ et, β(j) ⊗ β(j) > .
Then, the required result is obtained from
< em ⊗ er, β(i) ⊗ β(i) > = tr
(
(em ⊗ er)(β(i) ⊗ β(i) >)
)
= tr
(
< em, β
(i) >X β(i) ⊗ er
)
= < em, β
(i) >X< er, β
(i)
X >
= β(i)m β
(i)
r
and < es ⊗ et, β(j) ⊗ β(j) >= β(j)s β(j)t . 
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4 Testing for mutual non-correlation
In this section, we consider the problem of testing for mutual non-correlation
between X1, X2, · · · , XK , that is testing for non-correlation between any pair
(Xk, Xℓ) for (k, ℓ) ∈ {1, · · · ,K}2. The null hypothesis is
H0 : ∀(k, ℓ) ∈ {1, · · · ,K}2, k 6= ℓ, Vkℓ = 0
and the alternative is given by:
H1 : ∃(k, ℓ) ∈ {1, · · · ,K}2, k 6= ℓ, Vkℓ 6= 0,
that is testing for non-correlation between any pair (Xk, Xℓ) of variables. We
will first introduce a test statistic for this problem, then we will derive its
asymptotic distribution under the null hypothesis, in the general case and in
case X has an elliptical distribution, by using the results of the preceding
section.
4.1 A test statistic
For (k, ℓ) ∈ {1, · · · ,K}2, denoting by πkℓ the operator
πkℓ : A ∈ L(X ) 7→ τkAτ∗ℓ ∈ L(Xℓ,Xk),
we have for k 6= ℓ:
πkℓ(T ) = πkℓ(Φ
−1/2ΨΦ−1/2) =
K∑
i=1
K∑
j=1
j 6=i
τkτ
∗
i V
−1/2
i VijV
−1/2
j τjτ
∗
ℓ
=
K∑
i=1
K∑
j=1
j 6=i
δkiδjℓV
−1/2
i VijV
−1/2
j = V
−1/2
k VkℓV
−1/2
ℓ .
Therefore,H0 is equivalent to having
∑K
k=2
∑k−1
ℓ=1 tr (πkℓ(T )πkℓ(T )
∗) = 0. This
leads us to take as test statistic the random variable Ŝn given by:
Ŝn =
K∑
k=2
k−1∑
ℓ=1
tr
(
πkℓ(T̂n)πkℓ(T̂n)
∗
)
.
4.2 Asymptotic distribution under null hypothesis
For k ∈ {1, · · · ,K}, we denote by {e(k)j ; j = 1, · · · , pk} an orthonormal basis
of Xk, where pk = dim(Xk), and we consider the matrix:
Γ =

Γ21,21 Γ21,31 Γ21,32 · · · Γ21,KK−1
Γ31,21 Γ31,31 Γ31,32 · · · Γ31,KK−1
...
...
... · · · ...
ΓKK−1,21 ΓKK−1,31 ΓKK−1,32 · · · ΓKK−1,KK−1
 , (19)
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where Γkℓ,rs is the pkpℓ × prps matrix given by
Γkℓ,rs =

γkℓ,rs1111 γ
kℓ,rs
1121 · · · γkℓ,rs11pr1 · · · γkℓ,rs111ps γkℓ,rs112ps · · · γkℓ,rs11prps
γkℓ,rs2111 γ
kℓ,rs
2121 · · · γkℓ,rs21pr1 · · · γkℓ,rs211ps γkℓ,rs212ps · · · γkℓ,rs21prps
...
... · · · ... · · · ... ... · · · ...
γkℓ,rspk111 γ
kℓ,rs
pk121
· · · γkℓ,rspk1pr1 · · · γ
kℓ,rs
pk11ps
γkℓ,rspk12ps · · · γ
kℓ,rs
pk1prps
...
... · · · ... · · · ... ... · · · ...
γkℓ,rs1pℓ11 γ
kℓ,rs
1pℓ21
· · · γkℓ,rs1pℓpr1 · · · γ
kℓ,rs
1pℓ1ps
γkℓ,rs1pℓ2ps · · · γ
kℓ,rs
1pℓprps
γkℓ,rs2pℓ11 γ
kℓ,rs
2pℓ21
· · · γkℓ,rs2pℓpr1 · · · γ
kℓ,rs
2pℓ1ps
γkℓ,rs2pℓ2ps · · · γ
kℓ,rs
2pℓprps
...
... · · · ... · · · ... ... · · · ...
γkℓ,rspkpℓ11 γ
kℓ,rs
pkpℓ21
· · · γkℓ,rspkpℓpr1 · · · γ
kℓ,rs
pkpℓ1ps
γkℓ,rspkpℓ2ps · · · γkℓ,rspkpℓprps

,
(20)
with
γkℓ,rsijpq = E
(
< Xk, e
(k)
i >k< Xr, e
(r)
p >r< Xℓ, e
(ℓ)
j >ℓ< Xs, e
(s)
q >s
)
.
Then, putting d =
∑K
k=1
∑k−1
ℓ=1 pkpℓ, we have:
Theorem 4.1. Under H0, the sequence nŜn converges in distribution, as
n → +∞, to Q = WTW, where W is a random variable having a centered
normal distribution in Rd with covariance matrix Γ .
Proof. First, note that under H0 we have Ψ = 0 and, therefore, T = 0. Then,
the asymptotic distribution of Ŝn underH0 can be obtained Theorem 3.2 which
shows that
√
nT̂n converges in distribution, as n→ +∞, to a r.v. U having a
normal distribution in L(X ) with mean 0 and covariance operator equal to that
of Z. Then, since the map A ∈ L(X ) 7→ ∑Kk=2∑k−1ℓ=1 tr (πkℓ(A)πkℓ(A)∗) ∈ R
is continuous, we deduce that nŜn converges in distribution, as n → +∞,
to Q = ∑Kk=2∑k−1ℓ=1 tr (WkℓW ∗kℓ), where Wkℓ = πkℓ(U). We can write Wkℓ =∑pk
i=1
∑pℓ
j=1W
ij
kℓ e
(ℓ)
j ⊗ e(k)i where W ijkℓ =< Wkℓ, e(ℓ)j ⊗ e(k)i >, and, using the
equalities (u⊗v)(w⊗z) =< u, z > w⊗v and tr(u⊗v) =< u, v > (cf. Dauxois
et al. (1994)), we have:
tr(WkℓW
∗
kℓ) =
pk∑
i=1
pℓ∑
j=1
pk∑
r=1
pℓ∑
s=1
δjsδirW
ij
kℓW
rs
kℓ =
pk∑
i=1
pℓ∑
j=1
(
W ijkℓ
)2
= WTk,ℓWk,ℓ.
where δ denotes the usual Kronecker symbol and
Wk,ℓ =
(
W 11kℓ ,W
21
kℓ , · · · ,W pk1kℓ , · · · ,W 1pℓkℓ ,W 2pℓkℓ , · · · ,W pkpℓkℓ
)T
.
Hence, Q = WTW, where W = (WT2,1,WT3,1,WT3,2, · · · ,WTK,1, · · · ,WTK,K−1)T .
Since W is a linear function of U , it is also normally distributed with mean 0
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and covariance matrix Γ defined in (19) and (20) with γkℓ,rsijpq = E
(
W ijkℓW
pq
rs
)
.
Further,
γkℓ,rsijpq = E
(
< Wkℓ, e
(ℓ)
j ⊗ e(k)i >< Wrs, e(s)q ⊗ e(r)p >
)
= E
(
< (Wkℓ⊗˜Wrs)(e(ℓ)j ⊗ e(k)i ), e(s)q ⊗ e(r)p >
)
= < E(Wkℓ⊗˜Wrs)(e(ℓ)j ⊗ e(k)i ), e(s)q ⊗ e(r)p >,
where ⊗˜ denotes the tensor product related to the inner product of operators
< A,B >=tr (AB∗). Recalling that U has the same covariance operator than
ϕ(X ⊗X), that is E(U⊗˜U) = E ((ϕ(X ⊗X))⊗˜(ϕ(X ⊗X))), we obtain
E
(
Wkℓ⊗˜Wrs
)
= E
(
(πkℓ(U))⊗˜(πrs(U))
)
= πrsE
(
U⊗˜U)π∗kℓ
= πrsE
(
(ϕ(X ⊗X))⊗˜(ϕ(X ⊗X)))π∗kℓ
= E
(
(πkℓ(ϕ(X ⊗X)))⊗˜(πrs(ϕ(X ⊗X)))
)
= E
(
(Xℓ ⊗Xk)⊗˜(Xs ⊗Xr)
)
.
Thus, E
(
WkℓW
T
rq
)
=, E
(
< Xℓ ⊗Xk, e(ℓ)j ⊗ e(k)i >< Xs ⊗Xr, e(s)q ⊗ e(r)p >
)
γkℓ,rsijpq = E
(
< Xℓ ⊗Xk, e(ℓ)j ⊗ e(k)i >< Xs ⊗Xr, e(s)q ⊗ e(r)p >
)
= E
(
< Xk, e
(k)
i >k< Xr, e
(r)
p >r < Xℓ, e
(ℓ)
j >ℓ< Xs, e
(s)
q >s
)
.

4.3 Case of elliptical distribution
Recall that a random variable valued into an Euclidean space E is said to have
an elliptical distribution E(µ,Σ, h) if its characteristic function is of the form:
exp(i < t, µ >E)h (< t,Σt >E) .
In this subsection, we assume that X has an elliptical distribution E(0, V, h).
Then, the previous theorem has a more explicit formulation stated below.
Theorem 4.2.When X has the elliptical distribution E(0, V, h) then, under
H0, the sequence nŜn converges in distribution, as n → +∞, to 4h′′(0)χ2d.
Proof. The R4- valued random vector
S =

< Xk, e
(k)
i >k
< Xr, e
(r)
p >r
< Xℓ, e
(ℓ)
j >ℓ
< Xs, e
(s)
q >s

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can obviously been writen as S = L(X), where L in a linear map from X to
R4. Then, S has the elliptical distribution E(0, LV L∗, h) and, therefore,
γkℓ,rsijpq = 4h
′′(0)
[
E
(
< Xk, e
(k)
i >k< Xr, e
(r)
p >r
)
E
(
< Xℓ, e
(ℓ)
j >ℓ< Xs, e
(s)
q >s
)
+E
(
< Xk, e
(k)
i >k < Xℓ, e
(ℓ)
j >ℓ
)
E
(
< Xr, e
(r)
p >r< Xs, e
(s)
q >s
)
+E
(
< Xk, e
(k)
i >k < Xs, e
(s)
q >s
)
E
(
< Xr, e
(r)
p >r< Xℓ, e
(ℓ)
j >ℓ
)]
= 4h′′(0)
[
< Vkre
(r)
p , e
(k)
i >k< Vℓse
(s)
q , e
(ℓ)
j >ℓ
]
+ < Vkℓe
(ℓ)
j , e
(k)
i >k< Vrse
(s)
q , e
(r)
p >p
+ < Vkse
(s)
q , e
(k)
i >k< Vℓre
(r)
p , e
(ℓ)
j >ℓ
]
.
Since, under H0, we have for any (m, l) ∈ {1, · · · ,K}2, Vml = δmlVl = δmlIl,
where δ denotes the usual Kronecker symbol, we finally obtain:
γkℓ,rsijpq = 4h
′′(0) (δkrδℓsδipδjq + δkℓδrsδijδpq + δksδℓrδiqδjp) . (21)
If k = r, ℓ = s with k ∈ {2, · · · ,K} and ℓ ∈ {1, · · · , k − 1}, since ℓ 6= k and,
equivalently, s 6= r, it follows that
γkℓ,rsijpq = 4h
′′(0)δipδjq =

4h′′(0) if i = j = p = q
0 otherwise
.
Hence,
Γkℓ,kℓ = 4h
′′(0) Ipkpℓ , (22)
where Im denotes the m-dimensional identity matrix. If (k, ℓ) 6= (r, s) with
(k, r) ∈ {2, · · · ,K}2 and (ℓ, s) ∈ {1, · · · , k− 1} × {1, · · · , r− 1}, suppose that
γkℓ,rsijpq 6= 0. Then, since ℓ 6= k, s 6= r and (k, ℓ) 6= (r, s), we deduce from (21)
that we necessarily have s = k and ℓ = r. Thus k < r and, since r = ℓ, we
obtain the inequality k < ℓ. That is not possible since ℓ ∈ {1, · · · , k − 1}. So,
we deduce that γkℓ,rsijpq = 0. Using (19), (20) and (22) we can conclude that
Γ = 4h′′(0) Id. Then, we deduce from Theorem 4.1 that Q = 4h′′(0)Q′, where
Q′ is a random variable with distribution equal to χ2d. 
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