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Abstract
In this thesis, we propose several advances in the numerical and computational algorithms that
are used to determine tomographic estimates of physical parameters in the solar corona. We focus
on methods for both global dynamic estimation of the coronal electron density and estimation of
local transient phenomena, such as coronal mass ejections, from empirical observations acquired by
instruments onboard the STEREO spacecraft. We present a first look at tomographic reconstructions
of the solar corona from multiple points-of-view, which motivates the developments in this thesis. In
particular, we propose a method for linear equality constrained state estimation that leads toward
more physical global dynamic solar tomography estimates. We also present a formulation of the
local static estimation problem, i.e., the tomographic estimation of local events and structures like
coronal mass ejections, that couples the tomographic imaging problem to a phase field based level
set method. This formulation will render feasible the 3D tomography of coronal mass ejections
from limited observations. Finally, we develop a scalable algorithm for ray tracing dense meshes,
which allows efficient computation of many of the tomographic projection matrices needed for the
applications in this thesis.
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Chapter 1
Motivation and Background
This thesis is primarily concerned with the development of numerical techniques for processing solar
images and using them to determine empirical and numerical models of the solar corona. In particu-
lar, we focus on tomographic imaging techniques for reconstructing short time scale events that can
potentially affect earth, such as coronal mass ejections (CMEs). While this work is primarily on nu-
merical algorithms and the computational aspects of the solar tomography problem, it is also highly
interdisciplinary. In addition to the expected background and development on numerical algorithms,
we draw background and motivation from space weather research, solar physics, and observational
astronomy, as well as technical inspiration from the fields of image processing, image formation,
and tomography; dynamic and stochastic estimation; computer vision and materials science; and
computer graphics. In each chapter, we present a significant amount of relevant background mate-
rial. This background material is necessary to motivate our contributions, as well as to identify the
impact of these contributions in the fields listed above. In this first chapter, we present the necessary
background material to motivate the research presented in this thesis.
1.1 Space Weather and the STEREO Mission
Despite its relative proximity, our collective understanding of the physical processes that drive the
sun are incomplete. In particular, energetic and dynamic phenomena, such as active regions, solar
flares, coronal mass ejections (CMEs), and solar wind, all of which contribute to geoeffective events
collectively referred to as space weather, are not well understood [9]. The study of space weather
is critical due to modern society’s high degree of reliance on technologies, e.g., communications
satellites, that can easily be disrupted or destroyed by such events. Knowledge of key physical
parameters of the solar corona (or solar atmosphere), such as temperature and electron density, are
critical to understanding the processes that drive coronal activity [39, 143]. In general, the research,
methods, and results presented in this thesis focus on numerical techniques needed to compute
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Figure 1.1: Cartoon of orbital configuration of STEREO satellites in optimal configuration
for tomography from two observers. Optimal spacing of 90◦ of separation was achieved by
STEREO on 24 Jan 2009. Additional observers are available along Sun-Earth line. (Image
credit: STEREO (NASA))
empirical estimates of coronal electron density through tomography. Most of the discussion is also
applicable to estimates of coronal temperature, but we leave that to future collaborations.
Throughout most of our sun-observing history, solar astronomy has been concerned with obser-
vations of the sun (and its environs) from only one viewpoint. However, with the October 2006
launch of the dual Solar Terrestrial Relations Observatory (STEREO) spacecraft [97], we have been
presented with the unprecedented ability to study the sun from at least three different points of view
(i.e., from the two STEREO observatories and observatories on the Sun-Earth line; see Fig. 1.1). The
two nearly identical STEREO spacecraft have heliocentric orbits that slightly diverge from earth’s
orbit, allowing them to separate from each other at a rate of approximately 45◦ per year [45]. The
spacecraft are individually designated by their orbital relationship with earth, i.e., STEREO Ahead
(or STEREO A) is the satellite that orbits ahead of earth and STEREO Behind (or STEREO B)
orbits behind the earth. The two spacecraft contain essentially identical instruments, so the A-B des-
ignation will also be used for instrument identification. For example, the COR1 coronagraph1 [150]
on STEREO A is COR1A and likewise the COR1 coronagraph on STEREO B is COR1B.
On board each of the STEREO spacecraft, the Sun-Earth Connection Coronal and Heliospheric
Investigation (SECCHI) [89] suite of instruments is provided to (among other purposes) investigate
1A coronagraph is a telescope designed to observe the faint light of the solar corona by blocking the significantly
brighter light of the solar photosphere with an occulter.
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(a) (b)
Figure 1.2: Polarized brightness images from (a) STEREO COR1B and (b) STEREO COR1A
coronagraphs in optimal configuration for solar tomography from two observers. Optimal spac-
ing of 90◦ of separation was achieved by STEREO on 24 Jan 2009. Central dark disk is occulter,
white circle indicates location of sun, and green color is false color. (Image credit: STEREO
(NASA)))
the 3D time-dependent structure and physical properties of CMEs [89], as well as to contribute to
the overall STEREO mission objective of understanding the global coronal conditions that lead to
eruptive events that affect earth [97]. The SECCHI package of coronagraphs (COR1 and COR2; see
Fig. 1.2 for sample observations from COR1A and COR1B), extreme ultraviolet telescopes (EUVI),
and heliospheric imagers (HI1 and HI2) gather data at a historically high cadence. The high data
rate is necessary to model the rapidly evolving structure of CMEs. However, this also produces a
large volume of data, which necessitates the development of efficient algorithms for estimating the
relevant physical parameters from the raw data.
1.2 Solar Tomography
Estimates of coronal electron density and temperature can loosely be placed into two categories:
global estimates and local estimates. A global estimate refers to an estimate of the property over
a large part of the solar atmosphere, while local estimates are restricted to a much smaller region
of space, usually centered on an interesting object or event. This thesis focuses on techniques for
computing both global and local estimates of coronal electron density. In general, global estimates
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are useful for understanding the conditions that precede eruptive events, and local estimates are
useful for studying those individual events.
Both classes of estimates can be computed using a process called solar tomography [5, 26, 27, 41,
53, 55, 102, 112, 128, 132, 153], though tomography is more typically applied for global estimates
only. Solar tomography falls into the larger class of tomography problems known as tomography
from projections, where 3D reconstructions of an object are determined from 2D projections through
that object (see Ch. 4 for more details). Mathematically, projection tomography problems are
Fredholm integral equations of the first kind, and are thus fundamentally ill-posed, which necessitates
additional regularization or constraints to ensure uniqueness and stability of the solution. For coronal
electron density, the integral equation
pB(p,d) =
∫ ∞
0
KpB(p,d, t)Ne(p+ td)dt+ (p,d), (1.1)
is the forward model relating a polarized brightness (pB) line-of-sight measurement, where p+ td is
a line of sight from point p in direction d, to the electron density Ne via the Thomson scattering [15]
kernel KpB . Noise in the measurement process, e.g., from the CCD sensor, optics and stray light, and
cosmic rays, is modeled by the function . The pB value of a pixel of a coronagraph image (Fig. 1.2)
corresponds to a continuum of line-of-sight integrals over the area of that pixel, i.e., a volume integral,
rather than the simple line integral of (1.1). Specific details on the nature of KpB can be found
in [132]. While use of total brightness (B) measurements is also feasible using a different Thompson
scattering kernel [132], our research focuses on pB measurements. In principle, pB measurements
contain information from only the electron scattered K-corona, while B data requires much more
precise calibration than is currently available for the STEREO coronagraphs because it contains a
mixture of light from the K-corona and the dust-scattered F-corona. Solar tomography has been
applied to B data [58] from the Solar and Heliospheric Observatory’s (SOHO) [42] Large Angle and
Spectrometric Coronagraph (LASCO) C2 coronagraph [21].
Methods for solving the solar tomography problem can be categorized into two classes: static
solar tomography (SST) and dynamic solar tomography (DST). Loosely, the distinction is that SST
assumes that the sun is static (i.e., its state does not change) during the time period required for
all measurements that are used, while DST does not make that assumption. For both SST and
DST, a linear approximation to the continuous forward model in (1.1) can be found by discretizing
the domain of Ne and approximating it by an n-dimensional vector of coefficients xi on the dis-
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cretized basis, where the subscript i indicates that the electron density is at time ti. We parametrize
measurements and estimates by time indices rather than a fixed time increment because it is often
the case that ti+1 − ti 6= tj+1 − tj∀i 6= j. Then, the set of continuous forward model equations is
transformed into a system of linear equations
yi = Hixi + εi, (1.2)
where the n-dimensional vector xi is the internal state of the system, e.g., the electron density, yi
is an mi-dimensional vector of measurements whose entries correspond to pixels in the coronagraph
images at time index i, Hi is the mi × n observation matrix with coefficients determined by dis-
cretizing (1.1) and integrating KpB across the discretized domain as described in Ch. 4, and εi is
a zero-mean mi-dimensional random vector that encapsulates both the noise in the measured data
and any inexactness in Hi.
1.2.1 Static Solar Tomography
Tomography from projections traditionally requires measured data from 180◦ surrounding the object
in question [119]. Typically, a detector moves around the object being imaged to gather the data.
However, it is both physically and financially infeasible to construct such a detector for observing
the sun. Instead, prior to the advent of the STEREO mission, solar tomography has used a single
detector (for electron density tomography from polarized brightness measurements, this detector is
a coronagraph) and relied on the sun’s rotation to obtain the required angular coverage [5, 41, 53].
The sun completes one half of a rotation, and thus 180◦ of observations from a single viewpoint, in
approximately 13.6 days. Unfortunately, the dynamic structures we seek to image often change on
timescales significantly shorter than that of a half rotation. When equations from a half rotation
of data are inverted simultaneously, only structures that persist on time scales longer than a half
rotation can be imaged, such as the long term coronal background. Thus, from the method’s point-
of-view the sun is assumed to be static over the measurement period, hence the name static solar
tomography. SST estimates have been computed from a single viewpoint using observations from
the SOHO LASCO-C2 coronagraph [54, 56], the MkIV coronameter [48] at the Mauna Loa Solar
Observatory (MLSO) [26], as well as using COR1A and COR1B individually [29, 102].
For a set of measurements in the time window before time index T , e.g., for a single observer,
13.6 days of observations preceding time tT , the static estimate of the solar corona is computed by
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(a) (b)
Figure 1.3: Cartoons of optimal observer configuration for solar tomography from multiple
points of view. (a) STEREO spacecraft separated by approximately 90◦. (b) STEREO and
SOHO spacecraft separated by approximately 60◦.
solving the linear system
y˜T =

y1
...
yT
 =

H1
...
HT
xT +

ε1
...
εT
 = H˜TxT + ε˜T , (1.3)
where the brackets indicate a larger linear system formed by “stacking” the linear systems from (1.2)
for each image in the time window so that y˜T and ε˜T are m-dimensional vectors, H˜T is an m× n
matrix, and m =
∑T
i=1mi. Equation 1.3 is then solved for xT , the static approximation of the
electron density at time tT , using a conventional regularized least squares method [26, 29, 41, 53,
54, 55, 128].
Multiple Points of View
The addition of extra viewpoints shortens the duration of the static assumption [41]. For exam-
ple, given two simultaneous observers, spaced optimally for tomography, i.e., separated by 90◦,
approximately 6.8 days of solar rotation are required to obtain sufficient measurements for a static
reconstruction. The STEREO spacecraft achieved this configuration, shown in Fig. 1.3a, on 24
Jan 2009. Using data from around that time period, for example, from the COR1A and COR1B
coronagraphs, allows for a sequence of static reconstructions to be computed. Such reconstructions
6
(a) (b)
(c)
Figure 1.4: Isosurface contours from static reconstructions of solar corona on 24 Jan 2009.
Reconstruction from (a) STEREO COR1B data only, (b) STEREO COR1B data only, and (c)
using data from both COR1A and COR1B simultaneously. Blue isosurface indicates Ne =
0.5× 106cm−3, red isosurface indicates Ne = 2.5× 106cm−3, green isosurface indicates Ne =
4.5× 106cm−3, and orange sphere indicates sun, with radius 1R.
have the best temporal resolution available. We computed SST reconstructions of coronal electron
density for time indices separated by approximately 3 hours from 16 Jan 2009 18:05:00 UTC to 14
Feb 2009 21:05:00 UTC using the static reconstruction procedure of [26, 54]. The reconstructions
are computed over an altitude range of 1.5–3.5R, a range well within the field of view of the COR1
coronagraphs. Both single spacecraft reconstructions, using COR1A and COR1B separately with a
13.6 day time window of observations per reconstruction, and two-spacecraft reconstructions, using
COR1A and COR1B data simultaneously with a 6.8 day time window per reconstruction, were com-
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puted for comparison purposes. Fig. 1.4 shows a 3D isosurface view of the corona for 24 Jan 2009
12:05:00 UTC. The blue, red, and green surfaces are isosurfaces of electron density at 0.5×106cm−3,
2.5× 106cm−3, and 4.5× 106cm−3, respectively, and the orange sphere has radius 1R. Figs. 1.4a
and 1.4b are the results of the single spacecraft reconstructions for COR1B and COR1A, respec-
tively. Fig. 1.4c is the result of the reconstruction from both spacecraft simultaneously. In this
view, we see that structures that appear in only one of the two single-spacecraft reconstructions are
typically visible in the multi-spacecraft reconstruction. Fig. 1.5 shows a sequence of flattened spher-
ical shells of the coronal electron density at a few different radii for reconstructions from COR1B
(left column), COR1A (right column), and both instruments simultaneously (center column). Each
image in the figure shows solar longitude from 0◦ to 360◦ (left to right) and solar latitude from −90◦
to 90◦ (bottom to top). This figure demonstrates the higher spatial variability of the lower densities
(blue isosurfaces in Fig. 1.4) further from the sun. Fig. 1.6 shows similar plots, but for a fixed radius
of approximately 1.7R, shown every 7 days at 12:05:00 UTC, starting on 17 Jan 2009, to present
the visual evolution of the coronal density. Not surprisingly, the multi-spacecraft reconstruction
shows much more volatility than the single-spacecraft reconstructions, because it requires half of the
observing time, and there is less smoothing due to the shorter time period.
Theoretically, even better static reconstructions are possible when observations from three opti-
mally spaced viewpoints can be combined. For this configuration, the optimal spacing for tomog-
raphy is for the observers to be mutually 60◦ apart. This configuration occurred for the STEREO
spacecraft and the Sun-Earth line on 11 Oct 2009 [83] and is shown in Fig. 1.3b. The coronagraphs
onboard STEREO may be combined with instruments along the Sun-Earth line, including the MLSO
Mk4 coronameter and the SOHO LASCO C2 and C3 coronagraphs to produce the most complete
static tomographic picture of the corona to date. Fig. 1.7 shows the overlaps of the fields-of-view
for the instruments available during that time frame. While the displayed overlap is the stated
field-of-view of each instrument, due to practical concerns, such as diffraction from a coronagraph’s
occulter, the fields-of-view that are usable for tomography are smaller, and thus the overlap re-
gions are smaller as well. The first critical step to use this data jointly is an intercalibration of the
instruments. We contributed to the intercalibration effort, and preliminary calibrations will soon
be available in [59]. As is frequently the case for real world data, there is no simple calibration,
because the different instruments have different responses (due to their design and construction, and
their own individual calibrations) at different solar altitudes, leading to nonlinear intercalibration
functions. For studies that that are concerned with, e.g., the morphological structure of the coronal
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Figure 1.5: Coronal electron density as computed using data from COR1B only (left column),
COR1A only (right column), and COR1A and COR1B simultaneously (center column) on 24 Jan
2009 12:05:00 UTC. Images are spherical shells at approximately 1.7R, 1.9R, and 2.1R.
Each image has longitude of 0◦ to 360◦ shown from left to right and latitude of −90◦ to 90◦
from bottom to top. Black pixels correspond to non-positive values in reconstruction.
density but not necessarily with the actual density, the simple calibration factors given in [59] should
be sufficient. However, the intercalibration functions must be further refined to allow more accu-
rate computation of coronal densities. In Fig. 1.8, where the isosurfaces are colored as before, we
show a preliminary reconstruction of the coronal density from LASCO C2, STEREO COR1A, and
STEREO COR1B on 11 Oct 2009. Due to limited overlap with the COR1 field-of-view, contribution
from C2 is limited to approximately 2.5–3.5R, while the reconstruction is from 1.5–3.5R. These
results are not yet scientifically reliable due to the calibration issues mentioned above, and due to
currently unresolved issues in constructing the tomography linear system for the COR1B data from
this data set. However, they represent a first look at the combined data and a first step toward
static reconstructions with the highest temporal resolution possible.
Local Static Solar Tomography
In contrast to global static estimation, local static estimation is far more difficult because tomography
alone tends to be insufficient. Consequently, the 3D structure of transient events, such as CMEs,
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Figure 1.6: Coronal electron density as computed using data from COR1B only (left column),
COR1A only (right column), and COR1A and COR1B simultaneously (center column) every 7
days from 17 Jan 2009 12:05:00 UTC to 14 Feb 2009 12:05:00 UTC. Images are spherical shells
at approximately 1.7R. Each image has longitude of 0◦ to 360◦ shown from left to right and
latitude of −90◦ to 90◦ from bottom to top. Black pixels correspond to non-positive values in
reconstruction.
has been determined not by tomography, but by triangulation or polarimetry [111, 113, 114]. These
techniques assume that individual features can be identified in each of the multiple images, a task
that is possible for only some images of some CMEs due to the projective nature of the data [111].
Local static tomography is difficult because a CME evolves much faster than the sun rotates. As
such, solar rotation is insufficient for gathering a dense set of observations for 180◦ surrounding
the object or event in question. Instead, at most three points-of-view, the same as those discussed
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Figure 1.7: Instrument field-of-view, in R, for various coronagraphs. Numbers are altitude
in R. Lines for COR1 and COR2 represent instruments on both STEREO spacecraft.
Figure 1.8: Isosurface contours from static reconstruction of solar corona using observations
from LASCO C2, STEREO COR1A, and STEREO COR1B coronagraphs simultaneously, on
11 Oct 2009. Blue isosurface indicates Ne = 0.5 × 106cm−3, red isosurface indicates Ne =
2.5 × 106cm−3, green isosurface indicates Ne = 4.5 × 106cm−3, and orange sphere indicates
sun, with radius 1R.
in the previous section, are available for any given event. In practice, obtaining a static snapshot
of a CME through tomography alone is impossible with only three points of view. Moreover, an
event of interest must occur during the time around which the instruments are in optimal spatial
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configurations. This is not guaranteed, as we have no control over the behavior of the sun, and
such events happen rarely. Only three candidate CMEs occurred during the optimal three-view
period2, and those are not ideal events because they were either unobserved in one instrument or
are quite faint in the observations that are available. Other candidate events also occurred during
the optimal two-spacecraft time period, as well. Because of the difficulty in finding a good CME
viewed from all three viewpoints by instruments with sufficient overlap in their fields-of-view, an
approach to imaging a CME must be viable for as few as two simultaneous observations, particularly
for observations outside the ideal observing configurations.
In classical tomography, using so few measurement angles requires significant regularization,
which tends to overwhelm the CME signal [57]. Instead, a level set method for jointly estimating
the CME, the local coronal background, and the segmentation of the two has been proposed to
resolve this issue [57]. Unfortunately, traditional level set methods have theoretical and algorithmic
drawbacks. In Ch. 3, we propose a method to estimate jointly the tomographic reconstruction of a
CME along with a segmentation of that reconstruction, using a phase field based level set framework.
We will see that such a method avoids some of the drawbacks of classical level set methods. In
this work, we develop a variational approach to solving the tomography and segmentation problems
simultaneously. We demonstrate the effectiveness of this method in a number of numerical examples,
designed to investigate the viability of the proposed method for local CME tomography.
1.2.2 Dynamic Solar Tomography
Despite the availability of observations from three viewpoints, the minimum of approximately 4.5
days of continuous observations required for solar tomography renders regularized static solar to-
mography alone ineffective for imaging short-lived phenomena, such as CMEs. As an alternative
to local CME estimation, a dynamic estimation method, based on a Monte Carlo approximation to
the classical Kalman filter [98], has been proposed as a solution to this problem [55]. The proposed
dynamic estimation methods are data assimilation methods that fuse empirical observations with
theoretical and computational models, e.g., the Block Adaptive-Tree Solar-wind Roe-type Upwind
Scheme (BATSRUS) [37, 130]. Adding a computational model for coronal dynamics should reduce
the requirement for long periods of continuous observation and allow for at least coarse estimates
of transient events. These methods are used to solve what we call the dynamic solar tomography
(DST) problem, in contrast with the static solar tomography problem discussed previously.
2We thank Hong Xie of the COR1 science team for assistance in identifying these events.
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Algorithm 1.1 Kalman Filter
1: // Initialization
2: xˆ0|−1 = µ0
3: P 0|−1 = Π0
4:
5: for i = 0, . . . , T do
6: // Measurement Update
7: Ki = P i|i−1H
T
i
(
HiP i|i−1H
T
i +U i
)−1
8: xˆi|i = xˆi|i−1 +Ki
(
yi −Hixˆi|i−1
)
9: P i|i = P i|i−1 −KiHiP i|i−1
10:
11: if i < T then
12: // Model Evolution Update
13: xˆi+1|i = F ixˆi|i
14: P i+1|i = F iP i|iF
T
i + V i
15:
16: end if
17: end for
We will consider dynamic state estimation problems that operate in a linear state space framework
yi = Hixi + εi, (1.4)
xi+1 = F ixi + νi, (1.5)
where (1.4) is known as the measurement equation and is defined the same way as (1.2). In (1.5),
the state evolution equation, F i is an n×n model update matrix that approximates the dynamics of
the system, and νi is a zero-mean noise vector that captures the difference between the true model
evolution and F i. The mean of the initial state x0 is assumed to be µ0. A common choice of µ0 is
a static estimate for some time near t0.
Estimation problems posed in the state space framework are typically solved using filtering
algorithms. Often, the goal of the filtering algorithm is to produce an estimate xˆi of the true state
xi that has minimum mean squared error (MMSE). One such algorithm, the classical Kalman filter
(KF) [98], produces a linear minimum mean squared error (LMMSE) optimal estimate at each time
index i. Based on the assumptions
Cov
(
εi, εj
)
= U iδij ∀i, j, Cov
(
x0, εj
)
= O ∀j, Cov(εi,νj) = O ∀i, j,
Cov
(
νi,νj
)
= V iδij ∀i, j, Cov
(
x0,νj
)
= O ∀j, Cov(x0) = Π0,
the Kalman filter algorithm is given in Alg. 1.1.
13
Before proceeding, we must establish some notation. The LMMSE estimate of xi given all
measurements through time index j, i.e., y0, y1, . . . , yj , is denoted xˆi|j . Thus, xˆi|i−1 is the prior
estimate of xi and xˆi|i is the posterior estimate of xi. Similarly, P i|j denotes the error covariance
matrix for the estimate xˆi|j , Cov
(
xˆi|j − xi
)
, so P i|i−1 is the prior error covariance and P i|i is
the posterior error covariance. When {x0, ε0, . . . , εi,ν0, . . . ,νi−1} are jointly Gaussian, then the
Kalman filter produces the MMSE optimal estimate [6].
While the KF is optimal in the LMMSE sense, it is computationally intractable for problems of
the scale desired for solar tomography. For example, a problem whose domain is discretized as a
cube with sides of length 128 has n ≈ 2.1M and storage of P i|j using IEEE single precision floating
point numbers requires 8TB of memory, assuming the storage is optimized using the symmetry of
P i|j . The ensemble Kalman filter (EnKF) is a Monte Carlo approximation to the KF that makes
explicit storage of P i|j unnecessary. Rather than using the error covariance matrix explicitly, the
EnKF processes an ensemble of L samples
{
x˜1i|j , . . . , x˜
l
i|j , . . . , x˜
L
i|j
}
of the estimate xˆi|j such that
the sample mean
x˜i|j =
1
L
L∑
l=1
x˜li|j
and sample error covariance
P˜ i|j =
1
L− 1
L∑
l=1
(
x˜li|j − x˜i|j
)(
x˜li|j − x˜i|j
)T
approximate the KF estimate xˆi|j and the KF error covariance P i|j . By working with L samples,
significant computational savings over the classical KF is achieved, with little loss in estimate qual-
ity [28]. It has been shown that under certain conditions the EnKF converges in probability to the
KF as L → ∞ [28]. The EnKF algorithm is given in Alg. 1.2, where the function IID SAMPLE()
produces independent and identically distributed (i.i.d.) random samples from the distribution pro-
vided. The brackets in Lines 4, 12, and 19 denote the formation of a matrix (Xi, Y i, and Si,
respectively) whose columns are the i.i.d. sample vectors generated in the previous lines. In Line 8,
the matrix T i is a covariance localization matrix required for algorithmic stability [28]. The ◦
operator is the Hadamard or element-by-element matrix product.
To date, a complete fusion of empirical data with a coronal magnetohydrodynamic (MHD) simu-
lator to model the underlying dynamics in the solar atmosphere has not been achieved. However, we
have applied dynamic solar tomography to STEREO data by approximating the coronal dynamics
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Algorithm 1.2 Ensemble Kalman Filter
1: // Initialization
2: x˜0|−1 = µ0
3:
{
x˜10|−1, . . . , x˜
l
0|−1, . . . , x˜
L
0|−1
}
= IID SAMPLE(N (0,Π0))
4: X0|−1 =
[
x˜10|−1 . . . x˜
l
0|−1 . . . x˜
L
0|−1
]
5:
6: for i = 0, . . . , T do
7: // Measurement Update
8: P˜ i =
1
L
[
T i ◦
(
Xi|i−1X
T
i|i−1
)]
9: Ki = P˜ iH
T
i
(
HiP˜ iH
T
i +U i
)−1
10: x˜i|i = x˜i|i−1 +Ki
(
yi −Hix˜i|i−1
)
11:
{
y˜1i , . . . , y˜
l
i, . . . , y˜
L
i
}
= IID SAMPLE(N (0,U i))
12: Y i =
[
y˜1i . . . y˜
l
i . . . y˜
L
i
]
13: Xi|i = Xi|i−1 +Ki
(
Y −HiXi|i−1
)
14:
15: if i < T then
16: // Model Evolution Update
17: x˜i+1|i = F ix˜i+1|i
18:
{
s˜1i , . . . , s˜
l
i, . . . , s˜
L
i
}
= IID SAMPLE(N (0,V i))
19: Si =
[
s˜1i . . . s˜
l
i . . . s˜
L
i
]
20: Xi+1|i = F iXi|i + Si
21:
22: end if
23: end for
using a random walk model to drive the evolution [29]. These results proved to be competitive with
results from both our own static tomography implementation [29] and those of [102] for the same
data set. We found that reconstructions computed using the dynamic method required less total
computation time for the entire data set and had superior numerical properties, e.g., a reduction in
non-physical (e.g., negative) values, when compared to static reconstructions built from the same
data. DST has also been used to verify computational simulations of the solar corona [39].
Theoretically, observations from multiple viewpoints should improve the dynamic solar tomo-
graphic reconstructions. Studies on the spatio-temporal resolution of dynamic tomographic estima-
tors, particularly with a focus on determining the impact of inexact model evolutions, have recently
begun to emerge [25]. We are currently formulating a study to investigate the impact of multiple
simultaneous observations on the quality of dynamic reconstructions, but that work is in its infancy
and is not addressed further in this thesis.
Estimates from both SST and DST methods must satisfy certain physical constraints. For static
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estimates, well-known methods for constrained least squares problems can be applied to ensure
that, for example, density estimates remain nonnegative [16, 53, 54, 104]. However, the theory
of constrained dynamic estimation is far less developed. In response, and with an eye toward a
better understanding of the linear inequality constrained dynamic estimation problem, we propose
a technique for enforcing linear equality constraints on dynamic estimates [84] that is superior to
existing methods. In Ch. 2, we present these developments and address the impact of these ideas
on potential solutions to the inequality constrained dynamic estimation. In particular, we examine
their impact on the feasibility of performing nonnegative estimation of coronal electron densities in
the dynamic framework presented above.
Previously, dynamic estimation using the Kalman filter has not been considered for local features,
though other dynamic techniques have been used for data assimilative estimation of solar polar
plumes [11]. While methods based on the Kalman filter may prove effective for modeling CMEs, the
practical issue of a lack of an integrated numerical model for solar evolution makes this infeasible,
for now. However, as solar simulation becomes more advanced, this idea should be revisited in the
future.
Computational Issues
As mentioned before, STEREO produces an incredible wealth of data. To apply these data to the
SST and DST methods for global and local tomography discussed in this thesis, the methods must
be able to handle that large data volume, including the ability to generate efficiently all matrices
involved in the computation, particularly the tomographic projection matrices H. This is especially
important as we continue to work towards to fully incorporating coronal MHD models into the
dynamic tomography problem. Moreover, it is important for testing and execution of the joint
tomography and phase field segmentation research proposed in Ch. 3. To address this, we propose
a new method for computing projection operators in a fast, scalable manner, which is presented in
Ch. 4.
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Chapter 2
Constrained State Estimation
In problems of practical interest, constraints on state estimates arise naturally, often in the form of
conservation of physical quantities (e.g., mass, energy, or momentum) or imposition of mathematical
or physical properties (e.g., nonnegativity, monotonicity, or convexity). Indeed, for coronal electron
density estimation we require that estimates be nonnegative to ensure physicality of the results,
always a desired property of solutions to physically-based inverse problems. In the case of static solar
tomography, solutions are typically obtained using standard least squares methods [26, 41, 54, 102].
Methods for enforcing inequality constraints in least squares problems are well known [16, 104], and
nonnegative static solar tomography is addressed in [53, 54, 102].
Methods for constraining estimates from classical (static) least squares estimators are well known,
but despite the vast literature that has emerged on dynamic state estimation in the last four decades,
only a small fraction has been concerned with constrained estimation for dynamic problems. Con-
straining dynamic estimates from state space models, with both equality and inequality constraints,
is much less understood. Much of the focus in the literature is on directly constraining the Kalman fil-
ter with linear equality constraints, and inequality constraints are only infrequently considered [109].
This chapter will address two types of constraints in the dynamic estimation setting: linear equality
and linear inequality constraints. With the intent of developing an active set method for enforc-
ing inequality constraints on dynamic estimates, which requires an effective algorithm for enforcing
linear equality constraints, we investigate the viability of current methods for linear equality con-
strained estimation and will see that they are inadequate for our task. In this chapter, we present
new insights into previous methods for linear equality constrained state estimation that help illu-
minate their deficiencies. After developing new insight into the nature of linear equality constraints
for state space models, we identify a way to decompose constrained stochastic problems into their
constituent deterministic and stochastic parts, which, when coupled with the null space method
for constrained least squares, elucidates the structure of a constrained stochastic problem and en-
ables a robust numerical solution. We present a dynamic tomography example that illustrates the
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superiority of the new method over existing methods. This work was recently published in IEEE
Transactions on Signal Processing [84]. In addition, we demonstrate the extensibility of the new
null space constrained state space model by developing an ensemble Kalman filter for that model.
Such a method is important for high-dimensional state space problems that involve linear equality
constraints.
Analogous to our insight into the fundamental meaning of linear equality constraints in a stochas-
tic setting, we present a similar analysis of the fundamental meaning of linear inequality constraints
on stochastic problems. Unfortunately, we find that this analysis does not provide a clear direction
for solving the problem in the same way that the analysis for the equality constraint problem did.
However, we present conclusions explaining the unsatisfactory nature of proposed active set meth-
ods, discuss the potential application of newly developed bound-constraint methods to the dynamic
solar tomography problem, and examine how Monte Carlo sampling techniques may be part of the
solution for enforcing inequality constraints for dynamic problems.
2.1 Background
Applications of linear equality constraints to state estimation and Kalman filtering problems have
arisen in various contexts, including signal and image restoration [133, 152], target tracking [4, 145,
148], multi-sensor data fusion [158], econometric modeling [43, 44], beamforming [34, 78], spec-
trometry [109], structural identification [159], navigation [35, 156, 157], and turbofan engine mon-
itoring [140, 141]. The various approaches taken to equality-constrained estimation have mirrored
analogous methods for constrained optimization, and mainly fall into one of three categories: penalty
methods, projection methods, and dimension reduction methods, all of which in effect convert the
constrained problem into a related unconstrained problem or a sequence of unconstrained problems.
To provide appropriate context for subsequent discussion, we will briefly describe each these families
of methods, focusing for now on equality constraints.
Penalty methods for constrained optimization, which were originally popularized by Fiacco and
McCormick [51], add to the original objective function a term that penalizes constraint violation.
The resulting modified objective function is a weighted combination of the original objective function
and the penalty term, whose minimum is therefore a compromise between optimality and feasibility.
The solution to this modified problem can be made arbitrarily close to the feasible region by suf-
ficiently weighting the penalty term, but the resulting unconstrained problem becomes arbitrarily
18
ill-conditioned, with a nearly singular Hessian matrix. Thus, these methods must be implemented
with care, and typically take an iterative approach in which the penalty term is increased gradually
over successive iterations. In Sec. 2.2.1, we will see that the analogous methods for constrained
estimation, sometimes called pseudo-observations or pseudo-measurements, suffer from the same
deficiency.
Projection methods minimize—or at least reduce—the objective function and then project the
result onto the constraint surface. Unfortunately, the projected result, though feasible, may bear no
relation to the true constrained optimum. Thus, projection methods are usually implemented either
by taking relatively small steps in a predictor-corrector iteration [137] or by projecting a search
direction (e.g., the negative gradient) onto the constraint surface before conducting a line search for
local minimization, but in either case these methods are often slow and ineffective. In Sec. 2.2.1, we
will examine projection methods for constrained estimation, where we will find that such methods
are often just as unstable as pseudo-observation methods and are unsatistfyingly ad hoc in nature.
Dimension reduction methods for constrained optimization use the constraints to eliminate some
of the variables, thereby producing an unconstrained problem of lower dimension in the remaining
variables. A numerically stable way to implement this approach [63] utilizes an orthogonal factor-
ization of the constraint matrix (or the Jacobian matrix for nonlinear constraints) to provide bases
for the range and null spaces of the constraint matrix, thereby decomposing the space into compo-
nents orthogonal to and tangent to the constraint surface. A constrained minimum occurs when the
gradient of the objective function lies in the subspace orthogonal to the constraint surface and has
no component in the subspace tangent to the constraint surface, since then the objective function
cannot be reduced without violating the constraints. This approach has a number of advantages,
including numerical stability, exact satisfaction of the constraints, and potentially less work due to
the reduction in the dimension of the problem. In Sec. 2.2.2, we will see that a similarly implemented
approach to constrained dynamic estimation shares these advantages.
The literature on inequality constrained state estimation and inequality constrained Kalman
filtering is much more sparse. Much of the literature is concerned with projection methods, where,
as in their equality constrained counterpart, infeasible estimates are projected into the feasible
region [141]. More recent results focus on redistributing the probability density in the feasible
region using truncated distributions [142], which has elements of a more correct solution, but is
incredibly inefficient for high-dimensional problems and, like projection methods, is ad hoc and does
not solve the actual constrained problem. A third class of methods, based on ensemble sampling of
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the constrained distribution, is capable of producing estimates that fit within the constrained model,
but may not be computationally feasible. In Sec. 2.3 we will explore these techniques, and based on
our insights into the true meaning of inequality constraints in a stochastic setting, we will examine
how they solve (or do not solve) the problem and address their applicability to the dynamic solar
tomography problem. In particular, we will explore these methods with an eye towards enforcement
of nonnegativity constraints and comment on their application to generalized inequality constraints
in the state space framework.
2.2 Linear Equality Constrained State Estimation
and the State Space Framework
We wish to constrain the estimates given by the Kalman filter or similar estimation algorithms by
a sequence of linear equality constraints
Cixi = di, (2.1)
where Ci is a ki×n constraint matrix and di is a ki-dimensional constraint vector. We assume that
Ci has full row rank and that ki < n. In Eq. 2.1 we explicitly allow both the constraint matrix Ci
and the right-hand-side vector di to vary with time. In this framework, we allow variation not only
in the value of Ci and di, but in the dimension as well. However, as change in the constraint matrix
requires matrix factorizations and matrix products involving Ci to be recomputed at each step, at
a potentially substantial cost. This cost is greatly reduced in the simpler case where the constraints
are fixed, i.e., Ci = C and di = d ∀i. While previous literature has focused on constraints at a
single time step, we will explicitly assume that there are constraints at each time step, and that
they may vary. We will explicitly allow that di may be nonzero.
The vast majority of previous work on constrained estimation has been based on either penalty
(pseudo-observation) methods or projection methods (see [73] for a detailed survey). Dimension
reduction methods for constrained estimation, such as those based on searching the constraint null
space [101], have not been extensively investigated. Dimension reduction is often dismissed (even
in [101]) based on claims that it makes the state space unintuitive [140] or that the state space is
already parametrized as the modeler intended and should not be modified [96]. Even [73], which is
otherwise highly comprehensive, dismisses dimension reduction methods out of hand as unintuitive.
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Additionally, it is claimed that dimension reduction is impractical when the dimension of the reduced
space varies [101]. As we review the previous methods, we will demonstrate that it is indeed they
that provide inadequate and unsatisfying solutions. We will then demonstrate that the objections
raised against dimension reduction methods are unwarranted, as long as the original state space can
be recovered. We will develop a new dimension reduction method that has none of the drawbacks
of previous methods and invalidates the criticisms listed above.
Philosophically, the constraint equations are just as much a part of the problem as the measure-
ment or model evolution equations and should be treated as such. We will see later that this is a
property used in penalty methods and dimension reduction methods, but not projection methods.
The critical observation is that by viewing the constraints as part of a constrained state space model
yi = Hixi + εi, (2.2)
xi+1 = F ixi + νi, (2.3)
s.t. Cixi = di, (2.4)
the constraints imply a degeneracy in the state space formulation that will enable us to decompose
the state space into stochastic and deterministic components. The constraint equations can then
be factored out of the framework, resulting in a new unconstrained state space estimation problem
of reduced dimension. When the state space is decomposed in this manner using a null space
decomposition, the initial parametrization can be recovered at any time, without loss of intuition;
indeed, we claim that this decomposition enhances intuitive insight by illuminating redundancies in
the initial parametrization. Our approach has the advantages that it is numerically stable even in
cases where previous methods are not, it solves the actual constrained optimization problem, not an
approximation of it, the constraints are satisfied for all estimates at the time that the constraints are
active, and computational requirements are reduced by working with a problem of lower dimension.
2.2.1 Survey of Previous Methods
Pseudo-observation Methods
The method of pseudo-observations [43, 158], treats the set of active constraint equations for a
particular time index as additional, noiseless observations at that time. This approach is analogous
to a technique used to solve singular descriptor systems with Kalman filters [121]. Equations 2.2
and 2.4 are fused together so that the observation matrix Hi is augmented with the constraint
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matrix Ci, the measurement vector yi is augmented with the constraint right-hand-side vector di,
and the measurement noise εi is augmented with an appropriately sized zero vector 0i to define a
new observation matrix, measurement vector, and noise vector
H˜i ,
 Hi
Ci
 , y˜i ,
 yi
di
 , ε˜i ,
 εi
0i
 . (2.5)
This approach modifies the state space model to incorporate the constraints directly, creating an
augmented-constrained state space model
y˜i = H˜ixi + ε˜i,
xi+1 = F ixi + νi,
to which standard state estimation algorithms, e.g., the Kalman filter, can be formally applied.
If the constraint is to be satisfied exactly, then it is a hard constraint and the components of the
measurement error term corresponding to the constraint are 0, as above, with covariance matrix O.
Consequently, the modified measurement error covariance matrix becomes
U˜ i , Cov
(
ε˜i, ε˜j
)
=
 U i O
O O
 δij ∀i, j.
We refer to such methods as perfect pseudo-observation methods because one interpretation of
the zero variance in the terms corresponding to the constraints is that the constraints are exact
observations.
The constrained problem is now in the form of an unconstrained state space estimation prob-
lem, and the Kalman filter, given in Alg. 1.1, is applied, producing constrained posterior estimates
xˆPPOi|i , where the PPO superscript indicates the perfect pseudo-observation method. Intuitively,
this method should produce the unique optimal result because the zero variance on the pseudo-
observations should force the constraint to be satisfied exactly, while preserving the LMMSE opti-
mality of the solution. While this method produces usable results for some problems, it is extremely
numerically unstable and a unique feasible solution is not guaranteed.
To understand why, one must examine the Gramian matrix in Line 7 of Alg. 1.1. As the mea-
surement update step is a closed form solution to a least squares problem (i.e., it forms the normal
equations), the Gramian matrix H˜iP i|i−1H˜
T
i + U˜ i is the Hessian matrix for that least squares
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problem. When the Hessian matrix is singular or ill-conditioned, a unique optimal solution is not
guaranteed nor expected. However, it is not immediately apparent that the constrained Gramian
is potentially very poorly conditioned, much less potentially singular. After all, even if constraints
have already been applied and P i|i−1 is singular, there is no guarantee that, recalling that H˜i is
an m × n matrix where m may be less than n, H˜iP i|i−1H˜
T
i is singular, much less the sum with
singular matrix U˜ i.
To see the underlying issue, we examine the problem from a slightly different perspective. Con-
sider a soft constrained pseudo-observation method, where exact constraint satisfaction is either not
desired or not required. Such an approach can be used to gain numerical stability. A soft constrained
pseudo-observation method is constructed by augmenting the observation matrix and measurement
vector as above, except that the constraint portion of the measurement noise is a non-zero random
vector δi with covariance λ
2
i I, where λi is constant
1. The measurement error is then defined as
ε¯i ,
 εi
δi
 ,
with the associated measurement covariance defined as
U¯ i ,
 U i O
O λ2i I
 δij ∀i, j. (2.6)
We can view the perfect pseudo-observation method at time index i as the limiting case of a
soft constrained pseudo-observation method as λi → 0. First, note that the pseudo-observation
method enforces the constraint only on the measurement update of the Kalman filter. Examining
the measurement update, it can be shown [138] that
xˆi|i = arg min
x
‖yi −Hix‖2U−1i + ‖x− xˆi|i−1‖
2
P−1
i|i−1
. (2.7)
Substituting Eqs. 2.5 and 2.6 into Eq. 2.7 yields the equivalent objective function for the soft
constrained pseudo-observation measurement update, which can be separated into terms for the
1Provided the constraint covariance matrix is diagonalizable, the analysis holds. In that situation, we are concerned
with the largest eigenvalue, which will always be positive because a valid covariance matrix must be symmetric positive
definite. Thus, λi is the positive square root of the spectral radius of the constraint covariance matrix.
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weighted residual, the weighted prior error, and the constraints
xˆSCPOi|i = arg min
x
‖y˜i − H˜ix‖2U¯−1i + ‖x− xˆi|i−1‖
2
P−1
i|i−1
= arg min
x
‖yi −Hix‖2U−1i + ‖x− xˆi|i−1‖
2
P−1
i|i−1
+
1
λi
‖di −Cix‖22, (2.8)
where the SCPO superscript indicates the soft-constrained pseudo-observation method. The con-
straint parameter now has the appearance of a regularization or penalty term. In the limit as λi → 0,
the constraint term is increasingly weighted and solutions that do not satisfy the constraint are in-
creasingly penalized. Thus, in the limit the constraints will be satisfied exactly, which is equivalent
to setting the constraint noise variance to zero.
The instability in the perfect pseudo-observation method results from the inherent instability
of penalty methods, that is, the Hessian matrix of Eq. 2.8 becomes increasingly ill-conditioned as
λi → 0, and even in the presence of stabilizing noise in the state space model, when λi → 0 the
Hessian matrix becomes effectively singular, yielding wildly unstable results.
While the perfect pseudo-observation method has some nice theoretical properties, in practice it
is far from an ideal method for solving the constrained state-estimation problem, as we will see in
the example in Sec. 2.2.3. It can sometimes produce results having excellent agreement with the true
state, but unfortunately, this cannot be guaranteed, and even for a problem for which it produces
excellent results at some time steps, it may produce results that are completely useless at others.
Moreover, this method does not guarantee that the constraint will be satisfied by all estimates:
in general, only the posterior estimate will satisfy the constraint, but the prior estimate will not.
Finally, under certain conditions, for instance if there is no model evolution and the constraint is
constant, the Gramian matrix in the Kalman gain equation (Line 7 in Alg. 1.1) will not be invertible,
due to the singularity introduced into the error covariance by the constraint equations.
Projection Methods
Perhaps the most commonly used methods for enforcing linear equality constraints on state space es-
timates are projection methods. In classic constrained optimization, projection methods minimize—
or at least reduce—the objective function and then project the result onto the constraint surface.
Unfortunately, the projected result, though feasible, may bear no relation to the true constrained
optimum. A projection method finds the point on the constraint surface that is closest, in some
norm, to the unconstrained estimate. In general, the requirement that the constrained solution be
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the closest to the constraint surface (i.e., have the smallest constraint residual) is satisfied by letting
the constrained estimate be the solution of the optimization problem
xˆCWPi|j = arg min
x
‖x− xˆi|j‖2W i (2.9)
s.t. Cix = di,
for some time-dependent, symmetric positive definite weighting matrix W i. The CWP superscript
indicates that this solution is constrained by weighted projection. Solving Eq. 2.9 using the method
of Lagrange multipliers yields a constrained estimate and error covariance of the form
xˆCWPi|j = N ixˆi|j +W
−1
i C
T
i
(
CiW
−1
i C
T
i
)−1
di, (2.10)
PCWPi|j = N iP i|j ,N
T
i ,
where N i is an oblique projector onto the null space of the constraint matrix Ci defined by
N i = I −W−1i CTi
(
CiW
−1
i C
T
i
)−1
Ci.
Equation 2.10 reduces to the form
xˆCWPi|j = xˆi|j +W
−1
i C
T
i
(
CiW
−1
i C
T
i
)−1 (
di −Cixˆi|j
)
,
from which it is clear that the constrained estimate is merely a correction that forces the uncon-
strained estimate onto the constraint surface.
There are many possible choices for the weighting matrix W i, as any symmetric positive definite
matrix will do, but the two most common choices are the identity matrix I and the inverse of the
unconstrained error covariance P−1i|j [73, 140, 149, 158]. The method derived by setting W i = I,
xˆLSPi|j = xˆi|j +C
T
i
(
CiC
T
i
)−1 (
di −Cixˆi|j
)
, (2.11)
will be referred to as the least squares projection (LSP) due to its relationship to the classic solution
to the underdetermined least squares problem, and the method derived by letting W i = P
−1
i|j will
be referred to as the P−1i|j weighted projection, or PWP method. The LSP method is of particular
interest due to similarities with the analytical solution given by our null space method that are
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discussed in Sec. 2.2.2.
To use projection methods to constrain state estimates, we must decide when in the algorithm
should the projection step occur, whether the constrained estimates should be fed back into the next
step of the algorithm, and the correct choice of W i. There are no clear answers to these questions in
the literature. First, as presented, projection methods typically rely on the unconstrained estimate
to form the constrained estimate. There are many schools of thought on when the constraint should
be applied. For example, a set of unconstrained estimates can be computed and the constraints
can be enforced oﬄine [73, 140]. Or, they can be computed online but applied at various points in
the algorithm, such as only after the measurement update on xˆi|i and P i|i [43, 73, 140], only after
the model evolution update on xˆi+1|i and P i+1|i [101], only once at the beginning of the algorithm
on xˆ1|0 and P 1|0 [149], or even only at time indices that a constrained estimate is desired, even if
said constraint is active at other times [140]. Interestingly, the most obvious choice, to enforce the
constraint on all estimates at time index i, i.e., xˆi|j ∀j, if the constraint is active at that time, is not
addressed in the literature.
Second, because most previous literature focuses on time-invariant constraints, the issue of feed-
ing the constrained estimate back into the filter is generally not discussed. If the constraint is
time-invariant and W i = P
−1
i|j , then the projection needs to occur only once at the start of the
algorithm [149]. If the constraints are treated after the fact, as in [140], then an estimate at time
index i contains no information from the constraints active at previous time indices. Such a filter
wastes any information provided by previous constraints. It is trivial to construct an example where
this is the case. Consider a time-invariant state where the constraints are such that an individual
degree of freedom is constrained to its true value, i.e., Ci = I and di contains the true value. Then,
if one constraint equation is removed for each time index, the new unconstrained degree of freedom
will be estimated using the LMMSE criterion, and the knowledge that it once had the correct value
goes unused. This problem can be resolved by using the constrained estimate xˆCWPi|j and constrained
error covariance PCWPi|j as inputs to the next step of the Kalman filter rather than the unconstrained,
unprojected estimates. When the constraints are time-varying, the constrained estimates must be
fed back. If the constraints are time-invariant, significant computation can be saved by using an
algorithm that does not require constant reprojection to stay feasible, such as the one given in [149]
or a dimension reduction method, such as the null space method presented in Sec. 2.2.2.
Finally, the choice of W i is highly dependent on the desires of the problem solver, as it can be
shown that both choices discussed above satisfy different statistical properties [140] and have signif-
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icantly different computational cost. An additional choice for W i can be found by approximating
P−1i|j in a manner akin to the way a secant updating method, such as BFGS [100], builds an approxi-
mation to a problem’s Hessian matrix. While the variety of projection weights initially appears to be
a useful thing, it is actually quite troubling in that projection methods provide an arbitrary solution
to the constrained problem that depends only on the chosen weight. That is, the solution is entirely
dependent on an arbitrary choice of norm used to construct the projector. This does not produce
a solution that is in the typical spirit of constrained optimization problems. The true constrained
solution is the feasible point with the smallest value of the objective function. Instead, projection
methods merely give the solution as the feasible point that is closest to the unconstrained minimum
in the chosen norm. This is analogous to solving an integer programming problem in real arithmetic
and rounding or truncating to force an integer solution, and also analogously, is not guaranteed
to produce the true constrained minimum. Additionally, what is traditionally considered the best
choice of weight, W i = P
−1
i|j , is actually equivalent to the method of pseudo-observations [73, 129].
Consequently, this weighting suffers from the same instabilities that appear in pseudo-observation
methods. Moreover, as discussed in Sec. 2.2.2, a constrained solution xˆCWPi|j will actually have a
singular error covariance matrix PCWPi|j . This implies that if feedback is used, the projector with
weightW i = P
−1
i|j = P
CWP,−1
i|j does not exist in the usual sense. There is no norm, only a seminorm,
with which the solution is “closest” to the unconstrained optimum, which implies that the “closest”
point is non-unique. Thus, the best policy for feedback conflicts with the best choice of projection
weighting.
2.2.2 A Null Space Based Dimension Reduction Method
As a result of the issues presented in the previous sections, we propose a constrained state estimation
algorithm based on a dimension reduction technique. Dimension reduction algorithms have a number
of advantages over the pseudo-observation and projection methods discussed previously, including
stability and reduced storage and computational requirements. In particular, we present a dimension
reduction algorithm that seeks the best constrained estimate in the null space of the constraint
operator.
Meaning of Equality Constraints in a Stochastic Setting
Before proceeding with the discussion of our new method, we first discuss a motivating example that
illustrates the fundamental meaning of linear equality constraints on stochastic problems, such as
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(a) (b)
(c) (d)
Figure 2.1: Illustration of effect of constraints on stochastic problem. (a) Unconstrained
solution is distribution over whole space. (b) Constrained solution is distribution over reduced
space. (c) Solution spans both stochastic subspace Qs and deterministic subspace Qd. (d) Red
circle is least-squares minimum norm solution to constraint equation and marks deterministic
component given by null space method. Solution to stochastic component is mean shifted
version of direct constrained estimation problem in (b).
state space models. Consider a two dimensional problem (disregarding time-dependence, for clarity),
so that the true state x = [x1 x2]
T
is a random vector with some covariance Π. The mean of the
distribution (i.e., the estimate provided by the Kalman filter) can be located anywhere in the x1–x2
plane (Fig. 2.1a). Now, consider a constraint on the solution, say x1 − x2 = 2. The constraint
right-hand side is d = 2 and the constraint matrix is C = [1 −1]. While our initial assumption is
that both x1 and x2 are random, the constraint x1 = 1+x2 states that x1 depends exclusively on x2,
and thus x2 is the only independent random variable (or vice versa). Therefor, the solution must be
on the line x1−x2 = 2 (Fig. 2.1b). This conflicts with our initial assumption that the randomness is
28
in both x1 and x2. Instead of interpreting this to mean that the randomness is in only one variable,
it is instructive to consider the randomness to be along the constraint line. Thus, either way, the
stochastic part of the problem has dimension one rather than the dimension two. Fundamentally,
the constraint restricts where the randomness lies. In the next few sections, we will formalize this
idea and apply it formulate the new method for constrained estimation.
Stochastic-Deterministic Splitting
Our dimension reduction method is motivated by our perspective on the effect of constraints on
the state space model. In the state space model, the state vector xi is a random vector with
covariance Πi. If the state is a degenerate random vector, i.e., it is known to have some deterministic
components, we can separate each state vector into a sum of two parts
xi = xs,i + xd,i (2.12)
= Qs,izs,i +Qd,izd,i, (2.13)
where xs,i is the stochastic part and lies in a stochastic subspace of Rn spanned by Qs,i, and
xd,i is the deterministic part and lies in the complementary subspace spanned by Qd,i. For ex-
ample, if the first ki basis functions of xi are deterministic, then zd,i = [x0, x1, . . . , xki−1]
T
i ,
zs,i = [xki , xki+1, . . . , xn−1]
T
i , and Qd,i and Qs,i are the first ki and last n − ki columns of the
n × n identity matrix, respectively. Returning to the cartoon example from the previous section,
we can identify the magenta vectors in Fig. 2.1c as the basis vectors for the stochastic (Qs) and
deterministic (Qd) subspaces.
Decomposing the state space into stochastic and deterministic subspaces has implications on Πi.
When the stochastic-deterministic (S-D) splitting is applied to the covariance matrix, we see that
Πi = Cov
(
xi
)
= Cov
(
xs,i + xd,i
)
= Cov
(
xs,i
)
= Cov
(
Qs,izs,i
)
= Qs,iCov
(
zs,i
)
QTs,i.
Now Πi is necessarily no longer positive definite, rather it is positive semidefinite, thus singular,
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and therefore the statistics of the state xi are degenerate. This is easily seen in the trivial example
presented above. However, if the random subspace can be isolated, i.e., if Qs,i can be found, the
nonsingular covariance of zs,i can be found and the positive definite part of Πi can be isolated.
If it is known that the true state is not fully stochastic, i.e., that the statistics of the xi are
degenerate, it is reasonable to expect that the deterministic component of the true state is also
deterministic in estimates, such as those from the Kalman filter. This assumption leads to degen-
eracy in the estimator statistics that are manifested as singularities in the prior and posterior error
covariance matrices.
Provided both the stochastic and deterministic components of the state estimate can be deter-
mined, they can always be summed to produce an estimate in the original full state space. Conse-
quently, such a decomposition of the solution space does not affect any underlying understanding
of the meaning of the elements of the state vector, nor does it change the meaning of the state
equations, contrary to [140]. We will use an S-D splitting of the state space to enforce constraints
on state space estimation problems.
Null Space Decomposition
The constraint equations (2.1) inform a practical approach to separating the state space into the two
components, based on the null space decomposition, a well known technique used to solve constrained
least squares problems [16, 104]. Let the set of estimates that satisfy the constraints at time index
i be Si = {a : Cia = di} . Let a ∈ Si and let b ∈ Null
(
Ci
)
, the null space of the constraint matrix.
Then
Ci (a+ b) = Cia+Cib
= Cia+ 0
= di,
which shows that a ∈ Si + Null
(
Ci
)
implies a ∈ Si.
When the state space of xi is decomposed using the S-D splitting, if xs,i ∈ Null
(
Ci
)
and
xd,i ∈ Si is known, then estimating only xs,i optimally will yield an optimal estimate that satisfies
the constraint exactly. Moreover, if a basis Qs,i for Null
(
Ci
)
can be found, the size of the estimation
problem can be reduced by searching for the optimal estimate of zs,i only.
For an m × n, full rank matrix A with m > n, the QR factorization of A yields an m × m
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orthogonal matrix Q and an m× n upper triangular matrix R such that
A = QR =
[
Q1 Q2
] R11
O
 ,
where R11 is an m×m, nonsingular, upper triangular matrix, Q1 is an m×n matrix whose columns
form a basis for Span
(
A
)
and Q2 is an m×m− n matrix whose columns form an orthogonal basis
for Span
(
A
)⊥
= Null
(
AT
)
.
Define the QR factorization of CTi , recalling that Ci is a k × n matrix with k < n, as
CTi =
[
Q1,i Q2,i
] R11,i
O
 . (2.14)
Now xd,i and Qs,i from Eqs. 2.12 and 2.13 can be determined from the components of Eq. 2.14.
First, assume that xi = xs,i + xd,i and that xs,i ∈ Null
(
Ci
)
. Then
di = Cixi
=
(
CTi
)T
xi
=
[ Q1,i Q2,i ]
 R11,i
O


T
xi
=
[ RT11,i O ]
 QT1,i
QT2,i

xi
= RT11,iQ
T
1,i (xs,i + xd,i)
= RT11,iQ
T
1,ixd,i,
which results in another underdetermined system
QT1,ixd,i = R
−T
11,idi,
whose minimum-norm least squares solution is
xd,i = Q1,i
(
QT1,iQ1,i
)−1
R−T11,idi
= Q1,iR
−T
11,idi.
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By construction, Cixd,i = di and thus xd,i ∈ Si. Also from Eq. 2.14, Span
(
Q2,i
)
= Span
(
CTi
)⊥
=
Null
(
Ci
)
, which implies that Qs,i = Q2,i, leading to an expression for the state
xi = xd,i +Qs,izs,i, (2.15)
where it remains to estimate the only remaining unknown, the stochastic portion of the problem
zs,i. If the matrix Qd,i is desired, it can be found by computing the first k columns of the Q matrix
from QR factorization of Ci.
Again, returning to the cartoon example in Fig. 2.1, we have that the magenta vector Qs is
the basis for the null space of the constraint. Thus, any solution that satisfies the constraint, for
example the least-squares solution with minimum norm indicated by the red circle in Fig. 2.1d may
be combined with components in this direction to form the feasible set. The stochastic component
of the solution lies in this direction, as indicated by the blue-gradient line.
Null Space Constrained State Space Model
The S-D splitting defined in the previous section can be used to create a new state space model on
which to operate. Consider the constrained state space model of Sec. 2.2. The constrained state
space model in xi can be converted into an unconstrained state space model in zs,i using the null
space decomposition. For each time index i, if the QR factorization of CTi is defined as in Eq. 2.14,
substituting Eq. 2.15 into Eq. 2.2 gives
yi = Hixi + εi
= Hi
(
xd,i +Qs,izs,i
)
+ εi,
yi −Hixd,i = HiQs,izs,i + εi, (2.16)
where Eq. 2.16 is a new, constrained, reduced measurement update equation in zs,i. Similarly,
substituting Eq. 2.15 into Eq. 2.3 gives
xi+1 = F ixi + νi,
xd,i+1 +Qs,i+1zs,i+1 = F i
(
xd,i +Qs,izs,i
)
+ νi,
Qs,i+1zs,i+1 = F i
(
xd,i +Qs,izs,i
)
+ νi − xd,i+1,
zs,i+1 = Q
T
s,i+1F ixd,i +Q
T
s,i+1F iQs,izs,i +Q
T
s,i+1νi, (2.17)
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where Eq. 2.17 is a new, constrained, reduced model update equation in zs,i and zs,i+1. Q
T
s,ixd,i =
0∀i, so that term disappears. Substituting Eq. 2.15 into Eq. 2.4 renders the constraint equation
vacuous. Together, Eq. 2.16 and Eq. 2.17 form a new unconstrained state space model, called the
null space reduced state space model in zs,i,
yi −Hixd,i = HiQs,izs,i + εi,
zs,i+1 = Q
T
s,i+1F ixd,i +Q
T
s,i+1F iQs,izs,i +Q
T
s,i+1νi.
LMMSE estimates of zs,i can then be formed using the classical Kalman filter on the reduced model.
The null space constrained Kalman filter is presented in Alg. 2.1. If the constraint is initially active,
then the initial state statistics of x0 must also be decomposed into the proper components for the
initial prior estimate. This is accomplished by letting x0 = xd,1+Qs,1z0 and solving for the statistics
of z0, its mean µ
z
0 and covariance Π
z
s,0, as shown in Lines 4 and 5 of Alg. 2.1.
Constrained estimates of the full state xˆNSi|j can be constructed at any time using the relationship
xˆNSi|j = xd,i +Qs,izˆs,i|j ,
where the superscript NS indicates the null space constrained estimate. As a result, if the constraint
is active at time index i, it is enforced for all estimates xˆi|j ∀j. This feature is absent in pseudo-
observation methods and most projection methods. It is easily verified that for all time indices i
and j, xˆNSi|j satisfies the constraint equation
Cixˆ
NS
i|j = Cixd,i +CiQs,izˆs,i|j
= CiQ1,iR
−T
11,idi + 0
=
[
RT11,i O
] QT1,i
QTs,i
Q1,iR−T11,idi
= di.
Similarly, the constrained error covariance PNSi|j can be computed for any time index using
PNSi|j = Qs,iP s,i|jQ
T
s,i,
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Algorithm 2.1 Kalman Filter for Null Space Constrained State Space Model
1: // Initialization
2:
[
Q1,0 Qs,0
] [ R11,0
O
]
= QR
(
CT0
)
3: xd,0 = Q1,0R
−T
11,0d0
4: zˆs,0|−1 = µz0 = Q
T
s,0 (µ0 − xd,0)
5: P s,0|−1 = Π
z
s,0 = Q
T
s,0Π0Qs,0
6: xˆNS0|−1 = µ0
7: PNS0|−1 = Π0
8:
9: for i = 0, . . . , T do
10: // Measurement Update
11: Kz,i = P s,i|i−1
(
HiQs,i
)T (
HiQs,iP s,i|i−1
(
HiQs,i
)T
+U i
)−1
12: zˆs,i|i = zˆs,i|i−1 +Kz,i
[
(yi −Hixd,i)−HiQs,izˆs,i|i−1
]
13: P s,i|i = P s,i|i−1 −Kz,iHiQs,iP s,i|i−1
14: xˆNSi|i = xd,i +Qs,izˆs,i|i
15: PNSi|i = Qs,iP s,i|iQ
T
s,i
16:
17: if i < T then
18: // Model Evolution Update
19:
[
Q1,i+1 Qs,i+1
] [ R11,i+1
O
]
= QR
(
CTi+1
)
20: xd,i+1 = Q1,i+1R
−T
11,i+1di+1
21: zˆs,i+1|i = Q
T
s,i+1
(
F iQs,izˆs,i|i + F ixd,i
)
22: P s,i+1|i = Q
T
s,i+1
(
F iQs,iP s,i|iQ
T
s,iF
T
i + V i
)
Qs,i+1
23: xˆNSi+1|i = xd,i+1 +Qs,izˆs,i|i
24: PNSi+1|i = Qs,i+1P s,i+1|iQ
T
s,i+1
25:
26: end if
27: end for
which is easily confirmed,
Cov
(
xˆNSi|j − xi
)
= Cov
(
xd,i +Qs,izˆs,i|j − xd,i −Qs,izs,i
)
= Cov
(
Qs,i(zˆs,i|j − zs,i)
)
= Qs,iCov
(
zˆs,i|j − zs,i
)
QTs,i
= Qs,iP s,i|jQ
T
s,i.
If the full constrained estimate is needed in each of the measurement and state evolution update
phases, some computation can be saved. For instance if xˆNSi|i is already computed, the computation
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of zˆs,i+1|i in Line 21 of Alg. 2.1 would simply become zˆs,i+1|i = Q
T
s,i+1F ixˆ
NS
i|i . Similar savings
can be had for some computations involving P s,i+1|i and P
NS
i+1|i. One disadvantage of reusing
computation in this manner, especially for the error covariance matrices, is that the computational
storage savings gained by using the dimension reduction algorithm are negated. For high-dimensional
problems, storing P i|j can be prohibitively expensive, a cost that this algorithm can greatly reduce
if enough constraints are present. For example, if there are n/4 linearly independent constraints,
this dimension reduction algorithm reduces the storage cost for the error covariance matrices by
nearly 45%. Additionally, most matrices, such as Hi and Ci, are known in advance, so operations
such as the QR factorizations and the product HiQs,i can be precomputed to save significant online
computation.
Comparison of Null Space Method to LSP Method
The null space method and the LSP method (with feedback) often produce similar results, both
in actual estimate and in value of the objective function. On closer inspection, this is not entirely
unexpected. Recall that the LSP constrained estimate,
xˆLSPi|j = xˆi|j +C
T
i
(
CiC
T
i
)−1(
di −Cixˆi|j
)
,
can be rewritten as
xˆLSPi|j =
(
I −CTi
(
CiC
T
i
)−1
Ci
)
xˆi|j +C
T
i
(
CiC
T
i
)−1
di.
The LSP solution, and projection methods in general, can be interpreted as using an S-D splitting,
however the solution components satisfy different solution criteria than the null space method. For
the LSP method, it is easily verified that the deterministic components of the solution are exactly
the same, i.e.,
xd,i = Q1,iR
−T
11,idi
= CTi
(
CiC
T
i
)−1
di.
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Also, the matrix I − CTi
(
CiC
T
i
)−1
Ci is an orthogonal projector onto Span
(
CTi
)⊥
= Null
(
Ci
)
.
Moreover,
I −CTi
(
CiC
T
i
)−1
Ci = I −Q1,iQT1,i
= Qs,iQ
T
s,i.
When the null space and LSP solutions are compared,
xˆLSPi|j = Qs,iQ
T
s,ixˆi|j + xd,i,
xˆNSi|j = Qs,izˆs,i|j + xd,i,
the similarity between the two estimators is clear. However, the difference is explained because there
is no explicit requirement that zˆs,i|j = Q
T
s,ixˆi|j . The two methods will produce the same results if
the unconstrained solution is a solution to this underdetermined system, i.e, xˆi|j already satisfies
the constraint, rendering a constrained method unnecessary. The reason behind the difference is
philosophical. The LSP method finds a constrained solution by finding the closest feasible point,
in the Euclidean norm, to the unconstrained solution. It is not seeking the optimal solution in
the null space, merely projecting onto it. Our null space method follows the spirit of constrained
optimization by finding the optimal solution in the reduced subspace, that is, the one that satisfies
the constraint while having the smallest value of the objective function on the constraint surface.
2.2.3 Numerical Example
Here we present a tomographic imaging example, where the state dimension and size of the con-
straint set can be scaled arbitrarily. This problem demonstrates the effectiveness of the null space
method while highlighting the deficiencies of the pseudo-observation and projection methods. In
this problem, the true state is an N × N image of a wavelike pulse advecting vertically across the
domain for T time steps. At time index i = 0, each column of the image is the function
u(y, t)
∣∣
t=0
=

−128y3 + 48y2 0 ≤ y < 1/4
128(y − 1/4)3 − 48(y − 1/4)2 + 1 1/4 ≤ y < 1/2
0 1/2 ≤ y ≤ 1
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evaluated for 0 ≤ y ≤ 1 with N evenly spaced points in the spatial domain. For each column of
the image, the pulse evolves according to the numerical solution to the advection equation ∂u/∂t+
∂au/∂y = 0 for a > 0 given by the “box scheme” [115]
Un+1i+1 + αU
n
i+1 = U
n+1
i + αU
n
i ,
where i is the time index, n is the spatial index, α = (1− µ) / (1 + µ), µ = a∆y/∆t, and Un0 =
u(n∆y, 0). This numerical method was selected because it conserves discretized mass, which provides
a natural set of constraint equations. For a single column of the image, the forward operator is defined
as F¯ = A−1B, whereA is an N×N matrix with value one on the diagonal and α on the subdiagonal
and B is an N ×N matrix with value α on the diagonal and one on the subdiagonal. The portion
of the true state that corresponds to one column of the image is, x¯i = [ U0i U
1
i . . . U
N−1
i
]T .
For this example, N = 16 and T = 64, with evenly spaced time intervals from 0 ≤ t ≤ 1/3. Addi-
tionally, ∆y = 1/15, ∆t = 1/189, and a = 1. For N columns, the model evolution operator F is block
diagonal with N blocks of F¯ . The true state at time index i = 0 is x0 =
[
x¯T0 x¯
T
0 . . . x¯
T
0
]T
,
with N repetitions of x¯0. The remaining values for the true state at i = 1, 2, . . . , T are found with
xi = F
(i)x0, where the superscript (i) indicates raising the matrix F to the ith power.
The observations are tomographic in nature. The observation operator Hi simulates a camera
that rotates around the image pi/N radians every time step and observes line-of-sight measurement
vectors y0,y1, . . . ,yT according to the relationship yi = Hixi + εi, where εi is a sample of a
Gaussian random vector with covariance U i = U , with U chosen so the signal to noise ratio (SNR)
is 15. This SNR was chosen because it is a reasonable value for the data set. The results are not
sensitive to the value chosen.
The constraints are designed to enforce the discretized mass conservation property of the model
evolution operator. The constraint matrix is constructed such that if cT is a vector of ones of
length N , then Ci = C is a block diagonal matrix with N blocks of value c
T . The constraint
right-hand-side vector for each time step is generated using di = Cxi.
The initial mean is µ0 = 0, with Π0 chosen to be diagonal with large entries, reflecting the
uncertainty in the initial guess. Because the model evolution operator F used in the Kalman filter
is the evolution operator for this problem, V i = O ∀i.
We solve this problem with no constraints using the unconstrained Kalman filter (KF) and
compare the results with the constrained problem solved with the perfect pseudo-observation (PPO)
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Figure 2.2: Relative estimate error as a function of time index for methods presented. Due
to plot scaling, curves for KF and LSP methods are hidden behind plot for null space method.
While it is difficult to see, LSP and null space methods have slightly smaller error than KF.
Rectangle highlights relative error for images shown for i = 33, 34, and 35 in Fig. 2.4.
method, the least squares projection (LSP) and P i|i weighted projection (PWP) methods (with
feedback), and the new null space (NS) method.
The projection methods use projection only on the posterior estimate, as in typical implementa-
tions. We see in Fig. 2.2 that PPO and PWP methods tend to produce a smaller relative error than
the other methods, but also suffer from severe instabilities, where the error is often over 100%. The
relative error for the LSP and null space methods is smaller than that of the unconstrained method,
though it is difficult to see due to scaling of the plot.
When we compare the constraint residuals, i.e., ‖Cixˆi|j − di‖22, for the posterior estimate
in Fig. 2.3a, we see that all of the constrained methods satisfy the constraint to some degree.
However, the improved relative error in the PPO and PWP methods also corresponds to a loss of
constraint satisfaction. Additionally, because the constraints are not explicitly enforced on the prior
estimates, it is seen in Fig. 2.3b that only the null space method satisfies the constraints to any
meaningful degree. The other constrained methods do show some constraint satisfaction, this is a
result of the fact that the right-hand-side vector di does not vary significantly and that the evolution
operator F tends to preserve the constrained value.
Figure 2.4 is a mosaic of reconstructions from the various algorithms at interesting times. From
left to right the columns are the true state of the system, the unconstrained KF estimate, the null
space constrained estimate, and the PPO, LSP, and PWP constrained estimates. In the first row,
we see that all methods produce visually similar results starting at time index i = 15, the first time
index after the tomographic burn-in period. The next three rows are time indices i = 33, 34, and 35,
respectively. Here, we see the visual results from the instabilities in the PPO and PWP methods.
At i = 33 and i = 35 the reconstructions all show similar resemblance to the true value, but at
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Figure 2.3: Absolute constraint residual for posterior and prior estimates computed by methods
presented. Projection methods are implemented using feedback as described in Sec. 2.2.1.
In (b), plot for PWP method lies directly behind plot for LSP method.
i = 34 the results of the PPO and PWP method look nothing like the true state. While these values
satisfy the constraints, they have no real utility, which is seen both visually in Fig. 2.4 and on the
error plot in Fig. 2.2, where the rectangle highlights the relevant time indices. We also note that
while the unconstrained solution looks similar to the LSP and null space constrained solutions, it
does not actually satisfy the constraints, as seen in Figs. 2.3a and 2.3b.
2.2.4 The Null Space Method Beyond the Kalman Filter
The beauty of a model based constraint method, like the null space method, is that state estimation
methods beyond the Kalman filter can readily be applied. For example, extensions of the null
space method can be developed for the ensemble Kalman filter (EnKF; Alg. 1.2), the Monte Carlo
approximation to the Kalman filter, or to the Kalman smoother [22]. To demonstrate this flexibility,
a constrained ensemble Kalman filter, based on the null space constrained state space model, is
presented in Alg. 2.2.
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Figure 2.4: Mosaic of reconstructed images from methods presented. First row shows time
index i = 15, the first time index after tomographic burn-in period, where reconstructions first
bear resemblance to true state. Next three rows show time indices i = 33, 34, and 35. Anoma-
lous behavior in PPO and PWP methods are seen at time index i = 34, where reconstructions
go from looking similar to those of other methods to looking nothing like true state. Relative
errors for these estimates are highlighted with rectangle in Fig. 2.2.
The key differences between the EnKF and the null space constrained EnKF are in Lines 5, 11,
and 24. Alg. 2.2 is essentially a union of Alg. 1.2 and Alg. 2.1, where the ensemble Zi is sampled from
the reduced state space, rather than the full state space. In Line 5, the reduced initial covariance,
not the full covariance, is sampled. Similarly, in Line 24, the reduced model covariance is sampled
to perform the ensemble model update, rather than the full model covariance. The biggest change
is in Line 11, the formation of the sample error covariance matrix. The covariance taper matrix T i,
which is required for the stability and computational efficiency of the EnKF [25], throws a wrench in
the gears of the reduced state space model. One role of the covariance taper matrix is to ensure that
the approximate error covariance matrix generated from the ensemble is sparse. Unfortunately, the
computed result of Line 11 is not guaranteed to be sparse. This is because the sparsity structure of
T i is dependent on the inherent meaning of the unreduced state space model. That is, the non-zero
entries of T i are selected to preserve the error correlations that are best modeled by the ensemble.
For example, in solar tomography and other physical problems where the degrees of freedom live
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Algorithm 2.2 Ensemble Kalman Filter for Null Space Constrained State Space Model
1: // Initialization
2:
[
Q1,0 Qs,0
] [ R11,0
O
]
= QR
(
CT0
)
3: xd,0 = Q1,0R
−T
11,0d0
4: z˜0|−1 = Q
T
s,0 (µ0 − xd,0)
5:
{
z˜10|−1, . . . , z˜
l
0|−1, . . . , z˜
L
0|−1
}
= IID SAMPLE(N(0,QTs,0Π0Qs,0))
6: Z0|−1 =
[
z˜10|−1 . . . z˜
l
0|−1 . . . z˜
L
0|−1
]
7: x˜NS0|−1 = µ0
8:
9: for i = 0, . . . , T do
10: // Measurement Update
11: P˜ s,i =
1
LQ
T
s,i
[
T i ◦
(
Qs,iZi|i−1Z
T
i|i−1Q
T
s,i
)]
Qs,i
12: Kz,i = P˜ s,i
(
HiQs,i
)T (
HiQs,iP˜ s,i
(
HiQs,i
)T
+U i
)−1
13: zˆs,i|i = zˆs,i|i−1 +Kz,i
[
(yi −Hixd,i)−HiQs,izˆs,i|i−1
]
14:
{
y˜1i , . . . , y˜
l
i, . . . , y˜
L
i
}
= IID SAMPLE(N (0,U i))
15: Y i =
[
y˜1i . . . y˜
l
i . . . y˜
L
i
]
16: Zi|i = Zi|i−1 +Ki
(
Y −HiZi|i−1
)
17: x˜NSi|i = xd,i +Qs,iz˜s,i|i
18:
19: if i < T then
20: // Model Evolution Update
21:
[
Q1,i+1 Qs,i+1
] [ R11,i+1
O
]
= QR
(
CTi+1
)
22: xd,i+1 = Q1,i+1R
−T
11,i+1di+1
23: z˜s,i+1|i = Q
T
s,i+1
(
F iQs,iz˜s,i|i + F ixd,i
)
24:
{
s˜1i , . . . , s˜
l
i, . . . , s˜
L
i
}
= IID SAMPLE(N
(
0,QTs,i+1V iQs,i+1
)
)
25: Si =
[
s˜1i . . . s˜
l
i . . . s˜
L
i
]
26: Zi+1|i = F iQs,iZi|i + Si
27: x˜NSi+1|i = xd,i+1 +Qs,iz˜s,i|i
28:
29: end if
30: end for
on a spatially discretized grid, the strongest correlations are spatially localized. Therefore, T i will
have a sparsity pattern similar to the pattern obtained by applying a finite difference stencil to a
grid. Unfortunately, matrix multiplication is not distributive over the Hadamard product (◦). This
means that the taper matrix cannot be projected into the reduced state space and then applied to
the reduced sample covariance Zi|jZ
T
i|j directly. Instead, the reduced sample covariance must be
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projected out to the larger space to apply the taper matrix. The resulting full space covariance is
then reprojected back down to the reduced state space. An unfortunate side effect of this procedure
is that the tapered-reduced sample error covariance matrix will not, in general, be sparse. If there
is a priori information about the structure of the error correlations, perhaps from the constraint
matrix itself, then a reduced state space taper might be constructed and significant computational
savings can be achieved.
A distinct advantage of this null space reduced ensemble Kalman filter is that the deterministic
component of the solution given by the constraint system is the same for all ensemble members, so it
needs to be stored only once. Also, the S-D splitting is only a mean shift, statistically, and because
the EnKF, as presented, operates on a zero mean set of samples, the deterministic component does
not factor in to any computation related to the sample ensemble (e.g., Line 16 or Line 26 of Alg. 2.2)
and thus, does not cause a significant increase in computational expense.
2.3 Linear Inequality Constrained State Estimation
and the State Space Framework
Constraining state space estimates with a time sequence of linear inequality constraints of the form
ei ≤ Aixi ≤ gi,
where ei and gi are constraint vectors whose entries may take the values ±∞ andAi is the inequality
constraint matrix, is a significantly more difficult problem than the linear equality constrained
estimation problem. Even the apparently simple case of nonnegativity constraints,
xi ≥ 0,
is problematic. In keeping with the discussion on equality constraints, the inequality constrained
problem is an estimation problem in the linear inequality constrained state space model,
yi = Hixi + εi,
xi+1 = F ixi + νi,
s.t. ei ≤ Aixi ≤ gi.
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It is certainly conceivable that such a problem may have additional linear equality constraints,
but those can be addressed using the null space method of Sec. 2.2.2, so we omit them from this
discussion.
Recall that the linear equality constraint equations define a subspace in which the probability
density is compressed to a singular point, the deterministic solution. In a sense, the unknowns in that
subspace are random variables with zero variance. In the same way that linear equality constraints
compress probability density to a singular point, linear inequality constraints restrict the distribution
of probability density between the constraint values. Consider, for example, a random variable x
subject to the inequality constraint e ≤ x ≤ g. P (e ≤ x ≤ g), the probability that x satisfies
the constraints, must be 1 by definition, and thus P (x < e) = 0 and P (x > g) = 0. Taken to
the extreme, when e = g we achieve the equality constraint and the singular distribution. The
inequality constrained estimation problem is concerned with forming the best estimate within that
constrained distribution. In the remainder of this section, we discuss some approaches to performing
linear inequality constrained estimation and see that all of them have significant theoretical or
computational drawbacks.
First, we consider a method commonly used in deterministic inequality constrained optimization,
the active set method. Active set methods divide constraints into three categories: non-violated or
inactive constraints, violated constraints, and active or binding constraints. As its name might im-
ply, an inactive constraint is a constraint that is naturally satisfied by a given solution, so no external
method is required to enforce it. A violated constraint is not satisfied by a given solution and is
thus a candidate for further enforcement. A constraint is binding if it is currently being actively
enforced. That is, for the constraint function a (x) = aTx ≥ 0, a(x) is binding if a(x) = 0. Typi-
cally, an iterative procedure is applied, where a candidate solution is computed, and the constraints
are checked. Any constraint that is violated is added to the active set. Active constraints no longer
needing enforcement (as determined by e.g., Lagrange multipliers and the Karush-Kuhn-Tucker con-
ditions) are removed from the active set. Then, the set of active constraints is enforced as equality
constraints and a new candidate solution is computed. This procedure forces the final solution onto
the boundary of the feasible set defined by the set of active constraints. Unfortunately, such a pro-
cedure is not feasible for stochastic estimation problems because probability density is concentrated
wholly within the feasible region. There is zero probability of a solution outside of the feasible
set, and any method that produces estimates that violate any constraints is not actually estimating
within the distribution specified by the model. Simply replacing violated inequality constraints with
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equality constraints ignores any probability density not on the boundary of the feasible set. Much
like the projection methods of Sec. 2.2.1, an active set method would produce technically feasible
solutions, but not necessarily the optimal feasible solution. In fact, such projection methods have
been proposed for inequality constraints [141], but have precisely the same theoretical drawbacks as
active set methods.
A second, more statistically sound approach, is based on the idea of truncated distributions [68].
It is common to assume that the distributions we are attempting to estimate are Gaussian. A log-
ical extension of such assumptions is to treat the constrained distribution as a truncated Gaussian
distribution [142]. In [142], the parameters for the unconstrained optimal solution (i.e., the uncon-
strained, untruncated Gaussian distribution) are used to determine the constrained statistics. In
their method, the linear inequality constraint equations are applied one-by-one, using an orthogonal
decomposition to reduce each constraint to a single dimension. The unconstrained distribution along
that dimension is truncated, smearing the extra probability density within the feasible region, and
the feasible solution with maximum probability is determined. Unfortunately, this procedure does
not necessarily produce a unique solution when the constraint equations are applied in different
orders. Thus, there is no guarantee that the optimal solution is achieved. Because (potentially
expensive) re-orthogonalization is required for each constraint, this method is also computationally
cumbersome for problems with many constraints, such as the dynamic solar tomography problem.
Moreover, the assumption that the constrained statistics are partially determined by the uncon-
strained solution may not be a valid assumption; the two distributions could be unrelated because
the only distribution specified by the model is a constrained distribution and there is not necessarily
a physically (or otherwise) valid unconstrained distribution to work with.
As an alternative to smearing the excess probability density across the feasible set, [155] proposes
to accumulate the extra probability in delta distributions on the constraint boundary. This approach
is, in a way, very similar to an active set method, though the constraint is not reduced to a simple
equality, rather the solution is simply biased toward the boundary. This approach, shares the
same drawback of the previous truncation approach, because it still relies on the existence of an
unconstrained distribution upon which to build the candidate constrained distribution. However,
this approach is quite new, and we are excited to see some results using it, as it might be the most
statistically sound, effective method that is feasible for the scale of the dynamic solar tomography
problem.
A third class of methods is based on sampling the constrained distribution, in a manner similar
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to that of the EnKF or in particle filtering [40]. A sampling method draws feasible samples from
the constrained distribution. This ensemble of samples contains a set of feasible potential solutions
whose ensemble statistics match those of the underlying constrained distribution. The problem with
such methods lies in the determination of the sample ensemble. A rejection sampling scheme, where
samples are drawn from an unconstrained distribution and any that violate the constraint are re-
jected, could be applied. However, this type of method is problematic for a number of reasons. First,
again, they rely on the existence of an unconstrained distribution. Second, there is no guarantee
that a sample that satisfies the constraint for a particular time index will satisfy the constraint
at the next time index, after the application of the model evolution operator F i. Finally, for large
problems, even simple constrained distributions are pathologically difficult to draw sufficient samples
from. For example, in the dynamic solar tomography problem we require that xi ≥ 0 for xi ∈ Rn.
We are particularly interested in problems for which n is quite large. As n grows, however, the
positive orthant becomes vanishingly small, rendering it very difficult to generate feasible samples
of length n.
Fortunately, inequality constrained estimation is very much an area of active research, as there
are many dynamic problems that have associated inequality constraints. It is reasonable to expect
statistically sound, algorithmically stable, and computationally feasible inequality constrained dy-
namic estimation methods that can be applied to the dynamic solar tomography problem to emerge.
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Chapter 3
A Variational Approach to Joint
Segmentation and Tomography of
Coronal Mass Ejections
In this chapter, we propose a method for tomographically imaging coronal mass ejections (CMEs)
using a very limited set of measured data. Contrary to the requirements for global density estimation,
where 180◦ of angular coverage must be densely sampled, local CME estimation must work with
as few as three optimally spaced measurements. The information loss from the reduced amount of
measured data is partially replaced by prior geometric information about the structural makeup of
the CME. We propose a level set method based on phase fields to model this prior information and we
develop a method for simultaneously determining both a tomographic estimate and a segmentation
of the CME using this model.1
3.1 Motivation
Practical science demands more than just an estimate of the density of the CME and its local back-
ground coronal density. Within a reconstruction, it is scientifically desirable to know which voxels
correspond to the CME and which correspond to the background. One could apply a segmentation
algorithm to the local estimates produced by classical static solar tomography (SST) or dynamic so-
lar tomography (DST) methods. However, rather than applying a separate segmentation procedure
after the reconstruction has been computed, the work in this chapter is toward the simultaneous
estimation of the physical parameters (e.g., the electron density) and the spatial structure (e.g., the
segmentation) of a CME. Such information is critical to understanding the processes that drive the
creation, evolution, and eventually prediction of behavior of these energetic solar eruptions.
Historically, methods for estimating physical parameters of CMEs have relied on 2D images from
a single viewpoint (i.e., a telescope on Earth or onboard a spacecraft along the Earth-Sun line) to
estimate, e.g., the apparent velocity [146], apparent size [146], or approximate spatial location [111,
and references therein] of a CME. Due to the projective nature of coronagraph measurements and
1This is joint work with Dr. Ian Jermyn of Durham University, UK.
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because they rely on 2D images from a single source, the results are highly dependent on the
view angle and only limited information about the 3D distribution of these properties can be in-
ferred. For example, in polarimetry, polarization information measured from a single viewpoint is
used to determine the spatial location, or at least the angle from the sun’s plane-of-the-sky2, of a
CME [113, 114]. The addition of multiple simultaneous points of view from instruments onboard
the dual STEREO satellites, many of which are designed specifically for measuring the physical
parameters of CMEs [89], has allowed effective estimation of some 3D structures. For example,
using triangulation, a common feature is identified in two (or more) images of a given CME taken
from different perspectives. Known information about the spatial location and orientation of the
observing telescope is then used to estimate the location of a feature in the 3D corona. Multiple
estimates from the same image can be used to construct a rough estimate of the 3D structure of the
CME. Multiple estimates of the same feature at different times can be used to estimate the velocity
of the CME. Triangulation can be coupled with single viewpoint techniques, such as polarimetry,
to improve spatial estimates [114]. A detailed survey of current results using these techniques is
available in [111].
Current research in coronal density tomography has focused on dynamic estimation methods [28,
29] because they are theoretically capable of estimating transient events, such as CMEs. A typical
implementation of dynamic solar tomography (DST) estimates the global coronal density, which
under ideal conditions and with high enough resolution can capture the transient phenomena. While
the global density (in addition to that of the CME) is scientifically useful, if the only goal is to image
the CME, global dynamic solar tomography may be computationally wasteful. Because fully data
assimilative estimates have not yet been achieved, current DST methods do not adequately capture
the events in question. This is partially because the dynamic models currently used (e.g., a random
walk model) do not properly model coronal dynamics and thus are inadequate for imaging CMEs.
The inadequate computational model forces current DST implementations to require a dense set of
measured data from all around the corona. The drawbacks of static solar tomography discussed in
Sec. 1.2.1, make global static estimates even more poorly suited to estimating transient events.
In this chapter, we are interested in estimating the CME and the corona in its immediate vicinity
only, so instead of seeking a global coronal density estimate, we seek a local estimate. For a local
estimate, the dynamic methods presented in Sec. 1.2.2 are inadequate because of the aforementioned
lack of integration with a quality dynamic model. For now, we seek a static estimate at a single
2The plane-of-the-sky is the plane perpendicular to the observer’s line of sight that passes through the center of
mass of the object being observed.
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time, rather than a sequence of estimates at multiple times. In future work, it is conceivable that a
local dynamic implementation will be useful, either on its own or combined with a global estimate.
Static methods alone, as presented in Sec. 1.2.1, are also insufficient. The amount of regularization
required due to the sparse measurement geometry would overwhelm all coronal signal except for the
background; regularized static methods are too heavy handed to delineate a structure as delicate
as a CME [57]. Reducing the strength of the required regularization would require more data, and
in the case of solar tomography, this would require more observation points or more samples over
time. Adding more observation points (i.e., more satellites) would be prohibitively expensive (and
infeasible within the time frame of this thesis) and increasing the number of images with the same
spacecraft would either add little new information (for closely spaced acquisition times) or far exceed
the lifetime of the transient events in question (for more usable acquisition frequencies).
Another approach is to apply different regularization parameters to different parts of the recon-
struction volume, for example to the CME itself and to the remaining background corona. It has
been shown that level set methods can be used to recover shape information and density information
from tomographic measurements, while allowing such selective regularization [57, 91]. We consider
this approach, where we seek to reconstruct physical parameters, e.g., the density distribution, as
well as the spatial structure simultaneously. Details of level set based methods are discussed in the
next section. The drawbacks of these methods in their current form motivate us to consider phase
fields, a level set model from materials physics, for the joint segmentation-tomography problem,
which is discussed in detail in Sec. 3.3.
3.2 Image and Segmentation Model
We seek the density image3 f : Ω → R of a local section of the solar corona Ω, as well as a
segmentation function u : Ω → R that classifies a subset of Ω (and thus a subset of f) as part of a
CME4. We will occasionally refer to the subset containing the CME as the interior region and the
remaining background corona as the exterior region. The pair (f, u) can be treated as a particular
sample of a random field [31, 62]. Given a set of measured data Y and a set of prior knowledge K
that contains, for example, the statistics of the elements of Y or the spatial or physical characteristics
3We use the term image to refer to both 2D and 3D reconstructions or pictures.
4While we are focused on CMEs, these models are also valid for many other natural images.
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of the CME, the pair (fˆ , uˆ) that satisfies
(fˆ , uˆ) = arg max
(f,u)
P (f ∩ u|Y ∩K),
or the maximum a posteriori (MAP) estimator, can be determined. From Bayes’ rule,
P (f ∩ u|Y ∩K) = 1
P (K|Y )P (Y |u ∩ f ∩K)P (f |u ∩K)P (u|K), (3.1)
where usually P (Y |u ∩ f ∩K) = P (Y |f ∩K) because the measured data typically do not depend
on the segmentation once the density is known. The first term of (3.1) is a constant, normalizing
factor that has no effect on the final solution, so as is customary, we will disregard it henceforth.
Assume that the remaining probabilities have a Gibbs distribution [31, 62],
P (X) =
1
Z
e−βE(X),
where β is the temperature (owing to the origin of this distribution in thermodynamics) and is
related to the variance of the distribution, Z is the partition function, a normalizing function that
is dependent on β, and E(X) is the energy function associated with the distribution. For example,
a Gaussian distribution with mean µ and variance σ2 fits this model, with β = 12σ2 , Z =
√
2piσ2,
and E(X) = (X − µ)2. Then,
(fˆ , uˆ) = arg max
(f,u)
P (f ∩ u|Y ∩K)
= arg min
(f,u)
− logP (f ∩ u|Y ∩K)
= arg min
(f,u)
E(Y |u ∩ f ∩K) + E(f |u ∩K) + E(u|K),
where log is the natural logarithm and the various Es are the energies that correspond to the
respective probability distributions in (3.1).
3.2.1 Tomographic Image Model
Consider the tomographic imaging problem in the above probabilistic framework. Assume that the
forward model for each piece of measured data yj ∈ Y , with yj : Γ→ R, where Γ is the measurement
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domain, is
yj = hj(f) +N(0, σ
2),
where hj is a tomographic projection operator (and thus yj is a projection measurement; see Ch. 4
for more details) and N(0, σ2) is a Gaussian random variable with mean 0 and variance σ2. Thus, the
observations yj are independently distributed N(hj(f), σ
2) random variables. The MAP estimate is
fˆ = arg max
f
P (f |Y ∩K)
= arg max
f
P (Y |f ∩K)P (f |K)
= arg max
f
P (y1 ∩ · · · ∩ yM |f ∩K)P (f |K)
= arg max
f
 m∏
j=1
P (yj |f ∩K)
P (f |K)
= arg min
f
− log
 m∏
j=1
P (yj |f ∩K)
P (f |K)
= arg min
f
m∑
j=1
E(yj |f ∩K) + E(f |K),
where the fourth step holds because each yj is independent. For a fixed j, P (yj |f ∩K) is a Gaussian
distribution, i.e.,
P (yj |f ∩K) = 1√
2piσ2
exp
{
− 1
2σ2
∫
Γ
(yj − hj(f))2 dr
}
,
and thus
m∑
j=1
E(yj |f ∩K) =
m∑
j=1
1
2σ2
∫
Γ
(yj − hj(f))2 dr.
K contains at least σ2 and the projection operators.
In this model, E(f |K) may have no contribution, i.e., there is no prior knowledge about f , or it
may contain a regularization component, i.e., there is prior knowledge about the smoothness of the
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unknown density. For example, the probability can be Gaussian,
P (f |K) = C exp
{
−1
2
λ
∫
Ω
∇f · ∇f dx
}
,
where the normalizing constant C is unimportant and
E(f |K) = λ
∫
Ω
1
2
∇f · ∇f dx,
where λ ∈ K is a regularization parameter. The MAP estimate of the regularized tomographic
imaging problem is the minimum of the regularized tomography (RT) energy functional,
ERT(f) =
m∑
j=1
1
2σ2
∫
Γ
(yj − hj(f))2 dr + λ
∫
Ω
1
2
∇f · ∇f dx. (3.2)
For the discrete problem,
m∑
j=1
E(yj |f ∩K) ≈ 1
2σ2
‖y −Hf‖22,
E(f |K) ≈ 1
2
λ‖∇f‖22, (3.3)
where y is an m-vector of measured data, f is an n-vector of coefficients for the fully discretized
density, H is an m × n matrix that is the associated discrete projection operator, and (3.3) is the
familiar form of Tikhonov regularization [151]. The MAP estimate is the minimizer of the familiar
(discretized) Tikhonov regularized tomography energy,
ETK(f) =
1
2σ2
‖y −Hf‖22 +
1
2
λ‖∇f‖22. (3.4)
3.2.2 Segmentation Model
The probabilistic framework is also natural for the image segmentation problem. Given an image
(or a deformed, blurry, or noisy version of that image) g : Ω→ R, we seek f , a segmented version of
g, where f is a piecewise smooth approximation of g and the boundaries of the piecewise partitioned
components of f are defined by the function u. In the probabilistic framework, the MAP estimate
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of the segmentation is
(fˆ , uˆ) = arg max
(f,u)
P (f ∩ u|g ∩K) (3.5)
= arg max
(f,u)
P (g|f ∩ u ∩K)P (f |u ∩K)P (u|K) (3.6)
= arg min
(f,u)
E(g|f ∩ u ∩K) + E(f |u ∩K) + E(u|K). (3.7)
These energies are defined by the terms of the classical Mumford-Shah (MS) segmentation model [31,
117],
EMS(f, u) =
1
2σ2
∫
Ω
(f − g)2 dx+ λ
∫
Ω\∂R
1
2
∇f · ∇f dx+ κ
∫
∂R
ds, (3.8)
where R ⊂ Ω is the set of interesting regions that contain the objects to be segmented and ∂R is
the boundary set of those regions. Then u is an indicator function for the set R. For example, in a
single-phase system, i.e., an image where there is only one distinct type of object being segmented, u
may be defined such that u(x) = 1 for x ∈ R and u(x) = 0 elsewhere, or for a multiphase image, e.g.,
a satellite image with a road, a forest, and a lake, u may be defined as u(x) = j for x ∈ Rj , where
Rj is the region containing the jth type of object in the scene. The first term of EMS corresponds to
E(g|f∩u∩K) and is a data misfit term that forces the segmented image f to resemble the input image
g and, in this particular model, does not depend on u. The second term corresponds to E(f |u∩K)
and is a regularization that forces f to be smooth everywhere except across the boundaries defined
by ∂R. This energy is similar to the Tikhonov regularization energy in the previous section. The
final term corresponds to E(u|K) and is a penalty on the length of the segmentation boundary.
While E(g|f ∩ u ∩K) and E(f |u ∩K) correspond to Gaussian distributions, E(u|K) is nonlinear
and does not have a straightforward Gaussian interpretation. A common strategy for minimizing
EMS uses level set functions to define u, and as a consequence ∂R [32].
Level set methods, popularized by Sethian and Osher [123, 124, 139], use a level set function to
divide a domain into two or more parts, where different parameters, physics, models, or numerical
methods can be applied or so that the division boundary can be tracked. A level set method
uses an implicitly or explicitly defined level set function ϕ : Ω → R, whose z-level sets are ϕz =
{x ∈ Ω|ϕ(x) = z}. The z-level set can, for example, be used to separate a domain into two parts
for a fluid flow [147] or materials [139] simulation, to define an implicit surface for rendering in
computer graphics [123], in path finding in robotics [77], or in image segmentation and in-painting
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in computer vision and image processing [31, 123, 139]. In particular, in the case of the Mumford-
Shah image segmentation model, a level set can be used to demarcate ∂R, the boundary between
two partitions of a segmented image. Common level set functions include signed distance functions,
contours (e.g., image intensity, where ϕ is the image itself and ϕz are curves of constant intensity),
or phase fields, where the values of ϕ are indicators for the different components of the problem. As
the solution to a given problem evolves, the level set function evolves as well, to preserve whatever
relationship is desired. A common strategy in the application of modern level set methods is to
define the temporal5 evolution of the level set function using a partial differential equation [31].
In the image processing and computer vision communities, level set methods have enjoyed popu-
larity, particularly for solving the image segmentation problem as formulated in the Mumford-Shah
model [30, 31, 32]. In this context, the segmentation boundary ∂R is defined as a level set of some
function whose dynamics are modeled by a differential equation. In our notation, we define ∂R := ϕ0
and R := {x ∈ Ω|ϕ(x) > 0}, so that, in the above example,
u(x) =
 1 ϕ > 00 ϕ < 0 .
Details of this approach are given in [31, 32], but we will summarize the method here.
Let f+ and f− be the values of the segmented function f on the interior and exterior of R,
respectively. Then
EMS(f, u) = EMS(f+, f−, ϕ)
=
∫
Ω
(
1
2σ2
(f+ − g)2 + 1
2
λ(∇f+ · ∇f+)
)
H(ϕ) dx
+
∫
Ω
(
1
2σ2
(f− − g)2 + 1
2
λ(∇f− · ∇f−)
)
H(−ϕ) dx
+ κ|DH(ϕ)|, (3.9)
where following the notation of [31], H(x) is the Heaviside step function, so H(x) = 0 for x < 0
and H(x) = 1 for x > 0, which implies that u = H(ϕ), and DH is the distributional derivative of
H. Thus, the first and second integrals in (3.9) are integrals over R and Ω\R, respectively, and the
third term is the same as the integral over the region boundary in (3.8). A necessary condition for
5We use the concept of time evolution loosely; some problems have a proper physical temporal aspect, but others
do not. In the latter case, it is common to add a fictitious temporal parameter to facilitate the use of some algorithms,
e.g, gradient descent for solving the problem.
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a minimum of EMS is
∇EMS =
 ∂EMS∂f
∂EMS
∂ϕ

=
 1σ2 (f+ + f− − g)− λ(∆f+ + ∆f−)
κδ(ϕ)∇ ·
(
∇ϕ
|∇ϕ|
)
+ eδ(ϕ)

= 0, (3.10)
where ∆ = ∇ · ∇ is the Laplacian operator, δ(x) is the Dirac delta function, e is the difference in
EMS across the boundary ∂R exclusively due to f+ and f−, and ∇ ·
(
∇ϕ
|∇ϕ|
)
is the curvature of the
level set function at the boundary under the mean curvature model [32, 124]. Assuming Neumann
boundary conditions on Ω and ∂R, (3.10) can be solved in steady state form as written, or as is more
common, using the method of gradient (or steepest) descent. In the latter case, the usual strategy
is to apply an alternating gradient descent procedure [52], that is, alternating solving
∂f
∂t
= −∂EMS
∂f
(3.11)
and
∂ϕ
∂t
= −∂EMS
∂ϕ
(3.12)
iteratively. Special care must be taken when solving (3.12) due to the presence of delta functions.
It is suggested that a slightly smoothed approximation of the delta function should be substituted
in numerical implementations [32]. A drawback of the alternating gradient descent strategy is that,
depending on the choice of level set function, the level set may need to be reinitialised periodi-
cally. Also, because these problems are typically solved using finite difference approximations of
the gradients and Laplacians, numerical stability can severely limit the size of the discrete time
step, depending on the spatial refinement. Recent work resolves some of these issues by using a
Newton-type methods instead of steepest descent [10, 85].
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3.2.3 Joint Segmentation-Tomography Model
The MAP estimator of the joint segmentation-tomography probability P (f ∩ u|Y ∩K) is
(fˆ , uˆ) = arg max
(f,u)
P (f ∩ u|Y ∩K)
= arg min
f
m∑
j=1
E(yj |f ∩ u ∩K) + E(f |u ∩K) + E(u|K).
A Mumford-Shah type model for the joint segmentation-tomography probability has been proposed
for problems in Fourier imaging [161], X-ray tomography [134], near-infrared spectroscopic imag-
ing [91], and CME tomography [57]. Each target problem is slightly different, and thus different
choices are made in defining each of the energy terms, to properly fit the model to the problem.
For the Fourier imaging (FI) problem of [161], a Mumford-Shah type energy functional is defined,
EFI(f, u) =
∫
Φ
1
2
|y − FRf |2 dz + κ
∫
∂R
ds, (3.13)
where Φ is the frequency domain, y contains directly observed Fourier samples of f , R ⊂ Ω is the
region of interest and the portion of the domain where the samples originate, FR is the localized
Fourier transform operator on R, and ∂R is the border of R. Without loss of generality, it is assumed
that f = 0 outside of R. The first key difference in this model from the Mumford-Shah model is
that the prior data y are no longer direct observations (or noisy samples of direct observations) of
the unsegmented image, rather they are samples of the Fourier transform of f on R, and thus do
not depend exclusively on the value of f in one location, but rather on its value on the entirety of
Ω. For these observations, the data space Γ is the frequency domain Φ. The second major difference
is the explicit dependence of the data term on the region R, which means that for this problem,
P (Y |f∩u∩K) 6= P (Y |f∩K). This is no surprise, as EFI lacks the term corresponding to E(f |u∩K),
i.e., there is no regularization-type term, which couples the unknown density to the segmentation.
Thus, the data term must perform this coupling. The boundary integral over ∂R corresponds to
E(u|K), as expected. The solver in [161] follows the alternating gradient descent procedure of the
previous section. For a fixed R, the first step becomes a linear least squares problem, which can be
solved for an approximate f . The level set is modeled by the mean curvature evolution [32, 124], and
for a fixed f , a finite difference scheme is used to solve the time dependent gradient descent equation
with the Neumann boundary conditions implemented as reflective boundary conditions using ‘ghost’
points. By limiting the number of conjugate gradient steps used to solve for f in the first part of
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the alternating gradient descent iteration, the authors were able to avoid reinitializing the level set.
In the phase field based method we will propose in Sec. 3.3, no reinitialization is necessary.
A similar approach for solving the X-ray tomography problem is given in [134], where the Fourier
operator FR is replaced with a Radon operator [119] and a natural (implicit) regularization is
applied by restricting the unknown function f to the space of piecewise constant functions on Ω\∂Ω.
The usual alternating gradient descent procedure is used to optimize the density and segmentation
jointly, but a heuristic is introduced to combat one of the main difficulties of conventional level
set-based segmentation methods, the introduction of disjoint or embedded connected components.
Disjoint connected components, spatially separated objects, may be segmented without ad hoc
intervention if the initial guess for the region R contains all interesting objects, because the new
connected components may be created or destroyed only by splitting or fusing existing connected
components [136]. However, if there are objects outside of the initial R, if one object is embedded
within another, or if there is a hole in an object, then new connected components must be added
to the region boundary set in an ad hoc way. A heuristic for determining when a new connected
component is required is provided in [134], where the magnitude of ∇E(Y |f ∩ u ∩ K) over Ω is
computed, and if there is a statistically significant maximum or minimum, then a new connected
component is introduced at that location. The phase field based model we propose renders such a
procedure unnecessary.
In [91], a Mumford-Shah inspired joint-segmentation tomography method is developed for the
near-infrared spectroscopic imaging (NIRSI) problem. The energy functional is
ENIRSI(f, u) =
m∑
j=1
1
2σ2
∫
Γ
(yj − hj(f))2 dr + µ
∫
R
|f |2 dx+ λ
∫
R
∇f · ∇fdx+ ξ
∫
R
dx, (3.14)
where {h}j are the discrete line integral operators associated with NIRSI, R ⊂ Ω is the region of
interest, and µ, ξ ∈ K are regularization parameters that regularize the computed density. The first
term is the familiar tomographic data term, and it makes no use of the segmentation information.
For the first time in the tomographic context, terms regularizing f , i.e., terms corresponding to
E(f |u ∩K), based on the segmentation are introduced to regulate the amplitude and smoothness
of f . These terms, seen in the second and third component of ENIRSI, regulate these properties
only over the region of interest R. Finally, the term corresponding to E(u|K), the final term of the
energy, is significantly different from the methods presented previously. Instead of a penalty on the
segmentation boundary length, it is a penalty on the area of the region. This is introduced because
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the target regions for the breast-cancer screening problem in [91] are quite small compared to the
pixel resolution of the final reconstructions, and a penalty on the region length would not be very
meaningful. The same finite difference based alternating gradient descent procedure as [161] is then
applied. A similar penalty on the area of the segmented region can be formulated in the phase field
framework in Sec. 3.2.5.
Finally, [57] introduces a Mumford-Shah based model for joint segmentation-tomography of
CMEs. Their energy functional,
ECME(fCME, fBKG, u) = ‖y −H(fCME + fBKG)‖2 + λCME
∫
ΩCME
(∇fCME · ∇fCME)dx
+ λBKG
∫
ΩBKG
(∇fBKG · ∇fBKG)dx+ κ
∫
∂ΩCME
ds, (3.15)
where fCME and fBKG are the electron densities of a CME and the background corona, respectively,
i.e., the spatially segmented density, and ΩCME = R and ΩBKG = Ω\R define the domains of
fCME and fBKG, introduces a distinct regularization parameter λCME and λBKG for each of the
two regions. The dual regularization scheme is similar to the first two terms of (3.9), but [31]
does not specify different regularization parameters, merely that the regions are smooth everywhere
except the region boundary. By modelling ΩCME and ΩBKG as two distinct regions with distinct
regularization parameters, two distinct smoothness levels are achieved. With λBKG > λCME, more
variation is allowed in the CME region, while the background is forced to be smoother. This is
important because, as discussed in Sec. 3.1, the extremely limited measured data admits a large
number of potential solutions, and prior knowledge of the structure of the smoothness of f can
reduce the size of the space of possible solutions. However, modeling Ω as two distinct regions is
not consistent with the physics of the corona. Namely, there is only one, continuous distribution
of electron density, not two. Solutions to (3.15) necessarily have a discontinuous region boundary
(Fig. 3.1a), when in reality, the interface between the CME and the background is continuous (even
if quite steep; see Fig. 3.1b). The phase field based model we propose resolves this issue.
One further scheme for joint-segmentation tomography is not based on a level set strategy.
Instead, in content adaptive mesh modelling (CAMM) the mesh that defines the basis upon which
the tomographic solution is computed is determined iteratively, with a higher mesh density in regions
of greater detail [20, 66, 67]. In the context of the material discussed previously, this could correspond
to higher refinement on interior regions or higher refinement on boundary regions. The regions of
more dense meshing, in a sense, imply a segmentation of the reconstructed image.
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(a) (b)
Figure 3.1: Cartoons of (a) region boundary model of [57] with discontinuous boundaries
and (b) a more realistic model with sharp but still continuous boundaries.
The joint segmentation-tomography models of [57, 91, 134, 161] all have potential issues in
common that make them less than ideal for the CME tomography problem. Due to their choice of
level set functions and the methods used to evolve them, ad hoc methods and heuristics are required
to allow for solutions with multiple disjoint or embedded connected components or regions with holes
in them, a situation that may arise in CME reconstruction with significant resolution. Moreover,
all of these methods either implicitly or explicitly require solutions to have discontinuities along the
region boundaries, a regime that is non-physical for the solar corona. Additionally, all of the models
use some form of a finite difference based steepest descent method to compute the evolution of the
level set function. Such methods can require a significant number of time steps, depending on the
refinement of the spatial discretization, and when coupled with alternating gradient descent, slow
convergence is expected. Finally, the reliance on finite difference methods restricts the these solvers
in practice to uniform Cartesian discretizations of Ω, even though it may be desirable to have regions
of Ω with higher refinement.
3.2.4 Phase Field Model
To overcome the drawbacks of current level set methods, we propose to estimate jointly the density
and segmentation using tomography together with a level set method based on phase fields. Phase
field methods originated as the study of diffuse interfaces in physics [154], particularly in the study
of materials [49], and are designed to model the transition of a material or chemical from one
phase to another, e.g., from solid to liquid. Accordingly, phase field methods can be thought of as
“physically motivated level set methods” [49]. Phase fields are often used when a diffuse interface
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Figure 3.2: Plots of the phase field potential for c2 = 1 and c3 = 0 (black), c3 = 0.75 (red)
and c3 = −0.5 (blue).
is desired, a property that is difficult to mimic with standard level set functions, such as distance
functions, contours, or image intensity functions. A phase field model is also useful when explicitly
tracking an interface is too cumbersome computationally [49]. This construction allows considerably
more flexibility in the design of the joint segmentation-tomography cost function than is available
in conventional level set frameworks.
A phase field is a level set function φ : Ω → R, where we define R = Ω+ := {x ∈ Ω|φ(x) > 0}
to indicate the interior of a region and Ω\R = Ω− := {x ∈ Ω|φ(x) < 0} to indicate the exterior of a
region6. The diffuse interface region is then δΩ = {x ∈ Ω| −  < φ(x) < } for 0 <  ≤ 1. The phase
field is characterized by the standard phase field energy functional [136]
EPF(φ) =
∫
Ω
c1
1
2
∇φ · ∇φ+ c2(1
4
φ4 − 1
2
φ2) + c3(φ− 1
3
φ3) dx, (3.16)
where c1 is a diffusion parameter and c2 and c3 are regularization parameters that we will address
shortly. The utility of this phase field model arises from the locations of the extrema of the phase
field potential, the last two terms of (3.16). As seen in Fig. 3.2, this function has a double well
structure, and for certain values of the constants, the minima occur at φ = ±1 and the local
maximum at φ = c3c2 . When c3 = 0, (3.16) is the same as the well-studied Ginzberg-Landau model
for superconductivity [103, 136]. Also when c3 = 0, the value (or energy) of the potential is the same
for φ = 1 and φ = −1. For c2 > c3 > 0, the minimum of the potential at φ = 1 has higher energy
than the minimum at φ = −1. Similarly, for −c2 < c3 < 0, the energy at φ = −1 is higher than the
energy at φ = 1. These energy states can be manipulated to encourage or discourage the formation
6We use the zero-level set without loss of generality. A different level set would require renormalization of the
phase field energy.
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of regions in Ω, as necessary. In either of these two cases, it is easily verified that a local maximum
of the potential occurs at φ = c3c2 . For |c3| ≥ c2, the smaller of the two minima is located at φ = c3c2 ,
with a local maximum at φ = 1 for c3 ≥ c2 and at φ = −1 for c3 ≤ −c2. Thus, for |c3| = c2, there
is an inflection point at φ = 1 or φ = −1, depending on the sign of c3.
Restricting |c3| < c2, the values of the phase field potential minima at φ = ±1, can be interpreted
as classifiers for the two phases of a system, i.e., indicator-like functions for the interior and exterior
of a region. Any value −1 < φ < 1, including the local maximum at φ = c3c2 , can be interpreted as
an interface or transition between the two phases. Later, we will use φ = ±1 as indicators for the
interior region R and exterior region Ω\R of an image segmentation.
Minimizing EPF with respect to φ requires that the functional derivative
δ
δφ
EPF = −c1∆φ+ c2(φ3 − φ) + c3(1− φ2) = 0, (3.17)
where (3.17) is the Allen-Cahn equation [3, 136] in steady state form [136]. In the manner of gradient
descent, this partial differential equation (PDE) can be also be written in time-dependent form,
d
dt
φ = − δ
δφ
EPF (3.18)
= c1∆φ− c2(φ3 − φ)− c3(1− φ2), (3.19)
in which case the interfacial dynamics are governed by a reaction-diffusion equation. Appropriate
boundary conditions must be provided, and, for our purposes, the temporal evolution in (3.19)
is purely algorithmic rather than physically motivated. In any case, the optimization procedure
for EPF can be given a neutral initial condition, by setting the initial estimate of the phase field
φ|t=0 = c3c2 , the local maximum of the phase field potential. This can be interpreted as assuming that
the entirety of Ω is initially classified as interface. The locally maximal nature of this starting point
encourages solutions to evolve towards classification as either of the two phases without undue bias.
By setting c3 = 0, there is no inherent bias toward either phase, but c3 can also be manipulated to
bias the solution toward one phase or the other. For example, setting c2 > c3 > 0 increases the cost
of φ = 1, making the solution tend to φ = −1, absent other information. Additionally, because the
zero-level set of φ evolves naturally according to (3.19), no ad hoc method for adding new connected
components or accounting for holes in the domain is necessary; the PDE allows production and
elimination of region components in a natural way [49, 136]. Of course, to be of any practical
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use, this phase field energy must be coupled with some other model, for example the Navier-Stokes
model for fluid flow, a model for crystal growth, or additional energies for image segmentation and
joint-segmentation tomography, as will be addressed in the next two sections.
In our previous discussion of level set based segmentation methods, the function u is an indicator
function for the region of interest, where discontinuities in u define the region boundary ∂R. The
phase field φ serves a similar purpose, where φ = ±1 indicates the interior and exterior of a region
and −1 < φ < 1 indicates the continuous transition between phases. Thus, henceforth we will use u
instead of φ as the phase field function, and it will simultaneously function as the region classifier.
3.2.5 Phase Field Segmentation Model
The standard phase field energy (3.16), in combination with additional energies that couple the
phase field u to the known image f , corresponds directly to the probabilistic model for image
segmentation (3.7). The standard phase field energy EPF is the segmentation prior energy E(u|K),
and the image coupling energy is E(f |u∩K). While it is not exactly equivalent to the Mumford-Shah
segmentation model (3.8) because EMS assumes that the segmentation function is discontinuous on
region boundaries, the terms of the phase field segmentation (PFS) energy
EPFS(f, u) =
∫
Ω
c1
1
2
∇u · ∇u+ c2(1
4
u4 − 1
2
u2) + c3(u− 1
3
u3)dx+ EIM(f, u), (3.20)
where EIM is the energy that couples the phase field to the image, have a similar effect to those in
the Mumford-Shah model. Much as the second term of (3.8) ensures that the segmented image is
smooth everywhere except across region boundaries, the first term of (3.20),
EDIR(u) = c1
∫
Ω
1
2
∇u · ∇u dx,
or the Dirichlet (DIR) energy, ensures that the phase field is smooth away from the region boundary.
The second term of EPF,
EARE(u) = c2
∫
Ω
(
1
4
u4 − 1
2
u2) dx,
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corresponds to the third term of EMS, the penalty on the length of the region boundary, or the
surface area (ARE) of R, when generalized to three dimensions [136]. The final term of EPFS,
EVOL(u) = c3
∫
Ω
(u− 1
3
u3) dx,
which has no direct corresponding term in EMS, is a penalty on the volume (VOL) of R, similar to
the region volume penalty in the joint segmentation-tomography model of (3.14).
EIM, the energy that couples the phase field to the image, can take several forms. Perhaps the
simplest form is
EIM(f, u) = ESEG(f, u) = −c4
∫
Ω
∇u · ∇f dx, (3.21)
where c4 is a penalty parameter. ESEG penalizes gradients of u and f that point in opposite
directions. Gradients in the same direction result in a large magnitude but a negative contribution
to the total energy. This is sensible, of course, if the model for the image classifies high intensity
in f as interior of a region. As f decreases, transitioning from inside a region to outside, it is
expected that u also decreases from 1 to −1. More complicated coupling energies, such as higher-
order active contours (HOACs) can be expressed in the phase field framework. HOACs have been
used to model prior non-local geometric information on the shape of the regions of interest. For
example, HOACs that model networks, such as roads, have been applied to satellite image data
for automatic road network extraction [47, 125, 126, 127, 135, 136]. HOACs that model circular
shapes have been applied to automatic detection of trees (in a tree farm setting) from satellite
images [86, 87, 88]. ESEG, in combination with further prior information on the varying smoothness
of f , i.e., regularization in different regions, will be used as phase field-image coupling energies in
our joint segmentation-tomography model.
In previous applications, the phase field segmentation energy functional is minimized using the
gradient descent procedure (3.19) [47, 86, 87, 88, 125, 126, 127, 135, 136]. Other methods, such as
graph cut algorithms have been attempted [94], but gradient descent is the dominant method. The
phase field function is modeled on a Cartesian grid, which is used to evaluate the derivative terms
of EPFS using finite difference approximations. When they are applicable, HOAC terms in EIM
are inherently non-local, and thus must be evaluated in an expensive, brute force manner. After
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discretizing the functional derivative with respect to the phase field,
δ
δu
EPFS(f, u) = −c1∆u+ c2(u3 − u) + c3(1− u2) + δ
δu
EIM(f, u),
the time-dependent gradient descent PDE,
d
dt
φ = − δ
δφ
EPFS,
is solved using the explicit form of Euler’s method, with adaptive time stepping. Due to complications
from the nonlinear terms, e.g., EARE and EVOL, and the non-local energies, more stable implicit
methods are difficult to apply. Despite adaptive time stepping, and depending on the pixel resolution
of the underlying image f , convergence of this method can be quite slow and requires a substantial
number of iterations.
3.3 Phase Field Joint Segmentation-Tomography Model
To resolve the issues with the traditional Mumford-Shah based joint segmentation-tomography meth-
ods in Sec. 3.2.3, we propose a joint segmentation-tomography model that uses phase fields as the
level set function. This will allow two distinct regularization parameters to be applied, while not
explicitly or implicitly requiring a discontinuity in the solution. In this section, we develop a joint
segmentation-tomography energy in the phase field framework. Later, in Sec. 3.4, we propose a
method that optimizes the energy functional simultaneously in both the density and the segmenta-
tion, as opposed to applying alternating gradient descent. To allow simultaneous optimization, we
develop our optimization problem in a variational framework, which is more natural for implement-
ing the boundary conditions and allows for computational flexibility, e.g., in meshing, that may be
needed for the CME tomography problem.
Like the Mumford-Shah segmentation model, the phase field segmentation model can also be
applied to situations where the underlying image, in addition to the segmentation, is unknown.
Recall the probabilistic image and segmentation model of Sec. 3.2. We seek the image-segmentation
pair (fˆ , uˆ) that is the MAP estimator of
(fˆ , uˆ) = arg max
(f,u)
P (f ∩ u|Y ∩K), (3.22)
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where Y is measured data, K is prior knowledge about the image model, f : Ω → R is the density
image, u : Ω→ R is the segmentation, and Ω ⊂ R2 or R3. We also have that
(fˆ , uˆ) = arg min
(f,u)
E(Y |f ∩K) + E(f |u ∩K) + E(u|K).
From the phase field model, the segmentation prior energy is already defined,
E(u|K) = EDIR(u) + EARE(u) + EVOL(u)
= c1
∫
Ω
1
2
∇u · ∇u dx+ c2
∫
Ω
(
1
4
u4 − 1
2
u2) dx+ c3
∫
Ω
(u− 1
3
u3) dx,
where c1, c2, and c3 are regularization parameters defined as before. The data energy follows from
the tomography model of Sec. 3.2.1,
E(Y |f ∩K) = ETOM(f)
=
m∑
j=1
1
2σ2
∫
Γ
(yj − hj(f))2 dr,
which does not depend on u. The integral is over the measurement space and each yj and hj are
defined as in Sec. 3.2.1. The image-segmentation coupling energy E(f |u ∩ K) depends upon the
underlying model of the image or density. For CME tomography, it is not immediately apparent
that the higher-order active contour model is appropriate, as there are no simple long range inter-
actions within the electron density. In the future, such modeling may be appropriate by taking the
structure of the magnetic field local to the CME into account, but this is not within the scope of
this work. Instead, we model the interaction between the phase field and the density with the simple
segmentation energy ESEG and through a regularization energy EREG.
To define EREG, we adopt an image model similar to that of [57] for the density image. That is,
that there are two regions in Ω: ΩCME ⊂ Ω that contains the CME and ΩBKG ⊂ Ω that contains
the remaining background corona. By convention, we define ΩCME to be the interior region and
ΩBKG to be the exterior region. For generality (since CMEs density images are not the only images
that follow this model), we use the symbol Ω+ for the interior region and Ω− for the exterior.
Like [57], we model the CME density as having two distinct underlying smoothnesses. Thus, there
are two regularization parameters, λ+ and λ−, to be enforced in each of the different regions of
Ω. Unlike [57], however, we model the CME as having a continuous density distribution, and thus,
rather than enforcing λ+ and λ− in a binary fashion (either one or the other), in our model the phase
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field transition region, where −1 < u < 1, also has a smooth transition between the regularization
parameters. In the general notation, we define
EREG(f, u) =
∫
Ω
1
2
(λ+u+ + λ−u−)(∇f · ∇f) dx, (3.23)
where u+ = (1 + u)/2 and u− = (1 − u)/2 act like indicator functions for the interior and exterior
regions. On the interior of a region, where u = 1, u+ = 1 and u− = 0, while on the exterior of a
region, where u = −1, u+ = 0 and u− = 1. In this way the phase field is used to select the regular-
ization parameter that is applied. In the transition region, a linear combination of the regularization
parameters is enforced. For example, on the level set u = 0, the effective regularization parameter is
the average of λ+ and λ−. While the notation in (3.23) is helpful for intuitive understanding of the
regularization model and for specifying parameters, for the purposes of solving the full optimization
problem, it is more convenient to write EREG in the equivalent form
EREG(f, u) =
∫
Ω
1
2
(c5 + c6u)(∇f · ∇f) dx,
where c5 = (λ+ + λ−)/2 and c6 = (λ+ − λ−)/2 = c5 − λ−. Then,
E(f |u ∩K) = ESEG(f, u) + EREG(f, u)
= −c4
∫
Ω
∇u · ∇f dx+
∫
Ω
1
2
(c5 + c6u)(∇f · ∇f) dx. (3.24)
All together, the MAP estimator of (3.22) is the minimizer of the phase field based joint
segmentation-tomography energy functional
EJST(f, u) = EDIR(u) + EARE(u) + EVOL(u) + ESEG(f, u) + EREG(f, u) + ETOM(f)
= c1
∫
Ω
1
2
∇u · ∇u dx+ c2
∫
Ω
(
1
4
u4 − 1
2
u2) dx+ c3
∫
Ω
(u− 1
3
u3) dx
− c4
∫
Ω
∇u · ∇f dx+
∫
Ω
1
2
(c5 + c6u)(∇f · ∇f) dx
+
m∑
j=1
1
2σ2
∫
Γ
(yj − hj(f))2 dr. (3.25)
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3.4 Variational Method for Joint
Segmentation-Tomography
Initial attempts to optimize EJST by applying the time-dependent gradient descent technique, using
finite difference approximations to the derivatives, led to difficulties. The severely limited time-step
required for stability of Euler’s method caused quite slow convergence, which is exhibited both in
iteration count and computing time. We briefly considered implicit methods for solving the time
dependent gradient descent equation, which typically remain stable with larger time steps, but
found them to be computationally unwieldy. The alternating gradient descent procedure, alter-
nately solving the density and segmentation subproblems, also adds ambiguity to the minimization
algorithm. For example, it proved necessary to solve each subproblem only partially, at least early in
the descent iteration, to prevent the minimization procedure from getting stuck in undesirable local
minima. However, determining algorithmically how far each component should be solved before
switching to the other variable is nontrivial. Finally, because Ω is a finite domain, special care must
be taken in the treatment of f and u at its boundary. We assume that ∇f · n = 0 and ∇u · n = 0
on the boundary of Ω, where n is the outward facing normal vector. Enforcement of such bound-
ary conditions in the finite difference framework, e.g., using ghost points, can be cumbersome to
program.
To resolve these issues and ambiguities, we propose to minimize EJST, in both f and u simul-
taneously, in a variational framework inspired by the finite element method (FEM). Finite element
methods have been employed separately in tomography problems [144] and in the solution of phase
field based physical simulations [49, 50, 93, 131]. By optimizing EJST in both variables simulta-
neously, we avoid imposing artificial choices on the step length, in each variable, in each iteration.
Rather, the direction of the full gradient of the problem (potentially, with other second derivative
information) determines the direction and magnitude of the step. The variational framework, in ef-
fect, allows the solution of the steady-state form of the PDE associated with EJST, and no artificial
temporal parameter is required. The length of the descent step (unlike the time step in the explicit
finite difference framework) is dependent upon the minimization algorithm, the local shape of the
objective function, and not explicitly constrained by the grid. Finally, enforcement of the Neumann
boundary conditions is natural in this framework.
In this section, we present a variational optimization technique for minimizing phase field based
image segmentation energy functionals. We apply the finite element method to both the simple phase
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Algorithm 3.1 Newton’s Method for Minimizing E(u) (continuous)
1: u← InitialGuess()
2: while ! Convergence do
3: Find w ∈W s.t. 〈DF (u)[w], v〉 = −〈F (u), v〉 ∀ v ∈ V
4: u← u+ αw
5: end while
field segmentation energy EPFS and the joint segmentation-tomography energy EJST and formulate
approximations of the variational version of Newton’s method for optimization. Due to the nonlinear
and non-convex nature of the energy functionals, we propose a trust-region based approximation
to Newton’s method, known as the Levenberg-Marquardt method, and compare results to the less
sophisticated method of steepest descent, which we also implement in this framework.
3.4.1 Optimization in Variational Framework
Given an energy functional E : V → R, where V = {v|v : Ω ⊂ Rn → R}, we seek u∗ ∈ V that
minimizes E. Let
E(1)(u; v) :=
d
dτ
E(u+ τv)
∣∣∣∣
τ=0
be the first directional derivative of E at u in the direction v ∈ V . A critical point u∗ of E is a point
for which E(1)(u; v) = 0 ∀ v ∈ V. Let
E(2)(u; v) :=
d2
dτ2
E(u+ τv)
∣∣∣∣
τ=0
be the second directional derivative of E in the direction v. Then a minimizer of E is a critical point
u∗ for which E(2)(u; v) > 0 ∀ v ∈ V.
Newton’s Method for Energy Minimization
To find such a minimum of a nonlinear convex energy functional E, the classical Newton’s method
may be applied [12, 110]. Rather than directly computing F (u) = δδuE and DF (u), the functional
gradient and Hessian operator of E, and performing the standard Newton’s method for optimiza-
tion [52] in the finite difference framework, we apply Newton’s method in the weak sense (Alg. 3.1).
The weak form of the Euler-Lagrange equations F (u) is found by determining the first directional
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Algorithm 3.2 Newton’s Method for Minimizing E(u) (discrete)
1: u0 ← InitialGuess()
2: k ← 0
3: Convergence ← False
4: while !Convergence do
5: A← 〈DF (uk) [φj ], φi〉 ∀ i, j
6: b← −〈F (uk) , φi〉 ∀ i
7: w ← Solve(A, b)
8: α← Linesearch(E(uk + αw))
9: uk+1 = uk + αw
10: k ← k + 1
11: if (||b|| < ε) then
12: Convergence ← True
13: end if
14: end while
derivative of E,
〈F (u), v〉 := E(1)(u; v),
where 〈a, b〉 = ∫
Ω
ab dx is the L2 inner product on Ω. The linearized bilinear form, which plays the
roll of the Hessian, is the local linearization of 〈F (u), v〉 about u,
〈DF (u)[w], v〉 := d
dτ
〈F (u+ τw), v〉
∣∣∣∣
τ=0
.
Then, for a fixed u, the Newton step is the w ∈ V for which
〈DF (u)[w], v〉 = −〈F (u), v〉 ∀ v ∈ V. (3.26)
The next Newton iterate is then u˜ = u + αw, where α ∈ (0, 1] is a damping parameter chosen, for
example, using a line search method.
For the discrete problem, we approximate V with a finite dimensional subspace V h ⊆ V . Let
{φ1, . . . , φn} be a basis for V h. Then the optimization problem is the same as the one posed above,
except we replace V with V h and we seek the minimizer uh∗ =
∑n
i=1 uiφi ∈ V h. Then (3.26) becomes
〈
DF (uh)[wh], v
〉
= − 〈F (uh), v〉 ∀ v ∈ V h, (3.27)
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Algorithm 3.3 Method of Steepest Descent for Minimizing E(u) (continuous)
1: u← InitialGuess()
2: while ! Convergence do
3: Find w ∈W s.t. 〈I[w], v〉 = −〈F (u), v〉 ∀ v ∈ V
4: u← u+ αw
5: end while
for wh =
∑n
i=1 wiφi ∈ V h. Because {φ}i spans V h, we have that the wh that solves (3.27) solves
〈
DF (uh)[wh], φi
〉
= − 〈F (uh), φi〉 ∀ i.
For a fixed uh, expanding wh in the basis and computing the inner products yields a system of linear
equations,
Aw = b, (3.28)
where w is the vector of coefficients for wh,
Aij =
〈
DF (uh)[φj ], φi
〉
,
and
bi =
〈
F (uh), φi
〉
.
The next Newton iterate is then u˜ = u + αw, where u˜ and u are the vectors of coefficients for u˜h
and uh, respectively. The discrete form of the Newton method is given in Alg. 3.2.
If DF (u) (or A) is a positive definite operator, then we have that the w (or w) that solves (3.26)
(or (3.28)) is a descent direction, and the iteration of Alg. 3.1 (or Alg. 3.2) will reduce E. When
DF (u) (orA) is not positive definite, this condition is not guaranteed. Due to the non-convex nature
of EPFS and EJST, the Hessian is not always a positive definite operator. Due to the nonlinear
terms in the phase field energies, DFPFS and DFJST tend to have negative eigenvalues of significant
magnitude, particularly near the beginning of the Newton iteration. Unfortunately, these issues
require us to sacrifice the potential quadratic convergence rate of Newton’s method. Instead, we
apply alternatives to Newton’s method that can guarantee that the step is a descent direction.
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Method of Steepest Descent
One method that guarantees that the step w will be a descent direction is the method of steepest
descent [46, 52]. This method replaces the Hessian operator DF (u) with the identity operator I, a
positive definite operator. The method of steepest descent, in the weak sense, is given in Alg. 3.3,
where the descent step is the w that satisfies,
〈I[w], v〉 = −〈F (u), v〉 ∀v ∈ V. (3.29)
For the discrete problem, using the same setup as for Newton’s method, the search direction w is
the solution to the linear system,
Mw = b,
where w and b are defined as before and the mass matrix M has entries
Mij = 〈φj , φi〉 .
The discrete steepest descent algorithm is given in Alg. 3.4. In certain cases, for example the classical
finite-dimensional minimization problem in V h = Rn, when the standard basis {e}i is the basis for
Rn, we have that M = I, the identity matrix. This is due to the orthonormality of the standard
basis and leads to the classic method of gradient descent, where w = −∇E(u) [163]. If {φ}i is
an orthogonal basis, then M is diagonal, but not necessarily the identity. In general, M is not
necessarily diagonal, as is the case for our problem. However, mass matrices are generally quite well
behaved. Due to the positive definiteness of the L2 inner product and the real nature of the problem,
M is symmetric and positive definite, and is generally well conditioned [90]. The traditional method
of steepest descent, i.e., for problems for which M = I, has the distinct advantage over Newton’s
method that no linear solve is required at each iteration. However, steepest descent with a general
mass matrix does require such a solve at each iteration.
In the application of the finite element method to problems in structural mechanics, mass matrices
appear frequently. Because they are so well behaved, they are commonly approximated using a
procedure known as mass lumping. A lumped mass matrix is a diagonal approximation to the
mass matrix whose entries are essentially the sums of the corresponding rows of M [90]. In some
situations, the identity matrix is a reasonable approximation of the lumped mass matrix. For our
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Algorithm 3.4 Method of Steepest Descent for Minimizing E(u) (discrete)
1: u0 ← InitialGuess()
2: k ← 0
3: Convergence ← False
4: while !Convergence do
5: M ← 〈φj , φi〉 ∀ i, j
6: b← −〈F (uk) , φi〉 ∀ i
7: w ← Solve(M , b)
8: α← Linesearch(E(uk + αw))
9: uk+1 = uk + αw
10: k ← k + 1
11: if (||b|| < ε) then
12: Convergence ← True
13: end if
14: end while
problems, we found that both iterations, w = b and w = M−1b, were effective. The trade-off
between the two iterations is between the number of iterations and cost per iteration. Setting w = b
typically requires more iterations, but each iteration is generally cheaper, while the opposite holds
for w = M−1b. Unfortunately, in either case, the method of steepest descent is prone to the same
issues that plague the conventional gradient descent algorithm. Significant numbers of iterations
may be necessary, with very slow reduction in the directional derivative. Moreover, steepest descent
is prone to early stagnation and frequently takes non-optimal, oscillatory steps [52]. Additionally,
while some damping may be applied to the step produced by Newton’s method, the inherent lack
of scale in steepest descent necessitates a potentially expensive line search.
Levenberg-Marquardt Method
To combat the indefiniteness of the Hessian operator and the slow convergence of the method of steep-
est descent, we apply the Levenberg-Marquardt method [52, 105, 108]. The Levenberg-Marquardt
method is a trust region method that effectively shifts the eigenvalues of the approximate Hessian
matrix A so that it becomes positive definite. The update is the solution to the linear system,
(A+ µI)w = b, (3.30)
where A, b, and w are as before, I is the identity matrix, and µ is a shift parameter. When
µ = 0, (3.30) gives the update for Newton’s method. Thus, when the approximate solution u is
close enough to a minimum, the superlinear convergence of Newton’s method can still be achieved.
To choose the appropriate µ for a given iteration, we use a simplified version of the procedure
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Algorithm 3.5 Levenberg-Marquardt Method for Minimizing E(u)
1: u0 ← InitialGuess()
2: k ← 0
3: Convergence ← False
4: while !Convergence do
5: A← 〈DF (uk) [φj ], φi〉 ∀ i, j
6: b← −〈F (uk) , φi〉 ∀ i
7: µ← 0
8: if !IsPositiveDefinite(A) then
9: p← 0
10: µ← 2p
11: while !IsPositiveDefinite(A+ µI) do
12: p← p+ 1
13: µ← 2p
14: end while
15: end if
16: w ← Solve(A+ µI, b)
17: α← Linesearch(E(uk + αw))
18: uk+1 = uk + αw
19: k ← k + 1
20: if (||b|| < ε) then
21: Convergence ← True
22: end if
23: end while
described in [52]. As shown in Alg. 3.5, µ is doubled until a sufficient shift is found that causes
A+ µI to become positive definite. A line search may be applied to the resulting search direction,
but is generally unnecessary.
3.4.2 Finite Element Method for Phase Field Image Segmentation
For the phase field image segmentation problem, we seek u∗ that minimizes
EPFS(f, u) = EDIR(u) + EARE(u) + EVOL(u) + ESEG(f, u)
= c1
∫
Ω
1
2
∇u · ∇u dx+ c2
∫
Ω
1
4
u4 − 1
2
u2 dx+ c3
∫
Ω
u− 1
3
u3 dx− c4
∫
Ω
∇u · ∇f dx
for a fixed f . Let V = H1(Ω), the space of L2 functions on Ω whose derivatives are also in L2. Let
M be a mesh on Ω with triangulation TM . Then V
h =
{
v ∈ H1(Ω), v ∈ P1(t) ∀ t ∈ TM
}
, the set of
piecewise linear approximations of v ∈ V on M . Let {φ}i be a basis for V h, f =
∑m
i=1 fiφi ∈ V h,
and u =
∑m
i=1 uiφi ∈ V h. Henceforth, we drop the superscript h, for brevity and use it only where
there is a potential ambiguity. Assume Neumann boundary conditions for u on Ω, that is, ∇u ·n = 0
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on ∂Ω, where n is the outward facing normal vector. Then the weak form of EPFS is
〈FPFS(f, u), v〉 = 〈FDIR(u), v〉+ 〈FARE(u), v〉+ 〈FVOL(u), v〉+ 〈FSEG(f, u), v〉
= c1
∫
Ω
∇u · ∇v dx+ c2
∫
Ω
(
u3 − u) v dx+ c3 ∫
Ω
(
1− u2) v dx− c4 ∫
Ω
∇v · ∇f dx,
and the linearized bilinear form is
〈DFPFS(f, u), v〉 = 〈DFDIR(u), v〉+ 〈DFARE(u), v〉+ 〈DFVOL(u), v〉+ 〈DFSEG(f, u), v〉
= c1
∫
Ω
∇w · ∇v dx+ c2
∫
Ω
(
3u2 − 1)wv dx+ c3 ∫
Ω
(−2u)wv dx+ 0.
Using these components, the linear systems for each of the algorithms of the previous section may
be assembled by the usual finite element assembly procedure [90].
3.4.3 Finite Element Method for Phase Field
Segmentation-Tomography
For the phase field based joint segmentation-tomography problem, we seek a pair u¯∗ = (f∗, u∗) that
minimizes
EJST(u¯) = EDIR(u) + EARE(u) + EVOL(u) + ESEG(f, u) + EREG(f, u) + ETOM(f)
= c1
∫
Ω
1
2
∇u · ∇u dx+ c2
∫
Ω
1
4
u4 − 1
2
u2 dx+ c3
∫
Ω
u− 1
3
u3 dx− c4
∫
Ω
∇u · ∇f dx
+
∫
Ω
1
2
(c5 + c6u)(∇f · ∇f) dx+
m∑
j=1
1
2σ2
∫
Γ
(yj − hj(f))2 dr.
Let V = H1(Ω)×H1(Ω) and let M be a mesh on Ω with triangulation TM . Then
V h =
{
v ∈ H1(Ω)×H1(Ω), v ∈ P1(t)× P1(t) ∀ t ∈ TM
}
. Let v = (vf , vu) ∈ V h and w = (wf , wu) ∈
V h. Let {(φ, 0)}i ∪ {(0, φ)}i be a basis for V h, f =
∑m
i=1 fiφi, and u =
∑m
i=1 uiφi. The weak form
of EJST is
〈FJST(u¯), v〉 = 〈FDIR(u), v〉+ 〈FARE(u), v〉+ 〈FVOL(u), v〉
+ 〈FSEG(f, u), v〉+ 〈FREG(f, u), v〉+ 〈FTOM(f, u), v〉
=
 〈F (f)JST(u¯), vf 〉
〈F (u)JST(u¯), vu〉
 ,
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where 〈F (f)JST(u¯), vf 〉 and 〈F (u)JST(u¯), vu〉 are the directional derivatives in f and u only, and
〈F (f)JST(u¯), vf 〉 =
∫
Ω
−c4∇u · ∇vf + (c5 + c6u) (∇f · ∇vf ) dx−
m∑
j=1
∫
Γ
[yj − hj (f)] · [hj (vf )] dr,
〈F (u)JST(u¯), vu〉 =
∫
Ω
c1∇u · ∇vu + c2
(
u3 − u) vu + c3 (1− u2) vu
− c4∇vu · ∇f + 1
2
c6 (∇f · ∇f) vu dx.
The linearized bilinear form is
〈DFJST(u¯)[w], v〉 = 〈DFDIR(u)[w], v〉+ 〈DFARE(u)[w], v〉+ 〈DFVOL(u)[w], v〉
+ 〈DFSEG(f, u)[w], v〉+ 〈DFREG(f, u)[w], v〉+ 〈DFTOM(f))[w], v〉
=
 〈DF (ff)JST (u¯)[wf ], vf 〉 〈DF (fu)JST (u¯)[wu], vf 〉
〈DF (uf)JST (u¯)[wf ], vu〉 〈DF (uu)JST (u¯)[wu], vu〉
 ,
where 〈DF (ff)JST (u¯)[wf ], vf 〉 is the linearization of 〈F (f)JST(u¯), vf 〉 in the direction wf , and likewise for
the other components. Then,
〈DF (ff)JST (u¯)[wf ], vf 〉 =
∫
Ω
(c5 + c6u) (∇wf · ∇vf ) dx+
m∑
j=1
∫
Γ
[hj (wf )] · [hj (vf )] dr,
〈DF (fu)JST (u¯)[wu], vf 〉 =
∫
Ω
−c4 (∇wu · ∇vf ) + c6 (∇f · ∇vf )wu dx,
〈DF (uf)JST (u¯)[wf ], vu〉 =
∫
Ω
−c4 (∇vu · ∇wf ) + c6 (∇f · ∇wf ) vu dx,
〈DF (uu)JST (u¯)[wu], vu〉 =
∫
Ω
c1 (∇wu · ∇vu) + c2
(
3u2 − 1)wuvu + (−2u)wuvu dx.
This operator is symmetric if f and u are in the same function space and approximated on the same
mesh with the same basis functions. Using these components, the usual finite element assembly
procedure is applied to compute the required components of the linear systems for the algorithms in
Sec. 3.4.1. The assembly of the portions of the vector 〈FJST(u¯), v〉 and matrix 〈DFJST(u¯)[w], v〉 due
to ETOM requires special care, however. Evaluation of ETOM(f), 〈F (f)TOM(f), vf 〉, and
〈DF (ff)TOM(f)[wf ], vf 〉, over all φi simultaneously, follows from the projective, line integral nature
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of the tomographic measurement operators. For some hj and a fixed u¯ = (f, u),
hj(f) = hj
(∑
i
fiφi
)
=
∑
i
fihj(φi),
because integration, i.e., hj , is linear. The operation hj(φi) is discussed in detail in Ch. 4, but for
now it suffices to say that hj(φi) is the ij entry of the sparse tomographic projection matrix H. H
is typically precomputed for a given M . Thus,
yj − hj(f) ≈ yj − hTi f ,
where hTi is the jth row of H and f is the vector of coefficients for f . Then, if y is the vector
of measurements, evaluation of ETOM, for a given M , is simply the evaluation of the norm of the
residual,
ETOM(f) ≈ 1
2
‖y −Hf‖22.
Moreover,
〈F (f)TOM(f), vf 〉 ≈ −HT (y −Hf)
and
〈DF (ff)TOM(f)[wf ], vf 〉 ≈HTH.
3.4.4 Implementation
The assembly of the finite element systems is implemented in C++, and the SWIG library [13] is
used to generate an interface to the finite element assembly code for the Python language. The
software developed in Ch. 4 is used to precompute the projection matrices H, which are used both
for computing the measurements y and in the tomographic inversion. The discrete algorithms in
Sec. 3.4.1 are implemented in Python, making heavy use of the sparse matrix utilities and sparse
linear algebra facilities of the SciPy [95] package. The sparse linear solves required by the descent al-
gorithms are computed using the conjugate gradient solver implemented in the PyAMG [14] package.
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The necessary line searches are computed using the line search procedure in SciPy’s optimization
package7, which implements the line search algorithm given in [122].
3.5 Experimental Results
3.5.1 Simple Phase Field Segmentation
If the variational energy minimization methods presented in Sec. 3.4 are to be successful in solving
the more difficult joint segmentation-tomography problem, they must be capable of solving the
much simpler phase field segmentation problem. In this section, we present results demonstrating
the effectiveness of the variational approach on the phase field segmentation problem.
Problem Setup
We consider four images that fit the simple segmentation model of EPFS. The EPFS segmentation
model is concerned with the structure of the gradient of the target image and no other properties.
These examples are presented simply to demonstrate the functionality of the method, because for
these very simple images, other less expensive procedures are better suited for segmentation. We
attempt to segment two images, the ‘kidney’ in Fig. 3.3a and the ‘annulus’ in Fig. 3.3b, that are
generated using predetermined phase fields, shown in Fig. 3.4. Additionally, we apply the procedure
to two clippings from a newspaper: a smooth, clean image (Fig. 3.3c) and a noisier image (Fig. 3.3d).
Figures 3.3a and 3.3b are generated using predetermined phase fields, i.e., we choose the desired
segmentation beforehand, by creating images (Fig. 3.4) with value 1 on the desired interior region
and −1 on the desired exterior region. These shapes are chosen because the kidney shape is relatively
simple, but has a concave section, and the annulus is again simple but has a hole in the middle, which
can cause issues with other segmentation procedures. Using these pre-generated phase fields, the
images in Figs. 3.3a and 3.3b are computed by sampling from the probability distribution associated
with ESEG + EREG, for fixed values of the constants. For these experiments, the details of this
procedure are unimportant, so we withhold further discussion for now. The two generated problems
are 64 pixels× 64 pixels, while the two newspaper clippings have image size 128 pixels× 128 pixels.
In either case, the segmentation is computed on a triangulated mesh whose nodes are located at the
center of the image pixels (Fig. 3.5), and it is assumed that both the image f and the phase field u
are piecewise linear functions on that mesh. Each trial is initialized with the neutral initial condition
7http://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.line search.html
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Figure 3.3: (a) ‘Kidney’ and (b) ‘annulus’ images generated using predetermined phase fields
shown in Figs. 3.4a and 3.4b, respectively; (c) clean and (d) noisy newspaper images from
image sources [1] and [2], respectively.
u = c3/c2. For simplicity, and because the values of the free parameters are scale-dependent, we
assume that the nodes have unit spacing, i.e., one image pixel has area of one square unit.
Results
We applied the Levenberg-Marquardt (LM) method, the method of steepest descent using the com-
puted mass matrix (SD-M), and the method of steepest descent using the identity approximation
to the mass matrix (SD-I) to each of the four images. The resulting phase fields, as determined by
the Levenberg-Marquardt method, are shown in Fig. 3.6, the final segmentations are overlaid on the
true image in Fig. 3.7, and Tbl. 3.1 shows the configuration parameters and run time statistics for
the different trials.
The kidney and annulus images use the same parameters because they are essentially images
from the same model, just with different target segmentations. For these two images, all three algo-
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Figure 3.4: Predetermined phase fields used for generating kidney and annulus example images.
Regions intended to be classified as interior have value 1 and region intended to be classified
as exterior have value −1.
Figure 3.5: Computational mesh for segmentation problem (solid blue lines) with nodes (blue
dots) at image pixel centers (gray grid).
rithms converged to the same solution, but at different computational costs. While the Levenberg-
Marquardt method is more costly per iteration than either of the steepest descent methods, the
overall run time8 for the Levenberg-Marquardt method was significantly less because it requires far
fewer total iterations. The final segmentations for the kidney and annulus problem are shown in
Figs. 3.7a and 3.7b, where the solid green line is the zero-level set of the computed phase field,
which defines the computed segmentation. The dashed yellow line is the zero-level set of the pre-
8All trials were run on a modern desktop computer with an Intel Core i3-530 2.93GHz processor and 4GB of
RAM.
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Experiment Size c1 c2 c3 c4 Iter. Run Time EPFS(u∗)
Kidney
LM
64× 64 1.0 1.0 0.07 1.0
41 11.5s -1278.83471
SD-M 339 35.3s -1278.83471
SD-I 339 35.1s -1278.83471
Annulus
LM
64× 64 1.0 1.0 0.07 1.0
51 14.6s -1274.82379
SD-M 328 34.2s -1274.82379
SD-I 324 33.4s -1274.82379
Newspaper
(clear)
LM
128× 128 1.0 10.0 0.5 −5.0
158 195.6s -45991.5318
SD-M 622 295.7s -45989.1905
SD-I 644 310.3s -45989.1905
Newspaper
(noisy)
LM
128× 128 1.0 10.0 1.0 −5.0
65 79.7s -52387.7186
SD-M 314 140.7s -52387.6571
SD-I 316 139.1s -52387.6571
Table 3.1: Trial configuration and run time statistics for the three algorithms from Sec. 3.4
run on the four images in Fig. 3.3.
determined phase field used to generate the image. Clearly, there is good correspondence between
the two. It is important to note that the dashed yellow line is not precisely the true segmentation,
however, because the procedure for generating the sample images uses the constant parameters c4
(and a further parameter λ) only. It does not sample the probability distribution associated with
the other phase field terms. Thus, the images are not exactly samples of the probability distribution
P (f ∩u|K), only approximate samples. Another way to view this is that these images do not fit the
image model of EPFS precisely, but they are close enough.
For the newspaper images, there is no a priori known phase field to compare the segmentation
results to. However, the images themselves are very simple. A slight adjustment in the problem
setup is required for these images because, as stated, EPFS models interior regions as having higher
intensity (whiter colors as we display them) and the regions of interest (the text) in the newspaper
images are low intensity (black colors). To account for this, we make c4 < 0, which effectively
negates the underlying image f . Similar convergence behavior, compared with the two generated
images, is achieved for all algorithms, except that the run-times are longer due to the increase in
the size of the target images. The final segmentations for the newspaper images, computed using
the Levenberg-Marquardt method, are given in Figs. 3.7c and 3.7d. The results from segmenting
the noisy newspaper image demonstrate a premature termination issue we encountered repeatedly
with the two steepest descent methods (and occasionally with the Levenberg-Marquardt method).
The results from the steepest descent methods are very close, both visually and in energy value,
but not quite the same. The norm of the gradient for steepest descent methods (whose evolutions
are plotted in the red and blue curves in Fig. 3.9a) did not quite reach the convergence threshold
of ε = 10−6 before a breakdown in the line search caused the algorithm to terminate. Despite this,
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Figure 3.6: Final computed phase fields for images in Fig. 3.3.
the solutions are very close, with the only notable difference in the final phase fields visible in the
‘o’ in the bottom right corner of the image, shown in Fig. 3.8, where Fig. 3.8a is the result from the
Levenberg-Marquardt method and Fig. 3.8b is the result from the steepest descent method.
Fig. 3.9 shows the convergence of EPFS and the norm of the gradient for all three descent
algorithms applied to the noisy newspaper image. In each plot, the black line is the result of the
Levenberg-Marquardt iteration and the red and blue lines are the results of the steepest descent
iterations using the true and identity approximated mass matrices, respectively. The two steepest
descent methods have similar values throughout the algorithm execution, differing significantly only
near the end of the iteration, where they degenerate into the oscillatory convergence pattern that
plagues steepest descent methods. In the last few iterations, the the Levenberg-Marquardt method
requires no shift, since the Hessian is already positive definite, so Newton’s method takes over and
rapid convergence is achieved.
The free parameters were chosen by hand, using intuition about the roles of the respective energy
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Figure 3.7: Final segmentations for images in Fig. 3.3. Solid green lines are zero-level set of
computed phase fields in Fig. 3.6. Where applicable, dashed yellow lines are zero-level sets of
predetermined phase fields in Fig. 3.4.
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Figure 3.8: Final phase fields for noisy newspaper image computed by (a) Levenberg-Marquardt
algorithm and (b) steepest descent algorithm with true mass matrix. Notable difference is in
‘o’ in lower right corner.
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Figure 3.9: Convergence of (a) gradient norm and (b) EPFS for noisy newspaper image. Black
curve is result from Levenberg-Marquardt (LM) algorithm. Blue and red curves are results from
steepest descent methods, using true mass matrix (SD-M) and identity approximation to mass
matrix (SD-I), respectively.
terms. For the generated images, the value of c4 is fixed to the value used to sample the image. For
other images, values around one seem to be appropriate. Intuitively, increasing the value c1 and c2,
the constants associated with the Dirichlet and surface area energies, increases the penalty on the
interface between regions, and increasing c3, the constant associated with the region volume energy,
increases the penalty on the size of the region. The value of the free parameters matters less (with
respect to the final solution) than the ratios of those values. Thus, without loss of generality, we
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fix c1 = 1 and scale the other parameters accordingly. Additionally, due to the difference in scale
between region volume and surface area, the energy is much more sensitive to the value of c3 than
the others. So our procedure is to start with a small value of c3, usually zero, and adjust c2 > 0 until
a region starts to form. Typically, these regions contain many spurious flanges and frequently they
respond over-eagerly to noise in the underlying image. c2 is increased until relatively smooth regions
are achieved. Then, c3 is gradually increased until a reasonable segmentation is achieved. Once c3
goes beyond a certain limit, region formation is too expensive and the entire image is classified as
exterior. At this point, c3 is decreased until the segmentations appear again. It is usually clear how
the parameters must be adjusted because initial choices frequently converge quickly to all exterior or
all interior region classifications in the presence of unbalanced parameters. A more robust method
for choosing parameters either involves more knowledge about the specific images being segmented
or requires a sufficiently large set of images that machine learning techniques can be applied. The
former technique involves analysis similar to that shown in [136], where, based on the pixel resolution
of the image and knowledge of the segmentation target (e.g., road networks), the optimal interface
width can be determined approximately. This width can be used to determine approximate values
of the free parameters, though refinement is still necessary. More precisely, stability analysis can be
performed for idealized model images [47, 127] and the results can be used to inform the parameter
selection. Due to the simple and very general nature of the image model, as well as the fact that
this pure segmentation problem is not our focus, we chose to forgo this analysis at this point.
3.5.2 Joint Segmentation-Tomography
Now that the viability of our proposed technique for the simple phase field segmentation problem
has been established, we examine the capabilities of the minimization algorithms on the proposed
joint segmentation-tomography energy functional, EJST. We apply the variational methods to two
example images generated using a known phase field and one 2D approximation of a coronal mass
ejection. In particular, we are interested in the behavior of the model as the number of tomo-
graphic projection angles (or observation locations) decreases. Specifically, the extreme cases with
as few as two or three observation angles are important, as these are the feasible configurations for
tomographically imaging a CME using the current generation of coronagraphs.
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Figure 3.10: Test images for joint segmentation-tomography problem. (a) ‘Kidney’ and (b)
‘annulus’ images sampled from approximate model distribution. (c) 2D slice of 3D coronal mass
ejection simulation. (Image source: [57])
Problem Setup
To compute the two generated sample images, we again use the same kidney and annulus shapes
that were used in the previous section. Given a desired phase field, in this case 32 pixels× 32 pixels
versions of the phase fields shown in Fig. 3.4, as well as predetermined values for c4, λ+, and λ−,
a sample image is generated by creating pointwise samples of the Gaussian probability distribution
associated with the energy ESEG + EREG [94]. Thus, the images in Figs. 3.10a and 3.10b are
approximate samples of P (f ∩ u|Y ∩K), but not exact samples because the images do not sample
the terms associated with the tomographic measurements or the phase field. The former are ignored
because the measurements are determined from the generated image and the latter terms are ignored
because they are non-Gaussian and thus difficult to sample. For the two generated problems, we
used the following parameters: c4 = 1, λ+ = 1, λ− = 6. By choosing λ− > λ+, we ensure that
the desired exterior region is smoother than the desired interior region. The other free parameters
are problem dependent, and their determination will be discussed later. The CME sample image,
Fig. 3.10c, was generously provided to us by the authors of [57]. According to [57], this image is a
2D slice from a 3D simulation of an October 28, 1998 coronal mass ejection, described in further
detail in [107]. This is image is the closest 2D approximation to a CME that we could acquire and
has been rescaled to a more computationally tractable image size and padded to make it square.
For both the density image and the phase field, we use the same triangulated mesh scheme as
the previous section. For an N pixel ×M pixel reconstruction, there are N mesh nodes in the x
direction and M mesh nodes in the y direction that are triangulated with the logical triangulation
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Figure 3.11: Computational mesh (dashed blue lines) for joint segmentation-tomography,
along with associated mesh used in computation of tomographic projection matrix (magenta
grid).
(dashed blue mesh in Fig. 3.11). We use piecewise linear basis functions on that mesh for f and u.
However, for the purposes of computing H, we assume that f is piecewise constant. This is due to
limitations in the operator computation code developed in Ch. 4. While the algorithm presented in
Ch. 4 is theoretically capable of using higher-order bases, this has not yet been implemented. The
current implementation is cell-centric, rather than node-centric, so H is computed on a Cartesian
grid whose cell centers are the nodes of the triangulated mesh, as indicated by the magenta grid in
Fig. 3.11. We found that this approximation did not limit our results.
Synthetic projection data are generated by applying a projection matrix generated using a 7-
point Gaussian quadrature rule on the simulated detector pixels (c.f., Sec. 4.2.3) to each of the
sample images. In the reconstruction algorithm, a different projection matrix, generated using
the midpoint rule on the simulated detector pixels, is used to avoid so-called inverse crimes in
the reconstruction phase. Independent and identically distributed N(0, σ2) noise is added to the
synthetic measurements. We typically choose σ = 1.
In the future, an automated technique would be desirable for selecting the regularization and
free parameters used in the reconstructions. For example, given enough sample CMEs that have
sufficient observed data for a reconstruction, statistical analysis of the measured data and machine
learning algorithms could be employed to determine ideal choices of σ, λ+, and λ− for that data
set. For now, we employ the free parameter values that were used in generating the data for the
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Figure 3.12: Segmentations of kidney problem for various optimization methods. Solid green
lines are computed segmentations for (a) and (d) Levenberg-Marquardt (LM) method, (b)
and (e) steepest descent with true mass matrix (SD-M), and (c) and (f) steepest descent with
identity approximation to mass matrix (SD-I), plotted over (a), (b), and (c) true image, (d)
joint reconstruction from LM method, (e) joint reconstruction from SD-M method, and (f)
joint reconstruction from SD-I method.
examples where it is applicable, and we make educated guesses for the CME image. Because the
values of the parameters do not matter, only their ratio, we again fix c1 = 1. This essentially
leaves c2 and c3 to be chosen freely. Again, a more sophisticated selection method, either based
on the stability analysis approach of [47, 127] or based on L-curve analysis [76] or generalized cross
validation [65] would be ideal. For now, the parameters are selected using the same procedure as
for the segmentation problem.
For all three examples, the phase field is initialized to u = c3/c2, the neutral initialization.
The initial density is f = 0. These initial conditions impart no prior knowledge about the specific
solution.
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Results
Consider the 32 pixel × 32 pixel kidney image in Fig. 3.10a. Using 32 equally spaced observation
angles with 32 projections per angle, joint segmentation-tomographic reconstructions are given in
Fig. 3.12 for the Levenberg-Marquardt (LM), steepest descent with full mass matrix (SD-M), and
steepest descent with identity-approximated mass matrix (SD-I) methods. Using c1 = 1, c2 = 110,
and c3 = 17, the resulting run time statistics are given in Tbl. 3.2. The most obvious result from
this experiment is that the steepest descent methods were unable to converge due to a breakdown in
the line search procedure (similar to that in the previous section). The gradient norms reduced only
to approximately 10−4 before the line search procedure failed and the iteration terminated, despite
significantly more iterations and more than twice the run time. The top row of Fig. 3.12 shows the
final computed segmentations with the zero-level set of the computed phase field, indicated by the
solid green line, plotted over the true image from Fig. 3.10a, for the LM (Fig. 3.12a), the SD-M
(Fig. 3.12b), and the SD-I (Fig. 3.12c) algorithms. The dashed yellow line is the true segmentation
defined by the zero-level set of the phase field used as input to the image generation procedure.
The bottom row shows the same segmentations plotted over the joint segmentation-tomographic
reconstructions of the image for the LM (Fig. 3.12d), the SD-M (Fig. 3.12e), and the SD-I (Fig. 3.12f)
algorithms.
It is readily apparent that the steepest descent methods did a poor job of capturing the segmen-
tation in a timely manner. Additionally, when they do converge, they frequently find different local
minima (this problem is rife with them), that are usually higher in energy value and visually poorer
reconstructions and segmentations. In fact, the Levenberg-Marquardt method does not always find
the global minimum, either. We know this because the descent algorithms can be initialized with
f equal to the true image and u equal to the approximate phase field used to generate the target
image. In that case, rapid convergence occurs (usually in three or four iterations) and the energy
is lower than that of the Levenberg-Marquardt solution. The Levenberg-Marquardt segmentation
is not perfect. Due to the random nature of the image, the local fluctuations in density lead to
gradients that the segmentation procedure spuriously treats as interface. This occurs, for example,
in the bottom right portion of the kidney shape that is cut off by the green contour in Fig. 3.12d.
Due to excessive execution time and the general unreliability of the steepest descent methods for
finding useful local minima, we restrict our experiments to the Levenberg-Marquardt method from
here onward.
Next, consider the annulus example in Fig. 3.10b. Using this problem, we examine the impact
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Experiment Size c1 c2 c3 Iter. Run Time EPFS(u∗)
Kidney
LM
32× 32 1.0 110.0 17.0
146 55.1s -31636.2118
SD-M 5630 123.8s -23919.560
SD-I 5789 130.2s -23919.560
Table 3.2: Trial configuration and run time statistics for joint segmentation-tomography of
kidney image (Fig. 3.10a). Data provided for trials with Levenberg-Marquardt (LM), steepest
descent with true mass matrix (SD-M), and steepest descent with identity approximation to
mass matrix (SD-I) methods for 32 equally spaced observation angles and 32 projections per
angle. Resulting reconstructions are in Fig. 3.12.
Observation Angles c1 c2 c3 Iter. Run Time
32 1.0 140.0 21.9 247 82.0s
4 1.0 225.0 33.0 67 10.5s
2 1.0 225.0 30.0 25 3.14s
Table 3.3: Trial configuration and run time statistics for joint segmentation-tomography of
annulus image (Fig. 3.10b), computed using Levenberg-Marquardt method. Resulting segmen-
tations and reconstructions are in Fig. 3.13.
of reducing the number of observation angles on the viability of EJST. Fig. 3.13 shows the results
of this experiment. The images in the top row of Fig. 3.13 are the results using the full spectrum
of 32 equally spaced observation angles, the middle row contains the results for four equally spaced
angles, and the bottom row contains the results for two equally spaced angles. The first column is the
segmented reconstruction using the Levenberg-Marquardt algorithm. These images are plotted using
the same color scale as Fig. 3.10b. The second column is the computed phase field, and the third
column shows the computed segmentation (solid green line) and approximate ‘true’ segmentation
(dashed yellow line) plotted over the computed reconstruction. Tbl. 3.4 shows the free parameters
and the run time statistics for each of the trials.
As one might expect, the reconstruction with the most observation angles is the most successful,
which is sensible because it has the most information to work with. Again, gradients due to the
random nature of the image make an exact segmentation that matches the input segmentation
difficult. As expected, reducing the number of projections to four and two severely affects the
reconstruction (and segmentation quality). In the four-angle case, there is a gap in the segmentation
due simply to the lack of available measured data. The low intensity of the true image in that region
combined with too few measurements makes that gap difficult to close. It can be closed by relaxing
(lowering) the c3 parameter, but at the expense of additional spurious flanges, like those seen in the
bottom left corner. With two angles, a very limited data case, due to the position of the simulated
detectors (one along the vertical direction and one along the horizontal direction), the gap is not
an issue. There is simply not enough measured data to predict sufficiently low intensity for the gap
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Figure 3.13: Reconstructions resulting from minimizing EJST for annulus image. (a) Recon-
struction, (b) final phase field, and (c) segmentation plotted over final reconstruction for 32
equally spaced observation angles with 32 projections per angle. (d), (e), and (f) same as first
row, but for four equally spaced observation angles with 32 projections per angle. (g), (h),
and (i) same as first row, but for two equally spaced observation angles with 32 projections per
angle. Solid green lines are segmentations defined by computed phase field and dashed yellow
lines are segmentations defined by input phase field.
to form. However, in this extremely reduced data case, the flange problem is worse. We repeatedly
encountered formation of these flanges in experiments with small numbers of projections. The flanges
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are almost always co-aligned with the projection directions, and they typically appear in locations
where high densities are concentrated somewhere in the projection path. The tendency of the back-
projection procedure is to smear the high density along the observation directions. When there are
no further measurements to increase the cost of such solutions, there is a strong tendency for the
phase field procedure to classify the long streaks in the observation direction as interior region. This
is seen in the vertical flanges and flanges oriented at about 45◦ in Fig. 3.13e and exaggerated in the
vertical and horizontal flanges in Fig. 3.13h. This phenomenon suggests that EJST is not, on its
own, ideal for limited measurement tomography problems and that further information or additional
energies, perhaps involving interaction between H and u, is required to suppress this behavior.
Fig. 3.14 shows plots of the evolution of the six individual energies that, when combined, make
up EJST, for each of the observer configurations tested in this example. Regardless of the observer
configuration, we see that there are three distinct phases in the evolution from neutral starting
conditions. In the first phase, which typically lasts a few iterations, there is almost no change in
the phase field terms, but the tomography energy decreases significantly. This is because the initial
density is zero everywhere and there is nothing for the phase field to react to. As the density evolves
and begins to match the measured data more, the phase field begins to react. In the second phase,
the region area term shows the most significant evolution. In this phase, the phase field begins to
take its initial shape and first evolves towards interior or exterior classification. In the final phase,
the region volume term drives the evolution. In this phase, spurious regions begin to disappear and
large regions reduce to their ideal size. The other energies evolve slightly, but their effect, while
important, is not as immediately apparent as the effect of the three dominant energies. In the final
two phases, the tomography energy evolves slightly. The density smooths or roughens, as the region
classifications evolve. The energy evolution shown in Fig. 3.14 is quite typical, from our experience.
Despite the above issues, even for the cases with severely limited measured data, we found that
our proposed joint segmentation-tomography procedure is significantly more effective than Tikhonov
regularized tomography alone. Fig. 3.15 shows results from the annulus experiment as above, com-
paring the joint segmentation-tomography reconstruction to Tikhonov regularized reconstructions.
Like Fig. 3.13, the top row of Fig. 3.15 shows the results using 32 equally spaced observation
angles, the middle row shows the results for four equally spaced observation angles, and the bot-
tom row shows the results for two equally spaced observation angles. The left column is the joint
segmentation-tomography reconstruction and the middle and right columns are Tikhonov regular-
ized tomographic reconstructions of the same data using λ− and λ+ as the regularization parameters,
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Figure 3.14: Evolution of individual energies for the annulus experiment with (a) 32 equally
spaced observation angles, (b) four equally spaced observation angles, and (c) two equally
spaced observation angles. Most energies have value near 0, so they are frequently hidden
behind value for ETOM.
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Figure 3.15: Comparison of joint-segmentation tomography reconstruction with Tikhonov
regularized reconstructions for annulus image. (a) Joint segmentation-tomography reconstruc-
tion, (b) Tikhonov regularized reconstruction with λ = λ−, and (c) Tikhonov regularized
reconstruction with λ = λ+ for 32 equally spaced observation angles and 32 projections per an-
gle. (d), (e), and (f) same as first row, but for four equally spaced observation angles. (g), (h),
and (i) same as first row, but for two equally spaced observation angles.
respectively. The reconstructions in the middle column are smoother than those in the right column
because λ− > λ+. Fig. 3.15b shows a globally smooth reconstruction that is clearly overly smooth in
the annulus region because λ− is the incorrect regularization parameter for that region. The back-
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Observation Angles c1 c2 c3 c4 λ+ λ− σ Iter. Run Time
32 1.0 200.0 10.0 5.0 50.0 300.0 1.0 27 10.2s
4 1.0 150.0 10.0 5.0 50.0 300.0 1.0 27 4.0s
2 1.0 150.0 20.0 5.0 50.0 300.0 1.0 79 11.2s
Table 3.4: Trial configuration and run time statistics for joint segmentation-tomography of
CME image (Fig. 3.10c), computed using Levenberg-Marquardt method. Resulting segmenta-
tions and reconstructions are shown in Fig. 3.13.
ground area in Fig. 3.15c is likewise too rough. More interestingly, in the four-projection case, the
ring shape is much easier to distinguish from the background in the segmentation-tomography image
than it is in the regularized tomography images. Despite the gap and flanges, it is a better recon-
struction within the segmented region. For the two-angle case, the joint segmentation-tomography
method at least computes something that looks remotely (or topologically) like the annulus shape.
The annulus in the Tikhonov regularized solutions are essentially unidentifiable.
The last item of note from this experiment is the run time results shows in Tbl. 3.4. As the
number of projections decreases, the run time decreases significantly. This is partially due to the
assembly and sparsity pattern of the approximate Hessian matrix A. More specifically, it is a result
of the increased sparsity of HTH as the number of projections decreases. The blocks of A, other
than those due to 〈DF (ff)JST (u¯)[wf ], vf 〉, i.e., the block affected by the tomography term, do not change
in sparsity pattern as long as the mesh remains fixed. The density of nonzeros of H stays rather
constant as the number of measurements increase. For example, for a 32 pixel×32 pixel image with
32 equally spaced observation angles and 32 projections per angle, H consists of approximately
3.74% nonzero entries, while an H that corresponds to the same image with only two observation
angles and 32 projections per angle consists of approximately 3.27% nonzeros. However, the sparsity
of HTH is much more poorly behaved. The same example results in a Hessian block that is
approximately 82.0% nonzeros for 32 observation angles and only approximately 6.74% nonzeros for
two observation angles. We mitigate this cost somewhat by computing HTH once and reusing the
result, which reduces the cost of the finite element assembly phase. However, the bulk of the cost
due to computational inefficiencies in the solve phase could be further mitigated by never forming
HTH explicitly.
Finally, we attempt joint segmentation-tomography of the CME image in Fig. 3.10c using our
proposed methods. This experiment is essentially the same as the annulus experiment, except
that we focus on the reconstruction of the CME image from two and three points of view. These
configurations are shown in Fig. 3.16. Other than the input image and observer configuration, the
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(a) (b)
Figure 3.16: Observer configuration for CME experiment with (a) three observers and (b) two
observers.
biggest difference between this experiment and the kidney and annulus experiments is that we have
no prior information about the tunable parameters. Whereas in the earlier experiments we used the
same parameters in the reconstruction that we used to generate the image, here, reasonable values
must be determined. The CME problem turned out to be significantly more difficult than originally
anticipated, given the relatively good quality results that came easily from the other images.
This experiment is not intended to be a final study of CME-like images, rather we intend to verify
feasibility of our method for such problems. So, for example, because we do not yet have a reliable
method for determining regularization parameters, we used some techniques that are available only
given perfect knowledge of the true image to determine free parameters. As before, we fix c1 = 1. To
determine a reasonable value for c4, we apply the segmentation procedure of Sec. 3.5.1 to the image.
Using hand tuning, we found that c4 = 5 resulted in reasonable segmentations of the image, so we
use that value in the reconstruction phase. To determine λ+ and λ−, we examined what we consider
visually to be the interior and exterior regions in Tikhonov regularized tomographic reconstructions
of the image for various regularization parameters. We found that λ+ = 50 and λ− = 300 appear to
match visually the smoothness of the true image in the appropriate regions of the reconstructions.
We fix σ = 1.0 for additive measurement noise. The phase field parameters c2 and c3 are left to be
determined by the usual procedure.
Fig. 3.17 contains the results of the CME joint segmentation-tomography experiment. The
top row contains the segmentations and reconstructions using 32 equally spaced observation angles
and 32 projections measurements per angle. The middle row contains results from three equally
spaced observation angles configured as in Fig. 3.16a, and the bottom row has results from two
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Figure 3.17: Reconstructions resulting from minimizing EJST for CME image. (a) Reconstruc-
tion, (b) final phase field, and (c) segmentation plotted over final reconstruction for 32 equally
spaced observation angles with 32 projections per angle. (d), (e), and (f) same as first row,
but for three equally spaced observation angles with 32 projections per angle. (g), (h), and (i)
same as first row, but for two equally spaced observation angles with 32 projections per angle.
Solid green lines are segmentations defined by computed phase field.
equally spaced observation angles configured as in Fig. 3.16b. The left column of Fig. 3.17 shows
reconstructions from the joint segmentation-tomography procedure. The middle column shows the
computed phase fields, and the right column has the reconstruction with the segmentations plotted
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Figure 3.18: Comparison of joint-segmentation tomography reconstruction with Tikhonov reg-
ularized reconstructions for CME image. (a) Joint segmentation-tomography reconstruction, (b)
Tikhonov regularized reconstruction with λ = λ−, and (c) Tikhonov regularized reconstruction
with λ = λ+ for 32 equally spaced observation angles and 32 projections per angle. (d), (e),
and (f) same as first row, but for three equally spaced observation angles. (g), (h), and (i)
same as first row, but for two equally spaced observation angles.
over the image. The solid green line indicates the zero-level set of the computed phase field from the
middle column. Tbl. 3.4 shows the final free parameters and run time statistics for this experiment.
Clearly, the results of the joint segmentation-tomography procedure are not as good as those
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from the previous experiments, but significant work remains to develop a better method for deter-
mining reasonable free parameters. We were able to capture, in all three observer configurations, an
indication that there is indeed a cavity within the CME. Previous, non-phase-field based methods
were unable to do this. Unfortunately, this came at the cost of additional, spurious region formation
outside of the CME region (again, in all three observer configurations). We suspect that this is due
to the relative lack of contrast in the CME image. In the kidney and annulus images, there is quite a
bit more contrast between the desired interior and exterior regions. Due in part to the additive noise
in the measurement process, small fluctuations in density in the low density exterior regions of the
reconstruction are erroneously classified as interior. Normally, increasing c2 and c3 would cause these
spurious regions to disappear, but unfortunately increasing these penalties causes adverse effects in
the rest of the reconstruction. Most obviously, the cavity region shrinks or disappears.
Despite these issues, the joint segmentation-tomography reconstruction is generally superior to
the unsegmented reconstructions, as shown in Fig. 3.18. The top row of Fig. 3.18 has the re-
constructions from 32 observation angles with 32 projections per angle, the middle row has the
reconstructions from three observation angles with 32 projections per angle, and the bottom row
has the reconstructions from two observation angles with 32 projections per angle. The left col-
umn is the joint segmentation-tomography reconstruction and the middle and right columns are the
Tikhonov regularized reconstructions using λ− and λ+ as the regularization parameter, respectively.
We see that, even for the limited angle reconstructions, the joint segmentation-tomographic recon-
structions have definition in the CME region that is not present in either of the Tikhonov regularized
reconstructions.
3.6 Discussion
The results from the approximated CME reconstructions are encouraging about the viability of
this method for 3D reconstruction of CMEs from observed data. Given the results of the other
experiments, we conclude that the proposed method is workable, with the caveat that significant
improvement in the parameter selection methods is required. We are also quite confident that this
procedure, perhaps with a few problem dependent modifications, is sufficiently flexible to be applied
to other tomographic imaging regimes.
There are a several directions for research that could significantly improve the results of the
CME reconstruction. First, as discussed before, it may be worthwhile to couple the observation
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matrix to the phase field. Such a coupling could penalize the directional bias in the segmentations
for problems with limited measured data. We found that more observing angles is, of course, better.
Unfortunately, practicality says that three observers are the most we will get, for the CME problem
at least. However, results may be improved by incorporating other sources of information into
the problem. A readily available improvement may come from moving away from purely neutral
initializations to the phase field. While the neutral initialization does not bias the solution, some
bias may be warranted, if points within the domain can be predetermined to be interior or exterior.
Triangulation or polarimetry may be used to predetermine such locations, which can either be
provided as part of the initial phase field, or enforced as constraints during the optimization process.
Other constraints on the shape of the region, such as long range correlations, could be informed
using available information about the structure of the magnetic field in the region of space local to
the target CME.
Another consideration is that the desired reconstructions are in 3D, not in 2D as presented in
this chapter. Fortunately, we have formulated EJST, and our methods for optimizing it, in a manner
that extends readily to 3D. For practical purposes, the current implementation is too cumbersome
to extend to 3D. Any practical implementation of the finite element-type solutions in 3D would
have to rely on external packages such as Dolfin9 or Trilinos10 for the assembly and solving of the
finite element linear systems. An advantage of such packages is that results could be extended to
use mesh refinement, if needed, and the linear systems could be solved in parallel as the dimension
of the problem increases. Moreover, both packages support higher-order bases and non-simplicial
discretizations, so element configurations that are more sophisticated than piecewise linear simplices
could be explored, if necessary.
Algorithmically, we are pleased that we achieved success with a method that descends in the
whole problem, rather than requiring separate descents in each subproblem. The variational frame-
work allowed us to solve the problem without making additional artificial decisions about control
parameters for the behavior of the optimization algorithm. Moreover, the speed and robustness of
the variational Levenberg-Marquardt method represents a significant improvement over the steepest
descent methods. More development of similar methods, such as a conjugate gradient procedure,
may lead to other usable algorithms, but at this juncture, we are pleased with these results. Addi-
tional algorithmic improvement may be achieved using preconditioners, which will be important for
problems with larger scale than those presented in this work. The most obvious choice, given the
9http://www.fenicsproject.org/
10http://trilinos.sandia.gov/
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block symmetric structure of the approximate Hessian matrix is a Schur complement preconditioner.
Multigrid preconditioners may also be applicable, at least in cases with limited measured data. With
more measured data, they are less useful due to the nonzero density of the approximate Hessian
matrix.
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Chapter 4
Scalable Computation of
Tomographic Projection Matrices
Solving tomography problems often requires explicit knowledge of the linear projection matrix that
approximates the tomographic measurement process. In this chapter, we propose a scalable algo-
rithm for computing these projection matrices using a novel procedure for ray tracing dense meshes
stored in a recursive mesh data structure. Additionally, to ensure scalability with mesh size, we
develop an algorithm for searching a surface mesh for the initial incidence of a ray using the same
data structure and ray tracing algorithm. Rough performance bounds for these methods are derived
and verified empirically.1
4.1 Tomographic Projection Operators
4.1.1 Mathematical Preliminaries
Fundamentally, the continuous tomography problem is a Fredholm integral equation of the first kind
g(s) =
∫
Ω
K(s, t)f(t)dt, (4.1)
where g ∈ G for G = {g : Γ→ R,Γ ⊆ Rm} is a known or measured function, f ∈ F for F =
{f : Ω→ R,Ω ⊆ Rn} is an unknown function, K : Γ×Ω→ R is a known integration kernel, Γ is the
measurement domain, and Ω is the reconstruction domain. In the tomography problem, we seek the
value of f (e.g., the electron density or temperature in the solar corona) from an observation g (e.g.,
polarized brightness images) that are related to f via the kernel K (e.g., Thomson scattering). In
tomography from projections, a measurement at a single point g(s) is the continuous line integral
through the medium f attenuated or weighted by the function K (Fig. 4.1a). In practice, we
discretize (4.1) to obtain a system of linear equations y = Hx, where y is a vector of measured
data, x is the unknown, and H is the tomographic projection matrix. We form this linear system
1The work in this chapter is joint work with Dr. William K. Cochran of Oak Ridge National Laboratory.
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using the Galerkin method.
Let
f(t) ≈ fn(t) =
n∑
i=1
xiφi(t), g(s) ≈ gm(s) =
n∑
j=1
yjψj(s),
where fn ∈ Fn, Fn ⊆ F , {φ1, . . . , φn} forms a basis for Fn and gm ∈ Gm, Gm ⊆ G, {ψ1, . . . , ψm}
forms an orthonormal basis for Gm. The Galerkin condition states that the residual
r(s) = g(s)−
∫
Ω
K(s, t)fn(t)dt
must be orthogonal to Gm, or 〈r, ψj〉 = 0 ∀j. As a consequence of the Galerkin condition,
∫
Γ
g(s)ψj(s)ds =
n∑
i=1
xi
∫
Γ
∫
Ω
K(s, t)ψj(s)φi(t)dtds.
Substituting gm for g in the left hand side, we get
∫
Γ
g(s)ψj(s)ds ≈
∫
Γ
gm(s)ψj(s)ds =
m∑
k=1
yk
∫
Γ
ψk(s)ψj(s)ds = yj
because {ψ1, . . . , ψm} form an orthonormal basis. The measured data value yj is thus the continuous
volume integral, or a projected volume through the medium, as shown in Fig. 4.1b. Each yj is an
element of the data vector y.
Let y = H˜x, where the entries of the matrix H˜ are given by
h˜ij =
∫
Γ
∫
Ω
K(s, t)ψj(s)φi(t)dtds, (4.2)
and the entries of the vector x are given by xi. If φi and ψj are piecewise constant functions (a
common assumption in tomography from projections), then h˜ij is the continuous integral of K over
the volume of intersection of φi and ψj , for example, the area outlined in red in Fig. 4.1c. For other
basis functions, h˜ij is still an integral over the volume of intersection, but it is a bit more complex.
Future development of the work in this chapter has the potential to allow use of basis functions
other than piecewise constants, but we will not address those bases directly.
In practice, h˜ij must be approximated using numerical quadrature. As such, let hij be the
approximation of h˜ij by some quadrature rule. This is a nontrivial task because the intersection
volumes are frequently highly irregular. For example, in Fig. 4.1c, the highlighted red boundary is
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the volume of intersection of the domains of the two basis functions. This region, the result of a
Cartesian discretization of Ω with a parallel beam scanning geometry, which is among the simplest of
discretization schemes, is quite irregular. One can imagine the pathological volumes that can occur
with 3D problems, exotic mesh structures, and complex scanning geometries. Thus, the multiple
integral in (4.2) is computed using quadrature over each integral separately. A sequence of line
integrals through Ω is computed to generate data for the set of quadrature points required for the
quadrature rule over Γ, as shown in Fig. 4.1d. Details of the numerical quadrature are discussed in
Sec. 4.2.3. As part of computing the line integral, a ray tracing procedure is required to compute the
integration bounds for a quadrature rule. Ray tracing is an appropriate (and convenient) technique
for this problem, in part because the ray tracing operation mimics the projective nature of the
measured data. Once computed, the hij are the coefficients of H, the discrete approximation to the
projection matrix H˜.
4.1.2 Projection Operators in Practice
For some tomography problems,H or H˜ is not explicitly required. For example, when the projection-
slice theorem [17] (which relates the Fourier transform of projection data to the Fourier transform of
the medium) holds, then projection-operator-free algorithms that make use of the Fourier transform,
such as filtered backprojection [18, 120], can be used. Implementations of such algorithms are highly
dependent on the discretization of Ω and the scanning geometry (e.g., parallel beam scanning, fan
beam scanning, or helical scanning). Fast, specialized versions of Fourier-based methods are available
for many of these regimes, but such methods are not always applicable when the discretization Ω (or
mesh) has non-Cartesian structure, e.g., polar or spherical grids, if the mesh is simplicial, or if the
mesh is constructed from a natural pixel (2D) [23, 79] or natural voxel (3D) basis. The projection-
slice theorem does not always hold, for example when there are holes or optically solid objects in the
reconstruction domain. A special case of this is known as the exterior tomography problem [120],
where the hole is at the center of the domain. Methods that do not require the projection opera-
tor explicitly, based on the exterior Radon transform may be applied, but these techniques do not
generalize to more complex situations. For other limited data problems, such as limited angle prob-
lems, where projections are not measured around the entire object, or truncated problems, where
measurements are limited to a subset of Ω, there are backprojection methods [120], but for many
of these problems so called algebraic reconstruction techniques can be more appropriate. Algebraic
reconstruction techniques, such as Landweber’s, Cimmino’s, or Kaczmarz’s methods [69, 71, 76, 80]
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(c) (d)
Figure 4.1: Progression from (a) continuous integral equation with line integral g(s) through
medium f(t) indicated by green arrow to (b) discretized form of observation and (c) projection
operator to (d) line integral quadrature method used to approximate continuous projection
operator in (c).
explicitly require the projection matrix. Other methods, such as Krylov subspace methods, e.g., the
conjugate gradient method, minimum variance estimators, and dynamic estimation methods, e.g.,
the Kalman filter [98] and its variants, also require the projection operator explicitly.
While some methods, like those that apply the natural pixel basis [23] utilize the observation
geometry of the problem to discretize Ω, other discretization strategies attempt to utilize the physical
structure of the unknown object to influence the discretization. In content-adaptive mesh modeling
(CAMM) [160] an image is discretized by a mesh whose nodes are “automatically placed so that their
spatial density varies in relation to the degree of local image detail,” [20], i.e., the underlying image
guides the discretization of Ω. This idea is similar to the way a fully adaptive phase field model
discretizes Ω nonuniformly to capture gradient transitions in the image. In [20], CAMM is applied
jointly with the tomography problem. A CAMM is generated for a stand-in “reference image” that
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is used to bootstrap the algorithm. The CAMM is a triangulated mesh over Ω, and the authors
apply maximum likelihood (ML) and maximum a priori (MAP) estimation procedures to compute
the reconstruction, both of which require an approximation to the projection matrix for the CAMM
explicitly.
In dynamic solar tomography using the Kalman filter (Alg. 1.1) or ensemble Kalman filter
(Alg. 1.2), the solution is governed by both the tomography part of the problem, i.e., the measure-
ment update step, as well as a separate model evolution. In practice, a fully featured dynamic solar
tomography solver would have its forward evolution governed by a magnetohydrodynamics (MHD)
simulation, e.g., the Block Adaptive-Tree Solar-wind Roe-type Upwind Scheme (BATSRUS) [37, 130]
model. Figure 3 of [37] shows a 2D slice of one such 3D adaptive grid from a BATSRUS simulation.
Since the tomography (or measurement update) step is the more flexible of the two steps, at least
with respect to mesh structure, and because the grid transfer problem is nontrivial, we prefer the
tomography portion of the problem to operate on the MHD simulator’s grid, and not vice versa.
This necessitates a fast way of computing discrete projection operators in an online manner.
Additionally, consider the joint tomography-segmentation problem presented in Ch. 3. We have
chosen a variational approach that uses a simplicial mesh to represent the phase field function.
Discretizing the tomography term (or image term) on the same mesh requires the tomography
operator to be computed on an unstructured grid. In the future, we intend to allow mesh refinement
in the phase field, which will require recomputation of the projection operator after each refinement
step.
4.2 Computing Projection Operators
Despite the frequent use of projection operators, methods for computing such operators are rarely
discussed. The practicalities of computing projection operators are usually left as an exercise to
the implementer of a given algorithm. Practically, methods for computing approximate projec-
tion operators became important with the development of the Algebraic Reconstruction Technique
(ART) [71]. Before we discuss the early techniques for approximating projection operators, let us
define some terminology to prevent confusion with the terms used in this chapter. Early litera-
ture [69, 70, 71, 80, 81] refers to the portion of Ω that contributes to a particular sensor pixel’s
measurement as a ray and the actual measurement as a ray sum. We refer to the former as a beam
path and the latter as a measurement or observation to avoid confusion with our use of the word
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‘ray’ in the context of ray tracing. In many modalities, the beam path is the region between the
radiation source and the sensor pixel. In solar tomography, the beam path is the cone of space that
is observable by a single sensor pixel.
Given the domain Ω and a pixelated (Cartesian) discretization, one beam path and one image
pixel define one entry in the projection matrix, as in Fig. 4.1c. One technique for determining the
value of hij , called weighted ray (beam path) sum, is to compute the area of intersection exactly [81]
but to use carefully chosen beam path widths, beam path orientations, and pixel sizes to make the
computation feasible. A common approximation to this method, known as unweighted ray sum, is to
assign hij the value 1 if the center of pixel φi lies inside beam path ψj and 0 otherwise. Weighted ray
sums are more expensive to compute, but more accurate, while unweighted ray sums are simple and
fast to compute but yield a poor approximation. In essence, this chapter is concerned with another
approach to approximating the weighted ray sum method, except that we seek a method that works
for more general problems than Radon-type kernels [119] on Cartesian domains. A fast method for
approximating the area computation for a Cartesian grid is developed in [19], where line integrals
are used to approximate the area of the beam path, and knowledge of the geometric relationship
between the line integrals and neighboring beam paths is used to accelerate the process.
Another method, which moves away from the standard pixel image representation of Ω, is based
on the idea of natural pixels [23]. Natural pixels are determined by intersections of beam paths.
While the method of natural pixels, as presented in [23], does not physically construct a grid based
on these intersections, such a meshing is possible (c.f., Fig. 2 of [79]), but can be unwieldy. Instead,
for the natural pixel basis, the beam paths themselves are the basis functions for the reconstruction
and hij is the area of intersection between beam paths ψi and ψj . For example, hii is the area
of ψi. When the observing geometry is known in advance, these values can be precomputed. The
actual areas of these intersections are not difficult to compute (except near the image boundary),
and many are in fact identical. A key difference in a natural pixel method is that the entries of the
solution vector xˆ are not samples of the reconstructed image, rather they are coefficients for the
basis functions, so further computation is necessary to sample the reconstructed image.
A final and perhaps most commonly used category of methods for determining projection oper-
ators is known as beam sampling. As its name implies, the beam path itself is sampled to create an
approximation to the weighted ray sum. One straightforward beam sample is a line coincident to
the beam path. The weighted ray sum (intersection area) is approximated by the length of the line’s
intersection with the image pixels [82]. The intersection length method approximates the Radon
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operator. A similar technique for approximating the Radon operator is proposed in [72], where
rather than computing the exact length of a line through a pixel, the line is ‘digitized’ so that the
intersection end points are rounded to the nearest pixel corner. This method is, in a sense, a hybrid
of beam sampling with the method of unweighted ray sums. Early beam sampling work was focused
on methods for Cartesian grids, but similar techniques have been developed for polar grids and for
triangulated meshes in the context of CAMM based tomography [66, 67]. Earlier work on CAMM
based tomography computes the projection operator using a more expensive method inspired by
finite elements [20, 80], but the trend appears to be toward beam sampling methods. Extensions
of beam sampling methods for non-Radon-type kernels have been developed, e.g., for Thomson
scattering kernels [132] in solar coronal tomography. Single beam samples have been used for 3D
Cartesian [102], cylindrical [26], and spherical [29] domains in solar tomography. These methods
replace the length of the line–pixel intersection (i.e., the line integral of the Radon operator) with a
line integral of the Thomson scattering kernel.
Unfortunately, existing software for beam sampling tends to be rather inflexible, either in the
manner that Ω is discretized, the beam sampling pattern, or in the choice of integration kernel.
Additionally, most of these codes are not publicly available. To facilitate better integration of
dynamic models into the dynamic tomography problem, to enable development of phase-field-based
joint segmentation-tomography methods, and to allow investigation of the effects of mesh choice,
mesh adaptivity, and quadrature rule choice on solar tomography problems, we propose a generic
method for constructing beam-sampled approximate tomographic projection matrices, where the
beam sampling procedure is performed by ray tracing dense meshes. The remainder of this chapter
details this new method.
4.2.1 Proposed Algorithm
To guide the development of our algorithm, we propose a set of minimum requirements for an ideal
generalized algorithm for computing numerical approximations to projection operators:
1. The algorithm should work independent of mesh dimension. At a minimum, the algorithm
should be sufficiently general to operate on 2D and 3D meshes, as these are the typical dimen-
sions of tomography problems. A useful consequence of this property is that 3D problems can
be easily tested using similar 2D problems with essentially the same code.
2. The algorithm should work independent of the mesh structure. An ideal algorithm for comput-
ing projection matrices will work on any mesh, whether structured (e.g., Cartesian or spherical
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coordinates) or unstructured (e.g., simplicial). In particular, at a minimum it should work on
meshes whose elements are a mixture of triangles and quadrangles for 2D problems and tetra-
hedra, pentahedra (e.g., square pyramids and wedges or triangular prisms), and hexahedra for
3D domains. Ideally, the algorithm should work for more complicated polyhedra, for elements
with curved boundaries (e.g., for true spherical domains), and for higher-order bases on the
mesh elements.
3. The algorithm should scale well for large tomography problems. The algorithm should be scal-
able both in mesh size and in ray count. The algorithm should suffer minimal performance
degradation as the resolution of the mesh is increased. Additionally, because higher order
quadrature over the sensor domain increases the number of rays and allows for better approx-
imation of the underlying integration kernel, performance degradation from addition of more
rays should be minimal.
4. The algorithm should have a natural parallel extension. To accommodate increasingly large
problems that require larger meshes and matrices, as well as naturally parallel inversion algo-
rithms, and to assist in achieving the scalability specified by Req. 3, the algorithm should have
an efficient parallel implementation. Ideally, this should take advantage of the embarrassingly
parallel nature of the ray tracing problem.
5. The algorithm should easily allow for various integration kernels to be integrated on the same
mesh. Alternatively, the algorithm should not be bound to any one integration kernel or quadra-
ture rule. For some problems there are two different data sources, each with a different inte-
gration kernel, that can be used simultaneously to produce a more accurate or fully featured
reconstruction. The integrals over the different kernels may be best approximated using dif-
ferent quadrature rules. For example, in the joint estimation of coronal electron density and
temperature, a Thomson scattering kernel is used jointly with a Radon kernel, or in estima-
tion of the coronal electron density, both total brightness and polarized brightness images can
be used, but each is governed by a different Thomson scattering kernel. Other applications
with similar properties include luggage screening [162] and multimodal medical imaging [116].
Such problems should not require separate representations of the mesh, nor should separate
implementations of the operator construction algorithm be required for different kernels or
quadrature rules.
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We propose a novel algorithm for computing tomographic projection matrices based on ray
tracing techniques from the computer graphics community. Our algorithm will be implemented
using the generic programming paradigm [118] on a recursive mesh data structure [38] to satisfy
Reqs. 1–5. Fundamentally, this task centers on ray tracing of dense meshes or dense domains. In
computer graphics, dense domains are of little interest, save for some applications such as subsurface
scattering [75], which is used to render milky or marbled surfaces, for example. However, even
subsurface scattering does not require a fully dense mesh; instead, concentric surface meshes are
more typical. While the actual representation of a sparse scene rarely requires a dense mesh, methods
used for accelerating ray tracing based on uniform grid spatial subdivision algorithms [61, 64, 99]
effectively perform ray tracing on dense meshes, though the meshes in question are typically restricted
to axis-aligned Cartesian meshes, a regime that violates Req. 2, and where algorithms for computing
projection matrices are best understood.
4.2.2 Automesh for Ray Tracing
To help satisfy Reqs. 1–4, we store the tomography mesh in a recursive mesh data structure, called
Automesh [38]. The dense ray tracing algorithms are then implemented on top of Automesh. Au-
tomesh is implemented using the generic programming paradigm, where the programmer specifies a
general structure for a mesh, called a specification, and a generic (i.e., mesh independent) algorithm
on that mesh, and the compiler generates the sequence of complex interactions, subroutines, and
data structures required to execute the program. Algorithms on Automesh meshes are written in a
mesh neutral fashion. Together, these design principles satisfy Reqs. 1 and 2. Because Automesh
defines only an abstract mechanism for representing mesh objects, e.g., nodes and cells2, one can
construct almost any mesh in any dimension, including those with mixed type elements. For exam-
ple, it is trivial to construct both 2D and 3D Cartesian meshes seen in Fig. 4.2a3. Alternatively, one
can build polar or spherical meshes, each of which is constructed using all of the basic cell primitives
mentioned previously, e.g., a polar mesh has both triangles and quadrangles and a spherical mesh
has tetrahedra, pentahedra (both wedges and pyramids), and hexahedra, as seen in Fig. 4.2b. Facets
can even be categorized so that opaque regions of the domain can cause a ray to trace no further,
for instance in the annular domains seen in Fig. 4.2c, where the facets colored red are “hard” facets,
2We will always refer to an object of topological dimension 0 as a node, regardless of the physical dimension the
mesh it resides in. For a mesh embedded in N -D space, an object of dimension N is a cell (e.g., a pixel in 2D or a
voxel in 3D), an object of codimension 1 is a facet (e.g., an edge in 2D or a face in 3D), and an object of codimension
2 is a facet joint (e.g., a node in 2D or an edge in 3D).
3While there are shortcuts for accelerating construction of projection operators for Cartesian meshes that take
advantage of the inherent mesh structure, we store Cartesian meshes as unstructured meshes to preserve generality.
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(a)
(b)
(c)
Figure 4.2: Example meshes that are implemented for generating projection operators in
Automesh, including (a) Cartesian meshes in 2D and 3D, (b) spherical meshes in 2D and 3D,
and (c) annular meshes in 2D and 3D. In (c) red facets indicate “hard” facets through which
rays will not pass.
e.g., facets that bound interior holes or facets representing optically solid objects (e.g., the sun).
Such meshes are useful for exterior tomography problems.
In keeping with Req. 3, most mesh accesses in Automesh (e.g., given a cell, acquiring a list
of that cell’s adjacent cells, facets, or nodes) are constant time operations [38], a feature that our
algorithm will rely on heavily for scalability. Finally, Automesh was designed from the ground up
to be naturally parallel [38], and as such, algorithms implemented on it are also typically parallel,
which satisfies Req. 4. Included in the library of mesh independent algorithms already implemented
on Automesh is a suite of mesh partitioners, which are important for implementing the dense mesh
109
ray tracer in parallel.
To satisfy Req. 5, quadrature routines and integration kernels are bound to the ray object, so
that the tracing algorithm needs no explicit knowledge of the quadrature routine or the integration
kernel. The net effect is that the compiler generates distinct ray data types that are independent of
mesh type. Then, a generic ray tracing algorithm is optimally generated by the compiler for each
ray type. Thus the specified algorithm can function independent of kernel, quadrature routine, or
mesh type.
4.2.3 Dense Mesh Ray Tracing in Automesh
Before we explicitly state our ray tracing algorithm, it is necessary to establish a few more design
principles unrelated to our use of Automesh. First, we will represent all objects in a world coordinate
system, including the mesh itself, the observer geometry (e.g., satellite location and any optics), the
rays, and quadrature routines (which may require certain scaling parameters for optimal function).
A ray r will be implemented generically as a parametric line
r(t) = x0 + td, (4.3)
where x0 is the base point (usually the observer’s location in world coordinates) and d is the
direction in which the observer is facing4. The vectors x0 and d have the same dimension as the
world coordinate system. We assume that rays originate outside the mesh, an assumption that is
not restrictive for this particular problem. Facets are stored as implicit surfaces, in this case planes,
though this representation generalizes to other potential facet types, such as spherical sections.
Implicit surface representation is typical in ray tracing and allows for efficient computation of ray-
facet intersections (c.f., [7]). The bounding planes of a facet are represented by its neighboring facets
and associated with them via a facet joint (see Sec. 4.2.3 for more details). Finally, we assume that
the mesh has a convex surface, so that once a ray exits the mesh, it will not re-enter the mesh.
A high-level overview of our ray tracing procedure is given in Alg. 4.1. The first feature of note
in Alg. 4.1 is that there are two main steps for shooting a single ray r through the dense mesh5. The
first step is to find the initial incident facet f . If r intersects a dense mesh M , then f ∈ SM ⊂ M ,
where SM is the surface mesh of M . This initial search is a frequently repeated (and potentially
4This is true for parallel beam tomography, but for solar tomography the mathematical representation of the
telescope optics causes the ray paths to diverge from the nominal pointing direction of the spacecraft, the further the
pixel is from the center of the sensor.
5Tracing one ray corresponds to computing one row ofH if the integral over ψj is approximated with the midpoint
quadrature rule, otherwise it corresponds to computing one component of the quadrature rule over ψj .
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Algorithm 4.1 High-Level Serial Algorithm for Ray Tracing in Automesh
1: M ← BuildMesh( )
2: S ← BuildSurfaceSearchMesh(M)
3: r ← GenerateRay( )
4: function CastRaySerial(M,S, r)
5: (f, t)← FindInitialFacet(S, r)
6: c← GetAdjacentCell(f)
7: return DenseRayTrace(M, r, c, f, t)
8: end function
Algorithm 4.2 Generic Serial Algorithm for Ray Tracing in Automesh
1: function DenseRayTrace(M, r, c0, f0, t0)
2: <Action1>
3: if (AdjacentCellCount(f0) == 1) then
4: return True
5: end if
6: F ← GetOtherAdjacentFacets(c0, f0)
7: for all f ∈ F do
8: (g, t)← RayIntersectsFacet(r, c0, f)
9: if g then
10: c← GetOtherAdjacentCell(c0, f)
11: if ContinueCastRay(M, r, c, f, t) then
12: <Action2>
13: return True
14: end if
15: end if
16: end for
17: return False
18: end function
expensive) component of the algorithm and must be handled with care. An efficient implementation
of this procedure is critical for scalability and is discussed at length in Sec. 4.2.4. The second phase
is the actual ray tracing of the dense mesh. The details of this phase are described in the next
section.
Ray Tracing a Dense Mesh
The generic algorithm for ray tracing a dense mesh in Automesh is given in Alg. 4.2. As implemented,
the generic algorithm provides several locations (Lines 2 and 12) where externally defined actions
(which may be implemented via C++ templates) take place. These hooks give our method the
flexibility to perform not only the ray tracing procedure required to compute entries of H but also
the ray tracing procedure required for the fast version of the initial surface facet search. Loosely,
the algorithm consists of entering a cell c through a facet f and scanning the set of facets other than
f associated with c, Fc, for the facet through which the ray exits the cell. The procedure is called
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recursively, with the ray entering the other cell adjacent to the exit facet. When there is no cell
other than c adjacent to the exit facet, the recursion unwinds.
To explain the subtleties of the algorithm, we walk through Alg. 4.2 line-by-line. The arguments
to the recursive function are references to the dense mesh M , the ray r, the cell object c0 that r
is traversing, the facet f0 through which the the ray enters c0, and the location t0 along the ray
at which r intersects f0. Immediately upon entering c0, <Action1> allows for some processing to
occur. For computing H no operation is performed here, but this hook is used later in executing the
surface search. Lines 3 and 4 end successful traversal of the mesh when r has hit an exit point for
the mesh, i.e., when c0’s exit facet has no other adjacent cells. After acquiring the list of remaining
facets in c0 (Line 6), we iterate over them and test for intersection with r inside the bounds of c0
(Line 8). The implementation details of Line 8 are given in Sec. 4.2.3. When an exit facet is found,
the other cell adjacent to that facet is acquired and the recursive traversal continues.
If no exit facet is found, then an anomaly has occurred. Theoretically, this should never occur:
if a ray crosses a cell it must have both an entrance and an exit. However, for numerical reasons
addressed in Sec. 4.2.3, occasionally no exit facet is found. In such an occasion, the routine returns
false (Line 17) and the previous recursion level searches the remaining facets for the correct exit6.
This procedure might seem quite expensive, but in practice it is extremely rare for a ray to get deep
into the recursion down the wrong path. Typically, if a bad step is taken, the ray never goes more
than one cell deep in the wrong direction, so it backs out of a bad decision quickly. These situations
are common in the sense that they happen in almost every mesh due to the spatial distribution of
rays and facet planes, but they are rare in the sense that the percentage of ray-cell computations
affected is extremely small.
Once a valid path has been traced through the mesh, <Action2> is encountered and processing
in each cell can occur as the recursion unwinds. This is where the computations for the individual
entries of H, specifically the quadrature over φi, take place. The surface search procedure does not
make use of <Action2>. The entries of H can be stored either as a data element of the cell c or
as a list, associated with r, that is maintained external to the mesh. In the former, the list of data
stored on the cell includes an identifier for the sensor pixel from which the ray originated as well
as the quadrature result. Because each cell corresponds to one column of H and entries are stored
only for rays that have contributions from that cell, this corresponds to a compressed sparse column
6We have no a priori information on the storage order of the candidate facets Fc with respect to their world
coordinate locations in relation to f0. As such, we must explore all possibilities na¨ıvely and cannot make any smart
decisions on which f ∈ Fc to test first. This is because Automesh does not provide any guarantees about the order in
which the list of facets is returned and because rays can, and do, enter cells from any facet and any direction.
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matrix (CSC) format. The other option stores one row at a time, resulting in a compressed sparse
row (CSR) format. These rows can be directly inserted into a matrix data structure, while the CSC
format requires an expensive iteration over the entire mesh to copy the column data out. The CSR
approach is preferred because of the extra costs associated with extracting H from the mesh.
Computing Ray-Facet Intersections and Numerical Complications
Determining whether a ray r intersects with a facet f of cell c is a two-step process. First, the
location (if any) of the ray-plane intersection must be computed, either in world coordinates (i.e.,
(x, y[, z]) or ray coordinates (i.e., the t-value along the ray). Second, if there is an intersection, it
must be determined whether the intersection occurs inside the bounds of f . Both of these must
be computed with dimension-independent algorithms that are reliable and efficient, though due to
sensitivity in the dense ray tracing algorithm, we are willing to sacrifice some efficiency for reliability.
We use well known algorithms from computer graphics as the mechanism for performing both of
these tasks.
The first computation, dimension-independent calculation of the intersection location is trivial.
Each facet lies in a plane defined implicitly by the points p for which n · p+ d = 0 for d = −n · p0,
where n is the plane’s unit surface normal vector and p0 is some point on the plane. We precompute
n for each f and simply use the world coordinates of one of the nodes associated with f for p0. The
point of intersection is the solution of the equation
n · r(t) + d = 0,
which, after applying Eq. 4.3, trivially has the closed form
t = −n · x0 + d
n · d = 0.
The choice of implicit surfaces as the facet representation allows for implementation of more exotic
facet types in the future. For example, sections of spherical shells can be used to create truly
spherical domains.
The second phase is an example of the classic “point-in-a-polygon” problem, for which many
algorithms exist (see [74] for a brief overview of basic strategies). We have chosen the straightforward
point-in-half-plane (PIHP) test, primarily because it is reliable and easily generalizes in 2D and 3D.
The PIHP test is a series of plane equation evaluations, which is convenient with our implicit plane
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Figure 4.3: Bounding planes for one side f of triangular mesh element. Green ray passes
point-in-half-plane test for bounding planes defined by f0 and f1, red ray fails test for plane
defined by f1.
representation of facets. Given an intersection point p with facet f , the implicit planes defined by
the other facets of c that are connected to f via a facet joint are bounding planes of the polygon f .
For example in Fig. 4.3, for a 2D problem, the facet f in cell c is a line segment with facet joints as
the nodes n0 and n1. The bounding planes of f are the planes defined by facets f0 and f1 indicated
by the blue and magenta dashed lines in Fig. 4.3. The PIHP test is concerned only with the infinite
planes that f0 and f1 define, not the boundary facets themselves. A potential exit facet is always
determined by adjacent facets within the same cell. The above discussion also holds in 3D, except
that the facets defining the bounding planes are connected through edges, rather than nodes. Given
the list of bounding planes, the PIHP test is simple: for each plane, evaluate the plane equation at
p. If the result is positive (and the plane normal n faces away from c), p is outside of the cell and
therefore not on f . A single failure of this test is sufficient to conclude that f is not an exit facet, so
the test can be short-circuited and unnecessary work can be avoided. If the plane evaluation results
in a negative number for all planes, then p is on f and f is the exit facet.
Best practices indicate that the order in which the bounding plane tests are performed should
be chosen to exclude as large a part of the whole space as possible. For example, longer sides of
f should be tested first and testing of adjacent planes is discouraged, as testing adjacent planes
dramatically slows the rate of space exclusion [74]. The computational expense of determining these
properties typically renders such an ordering infeasible, so a random ordering is recommended. For
this method, the ordering is not randomized because the number of bounding planes is typically
very small (between two and four for the current implementation) and because we have no over the
order that Automesh provides the list of bounding planes.
Despite careful choice of these two methods, error due to floating point arithmetic is particu-
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larly problematic when ray tracing a dense mesh. First, the accuracy of the point of intersection
calculation is dependent on the angle of incidence of the ray with the plane. Near facet boundaries,
the uncertainty in this computation can cause an intersection that should be classified as inside
the plane boundaries to have a value outside the plane boundaries (and vice versa). Additionally,
again for intersections near boundaries, the PIHP test may fail for similar reasons. In traditional
ray tracing for computer graphics, an incorrectly categorized hit or miss will have minimal impact
on the final resulting image7, but when tracing a dense mesh, an incorrectly classified hit can cause
the ray tracing procedure to fail prematurely. To improve robustness of the algorithm, we allow
a tolerance of 10−6 in the comparisons used to determine whether p is in f . This tolerance was
chosen empirically. Of course, this means that to avoid a false rejection of a facet, a false acceptance
is sometimes allowed. When a false hit is recorded, the next cell will have no exit. Following the
fundamental rule of ray tracing a dense mesh, “A ray that validly enters a cell must have an exit
from that cell” and its corollary, “A ray entrance with no exit is invalid,” we unwind one step of the
recursion and test the next potential exit facet of the previous cell. These situations are infrequent
relative to the total number of computed cell entries. The number of “bad decisions” is small, but
frequent in the sense that they occur for nearly all mesh types, mesh dimensions, and observer
geometries. This is because there are so many generally uniformly distributed planes and rays that
at least one ray will likely encounter these issues for a given problem.
A particularly insidious example that occurs in the most basic setup is shown in Fig. 4.4. The
expected worst case traversal for a Cartesian mesh is given in Fig. 4.4a, where the maximum number
of cells are visited. However, for a Cartesian mesh with a parallel beam scanning geometry, it is
easy for a scanner positioned 45◦ off either axis to have a number of ray paths that are coincident
with mesh nodes. These rays should traverse through the node, but this algorithm allows traversal
only through facets. Following the decision path given by Alg. 4.2 and indicated in Fig. 4.4b by
the numbers 0–6, a ray path circles the “exit node” and returns to the original cell. To prevent an
infinite loop, we mark the cells that a particular ray has already visited, which forces the ray to find
a different exit facet further back in the recursion.
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(a) (b)
Figure 4.4: Two expensive ray paths. (a) Worst case for general traversal and (b) worst case
for our algorithm. Traversing through nodes requires testing of all surrounding cells. Numbers
0–6 indicate traversal order of cells for green ray.
Numerical Quadrature
Evaluation of Eq. 4.2 requires computation of a double integral. We compute the approximation of
each integral separately. The integral over Γ is the integral over the sensor, and each ψj is generally
a pixel on that sensor. For many tomography applications, the midpoint rule (Fig. 4.5a for 2D
problems and Fig. 4.5d for 3D problems) may be sufficient. The midpoint rule requires shooting
one ray from the center of each sensor pixel to compute a single row of H. Of course, higher-
degree quadrature rules (e.g., the 3- and 5-point Gaussian rules shown in Figs. 4.5b and 4.5c for 2D
problems or the 2× 2- or 3× 3-point Gaussian rules shown in Figs. 4.5e and 4.5f for 3D problems)
can be used to compute higher-order approximations. For multipoint rules, the quadrature weights
are applied to each ray and results for all rays over a sensor pixel are summed to determine a row of
H. In practice, single-ray quadrature rules may be effective, but as seen in Fig. 4.6a, the projections
of the mesh elements onto the sensor, even for simple square pixels, are not always linear, but
frequently piecewise linear. Moreover, single-ray quadrature rules may compute zero contribution
from a cell that has significant contribution, as seen in Fig. 4.6b. Thus, better approximation of the
measurement may be achieved by using higher-degree quadrature rules.
7Minor floating point errors in sparse ray tracing problems, such as those in production computer graphics, are
less problematic because a misclassified ray-object hit is negligible due to the sheer quantity of rays traced for the
scene.
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(d) (e) (f)
Figure 4.5: Quadrature rules for computing integral over a given ψj . Gaussian quadrature
rules with (a) one ray, (b) three rays, and (c) five rays for 2-dimensional problems and Gaussian
quadrature rules with (d) one ray, (e) four rays, and (f) nine rays for 3-dimensional problems.
Evaluation of the integral over Ω occurs in <Action2> of Alg. 4.2. As the recursion unwinds, the
entrance t-value t0 and the exit t-value t1 are used to compute a quadrature approximation of the
kernel K along the ray r (Fig. 4.6c). Because t1 − t0, e.g., the length between the first and third
magenta dots in Fig. 4.6c, is different for each cell (and for each ray through that cell), care must be
taken to ensure that the chosen quadrature rule is normalized properly. Higher-degree quadrature
rules are implemented and can be used, but we typically use only the midpoint rule, as the kernels
we are concerned with are usually quite smooth over the volume of the cell. Entries of H that are
quite small, usually due to a very small (or even phantom) intersections, contribute very little to
the overall solution of the tomography problem, so to reduce storage size for H and to help preserve
sparsity in H, integral values below a specified threshold are dropped from the matrix.
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(a) (b)
(c)
Figure 4.6: (a) Magenta plot is length of cell (black square) as observed by sensor pixel.
Dashed green line is approximation of magenta line using a ray. (b) is same as (a) except single
ray misses cell entirely and significant contribution is missed. (c) Magenta dots are potential
quadrature points for evaluating line integral along green ray across black cell.
Scalability
The scalability of this algorithm depends on two factors. First, the cost of accessing the facets
adjacent to a cell and the cost of accessing the facets and facet joints adjacent to each of those
facets, and second, the number of cells that must be tested. The first part is a constant time
operation, due in part to the way Automesh stores adjacent components and because the number of
adjacencies is bounded from above by a small number (significantly smaller than the number of cells
for a reasonably sized mesh) [38]. While it is difficult to determine an average number of cells that
a ray must pass through without a priori knowledge of the structure of the mesh and the number
and observation geometry of the rays, we can determine a general bound on the worst case behavior.
In the worst case (assuming infinite precision arithmetic), a ray will pass through the largest cross
section of cells in the mesh, or the mesh diameter. Let N denote the mesh diameter. For example,
an n × n Cartesian domain in 2D has diameter 2n − 1. The worst path through such a domain is
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Figure 4.7: Scalability of interior dense ray tracing algorithm for single ray using Alg. 4.2 for
various meshes shown in Fig. 4.2. Black lines indicate linear scaling.
illustrated in Fig. 4.4a. In finite precision arithmetic, due to the numerical ambiguities discussed
in Sec. 4.2.3, it may be necessary to test more cells than the mesh diameter, but even in the most
pathological cases, e.g., the case shown in Fig. 4.4b, at most 3N (for 2D) and 7N (for 3D) cells must
be tested. To be clear, most rays do not have this cost. For example a bad case is shown for a 2D
mesh in Fig. 4.4b, where we have a Cartesian mesh with a ray entering at precisely the corner of
the mesh. Because the algorithm traverses only from cell to cell through facets, and not nodes (or
edges in 3D), the cells are traversed in the order that they are numbered in Fig. 4.4b, requiring at
most 2N additional cell visits.
Thus, the worst case behavior is O(N), and it is expected that the average traversal time per
ray for a uniformly distributed set of rays will scale no worse than linearly. We see the expected
behavior in Figs. 4.7a and 4.7b, where the mean time spent tracing the interior of the mesh (i.e.,
excluding the time spent on the surface search) for 2D and 3D problems is plotted as the mesh
diameter is increased. In these plots, we show results for the mesh types shown in Fig. 4.2. The
number and spatial distribution of the rays is scaled with N to ensure that an even distribution of
paths through the mesh is evaluated. The black lines indicate linear scaling. We clearly observe the
expected linear scaling, which is the best we can reasonably expect for such an algorithm, satisfying
Req. 3.
119
4.2.4 Surface Search
As indicated in Line 5 of Alg. 4.1, before the interior ray tracing can begin, the initial surface facet
that a ray hits must be identified. In practice, and as would be expected, a na¨ıve linear search over
the set of surface facets scales poorly. In fact, for a 256× 256 2D Cartesian domain traced by 2562
rays, 47% of the total ray tracing time is spent in the surface search.
In ray tracing for computer graphics, an analogous problem is the search through the empty
space in a sparse scene for the closest object that a ray hits. In that problem, objects being searched
are typically spatially separated by a varying amount. In contrast, we seek the closest facet on the
surface of the dense mesh. Thus, in the analogy, the surface facets are the scene objects, and we have
a similar problem, except that the surface facets are spatially connected simple shape primitives,
rather than spatially separated complex objects. Additionally, the ratio of space enclosed by a
bounding box of the surface mesh to the volume enclosed by the surface mesh is quite small, so
the distance a ray must cross before hitting a facet is also quite small. These differences aside, the
problems are sufficiently similar that techniques that are familiar in computer graphics inform an
interesting method for solving the surface search problem within Automesh.
The classical techniques for solving the ray-object search problem involve constructing a spe-
cialized data structure, known as a spatial subdivision, that stores information, e.g., the spatial
distribution of objects in a scene, that can help accelerate a ray’s traversal through that scene.
Of the three classical data structures, hierarchical bounding volumes [36], uniform grids [61], and
nonuniform grids [60], this discussion will focus on the latter two. A detailed review of these three
methods (as well as hybrid methods) is given in [33].
The method of uniform grid spatial subdivision divides the scene into uniformly sized and spaced
(i.e., Cartesian) grid cells. Each grid cell stores a list of references to objects in that scene that are
contained wholly within or partially intersect that grid cell. The ray is then traced through the grid
in an efficient manner that takes advantage of the grid’s Cartesian structure [33, 61, and references
therein]. As the ray passes through a cell, the list of objects contained in that cell are checked for
intersection with the ray. If any intersections occur, the object with closest intersection is returned,
otherwise the ray moves on to the next grid cell. This traversal strategy leads to linear (in grid size)
traversal time, but like Automesh meshes, uniform grid spatial subdivision meshes are very memory
intensive. Additionally, the optimal grid spacing can be difficult to determine, which can easily lead
to over-dense, memory-intensive subdivisions or under-dense, expensive-to-traverse subdivisions. For
our problem, the surface mesh occupies a small part of the domain, but the extent of the surface
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mesh defines the extent of the scene. Thus, while a uniform grid could be constructed tightly around
the surface, it would be a significant waste of computing resources, as a large number of grid cells
inside the surface would go unused.
The second strategy we consider is nonuniform spatial subdivision. Nonuniform subdivisions are
typically based on a tree structure, known as a binary space partitioning (BSP) tree [60]. A BSP tree
recursively subdivides space into two partitions using an arbitrarily oriented hyperplane. A partition
that is divided no further is a leaf of the tree. Such a partition stores the list of scene objects that
intersect with it. The recursion ends when some threshold of either maximum tree depth or minimum
number of objects stored in a partition is achieved. The earliest implementations of BSP trees for
spatial subdivision in computer graphics were a special case known as an octree [64]. The octree
is the logical extension of the binary tree (in 1D) and the quad tree (in 2D) to 3D. In an octree,
each partition is recursively divided into eight equal, smaller partitions until subdivision is no longer
needed. Contemporary approaches use a kd-tree [92, 99, 106] to generate partitions that are more
optimally placed than in an octree. A kd-tree is a BSP tree in which the partitioning hyperplanes are
required to be axis aligned, to make computation more efficient. This efficiency comes at the expense
of flexibility, as the optimal partition placement is not guaranteed. The recursive construction of kd-
tree-based strategies allows for efficient, adaptive subdivision of the scene, with sparsely populated
partitions consuming larger volumes of space. Traversal of the subdivision requires explicit traversal
of the tree to determine the sequence of leaf nodes that a ray passes through. Popular algorithms
for such traversals are analysed in detail in [33]. While efficient to construct, BSP-tree-based spatial
subdivsions are not necessarily easy to traverse, and frequently require additional spatial information,
e.g., so called corner stitching [8], to accelerate traversal of highly nonuniformly subdivided trees.
Surface Subdivision in Automesh
We desire a method for constructing a surface search data structure that preserves some of the key
properties of Automesh meshes, namely mesh and dimension independence, both in the structure
itself, as well as in the algorithms for construction and traversal of the data structure. A conve-
nient data structure that has these properties is Automesh itself. We propose a spatial subdivision
that takes advantage of the fast traversal of uniform grids with the efficient, recursive, adaptive
construction of BSP-tree-based methods. We develop a recursive algorithm for building a dense
mesh in Automesh, independent of the spatial dimension, that subdivides the space occupied by
an arbitrary surface mesh. This dense surface search mesh can be traversed quickly using the ray
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(a) (b) (c)
Figure 4.8: Surface mesh (gray lines) from dense mesh and (a) uniform grid and (b) nonuniform
grid spatial subdivision meshes (black lines) used to search surface mesh. (c) Topological
representation of equivalent spatial subdivision mesh as stored in Automesh.
tracing scheme presented in the previous section. In the discussion of this method, we will use the
symbols Md to refer to the underlying dense mesh, Sd to refer to the surface mesh of Md, and Ms
to refer to the spatial subdivision mesh.
In addition to the memory and grid spacing issues discussed in Sec. 4.2.4, we find that uniform
grid subdivisions, at least for our problem, do not solve the surface search problem. In our system,
rays originate outside of Md (or outside of the scene), generally far enough outside of Md that if
Ms is tight around Sd, then the ray origins will also be outside of Ms. Thus, while rays typically
originate inside the scene in computer graphics and the initial subdivision cell can be found by
searching for the location of the ray origin in the subdivision data structure, for dense ray tracing
problem, there is in fact a surface search problem associated with the subdivision data structure
itself. For example, for the uniform grid in Fig. 4.8a, where Sd is gray and Ms is black, Ms’s surface
is actually larger (i.e., has more facets) than Sd. Because the surface search complexity for Ms is
worse than that of Md, the uniform subdivision does not solve our problem. Similar issues can occur
in nonuniform subdivisions, such as the one in Fig. 4.8b, where Ms’s surface has the same size as
Sd.
Additionally, consider the ‘T’ intersections at the top and bottom of the gray division plane in
Fig. 4.9a. Such intersections form the backbone of a nonuniform grid subdivision stored in Automesh.
However, the mesh object association strategy in Automesh provides no mechanism for storing the
‘T’ intersection because the long facet of the original cell can be associated with only one of the two
divided cells. Additionally, we have already established that treating the split edge as two new edges
defeats the purpose of building the surface search mesh. Observe, however, that the three edges (the
long divided edge and the two new shorter edges) in the ‘T’ intersection form a degenerate triangle.
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(a) (b)
(c) (d)
Figure 4.9: To divide 2D cell, gray dividing plane in (a) is attached to parent cell via degenerate
triangles (b). In 3D, similar procedure joins gray dividing plane (c) to cell via degenerate wedge
elements (d).
Automesh has no inherent restrictions on the quality of mesh objects, so a degenerate cell can be
inserted to join the initial cell with its divisions. This can be done on both facets that are divided,
so that the 2D division in Fig. 4.9a is stored topologically within Automesh as shown in Fig. 4.9b. In
practice, we remove the original cell from the data structure, leaving four cells rather than five. The
new non-degenerate cells are then recursively split in a similar manner. Applying this procedure on
a bounding box of the gray surface mesh in Fig. 4.8b gives the search mesh in Fig. 4.8c. A similar
procedure works in 3D, as shown in Fig. 4.9c and 4.9d, where the dividing plane is connected to the
original hexahedron using degenerate wedge elements. Thus in 3D, one hexahedron is divided into
two hexahedra and four degenerate wedges, giving the topological appearance of Fig. 4.9d.
When the non-degenerate cells are recursively subdivided in the same manner, a kd-tree is
constructed as an Automesh mesh, where cells are the leaf nodes, degenerate cells are the internal
nodes, and facets are edges. The algorithm for constructing such a mesh is detailed in the next
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section. After building Ms within Automesh, there is still a surface search problem for Ms, but
there are only four surface facets for a 2D subdivision and six surface facets for a 3D subdivision,
which is a significant reduction in the initial cost.
Dimension Independent kd-tree Construction in Automesh
The mesh and dimension independent algorithm for constructing a kd-tree in Automesh is given in
Alg. 4.3. This algorithm is independent of the specified mesh spatial dimension N . The input to the
construction procedure is an unordered collection of surface facets S from Md. The subdivision mesh
or surface search tree is initialized with a tight, axis-aligned bounding box. All surface facets are
initially assigned to the first cell in the surface search tree, i.e., the axis-aligned bounding box, upon
which the recursive subdivision procedure begins. Lines 15-17 construct a normal vector for the
division plane. As constructed, the division plane is always axis aligned, so the procedure alternates
the direction of the normal vector, so that as the recursion progresses, any element in the sequence
of normal vectors is, by construction, orthogonal to the normal before and after it in the sequence.
As a consequence, the division planes alternate the direction in which they divide cells.
Unfortunately, Automesh does not guarantee anything about the ordering of any list of mesh
objects (e.g., facets associated with a given cell) retrieved, so we must search for the two cell facets
that are parallel to the division plane. The search for the two facets with normal vectors that are
not orthogonal to the division plane occurs in Line 18. This procedure is dimension independent.
The origin of the division plane is the mean of the origins of the two planes corresponding to these
facets. In Line 19, the two (for 2D) or four (for 3D) facets that will be divided with degenerate
cells are determined. The two new non-degenerate cells and the two or four new degenerate cells
are inserted into the surface search tree in Line 25. In Lines 26-34, all surface facets in Sd that were
assigned to the original cell are assigned to the new non-degenerate cells. The nodes of each surface
facet s ∈ S are examined, and s is assigned to a new cell if any of its associated nodes are within the
boundaries of the new cell. As such, s may be assigned to both new non-degenerate cells. Once all
facets in S have been assigned and the maximum tree depth has been achieved, the recursion ends.
As the recursion unwinds, the non-degenerate cells that were recursively subdivided are removed
from the surface search tree.
124
Algorithm 4.3 N -Dimensional Spatial Subdivision in Automesh
1: function BuildSurfaceSearchTree<N>(S)
2: SST← InitSurfaceSearchTree( )
3: B ← AxisAlignedBoundingBox(S)
4: C ← ConstructSearchCell<N>(B)
5: C.S ← S
6: SST← {C}
7: Axis← 0
8: Depth← 0
9: MaxDepth← k
10: DivideCell<N>(SST, C,Axis,Depth,MaxDepth)
11: end function
12: function DivideCell<N>(SST, C,Axis,Depth,MaxDepth)
13: if Dividable(C) then
14: DividePlane← Plane<N>( )
15: for i = 0 . . . N − 1 do
16: DividePlane.Normal[i]← (i == Axis)
17: end for
18: {sf0, sf1} ← SplitSourceFacets(C.Facets,DividePlane)
19: FacetsToSplit← C.Facets\{sf0, sf1}
20: DividePlane.X0← (sf0.X0 + sf1.X0)/2
21: DP Nodes← GenNodes(DividePlane, sf0, sf1)
22: C0 ← BuildSearchCell(SST,DP Nodes, sf0.Nodes)
23: C1 ← BuildSearchCell(SST,DP Nodes, sf1.Nodes)
24: JointCells← BuildJointCells(SST,DP Nodes, sf0.Nodes, sf1.Nodes)
25: SST← SST ∪ {C0, C1} ∪ JointCells
26: for all s ∈ C.S do
27: for all n ∈ s.Nodes do
28: if NodeBetween(DividePlane, sf0) then
29: C0.S ← C0.S ∪ {s}
30: else
31: C1.S ← C1.S ∪ {s}
32: end if
33: end for
34: end for
35: if Depth < MaxDepth then
36: DivideCell<N>(SST, C0, (Axis + 1)%N,Depth + 1,MaxDepth)
37: DivideCell<N>(SST, C1, (Axis + 1)%N,Depth + 1,MaxDepth)
38: end if
39: SST← SST\{C}
40: end if
41: Return
42: end function
Ray Tracing the Subdivision Mesh
The surface search tree Ms is traversed by ray tracing. While the additional degenerate cells would
appear to make the interior tracing of the surface search mesh expensive, in practice Ms’s mesh
diameter does not increase significantly because the size of Sd scales slowly as Md’s mesh diameter
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increases. Thus, the average cost of tracing the interior of the search mesh is kept low. The initial
cell is always an axis-aligned bounding box of appropriate dimension, so the surface search procedure
for the surface search mesh can be computed in constant time at the cost of four or six intersections
for 2D and 3D meshes, respectively. Also, because the initial bounding box is axis aligned, the
dividing planes are trivially restricted to be axis aligned, which means that the degenerate cells
are also axis aligned. This greatly reduces the cost of facet bounds checking; a simple coordinate
comparison is used, rather than the more expensive point-in-half-plane test. Finally, the actual ray
tracing algorithm is simple to implement, because a ray tracer for dense meshes stored in Automesh
already exists, i.e., Alg. 4.2. The only difference between this tracing algorithm and the one discussed
for Sec. 4.2.3 is that no integration occurs, so <Action2> has no operation and <Action1> instead
contains code to check the list of dense mesh surface facets stored in each surface search mesh cell.
Traversal of the flat kd-tree structure using the dense ray tracing procedure in Sec. 4.2.3 results in
a tree traversal in which internal nodes of the tree (i.e., the degenerate cells) are briefly visited to
determine the next leaf node that a ray must inspect. The ray tracing procedure is the tree traversal,
and vice versa. We have constructed a spatial subdivision data structure that is at once a flat, easy
to traverse grid, with the advantages of adaptive, recursive tree construction and tree-like traversal.
Due to the generic nature of the Automesh data structure, the collection of surface facets that
form the surface mesh Sd is structurally no different from the surface mesh of Ms and the smaller
collections of surface facets in the leaf cells of Ms. Thus, where the original approach to the surface
search was a na¨ıve search of the facets in Sd, followed by a dense traversal of Md, the procedure
for searching the subdivision mesh is a linear search of Ms’s small surface, followed by a dense
traversal of Ms, where <Action1> is implemented as a linear search of the subset of Sd stored in
the leaf cell under consideration, and is followed, if successful, by the dense traversal of Md. In the
above procedure, all linear searches of Sd or its subsets use the same code; in fact, <Action1>, as
implemented, is merely a call to the same function as in the na¨ıve approach, but for a smaller subset
of Sd.
In Figs. 4.10a and 4.10b, the scalability of the surface search process for a single ray is plotted
against the mesh diameter of the underlying dense mesh. The straight black line indicates linear
scaling, while the curved black line shows logarithmic scaling. It is clear that the new method pro-
vides nearly constant scaling, in both the 2D and 3D cases, for all mesh types tested. This is to be
expected, because for dense scenes (and thus dense meshes), rays frequently find their closest inter-
secting facet before they cross most of the scene, resulting in near constant time performance [33]. In
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Figure 4.10: Scalability of the surface search algorithm for single ray with respect to mesh
diameter of underlying dense meshes shown in Fig. 4.2. Straight black line indicates linear
scaling and curved black line indicates logarithmic scaling.
Fig. 4.10a, the dashed line shows the linear cost per ray of the naive approach discussed previously.
In comparison, our implementation of the surface search mesh reduces the surface search cost of the
256 × 256 2D Cartesian mesh problem down from 47% to approximately 1.4% of the total surface
search time. The na¨ıve linear search costs 1024 dense mesh surface facet intersections per ray, while
the new method requires 5 dense mesh surface facet intersections per ray with an additional cost of
approximately 16 facet intersections per ray in the surface search mesh.
Numerical Example
Using the methods presented in this chapter, we constructed an approximate tomographic projection
matrix for a 64×64 Cartesian mesh with 64 beam angles and 64 sensor pixels per beam angle, using
1-, 3-, and 5-point Gaussian quadrature over the sensor pixels. Fig. 4.11a shows the true sinogram8
for the modified Shepp-Logan head phantom (Fig. 4.12a) and the given operator configuration,
computed by exactly integrating the beam integrals [24]. Figures 4.11b, 4.11c, and 4.11d show the
sinograms generated by applying the three computed projection operators to the digitized phantom
in Fig. 4.12a. The relative residuals ‖y −Hnx‖/‖y‖ are given in Table 4.1, where y are the exact
observations in Fig. 4.11a, Hn is the approximate projection operator for the n-point quadrature
rule, and x is the head phantom. We see a minor, but noticeable decrease in the residual as more
quadrature points are used. Fig. 4.12b shows a Tikhonov regularized [151] reconstruction using H5.
We used the exact y as the right-hand side to avoid inverse crimes. The resulting reconstruction is
8A sinogram, a visualization of tomographic projection measurements, is an image of the projection data with
projection angle varying along the x-axis and the position along the scanner varying along the y-axis
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Figure 4.11: (a) ‘Exact’ sinogram, projection data computed analytically. (b), (c), and (d)
sinograms for approximate projection data generated by applying observation matrices con-
structed with our algorithm using 1-,3-, and 5-point quadrature rules to head phantom in
Fig. 4.12a.
1 Point 3 Point 5 Point
Rel. Residual 0.1403770 0.1278651 0.1252189
Table 4.1: Residual norms of projection data generated with different projection operators and
modified Shepp-Logan head phantom (Fig. 4.12a), relative to norm of ‘exact’ measured data
(Fig. 4.11a).
quite reasonable.
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Figure 4.12: (a) True state given by 64×64 pixel modified Shepp-Logan head phantom and (b)
reconstruction obtained using projection matrix generated with our algorithm.
4.2.5 Future Directions
Numerous improvements to the surface search tree construction and traversal can be implemented
in the future. In particular, there are methods for choosing the axis-aligned division planes that
can better balance the distribution of surface facets stored in the leaf nodes or that can better
optimize the volume of space covered by the leaf nodes. Non-axis-aligned division planes may also
be useful, even if they are more expensive, if a true BSP tree is required. In either case, the use
of degenerate cells remains essentially the same, and other than a potentially more expensive ray-
facet intersection algorithm (but no more expensive than the point-in-half-plane test used in the
dense mesh traversal). The surface search algorithm would not change. We have not implemented
these improvements because after initial application of our new surface search procedure, the surface
search was no longer a performance bottleneck.
A parallel extension of the dense mesh ray tracing procedure is feasible. The key to a parallel im-
plementation is to use the mesh partitioning algorithms that are already written for Automesh [38],
in conjunction with Automesh’s inherently parallel design, to distribute partitioned dense tomog-
raphy meshes across a number of processors. Each partition would generate its own surface search
mesh and each ray would be tested over each partition with minimal communication. We require
that the dense meshes have a convex surface, and that requirement would extend to the partitions.
Not all mesh partitioners are guaranteed to preserve convexity, so we address the convexity re-
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Algorithm 4.4 Parallel Algorithm for Ray Tracing in Automesh
1: function CastRayParallel(M, r)
2: P ← PartitionMesh(M)
3: Mi ← DistributeMesh(M,P )
4: Si ← BuildSurfaceSearchMesh(Mi)
5: Convexify(Mi)
6: CastRaySerial(Mi, Si, r)
7: end function
quirement either by using a partitioner that will produce convex partitions or by adding additional
noncontributing cells to each partition that ‘convexify’ the surface. Alternatively, we can ensure that
the convex hull of the partition lies within a small number of so-called ghost cells, i.e., copies of cells
from other partitions stored locally. Automesh already supports the use of ghost cells [38]. After all
ray traversals have been computed on all processors, each processor would then communicate the
portion of the projection matrix that it computed, as needed by the parallel solver being applied
to the tomography problem. A high-level sketch of the parallel algorithm is given in Alg. 4.4. For
this work, computation of the projection operator was not a bottleneck, nor are we interfacing the
tomography codes directly with the parallel BATSRUS magnetohydrodynamic model [130] yet, so
a parallel implementation of the dense ray tracer is currently unnecessary.
We intend to make this code available to the public as a package for generic meshing and tomo-
graphic operator generation under an open source license.
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Chapter 5
Summary and Future Directions
In this thesis, we presented several advances in the numerical and computational algorithms used
in the determination of empirical tomographic estimates of physical parameters in the solar corona
from observations from instruments onboard the STEREO spacecraft. We presented a first look
at tomographic reconstructions of the solar corona from multiple points-of-view, which motivated
the developments in this thesis. In particular, we presented results in constrained state estimation
that lead toward more physical global dynamic solar tomography estimates. We also presented a
formulation of the local static tomography problem that couples tomographic imaging to a phase
field based level set method which renders feasible the 3D tomography of coronal mass ejections from
limited observations. Additionally, we presented a scalable algorithm for ray tracing dense meshes,
which allowed for the efficient computation of many of the tomographic projection operators needed
for the applications in this thesis.
5.1 Constrained State Estimation
We carefully examined the problem of linear equality constrained state estimation and applied ideas
from classical constrained optimization to demonstrate that existing techniques for solving the prob-
lem are inadequate. We determined that linear equality constraints introduce singularities into the
statistics of the state space model, and utilized these singularities to develop a dimension reduction
method for enforcing linear equality constraints on the state space model. We applied the null space
method to split the state space into stochastic and deterministic components, which allows the op-
timal solution of each subproblem separately. Using this constrained model, we developed a linear
equality constrained Kalman filter, which at once enforces the constraint on all estimates, allows
flexibility in the constraint formulation, and allows for more computationally efficient implementa-
tion than previous methods. We have also extended these ideas to a nullspace constrained ensemble
Kalman filter, which demonstrates the utility and flexibility of the model-based constraint approach.
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The developments on linear equality constrained state estimation led to an approach for de-
veloping and analysing methods for linear inequality constrained state estimation. We found ex-
isting methods for the inequality constrained estimation problem to be inadequate for enforcing
non-negativity constraints on dynamic solar tomography for similar reasons that the existing meth-
ods for linear equality constrained estimation were inadequate. Future development on inequality
constraints in state estimation will focus on applying the ideas learned in the development of the di-
mension reduction method toward developing an inequality constrained state space model, to which
existing estimation algorithms may be applied. To do this, probability distributions that are more
exotic than the usual Gaussian distribution must be considered, most likely with a focus on sampling
or ensemble based methods to approximate the constrained distribution properly. Once an effec-
tive method is determined, it can be considered for application to the dynamic solar tomography
problem.
5.2 Joint Segmentation-Tomography
We developed a method for estimating jointly a tomographic image of a CME and the segmentation
of that image, using a variational approach to optimizing a phase field based joint segmentation-
tomography energy functional. The energy functional we developed models the coronal density
image as having two distinct components with different underlying smoothness, but with a smooth
boundary between them, an improvement over the current models. Optimization of this functional
requires solving both a phase field segmentation problem and a regularized tomographic inversion.
We developed variational analogs of the methods of steepest descent and the Levenberg-Marquardt
method that, when the problem is formulated using a finite element method, allow for both subprob-
lems to be solved simultaneously, a feature missing from previous joint segmentation-tomography
methods. The more robust Levenberg-Marquardt method allows for rapid convergence to a useful
local minimum from a neutral initialization of each subproblem. We applied this technique to sample
images, including a 2D slice of a simulated coronal mass ejection. We were able to reconstruct the
CME tomographically from as few as two projection angles, and simultaneously segment the cavity
in the simulated CME.
The end goal of this research is the 3D estimation of CME density and segmentation from
very limited measured data. To achieve this goal, future development of the methods presented
in this thesis must focus on the scalability of the finite element representation, particularly as the
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problem transitions from the 2D images presented here to the full 3D problem. This involves
investigating existing finite element codes, for example, those in the Dolfin or Trilinos packages,
for future implementations. Use of these packages will allow for investigation of adaptive mesh
refinement, which may prove useful for representing the boundary region of the phase field function.
For practical application of the techniques developed in this thesis, reliable methods for determining
the various phase field and regularization parameters must be developed. Approaches to this may
include L-curve analysis, generalized cross validation, or the application of machine learning methods,
in the event that sufficiently large data sets are available. Development of analytical methods for
selecting the free parameters is particularly important, so that the joint segmentation-tomography
method can be applied to the CME imaging problem. Additionally, for the CME problem it is likely
that additional terms in the cost functional will be necessary. For example, terms that couple the
phase field function to the problem’s underlying physics or to the observation model may reduce the
appearance of artifacts in the reconstructions.
5.3 Computation of Tomographic Projection Matrices
To enable the other studies in this thesis, and as an experimental testbed, we developed a scalable,
flexible, and robust algorithm for computing tomographic projection matrices by ray tracing on a
dense mesh. Storing the dense mesh in Automesh, a generic, mesh dimension independent, mesh
element independent, and unstructured recursive mesh data structure, allowed the development of a
scalable ray tracing algorithm for dense meshes that is also mesh dimension and element independent.
Moreover, we accelerated the ray tracing procedure by developing a recursive spatial subdivision
algorithm for meshes in Automesh. Traversal of the spatial subdivision is achieved via ray tracing
with the same algorithm as before. When combined with flexible quadrature rules for computation
of both integrals necessary to determine tomographic projection matrices, the spatial subdivision
and dense ray tracing algorithms that we developed allowed for effective computation of many of
the projection operators used in this thesis.
As development of the large scale dynamic solar tomography estimation codes continues, a po-
tential parallel extension of the algorithms we developed would allow for the rapid computation of
the projection operators needed for fusing mesh-adaptive magnetohydrodynamic simulations with
observational data. Moreover, further development of the ray tracing and mesh codes will allow
for investigation of higher-order basis functions (beyond piecewise constants) and mesh structure in
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tomography problems. In particular, multiscale and multigrid aspects of tomography problems can
be explored, as well as applications of adaptive mesh refinement in tomography.
5.4 Solar Tomography
The work in this thesis was motivated by the numerical challenges arising from the additional obser-
vations of the sun provided by instruments onboard the STEREO spacecraft. We presented initial
results of the tomographic imaging of the solar corona from two and three points-of-view. Recon-
structions from the data sets we used may be applied towards a better understanding of the physical
parameters and evolution of energetic events, such as CMEs. Dynamic global reconstructions using
that data will be more useful once we complete investigation of the effects of the dynamic imag-
ing model on the spatio-temporal resolution of the reconstruction. Then we will understand more
precisely the information gained by using observations from multiple points-of-view in a dynamic
setting. A large potential impact of the work in this thesis is the local imaging of a CME, using
the phase field based joint segmentation-tomography algorithm we developed. For this to succeed,
multiple observations of a given event are essential and, fortunately, are generally available due to
STEREO. As these local imaging methods mature, their application to data from STEREO and
other observatories will yield an unprecedented view of the evolution of short time scale coronal
phenomena.
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