Given a nonlinear system we determine a relation between controllability distributions defined for a nonlinear system and a Taylor series approximation of it. Special attention is given to this relation at the e,quilibrium. It is known from nonlinear control theory that the solvability conditions as well as the solutions to some control synthesis problems can be stated in terms of geometric concepts like controlled invariant (controllability) distributions. Here, by dealing with a k-th Taylor series approximation of the system, we are able to decide when the solvability conditions of this kind of problems are equivalent for the nonlinear system and its approximation. Additionally, we will distinguish some cases when the solution obtained from the approximated system is an approximation of an exact solution for the original problem. Some examples illustrate the results.
Introduction
For decades it has been common practice of control engineers to solve nonlinear control synthesis problems by using a linear approximation of the nonlinear system around an operating point and after application of linear control techniques, use the resulting linear solution as a linear approximation of a true solution for the original nonlinear control problem, see e.g. [SMl] , [Sh12] , [THN] , and other applications. That this approach is in some cases successful for specific control objectives like input-output decoupling, model matching, etc., is partially understood, see [GN] , [HN] , [vdW] , [RNl] , [RNL] , [vdS] . However, it is not a general rule that this linearization procedure is always justified. That is, even in the case when a particular nonlinear control problem is solvable for the nonlinear system and for the linearization, still the solutions of the linear problem do not necessarily act as a first order approximation of a solution for the nonlinear problem, as it is stated as a principle in [SI, (pag.5) .
In a practical situation it is an advantage to realize to what extent the solution for a particular control problem obtained by using a linearization of the nonlinear system, can be used as an approximation of any true solution for the original problem. Certainly, the intuitive idt.ii that a higher order Taylor series approximation for C will provide 'better' results than just the standard linearization or the second order approxiination and so forth, is not completely false. In nonlinear control theory, differential geometric concepts as controlled invariant and controllability distributions play a fundamental role in the solution of synthesis problems like disturbance decoupling, input-output decoupling, etc., (see [NvtlS] , [I] , [HG] ). Not only the solvability conditions of this kind of problems can be stated in terms of these distributions but also these distributions are fundamental to characterize all solutions for a phrticular control problem, see e.g. [NvdS] , [HG] , [I] We approximate the system C and thus the vectorfields f,gl , .. . , g,, and the output functions h l , . . . , h,, by means of a Taylor series expansion of f, 91,. . . , g m r respectively, hl, . . . , h,, around the equilibrium point 0. Regarding C as a system locally defined about 0 we denote the k-th order approximation of Y as:
here f k , respectively hk, is the k-th order approxiriation of f, respectively h, about the equilibrium and g!-' is the (E -1)-th order Taylor series of gi about 0. Clearly, Sk is defined on the same state space as C.
Suppose we want to solve the input-output decoupling problem for a given system E. It is well known that all solutions to this problem are characterized by means of a set of maximal controllability distributions contained in the kernel of the output map, [HG] . Now, we may handle this problem as a 'control engineer' and attempt to solve the control problem by solving the analog control objective associated with a E-th order aproximation of C.
With the hope that the solution obtained serves as a k-th order approximation of a true solution for C, we would in general, as will be shown, have made an incorrect conclusion, unless, as happens in exceptional cases, the above mentioned maximal controllability distributions agree with those of the system C in a neighborhood of the equilibrium. For this reason we concentrate on the analysis of geometric o b jects inherent to the system C and Ck. In particular we will define controllability distributions for both systems and investigate the relation between these objects. Special interest has its relation at the equilibrium. Although we do not treat in detail how a solution based on Ckapproximates a true solution for the problem defined for 2, the analysis of these specific distributions constitute a useful tool to deal with this question. The problem of approximating a nonlinear system in a suitable manner is quite popular, see e.g. [HI, [B] , [Cr] . All these references differ substantially from our work in at least two aspects. 
Preliminaries
With respect to the nonlinear systems C a.nd C k we will impose throughout the following conditions on the inpui vectorfields g(gk-') and the output maps h ( h k ) , respectively. Define G := span{gl ,..., g,,,}, Gk := span{&' ,..., gL-'} and dh respectively dkk the codistributions span {dhl, . . , ,dh,},respectively, span { dh.f ,..., dhk}.
Assumption 1
Consider the systems C and C k , k 2 1. Assume that: with a : M --i R", : hf -+ Elmxrn, p(z) a nonsingular matrix for all 2 E hf and U $ R" such that after applying (1) to C the modified vectorfields f := f + ga, ij, := ( g p ) ; , i E E, satisfy
In section 4 the notion of maximal controllability distribution in ker dh is used. We give now a formal definition of this concept. First, let C ( x ) , the accessibility distribution for C, be the the smallest involutive distribution in TAf invariant under f which contains the vectorfields {gl, . . . ,gm}. 4 maximal controllability distribution is an involutive distribution that contains a distribution G c G and which is invariant under f and ij;, i E m, for some feedback (1). Denote by A*(A;), (lT*(rlz)), the maximal controlled invariant distribution (maximal controllability distribution) contained in ker dh (ker dhk) of C ( E k ) , respectively. An algorithm to compute n*, which plays a decisive role in this paper, is taken from [I] :
R e m a r k 2.2 The Algorithm provides a sequence of nonincreasing distributions and it terminates whenever IIfi+l = II,,, for some p 2 0, [I] . Moreover, since dim ker dh = n -m and thus dim A* 5 n -rn then dim II* 5 n -m .
Actually, C ( x ) associated to C can be computed by applying the Algorithm and replacing A* by T M . C ( r ) is usually called the strong accessibility distribution of E. Here we will investigate in which cases does there exist a relation between C(z) and C k ( z ) at the equilibrium. The relevance of knowing such a relation is better appreciated if we recall that the system C is said to be locally strong accessible about 0 if and only if dim C(0) = n, [SJ] . Therefore, a relation of C(0) with C'(0) can be useful to recognize accessibility properties of C by a hopefully simpler analysis of Ck.
In the next section we distinguish some cases in which we can relate the distributions C(z) of C with C k ( x ) of C k and their relation a t the equilibrium.
Accessibility Distributions for C a n d C'
To give an insight of the problem we start by studying the accessibility distribution defined for C and its first order approximation Cl. The first order approximation of C is given by 
(2)
Our interest now is to compare the controllability subspace R defined for C' with the maximal controllability distribution C(z) associated with C, at the equilibrium. To do so, we may consider the linear subspace R as a flat distribution on T M . In general, we have that C1(0) C(0). If C'(0) = C ( 0 ) always holds, we could deduce local accessibility properties of C based on an analysis of the controllability subspace of the linearization. That is, if dim C'(0) = n then necessarily C ( 0 ) = C'(0) and thus C should be locally strong accessible at 0. This fact can be concluded from [Su] . But since in general, C'(0) # G(O), the next obvious step would be to perform a second order approximation of C, denoted as C2, and compare C'(0) with C(0). Intuitively, we expect that C'(0) C C(0). However, it will turn out that this is not always the case. Some examples of this phenomena are in orcler. For this we introduce some extra notation. 
The following example shows that in some cases we are not able t o establish any relation of maximal controllability distributions defined for a nonlinear system and an approximation of it. 
. ,&-'
such that they agree when evaluated at the equilibrium. This is a rough statement of what is claimed in Proposition 3.3, below. From this proposition a fundamental conclusion will be made, namely, suppose the system C is locally strong accessible at 0, i.e., dim C(0) = n, then there exist an integer s* 2 0, such that the Lie Brackets up to order s* of the vectorfields f,gi,. . .gm span C(0). Then it suffices to take the (9' + 1)-th Taylor series approximation of C to ensure that is also locally strong accessible at 0 and that C"+'(O) = C(0). Evenmore, if the distributions ci(~), i E m, are assumed to be of constant dimension, then 8 . 5 n. Now, if the strong accessibility assumption on C is dropped, it is reasonable to expect that the equality of C(0) and Ck(0) for any k 2 0, will in general not be obtained.
In the Examples 3.1 and 3.2, observe that C, in both cases, is not locally strong accessible at 0. Only the third order approximation of C will be such that C(0) = CS(0) because the system C equals its third order approximation. with C"'(Z) the accessibility distribution associated with E"'. .
The concept of accessibility distribution is closely related to that of maximal controllability distribution contained in the kernel of the output map. In the next section we define similar objects for C and Ckand find a relation among them.
Controllability Distributions contained in t h e Kernel of the O u t p u t Map defined for C a n d Ck
In this section we will investigate the relation, if any, of the maximal controllability distribution contained in the kernel of the output map defined for C at the equilibrium, with the analogous object defined for Ck. To some extent, a controllability distribution II can be seen as the nonlinear analogue of a controllability subspace R contained in the kernelof the output of a linear system of the form E'. One difference lies in the fact that the dynamics of a linear system restricted to R are controllable and thus stabilizable ( [WO] ), while in the nonlinear setting, the dynamics restricted to II are not necessarily stabilizable, see e.g. [vdW] , [Br] .
Observe also that by definition, a controllability distribution is locally controlled invariant. By means of the next example we will emphasize the importance of knowing the relation at the equilibrium of these kind of distributions between a nonlinear system and an approximation of it. In particular, we study the case when for a nonlinear system and the linear approximation of it, the Triangular Decoupling Problem (TDP) is solvable and compare the solutions obtained from the linearization with the solutions of the original nonlinear problem. This comparison is based on specific controllability distributions defined for both systems. Therefore we briefly review the main ideas for solving the TDP. Given the system C, the problem consists in findiiig a regular static state feedback as defined in (1) [RNl] , for details).
Necessary and sufficient conditions to solve the TDP for C are given in terms of (AP)*, the maximal controlled invariant distribution contained in (7) does not correspond to the linearization of (8). On the other hand, whenever these distributions agree at 0 we are able to approximately solve locally the original nonlinear TDP by using the linear feedback (7). To state the main result of this section an assumption concerning A* and A; is made.
Assumption 3
Consider the systems C and C k . Suppose that A;(O) = A*(O).
Remark 4.3 If this assumption is dropped it seems not to be possible to conclude any relation between n*(O) and n;(O); at least not by analysis of the Algorithm. This can be readily seen from the first step of the Algorithm applied to C and C k . Sufficient conditions for the systems C and C k to satisfy Assumption 3 are analogous to those given in [RN2] . where the systems C k and X k + l were treated. Observe also that for the Example 4.2, Assumption 3 is fulfilled.
Theorem 4.4
Consider the systems C, C k , k 2 1 and the constant dimensional distributions A*, A;, together with the Algorithm. Provided Assumptions (1-3) are satisfied then
(iii) If P ( k ) = k* = j for a fixed j in the set {0,1,. . . , k -1) (7), (7) does not correspond to a linearization of (S), i.e., the linear solution is not a first order approximation of a true solution for the nonlinear TDP. Basically, the reason for which the linear feedback law (7) is not a linearization, in general, of (S) is because of the following: for a system with m = 2 which is triangular decouplable, any feedback of the form (1) leaving the system triangular decoupled must satisfy, [N2], [RNl] :
for all vectorfields X(z) E II;. Note that the feedback (8) satisfies (9) . The feedback (7) also must satisfies conditions of the same Proof. The proof is given in the Appendix. given the fact that the maximal controlled invariant distributions of C and C'agrce at 2 = 0, (see also [RN2] ), then the first k -1 steps of the Algorithm applied to C and Ek are equivalent at the equilibrium.
Part (iii) assures that II; and II* agree at the equilibrium provided a restrictive condition holds: the Algorithm terminates at the same step j 5 k -1 when applied to C and Ck. Fart (vi) contemplates the case when the Algorithm terminates for Ck before it stops for C and at the same time k'(k) satisfies k-(k) 5 k -1.
Hence, a relation of n*(O) and ni(0) has only be eqtablished in the cases specified in (2) -(izi). Given the examples in Section 3, it is not possible to show such a relation in general.
Conclusions
A relation, at an equilibrium point, between maximal controllability distributions defined for a nonlinear system and the k-th order Taylor series approximation of it is given, provided particular maximal controlled invariant distributions defined for both systems agree at the equilibrium. We found a minimal nonnegative integer s" for which locally strong accessibility of the s*-th order Taylor series approximation of a nonlinear system implies this property on the original nonlinear system provided Assumption 1 is satisfied. Whenever the solutions for a nonlinear synthesis control problem are characterized in terms of maximal controllability distributions we have identified some cases in which it is possible to locally approximately solve the nonlinear problem by using a solution obtained from the associated problem for the k-th order Taylor series approximated system. 
and the last term of the right hand side of (A.lO) has terms of order (k -1) w.r.t. I and higher. By a similar procedure and using Proposition A.3 we obtain that 
