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Abstract 
In many coastal areas, the existing imbalance in recharge and discharge of 
groundwater imposed by climate change causes the seawater to intrude to aquifers. 
The permanent groundwater table will rise in order to adjust to the new condition. As 
the elevation of the underground water table rises, the soil water content in 
unsaturated zones, including the zone of road layers, increases. Unexpected moisture 
decreases road subgrade bearing capacity and affects pavement performance 
adversely.  
In this study, the response of coastal groundwater table to climate change i.e. 
sea level rise and increase in precipitation was assessed through development of a 
numerical model using MIKE SHE platform for a case study located in the Gold 
Coast, Australia. Different possible scenarios were examined. In addition, the 
performance of the bathtub approach as a substitute to an expensive modelling 
approach for assessing sea level rise was evaluated. Finally, vulnerable roads at risk 
of high groundwater table due to sea level rise were identified. Road vulnerability 
was assessed through estimating road subgrade resilient modulus (Mr) and California 
Bearing Ratio (CBR) reduction due to changes in subgrade soil moisture content.  
Based on the results, it is shown that the groundwater in the modelled aquifer is 
not affected by short term variations of water level due to tides and is basically a 
reflection of the mean water level. However groundwater is mainly fed by 
precipitation; an increase in rainfall, due to climate change, does not have any 
substantial impact on the permanent groundwater table. Under all examined 
scenarios, the groundwater will rise proportionate to the rainfall in each month. In 
months with high rainfall, the groundwater table is significantly higher than mean sea 
level; therefore, the plausible future rises in the mean sea level are not to a degree 
that can affect the groundwater table significantly in these months. Therefore, for all 
sea level rise scenarios, the groundwater table will be affected more significantly in 
months with low rainfall (dry season). The bathtub approach was identified as an 
appropriate tool in sea level rise assessment in the areas with low precipitation or at 
the beginning of wet season followed by a dry season, but its accuracy decreases 
considerably in rainy conditions and wet season. Based on the road vulnerability 
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assessment, in a condition in which we have sea level rise and an increase in 
precipitation, 32% of roads located in the study area will be at high risk of failure by 
2070. 
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Chapter 1: Introduction 
1.1 BACKGROUND 
Groundwater‎is‎referred‎to‎the‎water‎beneath‎the‎earth’s‎surface‎filling soil and 
rock pore spaces. This system is a closed system and changes in the hydrologic cycle 
can alter the amount of groundwater recharge and discharge. In response, the 
permanent groundwater table depth can change. Both climate models and satellite 
observations suggest that the hydrologic cycle is expected to change across the world 
according to global climate change. The problem escalates in coastal aquifers due to 
connection and interaction between the aquifer and the ocean. Accordingly, sea level 
rise as a consequence of climate change has considerable potential to affect the 
coastal groundwater reservoirs, environments and societies (Singhal and Gupta, 
2010, IPCC, 2007a). 
In a stable condition, there is a seaward gradient in coastal aquifers but any 
changes in the mean sea level (MSL) due to climate change can alter the system 
balance. The existing imbalance causes the seawater to intrude to the aquifer; 
following, the permanent groundwater table will rise in order to adjust to the new 
condition (USGS, 2012, Rotzoll and Fletcher, 2012, Werner and Simmons, 2009). 
Groundwater table rise alters the soil water content (SWC) in the soil profile between 
groundwater table and ground surface (unsaturated zone). 
It has been established that the groundwater table variations can affect different 
geo-infrastructures such as the road infrastructure basement by changing the 
moisture content of unsaturated soil above water table. Accordingly, any change 
imposed on coastal groundwater table by sea level rise can affect road infrastructure 
in low-lying areas.  
1.2 RESEARCH PROBLEM 
The mechanical properties of many soils are dependent on their moisture 
content. Therefore, the presence of unexpected moisture in road subgrade decreases 
its bearing capacity and affects pavement performance adversely. Subgrade moisture 
may come from different sources i.e. seepage from higher ground, infiltration 
through surface, and fluctuation of groundwater table. As the elevation of the 
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underground water table rises, the soil water content in unsaturated zones (UZ) 
including the zone of road layers (base and subgrade) increases. The higher moisture 
in road layers adversely affects the performance of the road pavement (Vorobieff, 
2005, Austroads, 2004).  
The function of subgrade is very important in pavement performance. Like a 
foundation, it bears all the loads on the road and transfers them to the soil. Many 
studies have concluded the excess moisture in subgrade as the principal cause of 
pavement failure by decreasing its strength and stiffness (Austroads, 2004, 
Vorobieff, 2005, Salem, 2005, Nowamooz et al., 2011). Therefore, variations of the 
underground water table due to sea level rise evoke a need for a new road asset 
management plan in coastal low-lying urban areas. 
Owing to the current gaps in the assessment of groundwater table response to 
sea level rise, its potential impacts on coastal infrastructure have not been articulated 
explicitly. Accordingly, there is gap in evaluation of coastal infrastructure 
vulnerability to groundwater table rise, as a consequence of sea level rise, despite the 
important role of such assessment on urban management plans. The conducted 
literature review shows:  
 Most studies addressing the sea level rise have mainly focused on the risk 
of flooding, storm surges, erosion to coastal regions and ignored the 
potential risk of seawater intrusion 
 Most studies articulated seawater intrusion have had a focus on salinity 
intrusion and location of seawater-freshwater toe and the physical response 
and quantitative bounds of the groundwater table due to seawater intrusion 
have been ignored  
 The existing knowledge on the effect of high groundwater on the 
pavement performance has mostly articulated road damages due to 
seasonal variations of the groundwater table as a consequence of change in 
precipitation and evapotranspiration rate. These studies rarely investigated  
the effect of seawater intrusion on groundwater table variations 
 In Australia, the main articulated risk of high groundwater table on road 
infrastructure was salt attack and there was less attention on moisture 
migration to the road basement. 
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According to the significant impacts of high groundwater table on road 
infrastructure, and the existing gaps in our knowledge about the physical impact of 
sea level rise on groundwater depth and the subsequent effects on road subgrade 
performance, there is a need to extend our knowledge in this field.  
1.3 AIMS AND OBJECTIVES 
A new approach in assessing the life-cycle of low-lying coastal roads appears 
to be necessary. The current study was developed considering existing gaps besides 
needs of decision-makers, resource managers and urban planners for such assessment 
for climate change adaptation strategies in coastal low-lying areas. The principal 
purpose of this research was to assess the response of coastal groundwater table to 
sea level rise and the vulnerability of roads located in coastal areas to the high 
groundwater table owing to sea level rise. This main target was achieved through the 
following three objectives: 
 Assessment of coastal groundwater table response to sea level rise 
 Evaluation‎of‎‘Bathtub‎approach’1 accuracy as an alternative to numerical 
models in predicting groundwater variations due to sea level rise.  
 Assessment of road vulnerability to shallow groundwater through 
estimation of road subgrade strength reduction (CBR) due to increase in 
subgrade soil moisture content 
These three objectives were fulfilled applying a research methodology consists 
of different tools and approaches. 
1.4 RESEARCH METHODOLOGY 
This study was built on the existing knowledge and provided an assessment of 
the sea level rise induced damage to road infrastructure through conducting a 
comprehensive literature review and selecting a case study in the Gold Coast, 
                                                 
 
1
 The bathtub approach is a simplified conceptual model ignoring the dynamic of water flow 
and it is suitable for first pass assessment and feasibility studies. In the bathtub approach, the 
catchment is visualized as a bathtub filled with soil and water. Each recharge component can be 
thought of as a dripping tap and the discharge acts as a drainage hole (for more details refer to section 
‎5.3). 
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Australia. This case study is a good example of a coastal residential area with high 
risk of sea level rise and shallow groundwater. The case study covers all three 
objectives and provides an estimation of additional cost that a local authority may 
encounter as a result of sea level rise with respect to additional maintenance cost of 
its road infrastructure. The key steps of the methodology are: 
 Conducting literature review 
 Selecting the study area  
 Setup a numerical model to simulate the effect of sea level rise on 
groundwater table variation and unsaturated soil water content. The model 
is validated using available measured data 
 Applying the numerical model with different scenarios to predict the 
groundwater variations due to rise in the mean sea level rise and 
precipitation and subsequent changes in unsaturated soil water content 
 Using the bathtub approach as an alternative to numerical modelling to 
predict the impact of sea level rise on groundwater table variations  
 Comparing the bathtub approach prediction with model simulation to 
assess the bathtub approach accuracy 
 Adopting the soil water content variations in unsaturated zones, 
particularly in the pavement subgrade zone, to investigate the subgrade 
vulnerability to sea level rise through applying a simple approach 
estimating reduction in subgrade resilient modulus (Mr) and California 
Bearing Ratio (CBR)  
1.5 LIMITATIONS 
This study is subjected to the following limitations: 
 The numerical model is developed using MIKE SHE  and its limitations 
and assumptions are  accepted 
 The developed numerical model is validated by assessing the ground water 
response of a coastal aquifer located in the Gold Coast, Australia to long-
term sea level rise induced by climate change and comparing with 
measured data in the area 
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 The applicability of the bathtub approach to predict the log-term 
groundwater response is assessed only as a low cost alternative option to 
numerical modelling 
 Assessment of road damage is based on reduction of subgrade CBR and 
Mr values using available relationships in the literature 
1.6 CONTRIBUTION TO KNOWLEDGE AND SIGNIFICANCE 
There is a substantial body of knowledge on the impact of sea level rise on 
coastal erosion, saltwater intrusion and extreme events but many questions have 
remained open on the physical impacts of seawater intrusion, as a consequence of sea 
level rise, on coastal groundwater. Consequently, the associated damages of shallow 
groundwater due to seawater intrusion on coastal road infrastructure have been 
ignored in previous studies. In summary, a literature review shows that there is a gap 
of knowledge in investigation of the impact of rising groundwater table due to sea 
level rise on coastal road infrastructures.  
The contribution of this study to the body of knowledge is to provide an insight 
into the problem and to offer a solution via undertaking Mermaid Beach, located in 
Gold Coast, Australia, as a case study. Such insight is highly needed by asset 
managers for developing fact-based climate change adaptation strategies. The output 
of this study could then be generalised for first pass assessment in other coastal 
cities. In addition, the effectiveness of the bathtub approach as a quick and 
inexpensive method in comparison with computer models is assessed. Such 
assessment provides beneficial knowledge and can be applied in further studies to 
decrease the considerable amount of time and effort that should be put into computer 
models. This has consequences for decision-makers, resource managers and urban 
planners, and may be applicable to many low-lying coastal areas, especially where 
groundwater withdrawal is not substantial.  
This research project addresses a pressing problem in asset management 
planning and climate change adaptation. It has both elements of significance and 
practicality and uses research to offer practical solutions to an industry problem. 
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1.7 THESIS OUTLINE 
This report presents the results of the conducted research study. The 
background, research objectives, scope and methodology are presented in this 
chapter. Chapter 2 summarizes the conducted literature review of the sea level rise 
and its effects on groundwater reservoirs, road vulnerability to shallow groundwater 
and principals of groundwater flow and modelling. The developed research 
methodology is presented in Chapter 3. Chapter 4 provides the characteristics of the 
selected study area. Then, the definitions of tools and approaches used in this 
research are given in Chapter 5. The details of model construction as one of the most 
important parts of this research are available in Chapter 6. Chapter 7 discusses the 
results of model calibration and sensitivity analysis while the analysis of model 
results, bathtub assessment and road vulnerability to groundwater table rise are 
discussed in Chapter 8. Finally, the conclusion and recommendation of the study are 
presented in Chapter 9. 
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Chapter 2: Literature Review 
It has been predicted that the mean sea level will rise about 0.819 m by 2100 
(Bicknell, 2010, Department of Climate Change, 2009, Church and White, 2011). A 
literature review shows that seawater intrusion due to sea level rise influences the 
balance of the coastal aquifers by both changing the saltwater-fresh water interface 
and changing the level of groundwater table (USGS, 2012, Rotzoll and Fletcher, 
2012, Werner, 2010, Masterson and Garabedian, 2007).  
As the water table rises, the dissolved salt and elevated humidity appear closer 
to the surface. This excess moisture affects the pavement subgrade strength and 
reduces the average road lifespan significantly (O'Flaherty, 2003, Austroads, 1992). 
Most studies articulating the effect of water logging and salinity on road assets have 
predicted that the problem will escalate in the next 20 years (Short and McConnell, 
2001, IPWEA, 2001, McRobert and Foley, 1999). Therefore, a new approach in 
assessing the road life cycle for low lying coastal roads appears to be necessary. An 
extensive literature review was conducted to better understand the problem and find 
the gaps in the body of knowledge in this area.  
This chapter presents a background on global climate change and its effects in 
the world and in Australia. Then sea level rise as a consequence of climate change is 
discussed to find how change in the mean sea level would affect the coastal aquifer 
balance by changing groundwater table elevation. 
The second part of the literature review provides an insight into how changes 
in the permanent groundwater table as a source of subgrade moisture content reduces 
the road lifespan by altering the strength and stiffness of road subgrade materials.   
Finally the last section presents fundamentals of groundwater flow and 
modelling for better understanding of how sea level rise can change the flow regime 
in coastal aquifers. Also a review on the available groundwater modelling tools and 
their limitations is presented, showing how these limitations led us to select MIKE 
SHE as the most appropriate modelling code for this study.  
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2.1 IMPACT OF CLIMATE CHANGE ON COASTAL GROUNDWATER 
RESERVOIRS  
Investigating the effects of sea level rise on coastal road infrastructure 
according to groundwater table variations evokes a need to understand the climate 
change and its potential impacts on the global environment including the ocean 
balance. After the effect of climate change on the ocean and the mean sea level is 
understood, seawater intrusion as the process in which the sea level rise alters the 
balance of coastal groundwater reservoirs should be studied.  
In this section a background on the climate change and its impacts on the mean 
sea level are presented. Eventually the effect of sea level rise on the groundwater 
table variation is discussed through available literature to find the current gaps in 
addressing this issue.   
2.1.1 Why global climate has been subjected to a change? 
During the last century a significant concern regarding the global warming and 
its‎potential‎effects‎on‎the‎Earth’s‎environment‎has‎grown.‎The‎climate‎system‎is‎a‎
complex system of atmosphere, land surface, surface covering by snow and ice, all 
water bodies like oceans, and live things interacting with each other. The driving 
force in this system is solar energy. In normal conditions, there is a balance between 
received and reflected radiation. But this balance can change in three ways and 
increase in greenhouse gases concentration as the main proven reason for 
contemporary climate change alters the radiation balance by changing the long-wave 
radiation reflected to the space (IPCC, 2007b).  
However all climate system components can affect the greenhouse effect, but 
the ocean and living things have substantial implication by intensifying the 
blanketing effect of greenhouse gases. The natural greenhouse effect is referred to as 
the‎ process‎ in‎which‎ the‎ greenhouse‎ gases‎ act‎ as‎ a‎ partial‎ blanket‎ for‎ the‎ Earth’s‎
surface. The greenhouse gases absorb much of the thermal radiation that comes from 
the Earth’s surface and radiate them back to the Earth. It has been investigated that 
without‎ this‎blanketing‎effect‎ of‎ greenhouse‎ gases,‎ the‎Earth’s‎ surface‎ temperature‎
would be below the freezing point of water and there would be no life on the Earth 
(IPCC, 2007b).   
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It is believed that human activities during the industrial era dramatically altered 
the climate system by changing the concentration of greenhouse gases. Fossil fuel 
combustion and forest clearing intensified the blanketing effect by releasing more 
carbon dioxide during this period. The atmosphere has experienced a raise in the 
amount of carbon dioxide by about 35% owing to humankind’s activities (IPCC, 
2007b); however, change in concentration of greenhouse gases is not uniform all 
around the world. It has been well-established that the imbalance in the concentration 
of greenhouse gases escalates the blanketing effect causing global warming. Also 
some feedback mechanisms amplify this warming process.  
The debate on how and in what extent the natural greenhouse effect can be 
affected by human activities has an age of about a hundred years and our 
understanding about the process and the different feedback mechanisms has been 
improved. Based on the Second Assessment Report of IPCC (Intergovernmental 
Panel on Climate Change) presented in 1996, it can be concluded that the global 
climate has been changed in the last century and shows a tendency to further change 
in the future. In a special IPCC report, different scenarios of climate change based on 
change in population, economic growth and the technology development reliance 
were presented. Four different storylines have been presented as four scenario 
families and one of the families was divided into three groups based on the 
alternative directions of technological change in the energy system (IPCC, 2007b, 
Muzik, 2002). Since these scenarios were adopted in many studies investigating the 
effect of climate change, a brief review of them is presented in Table ‎2.1.  
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Table ‎2.1 
The Emission Scenario of the IPCC Special Report on Emission Scenarios (SRES) (adopted from 
IPCC, 2007a) 
Storylines   A brief summary of scenario basis  
A1 Family Very rapid economic growth with the population pick in the mid-century with convergence among 
different regions. It is predicted that more efficient technologies will be introduced. This family is 
divided into three subgroups based on the new technologies’ energy source as follow: 
A1F1 An intensive emphasis on fossil fuels. It is actually the worst scenario 
A1T An emphasis on non-fossil energy sources 
A1B A balance between different sources 
A2 Family We will experience economic growth, but generally regionally oriented with continuous 
population growth. The technology development rate is slower than any other storyline  
B1 Family Development in economic is predicted but with reduction in material intensity with the same 
population growth as the A1 storyline. More resource-efficient and clean technologies are 
introduced besides global solution for sustainable development 
B2 Family Local and regional economic growth and solution for a sustainable development with economic 
growth of less than the A1 and B1 storylines. Also the technologies will change less rapidly but 
with more diversity than the A1 and B1 storylines. The population growth is the same as A2 
storyline but with a lower rate.  
 
2.1.2 Global climate change  
According to the projection of the Carbon Dioxide Information Analysis 
Centre (CDIAC) the rate of carbon dioxide emission from 2004 to 2008 shows 
convergence to A1F1 scenario predictions. Based on A1F1 scenario, the amount of 
CO2 in the atmosphere will be double by the end of this century (Bicknell, 2010, 
IPCC, 2007a). The initial observed reflections of this increase are: change in 
precipitation patterns, decrease in the extent of ice cover and increase in surface 
temperature and global average sea level (IPCC, 2007a). Although the hydrologic 
cycle is expected to change across the world, the level of change is not expected to 
be uniform temporally and spatially as it has not shown uniformity in last centuries.  
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The Earth has already warmed by about 0.74°C±0.18°C over the last century 
(1906-2005) and IPCC estimates a further increase of 2.5°C with range of 1.5°C to 
4.5°C. The greatest increase in temperature has been predicted for the winter of high 
latitude (IPCC, 2007b, Muzik, 2002).  
Both climate models and satellite observations suggest that atmospheric water 
content and precipitation will increase as a result of increase in average global 
temperature. Over the land north of 30°N the precipitation generally has increased 
between 1900 and 2005, but over the tropics a decrease has been observed since the 
1970s. The General Circulation Models (GCMs) suggests a northward shift in the present 
mid-latitude rain belt in the future. During the last decades the precipitation changes 
have shown a more seasonal and spatial pattern than temperature. As a result the 
eastern parts of North and South America, northern Europe, and northern and central 
Asia have experienced wetter conditions significantly, but drier conditions have been 
observed in the Sahel, the Mediterranean, southern Africa and parts of southern Asia.  
There is a perception that extreme climatic and hydrological events will 
become more frequent in the future. Increase in the number of heavy precipitation as 
well as rare precipitation events (1 in 50 year return period), higher maximum 
temperatures and more hot days, higher minimum temperatures and fewer cold and 
frost days are some of consequences besides the increase risk of drought due to 
increased tropical cyclone intensities and increased summer continental drying 
(IPCC, 2007b, IPCC, 2007a, Prudhomme et al., 2003). 
Eventually the ocean is warming and the mean sea level is rising. Because the 
main objective of this study was to assess the effect of sea level rise on the coastal 
groundwater reservoir, the reflection of climate change on mean sea level is 
discussed in section ‎2.1.4 with more details. 
2.1.3 Climate change in Australia  
In Australia from 1910 to 2004 the average maximum and minimum 
temperature have increased 0.6°C and 1.2°C respectively. Also the number of hot 
days and hot nights has shown an upward trend while the number of cold days and 
cold nights has declined. The patterns of precipitation changes are not uniform and 
while there has been an increase in the summer rainfall in the north-western of 
Australia, the southern and eastern parts have experienced drier conditions since 
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1950. Since 1973 a hotter drought has been observed. Regarding to evaporation, no 
specific trend in pan evaporation has been found over Australia; although, large 
inter-annual variability has been observed. The mean sea level around Australia has 
risen with average rate of 1.2 mm/yr from 1920 to 2000, and between 1842 and 2002 
the sea level rose about 0.17 m (IPCC, 2007a).  
It has been predicted that within 800 km of the coast, the temperature is likely 
to increase relative to 1990 about 0.1°C to 1.3°C, 0.3°C to 3.4°C and 0.4°C to 6.7° C 
by 2020, 2050 and 2080 respectively. The annual rainfall is likely to decrease over 
the most of southern and sub-tropical Australia while a tendency for increase in 
Tasmania, central Northern Territory and northern New South Wales (NSW) is likely 
to happen (refer to Table ‎2.2). Based on the CSIRO (Commonwealth Scientific and 
Industrial Research Organisation) report, the annual rainfall all over Australia could 
increase or decrease and the range is not uniform but on average the annual rainfall 
change will be vary by ±10% and ±35% by 2030 and 2070 respectively, compared 
with 1990 (Whetton, 2001). Increase in extreme rainfall is likely in both regions with 
decrease or increase tendency in annual rainfall. For example, the intensity of the 1-
in-20 year daily rainfall event is likely to increase by up to 30% by 2040 in south-
east Queensland. The potential evapotranspiration will increase and water-balance 
models predict that the soil moisture and runoff are very likely to decrease over most 
of Australia. Due to regional differences in thermal expansion rate and ocean 
circulation in different regions, the prediction on mean sea level rise could be 
varying (IPCC, 2007a). 
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Table ‎2.2 
Prediction on annual rainfall and temperature for 2020,2050 and 2080 relative to 1990 for Australia 
(IPCC, 2007a) 
Temperature change (°C) 2020 2050 2080 
0 to 400 km inland of coast  +0.2 to 1.0 +0.3 to 2.7 +0.4 to 5.4 
400 to 800 km inland +0.2 to 1.3 +0.5 to 3.4 +0.8 to 6.7 
Central Australia +0.2 to 1.5 +0.5 to 4.0 +0.8 to 8.0 
Rainfall change (%) 2020 2050 2080 
Within 400 km of western and southern 
coasts 
-15 to 0 -40 to 0 -80 to 0 
Subtropics (latitude 20-28°S) except 
west coast and inland Queensland 
-10 to +5 -27 to +13 -54 to +27 
Northern NSW, Tasmania and central 
Northern Territory (NT) 
-5 to +10 -13 to +27 -27 to +54 
Central South Australia, southern NSW 
and north of latitude 20°S, except 
central NT 
-5 to +5 -13 to +13 -27 to +27 
Inland Queensland -10 to +10 -27 to +27 -54 to +54 
Climate change in South East Queensland 
Based on the A1F1 scenario, the annual mean temperature over Queensland 
relative to 1990 will increase between 0.3°C-2°C by 2030 and the largest change has 
been predicted for the year 2070 with a range of 0.8°C-6°C. The number of summer 
hot days in Brisbane is projected to increase form 3 days to 3-6 days by 2030. For 
south east of Queensland the annual mean temperature is predicted to increase from 
0.3°C to 1.7°C by 2030. Also an increase in temperature for all seasons has been 
predicted for the future (CSIRO, 2007, CSIRO, 2002, CSIRO, 2001).  
According to CSIRO (2004) and CSIRO (2007) the extreme daily rainfall 
intensity is predicted to increase for the coastal region of south east Queensland with 
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larger amounts for north of Brisbane and the Gold Coast. The observed most extreme 
intensity of one-day rainfall on the Gold Coast is 200-300 mm form 1960 to 1999. 
The average percentage change in one-day extreme rainfall intensity for coastal 
regions of the Gold Coast will be 15% and 13 % by 2030 and 2070 respectively 
(CSIRO, 2007, CSIRO, 2004, CSIRO, 2002). 
 
Figure ‎2.1. Rainfall changes scenarios for Queensland for (a) annual mean; (b) summer; (c) autumn; 
(d) winter; and (e) spring (adopted from CSIRO, 2002) 
Based on the study conducted by CSIRO (2002), the annual rainfall projection 
over south east Queensland shows a slightly negative trend but when it is broken 
down into seasons, an increase in summer and decrease in spring along the coast can 
be observed. The changes in autumn and winter are either neutral or uncertain 
(Figure ‎2.1) (CSIRO, 2007, CSIRO, 2002). 
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2.1.4 Global Climate change and sea level rise 
Ocean response to climate change can be highlighted as one of the most 
important climate change reflections because even a small change in the ocean can 
lead to crucial changes in hydrologic cycle, coastal regions and human life. These 
crucial changes arise from the significant heat capacity of the ocean in comparison 
with the atmosphere. So any change in the ocean, such as sea level rise, should be 
assessed comprehensively due to its potential effects on our societies and 
environment. (Bicknell, 2010, Department of Climate Change, 2009, IPCC, 2007b, 
Church and White, 2006).  
Two main processes contribute to the global mean sea level rise by changing 
the total volume of water in the ocean. Increase in air temperature results in warmer 
ocean waters and in turn, thermal expansion of the ocean water increases the height 
of the ocean. The second process increases the volume of water entering the ocean 
from other water sections such as glaciers and icesheets of Greenland and Antarctica. 
The contribution of each process to the rising sea level has changed during the last 
century due to some new global conditions and there are some different arguments in 
this regard. The Department of Climate Change (2009) allocated the portion of one-
third to thermal expansion in increasing mean sea level in the last century up to 1990 
and believes that since then, the melt water has contributed more, but IPCC (2007b) 
has evaluated the contribution portion of both processes as equal between 1993-
2003. The estimation of all these studies is uncertain because, although thermal 
expansion and amount of melt water from icecaps and glaciers can be predicted with 
moderate certainty, the contribution of Greenland and Antarctic icesheets is 
uncertain. It has been predicted that over the long-term, like hundreds to thousands of 
years, melting of Greenland and Antarctic icesheets can cause 3 to 6 meter rises in 
the global mean sea level (IPCC, 2007b, Church and White, 2011, Department of 
Climate Change, 2009, Bicknell, 2010, CSIRO, 2007).  
The estimated average sea level rise for the early and the late 20
th
 century is 
about 1.7 mm/yr and 1.8 mm/yr. One of the first studies that estimated the 
acceleration rate of increase in mean sea level in the 20
th
 century was Church and 
White (2006). In this study the tide gauge measurements reconstructed from 1870 to 
2004 and 0.195 m rise in the mean sea level were found and they predicted that if 
this acceleration remains during 21
st
 century, the mean sea level will rise 0.31±0.03 
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m by 2100. The tide gauge measurements are not very accurate because they can be 
affected by land motion and also there are some gaps in the global networks. Since 
1993, reliable satellite observations have made the estimations and predictions of sea 
level change more accurate.  
Satellite altimetry‎is‎based‎on‎the‎mass‎of‎earth’s‎centre‎and‎is‎not‎affected‎by‎
land motion. Although the satellite altimetry is more accurate for this reason, there 
are still some uncertainties due to lack of available records (less than 20 years). 
Based on these new improved observations, the mean sea level rose by the rate of 3.1 
mm/yr between 1993 and 2003. This new estimation for the late 20
th
 century is about 
two times greater than the initial estimation for this period. In a study by Church and 
White (2011) the global sea level rise was estimated using satellite altimeter for 
1993-2009 and sea level measurements for 1880-2009 to provide a comparison of the 
estimations of these two methods. Based on the results of this study, the estimated 
rate of sea level rise between 1993 and 2009 is 3.2±0.4 mm/yr according to satellite 
altimetry and 2.8±0.8 mm from tide gauge measures. The significant difference 
between these two estimations can be observed between 2000 and 2009. Table ‎2.3 
presents the historical sea level rise for different periods and from different studies. 
Although the sea level rise has been established during the last decades, the 
regional distribution of these changes could be varying due to some regional 
dominant climate. In Australia, according to CSIRO (2007), the mean sea level rose 
at the rate of 1.2 mm/yr during the 20
th
 century, but this rate was not consistent all 
around the continent. For example, the projected sea level rise for south-eastern 
Australia is greater than the global average while that of north-western Australia 
shows less change (IPCC, 2007a, Department of Climate Change, 2009). Figure ‎2.2 
presents the local sea level rise from early 1990 to 2010 in Australia. The estimated 
rise for the Brisbane region from this study is 2 mm/yr, which is very close to the 
estimated rate of 1.9 mm/yr presented by Harvey and Caton (2010) using tide gauge 
measures between 1897 to 2000. 
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Table ‎2.3 
Historical sea level rise projections  
Period Global sea level rise Reference  
Jan 1870 to Dec 2004 1.44 mm/yr  (Church and White, 2006) 
20th century 1.7±0.5 mm/yr (IPCC, 2007b) 
1961 to 2003 1.8±0.5 mm/yr (IPCC, 2007b) 
Jan 1993 to Jul 2009  3.32±0.6 mm/yr  (Bicknell, 2010) 
1993 to 2009 from satellite 
altimeter  
3.2±0.4 mm/yr  (Church and White, 2011) 
1993 to 2009 from tide gauge 2.8±0.8 mm/yr (Church and White, 2011) 
 
 
Figure ‎2.2. Local sea level rise (mm/yr) in Australia from early 1990 to June 2010 (Department of 
Climate Change and Energy Efficiency, 2011) 
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Figure ‎2.3. Global mean sea level, comparison of satellite records with some climate change scenarios 
(Bicknell, 2010) 
It is expected that the sea level will rise for centuries even if we can be 
successful in stopping greenhouse gas emissions. This continuous rise results from 
the predicted stabilised higher temperature even after stopping green house gas 
emissions. This higher temperature, along with the lag between atmospheric and 
oceanic warming, can cause melting icesheets and consequently raise sea levels in 
the next thousand years. The sea level rise predictions based on different scenarios 
are varying, but comparing the historical predictions of different scenarios with 
satellite records reveals that the upper predictions of the A1F1 scenario show the best 
correlation with satellite records (Bicknell, 2010) (Figure ‎2.3). Accordingly, based 
on the highest emission scenario (A1F1), the sea level will rise about 0.18-0.59 m by 
2100 due to thermal expansion and the linear ice melt can add 0.1 to 0.2 m to this 
value, making the highest prediction about 0.8 m. Although the possible contribution 
of icesheet melting can increase the upper estimation, it is not considered in IPCC 
estimation due to uncertainty in estimating this contribution portion (Department of 
Climate Change and Energy Efficiency, 2011, Department of Climate Change, 2009, 
CSIRO, 2007). 
While the prediction of the A1F1 scenario is relevant, many studies have 
suggested a higher upper range for sea level rise. For instance, the Department of 
Climate Change (2009) reported the range of 0.75 m to 1.9 m for sea level rise in 
2100, relative to 1990. Therefore it is better to apply a higher prediction of sea level 
rise for risk assessment analysis. In this regard the studies conducted in Australia by 
the Department of Climate Change (2009) and the Department of Climate Change 
and Energy Efficiency (2011) suggest the sea level rise of 1.1 m for 2100 for 
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assessing the risk of sea level rise on coastal regions. The adopted sea level rise 
scenarios in these two studies are presented in Table ‎2.4.  
Table ‎2.4 
Adopted sea level rise prediction for Australia based on different scenarios (Department of Climate 
Change, 2009)   
Year  Scenario B1 Scenario A1F1 Scenario High end 
2030 0.132 0.146 0.2 
2070 0.333 0.471 0.7 
2100 0.496 0.819 1.1 
 
2.1.5 Sea level rise and associated risks to coastal regions 
In coastal regions the ocean condition plays an important role in sustaining the 
coastal environment and society. Any change in the mean sea level can influence the 
current balance in different ways, from erosion and inundation to unbalancing the 
recharge and discharge amount to coastal aquifers. 
 According to the available studies, particularly in Australia such as 
Department of Climate Change and Energy Efficiency (2011), Sano et al. (2011), 
Department of Climate Change (2009) and CSIRO (2007),  it was found that in most 
of the previous studies the major articulated damages to coastal regions due to sea 
level rise were flooding, erosion, extreme weather and river/channel inundation. 
These mentioned hazards drew the main attention of both scientists and policy 
makers during the last decades from all around the world. For example, in the report 
of the South Australian coast protection board (1992), the only evaluated hazards 
associated with sea level rise were flooding, river/channel inundation and extreme 
weather. Eighteen years later in a study by Harvey and Caton (2010) the same 
hazards were considered and again the seawater intrusion to coastal aquifers due to 
sea level rise was ignored.  
The same attention can be found in other parts of the world. For example Kont 
et al. (2008) investigated the risk of flooding and erosion due to sea level rise in 
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Estonia by applying 1 m rise in the mean sea level for 2100. Zeidler (1997) assessed 
the vulnerability of two continental shorelines to climate change in Poland and 
Vietnam by considering the sea level rise scenarios for 2030 and 2100, but in this 
study, just the risk of channel inundation and flooding were investigated. In another 
study conducted by Gornitz et al (1994) in the U.S. southeast, a database was 
developed for coastal risk assessment and a risk index was calculated evaluating the 
risk of episodic flooding, erosion and permanent inundation on coastal areas.  
Therefore, all around the world and in Australia the risk of seawater intrusion 
and its potential impacts on groundwater have not been articulated explicitly, while 
storm surges, erosion, channel inundation, flooding, extreme weather and marine 
ecosystems were studied in some detail.  
Seawater intrusion due to sea level rise influences the balance of coastal 
aquifers by both changing the saltwater-freshwater interface and changing the 
permanent level of groundwater table. Increasing mean sea level causes the 
groundwater level in coastal areas to rise in order to adjust to the new condition. The 
existing head in the ocean boundary results in seawater intrusion to the aquifer, and 
consequently changes the saltwater-freshwater interface (Rotzoll and Fletcher, 2012, 
USGS, 2012, Werner and Simmons, 2009, Cooper et al., 1964). The inattention to 
seawater intrusion and its associated risks comes from the fact that the major effect 
of sea level rise on groundwater is long-term and because of significant delay 
between cause and effect, it has been ignored in many studies. However, the impacts 
of seawater intrusion on coastal groundwater and the associated risks are not 
negligible and there is a need for more studies addressing this problem in greater 
detail.  
Seawater intrusion and groundwater table variation 
In a normal steady condition, the groundwater table in unconfined aquifers is 
above the mean sea level because it is recharged from precipitation. A seaward 
gradient exists due to the balance between precipitation recharge and freshwater flow 
toward the sea. This stable groundwater table fluctuates with tide level changes in a 
day but the tidal effects decrease landward. Such a steady condition, where there is a 
balance between saltwater and freshwater, can be explained by the Ghyben-Herzberg 
relationship (Rotzoll and Fletcher, 2012, Rotzoll and El-Kadi, 2008, Cooper et al., 
1964). Generally, two different approaches can be applied in studies addressing 
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movement of freshwater-saltwater in coastal aquifers: (1) a sharp interface is 
considered when the saltwater and freshwater are assumed completely immiscible; 
and (2) a zone of diffusion is applied if the freshwater and saltwater are assumed 
dynamic (Ranjan et al., 2006, Bear et al., 1999).  In the Ghyben-Herzberg 
relationship, a sharp interface is applied and the effect of tidal actions is ignored. The 
density of saltwater is about forty times greater than freshwater; consequently, the 
thickness of freshwater below sea level should be 40 m for 1 m of water table above 
mean sea level. In other words, a 1 m of free water table above mean sea level, 
guarantees 40 m of freshwater below sea level (Figure ‎2.4). Accordingly a rise in the 
mean sea level results in reduction of freshwater thickness below sea level causing 
saltwater to appear close to the ground surface (Bear et al., 1999, Sherif and Singh, 
1999, Cooper et al., 1964, Glover, 1959).  
 
Figure ‎2.4. Conceptual coastal unconfined aquifer illustrating the Ghyben-Herzberg relationship 
(adopted from Sherif and Singh, 1999) 
In dynamic conditions where the dynamic factors are considered near 
shoreline, a flow exists through a narrow gap between saltwater and fresh water. In 
this condition, due to discharge of saltwater into ocean from the diffusion zone, 
seawater flows from the sea floor into the diffusion zone creating a flow cycle. Since 
the flow through the seepage above sea level due to tidal effects is negligible, it is 
ignored (Glover, 1959, Cooper et al., 1964) (Figure ‎2.5 ). 
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Figure ‎2.5. Typical flow cycle in an unconfined aquifer (adopted from USGS (2012) with some 
modification according to Cooper et al. 1964) 
In the condition of sea level rise, the water flow is governed by hydraulic 
gradient while the salt movement is controlled by the diffusion process (Sherif and 
Singh, 1999). Therefore, seawater intrusion not only can change the saltwater-fresh 
water toe, but it also causes the groundwater table to rise to adjust to the new 
condition (Figure ‎2.6).  
 
Figure ‎2.6. Conceptual illustration of a coastal unconfined aquifer under sea level rise condition 
considering the fresh water-saltwater interface ( adopted from Rotzoll and Fletcher (2012) and Sherif 
and Singh, 1999) 
A review on the studies addressing the interaction between seawater and 
coastal aquifers shows a focus on salinity contamination of coastal aquifers as a 
consequence of sweater intrusion. For example Green et al (2011) presented the 
results of a study conducted in many Greek coastal aquifers showing a rise in 
saltwater-fresh water interface due to seawater intrusion combined with over-
pumping that has resulted in low water quality in these areas. Also the estimated 
recovery period for groundwater freshening in this area with no more pumping is 
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about 15 to 10,000 years, depending on the region. Such impacts on water quality, 
the time needed for refreshening the water and the consequences of this salinity on 
socio-economic conditions, result in attracting more attention to this problem than 
groundwater table rise. Some other examples of studies investigating salinity hazard 
to groundwater due to sea level rise can be enamurated as: 
 Sherif and Singh (1999) investigated the effect of climate change on saline 
seawater intrusion using two coastal aquifers, one in Egypt and another 
one in India and the Nile Delta aquifer was found more vulnerable  
 Ranjan et al (2006) evaluated the effect of salinity intrusion on fresh water 
resources due to change in recharge and sea level rise in coastal aquifers 
under high and low emission scenarios (SRESA2 and B2) 
 Masterson and Garabedian (2007) used a density-dependent, three-
dimensional numerical groundwater flow model to simulate the effects of 
sea level rise on the depth and position of the fresh water-saltwater 
interface 
 Webb & Howard (2011) applied a series of two-dimensional models with 
fixed inland head setup by SEAWAT to simulate the transient migration of 
saltwater intrusion in coastal aquifers with different hydrogeological 
properties  
 Werner et al (2012) quantified both confined and unconfined aquifer 
vulnerability to various stress situations including (1) sea level rise; (2) 
change in recharge and; (3) change in seaward discharge to simulate the 
depth and position of the fresh water-saltwater interface 
This literature review shows that the physical response and quantitative bounds 
of the groundwater table due to seawater intrusion have not been explicitly 
articulated in previous studies. Most studies have presented the mathematical 
representation of the sharp interface of saltwater and fresh water. Even in a study like 
Green et al (2011), which is a comprehensive review on different studies addressing 
the groundwater vulnerability to climate change, the response of coastal groundwater 
table to sea level rise was almost ignored. Similarly when Werner (2010) presented a 
review on the seawater intrusion management in Australia, it just focused on the 
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salinity and water quality related issues and ignored the potential impacts of 
groundwater table rise on coastal regions.  
Only a few researchers have addressed the effects of seawater intrusion on the 
depth and position of water table. In a study by Werner & Simmons (2009), the 
groundwater table change was calculated as part of simulating changes in the 
saltwater-freshwater toe under two scenarios, i.e. without any change in recharge and 
with an increase in recharge of the aquifer. They used a simple conceptual 
framework to provide a first-order assessment of seawater intrusion changes in 
coastal unconfined aquifers in response to sea level rise. Two conceptual models 
were tested: (1) flux-controlled systems in which ground water discharge to the sea 
was persistent despite changes in sea level; and (2) head-controlled systems whereby 
ground water abstractions or surface features maintained the head condition in the 
aquifer despite sea level changes. Both the Ghyben-Herzberg relationship and Dupuit 
assumption (refer to Appendix B) were used for a homogenous unconfined aquifer 
under a steady state condition. In another recent study USGS (2012) emphasized the 
importance of assessing the groundwater table change due to seawater intrusion and 
simulated current and future groundwater level using the MODFLOW software 
platform for a 0.91 m sea level rise scenario in New Haven. In this study a scenario 
of 12% increase in groundwater recharge was evaluated as well. In 2012, Rotzoll & 
Fletcher (2012) studied the vulnerability of low-lying coastal areas to flooding and 
groundwater inundation due to groundwater table rise based on three different 
scenarios in urban Honolulu, Hawaii. They found that 1 m sea level rise would cause 
inundation of 10% of 1 km of coastal region in this area. In addition, they mentioned 
that the long-term groundwater table rise can result in serious management problems 
that can be costly even if the hazard related to them is not significant. 
2.2 ROAD INFRASTRUCTURE VULNERABILITY TO GROUNDWATER 
TABLE VARIATION 
There are different factors contributing to pavement failure i.e. traffic volume, 
precipitation regime, temperature, soil type, construction method, drainage condition 
and quality of road construction materials. However, excess moisture, which is not 
accommodated in original road design, is considered as the most influential 
environmental factor contributing in road deterioration. This excess moisture reduces 
the subgrade materials’ strength and stiffness, resulting in subgrade failure. 
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Unexpected moisture in the subgrade can result from either surface flux due to 
precipitation or capillary rise above a shallow water table (Chang, 2008, Zhang, 
2004). The rise of the underground water table can result in saturation, salination and 
weakening of road basement in low-lying areas (Department of Climate Change, 
2009). For example in the late twenties, it was estimated that 500 km of the total 
roads of Western Australia and 34% of the state roads of south western New South 
Wales were affected by shallow saline groundwater (IPWEA, 2001, McRobert and 
Foley, 1999). 
It has been predicted that the sea level will rise in the future due to climate 
change (Bicknell, 2010, Department of Climate Change, 2009, IPCC, 2007b, Church 
and White, 2006). Several studies highlighted that seawater intrusion due to sea level 
rise influences the balance of the coastal aquifers by both changing the saltwater-
freshwater interface and changing the level of the groundwater table (USGS, 2012, 
Rotzoll and Fletcher, 2012, Werner and Simmons, 2009). A recent study by 
Mirfenderesk et al (2010) has estimated that 50 cm, 80 cm and 110 cm sea level rise 
can result in an additional 9%, 13% and 16% (respectively) exposure of stormwater 
network to saltwater in the Gold Coast, Australia. Since groundwater table variation 
can alter the equilibrium moisture condition of subgrade, consequently any change in 
groundwater table due to seawater intrusion is expected to have substantial impacts 
on coastal road infrastructure. 
Given the high repair cost of road infrastructures due to excess moisture in 
their subgrades, there is a need for further study on the impact of sea level rise on 
groundwater table variations and the associated risks on pavement performance. The 
aforementioned literature review shows that there is a knowledge gap in quantifying 
these impacts despite the important role of such an assessment on the government’s‎
management plans. 
In the following section, a literature review on studies addressing the effects of 
a high groundwater table on road infrastructure is presented. Then, vulnerability of 
road subgrade to excess moisture content due to the high groundwater table is 
explained through considering Mr and CBR as two soil strength and stiffness 
indicators. Finally, a review on some available cost damage functions for estimating 
the effect of high groundwater table and salinity on road maintenance cost is 
presented, based on previous studies conducted in Australia.  
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2.2.1 Conducted investigation on road damages due to shallow groundwater in 
Australia 
In Australia,  many studies have been conducted to investigate the effect of 
dry-land salinity and water logging on agriculture and environment (Bourke et al., 
2000, Van Hilst and Schuele, July 1997, Martin and Metcalfe, 1998), on 
infrastructure (Vorobieff, 2005, Austroads, 2004, McInnes, 2004, O'Flaherty, 2003, 
Vorobieff et al., 2001, Whish-Wilson and Lubulwa, 1997) or on both infrastructure 
and environment (IPWEA, 2001, Short and McConnell, 2001, Barnett, 2000, Clifton, 
2000, Wilson, 1999, Murray-Darling Basin Ministerial Council, 1999).  
The water logging and salinity due to shallow groundwater can affect road 
pavements in different ways and they have been identified as the main processes 
contributing to road infrastructure damage and associated maintenance cost in 
Australia (Austroads, 2004, McRobert and Foley, 1999). Interaction between these 
two complex processes makes their assessment more complicated. When primary 
dry-land salinity is a natural process depositing salt in the soil, the secondary salinity 
could either be caused by human activities or changes in the natural water balance 
due to climate change (NLWRA, 2000). A study conducted by the Murray–Darling 
Basin Ministerial Council (1999) stated that the lifespan of a road exposed to water 
logging and salinity can be reduced by four times; similarly, in IPWEA (2001) it was 
pointed out that the pavement serviceability would be significantly reduced if the 
groundwater level rose to within 2 meters of the ground surface.  
As the water table rises, the dissolved salt and elevated humidity appear closer 
to the surface. While the moisture can affect the pavement subgrade 
strength/stiffness, causing reduction in the average road’s lifespan (O'Flaherty, 2003, 
Murray-Darling Basin Ministerial Council, 1999, Austroads, 1992), salinity in road 
subgrade can reduce the essential properties and integrity of bitumen and concrete 
causing different damages i.e. rutting, pot holing, shape loss and concrete spalling 
(Vorobieff, 2005, IPWEA, 2001, McInnes, 2004).  
A deeper investigation through all conducted studies in Australia reveals that 
many of them addressed the effect of salinity on road infrastructure and even where 
the water logging was discussed, the salinity of high groundwater was considered in 
their investigation. Even in some studies i.e. Vorobieff (2005), McInnes (2004), 
O'Flaherty (2003) and Vorobieff et al (2001) where the effects of high groundwater 
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table on road infrastructure due to excess moisture were discussed, the contribution 
of this damage was not estimated separately from salinity damage. In other words, in 
these studies the impacts of high groundwater table on road infrastructure were 
investigated mainly through the context of salinity. For example  
 Martin and Metcalfe (1998) and IPWEA (2001) considered the 
groundwater imbalance due to changes in recharge and discharge for 
investigation of salinity damages on agriculture, vegetation and 
infrastructure  
 Murray-Darling Basin Ministerial Council (1999) summarized the 
salinity effects, cost and management plans as well as presenting some 
achievement through applying these management strategies  
 Bourke et al (2000), Clifton (2000) and Short and McConnell (2001) 
adopted the historical observations of groundwater level and its trends 
to investigate the associated risks of dry-land salinity and saline shallow 
groundwater 
 Vorobieff et al (2001) and Vorobieff (2005) assessed the effects of high 
groundwater table on subgrade strength reduction to find the available 
treatment and possible techniques to minimise the effects of salinity on 
road infrastructures 
 O'Flaherty (2003) investigated how salinity affects road infrastructures 
and how roads can affect salinity process within the catchments 
considering the source of water in a pavement 
 McInnes (2004) provided some notes on the effect of excess moisture 
on road subgrade strength but ultimately summarized the influence of 
high saline water on road infrastructure as well as presenting some 
actions that could be taken to overcome this problem 
Although there are a few studies such as Austroads (2004) addressing the 
effects of high groundwater table on road infrastructure separately from salinity, for a 
country such as Australia, which has an extensive road network and is high 
vulnerability to climate change, it is not adequate. In Queensland this lack of 
information is even more obvious and the only available estimation for the length of 
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roads affected by salinity in Queensland was presented by Austroads (2004). This 
study estimated that 12000 km of total Queensland roads have already been affected 
by salinity. 
All mentioned studies provide a good body of knowledge on the effects of 
salinity and a high saline groundwater table on road infrastructure in Australia. But 
the subsequent changes in moisture content of the road basement due to shallow 
groundwater and its impacts on road infrastructure have not been articulated 
adequately. Therefore, in Australia, there is a gap of knowledge in the investigation 
of high groundwater table impacts on road infrastructure through analysing the 
imbalance in road basement moisture content and the subsequent impacts on road 
strength/stiffness. Accordingly, there is a need for further investigation addressing 
this problem.   
2.2.2 Road damage due to shallow groundwater and excess moisture 
Pavements are constructed with different layers of different materials. The 
main layers of a pavement are the wearing course (surface layer), base course, sub-
base course and subgrade (Figure ‎2.7). While the unbound pavement layers are all 
formed from granular materials, the bound pavements are stabilized with at least one 
layer of bound materials such as asphalt or concrete. In flexible roads the surface 
layer, which is the uppermost layer protecting the pavement against traffic and 
soaking, is composed from bituminous materials. The material which is used for this 
layer in rigid pavements is concrete, making the pavement stiffer.   
The main load-spreading layer transmitting the traffic load is the base course. 
The base course may consist of premixed asphalt, cement concrete, graded granular 
gravel and crushed rock. The second load-spreading layer is called sub-base. Sub-
base is made from unbound materials that may act as a filter and drainage layer. This 
layer is usually constructed from natural gravel or from materials stabilized with lime 
or cement (Thagesen, 1996). The most important functional layer in both flexible and 
rigid pavements is subgrade. Subgrade is the natural soil and is generated from local 
excavations associated with road construction or is imported from somewhere else. 
The function of subgrade is very important in pavement performance. Like a 
foundation it bears all the loads on the road and transfers them to the soil (Rahardjo 
et al., 2012). 
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Figure ‎2.7. Main performing layers in bound pavements (adopted from Thagesen, 1996) 
One of the most important challenges of road designers is estimating the 
required pavement thickness according to the pavement environment, subgrade 
strength, pavement type and traffic load. But the strength of subgrade mainly dictates 
the thickness of other layers and a good subgrade reduces the risk of early pavement 
failure (Vorobieff, 2005, Austroads, 1992). Different factors such as soil type and 
structure, density and moisture content determine the subgrade strength. But many 
studies have identified the excess moisture in subgrade as the principal cause of 
pavement failure by changing the equilibrium moisture content (EMC). The high 
subgrade moisture content leads to pavement weakening and decrease in the 
subgrade strength/stiffness, which ultimately can cause pavement failure (Nowamooz 
et al., 2011, Vorobieff, 2005, Austroads, 2004). Accordingly the wetter subgrade 
needs thicker, stronger and more expensive pavement to be designed. 
As the mechanical properties of subgrade materials are highly dependent on 
their moisture content, predicting future variation of soil moisture content of a 
subgrade is a key in pavement design and maintenance. There are many ways that 
water can reach the pavement structure. The infiltrated precipitation through cracks 
in the pavement surface, shoulders, and side ditches are considered as atmospheric 
sources. The other sources originate from saturated zone (SZ) and generally depend 
on the depth of groundwater (Figure ‎2.8) (Austroads, 2012, Vorobieff, 2005). 
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Figure ‎2.8. Source of water in pavement (Austroads, 2012) 
Generally after road construction, the moisture content of subgrade reaches an 
equilibrium state with local environment according to climate, soil type and 
permanent groundwater table. Then the catchment water balance determines the 
subgrade moisture condition. The design moisture content (DMC) should be defined 
using the optimum moisture content (OMC) and EMC. If the subgrade moisture 
condition changes in a way that was not accommodated in the original design, this 
unpredicted moisture can cause road failure (Arampamoorthy and Patrick, 2010, 
Qian et al., 2010, Austroads, 2004). Capillary rise associated with the increase in 
groundwater table is one of this unpredicted situations affecting the water content of 
subgrade soil (Austroads, 2004, Zhang, 2004). The capillary fringe is the zone above 
the water table and can vary with soil type, soil permeability, environment, etc. (for 
more information refer to Appendix A and Figure ‎2.9). 
 
Figure ‎2.9. Different zones of soil-rock profile in an unconfined aquifer distinguished by different 
stored water  
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Water ingress into road structure regardless of it containing salt or not is the 
principle cause of pavement failure in most road infrastructures. So groundwater 
table rise has considerable impact on subgrade strength/stiffness and pavement 
performance because a water table rise increases capillary rise causing increase in 
subgrade SWC and EMC (Arampamoorthy and Patrick, 2010, Qian et al., 2010, 
Austroads, 2004). The depth at which the capillary rise can affect the subgrade SWC 
depends on soil texture and structure.  
Al-Samahiji et al (2000) evaluated the capillary rise and estimated the capillary 
fringe above the groundwater table in a number of soil samples. The thickness of the 
capillary zone in some soils is significantly higher than the groundwater table depth. 
Qian et al (2010) monitored the seasonal fluctuation of groundwater depth in a silty-
clayed subgrade soil in Shanghai. In this study the depth of the groundwater table 
was considered as an important factor controlling the distribution of moisture in 
subgrade. The accuracy of a model was determined in creating the soil water 
characteristic curve of Shanghai silty clay soil to predict the EMC of subgrade 
according to groundwater table depth. Similarly, Arampamoorthy and Patrick (2010), 
estimated the equilibrium moisture condition in a subgrade after construction.  In this 
study, it was argued‎ that‎ the‎ rainfall‎ changes‎ don’t‎ affect‎ the‎ subgrade‎ moisture‎
condition substantially because the moisture condition in subgrades reaches an 
equilibrium condition due to all environmental factors in the long term with some 
minor fluctuations due to precipitation changes. However, it was mentioned that if 
the groundwater table is within 1 m of ground surface, the equilibrium condition 
wouldn’t‎exist.  Generally the subgrade moisture content will be influenced by the 
water table, if its depth from the surface is less than 7 m for heavy clay (plasticity 
index (Pl) > 40%), 6 m for clay, 3 m for sandy clay or silt (with Pl < 20%), and 1 m 
for sand (non plastic soil). According to this study the subgrade soils equilibrium 
condition for New Zealand soils happens in 85% saturation, which is a high value 
and is related to shallow groundwater table (Arampamoorthy and Patrick, 2010).  
In the literature, many studies were found articulating the effects of high 
moisture content in road subgrade due to shallow groundwater. But in all these 
studies (Qian et al., 2010, Chang, 2008, Salem, 2005, Salem et al., 2003, Heydinger, 
2003, Diefenderfer, 2002, Ksaibati et al., 2000, Jin et al., 1994), change in 
groundwater table was assessed according to land use change, urbanisation, 
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irrigation, human activities and long-term (climate change) or short-term (seasonal) 
changes in precipitation and temperature. In other words, the effects of high 
groundwater level on pavement strength have been generally studied in the context 
of seasonal imbalance between recharge (precipitation) and discharge 
(evapotranspiration or abstraction), and to a lesser degree, long-term effects of 
climate change on temperature and precipitation regime.  
Jin et al (1994) examined the seasonal variation of subgrade stiffness in a 
flexible pavement in Rhode Island by monitoring the moisture and temperature in the 
road subgrade associated with precipitation and air temperature respectively. 
Similarly, Heydinger (2003) assessed the seasonal variation of daily air temperature, 
moisture and temperature in a subgrade with fine grain soil to derive the subgrade 
strength/stiffness variations and provide average monthly weighting factors being 
applicable for pavement design in Delaware county. In Florida, Ksaibati et al (2000) 
monitored the seasonal variation of groundwater depth to develop a relationship 
between groundwater depth and subgrade bearing capacity. Diefenderfer (2002) 
monitored the moisture and temperature changes in 1.3 km length of flexible 
pavement in Virginia to assess the road vulnerability to these two influential 
environmental factors. In a similar way, Chang (2008) studied the seasonal variation 
of groundwater to determined the moisture movement in a flexible pavement 
structure. The monitored environmental factors in this study were precipitation, air 
temperature and groundwater level. Salem et al (2003) evaluated the effects of 
changes in moisture content on subgrades’ elastic response to develop a seasonal 
adjustment factor providing estimation of subgrade strength using a known reference 
value. Following this study, Salem (2005) assessed the subgrade moisture content 
sensitivity to change in precipitation, to develop a seasonal adjustment factor for 
resilient modulus associated with seasonal precipitation changes.  
More recently, a few studies have focused on addressing associated risks of sea 
level rise on pavement performance and design. One comprehensive study in this 
regard is Li et al (2011). They investigated how climate change can affect the 
pavement performance, considering changes in extreme hot days, precipitation 
intensity, temperature and mean sea level. Although sea level rise was considered in 
this study, the investigation was in the context of channel/river inundation risk and a 
combination of sea level rise and storm surges. Based on this study, the risk of sea 
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level rise on road infrastructure was found more significant than the associated risk 
to intense precipitation in some areas like the Gulf Coast of the United States.  
Accordingly, the effects of seawater intrusion resulting in water logging, 
saturation and excess moisture in road basement has been ignored in previous studies 
and there is a lack of knowledge in articulating the effect of a high groundwater table 
due to sea level changes (tidal effects) or sea level rise (as a consequence of climate 
change) on road infrastructure. 
Effect of moisture on subgrade mechanical properties  
Different tests are available for evaluating mechanical properties of subgrade 
soils but the CBR and Elastic parameters are more popular among road designers 
(Austroads, 2012, Austroads, 2004, Austroads, 1992). Zhang (2004) established that 
the major component of deformation induced into a pavement structure is associated 
with elastic or resilient deformation and similarly in AASHTO GUIDE (1993) for 
pavement design, resilient modulus has been  recommended as the primary subgrade 
support indicator. Since available methods for measuring Mr are difficult and time-
consuming, CBR has become more popular due to less complexity in its calculation, 
allowing the Mr to be obtained from proposed relations between CBR and Mr 
(Chang, 2008).  
While soil type, density and moisture content determine the CBR value, the 
influential factors for Mr are soil type, soil property, dry unit weight, water content, 
strain level and test procedures. Both Mr and CBR values are subjected to change due 
to change in soil moisture condition (Austroads, 2012, Austroads, 2004, Zhang, 
2004). Higher CBR and Mr mean higher bearing capacity of subgrade and therefore 
the need for a thinner and less expensive wearing surface.  
Resilient modulus of soils and moisture 
Resilient modulus is a measure of the elastic response of a soil (e.g., how well 
a soil is able to return to its original shape and size after being stressed) under 
repeated loading. It is defined as the deviator dynamic stress (due to the moving 
vehicular traffic) divided by the resilient axial (recoverable) strain. The Mr value will 
change with loading and change in environmental factors. Different factors 
determine the resilient modulus but moisture content can be considered as the main 
factor influencing its value (Chang, 2008, Zhang, 2004, NCHRP, 2000a).  
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Zhang (2004) argued that the relationship between degree of saturation and 
change in resilient modulus is highly dependent on soil type. He expressed that the 
resilient modulus of coarse-grained soils is not significantly changed by the amount 
and manner of saturation (about 20% reduction) whereas this reduction is significant 
for fine-grained soils (50% to 75% reduction) depending on both degree of saturation 
and saturating method.  
Some researchers have developed empirical relations between Mr and 
SWC. A change in resilient modulus due to change in moisture content 
generally is compared with the resilient modulus of soil at OMC and 
maximum dry density (DD) as the reference value (Mropt). Therefore, in most 
of these models the relationship between Mr/Mropt (or log (Mr/Mropt)) and 
moisture content (w) or degree of saturation is presented. These developed 
relationships predict the change in Mr of different soil types according to 
change in SWC. For example: 
 Heydinger (2003) showed that 1.5% increase in volumetric moisture 
content would decrease the Mr from 130 MPa to 70 MPa 
 Salem et al (2003) developed the relation between subgrade resilient 
modulus of different soil types with soil moisture content using the 
observations and measurements to predict the resilient modulus according 
to subgrade moisture content 
 Qian et al (2010) found that in a clay soil compacted at OMC-4%, if the 
moisture content increases to OMC+4% , the Mr reduces by about 45% 
 NCHRP (2000a) summarizing the available models, presented the linear 
relationship between current soil gravimetric water content (w) and 
optimum gravimetric soil water content (wopt) versus log (Mr/Mropt) for 
different soil classes 
 Chang (2008) presented a general linear relation between log(Mr/Mropt) 
and soil moisture content. This relationship estimates the Mr at any 
moisture content according to Mropt  
All these presented relations can be a good guide for prediction of resilient 
modulus change associated with moisture variations for different soil types. Figure 
‎2.10  presents the linear relationship for different AASHTO soil classes illustrated in 
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a semi-log space. According to Figure ‎2.10 and all presented studies, an increase in 
the subgrade soil moisture content results in resilient modulus reduction in all these 
soil classes, consequently reducing pavement life span. 
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Figure ‎2.10. Variation of resilient modulus with moisture for different AASHTO classes (NCHRP, 2000a); AASHTO soil classification system was developed by American 
Association of State Highway and Transport Officials for soil classification for highway construction purposes. While class A-1, A-2 and A-3 represent Granular materials, 
class A-4, A-5, A-6 and A-7 are used to define Silty-Clay materials For more details refer to (Hogentogler and Terzaghi, 1929)  
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CBR and its relationship with resilient modulus 
The soil strength can be determined in terms of CBR as well. In many studies, 
particularly in Australia, the road failure is discussed through considering the CBR value. 
Since subgrade soil type plays the most important role in determining the depth to which the 
water table influences the subgrade, Austroads (2004) estimated the effect of groundwater 
depth on CBR of five different soil types. The soils with CBR< 5 were considered as 
vulnerable subgrade (Table ‎2.5).  
Table ‎2.5 
Strength of five different soil types according to their minimum  CBR values (adopted from Austroads, 2004) 
Groundwater 
depth (m) 
Subgrade Strength – Minimum CBR (%) 
Sand 
Non Plastic 
Sandy Clay 
Pl=10 
Sandy Clay 
Pl=20 
Silty Clay 
Pl=30 
Heavy Clay 
Pl>40 
0.5 8-14 8-14 3-4 3-4 2 
1 15-29 8-14 5-7 3-4 2 
2 15-29 15-29 8-14 5-7 3-4 
3 >30 15-29 8-14 5-7 3-4 
 
     Vulnerable subgrade 
 
Based on this study, the silty clay soils (Pl=30) are vulnerable if the water level rises to 
less than 2 m of the surface, while this depth for sandy clay soils (Pl=20) and heavy clay soil 
(Pl>40) is 0.5 m and >7 m from surface respectively. The recommended depth of a free-water 
surface from a pavement surface could be substantially varied in different locations. For 
example Zhang (2004) reported a range between 3.7 m for Saskatchewan to 1.5 m for 
Michigan. Also, the recommended depth for New Zealand soil presented in a conducted 
study by Arampamoorthy and Patrick (2010)  is different in some extent, with values shown 
in Table ‎2.5. 
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From Table ‎2.5 and according to the available literature, in different soil types the CBR 
value decreases by increases in SWC; however, clay soils with higher plasticity index are 
more vulnerable to moisture so a deeper groundwater table is required for a safe condition.  
Consequently, appropriate selection of material could be a key to long-term 
performance of a pavement. Materials with low permeability such as coarse-grained soils are 
more suitable for areas with a high groundwater table, due to their smaller capillary zone 
above water table. That is why sometimes a layer of coarse soil is applied beneath fine-
grained soil for protection against the capillary effect of the water table (Austroads, 2004, 
Vorobieff et al., 2001).  
As was mentioned, because the methods calculating resilient modulus are complicated, 
some relationships were developed to correlate the Mr to CBR. The most popular empirical 
model is the one used in the AASHTO Guide (1993) but this model can be applied for fine-
grained soil with soaked CBR values of less than 10. Later, another relationship was 
proposed by NCHRP (2000b), being applicable for a wider range of soils, and correlated 
CBR to Mr as: 
 
 Mr = 2555 * CBR
0.64 (2.1) 
 
2.2.3 Road damage cost functions 
In Australia, some studies such as Austroads (2004), Hajkowicz and Young (2000), 
Wilson (1999), Murray-Darling Basin Ministerial Council (1999), (Martin and Metcalfe 
(1998) and Whish-Wilson and Lubulwa (1997) estimated the cost of salinity to agriculture 
production, environment and infrastructure. Due to the lack of data about regional 
groundwater depth and trend in Queensland, detailed damage cost estimation and prediction 
for Queensland is not available. The only estimation was presented by Austroads (2004), 
predicting that the additional road maintenance cost due to salinity in Queensland in 2050, 
will be $20.3M and $125M based on interim and revised South Australia (SA) damage cost 
functions respectively. In these studies the effect of a high groundwater table were assessed 
mainly from a salinity point of view.  
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Damage cost functions are models estimating the cost of associated risks for per km of 
road per year (Austroads, 2004, Barnett, 2000, Short and McConnell, 2001, Wilson, 1999). 
Different damage cost functions were developed in Australia, the most popular ones being: 
 Interim Cost Function: Wilson (1999) provided the‎ ‘rule‎ of‎ thumb’‎ or‎ ‘interim’‎
cost functions to estimate range of costs associated to salinity and rising 
groundwater table on different assets including different road types  
 Revised SA Cost Functions: the revised SA damage function presented in 
Austroads (2004) predicts additional maintenance costs arising from either salinity 
or rising groundwater table on different road types. This ability to predict the cost 
of salinity separately from high groundwater makes this function more robust  
 Western Australia (WA) cost function: the WA function provided by WA Salinity 
Audit and presented in Austroads (2004) provides the additional repair and 
maintenance costs for different road types and different level of salinity risk. The 
level of risk is specified based on groundwater table depth and its trend  
Using these damage cost functions, it is possible to estimate the increase in road 
maintenance cost for the length of roads affected by salinity and high groundwater table.   
The next section provides a review on groundwater modelling, available codes and their 
limitations as well as the strength of the selected modelling platform.   
2.3 GROUNDWATER MODELLING 
Investigating the physical impact of sea level rise due to climate change on coastal 
groundwater reservoirs is the first objective of this study. This desire is fulfilled through 
simulation of groundwater system of a typical coastal aquifer using a numerical model. A 
brief review on groundwater flow principles and calculation methods are presented in the first 
section of this chapter, after which the available groundwater modelling tools and their 
limitations are discussed.  
2.3.1 Fundamental of groundwater flow 
For understanding the response of a groundwater system to any changes, like climate 
change, it is important to have knowledge of the groundwater definition, characteristics, 
principles, equations and solution methods. Appendix A presents the definition of an aquifer 
as the groundwater formation and some aquifer properties. This section provides an overview 
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of groundwater flow. The main references of this section are Delleur (2006), Fetter (2001)and 
Heath (1983) and the keen reader is referred to these studies for more information. 
Groundwater flow 
The motion of water requires energy and this energy is expressed as a head above a 
datum. Whereas the head difference between two points causes groundwater flow, the datum 
is arbitrary and just all energies should be measured with respect to the same datum. In 
groundwater studies the MSL is usually considered as the datum. The hydraulic head is the 
energy per unit weight of water measured relative to the datum.  
The water can possess different forms of energy. The first one is the potential energy 
defined as the energy of mass of water owing to its elevation above the datum. The next one 
is the energy of water with regard to its motion, called kinetic energy. Because the 
groundwater flows through the pores of soil and its velocity is very small, therefore, the 
velocity head or kinetic energy is negligible. The last form of energy in groundwater is 
regarding its pressure and is called pressure energy. The sum of elevation head and pressure 
head is known as the pizometric head which is the principal energy in groundwater flow. The 
energy of two positions‎in‎a‎streamline‎of‎groundwater‎can‎be‎defined‎by‎the‎Bernoulli’s‎law, 
as follows: 
 
 
 
(2.2) 
 
Where p and z are referred to pressure and elevation at positions 1 and 2 respectively, 
and ΔH is the difference in hydraulic head in these two positions. The water flows from 
higher to lower hydraulic head. 
The groundwater flow condition can be steady or unsteady. In a steady state, the inflow 
is equal to the outflow and the water table is time invariant in unconfined aquifers. But in an 
unsteady state, the water table changes during time and the outflow is not equal with the 
inflow. In fact, the unsteady state is closer to the real situation, but considering the condition 
as steady state makes the calculation much easier. 
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Flow equations 
The principles of groundwater flow are based on fluid mechanics in porous medium 
and physics laws. The two principles are conservation of mass and conservation of 
momentum. Based on these two principles, groundwater flow equations are developed. These 
equations are in partial differential form with independent variables including spatial 
coordinates and time, and dependent variables stating the groundwater flow as an explicit 
function of position and time. For instance, the groundwater head is a dependent variable of 
the space position and time. 
Darcy’s‎ law,‎ as‎ an‎ obtained‎ expression‎ of‎ conservation‎ of‎momentum,‎ describes‎ the‎
flow of a fluid in a porous medium. In fact, Darcy’s‎ law‎ is‎ the‎ principal‎ flow‎ equation‎ in‎
groundwater‎ flow.‎Darcy’s‎ law‎ estimates‎ the‎ flow‎ rate‎ between‎ two positions in a porous 
media due to the hydraulic gradient between these two points as: 
 
 
(2.3) 
 
Where q is‎ the‎conceptual‎velocity‎(Darcy’s‎velocity [LT-1]), and A is the area of the 
section.‎Darcy’s‎law‎can be written in different directions of a homogenous formation. 
Another principal law in groundwater flow is the continuity equation expressing the 
conservation of mass for an incompressible fluid such as water, calculated as follows: 
 
  (2.4) 
 
Where Q is the flow rate [L
3
T
-1
], A1 and A2 are the cross section areas, and V1 and V2 
are the mean velocities at sections 1 and 2 respectively.  
For developing a groundwater flow equation, an elementary control volume around a 
point with coordinates (x, y, z) in a saturated soil is considered (Figure ‎2.11). The size of 
elementary volume is‎Δx,‎Δy,‎Δz‎in‎x,‎y,‎z directions respectively.  
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Figure ‎2.11. A reference elementary volume of saturated porous formation illustrating mass conservation of the 
water (adopted from Delleur, 2006)  
At a certain time t the mass of groundwater M in the control volume is:  
 
  (2.5) 
 
Where ρ‎ is the density of water with dimension [ML-3], and φ is the porosity with 
dimension [L
3
/L
3
].  
The principle of conservation of mass implies that the inflow to the control volume 
minus outflow is balanced with the storage change versus time. 
From‎Darcy’s‎law‎we‎have:‎ 
 In X-direction:                                                  
 In Y-direction:                                                  
 In Z-direction:                                                  
And from the continuity equation we have: 
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Combining this equation with‎Darcy’s‎equation‎yields: 
 
 
 
(2.6) 
 
This equation is the general governing flow equation for three-dimensional saturated 
flow in a heterogeneous, anisotropic, saturated porous media. In this equation, Kxx, Kyy, Kzz 
are the hydraulic conductivity along the x, y and z direction respectively, h is the hydraulic 
head and S is the storativity. It should be noted that the specific storage (Ss) is adopted as S in 
confined aquifers while in unconfined aquifers the specific yield (Sy) is applied as S value in 
equation 2.6 (Delleur, 2006, Warrick, 2003). 
This equation is general and in most cases is simplified based on existing conditions. 
For an unconfined, homogeneous and isotropic aquifer, which is the type of aquifer modelled 
in this study, the flow equation will be simplified according to these assumptions: 
  Kxx = Kyy = Kzz = K 
 S = Sy 
So the Laplace equation 2.6 is refined as follows: 
 
 
 
(2.7) 
 
This equation calculates the three-dimensional, unsteady groundwater flow in a 
homogenous, isotropic, unconfined aquifer with hydraulic conductivity of K, specific yield of 
Sy and aquifer thickness of b.  
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Finite difference technique as solution method  
After the groundwater flow was defined with a partial differential equation (PDE) like 
equation 2.6 or 2.7, it should be solved. In the past, engineers relied on analytical or exact 
solutions for solving these equations. The solutions required a great deal of effort and 
mathematical sophistication and could be derived only for simple situations. With the 
advancement of computing technology, numerical methods became more popular for solving 
groundwater problems. 
The three most common solution methods used in groundwater modelling, listed in 
increasing complexity are: (1) analytical; (2) finite difference and; (3) finite element. Each 
method solves the governing equation of groundwater flow, but differs in its approach, 
assumptions and applicability to real-world problems.  
Most groundwater modelling tools use the finite difference (i.e. MIKE SHE, HMS and 
MODFLOW) or finite element (i.e. FENWATER and SUTRA) as the solution method. The 
principal difference between finite difference and finite element is in their grid shape 
segmenting the model domain. In the finite element method, the nodes form a triangular mesh 
that can be arranged in a way to have denser element in areas of interest and coarser elements 
in areas where less detail is needed. The finite difference mesh consists of rectangular 
elements but the problem is that the grid refinement extends to regions where less detail 
would be sufficient, which results in more computational effort needed for solving the 
equation. Thereby although the setup time for the finite difference grid is less than that of the 
finite element method, they are less flexible in individual node placement.  
In each study the solution method is selected based on the simplifications made in the 
conceptualisation stage and the modelling objective. In this study the finite difference was 
selected as the solution method based on the simplified homogenous sandy aquifer assumed 
for the study area (refer to section ‎6.3) and according to the selected modelling platform 
(MIKE SHE) (refer to section ‎2.3.2). Since MIKE SHE defines the spatial and temporal 
variation of groundwater flow using an iterative implicit finite difference technique, a review 
on how the finite difference method solves the partial differential equation is presented here. 
The following definitions and equations were obtained from Chapra and Canale (2002) and 
Giorges (2011). 
The finite difference method assumes that the soil profile is divided into discrete 
computational nodes, in which the dependent variable is approximated by the algebraic 
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equations. The one, two, and three-dimensional grid is applicable. A node is a point in each 
grid representing the average of a surrounding rectangular block (cell). The value of each 
node is distinct from adjacent nodes although the adjacent nodes have an effect on the 
solution process. Figure ‎2.12 illustrates a cell i, j, k and its six adjacent cells in a finite 
difference mesh. 
 
Figure ‎2.12. Cell i, j, k and indices for the six adjacent cells (adopted from McDonalds and Harbaugh, 1988) 
The finite difference method can be different based on the equation that is going to be 
solved. The equations are classified in three groups, Elliptic, Parabolic, and Hyperbolic. For 
this purpose the equation should be written in this format (D is a function of x, y, ux, uy):  
 
 
(2.8) 
 
Then the equation is: 
 Elliptic if:                                                    
 Parabolic if:                                                 
 Hyperbolic if:                                             
The Elliptic equations in engineering are typically used to characterize steady state 
problems while the parabolic equations address time varying problems. Based on this 
classification, the groundwater flow equation can be Elliptic in steady state condition or 
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Parabolic in unsteady conditions. Although the solving process is different in these two 
conditions, there are some common steps in both solving methods. 
 For solving both elliptic and parabolic equations, the region of interest is divided into 
finite elements (in the form of a grid). Since the PDE is satisfied at each point in the area, it 
must be satisfied at each point of the grid. Then a finite difference approximation can be 
obtained at each grid point.  
In the next step the calculated PDE is transformed into an algebraic difference equation 
using Taylor series expansion. With this algebraic equation we can calculate the value of a 
desired parameter (e.g. hydraulic head) in each node according to the value of adjacent nodes 
and the boundaries. Therefore, the boundary conditions must be specified to obtain a unique 
solution. 
If the boundaries are set at a fixed value, it is called Dirichlet boundary condition. In 
more realistic situations we have to use a derivative as the boundary condition, which is 
commonly referred to as the Neumann boundary condition. Many engineering problems do 
not exhibit an idealized rectangular geometry and in some cases the irregular boundaries 
should be considered.  
After the algebraic equation and boundary conditions are specified, the unique equation 
for each node is developed. Using the developed equations for interior points, a matrix 
system of N equations with N unknown (i.e. hydraulic heads) is obtained. The matrix is then 
solved iteratively using the modified Gauss-Seidel method. The iterations are repeated until 
the residual error during iteration in any computational node is less than the specified 
tolerance. The maximum residual error is the largest allowable value of residual error during 
an iteration (DHI, 2011c, Chapra and Canale, 2002). 
Sometimes, an over-relaxation factor is employed to accelerate the rate of convergence 
by applying a formula based on the new and old value of each node and a weighting factor set 
between 1 and 2.  
More details on how finite difference methods solve the different PDE equations can be 
obtained from Giorges (2011), Chapra and Canale (2002) and Wang and Anderson (1995). 
2.3.2 Modelling tools limitation and code selection 
A model is a simplified presentation of a process or phenomenon with different 
variables whose relationships are presented with different equations and formulas. A typical 
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dynamic mathematical model has some certain elements illustrated in Figure ‎2.13. These 
elements are as follows (Solomatine and Wagener, 2011): 
 Inputs (I): such as precipitation or temperature  
 Outputs (O): such as groundwater depth 
 Parameters‎ (θ): they are usually time invariant and specify characteristics of the 
modelled system such as hydraulic conductivity 
 State variables (X): they are time varying elements of the system such as soil 
moisture content  
 Initial state variables (X0): they show the initial condition of the state variables  
 
 
Figure ‎2.13. Schematic of the main components of a dynamic mathematical model, I, inputs; O, outputs; X, 
state variables; X0, initial state; and Ѳ, parameters (adopted from Solomatine and Wagener, 2011) 
In the case of hydrological models, the terrestrial water cycle in a system such as 
watersheds or catchments is the subject of modelling and the model domain and boundaries 
control the extent of the simulation. Hydrological models are dealing with a real-world 
environment so they need some initial assumptions, making them different from other 
models. These assumptions are universality (i.e. model can represent different but similar 
systems) and physical realism (i.e. each variable and parameter has a real meaning in the 
physical world). Also these facts bring some difficulties in hydrologic simulation because it is 
hard to accurately (Solomatine and Wagener, 2011): 
 Measure at the model scale  
 Define the boundary condition of time-dependent processes 
 Define initial condition 
 Define physical, chemical and biological conditions of model domain  
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Different types of hydrological models that are available can be classified into two 
main groups as deterministic and stochastic models based on specification of model inputs. In 
stochastic models the inputs can be specified in terms of probability distribution making them 
capable of considering uncertainty in model inputs. However, for complex systems such as 
the system that was modelled in this study, deterministic models should be applied. 
Deterministic models are also classified as empirical (lumped), conceptual and distributed 
models according to level of model input spatial distribution (Kaiser-Hill Company, 2001). 
More details of hydrological model classification are presented in Figure ‎2.14. 
The groundwater system is one of the main components of the hydrologic cycle, having 
interactions with other systems. Understanding these interactions, besides spatial and 
temporal groundwater behaviour in different conditions, seems necessary to provide fact-
based management strategies.  
The spatial variation of properties such as hydraulic conductivity, which is an 
influential parameter in simulating groundwater flow, cannot be defined in empirical and 
conceptual models. But in distributed models, the spatial and temporal variation of 
parameters should be defined and water flow is characterized applying governing physical 
equations. Since only distributed codes present a distributed simulation of the hydrological 
process required in this study, just these models were considered in code selection (Kaiser-
Hill Company, 2001). Zhang et al (2008) argues that physically-based distributed models are 
more accurate than traditional, lumped parameter models, because they can simulate the 
interaction between precipitation, geomorphology, land use, vegetation and human activities 
in a watershed using Geographical Information System (GIS) and remote sensing technology. 
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Figure ‎2.14. Types of hydrologic models (adopted from Kaiser-Hill Company, 2001) 
As a main objective of this study, a need for a deterministic, distributed, physically-
based model capable of simulating continuously coupled processes was recognised. Through 
the conducted literature review and based on the developed conceptual model, it was 
established that such a model is the best approach for the purpose of this study (refer to 
section ‎6.3) (Kaiser-Hill Company, 2001, Barnett et al., 2012, Zhang, 2004, IPCC, 2008). 
After the most appropriate code is identified, the model platform should be selected from 
available codes. The protocol that was used in this study for  selecting the modelling tool was 
developed based on Kaiser-Hill Company (2001) study with some changes illustrated in 
Figure ‎2.15. It should be mentioned that the model selection step was conducted after model 
conceptualisation and in the designing stage (refer to section ‎6.3). But in this section, 
evaluation of available codes based on the designed model is provided here.  
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Figure ‎2.15. Model code selection protocol 
After the type of appropriate code was identified for this study, available codes were 
found through literature review. Camp Dresser and McKee (2001) found 75 models 
simulating groundwater flow and surface water flow. In a preliminary screening, 45 of these 
models simulated either saturated flow or unsaturated flow. All these 45 codes were not 
suitable for this project. A number of more suitable groundwater models were selected as 
MODFLOW, MIKE SHE, Modflow-SURFACT, MT3D, FEMWATER, SUTRA, HMS, 
AQUA3D and DYNFLOW. In the next step based on the project constrains and objective, a 
number of suitable codes were selected. 
Probably MODFLOW is the most popular industrial modelling platform for 
groundwater flow, particularly in U.S. This code has been recognized as a standard code for 
groundwater flow in many studies. For example, USGS (2012) applied MODFLOW with 
some different packages to investigate the effect of sea level rise on coastal groundwater in 
New Haven, Connecticut. MODFLOW defines the spatial and temporal variation of 
groundwater flow using an iterative implicit finite difference technique solving‎ Darcy’s‎
equation. The modular format of MODFLOW makes the incorporation of additional 
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capabilities possible because the program consists of a main model and a series of packages 
dealing with different processes. One of the limits of MODFLOW is that the boundary 
conditions should be defined using prior knowledge on seepage rate, however recently some 
packages were introduced addressing the interaction between surface water and groundwater. 
Another study by Scibek et al (2007) also noted some limitation of MODFLOW in 
determining the geometry of river channels.  
Since the objective of this study was to simulate the effect of sea level rise on 
groundwater table variation and subsequent changes in soil moisture content in an 
unsaturated zone, the first criteria in selecting code was its ability in simulating 3D saturated 
flow and 1D unsaturated flow. The 3D saturated flow was necessary to investigate the effect 
of seawater intrusion on groundwater table variation. Then a 1D flow was required to 
investigate the water flow in an unsaturated zone owing to change in groundwater table 
depth. Accordingly, MODFLOW, AQUA3D and MT3D were not suitable for this purpose 
because‎they‎don’t‎consider the unsaturated zone in their simulation.  
The solution method used in different codes was the next selection standard. Two 
popular methods solving the groundwater flow equations in fully-distributed, physically-
based models are finite difference and finite elements. As the study area was considered 
homogenous with no internal boundaries, the finite difference grid was recognized as suitable 
for this study (refer to section ‎2.3.1 and ‎6.3). So in this step some other codes such as 
FEMWATER and SUTRA were eliminated from further evaluation as their solving method 
was finite elements (Bobba, 2012).   
Among the remaining codes MIKE SHE, Modflow-SURFACT, HMS and DYNFLOW, 
the best model was selected according to the available ranking from previous studies and 
some project priorities. In this study, no model evaluation matrix was developed to select the 
modelling tools; instead, we used the results of rankings presented by Kaiser-Hill Company 
(2001) and Camp Dresser and McKee (2001).  
In a study conducted by Kaiser-Hill Company (2001) a number of available codes 
(MIKE SHE, SWMM, TOPOG-Dynamic, SWAT,PRMS, HSPF, SWRRB, DHSVM and 
MODBRANCH) were evaluated to find the best model suitable for developing site-wide 
water balance (SWWB) in a catchment located in Denver, Colorado. Nine models were 
evaluated according to fourteen criterions. In their study Modflow-SURFACT was evaluated 
but eliminated from the initial list because it was in a developing stage and no documented 
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use was available. Among evaluated codes, MIKE SHE occupied the first rank by obtaining 
92% of the maximum score. In eleven criteria from fourteen, MIKE SHE gained the highest 
score. Based on this study, the first weakness of MIKE SHE is in its spatial representation 
and to a lesser degree its documentation and application in the U.S. Accordingly in this study, 
MIKE SHE was recognized as the best code representing both unsaturated flow and saturated 
flow better than other evaluated codes.  
Camp Dresser and McKee (2001) emphasized the need of integrated models capable to 
simulate both surface water and groundwater due to complexity of general natural systems. In 
this study, nine models (MIKE SHE, HMS, FHM-FIPR, SWATMOD, MODFLOW, 
DYNFLOW, MODBRANCH, SWMM and HSPF) were evaluated based on two priorities 
and thirteen criteria ranked from 0 to 3. The standards used in this study differ from Kaiser-
Hill Company (2001) criteria. This study evaluated the models mainly based on being user-
friendly, and ease and extent of application. In this study again MIKE SHE obtained the 
highest score by achieving 73% of the maximum score and MODFLOW occupied the second 
rank.  
Based on the evaluation of these two comprehensive studies and through conducted 
literature review, MIKE SHE gained a higher score than HMS and DYNFLOW. Also, the 
MIKE SHE score is higher than MODFLOW.  There is no ranking available for Modflow-
SURFACT, but as the rank of MODFLOW is less than MIKE SHE, it was concluded that the 
rank of Modflow-SURFACT should be less than MIKE SHE. These mentioned rankings 
provided one more reason to persuade us to select MIKE SHE as the modelling platform. In 
our study area there is a canal connected to the ocean and so the canal water level could be 
altered by any change in the mean sea level. A calibrated, reliable MIKE 11 model was 
available for this area, predicting the water level in this canal according to the tide levels in 
the ocean. So by using MIKE SHE it was easier to use the results of this MIKE 11 model as 
an input for our groundwater model. Eventually MIKE SHE was selected as the modelling 
platform for this study.     
MIKE SHE strength and limitation 
MIKE SHE first emerged in the mid-1980s from the “Système‎ Hydrologique‎
Européen” (SHE) code developed by three European organizations2. This software can be 
                                                 
 
2
 The Institute of Hydrology in the United Kingdom, SOGREAH in France, and the Danish Hydraulic Institute 
in Denmark (now called DHI Water & Environment)   
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considered as the first generation of spatially distributed and physically-based hydrological 
models, solving the partial differential equations describing mass flow and momentum 
transfer (DHI, 2011b, DHI, 2011c). 
MIKE SHE covers the major hydrological processes including evapotranspiration, 
overland flow, unsaturated flow, groundwater flow, channel flow and their interactions. 
Depending on the study goals, available field data, and‎modeller’s‎choice,‎MIKE‎SHE‎can‎
provide different levels of spatial distribution and complexity and covers from simple to 
advanced solution techniques for each of the hydrological processes (McMichael et al., 2006, 
Graham and Butts, 2005, Butts et al., 2004, Demetriou and Punthakey, 1999). Also different 
data formats such as native GIS formats can be used independent of model grid and domain 
(DHI, 2011a, Zhang et al., 2008, Kaiser-Hill Company, 2001, Camp Dresser and McKee, 
2001). 
MIKE SHE is able to model groundwater processes beside surface water using MIKE 
11 (as an advanced tool for modelling channel networks, lakes and reservoirs, and river 
structures) and their interactions to give a comprehensive view of the watershed. Several 
recent studies have emphasised the need of a fully integrated surface and groundwater code. 
The value of MIKE SHE as such a code has been proven in hundreds of research studies in 
different climatic and hydrologic regimes. Some of these key studies are available from the 
MIKE SHE website. Thompson et al (2004) evaluated the capability of a coupled MIKE 
SHE/MIKE 11 model in predicting the water flow in a catchment located in England. This 
study found this coupled model as an appropriate tool for representing complex hydrologic 
systems. Refsgaard et al (1998) combined MIKE SHE, MIKE 11, MIKE 21 and DAISY to 
use as an integrated model for Danubian Lowland as a very complex system.  Graham and 
Butts (2005) not only presents a quick, comprehensive review of different processes 
simulated in MIKE SHE, but also reviews different key literature references for different 
application areas of MIKE SHE. The interested reader is referred to this study for more 
information about comprehensive literature on studies examining the MIKE SHE strength. 
Apart from the capability of MIKE SHE, some important limitations to the applicability 
can arise from its physical base nature, such as the need for a significant amount of data, 
substantial implementation time because of the physical base of solutions, and also 
complexity may result in over-parameterized descriptions for simple applications (Graham 
and Butts, 2005). Despite these mentioned limitations, MIKE SHE was applied in wide range 
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of projects and its capability has been proven (Camp Dresser and McKee, 2001, Kaiser-Hill 
Company, 2001). 
2.3.3 Bathtub Approach 
The bathtub approach is considered as a simplified conceptual model suitable for first 
pass assessment and feasibility studies (White et al., 2003).  Because the dynamic of water 
flow is ignored in this method, the method can be considered as the most simplified method 
providing sea level rise maps.   
In the bathtub approach, the catchment is visualized as a bathtub filled with soil and 
water. Each recharge component can be thought of as a dripping tap and the discharge acts as 
a drainage hole (Figure 2.16). In normal conditions, the system reaches a balance and the 
water table stays at a permanent level. If any change in recharge or discharge is imposed by 
climate change, land use change, irrigation or human activities, the subsequent imbalance in 
the system results in water table variations. This approach does not consider the catchment 
complexities and dynamics of fluid flow so it may be suitable for feasibility and initial 
assessment (Joint Venture Agroforestry Program, 2000, IPWEA, 2001, Mirfenderesk et al., 
2010).  
  
Figure ‎2.16. Bathtub approach schematic (from Joint Venture Agroforestry Program, 2000) 
2.4 RESEARCH GAPS  
In summary  
 there are different factors contributing to road deterioration but increase in 
subgrade moisture content has been identified as the main pavement failure cause 
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 Subgrade strength and stiffness can be reduced significantly by an increase in soil 
moisture content and CBR and Mr values decrease by increase in soil moisture 
content 
 Unexpected moisture in road basement can arise from infiltrated surface water or 
originated from groundwater.  
 Coastal groundwater table can be altered by seawater intrusion due to sea level rise 
 Groundwater table variation due to sea level rise  can affect the subgrade 
performance 
The extensive conducted literature review shows a significant gap of knowledge in 
articulating the effects of seawater intrusion due to sea level rise on groundwater table 
variation and subsequent changes in road subgrade moisture content and strength owing to a 
high groundwater table. This gap arises from: 
 Most studies addressing the sea level rise have mainly focused on the risk of 
flooding, storm surges, erosion and river/channel inundation to coastal regions, and 
ignored the potential risk of seawater intrusion 
 Most studies that articulated seawater intrusion had a focus on salinity intrusion 
and location of seawater-freshwater toe and the physical response and quantitative 
bounds of the groundwater table due to seawater intrusion have been ignored  
 The existing knowledge on the effect of high groundwater on the pavement 
performance has mostly articulated road damages due to seasonal variation of 
groundwater table as a consequence of change in precipitation and 
evapotranspiration rate and rarely investigated  the effect of seawater intrusion on 
groundwater table variations 
 The main associated risk of a high groundwater table that was generally articulated 
in Australia was salt attack due to such a high groundwater table and there was less 
attention on moisture migration to road subgrades  
Therefore, a new approach in assessing the life-cycle of low lying coastal roads appears 
to be necessary. The current study was developed considering this significant gap besides the 
need of decision-makers, resource managers and urban planners for such assessment for 
climate change adaptation strategies in coastal low-lying areas. This study was built on the 
existing knowledge and provided an assessment of the sea level rise induced damage to road 
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infrastructure through a case study in the Gold Coast, Australia. This case study provides an 
estimation of additional cost that a local authority may encounter as a result of sea level rise 
with respect to additional maintenance cost of its road infrastructure. The next chapter 
presents the research protocol developed for this study and how this research was designed to 
address the mentioned problem. 
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Chapter 3: Research Design 
3.1 RESEARCH PROTOCOL 
The moisture content of subgrade soil material usually reaches an equilibrium moisture 
condition according to the catchment water balance. The pavements are designed based on 
EMC condition and OMC of subgrade soil. So if unexpected moisture appears in road 
subgrade that was not accommodated in the original design, the subgrade strength and 
stiffness will be reduced, resulting in pavement failure. Unexpected moisture in road 
basement can arise from infiltrated surface water or as a result of groundwater fluctuations. 
A literature review shows that there is a gap in the body of knowledge associated with 
the impact of sea level rise (consequently groundwater table rise due to sea water intrusion) 
on coastal road infrastructure. The potential risks of sea level rise on road infrastructure and 
the associated high repair costs are the main driving forces of this current study. The output 
of this study can be used in an adaptation strategy to climate change. 
The proposed research project provides an insight into the impact of environmental 
forces, sea level rise and increase in precipitation, on groundwater table variations through a 
modelling case study. The project also assesses the impact of groundwater table variations on 
road infrastructure vulnerability through investigating the effects of a high groundwater table 
on subgrade strength and stiffness, filling both the above-mentioned gaps.  
The key steps of the methodology are: 
 Conducting a comprehensive literature review 
 Selecting the study area  
 Developing a distributed numerical model to simulate the effect of sea level rise on 
groundwater table variation and unsaturated soil water content 
 Applying the numerical model with different scenarios to predict the groundwater 
variations due to rise in the mean sea level rise/precipitation and subsequent 
changes in unsaturated soil water content 
 Using the bathtub approach as an alternative to numerical modelling to predict the 
impact of sea level rise on groundwater table variations  
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 Comparing the bathtub approach predictions with model simulation to assess the 
bathtub approach accuracy 
 Adopting the soil moisture content variations in unsaturated zones particularly in 
the pavement subgrade zone to investigate the subgrade vulnerability to sea level 
rise through estimating reduction in subgrade Mr and CBR  
To achieve the objectives of this research, the methodology illustrated in Figure ‎3.1 
was applied.   
3.2 SELECTION OF STUDY AREA 
The selected study area should be able to represent a typical coastal aquifer with high 
potential risk of sea level rise. So some criteria such as aquifer condition, available 
groundwater data, population and urbanisation, vulnerability to sea level rise and the 
historical trend of sea level rise in the area should be considered. Mermaid Beach, located in 
the Gold Coast, Australia, was selected as the study area for this research.  
Chapter 4 presents details of Mermaid Beach characteristics. 
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Figure ‎3.1. Designed methodology for this study 
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3.3 MODEL DEVELOPMENT AND CALIBRATION 
According to the presented methodology (Figure ‎3.1), the first objective of this study is 
fulfilled through the development of a numerical model. The framework for developing a 
groundwater model was adopted from (Barnett et al., 2012) and (Singhal and Gupta, 2010). 
Based on these guidelines, the modelling process is divided into eight stages (Figure ‎3.2 
illustrates all these stages).  
For setting up a model, first a clear objective of modelling is specified. Then a 
conceptual model is designed based on the modeller’s‎ perception of the system and its 
interactions. This perceptual model should be characterized by specifying the boundaries, 
elements and parameters of the system considering the available data. The data could be 
gathered from different government websites, local council reports and through previous 
studies and literature. The most important stage after constructing the model is calibration. 
During the calibration stage the skill and robustness of the model for scenario testing is 
verified. At the calibration stage, better understanding of the modelled system could also be 
gained (Solomatine and Wagener, 2011, Singhal and Gupta, 2010, VICAIRE, 2006). 
When the model parameters are set up in a way that the model can describe the system 
behaviour in the past appropriately, this model is capable of simulating the system behaviour 
in different conditions in the past and in the future. During the sensitivity analysis and 
calibration, the model is used many times to simulate the system in the past. According to the 
significance of calibration and uncertainty stages, the actions that should be taken in these 
two stages are presented separately in Figure ‎3.3. This figure illustrates the stage 5 
(calibration and sensitivity analysis) and stage 7 (Uncertainty analysis) of groundwater 
modelling protocol presented in Figure ‎3.2. 
Following a literature review, MIKE SHE was found as a suitable groundwater 
modelling tool for this study and was selected as the modelling platform. The capabilities of 
MIKE SHE has been proved in many studies (refer to section ‎2.3.2).  
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Figure ‎3.2.Groundwater modelling protocol, details of stage 5 and 7 are presented in Figure ‎3.3 (adopted from 
Barnett et al. (2012) and Singhal and Gupta, 2010) 
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Figure ‎3.3. Calibration, sensitivity and uncertainty analysis processes, and how a model is used during these 
stages (adopted from Johnson (2010) and Barnett et al (2012) with some changes) 
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3.4 EVALUATION OF BATHTUB APPROACH  
Since numerical modelling is an expensive and time-consuming approach, there is a 
need for a simple approach suitable for first pass assessment and feasibility studies. If the 
accuracy of such an approach is established, a huge amount of effort in developing expensive 
numerical models could be saved (Mirfenderesk et al., 2010, White et al., 2003). 
In this study a simple bathtub approach is applied for assessing the impact of sea level 
rise on groundwater table depth. The accuracy of this bathtub approach in predicting the 
groundwater table variation due to climate change is assessed by comparing the model 
predictions with bathtub results. This helps to see whether this approach can be considered as 
a suitable alternative to numerical modelling for sea level rise assessment. The required steps 
for this assessment are presented in Figure ‎3.1. 
3.5 PREDICTION OF ROAD DAMAGE DUE TO SEA LEVEL RISE 
The main steps associated with assessing the impact of groundwater table variations on 
road infrastructure are to: 
1. Predict current SWC in road subgrade zone, using calibrated model. 
2. Predict the future SWC in road subgrade zone, using calibrated model. 
3. Estimate reduction in subgrade soil strength through;  
o Using changes in subgrade moisture content in the future relative to the current 
situation along with subgrade soil type  
o Applying proposed relationships between subgrade moisture content and 
subgrade resilient modulus (refer to section ‎2.2.2 and Figure ‎2.10).  
4. Estimate reduction in CBR through: 
o Applying existing relationships between Mr and CBR (equation 2.1) and 
calculating the length of vulnerable roads within the study area where the 
estimated CBR value is less than 5 (section 2.2.2). Then the maintenance cost 
is calculated 
In Australia, the CBR value is commonly used to identify the subgrade 
strength/stiffness in road/pavement design and therefore much research has been carried out 
on using CBR value and its reduction to define the failure of roads. For instance, a CBR 
failure criterion has been presented in Austroads (2004). According to this study, subgrade 
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with CBR value of less than 5 is at risk of failure. Therefore, in this study the change in CBR 
value of subgrade due to change in ground water table was calculated for assessment of road 
failure vulnerability. In some other countries like the USA, reduction in subgrade Resilient 
Modulus (Mr) is used to define the failure of roads/pavements. 
Figure ‎3.4 illustrates the developed approach based on these main steps and the actions 
that should be taken in each step. 
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Figure ‎3.4. Developed approach for evaluating the road subgrade vulnerability to groundwater table variations and increase in their maintenance cost in the future relative to 
current condition
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3.6 SUMMARY 
In summary: 
 Mermaid Beach in the Gold Coast was selected as the study area  
 Required data was sourced from the Gold Coast City Council, Department of Main 
Roads Queensland and other government websites 
 A fully distributed physically-based model was setup and used to simulate both 
saturated and unsaturated flow using MIEK SHE code 
 The calibrated model was used to predict the groundwater table depth and 
associated SWC in unsaturated zone for current situation and for the future  
 The simulated future groundwater table depth from the calibrated model was 
compared with a prediction of bathtub approach to evaluate the accuracy of bathtub 
approach  
 Subgrade soil type was determined using available subgrade soil information from 
a report provided by Department of Main Roads, Queensland. 
 Changes in subgrade resilient modulus due to changes in subgrade SWC were 
adopted from the proposed linear relationship available in literature and based on 
subgrade soil type 
 The future CBR values were estimated using current CBR value and based on the 
change in resilient modulus, using available relations that correlate Mr to CBR  
 The length of roads with risk of vulnerable subgrades were identified based on 
their future subgrade CBR values and the failure CBR value 
 The increase in road maintenance cost due to length of future vulnerable roads was 
calculated using proposed damage cost functions available in literature 
The next chapter presents the details of the selected study area including road types, 
locations and available subgrade properties. Then, in Chapter 5 the details of the tools and 
approaches used in this research are presented. 
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Chapter 4: Study area 
About 80% of the Australian population live in coastal regions and based on the IPCC 
report in 2007, 711,000 addressees were found within 3 km of the coasts with elevation less 
than 6 m above mean sea level. When this number is broken down to different regions, the 
Queensland and NSW beaches allocate 60% of all these vulnerable addresses. This analysis, 
conducted by the Department of Climate Change and Energy Efficiency, shows that the 
number of infrastructures at risk of inundation and erosion under 1.1 m sea level rise in 
Queensland will be more than any other states in Australia. Such highly populated, urbanised 
coastal regions make Queensland’s‎coasts‎a‎good‎case‎study‎for‎socioeconomic assessment of 
sea level rise on coastal societies. Gold Coast suburbs in Queensland are predicted to 
experience a 70% growth in population in the next 20 years, making this area one of the most 
vulnerable regions in Queensland (Sano et al., 2011). Consequently one of the Gold Coast 
suburbs known‎as‎the‎‘Mermaid‎Beach’ was selected as the study area for this project based 
on population and urbanisation factors (Figure ‎4.1). 
4.1 LOCATION, TOPOGRAPHY AND CLIMATE 
The selected study area, Mermaid Beach, is a typical coastal area located on the Gold 
Coast. The Gold Coast is a coastal city in South East Queensland, Australia, and has been 
identified‎as‎one‎of‎the‎world’s‎most‎vulnerable areas to the impact of climate change. The city is 
94 km south of Brisbane with a population of approximately 540,000 in 2010 and it is the second 
most populous city in the state, the sixth most populous city in the country. The estimated 
population for 2026 is 730,000 residents. With 57 km of highly populated, urbanised coastline, 
the Gold Coast is an ideal area for the investigation of socioeconomic impact of climate change 
on coastal societies (Gold Coast City Council, 2005). According to the study conducted by the 
Department of Climate Change (2009), the Australian coasts can be classified into four 
regions and based on this classification the Gold Coast is located in region 3 (Eastern 
Headlands and Bays), which is mainly comprised from quartz sands with small tides and 
moderate wave energy. 
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Figure ‎4.1. Location map of study area (Mermaid Beach), from Google Earth and not to scale 
Mermaid Beach stretches about 4 km along the coastline of the southern Gold Coast. It is a 
suburb that had 11,790 residents in 2011. The Mermaid Beach aquifer is a typical unconfined 
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sandy aquifer that could be a good representation of a typical coastal aquifer in the third 
region of Australian coasts that extends from the east side of Wilsons Promontory in Victoria 
to Fraser Island in Queensland (refer to Department of Climate Change (2009)). Also the 
trend of historical sea level rise in this area is similar to global sea level rise, making the 
output of this study suitable for first pass assessment of other similar coastal cities. The 
suburb is bounded to the west by the Nerang canal and to the east by the Pacific Ocean (sees 
Figure ‎4.1). Nerang canal is connected to the ocean at Seaway, meaning that any changes in 
the mean sea level can affect the water level in Nerang canal increasing the vulnerability of 
this area to sea level rise (Figure ‎4.2).  
 
Figure ‎4.2. The connection of the Gold Coast canal network to the ocean at Seaway, from Google Earth and not 
to scale 
4.1.1 Topography 
“Coastal‎ plain‎ including‎ beach‎ and‎ dunes,‎ river‎ delta,‎ bays,‎ estuaries‎ and‎ wetlands,‎
rolling foothills and‎ low‎mountains”‎ comprise‎ the topography of the Gold Coast (DDMG, 
2011). According to the digital elevation map of Mermaid Beach, the average elevation of 
this area except the canals is between 3m to 6.5m above sea level (Figure ‎4.3).  
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Figure ‎4.3. Digital elevation map with topography of Mermaid beach 
4.1.2 Climate 
Precipitation 
Based on the four key weather stations located in the Gold Coast, the annual rainfall is 
between 1500 mm to 3000 mm depending on the altitude and latitude. While the coasts and 
northern part of the city‎receive‎less‎rainfall,‎the‎southern‎part’s‎average‎rainfall could reach 
3000 mm/yr. The data of Southport station, which is the closest station to our study area, 
show that the mean annual rainfall is about 1457 mm with the highest record of 2676 mm and 
minimum of 598 mm. The average number of rainy days is 121 days and when this is broken 
into the seasons, most of these rainy days are allocated to spring and summer (Gold Coast 
City Council, 2005). 
From the local stations, two stations called Boobegan and Evandale stations were 
identified as the closest stations to Mermaid Beach in about 4 km distance (Figure ‎4.4). The 
hourly precipitation was available for a wide temporal range. Since all future predictions 
were made relative to 2012 as the current situation, the average daily precipitation of 2012 
was‎calculated‎using‎these‎two‎stations’‎rainfall‎measures‎(Figure ‎4.5).  
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Figure ‎4.4. Location of Boobegan and Evandale stations, from Google Earth and not to scale 
Temperature 
The long-term records of temperature and evaporation are available from three main 
stations, Mt. Tamborine, Southport and Coolangatta. Based on these records the average 
maximum temperature is between 25.5°C and 28.6°C, occurring in December or January, 
while the minimum temperature is generally observed in July with range between 7.9°C and 
9.2°C. The maximum daily evaporation could be between 3.7 mm/day to 4.8 mm/day 
happening mostly in December or January. The distribution of temperature and evaporation is 
mainly dependent on elevation, aspect and distance from the coasts. Since the average 
temperature does not get below 6°C, frost is not generally observed in this area. 
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Figure ‎4.5. Daily precipitation rate (mm/day) for 2012, Mermaid Beach area, Gold Coast, Australia 
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4.2 HYDROGEOLOGY AND GEOMORPHOLOGY  
The geological and hydrogeological information of Mermaid Beach is available in a 
database provided by the Department of Natural Resources and Mines (2005). This database 
comprises the information of more than 120,000 boreholes all over Queensland, from aquifer 
properties, groundwater pump tests summary, casing, water analysis and stratigraphy. Based 
on the available coordinates of boreholes, three bores with Registration Number (RN) of 
134763, 124694 and 145707 are located in the study area (refer to Figure ‎4.6).  
According to available data the geological formation of Mermaid Beach consists of 
coarse sand including a top layer of clean yellow dune sand with average thickness of 1 m 
and a layer of coarse white sand below the top layer. In none of these three boreholes is the 
depth of bedrock available, but the average thickness of the sandy aquifer could be estimated 
to be about 11 m.  
There is no information available on pumping tests, multiple conductivity and 
groundwater analysis. This may come from the fact that the groundwater resources of the 
Gold Coast have been identified as non-commercial quantity (Gold Coast City Council, 
2005). But two boreholes (8047.1 and 8047.3 shown in Figure ‎4.6) are located in the study 
area, containing the information on historical groundwater elevation measurements from May 
2012 to September 2012. Monitoring changes in groundwater level and precipitation during 
the observation period reveals that the groundwater is mainly fed by rainfall. The decline in 
groundwater elevation observed from summer 2012 to autumn 2012 can be related to 
decrease in precipitation in this period. Also the lower groundwater elevation in bore 8047.1 
in comparison with bore 8047.3 shows a seaward gradient in the aquifer as we expect it. 
During the observation period the groundwater elevations in these two bores fluctuated 
between 0.8 m and 1.6 m.  
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Figure ‎4.6. Three available geological boreholes located in Mermaid Beach (bore 134763, 124694, 145707) 
created using Department of Natural Resources and Mines (2005) geological bore holes data; two boreholes 
(8947.3 & 8047.1) containing historical groundwater elevation; and location of two test pits (TP) TP 89 and 
TP252 containing the subgrade soil properties data 
The value of aquifer properties such as hydraulic conductivity, specific yield, specific 
storage etc should be ideally defined by an in-situ aquifer test, but such information is not 
available for this area. The values suggested in literature can be adopted as the second 
preference (refer to section ‎6.2.3). 
4.3 ROAD NETWORK 
The Gold Coast highway is the only main road that passes through this study area. The 
other roads are mainly local access streets or minor streets with one lane. Based on available 
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maps, 1.2 km of the Gold Coast highway is located in our model domain and the total length 
of other roads located in the model domain is about 7.9 km. All these roads have flexible 
pavements. Figure ‎4.7 shows all the roads located in the study area and Table ‎4.1 shows their 
names and lengths. 
 
Figure ‎4.7. Road network of the study area, from Google Earth and not to scale 
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Table ‎4.1 
Name and length of roads located in the study area 
Road Name Length (km) Road Name Length (km) 
Gold Coast Highway 1.2 Tamborine St 0.28 
Montana Rd 0.28 Hedges Ave 1 
Arthur St 0.28 Avanti St 0.95 
Francis St 0.28 Markeri St 0.4 
Dudley St 0.28 Sovereign Dr 0.48 
Ocean St 0.28 Dame Pattie Ave 0.22 
Venice St 0.28 Cres Ave 0.5 
William St 0.28 Atlantic Ave 0.24 
Hilda St 0.28 Glenelg Ave 0.22 
Seaside Ave 0.28 Bondi Ave 0.22 
Seabeach Ave 0.28 Sportsman Ave 0.2 
Alfred St 0.28   
 
The required information about road subgrade properties can be extracted from a report 
provided by the Queensland Department of Main Roads (2007). In this report the results of 
pavement material testing carried out on the Gold Coast Highway between Broadbeach and 
Miami are presented. The results of an in-situ CBR test (Dynamic Cone Penetrometer) and 
laboratory test of soil samples collected from different test sites are available in this report. 
There are 18 selected test sites located in our study area. Based on the summary of TP profile 
in these 18 sites, the pavement structure consists of Asphalt surfacing with depth varying 
between 25 mm to 120 mm, base layer and subgrade layer. In a few locations a sub-base 
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layer also can be observed. The base layer materials are generally sandy gravel that has been 
mixed with silt or clay in some locations. But the subgrade material is sand in almost all these 
TP profiles.  
From all test pits located in the study area, two TP named TP89 and TP252 (Figure ‎4.6) 
were selected as their subgrade soil particle distribution was readily available. It should be 
noticed that the TP89 is not completely in our model domain but it is very close to the 
northern bound. All available and required information from these two test pits is presented 
in Table ‎4.2. This information can be generalised for the all other roads in the study area 
according to its small scale. In addition, based on the information from other test pits located 
in the study area, all roads have similar subgrade materials.  
Other important factors of subgrade soils are optimum moisture content and dry 
density. The OMC for non plastic soils can be calculated using equation 4.1: 
 
 OMC = 8.6425*D60 
-0.1038 
(4.1) 
  
D60 is size of particle where 60% of soil particles are finer than this size. It can be 
obtained from the soil particle distribution curve. Based on an NCHRP (2000b) report, the 
optimum degree of saturation (Sopt) and Specific Gravity (Gs) for non-plastic soils are 78% 
and 2.65 gr/cm
3
 respectively. The dry density (DD) can be calculated applying equation 4.2: 
 
 
 
(4.2) 
 
Where‎γ is the unit weight of water, wopt and Sopt are gravimetric soil water content and 
degree of saturation in optimum condition, in percent. 
The subgrade design moisture content (DMC) should be determined using OMC and 
EMC. While the Main Roads Western Australia (2003) used optimum moisture content, 
precipitation, potential evaporation and subgrade soil particle distribution to calculate DMC, 
Austroads (2012) and Arampamoorthy and Patrick (2010) simply suggested the choice of 
OMC as DMC if the annual rainfall is less than 800 mm, otherwise the DMC should be 1 to 
1.15*OMC. In this study area, the annual precipitation in more than 800 mm but because the 
potential evaporation is high, the DMC is considered equal to OMC.
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Table ‎4.2 
Summary of laboratory test and in-situ CBR test results for test pit 89 (TP89) and test pit 252 (TP252)  (adopted 
from Department of Main Roads (2007) report) 
Site ID TP89 TP252 
Location  Intersection of Cronulla Ave and Gold 
Coast Highway 
Southbound shoulder between 
William St and Alfred St 
Surfacing Asphalt (depth 0-100mm) Asphalt /cheap seal (depth 0-30mm) 
Base  Silty-clayey gravel with sand (depth100-
520mm) 
sandy gravel (depth 30-270mm) 
Subgrade  Pale gray, moist, dense sand with silt 
gravel and cobbles (depth 520-850(+)) 
Pale grey-brown, moist medium 
dense sand (depth 270-1055) 
Moisture content , % 2.6 2.6 
Average In-situ CBR, %  ---- 9.5 
%Passing Sieve No.4 95 99 
%Passing Sieve No.10 93 99 
%Passing Sieve No.40 88 99 
%Passing Sieve No.200 6.7 0.9 
Liquid Limit --- --- 
Plastic Index --- --- 
D60, mm 0.24 0.22 
AASHTO Soil Class A-3 or A-2-4 A-3 
Dry density, gr/cm
3 
1.98 1.98 
OMC, % 10 10 
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Chapter 5: Research tools and approaches 
The objectives of this study were fulfilled through applying different tools and 
approaches presented in Chapter 3. In this chapter the details of the selected modelling tool, 
calibration methods, bathtub approach and developed approach for evaluation of future 
vulnerable roads are presented. 
5.1 MIKE SHE AS SELECTED MODELLING TOOL 
5.1.1 Simulation methods for saturated and unsaturated flow 
MIKE SHE was selected as the modelling platform for this study because of its 
capabilities as explained in section ‎2.3.2. MIKE SHE can simulate different processes of the 
hydrological cycle. Each process is a function of different components and can be calculated 
from different equations and formulas. Figure ‎5.1 illustrates an overview of different 
processes and their calculation methods in MIKE SHE.  
 
Figure ‎5.1. An overview of different processes and calculation methods in MIKE SHE (DHI, 2011b) 
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Due to the important role of saturated flow and unsaturated flow in this study, a brief 
review on how these two processes are simulated in MIKE SHE is presented here. More 
detailed mathematic formulation and modelling processes are available in‎MIKE‎SHE‎user’s‎
manual (DHI, 2011b, DHI, 2011a) and associated publications (Abbott et al., 1986). 
Unsaturated flow 
In the unsaturated zone, the soil moisture content is characterized and fluctuated by 
changes in rainfall, evapotranspiration and groundwater elevation. As vertical flow plays the 
major role in infiltration and capillary rise in this zone, the unsaturated flow is calculated only 
vertically in MIKE SHE (DHI, 2011a). A literature review shows that this assumption is 
acceptable for most situations (Graham and Butts, 2005). There are four options in MIKE 
SHE for unsaturated flow calculation (DHI, 2011b, DHI, 2011a, Graham and Butts, 2005):  
1)  Richards Equation: The Richards equation is a non-linear partial differential 
equation representing the water movement based on the continuity equation and 
Darcy’s‎ law.‎The‎ required‎ functions‎ for the Richards equation are pressure head 
and hydraulic conductivity that are a function of saturation. This equation is solved 
using the finite difference method and is suitable for simulation of dynamic flow. 
2)  Gravity Flow: this method is the simplified Richards equation ignoring the pressure 
head. So the gravity is the only vertical driving force. This method is several times 
faster than the Richards Equation method and is unconditionally stable. This 
method is suitable for coarse soil because of the small capillary pressure in this 
kind of soil. The method can also be used when the accurate evapotranspiration 
and delayed recharge is desirable. In this method, the continuity equation is solved 
from top of the soil column downward. The flux in each cell is calculated based on 
conductivity-saturation relationship and is added to the cell below. The flux of the 
last cell, which should exit the soil column, is added as a source to the saturated 
zone for the next saturated zone time step. 
3)  Two-layer Water Balance: this method is an alternative to the more complex 
unsaturated flow process and basically is good for calculating the 
evapotranspiration and amount of recharge to the saturated zone. This method 
divides the unsaturated zone into a root zone from which evapotranspiration (ET) 
can be extracted and a zone below the root zone, where ET does not occur. The 
unsaturated zone storage is considered zero.  
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4) Lumped Unsaturated Zone Calculation: if the soil and vegetation characteristics are 
uniform and the boundaries are identical, the results of one cell can apply to all 
similar‎cells.‎Such‎an‎approximation‎doesn’t‎lead‎to‎water‎balance‎errors,‎but‎may‎
cause less accurate local dynamics.  
Generally, required pressure head and hydraulic conductivity curves are created using 
measurements in a laboratory and MIKE SHE provides a tabulated option to input the values 
of measurements directly. If such a test result is not available, the functional relationship can 
be sourced from existing literature on similar types of soil. However, with this option the 
input parameters should be adjusted during calibration for finding the best estimation.  The 
available functions in MIKE SHE for calculating the soil retention curve and soil 
conductivity are Van Genuchten and Campbell. A literature review shows that Van 
Genuchten has been widely used in similar research studies (DHI, 2011a).  
Saturated groundwater flow 
Groundwater is another important component of the hydrological cycle. In MIKE SHE 
this system can be modelled with two different methods as: 
1)   Finite difference method: in this approach the saturated subsurface flow can be 
modelled in fully three-dimensional form in a heterogeneous aquifer with the 
capability of choosing between two confined and unconfined conditions. A three-
dimensional Darcy equation is solved numerically by an iterative implicit finite 
difference method describing the spatial and temporal variation of hydraulic head 
in a saturated zone.  
2)  Linear reservoir method: linear reservoir method is a lumped conceptual approach 
and can describe groundwater flow satisfactorily in many cases. This method is 
suitable for simulating overall water balance; hence, it is not appropriate when a 
detailed spatial distribution of the water table is needed. In addition, changes in 
water level in the saturated‎zone‎don’t‎affect the boundary conditions. 
5.1.2 Model structure and grid 
In MIKE SHE the groundwater and surface water flow components are simulated by 
two analogous horizontal-grid square networks. As was mentioned in section ‎2.3.1 the two 
most popular numerical methods for solving groundwater flow equations are finite element 
and finite difference. The principal difference between these two methods lies in the shape of 
the model grid. In MIKE SHE, the solving method is finite difference so the grid mesh is 
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dictated by the solution method as rectangular elements. In each grid a vertical column of 
nodes links these components in the unsaturated zone (Singh et al., 1999) (refer to Figure 
‎5.2).  
 
Figure ‎5.2. Hydrologic process simulated by MIKE SHE and the grid mesh (DHI, 2011b) 
The model domain can be defined and input by an ArcView shape file or directly by 
MIKE SHE. The number of rows/columns, cell size and cell origin are specified manually or 
by selected files.  
5.1.3 Boundary condition 
A critical step in setting up a numerical groundwater model is defining model 
boundaries. In MIKE SHE the boundaries can be Internal or Outer boundary. For each of 
these two boundary types, different boundary conditions can be applied. In this study area 
there was no internal boundary so in this section available conditions for outer boundaries are 
just discussed (Barnett et al., 2012, DHI, 2011a, Singhal and Gupta, 2010).  
Boundary conditions show the connection between the aquifer with an external system. 
These interactions can be either input in the aquifer or output from the aquifer. Defining these 
connections well, is a key in model setup. MIKE SHE supports three types of boundary 
conditions: (1) Dirichlet condition; (2) Neumann condition; and (3) Fourier condition.  
 83 
‎Chapter 5: Research tools and approaches 83 
These three boundary conditions can be applied for a saturated zone through four 
available options in MIKE SHE:  
 Fixed head: it prescribes Dirichlet condition and is applied when a head should be 
assigned for the boundary cell. This head can be time invariant (using the initial 
head or using a specific head defined by modeller) or time varying. 
 Zero flux: it means there is a no-flow boundary.  
 Flux boundary: it is assigned as the Fourier condition and can be described as a 
constant or time varying flux along the outer boundary. 
 Gradient boundary: this is a Neumann condition and happens where there is a 
gradient of hydraulic head (flux) across the boundary. 
The lower boundary of saturated zone is always an impermeable layer (bedrock) and 
the upper boundary is the infiltration/exfiltration layer. The upper boundary can be calculated 
by the unsaturated zone, if it is considered in the simulation, otherwise, it can be specified by 
the fraction of precipitation that reaches the saturated zone.  
The boundaries of an unsaturated zone are different from those of a saturated zone. The 
unsaturated zone is defined from the ground surface to the groundwater table. The upper 
boundary can be determined by the infiltration rate, which is assigned as a constant flux 
(Neumann boundary) or by the level of ponded water on the ground surface prescribed as a 
constant head (Dirichlet boundary condition). The lower boundary of an unsaturated zone is 
determined by the water table elevation as a pressure boundary, if the saturated zone is 
considered in the simulation; otherwise, it is converted to a zero flux boundary (DHI, 2011a, 
DHI, 2011b).  
The upper boundary of a saturated zone and the lower boundary of an unsaturated zone 
have to interact when the unsaturated zone is coupled with the saturated zone. In other words, 
the unsaturated zone exchanges the water with the top nodes of the saturated zone. Generally, 
the water table is located in the top layer of the saturated zone; therefore, the bottom of this 
layer is usually specified below the lowest water table level. If this condition is not met, a 
free drainage boundary is assumed in the lower layer of unsaturated zone (DHI, 2011a, 
Graham and Butts, 2005). Thereby, based on the extension of unsaturated zone and the water 
table position, the lower boundary of unsaturated zone can be a pressure boundary or a zero 
flux boundary.  
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MIKE SHE includes an iterative coupling procedure between the unsaturated zone and 
the saturated zone to compute the correct soil moisture and water table dynamics in the lower 
part of the soil profile. 
5.1.4 Initial condition  
The initial condition of saturated flow should be defined separately from unsaturated 
flow.  
The saturated zone initial condition can be specified as a constant value or distributed 
in the model domain using a Mike-she Dfs2 file or a shape file. The initial condition is 
sourced either from historical measurements or from a previous simulation. Alternatively, for 
transient conditions, MIKE SHE suggests that initially a constant head is applied for the 
saturated zone and the model is run as steady condition; then, the results of the steady run can 
be used as the initial condition of transient model run. In the boundaries, the initial conditions 
are usually held constant during simulation (DHI, 2011a). 
In the unsaturated zone, the soil retention curve is used to calculate the initial soil water 
content. If the measurements or a previous simulation are not available, the MIKE SHE 
default initial condition can be considered as a good alternative. The default condition means 
that initially there is no flow in the soil column. In other words, the initial soil moisture 
content is based on the equilibrium soil moisture/pressure-saturation relationship. So the 
pressure is zero at the groundwater table and decreases linearly to pressure at field capacity, 
and then remains constant up to the ground surface (DHI, 2011b, DHI, 2011a). 
The next section explains the post model setup: 
 Sensitivity analysis 
 Calibration, and 
 Uncertainty estimation 
5.2 CALIBRATION, SENSETIVITY AND UNCERTAINTY APPROACHES 
A model, irrespective of its complexity, is generally a simplified representation of a 
complex natural system. Calibration and sensitivity analysis of a model is required to 
minimise uncertainty of the model outputs. It is important to note that uncertainty cannot be 
reduced to zero but can be estimated and reduced to an acceptable level by calibration and 
sensitivity analysis (Barnett et al., 2012, Johnson, 2010). 
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These analyses provide the modeller with a better understanding of the system and the 
effect of parameter variations on model results and accuracy of the model outputs. Such an 
insight saves considerable time in the prediction stage.  
5.2.1 Sensitivity analysis 
The mathematical definition of sensitivity is derivative or slope of a function, indicating 
how fast one quantity changes by changing another one. Sensitivity analysis compares model 
outputs with a different set of parameters, both during the period of calibration (in the past) 
and during prediction stages (Hamby, 1994). This analysis is generally performed either for 
identification of key inputs or investigation of the model response to a specific parameter. 
There are many definitions, classification and methods for sensitivity analysis.  
Frey and Patil (2002) classified the sensitivity analysis methods into three groups as: 
(1) mathematical; (2) statistical; and (3) graphical. Another classification of sensitivity 
analysis methods is based on whether they assess the model outputs by considering One Input 
at a time (OIT) or Simultaneous Interactions among Multiple Inputs (SIMI). The OIT 
methods are regarded as local sensitivity and the SIMI methods are global (Frey and Patil, 
2002). 
Hamby (1994) evaluated some local and global methods in analysing model parameter 
sensitivity. Moving this forward, in 1995 (Hamby) conducted similar research, also 
examining four additional techniques ranking parameters’ sensitivity based on the portioning 
of the input data. Frey and Patil (2002) pointed out that the global methods may provide 
better insight than the local sensitivities while Hamby  (1994, 1995) made  assessments that 
showed similar ranking of the top several sensitive parameters from different techniques. In 
this study, most of the sensitivity techniques were argued as an appropriate method because 
the general ranking of parameters was similar in many methods. Based on Hamby’s analysis 
the local sensitivity (OIT) approach was recognised as the simplest approach. In this 
approach, each parameter is varied repeatedly while the other parameters are held constant. 
Using this approach, the model parameters’ ranking can be obtained quickly. This method 
does not need detailed parameter distribution, random sampling or large computer efforts.  
Saltelli et al (2006) pointed out that most papers addressing sensitivity analysis from 
1997 to 2003 applied a local sensitivity approach. Furthermore, Hamby’s (1995) assessment 
showed that except for the‎“importance‎factor‎method”,‎all‎other‎sensitivity‎analysis‎methods‎
produce similar general ranking results. There are some arguments about effectiveness of a 
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local sensitivity approach but considering the wide range of their application and their 
advantage, they can be considered as one of the best methods for conducting initial sensitivity 
analysis (Lenhart et al., 2002, Hamby, 1995, Saltelli et al., 2006).The reader is referred to 
Frey and Patil (2002), Hamby (1995) and Hamby (1994) for more information on different 
sensitivity analysis methods.  
Accordingly, in this study one local (OIT) method was applied for conducting 
sensitivity analysis. In this method the dimensionless sensitivity index (DSI) was calculated 
(refer to chapter 7). 
Dimensionless sensitivity index  
In this method, the dependency of variable y to parameter x is initially described by 
partial‎derivative‎δy/δx‎using‎finite difference approximation. In addition, y0 is considered as 
the model output calculated with initial value of x0.‎The‎partial‎derivative‎δy/δx‎will‎be: 
 
 
(5.1) 
When the initial value of parameter (x0)‎ is‎ varied‎ by‎ ±Δx. Figure ‎5.3 illustrates the 
schematic of this definition (DeVisser, 2010, Lenhart et al., 2002).  
 
Figure ‎5.3. Schematic definition of sensitivity (Lenhart et al., 2002) 
The‎ calculated‎ sensitivity‎ measure‎ (I’)‎ is‎ not‎ dimensionless.‎ To‎ have‎ an‎ appropriate‎
ranking‎and‎comparable‎results,‎the‎calculated‎I’‎should‎be‎normalized‎as‎follows: 
 
 
 
(5.2) 
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Conducting this method, it is possible to compare sensitivity of each parameter around 
a base model parameter by applying small change in its base-case value. Therefore, the most 
critical step in this method is to select the best range of change for x0.  
One of the methods presented by Hamby (1995) and Hamby (1994) is to vary the 
parameters values by a percentage of their base-case value (x0). Although varying the input 
parameter by a specific amount i.e.  ±20% (as Hamby (1995) did) or ±10% (as Lenhart et al 
(2002) did) of base-case value is quick and easy to perform, its reliability is not satisfying 
(Hamby, 1995). 
Another‎ approach‎ for‎ getting‎ results‎ that‎ are‎ more‎ reliable‎ is‎ to‎ specify‎ Δx‎ as‎ one 
standard deviation (SD) of the input distribution. By varying the input value by ±SD, the 
parameters’ variability and the associated influence on model output is taken into account. 
Hamby (1995) considered this approach more robust than the first one. A similar approach 
used by Lenhart et al (2002) varies the x by the relative width of the parameter range. In other 
words, each parameter is varied around x0 by‎Δx=25%‎of‎its‎entire‎range‎when‎x0 is selected 
as the mean value of parameter x. In this approach, the parameters’ variability is taken into 
account.  Lenhart et al (2002) suggested that both approaches for‎selection‎of‎Δx‎provide the 
same overall ranking.   
Applying DSI makes the parameter sensitivity rank comparable. Moreover, by selecting 
Δx‎as‎a‎percentage‎of‎each parameter range, the parameter’s range is taken into consideration. 
Therefore, the DSI value was calculated by varying parameters around x0 by a percentage of 
their entire ranges (x0 is selected as the mean value of parameter x). This method was 
conducted for initial sensitivity analysis and uncertainty analysis in this study (refer to section 
‎7.2 and ‎7.4). 
Sensitivities classes 
After conducting sensitivity analysis in each step, the parameters should be ranked due 
to the calculated index. Lenhart et al (2002) suggested to classify the calculated sensitivity 
indexes based on Table ‎5.1 classification. In our investigation, the model parameters’ 
sensitivity was ranked according to this table.  
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Table ‎5.1  
Sensitivity classes (Lenhart et al., 2002) 
Class Index Sensitivity 
I 0.00‎≤‎|index|‎<‎0.05 Small to negligible 
II 0.05‎≤‎|index|‎<‎0.20 Medium 
III 0.20‎≤‎|index|‎<‎1 High 
VI            |index| > 1 Very High 
 
5.2.2 Calibration 
The calibration is the process to adjust model parameters until finding the best fit 
between model predictions and historical measurements or observations. So a set of historical 
measurements or observations (i.e. groundwater level and head elevation) is required for 
calibration. The more spatial and temporal observations available, the more accurate a model 
can be setup (Barnett et al., 2012).  
Calibration can be performed automatically or manually. There are different calibration 
softwares available in different fields, but manual calibration is still common.  Barnett et al 
(2012) noted that manual calibration interprets the real system better. Also through manual 
calibration, better understanding of the system can be obtained. So in this study we conducted 
manual calibration using the performance measures presented in the following sub-section.  
Performance measures and targets 
The performance measure for goodness of fit should be selected before starting the 
calibration process. Generally an objective function is introduced and the target is to optimize 
it. This objective function is usually a weighted measure of differences between simulation 
and observation i.e. weighted least squares (Barnett et al., 2012).  
VICAIRE (2006) suggests root mean square error (RMSE), coefficient of determination 
(CD) and modelling efficiency (EF) as potential objective functions that could be used in a 
calibration process. In an ideal model, the values of mentioned functions are: RMSE=0; 
CD=1; and EF=1. These values imply that the model results are equal to the historical 
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observation. Such an ideal model is just theoretical and in reality, there are always some 
differences between computed values and observation or measured values. The target of 
calibration is to make the value of objective functions as close to the ideal condition as 
possible.  
It is not always necessary to specify a target of calibration. Barnett et al (2012) pointed 
out where there is lack of data and no prior studies or developed models are available for the 
study area, specifying a target for performance measure would prevent a modeller from 
estimating the best possible parameter set. This also can cause an over-parameterisation 
problem. In such a case, the failure in finding the best fit is denoted as a limitation resulting 
from lack of data rather than model failure.  
In this study because of lack of data and no prior models being available, no criteria 
were selected for performance measures. The performance measures in this study are those 
measures that MIKE SHE provides in its statistics’ result viewer. MIKE SHE calculates  
mean error (ME), mean absolute error (MAE), root mean square error (RMSE), standard 
deviation of residuals (STDres), correlation coefficient (R) and Nash Sutcliffe correlation 
coefficient (R
2
) as the measure of performance. All mentioned functions are calculated based 
on the error or residuals for a pair of calculation-observations at the same location and time as 
follows (DHI, 2011a): 
  (5.3) 
 
 Where Ei,t is the difference between values of calculated and observed at location i and 
time t. Using this definition for Ei,t, the performance measure calculation formulas in MIKE 
SHE  are presented here. 
The mean error (ME) at location i with n observations is: 
 
 
 
(5.4) 
  
The mean of the absolute errors (MAE) at location i with n observations is: 
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(5.5) 
 
The root mean square error (RMSE) at location i with n observations is: 
 
 
 
(5.6) 
 
The standard deviation of the residuals (STDres) at location i where n observations 
exist is:  
 
 
(5.7) 
 
The correlation coefficient (R) at location i is: 
 
 
(5.8) 
 
The Nash-Sutcliffe coefficient (R
2
) at location i with n observations is: 
 
 
 
(5.9) 
 
These performance measures have their own perception and range. The STDres is an 
indicator of dynamic level of simulation of a certain observation while the R shows the linear 
dependency between simulated and measured values. R
2
 is an indicator of power of model in 
predicting the hydrological discharge and can be used as a value describing the accuracy of 
the model in this regard. The range of R
2
 is between -∞‎and‎1‎while‎RMSE‎range‎is‎between‎
0 and 1. In a perfect match, the values of R
2
, RMSE, and R are 1, 0 and 1 respectively. The 
value of zero for R
2
 indicates that the model predictions are as accurate as the mean of the 
observations. According to the mentioned differences, understanding the meaning, range and 
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best values of these performance measures is very important in calibration (DHI, 2011a, 
Barnett et al., 2012, Johnson, 2010, VICAIRE, 2006, Henriksen et al., 2003). Details on how 
these values were used in the model calibration process are presented in section ‎7.3. 
5.2.3 Uncertainty analysis 
The uncertainty in model results can never be eliminated. The uncertainty in model 
comes from simplifications in conceptual model and inability of simulation method to 
reproduce the hydrological process. Decision makers can use uncertainty assessment as a tool 
to make more realistic decisions and to determine which kind of new data should be collected 
in different locations of the modelled area. The more a model in predictive analysis is 
sensitive to a parameter, the more reliable data for that parameter should be collected.  So 
evaluating and reporting the model uncertainty makes the developed model more practical 
and useful (Barnett et al., 2012, Johnson, 2010).  
After the best set of parameters is estimated, the model can be used either to explain the 
system behaviour for now or predict how the system might react to changes in the future.  
The predictive uncertainty refers to the uncertainties that have arisen from using a 
model for prediction. It means that the predictions of a calibrated model for the future 
condition should be assessed to see whether the model in prediction analysis is still 
insensitive to the same parameters initially determined as being insensitive. If the model 
shows sensitivity to these insensitive parameters, poor estimation of these parameters during 
calibration affects the prediction results. In other words, because the insensitive parameters 
are not adjusted carefully in the calibration process, their values are uncertain. This uncertain 
estimation of their values can cause uncertainty in model predictions even though the 
calibrated model reproduces the historical observations accurately. These parameters showing 
sensitivity in predictive analysis are referred to as “important‎parameters”‎while‎parameters‎
that show sensitivity in initial‎ sensitivity‎ analysis‎ are‎ called‎ “sensitive‎parameters”‎Hamby 
(1994).  
If the level of uncertainty is acceptable, the associated number of acceptable 
uncertainties in the model should be specified and reported; otherwise, these uncertainties 
should be evaluated using a quick linear method or non-linear method, such as Monte Carlo 
analysis (refer to (Barnett et al (2012) and Johnson (2010). 
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Chapter 7 presents how the constructed model was calibrated in this study and how the 
sensitivity and uncertainty analysis was conducted according to the presented methods in this 
chapter.   
5.3 BATHTUB APPROACH 
In this study a simple bathtub approach is applied (as an alternative to physically-based 
modelling) for assessing the impact of sea level rise on change to the groundwater table. The 
bathtub approach may be considered as a suitable alternative to numerical modelling in 
certain cases, eliminating the time and resources need for the development of expensive 
numerical models (White et al., 2003).  This study examines this proposition in section ‎8.2. 
Based on the bathtub approach, if the sea level rises by 0.819 m, the groundwater level 
in coastal aquifers will experience a 0.819 m rise. On this basis, the predictions for sea level 
rise in the future are adopted from Table ‎2.4 and then the groundwater table is raised by these 
adopted values to predict the groundwater table depth in the future. It should be noted that the 
current groundwater table depth as the initial condition is simulated using a calibrated model 
because the distribution of available historical groundwater levels are not adequate for 
estimating the initial condition. It is possible to adopt a uniform groundwater table for the 
entire study area as the initial condition, but because more detailed distributed groundwater 
elevation is available from the developed numerical model, it is better to use this detailed 
distribution for better evaluation of bathtub approach accuracy. So the rise in groundwater 
table in the future is predicted relative to the 2012 condition. The result of bathtub approach 
validation is presented in section ‎8.2. 
5.4 APPROACH FOR INVESTIGATING ROAD DAMAGE 
Before using the calibrated model for prediction, it is necessary to specify changes in 
environmental forces and their consequent impacts on coastal infrastructure.  
In terms of environmental forces, the main objective of this research is to investigate 
the effects of sea level rise and to a lesser extent the effect of change in precipitation on the 
groundwater table. As was discussed in section ‎2.1.3, for the selected study area the 
precipitation would increase or decrease in the future due to climate change and these 
changes would be varying in different seasons. Since the decline in precipitation amount 
imposes no risk to road infrastructure, it is not necessary to account for it in risk assessment 
analysis. Accordingly, just increase in precipitation is considered in this study. 
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Considering the effects of climate change on mean sea level and precipitation, three 
different conditions would be possible in the future as follows (refer to Figure ‎5.4): 
1. The sea level will rise in the future but there will be no change in precipitation 
2. The sea level will remain constant but the precipitation will increase  
3. Both mean sea level and precipitation will increase in the future 
 
Figure ‎5.4. Possible conditions may occur in the future according to climate change 
For condition 1, two scenarios are adopted (A1F1 and High-end, see Table ‎2.4). The 
A1F1 scenario is selected due to good correlation between its predictions and satellite 
observations (refer to Figure ‎2.3). To be cautious, the upper end of sea level rise prediction is 
also used for risk assessment by applying a High-end scenario. In addition, two possible 
trends (annual and seasonal) for increase in precipitation are considered for condition 2 using 
Figure ‎2.1 predictions. It should be noted that the possible decrease in precipitation is not 
considered in this study since the worse scenarios are considered in risk assessment. 
According to Figure ‎2.1 (a), the study area is located in the dark gray highlighted area which 
means that the annual precipitation will increase about 11% and 37% by 2030 and 2070 
respectively. Increase in precipitation for different seasons can be also adopted from this 
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figure. Based on this figure, increase in seasonal precipitation will be the same as the annual 
increase except for the spring (Figure ‎2.1 (e)) which shows 4% and 10% increase by 2030 
and 2070 respectively.  
Because condition 3 should simulate the worst possible condition in the future, the 
highest scenario for sea level rise and the annual increase in precipitation (it is the highest 
change) are adopted for predicting future changes in groundwater table variation.  
Based on three possible conditions presented in Figure ‎5.4 and adopted scenarios for 
each condition, in total, five different simulations for the future are designed as presented in 
Table ‎5.2. 
Table ‎5.2 
Five different designed simulations based on possible conditions in the future (Figure 5.4) and available climate 
change scenarios for sea level rise and precipitation change; the third column specifies the future time horizons 
for those the model is run  
Condition  Condition description  Adopted scenario Simulation time 
horizon 
1 Increase in sea level, no 
change in precipitation 
1.1.The high end scenario  2030, 2070 & 2100 
1.2. A1F1 scenario  2030, 2070 & 2100 
2 Increase in precipitation, 
no increase in sea level 
2.1. Annual increase in 
precipitation  
2030 & 2070 
2.2. Seasonal increase in 
precipitation  
2030 & 2070 
3 Both mean sea level and 
precipitation will increase 
in the future 
3. The high end scenario for 
sea level rise + annual 
increase in precipitation 
2030 & 2070 
 
Based on available data (Table 4.2), the following assumptions are made with respect to 
subgrade: 
 The typical road subgrade soil is coarse sand with dry density of 1.98gr/cm
3
 and 
optimum moisture content of 10% 
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 The proposed relationship between soil water content and resilient modulus for 
coarse-grained soils presented in NCHRP (2000a) is adopted (Figure ‎5.5). This 
relationship predicts change in subgrade resilient modulus due to change in 
subgrade soil water content relative to optimum condition  
 The‎existing‎road‎subgrade’s‎ in-situ CBR is considered 9.5% as base-CBR value 
for all road subgrade. It is applied as the subgrade CBR for the 1
st
 of January 2012. 
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Figure ‎5.5. Linear regression for coarse-grained soils representing the variation of resilient modulus with moisture (NCHRP, 2000a) 
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The investigation is carried out based on the steps presented in Figure 3.4.  
 First, the subgrade soil type is determined. Then, the calibrated model is run for 2012 
(base case) in order to:  
o Adopt the soil water content in depth 1 m as typical depth of subgrade  
o Estimate the daily difference between current gravimetric soil water content 
(w) and optimum gravimetric moisture content (wopt) 
o Extract the log(Mr/Mropt) from Figure ‎5.5 using the estimated value of (w-wopt) 
for each day. Then, calculate daily changes in Mr due to adopted daily value of  
Mr/Mrop 
o Calculate the daily CBR value applying equation 2.1, using the daily reduction 
in Mr and considering the base-CBR value as 9.5% that was applied for 1
st
 
January  
 In the next step, the calibrated model is run for designed simulations for specified 
time horizons presented in Table ‎5.2. Then the above four sub-steps are repeated for 
each simulation 
 Eventually, because the roads with subgrade CBR of less than 5% are considered as a 
vulnerable road with high failure risk, this value is selected as the road failure criteria.  
In other words, the future subgrade CBR determines the length of vulnerable roads in 
the study area in the future for different simulations 
 Thereafter,‎using‎“Interim”‎and‎“revised South Australia”‎cost‎functions‎presented‎in‎
Table ‎5.3 the increase in road maintenance cost is estimated for the future 
Table ‎5.3 
Increased road maintenance cost ($/ km/ year), (adopted from Wilson, 1999 and Austroads, 2004)  
Road types Interim damage cost function Revised SA damage cost function 
Main sealed roads $2500/km/year $20800/km/year 
Other sealed roads $1500/km/year $3380/km/year 
Unsealed gravel roads $800/km/year $800/km/year 
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Chapter 6: Development of numerical model 
Based on the groundwater modelling flowchart presented in Figure ‎3.2, we should take 
four stages for setting up a model before prediction and calibration stages. In this chapter the 
details of model setup, using MIKE SHE platform, is presented. 
6.1 PLANNING 
In this stage, the objective of the model should be specified. The objective of this study 
was to investigate the effect of sea level rise on the groundwater table depth and associated 
changes in soil water content in the unsaturated zone. This required a fully distributed model, 
capable of simulating both saturated and unsaturated flows. The spatial and temporal scales 
of the model were determined based on the selected study area. Available data was discussed 
in more detail in Chapter 4. A framework based on Barnett et al.(2012) and (Singhal and 
Gupta, 2010) was established for the development of the groundwater model, as presented in 
Figure ‎3.2.  
6.2 CONCEPTUALSATION 
This section develops a conceptual model that describes the incorporation of geological 
and hydrological conditions of the reservoir into the modelling framework. The 
conceptualised presentation of the system provided a basis for the model setup stage as well 
as consolidating our understanding of the key processes of the groundwater system and 
effective stresses. The following steps were taken for developing the conceptual model. 
6.2.1 General assumption 
In most watershed problems, one or two hydrologic processes control the watershed 
status. The principal aim of conceptualisation is to simplify a complex groundwater system to 
an‎extent‎that‎the‎model‎be‎able‎to‎address‎the‎system’s‎key‎behaviour.‎It is more practical to 
eliminate unnecessary processes and use a simplified description for some less important 
processes with simpler, faster, less data demanding methods for their calculation. The 
objective of modelling and availability of quality data dictate the level of simplification. The 
simplification should be taken carefully as over-simplification and under-simplification could 
adversely impact the model performance in the next stages (Barnett et al., 2012, Graham and 
Butts, 2005, Singhal and Gupta, 2010).  
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Based on the objective and selected study area of this project, the following simplifying 
assumptions were made: 
 The two dominant hydrologic processes are horizontal groundwater flow in the 
saturated zone and vertical flow in the unsaturated zone. 
 The study area is a coastal urban region and there is no river, lake etc (except a 
canal which was selected as the model boundary), so there is no need to consider 
the surface water, overland flow and evapotranspiration.  
Other assumptions were made after analysing the available data and surveying the 
dominant phenomena presented with more details in the following sections.  
6.2.2 Data analysis and checking 
First the required data were listed based on groundwater components that were going to 
be modelled. Then, the availability, validity, spatial and temporal distribution of the required 
data was assessed.  
In the selected study area, the detailed groundwater and geology data such as pumping 
tests revealing aquifer soil properties (i.e. hydraulic conductivity) or wide spatial range of 
historical groundwater depth measurements were not available. Due to the lack of studies 
addressing the groundwater problems in this area and absence of comprehensive data, the 
initial reasonable range of model parameter values were adopted mostly from literature. This 
made the calibration stage more difficult because a wider range of parameters should be 
assessed in calibration. All accurate available data were gathered, then a database, including 
data type, temporal and spatial distribution and its source, was developed, see Table ‎6.1. 
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Table ‎6.1  
Required data for this study with details 
 Type Temporal 
range 
Spatial range Source 
 
Precipitation Hourly 
precipitation 
rate 
From 2011 to 
2013 
Two stations 
(Boobegan & 
Evandale) within 
4 km from study 
area 
Gold Coast City 
Council 
Geological data Aquifer soil 
profile and 
properties  
-------------- Three boreholes 
in study area 
(Figure ‎4.6) 
Queensland 
Department of Natural 
Resources and Mines 
Groundwater 
elevation 
Hourly  22 May 2012- 
19 Sep 2012 
Two boreholes 
(8047.1 and 
8047.3) located 
in study area 
(Figure ‎4.6) 
Gold Coast City 
Council 
Ocean tide level Water level For wide 
range 
For study 
location 
Gold Coast City 
Council- Global tide 
model-MIKE 21 
Water level in 
Nerang canal 
Water level For a wide 
range 
For study area From a MIKE 11 
model developed by 
Gold Coast City 
Council 
Topography  Contour  map-
shape file 
----------------- For study area Gold Coast City 
Council 
6.2.3 The hydrogeological domain 
Schematization of the model requires defining the hydrogeological domain. The 
accuracy of water balance in a model is highly dependent on the conceptualised limits of the 
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hydrogeological domain and availability of accurate hydrogeological and hydrological data 
(Barnett et al., 2012, Stisen et al., 2011, Singhal and Gupta, 2010, VICAIRE, 2006). 
In this step, the layout of hydrogeological units in Mermaid Beach and the‎ units’‎
characteristics with their spatiotemporal quantification were defined. The hydrogeological 
domain was specified large enough to cover the location of main stresses and the area 
influenced by those stresses. 
Model hydrostratigraphy 
First, the distribution of hydrogeological units was defined based on the adopted 
geological information from three geological boreholes located in the study area to provide 
the model structure (Figure ‎4.6). According to the available data: 
 The hydrostratigraphy of Mermaid Beach is an unconfined Sandy aquifer formed 
from coarse, dune and uncompacted sand with minor changes in sand type moving 
from ground surface to the bottom of the aquifer  
 The extent of this sandy aquifer covers all the study area and the mean thickness 
was specified as 10 metres 
Aquifer properties 
The aquifer properties controlling the saturated groundwater flow in MIKE SHE are 
hydraulic conductivity, specific yield and specific storage. These parameters can be defined 
spatially by many orders of magnitude. The unsaturated flow is defined by soil retention 
curve and soil hydraulic conductivity due to its moisture content. So in this study: 
 Hydraulic conductivity, specific yield and specific storage of a typical sandy 
aquifer were adopted from different literature 
 Van Genuchten function was selected for creating soil retention curve and soil 
hydraulic conductivity 
 The soil pedotransfer parameters of Van Genuchten function for a sandy soil were 
adopted from text books and previous studies  
 Vertical hydraulic conductivity (Kv) was selected five times smaller than 
horizontal hydraulic conductivity (Kh) (within the range suggested in MIKESHE 
manual) 
 102 
‎Chapter 6: Development of numerical model 102 
 Due to the lack of fine-scale information about the aquifer properties, the aquifer 
was considered non-heterogeneous. This is consistent with MIKESHE assumption 
of horizontal isotropic conductivity of the aquifer   
At the end, the hydrogeological model was conceptualised as an unconfined sandy aquifer 
with adopted properties presented in Table ‎6.2. The sources of adopted values are Mifflin 
(1965), Morris and Johnson (1967), Johnson,(1967), Heath (1983), Domenico and Schwartz 
(1998), Domenico and, Batu (1998), Tuller and Or (2004) and Guarracino (2007). 
The soil pedotransfer parameters presented in Table ‎6.2 are: Shape Factor (SF), Van 
Genauchten‎constants‎(α‎and‎n),‎volumetric‎moisture‎content‎at‎saturation‎and‎residual points 
(θs‎and‎θr)‎and‎soil‎matric‎potential‎at‎field‎capacity‎and‎wilting‎point‎‎(pFfc‎and‎pFpwp)‎in‎
log-scale. 
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Table ‎6.2 
Finalised conceptual aquifer based on available geological data and reasonable parameter range 
Parameters and inputs Condition/value 
Aquifer type Unconfined  
Aquifer soil type Loose, coarse sand 
Mean aquifer thickness (m) 10 
Aquifer heterogeneity Homogenous  
Aquifer isotropy Isotropic  
Kh, (m/s) 9*10
-7
 to 6*10
-3
 
Kv, (m/s) Five times lower than horizontal Kh 
Sy, (%) 20 to 35 
Ss, (m
-1
) 4.92*10
-4
 to 1.02*10
-3
 
Net rainfall  0.2 to 0.6 
pFfc 1.7 to 2 
pFw 3.9 to 4.48 
Θs (%) 0.36 to 0.38 
α (1/cm) 0.02 to 0.045 
n 1.6 to 3.19 
Θr (%) 0.058 to 0.08 
SF -3 to 20 
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6.2.4 Conceptual boundaries and stresses 
As shown in Figure ‎6.1, the model has tidal boundaries along its eastern and western 
sides, i.e. Ocean and Nerang Canal (red arrows). There is no flow from the southern and 
northern sides of the modelled study area (blue arrows). Therefore, the flow is assumed 
predominantly two dimensions (in east-west direction) and the northern and southern sides 
are assumed having zero gradient boundaries. Infiltrated rainfall to the unsaturated zone 
moves vertically and reaches groundwater from the top of the saturated layer. The aquifer 
bottom was considered impermeable as the lower boundary of the saturated zone. The 
unsaturated zone was considered from ground surface to the upper layer of the saturated zone 
interacting with the top layer of the saturated zone. The ocean and Nerang canal boundaries 
acted as both discharge and recharge points.  
Stresses 
The main stresses on the system are due to change in environmental forces due to 
climate change. The first main stress was considered as the rise in the mean sea level by 
changing the water level at ocean boundary and Nerang canal.  The second stress was 
assumed as change in the precipitation amount.   
 
 
Figure ‎6.1. Model conceptual boundaries, from Google Earth and not to scale 
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6.2.5 Physical process and governing flow principals 
Based on a literature review (section ‎2.1.5), in many coastal aquifers there is a seaward 
gradient in groundwater flow. At Mermaid Beach both the ocean and the Nerang canal acts as 
discharge points. So the expected gradient in this conceptual sandy aquifer was 
conceptualised as Figure ‎6.2 illustrates. 
In this system because of periodic changes in water level in both boundaries, water 
intrudes to the aquifer by seepage above the sea level, but according to Glover (1959) this 
amount is negligible. Therefore, in this stage it was assumed that the tidal effects would just 
affect the groundwater table close to the boundaries and not move landward significantly. 
The Glover assumption was tested and verified in this study for the study area. The result is 
presented in section ‎8.1.1.  
 
Figure ‎6.2. Conceptual groundwater flow in Mermaid Beach, adopted from 
USGS website with some changes  
6.3 DESIGN 
In the design stage, the conceptual model was converted to a set of mathematical 
equations, capable of providing a quantitative assessment of the parameters of interest. 
Commercial software can be used at this stage to do the above mentioned task. In this study, 
a MIKESHE‎ software‎ platform‎ was‎ used.‎ MIKESHE‎ solves‎ Continuity‎ and‎ Darcy’s‎
equations simultaneously, using a finite difference scheme, and enables the modeller to 
quantify any change in groundwater flow due to change in drivers of the model (i.e. change in 
input and boundary conditions). 
To verify the developed conceptual model, a simple example was solved both manually 
and using MIKESHE model and the results were compared. Appendix B presents how the 
simple condition was solved manually and simulated by MIKE SHE. The comparison 
showed that the conceptual model was adequately reliable. 
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6.4 MODEL SETUP USING MIKE SHE 
This section explains the model setup, using MIKE SHE.  
6.4.1 Simulation specification 
In this study, simulation of unsaturated flow and saturated flow were specified as the 
groundwater components. Based on this simulation specification, the appropriate methods for 
solving flow equations in saturated and unsaturated zones were selected as follows: 
 Detailed interaction between groundwater system (saturated flow) and ocean/canal 
boundaries was simulated, using a finite difference method due to the limitations of 
other methods (refer to section ‎5.1.1) 
 As a detailed distribution of soil water content in unsaturated zone was required to 
assess the subsequent impact of groundwater table variations on road 
infrastructure, the full Richards equation was selected  
 Van Genuchten function was used to generate the soil moisture retention curve and 
soil conductivity change due to soil moisture content as required by the Richards 
method 
 The model was run for period of 1 May 2012 to 30 Sep 2012, the period of 
available data (Table ‎6.1). In MIKE SHE the maximum saturated zone time step 
must be an even multiple of the maximum selected unsaturated zone time step 
6.4.2 Model domain and grid 
The model domain was created as a shape file using MIKE SHE. The East and West 
borders were chosen along the ocean and Nerang canal, respectively.  In North and South the 
domains were selected according to the study area border. Figure ‎6.3 shows the model 
domain.  
Considering the scale of the model domain, the balance between simulation run time 
and required accuracy, fast interaction between ocean/Nerang canal with groundwater system 
and homogeneity of the aquifer, the model grid was set up as 14 m by 14 m.  
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Figure ‎6.3. Model domain 
Topography was defined from a digital elevation map (Figure ‎4.3) using a shape file 
and was interpolated using the inverse distance method (Figure ‎6.4). 
 
Figure ‎6.4. Topography map of model domain 
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6.4.3 Precipitation and climate 
Precipitation was considered to be temporally varying and spatially uniform over the 
model domain. The daily precipitation data (mm/day) of two stations located near Mermaid 
Beach (refer to Figure ‎4.4 and Figure ‎4.5) were used for generating the rainfall time series. 
Net rainfall should be detected to be accounted for as leaf interception and 
evapotranspiration. The net rainfall specifies the fraction of rainfall which is available for 
infiltration and overland flow. The portion of the rain that is not available is regarded as loss 
and was used as a calibration parameter in this study.  
6.4.4 Geological properties, boundaries and initial condition of saturated zone 
Geological layer 
Using the available data from three geological boreholes in the study area a sandy 
aquifer was setup with the uniform lower level of -4.5 due to Australian Height Datum 
(AHD) as the saturated geological layer. The thickness of aquifer was calculated between the 
topography and the lower level (Figure ‎6.5). 
 
Figure ‎6.5. Aquifer thickness (m) 
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The Kh was specified initially from literature (Table ‎6.2) and was adjusted during the 
calibration stage. The Kv was selected as 5 times lower than Kh, consistent with MIKESHE 
manual recommendation. The model was not sensitive to change in Kv value as the model 
domain consists of one layer of sand.  
Initial head in saturated zone 
The initial head elevation in the saturated zone was initially defined as 0. After the 
model was setup with initial values, the model was run in steady state. Then the initial head 
elevation was adopted from the simulated head in steady state condition and used in unsteady 
simulation (Figure ‎6.6) (DHI, 2011a). 
 
Figure ‎6.6. Initial head elevation in saturated zone 
Boundaries 
In this study, no internal boundary was considered since there was no river or 
abstraction well in the model domain. In the North and South, the boundaries were 
considered as zero-flux meaning there was no input or output from the North and South 
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boundaries. The hydraulic head was prescribed on both the East and West boundaries as the 
Dirichlet condition.  
The Eastern hydraulic head (Figure ‎6.7) was time varying due to periodic changes in 
tide height in the ocean. It was also considered uniform along the coastal border due to the 
local scale of the model. A time series was added as the ocean boundary in the East. This file 
was created using MIKE 21 based on the data adopted from the “global‎ tide‎model”.‎This‎
global tide model provides tide height measurement all around the world and can be extracted 
for specified periods and intervals. The datum for these measurements was MSL. Since in 
Mermaid Beach the MSL is equal to AHD, no conversion was needed.   
 
Figure ‎6.7. Ocean boundary extent 
The western boundary was the Nerang canal (Figure ‎6.8). As was discussed in the 
conceptualisation stage and can be seen in Figure ‎4.2, the Nerang canal is connected to the 
ocean; consequently, the water level in the canal is time varying due to changes in tide height 
in the ocean. So the boundary condition was considered as the Dirichlet condition. In 
addition, it was defined as uniform along the canal border according to the small scale of the 
modelled area. The water level measurements for the canal boundary were adopted from 
MIKE 11 model results. This MIKE 11 model was constructed and calibrated by the Gold 
Coast City Council to predict the water level in all canals within the Nerang Catchment. In 
this MIKE 11 model, the water levels are simulated according to the changes in tide height at 
Seaway (Southport station) where the canals are connected to the ocean.  
 111 
‎Chapter 6: Development of numerical model 111 
 
Figure ‎6.8. Nerang canal boundary extent 
6.4.5 Geological properties, boundaries and initial condition of unsaturated zone 
Geological properties and boundaries 
According to the conceptualised homogenous aquifer, a uniform soil profile was 
considered for the entire unsaturated zone. The soil was characterized by defining two 
hydraulic‎functions:‎(1)‎The‎hydraulic‎conductivity‎function‎(K(θ));‎and‎(2) The soil moisture 
retention curve (()). These two functions were calculated using the Van Genuchten method 
as this method has been used widely in previous studies (DHI, 2011a). Both of these two 
functions are defined based on soil texture and structure. According to the selected method, 
the required range for each parameter of the Van Genuchten function was adopted from Table 
‎6.2. Then the initial value of each parameter was estimated as its mean value based on its 
reasonable range. As all these parameters were selected from other studies, the sensitivity of 
the model to all these parameters was assessed during an initial sensitivity analysis and 
finally, the sensitive parameters were adjusted during calibration to get the best estimation of 
each parameter. Figure ‎6.9 shows the initial created curves of hydraulic conductivity and soil 
retention, using the mean value of required parameters.  
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Figure ‎6.9. Initial soil water content curve (a) & hydraulic conductivity curve (b) of unsaturated zone based on 
mean value of Van Genuchten parameters; Moisture content is in percentage, Pf is logarithmic value of soil 
matric potential in meter of water and K is in m/s 
The unsaturated flow is calculated vertically in MIKE SHE, so the ground surface was 
defined as the top boundary of this zone including infiltration and this layer was extended 
from the ground surface to the groundwater table as a pressure boundary (top of the saturated 
layer). 
Initial Conditions 
The initial conditions of unsaturated soil water content were specified assuming there is 
no flow in the soil column initially. In other words, the initial soil moisture content is based 
on the defined pressure-saturation relationship close to the water table and the minimum 
water content is equal to the field capacity. This is the default option in MIKE SHE for the 
initial condition of the unsaturated zone and it is usually adequate for defining the initial 
condition in the unsaturated zone. Another available option in MIKE SHE for specifying the 
initial condition is suitable when the simulation is started from measured values or from a 
previous simulation, which was not the case in this study.  
After the model was constructed based on the developed conceptual model, available 
data and the mean value of required parameters, we stepped through the sensitivity analysis 
and calibration process. The calibration and sensitivity analysis were performed to specify the 
model sensitivity to different parameters and adjust these sensitive parameters to get the best 
estimation of their values. Also, the important parameters were defined through an 
uncertainty analysis. 
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Chapter 7: Calibration, sensitivity and 
uncertainty analysis 
7.1 PARAMETERISATION  
The parameters defined in the calibration process were: Net rainfall (NR), Kh, SF, α,‎n, 
θs, θr, pFfc, pFpwp, Sy and Ss, consistent with MIKE SHE manual recommendation (for 
definition of these parameters refer to section ‎6.2.2 and Table ‎6.2). Due to lack of historical 
measurements, the range of each parameter was adopted using suggested values in literature. 
These values have been presented in Table ‎6.2. 
7.2 INITIAL SENSITIVITY ANALYSIS 
The initial sensitivity analysis was conducted as the first step after model setup. DSI 
was calculated for analysing parameters’ sensitivity (refers to section ‎5.2.1).  
First, the base-model was set up using the mean value of all parameters. Then, each 
parameter (one at a time) was varied by ±fraction of its selected range (Table ‎6.2) around the 
base-model (Lenhart et al., 2002). Because the feasible range of some parameters was 
significantly wider in comparison with others,‎±10%‎change‎around‎parameters’‎base‎value 
was adopted instead of the 25% change that was used in Lenhart et al (2002). Then,  
 Hourly changes in head elevation of saturated zone in one location (bore 8047.3; 
refer to Figure ‎4.6) were monitored for the calibration period 
 The value of DSI was calculated for each time step (hourly) using equation 5.2 and 
according to hourly head changes in bore 8047.3 
 The cumulative normal distribution was assigned to the calculated DSI values  
 The value of DSI with probability of 50% was selected as each parameter 
sensitivity 
The sensitivity class of each parameter was then detected using its sensitivity value and 
according to Table ‎5.1. The results are presented in Table ‎7.1. 
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Table ‎7.1 
Initial sensitivity class of model parameters according to Table ‎5.1 
Input parameter Value of DSI with probability of 50% Sensitivity class 
Kh 0.819 III 
θs  0.406 III 
NR 0.314 III 
pFfc 0.274 III 
SF -0.23 III 
n 0.154 II 
θr -0.095 II 
α 0.03 I 
Ss -0.00122 I 
Sy 0 NA 
pFpwp 0 NA 
Positive reaction of model             Negative reaction of model 
Because the model was not sensetive to Sy and pFpwp, these two parameters were 
eliminated from further calculation.   
Change in mean head elevation in bore 8047.3 was illustrated when input parameters 
were changed one at a time by 10% of their entire range around their mean value (see Figure 
‎7.1). To make this figure more clear, the effects of changes in other parameters than θs on 
head elevation were also illustrated separately (Figure ‎7.2). For calculation of DSI, the 
parameters were changed from [parameter mean value – 10% of its entire range] to 
[parameter mean value + 10% of its entire range]. Here the smaller value of each parameter 
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than its mean value was illustrated separately from the greater value so the slope of these 
lines should not necessarily be in the same order of sensitivity classes.  
This visual representation shows how the head elevation in saturated zone reacted to 
changes in each parameter around its mean value. Using these figures, it was possible to have 
a good expectation on how the head elevation in the saturated zone would respond to increase 
or decrease in each parameter around its mean value. Negative reaction is referred to 
condition when the head elevation increases by decrease in parameter value and vice versa. 
Positive reaction is when the head elevation shows the same trend as the change in parameter 
value.  
 
Figure ‎7.1. Change in mean head elevation in bore 8047.3 when input parameters are changed one at a time by 
0.1 of their entire range around their mean value 
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Figure ‎7.2. Change in‎mean‎head‎elevation‎in‎bore‎8047.3‎when‎input‎parameters‎except‎θs are changed one at a time by 0.1 of their entire range around their mean value  
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As presented in Figure ‎7.1 and Figure ‎7.2 the simulated head elevation in the saturated 
zone shows: 
 Negative reaction to the values of θs smaller than its mean value and positive 
reaction to the values bigger than its mean value 
 Negative reaction to change in Kh and θr around their mean value but with more 
severe reaction to change in Kh 
 Negative response to change in SF value but with more significant reaction to the 
values bigger than its mean value (8.5)  
 Positive reaction for changes in NR around its mean value  
 Positive reaction to changes in Van Genuchten constants (α,‎ n)‎ and‎ pFfc for the 
values smaller than their mean value and negative reaction for their values bigger 
than their mean value  
Such insight about the model’s reaction to parameters saves significant effort in the 
calibration process.  
To avoid over-parameterisation and to decrease the number of parameters subjected to 
adjustment, the parameters identified as insensitive or with negligible sensitivity were 
eliminated from calibration. Accordingly, Sy, pFpwp and Ss were not considered in calibration 
process.  
7.3 CALIBRATION  
The trial-and-error method was conducted for calibration in this study. This method 
repeatedly changed the sensitive parameters (for the period that the historical data was 
available) and evaluated the model results using historical observation. The objective of 
calibration is to find the best fit between modelled result and observations by changing the 
calibration parameters.  
The initial sensitivity analysis was conducted to understand the effect of different input 
parameters on model outputs. The insight gained from the initial sensitivity analysis saved 
significant time in the calibration process. From the conducted sensitivity analysis, sensitive 
parameters whose values should be defined in calibration were identified‎ as:‎ Kh,‎ θs,‎ NR,‎
pFfc,‎SF,‎n,‎θr‎and‎α.‎All these parameters were adjusted in order of their sensitivity classes ( 
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Table ‎7.1). During calibration: 
 Initially the model was run with the mean value of all parameters 
 One sensitive parameter at a time was changed by a small amount in its feasible 
range 
 The model was re-run for the new set of parameter values  
 The computed head elevations in bore 8047.1 and 8047.3 (where the historical 
observations were available) were compared with historical head observations, 
either by eye, using scatter plots or considering the objective functions values 
calculated by MIKE SHE (refer to section ‎5.2.2) 
 If the goodness of fit was acceptable, the same process was repeated for another 
parameters; otherwise, the parameter was changed until the correlation was 
desirable 
Scatter plots 
The interpretation of sensitivity was used through creating scatter plots. After each 
simulation with a new set of parameters, two scatter plots of simulated head in bore 8047.1 
and 8047.3 versus historical observations in these two bores were created to see their 
goodness of fit. As a sample, Figure ‎7.3 shows how the goodness of fit between observed 
head and calculated head in bore 8047.3 was used to define the value of Kh. As can be seen, 
the correlation between observation and calculation increased when the value of Kh was 
decreased from 0.0015 m/s (its mean value) to 0.0012 m/s, 0.00048 m/s and 0.00034 m/s in 
three different simulations. Therefore the value of 0.00034 m/s was selected as Kh; however, 
this value could be changed during calibration according to adjustment of other parameters. 
These scatter plots were created for all sensitive parameters.  
After all sensitive parameters were defined; the last scatter plots were created to see 
how well the calibrated model reproduced the observations. Figure ‎7.4 and Figure ‎7.5 show 
the goodness of fit between calculated head using the calibrated model and the observed head 
in bore 8047.3. Based on Figure ‎7.4, the calibrated model reproduced the observation very 
well with 95% correlation. The model parameters used to obtain the simulated results shown 
in Figure 7.5 are given in Table 7.4. 
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Figure ‎7.3. Calculated head versus observed head in bore 8047.3 when the mean values of all parameters were 
assigned except for Kh which had the value of: a) Kh=0.0012 m/s; b) Kh=0.00048 m/s and; c) Kh=0.00034 m/s 
 
‎Chapter 7: Calibration, sensitivity and uncertainty analysis 120 
 
Figure ‎7.4. Correlation between calculated head using the calibrated model and observed head in bore 8047.3 
 
Figure ‎7.5. Comparison between calculated head using the calibrated model and observed head in bore 8047.3 
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Objective functions 
The performance measures (objective functions) used in the calibration process were 
ME, MAE, RMSE, STDres, R and R
2
. For more information about their concept, range and 
best values in a perfect match refer to section ‎5.2.2.  
After each simulation with a new set of parameters, first the scatter plots and then the 
values of these performance measures were studied to define the parameter value. Table ‎7.2 
shows the value of performance measures when Kh was adjusted. It can be seen that by 
decreasing Kh the value of performance measures became closer to their ideal value.  
For other sensitive parameters, this process was repeated to define their values. Finally, 
the calibrated model was set up, using all these defined parameters values. Table ‎7.3 shows 
the values of performance measures for the calibrated model.  
According to Table ‎7.3 the values of all performance measures are close to their values 
in a perfect match. The good correlation between calculated head and observed head, 
particularly in bore 8047.3, shows that the calibrated model can reproduce the observations 
with a high level of confidence.  
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Table ‎7.2 
Values of performance measures used in this study for different simulations where the value of Kh was adjusted 
             Performance measure 
Simulation 
Bore 8047.1 Bore 8047.3 
ME MAE RMSE STDres R R2 ME MAE RMSE STDres R R2 
Mean model 0.68 0.68 0.6995 0.16399 0.586 -11.98 0.955 0.955 0.9756 0.1966 0.704 -14.73 
Mean model with Kh=0.0012 
m/s 
0.638 0.638 0.6576 0.15407 0.637 -10.45 0.907 0.907 0.9263 0.1872 0.706 -13.18 
Mean model with Kh=0.00048 
m/s 
0.368 0.368 0.384 0.1085 0.829 -2.914 0.587 0.587 0.6027 0.1344 0.839 -5.003 
Mean model with Kh=0.00034 
m/s 
0.237 0.238 0.256 0.0959 0.869 -0.745 0.432 0.432 0.4489 0.1199 0.875 -2.331 
 
 
 
 
 
 123 
‎Chapter 7: Calibration, sensitivity and uncertainty analysis 123 
Table ‎7.3 
Values of performance measures in calibrated model 
 ME MAE RMSE STDres R R2 
Bore 8047.1 -0.0715552 0.112326 0.137427 0.117329 0.823068 0.498716 
Bore 8047.3 0.0892154 0.0908027 0.105843 0.0569507 0.975289 0.814864 
 
Table ‎7.4 
Values of the parameters used to simulate head (Figure 7.5) in the study area using MIKE SHE  
Parameter Kh (m/s) θs (%) NR pFfc SF n θr (%) α (1/m) 
value 0.00035 0.37 0.5 2 0.5 2.2 0.06 0.04375 
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7.4 UNCERTAINTY ANALYSIS 
In this study the same approach to the initial sensitivity analysis was conducted for 
uncertainty analysis but instead of mean-model, the calibrated model was selected as the 
base- model (refer to section ‎5.2.3).  
Sy, pFpwp and Ss were identified as insensitive parameters in initial sensitivity analysis 
and their values were not adjusted in the calibration process. Therefore, these three 
parameters were considered in predictive uncertainty analysis. For this purpose, the 
sensitivity of the calibrated model to these three parameters was examined under the 
conditions of:  
1. Sea level will rise about 0.819 m based on A1F1 scenario by 2100  
2. Annual precipitation will increase about 37% by 2070 
This assessment was carried out to see if the calibrated model in the prediction stage 
was still insensitive to these parameters. The results are presented in Table ‎7.5. Based on this 
table, the model in the prediction stage was still insensitive to Sy and pFpwp, and showed 
negligible sensitivity to Ss. 
Table ‎7.5 
Uncertainty of model calibrated in predictive analysis to insensitive parameters 
Input 
parameter 
DSI (sea level rise 
condition) 
Sensitivity 
class 
DSI (increase in annual 
precipitation condition) 
Sensitivity 
class 
Ss -0.00097 I 0.0003 I 
Sy 0  NA 0  NA 
pFpwp 0 NA 0 NA 
Positive reaction of model             Negative reaction of model 
Also the sensitivity of the calibrated model to sensitive parameters was calculated for 
the current situation (Table ‎7.6). The results of this sensitivity could be used to understand 
the uncertainty in which parameters would affect the model results more profoundly. Then, 
the results could be used by decision makers to determine which kind of data should be 
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collected in the future for this study area. In other words, more accurate data is required for 
more sensitive parameters to make the model predictions more robust.  
Table ‎7.6 
Sensitivity of calibrated model in current situation to sensitive parameters  
Input parameter Value of DSI with probability of 50% Sensitivity class 
Kh -0.628 III 
θs  0.406 III 
pFfc 0.383 III 
NR 0.239 III 
n 0.236 III 
θr -0.065 II 
α 0.034 I 
SF -0.009 I 
Positive reaction of model             Negative reaction of model 
In summary, from the conducted calibration and uncertainty analysis the following 
statements can be concluded:  
 The obtained performance measures and good correlation between observed head 
and calculated head show the ability of the developed model in representing 
Mermaid Beach groundwater system (refer to Table ‎7.3,  Figure ‎7.4 and Figure 
‎7.5)  
 The sensitivity analysis of the calibrated model for the current situation and for the 
future shows: 
o Almost similar ranking to initial sensitivity analysis 
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o The uncertainty of the model in predictive analysis is not due to change in the 
model reaction to insensitive parameters  
o The uncertainty of model results are not related to poor adjustment of input 
parameters 
o The main uncertainty of model results are related to the lack of distributed data 
particularly the soil types and properties  
o The next main uncertainty source is the lack of spatial and temporal 
groundwater depth observations that can be used in calibration 
 More data should be collected on: 
o Spatial horizontal hydraulic conductivity  
o Soil water content at saturation 
o Soil suction at field capacity  
o The portion of the rain that is collected and is not available for infiltration such 
as drained water 
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Chapter 8: Results, analysis and discussion  
8.1 GROUNDWATER RESPONSE TO ENVIRONMENTAL FORCES 
To address the first objective, the calibrated model was used to simulate the 
groundwater table response to daily, monthly and long-term (2012 to 2100) change in sea 
level. The results of this investigation are presented in this section. 
8.1.1 Tidal effect 
As was discussed in section ‎6.2.5, the tidal effect of both boundaries on groundwater 
depth was ignored in conceptualisation according to Glover’s (1959) suggestion. To verify 
this assumption for the study area, the effects of changes in tide elevation on groundwater 
table variations were investigated in the absence of precipitation. A uniform initial head of -1 
m was assumed in the saturated zone as the initial condition. The response of head elevation 
in the saturated zone to tidal effect was studied in three sections in the model domain (section 
1 in the north, section 2 in the middle and section 3 in the south). Two different monthly (8 
months) and daily (10 days) investigations were carried out. 
Figure ‎8.1, Figure ‎8.2 and Figure ‎8.3 show the monthly response of groundwater table 
to change in mean sea level in 8 months from January to September and Figure ‎8.4, Figure 
‎8.5 and Figure ‎8.6 present the response of mean daily head elevation to tidal change for 10 
days, from 1
st
 Oct to 10
th
 Oct. The daily investigation was carried out after the head elevation 
in saturated zone reached a balance with the mean tide elevation. 
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Figure ‎8.1. The monthly response of head elevation in saturated zone to tidal effects from January to September in section 1 in the north of model domain 
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Figure ‎8.2. The monthly response of head elevation in saturated zone to tidal effects from January to September in section 2 in the middle of model domain  
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Figure ‎8.3. The monthly response of head elevation in saturated zone to tidal effects from January to September in section 3 in the south of model domain 
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Figure ‎8.4. The short-term daily response of head elevation in saturated zone to tidal effects from 1st Oct to 10th Oct in section 1 in the north of model domain 
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Figure ‎8.5. The short-term daily response of head elevation in saturated zone to tidal effects from 1st Oct to 10th Oct in section 2 in the middle of model domain 
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Figure ‎8.6. The short-term daily response of head elevation in saturated zone to tidal effects from 1st Oct to 10th Oct in section 3 in the south of model domain 
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Based on the monthly result analysis (Figure ‎8.1, Figure ‎8.2 and Figure ‎8.3), 
the head elevation in the saturated zone is pushed up from 1
st
 January (dark red line) 
to reach the same elevation as the mean sea level. It means that in the absence of 
precipitation the head elevation in the saturated zone is affected by mean elevation of 
tides in both boundaries. For this study area with initial head elevation of -1 m and in 
the absence of precipitation, this process takes about five months until June and then 
mean head elevation remains almost in the same level of mean sea level. 
The daily results (Figure ‎8.4, Figure ‎8.5 and Figure ‎8.6) show that while the 
tides fluctuate between -0.2 m and 0.4 m along the Nerang boundary and between -
0.3 m and 0.75 m along the ocean boundary, the head elevation in the saturated zone 
fluctuates‎just‎between‎0‎m‎and‎0.1‎m.‎This‎reveals‎that‎the‎tide‎fluctuation‎doesn’t‎
move inland significantly. 
Analysing daily and monthly response of groundwater table to the tide 
fluctuations shows that in the absence of other recharge/discharge component, the 
coastal groundwater depth is a reflection of mean sea level and mean head elevation 
in other boundaries i.e. Nerang canal in this study area. The daily investigation 
shows that the tidal effect does not affect the groundwater elevation in the middle of 
the model domain and tide fluctuations are dampened very quickly at a very short 
distance from the boundaries. The distance in which the groundwater table is affected 
by tide fluctuations is a reflection of different factors i.e. soil type, precipitation, 
abstraction and existing gradient in groundwater table. For instance in this study 
area, however tide elevation along the ocean boundary fluctuates in a wider range in 
comparison with the Nerang canal; the groundwater table is more affected by tide 
fluctuations in the Nerang canal than the ocean. This results from existing seaward 
gradient in the groundwater table that causes the water intrudes to the aquifer from 
the Nerang canal. The aquifer soil type can also change the affected distance 
significantly. For example, soils with higher hydraulic conductivity can transfer the 
tide fluctuations inland more in comparison with soils with low hydraulic 
conductivity. On the other hand, in presence of high precipitation even in soil with 
high hydraulic conductivity the tide fluctuations can be disappeared very close to the 
boundary due to higher amount of discharge to the ocean. Other factors i.e. water 
abstraction, particularly if the over-abstraction happens near the shoreline, can have 
an adverse effect on this process. Over-abstraction can push the groundwater table 
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down and create a landward gradient which increases the groundwater recharge from 
the ocean.  
According to Figure ‎8.1 to Figure ‎8.6, the groundwater table shows similar 
response to change in tide elevation in all three sections; therefore, it can be 
concluded that the groundwater flow can be considered as two-dimensional in the 
study area which is consistent with the initial assumption. This conclusion can be 
generalized for the other coastal areas with similar condition and uniform hydraulic 
conductivity along coastline. Such an assumption can save considerable time and 
effort needed for developing and running a three-dimensional flow model. 
It can be concluded that basically in an unconfined coastal aquifer, the 
groundwater table is a reflection of the mean sea level and the tide fluctuations do 
not move inland significantly; however, other factors i.e. soil type and other 
recharge/discharge components can change the results in some extent. In addition, in 
a coastal area with uniform hydraulic conductivity along coastline, the groundwater 
flow can be assumed as two-dimensional flow.  
8.1.2 Permanent groundwater response to change in mean sea level and 
precipitation 
To investigate the response of groundwater table to sea level rise due to climate 
change, the calibrated model was used to simulate the head elevation in the saturated 
zone under different conditions in the future. As was discussed in section 5.4, based 
on possible future conditions, five different simulations were designed as presented 
in Table ‎5.2. These simulations investigate the response of groundwater table to 
change in mean sea level rise and precipitation. A brief summary of these 
simulations are: 
 Condition 1.1: When mean sea level rises under high end scenario but 
precipitation intensity remains the same 
 Condition 1.2: When mean sea level rises under A1F1 scenario but 
precipitation intensity remains the same 
 Condition 2.1: When precipitation intensity increases with annual rate 
but mean sea level remains the same 
 Condition 2.2: When precipitation intensity increases with different 
trends for different seasons but mean sea level remains the same 
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 Condition 3: When mean sea level rises under high end scenario and 
precipitation intensity increases with annual rate (combination of 
condition 1.1 and 2.1)  
Because in the study area the groundwater flow is two-dimensional in an east-
west direction (refer to Chapter 6), the variation of head elevation in north-south 
direction is assumed negligible. The result shown in section ‎8.1.1 confirms this 
assumption. Therefore, for the following investigation, just one section (section 2) 
located in the middle of the model domain was considered.  
The following step has been taken: 
 The proposed simulations in Table ‎5.2 were run using calibrated model 
 Mean head elevation in section 2 located in the middle of the model 
domain was studied for each month  
 The last month of each season (February, May, August and November) 
were selected for investigation. These four months have different ranges of 
precipitation, making them a good representation of different conditions 
To compare the response of groundwater table to these five different 
conditions, the simulated head in one section (section 2) under different conditions 
was studied for the selected months. The investigation was carried out for 2070. 
Figure ‎8.7 to Figure ‎8.10 present the results of this assessment. 
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Figure ‎8.7.Simulated head in 2070 under different conditions for February 
 
Figure ‎8.8. Simulated head in 2070 under different conditions for May 
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Figure ‎8.9. Simulated head in 2070 under different conditions for August 
 
Figure ‎8.10. Simulated head in 2070 under different conditions for November 
The results show that conditions 2.1 and 2.2 give similar predictions and the 
predictions of conditions 1.1 and 1.2 are very close. As it was predicted, condition 3 
provides the worst case scenario because both mean sea level and precipitation are 
increased in this scenario. After condition 3, condition 1.1 occupies the next place in 
providing a worst situation except for February. 
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Based on these results, it can be concluded that for this study area adopting 
annual or seasonal trend of increase in precipitation does not have a meaningful 
impact on groundwater table predictions. This comes from the fact that in this study 
area the predicted increase in annual and seasonal precipitation are similar except for 
spring which shows less increase in the future. On the other hand, because in this 
area the amount of precipitation is not very high in spring in comparison with 
summer, less increase in spring precipitation cannot make a huge difference in the 
final results. But for areas with considerable difference between predicted annual and 
seasonal increase in precipitation, adopting seasonal or annual trend would make 
more significant difference on groundwater table predictions. If just annual trend is 
considered in the risk assessment studies, the high risk of shallow groundwater in a 
season with very high increase in precipitation could be ignored. Therefore, further 
studies in areas with different climate and with different predicted annual and 
seasonal trend of precipitation change are highly recommended.  
According to the results, the worst case condition happens when mean sea level 
rises and precipitation increases (condition 3). The second worse situation is 
occupied by condition 1.1 (except for month with high rainfall) where precipitation is 
remained constant and the mean sea level is increased. In month with high rainfall, 
the existing groundwater table is significantly higher than mean sea level owing to 
higher groundwater recharge. So the predicted rises in the mean sea level are not in a 
degree that can affect the groundwater table significantly. That is why the predicted 
head under conditions 2.1 and 2.2 is higher than condition 1.1 in these months. 
Above this, because increase in precipitation is calculated as a percentage of current 
mean precipitation, the higher rainfall amount means higher increase in precipitation. 
Therefore, the effect of increase in precipitation is more considerable in months with 
high rainfall.  
After comparing the response of groundwater table to different possible 
conditions, the predicted mean head elevation in saturated zone under conditions 1.1, 
2.1 and 3 are investigated for four months (February, May, August and November). 
The results are presented in Figure ‎8.11 to Figure ‎8.22. As was discussed, because 
the predictions for condition 1.2 and 2.2 were similar to the predictions for 
conditions 1.1 and 2.1 respectively, the results of these two conditions are presented 
in Appendix C. 
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Condition 1.1 
 
Figure ‎8.11. Predicted mean head elevation in February under condition 1.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
 
 141 
‎Chapter 8: Results, analysis and discussion 141 
 
 
Figure ‎8.12. Predicted mean head elevation in May under condition 1.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Figure ‎8.13. Predicted mean head elevation in August under condition 1.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Figure ‎8.14. Predicted mean head elevation in November under condition 1.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Condition 2.1 
 
Figure ‎8.15. Predicted mean head elevation in February under condition 2.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.16. Predicted mean head elevation in May under condition 2.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.17. Predicted mean head elevation in August under condition 2.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.18. Predicted mean head elevation in November under condition 2.1 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Condition 3 
 
Figure ‎8.19. Predicted mean head elevation in February under condition 3 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.20. Predicted mean head elevation in May under condition 3 (Section 2 located in the middle 
of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.21. Predicted mean head elevation in August under condition 3 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.22. Predicted mean head elevation in November under condition 3 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure ‎8.11 to Figure ‎8.14 present the predicted mean head elevation for four 
months under condition 1.1 when the mean sea level rises but precipitation remains 
the same. Based on the results, the permanent groundwater table is increased in all 
months but with different magnitude according to received rainfall. In months with 
low rainfall i.e. November the plausible future rises in the mean sea level push the 
groundwater table up about 1 m by 2100 relative to 2012. This amount for months 
with high rainfall i.e. February is about 0.3 m. The reason behind is that in months 
with high rainfall, the groundwater table is significantly higher than mean sea level 
and the mean sea level does not rise to a level that can affect the groundwater table 
significantly. In other words, the high head elevation in months with high rainfall 
shows that the main recharge component of groundwater is precipitation and 
seawater intrusion does not feed the groundwater significantly in these months. This 
is consistent with conclusions from Figure ‎8.7 to Figure ‎8.10. 
Figure ‎8.15 to Figure ‎8.18 present the simulated mean head elevation under 
condition 2.1 when the precipitation is increased with annual trend (11% by 2070 
and 37% by 2100 relative to 2012) and the mean sea level is remained constant. 
According to these results, under this condition the groundwater table does not 
change significantly relative to 2012. Therefore, in the absence of a sea level rise, 
increase in precipitation intensity does not have any substantial impact on the 
groundwater table because precipitation is not a permanent recharge and its periodic 
variations cannot cause a permanent change in the groundwater table. The lower 
groundwater table in November shows that during the dry season, the infiltrated 
precipitation is discharged to the ocean and the groundwater table reaches the same 
level as the mean sea level. 
Figure ‎8.19 to Figure ‎8.22 show the results of the worst case scenario 
(condition 3) when precipitation increases and the mean sea level rises. According to 
the results, the head elevation rises significantly entire the model domain and in all 
months relative to 2012. The head elevation in section 2 will rise between 0.5 m to 
0.8 m in 2070 in comparison with 2012. As was expected, this condition provides the 
worst condition in which the predicted groundwater table in the future is relatively 
high in all months. The groundwater will rise in all months with some variations 
according to the received rainfall in each month. 
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Presented results show that a rise in the groundwater table in the future is 
highly possible; however, the extent of this rise would be affected by climate 
condition and predicted changes in the environmental forces. In dry conditions, the 
seawater intrusion is the main groundwater recharge component; therefore, the 
plausible future rises in the mean sea level have more significant impact on 
groundwater table in comparison with wet conditions. But in wet conditions where 
precipitation is the main groundwater recharge component, the groundwater table is 
significantly higher than mean sea level and the plausible future rises in the mean sea 
level are not to a degree that can affect the groundwater table. It can be concluded 
that sea level rise would be a higher risk for dry seasons or areas with dry condition. 
But it should be noted that in wet seasons or areas with wet condition, the 
groundwater table is already high and even a small change in the groundwater table 
can raise the risk of inundation; particularly, in areas with current shallow 
groundwater. Above this, if a high increase in precipitation is predicted for the area, 
the risk of inundation can be escalated. 
Groundwater table rise would affect different coastal geo-infrastructure i.e. 
road subgrade, drainage system and building basement by increasing soil moisture 
content. In areas with current shallow groundwater, risk of inundation and 
appearance of ponded water is also very high. In conclusion, sea level rise increases 
the risk of shallow groundwater and inundation in coastal areas; however, other 
factors i.e. climate condition, precipitation, other recharge/discharge component and 
predicted change in the environmental forces would impact the magnitude of this 
risk. The high risk of shallow groundwater on the one hand, and significant role of 
these factors on groundwater table variations on the other hand evoke a need for 
further studies in different climate and broader area. 
8.2 BATHTUB APPROACH VALIDATION 
To address the second objective, the accuracy of the bathtub approach in sea 
level rise assessment was examined according to the presented methodology in 
Figure ‎3.1 and its definition in sections 2.3.3 and ‎5.3.  
For this purpose, the simulated head from the calibrated model was compared 
with the predicted head using a bathtub approach in one section (section 2 located in 
the middle of the model domain). Conditions 2.1, 2.2 and 3 were not applied because 
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the bathtub approach was used to predict the response of groundwater only to sea 
level rise, not to an increase in precipitation. The simulated head was compared with 
bathtub approach results for 2100 under condition 1.1. The results for February, 
May, August and November are presented in Figure ‎8.23 to Figure ‎8.26.  
To make the assessment more robust, for the entire model domain the number 
of nodes at high risk of inundation/shallow-groundwater in the future was estimated 
by undertaking the following steps: 
 The nodes with shallow groundwater were attributed to the nodes with 
groundwater depth of less than 1 m  
  The inundated nodes are the nodes in which the groundwater reaches the 
ground surface 
 The simulated heads using calibrated model in each month for 2012, 2030, 
2070 and 2100 were obtained under condition 1.1 
 The number of nodes that will be at risk of inundation plus nodes with  
shallow groundwater were identified for each year  
 The same process was repeated using bathtub approach 
The results of the model was compared with results of bathtub approach and 
presented in Figure ‎8.27 to Figure ‎8.31. 
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Figure ‎8.23. Comparison of simulated head using developed model and predicted head using bathtub 
approach in February 2100 under condition 1.1 (section 2 located in the middle of the model domain) 
 
Figure ‎8.24. Comparison of simulated head using developed model and predicted head using bathtub 
approach in May 2100 under condition 1.1 (section 2 located in the middle of the model domain) 
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Figure ‎8.25. Comparison of simulated head using developed model and predicted head using bathtub 
approach in August 2100 under condition 1.1 (section 2 located in the middle of the model domain) 
 
 
Figure ‎8.26. Comparison of simulated head using developed model and predicted head using bathtub 
approach in November 2100 under condition 1.1 (section 2 located in the middle of the model 
domain) 
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Figure ‎8.27. % of nodes in model domain at high risk of inundation/shallow-groundwater in February, 
under condition 1.1 using developed model and bathtub approach 
 
Figure ‎8.28. % of nodes in model domain at high risk of inundation/shallow-groundwater in May, 
under condition 1.1 using developed model and bathtub approach 
 
Figure ‎8.29. % of nodes in model domain at high risk of inundation/shallow-groundwater in August, 
under condition 1.1 using developed model and bathtub approach 
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Figure ‎8.30. % of nodes in model domain at high risk of inundation/shallow-groundwater in 
November, under condition 1.1 using developed model and bathtub approach 
 
Figure ‎8.31. %Difference between bathtub and modelling approach in predicting nodes at high risk of 
inundation/shallow-groundwater under condition 1.1 
According to Figure ‎8.23 to Figure ‎8.26, in months with high rainfall i.e. 
February, the head elevation simulated by calibrated model has a significant 
difference with predicted head by bathtub approach (Figure ‎8.23). But in months 
with low rainfall i.e. November, there is a good correlation between model 
simulation and bathtub prediction (Figure ‎8.26). This shows that in months with high 
rainfall, the bathtub approach is not capable to simulate the groundwater table 
response to sea level rise accurately.  
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Difference between bathtub and modelling approach in prediction of nodes 
with high risk of inundation/shallow-groundwater decreased after a dry period in 
November (Figure ‎8.27 to Figure ‎8.30). The maximum difference is related to 
January and February 2100 showing 14.5% difference between modelled head and 
predicted head (Figure ‎8.31). In months with low rainfall, the difference between 
bathtub and modelling approach is less than 1% and 2% in 2070 and 2100 
respectively. For 2030, the difference between bathtub prediction and model 
simulation is less than 1 % in all months. It validates the accuracy of bathtub 
approach in simulating groundwater response to sea level rise in dry conditions; 
however, bathtub approach slightly overestimates the groundwater table elevation in 
dry condition 
As was discussed earlier in section 8.1, in months with high rainfall, the 
groundwater table is mainly recharged from precipitation and is significantly higher 
than mean sea level. So in model simulation, rises in the mean sea level are not in a 
degree that can affect the groundwater table. But bathtub approach is a simplified 
conceptual model ignoring the dynamic of water flow so the groundwater table is 
increased with the same level of increase in the mean sea level. In other words, the 
elevation difference between current groundwater table and mean sea level is ignored 
in bathtub approach. That is why the simulated head using bathtub approach is 
significantly higher than the model predictions in months with high rainfall. 
In conclusion, the accuracy of the bathtub approach predictions has an inverse 
relationship with precipitation. Therefore, the bathtub approach can be applied for 
dry/semi-dry conditions or at the beginning of wet season followed by a dry period. 
Using bathtub approach in areas with dry/semi dry condition, especially where 
groundwater withdrawal is not substantial decreases the considerable amount of time and 
effort that should be put into computer models. This finding that covers the second 
objective of this research provides beneficial knowledge for decision-makers, resource 
managers and urban planners, and may be applicable to many low-lying coastal areas 
however further studies is highly recommended. 
 160 
‎Chapter 8: Results, analysis and discussion 160 
8.3 EFFECT OF SEA LEVEL RISE ON ROAD INFRASTRUCTURE 
To address the third objective of this study, the risk of high groundwater table 
due to sea level rise and increase in precipitation on road subgrades was studied 
using the proposed approach in Figure 3.4 and sections ‎3.5 and ‎5.4. 
For each road located in the study area (refer to Figure ‎4.7 and Table ‎4.1), a 
few points were selected. Then, the average of change in soil water content in these 
points was studied under different conditions. Based on changes in soil water content 
at a depth of 1 m (subgrade depth), reduction in resilient modulus compare to its 
optimum value (Mr/Mropt) was determined in each day using Figure ‎5.5. As it was 
mentioned in section ‎3.5, a CBR value of 5 has been suggested as the subgrade 
failure criteria by Austroads (2004). Therefore, the future daily CBR value was also 
calculated using equation 2.1 and relative to its daily values in 2012. Figure ‎8.32 to 
Figure ‎8.36 present the results of this investigation for Avanti Street as a sample for 
2100, 2070 and 2030 under different conditions. The same investigation was carried 
out for all roads located in the study area to identify vulnerable roads in the future. 
Then based on results, the vulnerable roads were identified and mapped as 
follow: 
 If the subgrade CBR reaches less than 5 for more than one month, the road 
is specified as vulnerable and highlighted with green colour on the map 
 If subgrade CBR reaches less than 5 for more than two months, the road is 
specified as highly vulnerable and highlighted with red colour on the map 
The risk maps were created for conditions 3, 1.1, 1.2 and 2.1 (Figure ‎8.37 to 
Figure ‎8.40). Condition 2.2 was ignored because of its similar predictions to 
condition 2.1  
Then, the additional maintenance cost for affected roads was calculated using 
two cost functions presented by Austroads (2004). These two cost functions (Interim 
and revised South Australia) estimate the increase in maintenance cost of roads at 
risk of high groundwater table using the values presented in Table ‎5.3. 
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Figure ‎8.32. Change in subgrade Mr/Mropt  value due to change in its soil water content (SWC) of 
Avanti street in 2100 under condition 1.1 and 1.2. The subgrade depth was considered 1 m and the 
Mr/Mropt values were adopted from Figure ‎5.5 
 
Figure ‎8.33. Change in subgrade Mr/Mropt value due to change in its soil water content (SWC) of 
Avanti Street in 2070 under condition 1.1 and 1.2. The subgrade depth was considered 1 m and the 
Mr/Mropt values were adopted from Figure ‎5.5 
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Figure ‎8.34. Change in CBR value in subgrade (depth of 1 m) of Avanti Street in 2100 under 
condition 1.1 and 1.2; CBR failure value was considered 5 
 
Figure ‎8.35. Change in CBR value in subgrade (depth of 1 m) of Avanti Street in 2070 under 
condition 1.1, 1.2, 2.1 and 3; CBR failure value was considered 5 
 163 
‎Chapter 8: Results, analysis and discussion 163 
 
 
Figure ‎8.36. Change in CBR value in subgrade (depth of 1 m) of Avanti Street in 2030 under 
condition 1.1, 1.2, 2.1 and 3; CBR failure value was considered 5 
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Figure ‎8.37. Roads at failure risk due to high groundwater table under condition 3; green colour 
represents vulnerable subgrade and red represents high vulnerable subgrade 
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Figure ‎8.38. Roads at failure risk due to high groundwater table under condition 1.1; green colour 
represents vulnerable subgrade and red represents high vulnerable subgrade 
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Figure ‎8.39. Roads at failure risk due to high groundwater table under condition 1.2; green colour 
represents vulnerable subgrade and red represents high vulnerable subgrade 
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Figure ‎8.40. Roads at failure risk due to high groundwater table under condition 2.1; green colour 
represents vulnerable subgrade and red represents high vulnerable subgrade 
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Table ‎8.1 
Length and percent of affected roads in the future under different conditions and estimated increase in 
road maintenance cost using suggested $value from Interim and revised SA cost functions presented 
in Table ‎5.3 
 Future 
condition 
% of 
affected 
roads 
Length of 
affected 
roads 
(km) 
Increase in 
maintenance cost 
(Interim cost 
function)  
Increase in 
maintenance cost 
(revised South 
Australia cost 
function) 
2100 Condition 3 --- --- --- --- 
Condition 1.1 38.15 3.43 $8575  $11593.4 
Condition 1.2 11.79 1.06 $2650 $3582.8 
Condition 2.1 --- --- --- --- 
2070 Condition 3 32.8 2.95 $7375 $9971 
Condition 1.1 7.34 0.66 $1650 $2230.8 
Condition 1.2 7.34 0.66 $1650 $2230.8 
Condition 2.1 11.79 1.06 $2650 $3582.8 
2030 Condition 3 7.34 0.66 $1650 $2230.8 
Condition 1.1 7.34 0.66 $1650 $2230.8 
Condition 1.2 7.34 0.66 $1650 $2230.8 
Condition 2.1 7.34 0.66 $1650 $2230.8 
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Figure ‎8.32 and Figure ‎8.33 show how the Mr/Mropt response to change in soil 
water content. The changes in SWC in 2030 are not significant so its result is not 
presented here. As it can be seen, the Mr/Mropt decreases by increase in soil water 
content. Decrease in subgrade resilient modulus means lower subgrade strength. 
After changes in subgrade soil water content were calculated, the CBR 
variations in the future were calculated using the estimated Mr values. Results are 
presented in Figure ‎8.34 to Figure ‎8.36. Considering the CBR failure value of 5, it is 
observed that by 2030, the Avanti Ave subgrade will have enough strength to bear 
the traffic load in all months. Under condition 3, the subgrade CBR is almost less 
than 5 from late January to mid March. This can cause subgrade failure that 
decreases the road serviceability and life span. This failure period increases by 2100 
to about 5 months under condition 1.1. CBR value of less than 5 means the subgrade 
strength is not enough to bear the traffic load. This can affect the pavement 
performance adversely and causing fatigue cracking and rutting. This may not cause 
an instant failure but according to traffic load, this can reduce road life span and 
impose additional maintenance cost.  
The current soil water content in Avanti Ave subgrade is generally constant 
and shows a few variations in different months according to received precipitation. In 
dry months i.e. October and November, the soil moisture content in 2100 and 2070 
under different conditions reaches almost the same level as 2012 (Figure ‎8.32 and 
Figure ‎8.33). But in months with high rainfall i.e. February and March, the subgrade 
moisture content is significantly higher in the future relative to 2012 especially under 
conditions 1.1 and 3.  
This confirms our conclusion in section ‎8.1.2 that says however in months with 
high rainfall the effect of sea level rise on groundwater table is not as significant as 
dry months; it should be noted that the groundwater table is already high in these 
months. So even a small change in groundwater table can raise the risk of shallow 
groundwater, inundation and geo-infrastructure saturation considerably. As it can be 
vividly seen in Figure ‎8.32, although no change in precipitation is considered in 
conditions 1.1 and 1.2, in months with high rainfall the subgrade soil water content 
increases more significantly and road failure is more possible. When possible 
increase in precipitation is considered (condition 3), the soil water content increases 
by two times relative to current condition in wet months i.e. February.  
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The developed risk maps and Table ‎8.1 show that Atlantic Ave and Glenelg 
Ave are already at high risk of shallow groundwater while Sportsman Ave is at risk 
in wet months (i.e. February). In the future, Atlantic Ave will be at very high risk by 
2030 and by 2070 and the Glenelg Ave subgrade will be saturated for more than 8 
months which means failure of this road.  
The roads near the ocean are not affected. This is due to a seaward gradient in 
the groundwater table and higher surface topography in the eastern part of study area 
that makes the groundwater table deep enough. By 2100 under condition 1.1 and by 
2070 under condition 3, more than 30% of current roads will be at risk of failure. 
According to Table ‎8.1, the associated maintenance cost will be $11593 for 2100 
under condition 1.1 and $9971 for 2070 under condition 3. It should be noted that 
these amounts are for a small area with just 9 km of road network. If the same trend 
is extended for a big urban area with main roads, the increased maintenance cost 
would be considerable. In summary, the roads located in the western part of study 
area are affected more according to existing groundwater seaward gradient and lower 
surface topography.  
In conclusion, sea level rise increases soil water content in road subgrade, 
consequently, decreases the subgrade strength. Above this, however the groundwater 
table does not show high sensitivity to rise in mean sea level in wet conditions; the 
existing high groundwater table increases the risk of high groundwater table. In areas 
with current shallow groundwater or higher predicted increase in precipitation, the 
risk can be significantly high which evokes a need for further investigation.  
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Chapter 9: Conclusions and 
recommendations 
9.1 CONCLUSION 
As the first objective of this study, the response of groundwater table to short-
term and long-term changes in sea level was investigated. Investigation on the 
response of modelled groundwater table to tidal variations show that the groundwater 
depth in the modelled aquifer is not affected by the short-term variations of water 
level due to tide. These short-term variations are dampened very quickly at a very 
short distance from the boundary. So it is concluded that in an unconfined coastal 
aquifer, the groundwater table is basically a reflection of the mean water level in the 
ocean and in the other boundaries. In addition, in a coastal area with uniform 
hydraulic conductivity along coastline, the groundwater flow can be assumed as two-
dimensional flow. As the study area is sandy and highly porous, this conclusion can 
be extended to most types of coastal aquifers. 
The long-term response of modelled groundwater table to sea level rise and 
increase in rainfall show that an increase in mean sea level results almost in the same 
level of increase in groundwater table. In months with high rainfall, the groundwater 
table is significantly higher than mean sea level so the plausible future rises in the 
mean sea level is not to a degree that can affect the groundwater table in these 
months. But an increase in rainfall intensity (due to climate change) does not have a 
substantial impact on the groundwater table; however, in a normal condition, the 
groundwater is fed mainly by precipitation rather than seawater intrusion. This is 
mainly due to the transitory nature of a rainfall burst. In other words, there will not 
be enough time for the groundwater table to respond to an increase in rainfall 
intensity. In the modelled area, whether precipitation increases with the same rate in 
all seasons or with different rates in different seasons, it would not have a meaningful 
effect on the groundwater table. In a condition that sea level rises and precipitation 
increases, the groundwater will rise in all months proportionate to the rainfall in each 
month. This condition constitutes the worst case scenario. Generally, for all sea level 
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rise scenarios, the groundwater table will be affected more significantly in months 
with low rainfall (dry season). 
In conclusion, sea level rise increases the risk of high groundwater in the 
future; however, the extent of this rise would be affected by climate condition and 
extent of possible changes in the environmental forces. In dry conditions, because the 
seawater intrusion is the main groundwater recharge component, the plausible future 
rises in the mean sea level have more significant impact on groundwater table in 
comparison with wet conditions. However sea level rise would be a higher risk for 
dry seasons or areas with dry condition, it should be noted that in wet seasons or 
areas with wet condition, the groundwater table is already high. So even a small 
change in the groundwater table can raise the risk of inundation; particularly, in areas 
with existing shallow groundwater. Road vulnerability investigation that was the 
third objective of this study confirms this conclusion.  
Investigating bathtub approach accuracy in predicting groundwater depth due 
to sea level rise was the second objective of this research. Based on this 
investigation, in months with low rainfall, the difference between bathtub and 
modelling approach is less than 1% and 2% for 2070 and 2100 planning horizons, 
respectively. Therefore, it can be occluded that a bathtub approach can be applied 
with a high level of confidence in the areas with low precipitation or at the beginning 
of a wet period (season) followed by a dry period (season). The bathtub approach 
slightly overestimates the groundwater table elevation in dry condition. In months 
with high rainfall (wet season), a bathtub approach cannot be used, as the 
groundwater table is totally dominated by recharge from rainfall. 
It can be concluded that the accuracy of the bathtub approach predictions has 
an inverse relationship with precipitation. Therefore, the bathtub approach can be 
applied for dry/semi-dry conditions or at the beginning of wet season followed by a 
dry period. Using bathtub approach in areas with dry/semi dry condition, especially 
where groundwater withdrawal is not substantial decreases the considerable amount of 
time and effort that should be put into computer models. 
Road infrastructure vulnerability to shallow groundwater due to sea level rise 
was investigated as the third objective. According to the results it is concluded that 
the risk of shallow groundwater on roads is highly dependent on the location of road 
and current depth of groundwater. In the study area, a seaward gradient in the 
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groundwater table and higher surface topography in the eastern part causes the roads 
near the ocean not to be affected. Results shows that if mean sea level rises and 
precipitation intensity remains the same, 38.15% of roads located in the study area 
will be at high risk, by 2100. When mean sea level rises and precipitation intensity 
increases, this number is 32.8% by 2070. However in months with high rainfall the 
effect of sea level rise on groundwater table is not as significant as dry months; it 
should be noted that the groundwater table is already high in these months. So even a 
small change in groundwater table increases the subgrade soil moisture content 
significantly. Therefore, the risk of sea level rise is more considerable in wet season. 
Sea level rise increases soil water content in road subgrade, consequently, 
decreases the subgrade strength. Groundwater table rise would affect different 
coastal geo-infrastructure i.e. road subgrade, drainage system and building basement 
by increasing soil moisture content. Above this, however the groundwater table does 
not show high sensitivity to rise in mean sea level in wet conditions; the existing high 
groundwater table increases the risk considerably. In areas with current shallow 
groundwater or higher predicted increase in precipitation, the risk can be 
significantly high which evokes a need for further investigation.  
It can be concluded that climate change impact on coastal infrastructure 
through change in the groundwater table is substantial and further studies are 
warranted. The current trend in the mean sea level rise evokes a need for further 
assessment in coastal areas for developing fact-based climate change adaptation 
strategies. The bathtub approach, as a quick and inexpensive method, could be 
valuable for urban planners and decision-makers in small low-lying areas in dry 
conditions. The accuracy of a bathtub approach in predicting variations of 
groundwater depth associated with sea level rise decreases considerably in rainy 
season. 
9.2 RECOMMENDATION 
Based on sensitivity analysis, it is recommended that more data should be 
collected in the study area, particularly on spatial variation of hydraulic conductivity 
and deeper geological boreholes are required, showing different layers of soil and the 
depth of bedrock in this area. Also, the assumption of a homogeneous soil profile 
along the study area is not valid in reality; hence, detailed modelling with the use of 
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more relevant soil data (hydraulic conductivity) will be important. Furthermore 
temporal and spatial observations on groundwater table variations are also needed for 
calibration to decrease the uncertainty in developed computer models.  
In this study area, adopting seasonal or annual trend of increase in precipitation 
did not have substantial effect on groundwater table variations. But for areas with 
considerable difference in rainfall patters, this would make a significant difference 
on groundwater table predictions and risk assessments. Therefore, further studies in 
areas with different climate and with different predicted annual and seasonal trend in 
precipitation change are highly recommended. Due to the fact that soil type, climate, 
change in environmental forces and other recharge/discharge components can affect 
the response of groundwater table to sea level rise, more case studies, particularly in 
larger areas, are warranted to refine the findings of this study. 
The predicted risk of a high groundwater table on road infrastructure is a long-
term hazard. Therefore, there is time to undertake some management plans to 
decrease the possible risks, for instance, some deep root plants could be planted 
along the roads with a high level of risk, to decrease the groundwater table elevation.  
To verify the finding of this research on bathtub approach accuracy, more 
research on the effectiveness of applying bathtub approach under different 
conditions, particularly, in dry condition is recommended. 
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Appendix A 
Groundwater formation 
Groundwater 
The hydrological cycle is a loop started by water evaporation from oceans, 
lakes, rivers and transpiration from soil by plants. The water vapour goes through the 
atmosphere and falls back to the earth as precipitation. One portion of this 
precipitation infiltrates the soil and discharges groundwater reservoirs, streams and 
lakes; meanwhile, the rest runs off to the streams and rivers directly and flows back 
to the oceans. The two main driving forces for the water movement and exchange in 
and between atmosphere, hydrosphere, lithosphere and biosphere are solar energy 
and gravity. Water movement in the lithosphere is the subject of underground water 
studies and Figure A.1 illustrates the different components of water movement in this 
section (The main references of this section are Delleur (2006) and Heath (1983) and 
the keen reader is referred to these studies for more information). 
 
Figure A. 1.Water movement components in Lithosphere; SE: Solar Energy; AB: Abstraction; PR: 
Precipitation; RO: Runoff; RE: Recharge from and to hydrosphere; GF: Ground water Flow; PW: 
Plant Water Use; In: Infiltration; and PE: Percolation 
The underground water is stored in the pores of soil and gaps of rocks between 
ground surface and the bedrock. Bedrock is an impermeable, solid rock with no gaps 
to store water. The characteristics of water in a soil-rock profile are not constant and 
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the soil profile can be divided into more detailed zones based on its saturation 
condition and pressure (Figure A.2). 
 
Figure A.2.Different zones of soil-rock profile in an unconfined aquifer distinguished by different 
stored water  
Groundwater refers to the area where water fills all the voids and has a larger 
head than atmospheric pressure. An imaginary surface between the saturated and 
unsaturated zones is called the water table. The pressure is equal to the atmospheric 
pressure at the water table and below this, the water pressure is atmospheric. This 
zone is called the saturated zone. In the saturated zone, the water can move due to the 
hydraulic gradient. 
 There is a significant difference between the stored water above the water 
table and below it. The soil above the water table has been partially filled with water 
and it is called unsaturated. In this zone, because of existing surface tension between 
water and soil, the pressure gradient is less than atmospheric. 
The layer of rock and soil holding water and allowing movement through it is 
called an aquifer where the rate of water movement is fast enough to supply a 
reasonable amount of water for the wells. There are two different types of aquifer, 
unconfined and confined. An unconfined aquifer is a permeable layer of soil and 
rock from bedrock to ground surface, so the groundwater is in direct contact with the 
atmosphere. In this kind of aquifer, the upper groundwater surface is called the water 
table.  Unlike an unconfined‎aquifer,‎confined‎aquifers‎aren’t‎ in‎direct‎contact‎with 
the atmosphere because of an impermeable layer on top of them preventing water 
from seeping into the aquifer from ground surface. Instead, the aquifer is recharged 
from‎ farther‎ away‎where‎ the‎ impermeable‎ layer‎ doesn’t‎ exist.‎ The‎water‎ in‎ these‎
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aquifers is under pressure and the pizometric surface is replaced with the water table. 
The parameters and governing equations are different in these two types of aquifers. 
Based on the selected study area, the scope of this study is limited to an 
unconfined aquifer; consequently, this section presents the principles of groundwater 
flow in an unconfined aquifer.  
Aquifer properties 
The groundwater in an aquifer is stored in the voids of soil or in joints and 
fractures of rock. The capability of different soils in storing water is varying, based 
on soil texture and structure. The porosity of an earth material is the percentage of 
void in that soil or rock defined by: 
 
 
(A.1) 
 
Where φ is the porosity expressed as the volume of the pores (Vv) divided by 
the total volume of earth material including voids and solid (Vt).  
While porosity is a measure of the water bearing capacity of the formation, all 
this water cannot be drained by gravity or pumping. A portion of the water is held in 
the void space by molecular and surface tension forces and if gravity exerts a stress 
on the film of water surrounding soil grain, just some of the film will be pulled away. 
The remaining film will be thinner with greater surface tension so that, eventually, 
the stress of gravity will be exactly balanced by the surface tension. This remaining 
water is called hygroscopic water which is the moisture clinging to the soil particles 
because of surface tension. Considering the above phenomena, the specific yield is 
the ratio of the volume of water that drains from a saturated soil or rock owing to the 
gravity force to the total volume of aquifer. This parameter is varying in different 
soils because the surface area of soils depends on their texture. For instance, the finer 
soils have larger surface area, consequently more water can be held as hygroscopic 
water. For calculating this parameter in an unconfined aquifer with the area of A, if 
the water table drops about dh and the dVy volume of water is yielded, the specific 
yield is defined as: 
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(A.2) 
 
Also the ratio of the volume of water retained by surface tension to the total 
volume of the saturated sample is called specific retention (Sr) and calculated as: 
 
 
 
(A.3)  
 
When specific retention reveals the concept of field capacity, specific storage 
specifies the amount of water per unit volume of a saturated formation stored owing 
to compressibility of the mineral skeleton and the pore water per unit change in 
pizometric head. Ss is calculated as follows: 
 
 
(A.4) 
 
Where γ‎ is the unit weight of water, a is the compressibility of the aquifer 
skeleton, φ is porosity, and β‎is the compressibility of water. Specific storage has the 
dimensions of [L
-1
]. 
Finally, the capability of an aquifer in transmitting water horizontally is 
defined by a transmissivity measure defined as hydraulic conductivity multiplied 
with the saturated thickness of aquifer as follow:  
 
  (A.5) 
 
Where T is transmissivity, K is the hydraulic conductivity and b is the aquifer 
thickness. 
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Appendix B 
Conceptual model evaluation 
For checking how well the developed conceptual model could simulate the 
groundwater system under the sea level rise stress, a simple condition of the problem 
was solved manually by applying the finite difference technique. In addition, this 
simple condition was simulated by MIKE SHE for controlling the results. This 
appendix presents how the problem was solved manually and was simulated using 
MIKE SHE. 
The boundaries of the conceptual model (as explained in section ‎6.2) were 
established as 8 m at the eastern (right hand side) and 7.5 m at the western (left hand 
side). Based on these assumptions a gradient in groundwater flow from right to left 
was expected. 
The aquifer length and average thickness were considered as 2 km and 10 m 
respectively. According to the Dupuit assumptions on One-dimensional groundwater 
flow (Delleur, 2006), the flow could be assumed as One-dimensional flow in x-
direction. Also giving enough time to the system to reach a stable condition, the 
system was considered steady. Figure B.1 shows a schematic of the system. 
 
Figure B.1.Schematic of horizontal flow in an unconfined aquifer with two fixed head boundaries 
(right is the ocean and left is the Nerang canal), flow condition is steady 
Based on equation 2.7, a steady flow in a homogenous, unconfined aquifer can 
be expressed as:   
 
 
(B.1) 
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Then, by applying the finite difference method, the head elevation in the 
saturated zone was calculated. It is an elliptic equation. The aquifer length was 
divided into 20 cells with Δx=100 m. Using the Taylor series and the grid system this 
algebraic equation was solved for each node:  
 
 
 
(B.2) 
 
The hydraulic head for each node from equation B.2 and according to the 
boundary conditions was calculated with iteration. A program using MATLAB was 
developed that calculated the hydraulic head in each node after 250 iteration (Figure 
B.3, a). 
Then the water level along the eastern (ocean) and western (Nerang canal) 
boundaries was increased by 0.8 m and 0.4 m, respectively, in a short time. As was 
discussed, an increase in mean sea level causes the groundwater level in coastal areas 
to rise in order to adjust to the new condition (Werner and Simmons, 2009, Rotzoll 
and Fletcher, 2012). The red dashed line illustrates this new water table condition 
(Figure B.2). 
 
Figure B.2. New condition in the system after the water level in boundaries is increased   
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Now this system could be studied as an unsteady system with one-dimensional 
flow. Based on this assumption and using equation 2.7 the flow equation for this 
transient condition was calculated using this equation:  
 
 
 
(B.3) 
 
It is a parabolic equation. The parabolic equations can be solved explicitly or 
implicitly. The algorithm of the explicit method is simpler but some problems related 
to stability can occur, so the implicit method was preferred. For more information on 
the implicit method refer to Giorges (2011) and Chapra and Canale (2002).  
Here the above-mentioned flow equation was solved by the explicit method. 
Like the elliptic equation, by using the Taylor series an algebraic equation for this 
system was calculated as follows:  
 
 
 
(B.4) 
 
Using equation B.4 and considering the mean value for a sandy aquifer adopted from  
Table ‎6.2, a system with: Sy=0.27; Kh=0.003 m/s; Kv=Kh/5; Δx=100 m; and b=8.15 
m was assumed. The selected time step was Δt=15 min. The hydraulic head after one 
month (2880 iteration) and three months (8640 iteration) for each node was 
calculated using the MATLB program (Figure B.3, b and c). 
The two above-mentioned steady and unsteady systems were also simulated 
using MIKE SHE. More details on model setup in MIKE SHE were presented in 
section ‎0. 
First the steady state system was modelled in MIKE SHE. Then a 0.8 m and 
0.4 m head were added to the ocean boundary (right hand side) and canal boundary 
(left hand side) respectively. Then, the system was run as transient. Since 
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groundwater models need a period for warm up, enough time for warm up was 
considered and after the warm up period, the model was run for one month and for 
three months.  
 The manual and MIKESHE results are presented together in a graph for 
comparison, indicating that the correlation between the two results is good (Figure 
B.3, a). 
Similarly, two graphs were created for transient conditions for the two different 
running periods (one month and three month after applying a rise in boundaries’ 
mean water level). The correlation between manual calculation and MIKE SHE 
simulation in these two running were also good so satisfying (Figure B.3, b and c).  
Furthermore, the calculated head in the system was consistent with our 
expectation of the system response to the imposed changes. This consistency raised 
the confidence level in using the conceptual model.  
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a 
 
b 
 
c 
Figure B.3. Comparison between head manual calculation and MIKE SHE simulation in: a) steady 
condition; b) Transient condition-one month after boundary heads were raised; and c) Transient 
condition-three months after boundary heads were raised  
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Appendix C 
Model predictions under condition 1.2 and 2.2 
This appendix presents the obtained results from model predictions under conditions 
1.2 and 2.2. The simulated head in one section (section 2) located in the middle of 
the model domain under these conditions is presented here.  
 
Figure C.1. Predicted mean head elevation in February under condition 1.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Figure C.2. Predicted mean head elevation in May under condition 1.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Figure C.3. Predicted mean head elevation in August under condition 1.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Figure C.4. Predicted mean head elevation in November under condition 1.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, c) 2070, and d) 2100 
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Figure C.5. Predicted mean head elevation in February under condition 2.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure C.6. Predicted mean head elevation in May under condition 2.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure C.7. Predicted mean head elevation in August under condition 2.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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Figure C.8. Predicted mean head elevation in November under condition 2.2 (Section 2 located in the 
middle of model domain); Maps represent conditions in a) 2012, b) 2030, and c) 2070 
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