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We describe some exact high-energy properties of a single Anderson impurity connected to two
noninteracting leads in a nonequilibrium steady state. In the limit of high bias voltages, and also
in the high-temperature limit at thermal equilibrium, the model can be mapped on to an effective
non-Hermitian Hamiltonian consisting of two sites, which correspond to the original impurity and
its image that is defined in a doubled Hilbert space referred to as Liouville-Fock space. For this,
we provide a heuristic derivation using a path-integral representation of the Keldysh contour and
the thermal field theory, in which the time evolution along the backward contour is replicated by
extra degrees of freedom corresponding to the image. We find that the effective Hamiltonian can
also be expressed in terms of charges and currents. From this, it can be deduced that the dynamic
susceptibilities for the charges and the current fluctuations become independent of the Coulomb
repulsion U in the high bias limit. Furthermore, the equation of motions for the Green’s function
and two other higher-order correlation functions constitute a closed system. The exact solution
obtained from the three coupled equations extends the atomic-limit solution such that the self-
energy correctly captures the imaginary part caused by the relaxation processes at high energies.
The spectral weights of the upper and lower Hubbard levels depend sensitively on the asymmetry
in the tunneling couplings to the left and right leads.
PACS numbers: 72.15.Qm, 73.63.Kv, 75.20.Hr
I. INTRODUCTION
The impurity Anderson model is one of the most funda-
mental models for strongly correlated electrons in dilute
magnetic alloys,1 quantum dots,2,3 and also bulk systems
in conjunction with the dynamical mean-field theory.4
The model captures essential physics of quantum impuri-
ties for the whole energy regions: namely from the forma-
tion of a local magnetic moment and the Coulomb block-
ade occurring at high energies to the low-energy Kondo
screening of the local moment.5
The Kondo effect has been studied intensively for
quantum dots, especially in a nonequilibrium steady
state driven by an applied bias voltage.2,3 For instance,
the universal Kondo behavior of the steady current6–8
and the shot noise9–14 have been shown to be determined
by the local-Fermi-liquid parameters for quasiparticles at
low energies, where both the bias voltage eV and temper-
ature T are much smaller than the Kondo energy scale
TK . Low-temperature experiments have also been car-
ried out for the steady current15,16 and the shot noise17,18
to examine the universal behavior.
In contrast to the low-energy regions, the properties
in the higher energy regions beyond the Fermi-liquid
regime have still not been fully understood. In order to
explore the intermediate energy regions, numerical ap-
proaches such as the Wilson numerical renormalization
group,19 the density matrix renormalization group,20 the
continuous-time quantumMonte Carlo methods,21,22 and
the Matsubara-voltage approach,23 have been applied.
However, analytical approaches, which should be com-
plementary to the numerical ones, are still desired.
In this work, we study the high-energy limit, which
is completely opposite to the ground state but is still
non-trivial as the Coulomb repulsion U remains compet-
ing with the hybridization energy scale ∆. Furthermore,
definitive knowledge of the opposite limit is helpful to
clarify the nonequilibrium properties of the system for
the whole energy regions. Specifically, we consider the
high bias limit eV →∞ where eV is much greater than T
and other energy scales of the impurity. In this limit, the
model can be mapped exactly onto an effective two-site
non-Hermitian Hamiltonian. This can be deduced from
an asymptotic form of the Keldysh Green’s function,24,25
using also a thermal-field-theoretical description.26,27
We show that the dynamic susceptibilities for the
charges, spins, and the current noise, do not depend on
U in the high bias limit. More generally, those correla-
tion functions of the operators which commute with the
total charge take their noninteracting forms in the limit
of eV → ∞. Furthermore, we show that the equation
of motion for the Green’s function constitutes a closed
system with two other equations of motion for the re-
lated higher-order correlation functions. The exact solu-
tion in the high bias limit takes an extended form of the
well-known atomic-limit solution,28–30 and depends sen-
sitively on the asymmetry in the couplings, ΓL and ΓR,
between the impurity and two reservoirs on the left and
right, respectively. This asymmetry, which is parameter-
ized by r ≡ (ΓL − ΓR)/∆ with ∆ ≡ ΓL + ΓR, varies the
impurity occupation from half-filling. Furthermore, the
self-energy captures a non-trivial imaginary part of the
value 3∆ in the denominator. This value of the imagi-
nary part coincides with the corresponding term emerged
in the order U2 self-energy.31 We also find that the or-
der U2 self-energy becomes exact for ΓL = ΓR in the
2high bias limit. A similar situation occurs also in the
high-temperature limit T → ∞ at thermal equilibrium
eV = 0 without the symmetry between the couplings ΓL
and ΓR.
31 Namely, in the high-temperature limit, local
correlation functions such as the impurity Green’s func-
tion do not depend on r and take the same functional
forms as those in the symmetric-coupling ΓL = ΓR case
of the high bias limit eV →∞.
The thermal-field-theoretical approach,26,27 which we
will describe in a heuristic way, is equivalent to the
Keldysh formalism. This approach may be regarded as a
method of images applied to the Hilbert space, and sim-
ilar formulation has recently been applied to quantum
transport problems.32–34 In this approach, the degrees of
freedoms which correspond to the backward contour in
the Keldysh formalism are described by extra operators,
defined with respect to a doubled Hilbert space refereed
to as Liouville-Fock space. By definition, the extra oper-
ators for the enlarged part of the Hilbert space are inde-
pendent of the original electron operators corresponding
to the forward contour. However, a boundary condition
is also imposed to the wavefunction at the turnaround
point, t = +∞, of the Keldysh contour in order to repli-
cate the linear dependence among the four components
of the Keldysh correlation functions.
Our formulation is closely related to that of Saptosov
and Wegewijs.34 They have pointed out the solvability
of the Anderson model in the high-temperature limit
T → ∞, where the average occupation of the impurity
level is fixed at half-filling, on the basis of an observa-
tion that the nonequilibrium reduced density matrix for
the impurity site can be constructed exactly by a 16-
component supervector with non-Hermitian superopera-
tors defined in the Liouville-Fock space. They have stud-
ied in detail the structure of this Hilbert space in the
high-temperature limit, by classifying the basis set ac-
cording to the symmetric properties of some conserved
quantities, and have also demonstrated some numeri-
cal results for the symmetric couplings ΓL = ΓR.
34 The
16-component basis apparently corresponds to the two-
site degrees of freedom of fermions in our representation.
However, the physical back ground which leads some spe-
cial properties to emerge in the high-energy limit, specifi-
cally properties of various correlation functions, still have
not been fully clarified.
In this work, we consider the high bias limit eV →∞,
which also has a correspondence to the high-temperature
limit as mentioned.31 In general case of the high bias
limit, the asymmetry in the couplings ΓL 6= ΓR varies the
average impurity occupation and affects significantly the
correlation effects due to U . In order to clearly extract
the underling physics, we provide a heuristic derivation
of the effective two-site Hamiltonian, starting from the
path-integral representation of the time evolution along
the Keldysh contour. The effective Hamiltonian is non-
Hermitian, and can be expressed in terms of charges and
currents. Furthermore, the equations of motion for the
charges and currents constitute a closed system, in a way
that is somewhat similar to the case of the Tomonaga-
Luttinger model.35,36 We describe these aspects in Sec.
II and III. Formulation for the correlation functions is
given in Sec. IV. Then, in Sec. V, it is deduced from
these equations of motion that the dynamic susceptibili-
ties which conserve the total charge do not depend on U
in the high bias limit. It is also the results of this charge
and current dynamics that the Green’s function can be
deduced exactly from a closed system of the three cou-
pled equations of motion. The exact solution in the high
bias limit is compared with the atomic-limit solution in
Sec. VI. Summary is given in Sec. VII.
II. KELDYSH FORMALISM
We start with the single Anderson impurity coupled to
two noninteracting leads;
H =
∑
σ
ǫd,σ ndσ + U nd↑ nd↓ +
∑
α=L,R
∑
σ
∫ D
−D
dǫ ǫ c†ǫασcǫασ
+
∑
α=L,R
∑
σ
vα
(
ψ†α,σdσ + d
†
σψα,σ
)
. (1)
Here, U is the Coulomb interaction between the electrons
in the quantum dot, and ndσ = d
†
σdσ. The operator
d†σ creates an electron in the quantized level of the en-
ergy ǫd,σ which depends on spin σ in the presence of a
magnetic field. The operator c†ǫασ creates an conduction
electron in the lead on the left α = L or right α = R
with {cǫασ′ , c†ǫ′α′σ′} = δαα′ δσσ′δ(ǫ − ǫ′). The matrix el-
ement vα couples the dot and the lead on α through
ψασ ≡
∫D
−D dǫ
√
ρ cǫασ, and causes the level broaden-
ing ∆ ≡ ΓL + ΓR with Γα = πρ v2α and ρ = 1/(2D).
We consider the parameter region where the half band-
width D is much grater than the other energy scales,
D ≫ max(∆, U, |ǫd,σ|, T, eV ).
The nonequilibrium steady state, driven by applied
bias voltage, can be described by an effective action
S = S0 + SU for the time evolution in the Keldysh
formalism;2,3,24,25
Z =
∫
DηDη ei [S0(η, η)+SU (η, η) ], (2)
S0 =
∑
σ
∫ ∞
−∞
dt dt′ ησ(t)K0,σ(t, t
′)ησ(t
′) , (3)
SU = −U
∫
dt
{
η−,↑(t) η−,↑(t) η−,↓(t) η−,↓(t)
− η+,↑(t) η+,↑(t) η+,↓(t) η+,↓(t)
}
. (4)
Here, ησ =
(
η−,σ, η+,σ
)
is a pair of the Grassmann num-
bers for the − and + branches of the Keldysh contour.
The kernel K0,σ(t, t
′) is given by the Fourier transform
3✲
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FIG. 1. The nonequilibrium distribution function feff(ω) for
µL − µR = eV and T = 0. The Fermi level at equilibrium,
eV = 0, is chosen to be the origin of energy ω = 0.
of the noninteracting Green’s function,
K0,σ(t, t
′) =
∫ ∞
−∞
dω
2π
{G0,σ(ω)}−1 e−iω(t−t
′) , (5)
{G0,σ(ω)}−1 = (ω − ǫd,σ) τ3 −Σ0(ω) , (6)
Σ0(ω) = −i∆
[
1− 2feff(ω)
](
1− τ1
)
+∆τ2 . (7)
Here, 1 is the unit matrix and τj for j = 1, 2, 3 are the
Pauli matrices,
τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
. (8)
The distribution function feff(ω) describes the energy
window as shown in Fig. 1, and is defined by
feff(ω) =
ΓL fL(ω) + ΓR fR(ω)
ΓL + ΓR
. (9)
Here, fα(ω) = [ e
(ω−µα)/T + 1 ]−1 and µα is the chemical
potential for lead α. This function feff(ω) also determines
the long time behavior ofK0,σ(t, t
′) as a function of t−t′.
Furthermore, the temperature T and bias voltage eV ≡
µL − µR enter through feff(ω) for the local correlation
functions for the impurity site.
III. LIOUVILLE-FOCK SPACE FOR eV →∞
We now consider two kinds of the high-energy limits.
One is the high bias limit eV ≫ T , where fL → 1 and
fR → 0. The other is high-temperature limit T ≫ eV ,
where fL = fR → 1/2, including thermal equilibrium at
eV = 0 as a special case. In both of the limits, the distri-
bution function feff(ω) becomes a constant independent
of the frequency ω,
feff(ω) →
{
ΓL
ΓL+ΓR
, for eV →∞
1
2 , for T →∞
, (10)
and then the non-interacting self-energy Σ0(ω) also be-
comes independent of ω. This makes the problems in the
high-energy limits solvable. In the following, we concen-
trate on the eV → ∞ limit because the T → ∞ limit
is equivalent to the ΓL = ΓR case of the eV → ∞ limit
as long as the local properties at the impurity site are
concerned.
A. Effective non-Hermitian Hamiltonian
In this high bias limit, Eq. (7) simplifies in the form
lim
eV→∞
Σ0(ω) = τ3L0 , (11)
L0 ≡ i
[
ΓL − ΓR −2ΓL
−2ΓR −(ΓL − ΓR)
]
. (12)
In this limit, the kernel K0,σ(t, t
′) becomes a short-time
function of a Markovian form and vanishes for t 6= t′.
The explicit form contains the t dependence only through
the first derivative which arises from the ω linear part of
{G0,σ(ω)}−1,
S0 →
∑
σ
∫ ∞
−∞
dtη†σ(t)
{
1
(
i
∂
∂t
− ǫd,σ
)
−L0
}
ησ(t). (13)
Here, a transformation, η†σ = ησ τ3 keeping the counter
part ησ unchanged, has been introduced in order to take
the time-derivative term diagonal. The interaction part
of action SU does not change the form of Eq. (4) under
this transformation,
SU = −U
∫
dt
{
η†−,↑(t) η−,↑(t) η
†
−,↓(t) η−,↓(t)
− η†+,↑(t) η+,↑(t) η†+,↓(t) η+,↓(t)
}
. (14)
Therefore, in the high bias limit, the integrand for the
effective action S0 + SU , namely the Lagrangian, does
not have an explicit time-dependence other than the first
derivative i∂/∂t in Eq. (13).
The effective action of this form can be constructed
from a non-Hermitian Hamiltonian which consists of two
orbitals; Ĥeff = Ĥ
(0)
eff + Ĥ
(U)
eff ,
Ĥ
(0)
eff =
∑
σ
ξd,σQσ +
∑
σ
(
d†σL0dσ − i∆
)
, (15)
Ĥ
(U)
eff = U
[(
n−,↑−
1
2
)(
n−,↓−
1
2
)
−
(
n+,↑−
1
2
)(
n+,↓−
1
2
)]
= U
(
Q↑q↓ +Q↓q↑
)
. (16)
Here, ξd,σ = ǫd,σ+U/2, and d
†
σ =
(
d†−,σ , d
†
+,σ
)
is a set of
two independent fermion operators introduced for the −
and + branches, respectively. The corresponding charges
are defined by nµ,σ = d
†
µ,σdµ,σ,
qσ ≡
n−,σ − n+,σ
2
, Qσ ≡ n−,σ + n+,σ − 1, (17)
and Q ≡ ∑σ Qσ is the total charge. In this represen-
tation, the fermion operators with the label “−” de-
scribe the original impurity electron d†−,σ ≡ d†σ. The
other component with the label “+” corresponds to a
tilde-conjugate operators d˜†σ in the standard notation of
the thermal field theory26,27 and is defined in a doubled
Hilbert space, which is also referred to as a Liouville-Fock
4space.32–34 Specifically, our representation corresponds to
a particle-hole transformed version, in which d†+,σ ≡ d˜σ.
The time evolution in the doubled Hilbert space can be
described by the Heisenberg representation defined with
respect to Ĥeff ,
26,27
O(t) ≡ eiĤeff tO e−iĤeff t , (18)
i
∂O(t)
∂t
=
[
O(t) , Ĥeff
]
. (19)
B. Charge and current representation
The Liouville-Fock space for Ĥeff consists of 4
2 states,
which can be classified according to the total charge and
spin. One of the meaningful observations on this is that
Ĥeff can be expressed in terms of the charges and cur-
rents,
Ĥeff =
∑
σ
ξd,σQσ + i
∑
σ
(Pσ −∆) , (20)
Pσ ≡ IR,σ + IL,σ + 2Wσ qσ, (21)
Wσ ≡ (ΓL − ΓR)− i
U
2
Qσ . (22)
The Coulomb interaction enters through the last term in
the right-hand-side of Eq. (22), where the label σ for Qσ
denotes the spin opposite to σ. The operators IR,σ and
IL,σ are defined by
IR,σ = −2ΓR d†+,σd−,σ, IL,σ = −2ΓL d†−,σd+,σ. (23)
These operators are equivalent to the current flowing
from the dot to the right lead and the current flowing
from the left lead to the dot, respectively, although they
are not Hermitian in the Liouville-Fock space. We find
that Qσ and Pσ are conserved, and the equations of mo-
tion for the relative charge qσ defined in Eq. (17) and the
relative current
pσ ≡ IR,σ − IL,σ (24)
consititute a closed system,
∂Qσ
∂t
= 0,
∂Pσ
∂t
= 0, (25)
∂qσ
∂t
= − pσ,
∂pσ
∂t
= 4L2σ qσ + 2WσPσ . (26)
Here, the operators L2σ andWσ take complex eigenvalues
which depend on the conserved charge Qσ as
L2σ ≡
(
U
2
)2
Q2σ + i (ΓL − ΓR)UQσ − ∆2. (27)
Furthermore, it is deduced from Eqs. (25) and (26) that
the second derivative of pσ takes a simple form
∂2pσ
∂t2
= − 4L2σ pσ . (28)
Specifically, in the subspace of Qσ = 0, the operator
L2σ takes the eigenvalue of −∆2 that does not depend
on the Coulomb interaction. Therefore, the Heisenberg
operators for the charges and currents can be expressed
simply as a linear combination of e2∆t and e−2∆t, which
represent relaxation of a particle-hole pair excitation.
Furthermore, due to these properties, the susceptibili-
ties for the charges and currents become independent of
the Coulomb interaction in the high bias limit and take
the noninteracting forms as it will be discussed in Sec. V.
We will also show in Sec. VI that the equations of mo-
tion given in Eqs. (25) and (26) also determine essential
dynamics of the single-particle Green’s function as well
as the fluctuations of the charges and currents.
IV. TWO REFERENCE STATES: 〈〈I || AND ||ρ〉〉
In this section, we introduce the explicit forms of the
final and initial states for the time-dependent perturba-
tion theory in the doubled Hilbert space. These two are
also referred to as 〈〈I|| and ||ρ〉〉 in the standard nota-
tion of the thermal field theory,26,27 or the Liouville-Fock
approaches.32–34 Specifically, 〈〈I|| is defined such that it
satisfies the boundary conditions at t = +∞ while ||ρ〉〉
includes the information about the statistical distribu-
tion. We describe the properties of these two states in
the following.
A. Time evolution in the interaction representation
In this subsection, we discuss more in detail the time
evolution, which is described in the interaction represen-
tation by the operators,
Û(t2, t1) ≡ Texp
[
−i
∫ t2
t1
dt eiĤ
(0)
eff tĤ
(U)
eff e
−iĤ
(0)
eff t
]
, (29)
OI(t) ≡ eiĤ(0)eff tO e−iĤ(0)eff t . (30)
Here, T in the right-hand side of Eq. (29) is the time-
ordering operator.
The unperturbed part of the effective Hamiltonian can
be rewritten in a diagonal form
Ĥ
(0)
eff =
∑
σ
ξd,σ
(
a−1σ aσ + b
−1
σ bσ − 1
)
+
∑
σ
i∆
(
a−1σ aσ − b−1σ bσ − 1
)
. (31)
Here, the operators correspond to the left and right eigen-
vectors of L0,
aσ ≡
d−,σ − d+,σ√
2
, a−1σ ≡
√
2
(
ΓLd
†
−,σ− ΓRd†+,σ
)
ΓL + ΓR
, (32)
b−1σ ≡
d†−,σ + d
†
+,σ√
2
, bσ ≡
√
2
(
ΓRd−,σ+ ΓLd+,σ
)
ΓL + ΓR
. (33)
5These operators satisfy the anti-commutation relations;{
aσ, a
−1
σ′
}
=
{
bσ, b
−1
σ′
}
= δσσ′ , (34){
bσ, a
−1
σ′
}
=
{
aσ, b
−1
σ′
}
=
{
aσ, aσ′
}
=
{
bσ, bσ′
}
= 0. (35)
These operators show different types of long-time be-
havior in the interaction representation,
aIσ(t) = aσe
(∆−iξd,σ)t, bIσ(t) = bσe
−(∆+iξd,σ)t. (36)
This shows that the annihilation operators decay or ex-
pand in time depending on the imaginary part of the
eigenvalue because of the non-Hermiticy of Ĥ
(0)
eff . There-
fore, the final and initial states satisfy a strong require-
ment that they must describe the relaxation of the corre-
lation functions correctly. We find that such states can be
constructed from the left and right eigenstates of doubly-
occupied aσ particles,
〈〈I|| ≡ 〈0|a↓a↑ , ||ρ〉〉 ≡ a−1↑ a−1↓ |0〉 . (37)
One of the reasons is that the components showing an
exponential growth can be eliminated only in the case
where the propagators are defined with respect to this
pair of the states, as
〈〈I||T aIσ(t) a−1Iσ′ (0)||ρ〉〉 = − δσσ′ θ(−t) e(∆−iξd,σ)t, (38)
〈〈I||T bIσ(t) b−1Iσ′ (0)||ρ〉〉 = δσσ′ θ(t) e−(∆+iξd,σ)t . (39)
As a result, these propagators decay for |t| → ∞ properly.
We consider the interacting propagators in Sec. IVC.
The final state 〈〈I||, defined in Eq. (37), also satisfies
the following relations,
〈〈I||d−,σ = 〈〈I||d+,σ , 〈〈I||d†−,σ = −〈〈I||d†+,σ . (40)
These relations are necessary for the construction of the
approach and can be regarded as the boundary conditions
which replicate the mutual dependence between the −
and + components of the Keldysh contour. Furthermore,
in the high bias limit, the initial state ||ρ〉〉 also has similar
properties,
ΓL d+,σ||ρ〉〉 = − ΓR d−,σ||ρ〉〉 , (41)
ΓR d
†
+,σ||ρ〉〉 = ΓL d†−,σ||ρ〉〉 . (42)
We see in these relations that the Hamiltonian param-
eters ΓL and ΓR appear as the coefficients. These re-
flect the properties of the density matrix in the limit of
eV →∞, described in the following.
B. Density matrix
The two states 〈〈I|| and ||ρ〉〉, defined in Eq. (37), have
some other notable properties: both of them belong to
a spin-singlet subspace with the total charge Q = 0 and
are also the eigenstates of Pσ, as
〈〈I||Qσ = 0 , 〈〈I||Pσ = 〈〈I||∆ , (43)
Qσ||ρ〉〉 = 0 , Pσ||ρ〉〉 = ∆ ||ρ〉〉 . (44)
Furthermore, 〈〈I|| and ||ρ〉〉 are the zero-energy eigenstates
of both Ĥ
(0)
eff and Ĥeff ,
〈〈I||Ĥ(0)eff = 0 , 〈〈I||Ĥeff = 0 , (45)
Ĥ
(0)
eff ||ρ〉〉 = 0 , Ĥeff ||ρ〉〉 = 0 . (46)
Due to these zero values of the eigenenergies, these two
states do not evolve in time,
〈〈I|| Û(t, t′) = 〈〈I||, ||ρ(t)〉〉 ≡ Û(t,−∞)||ρ〉〉 = ||ρ〉〉. (47)
We consider statistical averages which are defined with
respect to 〈〈I|| and ||ρ(t)〉〉 at t = 0,
〈O(t)〉 ≡ 〈〈I||O(t)||ρ(0)〉〉 = 〈〈I||O(t)||ρ〉〉 . (48)
Here, the second equation has been obtained by using
Eq. (47). We note that the normalization condition
〈〈I||ρ〉〉 = 1 is satisfied by definition, given in Eq. (37).
The underlying statistical weight can be extracted as an
Hermitian density matrix, which satisfies ρ̂ ||I〉〉 = ||ρ〉〉,
ρ̂ =
∏
σ
(
1 + 2r qσ
)
, r ≡ ΓL − ΓR
ΓL + ΓR
. (49)
This density matrix for the high bias limit has the proper-
ties that the statistical weight does not depend on U but
varies as a function of r which parameterizes the asym-
metry in the couplings. Specifically, for the symmetric
couplings r = 0, the distribution becomes uniform ρ̂ = 1.
The average formula, Eq. (48), reproduces the exact
value of the number of the electrons occupied in the dot
in the high bias limit [see Appendix A].
〈〈I||n−,σ||ρ(0)〉〉 = ΓL
ΓL + ΓR
, (50)
and 〈n+,σ〉 = 1 − 〈n−,σ〉. Furthermore, the steady cur-
rents through the dot are correctly reproduced and are
properly conserved,
〈〈I||IR,σ ||ρ(0)〉〉 = 〈〈I||IL,σ ||ρ(0)〉〉 = 2ΓLΓR
ΓL + ΓR
. (51)
Even in the presence of the Coulomb repulsion U , the
averages of the charges and currents really take the same
values as those in the noninteracting case in the high
bias limit, as shown in the Appendix A. The same holds
also true for a class of correlation functions, such as the
dynamic susceptibilities of charge and currents, as shown
in Sec. V.
C. Green’s function for the doubled Hilbert space
In this subsection, we describe the relation between the
Green’s function defined with respect to the Liouville-
Fock space and the original Keldysh Green’s function.
6We introduce the noninteracting Green’s function, de-
fined by
Gµν0,σ(t) ≡ − i 〈〈I||T dIµ,σ(t) d†Iν,σ(0)||ρ〉〉 . (52)
This Green’s function can be calculated by using Eqs.
(36) and (37). The result shows a one-to-one correspon-
dence
G0,σ(t) ≡
[G−−0 (t) G−+0 (t)
G+−0 (t) G++0 (t)
]
= G0,σ(t) τ3 (53)
with the Keldysh Green’s functionG0,σ, the explicit form
of which in the high bias limit is given by substituting
Eq. (11) into Eq. (6) and replacing ǫd,σ by ξd,σ, following
the definition of Ĥ
(0)
eff , as
{G0,σ(ω)}−1 = τ3
[
(ω − ξd,σ)1 − L0
]
. (54)
For instance, the retarded Green’s function is given by
Gr0,σ(t) = −iθ(t) e−(∆+iξd,σ)t in real time. This explic-
itly indicates that the dynamics with the non-Hermitian
relaxations can be described correctly by the final and
initial states defined in Eq. (37).
For interacting case with U 6= 0, the full Green’s func-
tion in the Liouville-Fock space is defined by
Gµνσ (t) ≡ − i 〈〈I||T dµ,σ(t) d†ν,σ(0)||ρ(0)〉〉 (55)
= − i 〈〈I||T dIµ,σ(t) d†Iν,σ(0) Û(∞,−∞)||ρ〉〉 . (56)
The same relation between Gσ and Gσ, which is the in-
teracting Keldysh Green’s function, as that in the non-
interacting case also holds for U 6= 0,
Gσ(t) = Gσ(t) τ3 . (57)
The Feynman diagrammatic expansion based on the
Wick’s theorem is applicable to the interaction represen-
tation, Eq. (56), with the final and initial states defined
in Eq. (37). The diagrams generated for Gσ have exact
one-to-one correspondence to those forGσ obtained with
the Keldysh perturbation expansion [see Appendix B].
Using the linear dependence among the four compo-
nents of the Keldysh Green’s function, the retarded and
advanced functions can be expressed in the form
Grσ = G−−σ + G−+σ = G+−σ + G++σ , (58)
Gaσ = G−−σ − G+−σ = G++σ − G−+σ . (59)
In the right-hand side of these two equations, the second
equalities for Gµνσ (t)’s can also be deduced directly from
Eq. (55) using Eq. (40).
It can also be deduced from Eqs. (40)-(42) that each
of the four components of Gµνσ can be expressed in terms
of Grσ and G
a
σ in the limit eV →∞,
Gσ(t) =
Grσ(t)
∆
[
ΓR ΓL
ΓR ΓL
]
+
Gaσ(t)
∆
[
ΓL −ΓL
−ΓR ΓR
]
. (60)
This is also one of the properties emerging in the high
bias limit, where the density matrix is time independent.
V. CHARGE AND CURRENT FLUCTUATIONS
One of the characteristics emerging in the high bias
limit is a property of the commutation relation between
the unperturbed and perturbed parts of the effective
Hamiltonian[
Ĥ
(0)
eff , Ĥ
(U)
eff
]
= iU
(
p↑Q↓ + p↓Q↑
)
. (61)
Specifically, Ĥ
(U)
eff and Ĥ
(0)
eff commute in a spin singlet
subspace of the total charge Q = 0, to which both the
finial 〈〈I|| and the initial ||ρ〉〉 states belong. This affects
significantly the dynamics of the charges and currents
which are determined by the system of equations of mo-
tion given in Eqs. (25) and (26). The U dependent terms
vanish from the equations of motion since the coefficients
for the last equation of the four take the noninteracting
values L2σ = −∆2 and Wσ = ΓL − ΓR in the spin singlet
subspace with Q = 0. This is the central reason for the
simplifications emerging in the high bias limit.
In order to see this in more detail, we consider the
correlation function
XAB(t, t
′) ≡ − i 〈〈I||TA(t)B(t′)||ρ(0)〉〉 , (62)
for the operators A and B which commute with the total
charge Q, [
A , Q
]
=
[
B , Q
]
= 0 . (63)
Furthermore, we assume that both A and B satisfy the
conditions:
〈〈I||[O , Ĥ(U)eff ] = 0 , [O , Ĥ(U)eff ]||ρ〉〉 = 0 , (64)
for O = A and B. One of the most notable properties
emerging in the high bias limit is that XAB(t, t
′) is not
dependent on U . This is because the intermediate state
for XAB(t, t
′) between the times t and t′ also belong to
the spin-singlet subspace with Q = 0 owing to the first
condition (63). Furthermore, in this subspace, it is de-
duced from Eqs. (61) and (64) that Ĥ
(U)
eff commutes with
A and B as well as Ĥ
(0)
eff . Therefore, the correlation func-
tion can be rewritten as
XAB(t, 0)
= −i〈〈I||T eiĤ(0)eff teiĤ(U)eff tAe−iĤ(U)eff te−iĤ(0)eff tB||ρ(0)〉〉
= −i〈〈I||T eiĤ(0)eff tAe−iĤ(0)eff tB||ρ〉〉 . (65)
Here, we set t′ = 0 for simplicity. The conditions (63)
and (64) are satisfied for the charges, currents and also
spin operators. Thus, in the limit of eV → ∞, the
corresponding susceptibilities take their non-interacting
forms, which can also be calculated from a particle-hole
bubble in the Keldysh diagrammatic formalism.
7A. Charge and spin susceptibilities
As an example, we consider the susceptibility for the
impurity occupation δnµ,σ ≡ nµ,σ − 〈nµ,σ〉, which satis-
fies those conditions given in Eq. (64),
χµνσσ′ (t) ≡ − i sign(µ) sign(ν) 〈〈I||T δnµ,σ(t) δnν,σ′ ||ρ〉〉
= − i〈〈I||T δqσ(t) δqσ′ (0)||ρ〉〉 . (66)
By definition, each (µ, ν) component of this function is
identical to the corresponding Keldysh correlation func-
tion with the same label. The factor of sign(µ) emerges
through a similar way that τ3 appears in Eq. (57). The
second line of Eq. (66) can be obtained by using an iden-
tity δnµ,σ =
1
2 Qσ − sign(µ) δqσ with δqσ ≡ qσ − 〈qσ〉.
As in the case of Eq. (65), χµνσσ′(t) becomes U indepen-
dent for eV →∞ and takes the noninteracting form, the
Fourier transform of which is given by
χµνσσ′ (ω) =
ΓLΓR
(ΓL + ΓR)2
(
1
ω + i2∆
− 1
ω − i2∆
)
δσσ′ .
(67)
Here, the value of the imaginary part 2∆ in the denom-
inator is determined by the operator L2σ which takes
eigenvalue −∆2 in this case. As mentioned in Sec.
III B, this eigenvalue causes a e±2∆t dependence for the
time-evolution of charges and currents through Eq. (28).
Alternatively, in the diagrammatic approach this value
emerges through the bubble diagram for the particle-hole
pair excitation. It gives the total damping rate of 2∆ in
the limit of eV →∞ as a simple sum of the contributions
of the particle and the hole parts.
We note that the charge and the spin susceptibilities
are given by χµν↑↑ ± χµν↑↓ . Furthermore, Eq. (67) indicates
that all the (µ, ν) components take the same value in
the high bias limit, and thus the retarded susceptibilities
vanish χrσσ′ ≡ χ−−σσ′ − χ−+σσ′ → 0 in the high bias limit.
B. Shot noise
Another important example is the current noise, the
spectrum of which can be deduced from the current-
current correlation functions (in units of e2/~),
Sαα′(ω) =
∫ ∞
−∞
dt eiωt
[〈δIα(t) δIα′ (0)〉+ 〈δIα′(0) δIα(t)〉],
(68)
where δIα(t) ≡
∑
σ
[
Iα,σ(t) − 〈Iα,σ(t)〉
]
denotes the
current fluctuations. The current operators commute
with the total charge as
[
Iα,σ, Qσ′
]
= 0. Furthermore,
they satisfy the conditions given in Eq. (64) because[
IR,σ, Ĥ
(U)
eff
]
= UQσIR,σ and
[
IL,σ, Ĥ
(U)
eff
]
= −UQσIL,σ.
Therefore, the current-current correlation functions are
also not affected by the Coulomb interaction in the high
bias limit as the one in Eq. (65). Thus, Sαα′(ω) also takes
the non-interacting form
SRL(ω) =
16ΓLΓR
(ΓL + ΓR)2
i
(
Γ2R
ω + i2∆
− Γ
2
L
ω − i2∆
)
, (69)
SLR(ω) =
16ΓLΓR
(ΓL + ΓR)2
i
(
Γ2L
ω + i2∆
− Γ
2
R
ω − i2∆
)
, (70)
SLL(ω) =
(
4ΓLΓR
ΓL + ΓR
)2
(−i)
(
1
ω + i2∆
− 1
ω − i2∆
)
,
(71)
and SRR(ω) = SLL(ω).
There is one thing that we need to take into account
for discussing the current-current correlation functions.
In the Liouville-Fock space for the effective Hamiltonian
Ĥeff , the operator equivalence between Iα,σ, defined in
Eq. (23), and the corresponding original current vertex is
sufficient for the off-diagonal components SLR and SRL.
However, it is not faithful for obtaining the diagonal com-
ponents corresponding to SLL and SRR. This is because
those processes which correspond to the bubble diagrams,
consisting of the Keldysh Green’s function for the impu-
rity site G0,σ and that for the isolated lead gα as shown
in Fig. 2, cannot be described by the operators, IL,σ
and IR,σ, projected into the finite Liouville-Fock space
for Ĥeff . These processes can be systematically taken
into account, using the explicit expression of the current
vertecies. These additional contributions to the diagonal
components, for the current from the left lead, are given
by
S˜LL(ω) = SLL(ω) + δSLL , (72)
δSLL =
∑
σ
∫ ∞
−∞
dǫ
2π
v2L
×
[
g+−L (ǫ)G
−+
0,σ (ǫ + ω) + g
−+
L (ǫ)G
+−
0,σ (ǫ− ω)
+ g−+L (ǫ)G
+−
0,σ (ǫ + ω) + g
+−
L (ǫ)G
−+
0,σ (ǫ− ω)
]
eV→∞−−−−−→ 8ΓLΓR
ΓL + ΓR
. (73)
Here, g−+L = i2πρLfL, and g
+−
L = −i2πρL(1− fL). The
distribution function takes the form fL(ǫ) → 1 in the
limit of eV → ∞. Similarly, for the current to the right
lead, we obtain S˜RR(ω) = SRR(ω) + δSRR with δSRR ≡
δSLL. Therefore, the zero-frequency shot noise is given
by
SRL(0) = SLR(0) = S˜LL(0) = S˜RR(0)
=
4ΓLΓR
ΓL + ΓR
(
1 + r2
)
=
(
1− r4)∆ . (74)
This also agrees with the noninteracting value that can
be deduced from the Landauer-type formula in the limit
of eV →∞ [see Appendix A].
8FIG. 2. Feynman diagrams for δSLL and δSRR, which
give additional contributions to the diagonal noise spectrum.
The solid line denotes the dot Green’s function Gµν
0,σ and the
dashed line denotes that of the isolated lead gµνα for α = L, R.
VI. EXACT GREEN’S FUNCTION FOR U 6= 0
In contrast to the correlation functions for the charges
and currents discussed above, the Green’s function cap-
tures a non-trivial U dependence. This is because the
conditions described in Eqs. (63) and (64) do not hold
for the single-particle and the single-hole excitations, and
the intermediate states belong to the subspace of Q = 1
and −1. We provide in this section the exact interacting
Green’s function that is obtained in the high bias limit.
In the limit eV → ∞, all the four components of the
Green’s function can be expressed in terms of Grσ and G
a
σ
as shown in Eq. (60). Furthermore, the advanced func-
tion can be obtained from the retarded function through
the Fourier transform Gaσ(ω) = {Grσ(ω)}∗. Therefore,
we concentrate on the retarded function, which can also
expressed in the following form by using Eqs. (40) and
(58),
Grσ(t) = − i θ(t) 〈〈I|| dµ,σ(t)
(
d†−,σ + d
†
+,σ
)
||ρ〉〉 . (75)
Here, the Grσ in the left-hand side does not depend on
whether the branch µ for the annihilation operator in
the right-hand side is − or + owing to the properties of
the final state 〈〈I||, shown in Eq. (40).
A. Equations of motion for the retarded functions
The Green’s function can be exactly calculated in the
high bias limit from the Heisenberg representation given
in Eq. (55), using the Lehmann representation in the fi-
nite Liouville-Fock space.34 We provide, however, an al-
ternative derivation using the standard equation of mo-
tion approach that can easily be compared with the well-
known atomic limit solution.28 The equation of motion
for Grσ can be derived simply by taking a derivative of
Eq. (75) with respect to t. Then, another correlation
function appears through the commutation relation be-
tween dµ,σ and Ĥ
(U)
eff . Specifically, in the high bias limit,
the dynamics of the charges and currents is determined
by the closed system of equations, given in (25) and (26).
We find that this also makes the equation of motion for
Grσ a closed system with two other composite correlation
functions of qσ(t) and pσ(t), defined by
Φrq;σ(t) ≡ −i θ(t)〈〈I|| qσ(t) dµ,σ(t)
(
d†−,σ+ d
†
+,σ
)
||ρ〉〉, (76)
Φrp;σ(t) ≡ −i θ(t)〈〈I|| pσ(t) dµ,σ(t)
(
d†−,σ+ d
†
+,σ
)
||ρ〉〉. (77)
Each of these two functions does not depend on whether
µ = − or + in the right-hand side, similarly to Grσ shown
in Eq. (75). We obtain such a closed system of equations
of motion for Grσ, Φ
r
q;σ and Φ
r
p;σ, after some straightfor-
ward calculations,
(
i
∂
∂t
− ξd,σ + i∆
)
Grσ(t)− U Φrq;σ(t) = δ(t) , (78)(
i
∂
∂t
− ξd,σ + i∆
)
Φrq;σ(t) + iΦ
r
p;σ(t)−
U
4
Grσ(t) =
1
2
ΓL − ΓR
ΓL + ΓR
δ(t), (79)(
i
∂
∂t
− ξd,σ + i∆
)
Φrp;σ(t) − 2∆
[
U
4
+ i(ΓL − ΓR)
]
Grσ(t) + i
[
4∆2 − i (ΓL − ΓR)U
]
Φrq;σ(t) = 0 . (80)
This set of equations can be solved by carrying out the
Fourier transformation,
Grσ(ω) =
ω − ξd,σ + i3∆+ r U2
Dσ(ω) , (81)
Φrq;σ(ω) =
1
4
U + 2 r (ω − ξd,σ + i3∆)
Dσ(ω) , (82)
Φrp;σ(ω) =
U
2
(
1− r2)∆
Dσ(ω) . (83)
Here, Dσ(ω) in the denominator is defined by
Dσ(ω) = (ω − ξd,σ + i3∆) (ω − ξd,σ + i∆)− U
2
4
− ir∆U.
(84)
Here, r is the parameter that describes the asymmetry
in the couplings as shown in Eq. (49), and ∆ = ΓL+ΓR,
as mentioned.
9B. Properties of the exact Grσ(ω)
We can also deduce the self-energy Σrσ(ω) from Eq.
(81), which can be rewritten in a similar form to the
atomic-limit solution,
Grσ(ω) =
1
ω − ǫd,σ − 〈nd−σ 〉U + i∆ − Σrσ(ω)
, (85)
Σrσ(ω) =
〈nd−σ〉
(
1− 〈n−σ〉
)
U2
ω − ǫd,σ −
(
1− 〈nd−σ〉
)
U + i3∆
, (86)
where
〈nd−σ〉 ≡ ΓL
ΓL + ΓR
=
1 + r
2
. (87)
The asymmetry in the couplings r varies the impurity
occupation from half-filling. We also see that in the high
bias limit the self-energy Σrσ(ω) has an imaginary part,
3∆, in the denominator. The original atomic-limit so-
lution does not have such an imaginary part.28,29 This
value, 3∆, corresponds to a sum of the damping rates in
the intermediate states, namely 2∆ of virtually excited
one particle-hole pair, the propagation of which can be
described by Eq. (67), and an additional ∆ of the inci-
dent particle (or hole). This value also coincides with the
damping rate that one could phenomenologically expect
from a Mathiessenn’s rule for systems with a number of
independent relaxation processes. In the special case of
the symmetric couplings r = 0, the average impurity oc-
cupation is given by 〈nd−σ〉 = 1/2, and then the exact
self-energy takes the same form as that of the order U2
results,31 namely Σrσ(ω) =
(
U
2
)2
/(ω − ξd,σ + i3∆). This
is also exact for the high-temperature limit of thermal
equilibrium, as mentioned.
Figure 3 shows the spectral function, −ImGrσ(ω),
for several cases of the asymmetric couplings, choosing
U/(π∆) = 1.0 and 4.0. The spectral weight for the up-
per (lower) Hubbard level increases for r > 0 (r < 0) as
the asymmetry in the couplings |r| increases. This peak
approaches a Lorentzian form with the width ∆ in the
limit of |r| → 1. Furthermore, in this figure, the sep-
aration of the upper and lower levels is clearly seen for
strong interaction U/(π∆) = 4.0 while the peak structure
is smeared for weak interaction U/(π∆) = 1.0. Similarly,
for r < 0, the spectral weight of the lower Hubbard level
increases.
The retarded Green’s function, given in Eq. (81), can
also be decomposed into the partial fractions,
Grσ(ω) =
Z+
ω − ξd,σ + i2∆− E +
Z−
ω − ξd,σ + i2∆+ E ,
(88)
Z± =
1
2
[
1± i∆+ r
U
2
E
]
, E ≡
√(
U
2
)2
−∆2 + ir∆U.
(89)
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FIG. 3. (Color online) Spectral function at eV → ∞ for
U/(pi∆) = 1.0 (a) and 4.0 (b) for several values of the asym-
metric couplings r ≡ (ΓL − ΓR)/(ΓL + ΓR).
Here, the complex energy scale E determines the posi-
tions of the poles and its square E2 corresponds to the
eigenvalue of the operator L2σ, defined in Eq. (27), for
Qσ = 1. This energy scale emerges also as an eigenvalue
of the effective Hamiltonian.34 The complex residues, Z+
and Z−, represent the contributions of the upper and
lower Hubbard levels, which cause two different compo-
nents emerging in the long-time behavior
Grσ(t) = −iθ(t) e−i(ξd,σ−i2∆)t
(
Z+ e
−iEt + Z− e
iEt
)
. (90)
Therefore, the relaxation time is determined by the imag-
inary part of the complex energy scale E .34
Figure 4 shows the real and imaginary parts of E as
a function of U for several cases of the asymmetric cou-
plings r. The imaginary part of the complex energy is
bounded in the range |Im E| ≤ ∆, and thus the relaxation
rate of Grσ(t) at long time takes the value of 2∆−|ImE| ≥
∆. This indicates that the relaxation becomes fast for
U > 0 whereas the asymmetry |r| in the coupling makes
relaxation slow. Note that in the noninteracting limit
U → 0, the complex energy scale and the residues ap-
proach E → i∆, Z+ → 1, and Z− → 0. For the symmet-
ric couplings r = 0, the complex energy scale E becomes
pure imaginary for U < 2∆, and then it becomes real
for U > 2∆. The asymmetry in the couplings, r 6= 0,
makes this sudden change continuous, and E takes the
asymptotic form of E → U/2 + i r∆ for strong Coulomb
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FIG. 4. (Color online) Re E and ImE of the complex en-
ergy scale E =
[
(U/2)2 −∆2 + i r∆U
]1/2
are plotted vs U for
several values of r ≡ (ΓL − ΓR)/(ΓL + ΓR) in (a) and (b),
respectively.
repulsion U ≫ ∆ while E → |r|U/2+i sign(r)∆ for weak
interactions U ≪ ∆. Furthermore, in the limit of r = ±1,
where one of the leads is disconnected, the complex en-
ergy scale and the residues takes the values E = U/2±i∆,
Z± = 1, and Z∓ = 0, respectively.
VII. SUMMARY
We have presented the asymptotically exact solutions
for the interacting Green’s function and the dynamic cor-
relation functions for the charge, spin and current noise
of the Anderson impurity in the high bias limit eV →∞
of a non-equilibrium steady state.
In this limit, the effective action along the Keldysh
contour takes a simplified form because the long-time
tail of the kinetic part vanishes, as shown in Eq. (13).
This form of the effective action can be replicated by the
effective non-Hermitian Hamiltonian Ĥeff , given in Eqs.
(15) and (16), with the boundary conditions described
in Eqs. (40)–(42). The obtained effective Hamiltonian
consists of the two sites, which correspond to the original
impurity site and its image, defined with respect to the
Liouville-Fock space in the context of the thermal field
theory.
It is found that Ĥeff can be expressed in terms of the
charges and currents as Eq. (20). This represents the
essential characteristics of the high bias limit, and the
equations of motion for the charges and the currents con-
stitute a closed system, given in Eqs. (25) and (26). From
this, it is deduced that the dynamic correlation functions
for the operators which conserve the total charge become
independent of U in the high bias limit as shown in Sec.
V.
It is also deduced from the properties of the effec-
tive Hamiltonian that all the components of the Keldysh
Green’s function are determined by a single element, for
instance, by the retarded or advanced Green’s function,
as shown in Eq. (60). Furthermore, owing to the char-
acteristics of the charge and current dynamics in the
high bias limit, the equations of motion for the retarded
Green’s function Grσ and the other two high-order corre-
lation functions, Φrq;σ and Φ
r
p;σ, constitute a closed sys-
tem, given in Eqs. (78)–(80). The analytic solution for
the Green’s function and the self-energy can be expressed
in the forms of Eqs. (85) and (86), which can be com-
pared with the atomic-limit solution28–30 and the order
U2 results.31 The results show that the self-energy gen-
erally captures a non-trivial imaginary part of the value
of 3∆ in the denominator in the high bias limit. Further-
more, the asymmetry in the couplings ΓL 6= ΓR varies
the average impurity occupation and affects significantly
the correlation effects due to U .
Since the seminal work of Hubbard,28 the idea of the
atomic limit has been applied and improved in various
fields of condensed matter physics. For instance, it has
recently been extended to study for quantum dots con-
nected to superconductors.37–41 This work provides a
new variety in the atomic-limit approaches. The exact
results obtained at the high bias bounds will also be use-
ful to explore further the nonequilibrium properties of
quantum impurities in a wide energy range.
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Appendix A: Some exact results at eV →∞
Using the usual Keldysh formalism, we show that the
impurity occupation and the steady current do not de-
pend on U in the high bias limit. First of all, the im-
purity occupation can be calculated, for instance, in the
following way,42
〈nd,σ〉 =
∫ ∞
−∞
dω
2πi
G−+σ (ω) =
∫ ∞
−∞
dω feff(ω)Aσ(ω)
eV→∞−−−−−→
∫ ∞
−∞
dω
ΓL
ΓR + ΓL
Aσ(ω) =
ΓL
ΓR + ΓL
. (A1)
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FIG. 5. Feynman diagram for the Hartree term.
Note that the spectral function Aσ(ω) ≡
(− 1π ) ImGrσ(ω)
satisfies the sum rule
∫∞
−∞
dω Aσ(ω) = 1. Owing to this
sum rule, the impurity occupation 〈nd,σ〉 becomes inde-
pendent of the Coulomb repulsion U and the level posi-
tion ǫd,σ in the high bias limit although Aσ(ω) varies as
a function of U and ǫd,σ. Similarly, in the high bias limit
the current Jσ due to the electrons with spin σ can be
calculated as3
Jσ =
e
~
∫ ∞
−∞
dω
2π
[
fL(ω)− fR(ω)
] 4ΓLΓR
ΓL + ΓR
πAσ(ω)
eV→∞−−−−−→ e
~
∫ ∞
−∞
dω
2ΓLΓR
ΓL + ΓR
Aσ(ω) =
e
~
2ΓLΓR
ΓL + ΓR
. (A2)
Here, the factor e/~, which was assumed to be 1 as a
unit in the text, is shown explicitly. One can also deduce
the high-temperature value of the thermal noise from the
linear conductance, using the fluctuation-dissipation the-
orem,
4T
dJ
dV
=
e2
~
∑
σ
4ΓLΓR
ΓL + ΓR
∫ ∞
−∞
dω
2π
4T
(
−∂f
∂ω
)
πAσ(ω)
T→∞−−−−→ e
2
~
4ΓLΓR
ΓL + ΓR
. (A3)
In the noninteracting case U = 0, the zero-frequency
current noise can be expressed in the Landauer-type form
S0(0) =
e2
~
∑
σ
∫
dω
2π
2
{
Tσ ( 1− Tσ ) [ fL − fR ]2
+ Tσ
[
fL (1− fL) + (1 − fR) fR
]}
, (A4)
Tσ(ω) ≡ 4ΓLΓR
(ω − ǫd,σ)2 + (ΓL + ΓR)2
. (A5)
From this expression, the value of the shot noise in the
high bias limit eV →∞ can be deduced in the form
S0(0)
eV→∞−−−−−→ e
2
~
∑
σ
∫ ∞
−∞
dω
2π
2 Tσ ( 1− Tσ )
=
e2
~
4ΓLΓR
ΓL + ΓR
[
1 +
(
ΓL − ΓR
ΓL + ΓR
)2 ]
. (A6)
Appendix B: Feynman rule for the Hartree term
There is a slight difference between the Feynman rules
for the Keldysh Green’s function Gµνσ and those for the
Green’s function Gµνσ defined with respect to the doubled
Hilbert space. It emerges for the + component of the
Hartree-type self-energy Σ++σ , which corresponds to the
tadpole diagram shown in Fig. 5. As the arguments t
and t′ for the inner Green’s function along the loop are
equal, the limit is required to be taken carefully such
that G++σ (t + 0
+, t) in the Keldysh approach whereas
the opposite limit is required for G++σ (t, t + 0+) in the
thermal-field-theoretical approach. This is caused by the
difference in the direction of the time-ordering for the
operators belonging to the + branch. Thus, for the −
component of the Hartree-type self-energy Σ−−σ , the same
limit t′ → t + 0+ is taken for both the Keldysh and the
thermal-field-theoretical Green’s functions.
The effective Hamiltonian Ĥeff , defined in Eqs. (15)
and (16), includes the U -dependent terms such that
U
2
∑
σ
Qσ+ Ĥ
(U)
eff = U (n−,↑ n−,↓ − n+,↑ n+↓) + Ĥ(CT)eff ,
Ĥ
(CT)
eff ≡ U (n+,↑ + n+,↓ − 1) , (B1)
Therefore, the last term, Ĥ
(CT)
eff , also appears in the per-
turbation expansion with respect to U in the thermal-
field-theoretical approach. This term can be regarded as
a counter term for the particles in the + branch, and com-
pensates the difference that arises in the + component of
the Hartree energy shift, mentioned above. We also note
that, by definition, the relation between the Keldysh self-
energy Σσ for Gσ and the self-energy Σ
TFT
σ for Gσ can
be expressed in the form
Σσ(ω) = τ3Σ
TFT
σ (ω) . (B2)
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