Given a stationary first-order autoregressive process X t (with lag-one correlation ρ satisfying |ρ| < 1), we examine the Central Limit Theorem for 1 n ln |X 1 · · · X n | and compute variances to high precision. Given a nonstationary process X t (with |ρ| > 1), we examine instead 1 n ln |X n | and study the distribution of ln |X n | − n ln |ρ|.
1 n ln |X n | and study the distribution of ln |X n | − n ln |ρ|.
This research began as an effort to better understand Viswanath's random integer recurrence [1] :
X t = X t−1 ± X t−2 , X 0 = 1, X t = X t−1 + ε t X t−2 , X 0 = 1,
ln |X n | → ln(1.057473553704...) almost surely as n → ∞ where ε t is N(0, 1) white noise. What are the corresponding asymptotic results for certain well-known recurrences in standard time series analysis? When |ρ| > 1, the nonstationary first-order autoregressive process
is readily shown to satisfy 1 n ln |X n | → ln |ρ| almost surely as n → ∞.
The quantity ln |ρ| is called the Lyapunov exponent of the system [3] . More precisely,
where γ denotes the Euler-Mascheroni constant [4] . We wish to ascertain the distribution of the errors (ln |X n | − µ n ) /σ, which do not appear to be N(0, 1).
When |ρ| < 1, the stationary first-order autoregressive process
gives rise to a different question. Here we have
in contrast to before. The Central Limit Theorem gives [5, 6] √ n
for some constant ξ ρ > 0; clearly ξ 0 = σ. What is the numerical value of ξ ρ as a function of ρ = 0? This is our first question to be addressed.
0.1. Stationary Case. Let f (x) denote the N(0, 1) density function and f (j) (x) denote its j th derivative. Since Cov (X 1 , X ℓ+1 ) = ρ ℓ for integer lag ℓ ≥ 1, it follows that [7] E (ln
and therefore 
where θ > 0 and W t is Brownian motion with unit variance, then [5] √ T
for some constant η θ > 0. A formula for η θ is proved as follows [7] :
upon setting ℓ = t − s, dℓ = −ds for fixed t; hence
upon reversing the order of integration; hence
and therefore
where ζ(s) denotes the Riemann zeta function [9] . Many analogous central binomial sums appear in [10] .
0.2. Nonstationary Case. Since X n ∼ N(0, ρ 2n − 1), we deduce that It is pleasing that, upon subtracting the "trend" from an AR(1) process, such a nice residual distribution emerges (independent of both ρ and n).
As a corollary, if Y t satisfies
and the density of (ln |Y T | + T θ) /σ approaches the same doubly exponential function as before. The proof is immediate. More generally, consider the nonstationary AR(m) process
Let A denote the m × m matrix with (a 1 , a 2 , . . . , a m ) in the top row, 1s on the subdiagonal and 0s elsewhere. Order the complex eigenvalues λ 1 , λ 2 , . . ., λ m of A so that λ 1 has maximum modulus. When |λ 1 | > 1, AR(m) is shown to satisfy [12] 1 n ln |X n | → ln |λ 1 | almost surely as n → ∞. because each X t is uniformly distributed. 1 When ρ = 0, this fact no longer holds and hence the relevant Central Limit Theorem parameters are not apparent.
We conclude with a recurrence that somewhat resembles Viswanath's:
where |ρ| > 1 and plus/minus signs are equiprobable. While E (X n ) = 0 and Var(X n ) = ρ 2n − 1 as in the Gaussian nonstationary case, it seems difficult to find E (ln |X n |) and Var(ln |X n |), let alone to find the distribution of residuals.
