Abstract. Let M be an o-minimal structure over the real closed field R. We prove the definable smoothing of definable Lipschitz continuous functions. In the case of Lipschitz functions of one variable we are even able to preserve the Lipschitz constant.
Introduction
Smoothing of Lipschitz continuous functions defined on separable Riemannian manifolds has recently been studied in [1] . In the present paper we discuss smoothing of Lipschitz continuous functions which are definable in an o-minimal structure expanding a real closed field.
In the following, R is used to denote a real closed field; i.e., R is an ordered field which has no non-trivial ordered algebraic extension. The description of o-minimal structures requires the notion of semi-algebraic sets. These sets are by definition the Boolean combinations of sets of the form {x ∈ R n : p(x) > 0} where p is a polynomial in n variables with coefficients in R. Definition 1.1. An o-minimal structure M on R is a sequence of sets (S n ) n∈N such that
(1) each S n is a Boolean algebra of subsets of R n , (2) each S n contains every semi-algebraic subset of R n , (3) if A ∈ S n , B ∈ S m , then A × B ∈ S n+m , (4) if A ∈ S n+1 , then π(A) ∈ S n , where π denotes the projection onto the first n coordinates, (5) the elements of S 1 are precisely finite unions of points and open intervals. A set belonging to some S n is called definable, and a function is called definable if its graph is definable.
For a detailed introduction to o-minimal structures see [12] or [7] . The collection of semi-algebraic sets forms the smallest o-minimal structure on R, see for example [2] . On the field of real numbers R a very well studied o-minimal structure is the collection of globally subanalytic sets. In the last 20 years more examples have been constructed, see e.g. [9] , [13] , [14] and [15] .
In the following we fix an o-minimal structure M on the fixed real closed field R. We endow R n with the Euclidean R-norm · (note that an R-norm has the same definition as norm just taking its values in R) and the corresponding topology. The aim of this paper is to prove the following theorem. 
In classical Analysis, smoothing of Lipschitz continuous functions is an elegant application of integration. But this technique cannot be applied to o-minimal structures, even if we consider an expansion of the real numbers, since integration does not preserve definability.
In o-minimal situation we avoid integration using Λ m -regular stratification of definable sets. This concept was developed in [4] . Unfortunately, our method does not allow us to control the Lipschitz constant while smoothing the function. To be more precise, if the definable function depends on at least two variables, the Lipschitz constant of the approximating function may be much bigger than that of the original function. Some smoothing techniques of classical Analysis almost preserve the Lipschitz constant but they use convolution of functions.
As indicated above, we obtain a stronger result for definable functions of one variable. 
Remark 1.4. The method of definable smoothing has some further property which may be of interest for some applications. As a definable function, f is continuously differentiable outside a definable set A ⊂ U of lower dimension. If V is an open definable neighbourhood of cl(A) ∩ U , we may assume that g coincides with f outside V .
Proof of Lemma 1.3
First we look at the one-dimensional case. The next lemma prepares the proof of Lemma 1.3. 
Proof. We consider for 0 < σ < 1 the family of functions h σ : (−1, 1) → R which is defined by
We note that h σ is continuously differentiable outside 0 and that
Since h σ is bounded by |c − d|σ we may also assume that |g σ (t) − f (t)| ≤ ε if σ is sufficiently small. The derivative of h σ (outside 0) is bounded by |c − d|/2. So if we choose σ sufficiently small we obtain the estimates |f (t) − c| < |c − d|/4 for −σ < t < 0 and |f (t) − d| < |c − d|/4 for 0 < t < σ. So item (3) is satisfied. 
Proof. We select L > 0 large enough such that f is Lipschitz continuous with constant L and ∇g is bounded by L. 
Proof. The dimension of M is less than n. So M is the graph of a definable C m b
cell, ψ is Lipschitz continuous. Hence, we can extend ψ to a Lipschitz continuous function ψ defined on cl(U ). In addition, ψ is bijective with Lipschitz continuous inverse.
The function F = f • ψ −1 is, as composition of Lipschitz continuous functions, also Lipschitz continuous. In addition, F is m times continuously differentiable in ψ(U ) \ X × {0} and X × {0}.
Step 1: We construct a C m b function σ : X → R which tends to 0 as x tends to the boundary of X or infinity such that ψ(V ) contains the set W : 
, is contained in the zero-set of θ. This allows us to apply the generalised Lojasiewicz inequality, [7] Theorem C14, to θ and D. So we obtain a bijective definable continuous map ρ : R → R with
Hence,ρ is differentiable at 0 and by [4] Proposition 7.2,ρ is even continuously differentiable at 0. So σ =ρ • θ • φ is the desired function. We may further assume that the derivative of σ is bounded by 1.
Step 2:
.
G is definable and C m in ψ(U ). Since for (x, y) ∈ W the value G(x, y) lies between F (x, 0) and F (x, y), we obtain the inequality |G(x, y) − F (x, y)| < ε • ψ −1 (x, y). We now prove that Lipschitz continuity of G.
By the assumption,
As a consequence we see that G is C m b on W , and that G = F outside W . For the Lipschitz continuity of G we use Lemma 3.1; i.e., we have to show that G extends continuously to cl(ψ(U )) and G = F on ∂ψ(U ). This is evident for the points outside ∂X ×{0} since there G = F , and F is Lipschitz continuous by construction.
We further note that
Therefore, G(u) − F (u) tends to 0 as u ∈ ψ(U ) tends to ∂ψ(U ).
Step 3: Now we define g : U → R by
Using Lemma 3.1 we easily obtain the desired properties for g.
Proof of Theorem 1.2
For the proof of Theorem 1.2 we use a consequence of Λ m -regular stratification. A C m b (resp. Λ m -regular) stratification is a finite partition of R n into disjoint definable sets X 1 , ..., X r ; for each i = 1, ..., r there is a linear orthogonal isomorphism 
We define a sequence of functions f 0 , ..., f N in the following way. Set f 0 = f . Let f j−1 be given such that f j−1 is Lipschitz continuous, |f (u) − f j−1 (u)| < (j − 1)ε(u)/N , and f j−1 is m times continuously differentiable outside of ∪ i≥j Z i . By Lemma 3.2, there is a Lipschitz continuous C m function F j : U j → R with |f j−1 (u) − F j (u)| < ε(u)/N , u ∈ U j such that F j = f j−1 outside V j . This implies also that F j (u) = f j−1 (u) for u ∈ ∂U j . We define 
