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Abstract 
A novel method for estimating Bayesian net­
work (BN) parameters from data is pre­
sented which provides improved performance 
on test data. Previous research has shown the 
value of representing conditional probabil­
ity distributions (CPDs) via neural networks 
(Neal 1992), noisy-OR gates (Neal1992, Diez 
1993) and decision trees (Friedman and Gold­
szmidt 1996). The Bernoulli mixture network 
(BMN) explicitly represents the CPDs of dis­
crete BN nodes as mixtures of local distri­
butions, each having a different set of par­
ents. This increases the space of possible 
structures which can be considered, enabling 
the CPDs to have finer-grained dependencies. 
The resulting estimation procedure induces 
a model that is better able to emulate the 
underlying interactions occurring in the data 
than conventional conditional Bernoulli net­
work models. The results for artificially gen­
erated data indicate that overfitting is best 
reduced by restricting the complexity of can­
didate mixture substructures local to each 
node. Furthermore, mixtures of very simple 
substructures can perform almost as well as 
more complex ones. The BMN is also ap­
plied to data collected from an online adven­
ture game with an application to keyhole plan 
recognition. The results show that the BMN­
based model brings a dramatic improvement 
in performance over a conventional condi­
tional Bernoulli BN model. 
1 INTRODUCTION 
The problem of estimating the parameters and struc­
ture of a Bayesian network (BN) from prior informa­
tion and observed data has received a great deal of 
attention in recent years (Buntine 1996 gives a re­
view of the literature). A common approach for struc­
ture estimation is some form of Bayesian model se­
lection (BMS) , which typically selects the single BN 
model (or an equivalence class of such models) with 
the maximum likelihood (ML). Alternatively, prior 
weights can be chosen to penalise complex structures, 
and the BN model with the the maximum a posteri­
ori (MAP) likelihood can be found instead (Hecker­
man 1995). The BMS approach is reasonable when 
there is a large amount of data and the EN has a 
small number of nodes (Cooper and Herskovits 1992), 
but this condition often does not hold true (Friedman 
and Koller 2000), in which case the model chosen by 
BMS might not be representative of the underlying 
processes. That is, the selected model will often over­
fit the data and not generalise to new data. 
An alternative to BMS is to average over many BNs 
with different structures, using a mixture of Bayesian 
networks (an MBN - Thiesson et al. 1997), Typi­
cally, the BN parameters are integrated out to form 
the marginal likelihood of the data for each BN struc­
ture. Bayesian model averaging (BMA) takes this a 
step further by summing over the individual BN struc­
tures, which gives better average predictions (Hoeting 
et al. 1999). The difficulty with such approaches is 
that the marginal likelihood is usually difficult to com­
pute. In particular, when data are missing, or when 
mixtures are used, the marginal likelihood does not 
have a closed form and a large-sample approximation 
(Kass et al. 1988) is often used. Such approximations, 
however, typically require very large amounts of data 
to be accurate. 
The method proposed in this paper is not concerned 
with structure estimation per se, but rather with the 
use of structure to obtain good estimates for the con­
ditional probability distributions (CPDs) of a given 
Bayesian network. This single BN could be obtained 
from BMS , or could be specified in advance by a 
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domain expert. The Bernoulli1mixture network 
(BMN) model (which is a discrete version of the more 
general Bayesian mixture-network model) is based on 
a novel idea of McMichael (1998), in which the CPD 
of each node in a BN is treated as a mixture of local 
distributions, each having a different subset of par­
ents. Previous approaches to using local representa­
tions of CPDs have included neural networks (Neal 
1992), noisy-OR gates (Neal 1992, Diez 1993) and de­
cision trees (Friedman and Goldszmidt 1996). These 
approaches, including the BMN, require the CPDs to 
be estimated from the data, and hence they differ from 
methods which approximate known CPDs by other 
distributions (e.g. Tresp et al. 1999). 
There is also a special relationship between the BMN 
and the MBN. Recall that the MBN averages over the 
joint distributions of global BN structures for various 
node orderings, whereas the BMN averages over CPDs 
of local structures for a single BN. This means that the 
MBN can in general span a much larger space of net­
work structures than the BMN. However, an MBN re­
stricted to one particular ordering reduces to an equiv­
alent BMN (see Section 2.3). Empirical evidence has 
verified that the performances of the restricted MBN 
and the BMN on complete data are the same. As a 
consequence, the BMN, which is stored as a single BN, 
is more efficient than the corresponding MBN, which 
is stored as a collection of BNs with some duplication 
of parameter estimates. 
2 THE MIXTURE MODEL 
2.1 BACKGROUND 
A Bayesian network (BN) is a directed acyclic graph 
(DAG) 9 = {V, S}, with vertex set V and acyclic 
structure S, coupled with a collection 8 of parame­
ters. It is assumed that g has a particular node or­
dering I =  {1, 2, .. . , V}, with each node (or vertex or 
variable) labelled as v; E V for index i E I. Under 
the Markov property, Q is decomposable in the sense 
that each node v; depends only upon its set of par­
ents P; = {v1 I Vj -+ v;}, where v1 -+ v; denotes a 
directed arc from node v1 to v;. This in turn defines 
the local structure S; = {j E I I v1 E Pi} for each 
node v;, so that the overall structure is S = (S;)k1• 
A similar decomposibility 8 = (E>;)f:1 is assumed for 
the BN parameters, where each node 1/i has the local 
parameter 0;. 
Given these definitions, the likelihood of the joint state 
1The term "Bernoulli" is used here in the n-ary or multi­
nomial sense. 
of the BN is 
v 
P(vi8,S) = IIP(v;l1r;,8;), (1) 
i=l 
where, in a slight abuse of notation, 1r; here represents 
both the ordered list of nodes in P;, and the arbitrary 
values of those nodes. This BN model is known as the 
conventional model, in order to distinguish it from the 
varieties of mixture models presented in the next two 
sections. For a discrete BN, in which the CPD of each 
node is multinomial, equation (1) further reduces to 
P(vi8,S) 
v 
II ai,v,,,..,, 
i=l 
(2) 
where 8; = [[Bijkl?�1]f�1. For convenience, the con­
ditional probability table (CPT) of the ith node will 
simply be represented from now on as 8; = [B;1k)· 
2.2 A LOCAL MIXTURE MODEL 
The Bayesian mixture�network model is formed from 
the conventional model, of the previous section, by 
decomposing the local structure S; into a list of M; 
candidate substructures, namely S; = (S;,mJ;;; =l, so 
that S = (S;)k1. Observe that in this slightly altered 
notation, the conventional model is now equivalent to 
a mixture model with a singleton list S; = (S;) of 
substructures for each node v;, i.e. M; = 1. In general, 
for each mixture comp_9nent m; = 1, 2, . . .  , M;, the 
substructure S;,m, � S; has the corresponding BN 
parameter 8;,m., so that 8; = (8;,mJ;;;:=l and 8 = 
(8;)f:1. The mixture weights are parameterised by 
\[1 = (\[t;)f:1, where \[1; == (1/!;,mJ;;;;=I· The likelihood 
of the joint state of the BN for this mixture model is 
where 
v 
P(vl\[1, 8, S) II P(v;l7r;, \[1;, 81), 
i=l 
P(v;l7r;, \[1;, 8;) = 
M; 
(3) 
L P(m;l1r;, \[ti) P(v;l1r;, 8,, m;). (4) 
ffli=l 
The mixture weights are further assumed to depend 
only upon the candidate substructures, and not on 
the actual states of the parents. Hence, the Bayesian 
mixture-network model is given by 
P(vl\[t,EJ,S) 
V M; 
IT L P(m;l\[1;) P(v;l1r;, 8;,m.). (5) 
i=I m;=d 
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The discrete form of this model is the Bernoulli mix­
ture network (BMN) model: 
V M; 
P(vllJ!, E>, S) II L i/Ji,m; Bi,v;,rr;,m;' (6) 
i=l m;=ol 
which is parameterised by: 
P(m;/W;) 
P(vi[rr;, El;,mJ 
t/Ji�mi ' 
ei)l/i.,Trtlmt' 
(7) 
(8) 
where the CPT for the m;th substructure of the ith 
node is ei,m; = [8ijk,m.l· 
The total number of possible substructures for node 
v; is given by M; = 2P', where there are P; = /P;/ 
parents in the conventional BN model, and any given 
substructure can have zero, one, two or more of the 
candidate parents selected. Observe that for the given 
node ordering I, the ith node can have a maximum of 
i - 1 parents (i .e. P; ::; i- 1). The special substructure 
in which all i - 1 candidate parents are selected is 
known as the full substructure. Correspondingly, the 
BN structure with full substructure for every node is 
called the full structure. 
It is desirable, however, to limit the number of selected 
parents in each substructure in order to reduce overfit­
ting (see Section 4.1). Thus, if at most p; ::; P; parents 
are allowed to be selected from the candidate set, then 
M; (9) 
where equality holds only if p; = P;. Typically Pi 
might be roughly P;/2, which is the expected number 
of parents if any given directed arc has equal proba­
bility of being present or absent. 
2.3 A GLOBAL MIXTURE MODEL 
In contrast to the Bayesian mixture model of the previ­
ous section, the mixture of Bayesian networks (MBN) 
model averages over a selection of global BN struc­
tures, possibly for a variety of node orderings. In par­
ticular, the overall collection of BN parameters has the 
decomposition E> = (E>m)�=l for E>rn = (8m,i)�1, 
where Elm,i parameterises the CPD of the ith node 
in the mth structure. Here M is the total number of 
candidate structures. Likewise, the mixture parame­
ters are decomposed as >¥ = Cwm);;[=l· Hence, the 
likelihood of the joint state of all nodes is 
P(v/w,e,S) = 
M V 
L P(mlw) II P(v;/1f;, em,i). (10) 
m=l i=l 
The discrete form of this MBN is then just 
where 
P(v\'li,E>,S) 
M V 
L Wm II 8m,i,v;,'ll';' 
m=l i=l 
P(m\'ll) Wm, 
and Elm,i = [Bm,ijk] is the appropriate CPT. 
(11) 
(12) 
(13) 
Observe that this MBN has some resemblence to the 
BMN of the previous section. In fact, the MBN is 
a generalisation of the BMN. To see this, the ex­
plicit node ordering I is first imposed, giving M = 
2V(V-l)/2 candidate structures. Next, the mixture 
weight Wm of the mth structure is decomposed on 
a node-by-node basis as Wm = nY=l '1/Jm,i· Equation 
(11) then becomes 
P(v\'ll, 8, S) 
v z'-' 
2v(V-1)/2 V 
L II '1/Jm,i Bm,i,v;,rr; m=l i=l 
II I: '1/Jm(i,m;),i em(i,m,),i,v,,tr,, (14) 
i=l ffii=l 
where each pair (i, m; ) is mapped by m to a unique 
m. Thus, by equating i/Jm,i with 1/Ji,m; and Bm,i,.,;,rr; 
with ei,v;,rr;,m;> it can be seen that for complete data 
the MBN with restricted ordering is equivalent to the 
BMN given by equation (6), where M; = 2i-I. How­
ever, the BMN representation is more compact in the 
sense that it can span the M = 2 v (V -l l 12 glo hal struc­
tures using only 2:Y=I M; = 2v -1local mixture com­
ponents, which can be collapsed to V parameter esti­
mates. 
3 PARAMETER ESTIMATION 
Parameters for both the conventional BN model and 
the BMN are estimated from a collection X = (xd);i=I 
of N observed cases, known as the training data. Miss­
ing data are handled using a collection Z of uniformly 
distributed indicator variables, in conjunction with the 
expectation-maximisation (EM) algorithm (Dempster 
et al. 1977), which has known monotonic convergence 
(Boyles 1983, and Wu 1983). The conditional prob­
abilities are then obtained using maximum a posteri­
ori (MAP) estimation (McMichael1998), as described 
briefly below. 
Recall that the BMN model is given by equation (6). 
Thus, allowing for missing data, the likelihood of the 
dth case is 
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P(xdJw,e,s,z) = 
V Q; R; M; 
11 11 11 II ?j;�"'-m; rl�ij
k,m; 1 (15) t,mi zJk,mi i=l j=l k=i m;=l 
where Zdi,m; = 1 if submodel m; is the correct choice at 
the ith node for the dth observed case, and Zdijk,m; = 1 
if, further, the family (v;,1l';) is in state (j1k); other­
wise Zdi,m; = 0 and zdijk,m; = 0. The expected log­
likelihood is then 
Q(e, w,e', w') 
where 
£z [logP(Xjw,E>,S,Z) 1 X,E>',w'] 
V Q; R; 
M
; 
= L L L L [Nijk,m; log ()ijk,m; i=l j=l k=l m;=l 
+ A;,m, log'I/J;,mJ 1 (16) 
N 
Nijk,m; = L P(v; = J1 7f; = kJxd, 8', w', m;) d=I 
x P(m;Jxd,E>',w'), (17) 
N 
Ai,m; L P(m;/Xd, E>', w'). (18) 
d=i 
The MAP objective function F now combines the ex­
pected log-likelihood with joint priors for the parame­
ters, along with a condition h(w) to ensure the mixture 
weights sum to unity. The prior density for E> is 
p(0JS) II
V 
II
Q; 
IT
R
; II
M; o"!_f;k,m; a 'Z]k,mi ' i=I j=l k=l m;=l 
(19) 
for normalising constant a, and the prior density for 
the mixture weights '11 is 
p('l!JS) = (20) 
i==l m:t:=l 
for normalising constant b. Thus, the objective func­
tion is 
F(E>, w, e', w') 
= Q(e, w, E>', w') + 9(E>) + h(w) 
+ logp(E>JS) + logp(wJS) 
i=l j=l k=l m;=l 
[(N�k,m; + Nijk,mJ logOijk,m; 
+ ( O:i,m; + A;,m.) log 'lf\m,J 
V R; M; [ Q; l + L L L Aik,m; ?--= f}ijk,m; - 1 •=1 k=l m;=l J=l 
V [ M, l 
+ � /-li fl '1/Ji,m; - 1 , (21) 
where the normalising constants a and b have been ne­
glected. The MAP estimates are then found from the 
local maximum conditions ae,�:,., = 0 and a$t"', = 0 
to be 
B;jk,m; 
Cti,mi + Ai,mi 
o:;,. +N 
(22). 
(23) 
where N;.k,m; = 2::?,:,1 Niik,m; (and likewise for 
N�k,m; ), and a;,. = E�:=l O:i,m;. 
There are two problems with this formulation. The 
first is that an expert can reasonably be expected to 
specify the prior counts N�k, but can not be expected 
to specify the mixture counts N�k,m;, since there will 
in general be too many submodel interactions with 
which to cope. The second problem is that equation 
(17) for Nijk,m; is both ambiguous and intractible, for 
much the same reason. For instance, equation (17) 
specifies the use of the m;th submodel at the ith node, 
but does not specify which conditional probabilities 
are to be used at other nodes. 
These problems can both be solved by following the 
design philosophy that the BMN reduces to a conven­
tional BN after parameter estimation. Thus, each sub­
model count Nijk,m; is computed from the table [Nijk] 
of family data counts by summing over the states of 
all parents not included in the mith submodel. Like­
wise, each N9.k m· can be computed from table [N?1-k] �J I � 
of prior family counts supplied by the expert. The 
family data counts themselves are computed from the 
conventional BN containing all candidate parents, via 
N 
L P(v; = j, 1!'; = kJxd, e)' (24) 
d""l 
eijk = P(v; = jJ1l'; = k, G;) 
M; 
= L P(m; J'll;) P(v; = jJ1l'; = k, EJ;,mJ 
m..:=l 
M; 
L '1/Ji,m;Bijk,m; · m;=l 
(25) 
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4 EMPIRICAL RESULTS 
4.1 ARTIFICIAL EXPERIMENT 
The following experiment was designed to test the fea­
sibility of recovering the BN model with known struc­
ture solely from the data it generates. The perfor­
mance of the BMN with various restrictions on the 
submodels is compared to the usual method of model 
selection. This reveals some of the more apparent 
properties of the BMN, and is not intended to sys­
tematically address all issues. Further experiments are 
required to show more subtle properties, such as the 
dependence on the number of nodes and number of 
local mixtures. 
The artificially-created model (the so-called true 
model) chosen for this experiment has the network 
shown in Figure 1. The V = 4 nodes One, Two , 
Three and Four have 3, 2, 2 and 3 discrete states, 
respectively. The conditional probability tables were 
randomly initialised, and the resulting true model 
was used to randomly generate Ntrain = 100 complete 
cases of training data and Ntest = 2000 complete cases 
of testing data. 
One 
Three-
Figure 1: The true model structure 
The relative performances of the V! x 2V(V-J)/2 = 
1536 different possible BN models on the training and 
testing data are shown in Figure 2, using the log­
likelihood divided by the number of data as a nor­
malised score. Of special interest are the empty model 
(1) with completely independent nodes (i.e. no edges) , 
the true model (2), and the full model (3) with com­
pletely dependent nodes. The full BN model (or the 
equivalence class of V! = 24 such models for all nodes 
orderings) is special in that it embodies the exact rule 
of conditional probability, and therefore fits the com­
plete training data exactly. Thus, Bayesian model se­
lection (Ramoni and Sebastiani 1997) with uniform 
prior model weights results in the maximum-likelihood 
choice (4) of the full model, shown in Figure 3. 
Observe from Figure 2 that there is a band of mod­
els, including the full model (1), which fit the train-
Crnss�va�dc-tion of maximum-likelillood model .selection 
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mt•n log li:kelihood for the training data 
-3 
X • 
-2.95 -2.9 
Figure 2: Performances of conventional BN models 
Figure 3: The full model structure 
ing data well and the testing data poorly, indicating 
overfitting. There is also another band of better per­
forming models with roughly linear correspondence be­
tween the two scores, with the empty BN (1) at the 
low-performance end and the true2 BN (2) at the 
high-performance end. 
For the comparison of the BMN with these con­
ventional BN models, the full structure is cho­
sen as the initial reference, with the node ordering 
One>-Two>-Three>-Four chosen for convenience. Since 
the full BN model performs poorly on the testing 
data, the crucial test for the mixture model concept is 
to drastically improve its performance. As shown in 
Figure 4, the performance of the BMN (4) does ini­
tially improve towards that of the true BN (2), but 
ultimately degrades to match that of the full BN (3) 
as the number of EM iterations increases. However, by 
restricting the number of parents that any candidate 
2There was no significant difference between the true 
data-generating model and the BN with true structure and 
estimated parameters. 
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substructure may have (thus biasing towards the true 
structure), the BMN performance no longer suffers this 
degradation. In particular, overfitting is prevented by 
limiting substructures for node Four to having only 
two of the three possible parents. The performance of 
this restricted BMN (5) then converges closely to that 
of the true BN. Interestingly, the mixture of single­
parent substructures (6) also performs quite well, de­
spite its extreme simplicity. However, further restric­
tions (which bias away from the true structure) de­
grade the performance towards that of the empty BN 
(1). 
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• 3 
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mean log, likelihood for the- training <leta. 
Figure 4: Performance of the BMN model 
4.2 KEYHOLE PLAN RECOGNITION 
In the previous section, the BMN was shown to have 
improved performance over the conventional BN cho­
sen by model selection for artificial data. Here, the 
performance of the BMN is analysed on the "real" data 
observed from an online adventure game known as a 
multi-user dungeon (MUD), in the context of keyhole3 
plan recognition (Albrecht et al. (1997)). The specific 
task is to predict the current action, location and quest 
of any player given only knowledge of the player's pre­
vious action, location and quest. 
The conventional BN models chosen were obtained 
from the four dynamical Bayesian networks (DBNs) 
considered by Albrecht et al. (1997), shown in Figures 
5-8. The main temporal dynamics are encoded in the 
sequences A0, A1, A2, . . •  of actions and L0, L1, L2, . . .  
of locations. The previous quest Qo and current quest 
3The word "keyhole" refers to the fact that observations 
can only be made from a restricted viewpoint, such that 
full knowledge is impossible. 
Q remain fixed for each run of observations which de­
scribe a player completing a single quest. These DBNs 
were converted to BNs by suitable pre-processing of 
the data, which included clustering the thousands of 
possible states to about 40 per node. 
Figure 5: The main DBN model 
Figure 6: The independent DBN model 
:----o�-Gk/: 
lo }---------->{ L, \----� L, 
Figure 7: The action DBN model 
Observe that the independent model structure (Fig­
ure 6) represents a simplification of the main model 
structure (Figure 5), and that the structures of the 
action (Figure 7) and location (Figure 7) models 
represent further simplifications of the independent 
model structure. Hence, the BMN based on the main 
model structure is an ideal vehicle for comparison with 
all four models, since it is essentially a mixture of these 
models (see Section 2.3), plus other models with struc­
tures not described here. The mixture of BMN sub­
models with greatest estimated weights can then be 
interpreted as the most "likely" global BN model. 
The training and testing data used in this experi-
--; 
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A, }---------+{ A, }----..{ A, 
:·� 
Figure 8: The location DBN model 
ment each comprised 100 randomly sampled sessions, 
in which a player entered the MUD, completed one 
or more runs, and then exited the MUD. The relative 
performances of both the BMN and the BN models are 
shown in Figure 9. Observe that the BN models follow 
a roughly linear trend, with the performances for the 
testing data improving at the expense of a decreasing 
fit of the training data. The main model (1) overfits 
the data the most and has the least generalisation. In 
contrast, the mixture model (6) fits the training data 
almost as well as the main model, but has far greater 
accuracy for the testing data than all the other models. 
Interestingly, an examination of the submodel weights 
for the mixture model reveals that it is effectively an 
average of the main model (with a weight of 0.566) and 
the quasi-action model shown in Figure 10 (weight 
0.430). Since the quasi -action model (5) by itself has 
a similar performance to the main model (1), the BMN 
has the property of being much more accurate than the 
individual models of which it is composed. This is pre­
sumably because the resulting CPTs average out the 
bias of underfitting or overfitting individual submodel 
CPTs. 
-12 
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Figure 9: Performance of the BMN on the MUD data 
compared to conventional BN models 
Figure 10: The quasi-action DBN model 
Although the BMN performs very well on simultane­
ously predicting the current state and the previous 
state, the results are less clear-cut when predicting in­
dividual variables. For instance, the performances of 
the BMN and conventional BN models in predicting 
the current quest given the previous quest, action and 
location are shown in Figure 11. However, for the pre­
diction of the current action given the previous states, 
the performances shown in Figure 12 reveal that the 
location model ( 4) is much more accurate than the 
BMN (6). These mixed results suggest a possible need 
for conditional BN estimation aimed at optimising the 
predictions of specific queries (Greiner et al. 1997). 
Prediction of the oorrent QUest given the p!'e'llious stales 
x 1. main model 
0 2. independenl model 
+ 3. acOOn model 
• 4. location model 
¢ 5. quasi-acOOn model 
o 6. mOOue model 
X 1 0 5 
• 4 
0 2 + 3 
0 6 
��5----�-\�4.5�--�-14L------1�35�--�-1L3------1�25-----.�12 
mean log P(currenlo,.loo, previous slaiO$) for !he testing dala 
Figure 11: Performances of the BMN and conventional 
BN models in predicting the current quest 
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