Neurons in the inferior temporal (IT) cortex respond selectively to complex objects, and maintain their selectivity despite partial occlusion. However, relatively little is known about how the occlusion of different shape parts influences responses in the IT cortex. Here, we determine experimentally which parts of complex objects monkeys are relying on in a discrimination task. We then study the effect of occlusion of parts with different behavioral relevance on neural responses in the IT cortex at the level of spiking activity and local field potentials (LFPs). For both spiking activity and LFPs, we found that the diagnostic object parts, which were important for behavioral judgments, were preferentially represented in the IT cortex. Our data show that the effects of diagnosticity grew systematically stronger along a posterior-anterior axis for LFPs, but were evenly distributed for single units, suggesting that diagnosticity is first encoded in the posterior IT cortex. Our findings highlight the power of combined analysis of field potentials and spiking activity for mapping structure to computational function in the brain.
Introduction
Because we live in a three-dimensional world, distant objects are often only partially visible, and in part covered by closer objects. Under most circumstances, partially occluded objects are recognizable despite the lack of information about the occluded shape regions. However, it has been demonstrated previously that occlusion of specific, behaviorally relevant shape regions renders both humans and monkeys unable to perform tasks on partially occluded shapes (Biederman, 1987; Gosselin and Schyns, 2001; Nielsen et al., 2006) . Occlusion of other shape regions leads to no behavioral impairments. In this study, our goal is to systematically examine how occlusion of visual shape regions of differing behavioral relevance impacts the neural representation of these shapes in the inferior temporal (IT) cortex of the macaque monkey.
The IT cortex is thought to play a major role in object recognition processes and contains many neurons that respond to ethologically relevant objects such as faces (Perrett et al., 1982; Desimone et al., 1984) , but also to arbitrary shapes after the monkey has learned to identify them (Logothetis and Sheinberg, 1996; Tanaka, 1996) . IT neurons have been shown to retain their shape selectivity despite occlusion of randomly selected shape portions (Kovács et al., 1995) . However, it has not been tested whether occlusion effects depend on which parts of a shape are occluded, taking the behavioral relevance of the occluded shape parts into account. Yet, several studies have provided evidence that parts of objects can be sufficient to evoke responses from IT neurons (Tanaka et al., 1991; Tsunoda et al., 2001; Baker et al., 2002) . Furthermore, it has been shown that learning modifies neural responses in the IT cortex. Learning of associations between different shapes (Sakai and Miyashita, 1991; Messinger et al., 2001) and learning of task-relevance of shape features (Baker et al., 2002; Sigala, 2004) are both reflected in IT cortical neural activity. As different shape regions acquire behavioral relevance because of training on a task, and are thus the outcome of a learning process, it is likely that the effects of occlusion will depend on the behavioral relevance of the occluded shape parts.
Materials and Methods
Behavioral and electrophysiological methods. Two adult male monkeys (Macaca mulatta) participated in the experiments. All studies were approved by the local authorities (Regierungspräsidium, Tübingen, Germany) and were in full compliance with the guidelines of the European Community (European Union directive 86/609/EEC) for the care and use of laboratory animals. Stimuli were presented on a ␥-corrected 21 inch monitor, placed at a distance of 97 cm from the monkeys. Each image subtended 6 by 6°of visual angle. Stimuli were generated as described in a previous study (Nielsen et al., 2006) . Of the six natural scenes used in the previous study, we chose four scenes for each monkey. The average gray-scale value of each stimulus was set to the same value to control overall luminance. Furthermore, all modifications of an image had the same overall contrast as the original image (measured as the SD of the gray-scale values). For occluded images, only unoccluded image parts were considered when computing the mean and SD of the grayscale values.
During the recording sessions, the monkeys performed a fixation task. Each trial began when the monkeys acquired fixation on a central fixation point. After a variable baseline duration of at least 100 ms, a stimulus was presented for 500 ms. The monkeys were required to maintain fixation within 1°of the center of the screen for the whole trial. Fixation was monitored with a scleral search coil and sampled at 200 Hz (CNC Engineering, Enfield, CT). Successful fixation was rewarded with a drop of juice delivered 1 s after stimulus offset. The monkeys completed at least 10 repetitions for each condition during a recording session.
Single-cell activity and the local field potential (LFP) were recorded from a recording chamber consisting of a ball-and-socket joint with an 18-gauge stainless-steel tube passing through its center (Schiller and Koerner, 1971 ). Horsley-Clark coordinates for the chambers were anteroposterior (AP), 18.1, mediolateral (ML), 17.7 for monkey 1, and AP, 15.4, ML, 16.8 for monkey 2. Neural signals were recorded using a five-channel electrode drive (Thomas Recording, Giessen, Germany), and platinum/ tungsten electrodes coated with quartz glass with an impedance between 1 and 2 M⍀ (ESI2ec; Thomas Recording). The recorded signal was divided into multiunit activity (band-passed signal between 500 Hz and 10 kHz) and LFPs (band-passed signal between 1 Hz and 100 Hz). From the multiunit activity, the activity of single neurons was extracted using standard spike-sorting techniques (Offline Sorter; Plexon, Dallas, TX). To ensure an unbiased estimate of neural activity, we made no attempt to select neurons based on task selectivity. Instead, we advanced each electrode until the activity of one or more neurons was well isolated and then began collecting data. The position of each electrode in terms of AP and ML coordinates and distance from the superior temporal sulcus was noted. We sampled different AP positions in a systematic manner in both monkeys. In monkey 1, initial recording positions were anterior; over the course of the experiments, the recording positions were moved more and more posterior to minimize structural brain damage caused by guide tube movement. In monkey 2, we proceeded in the opposite way, and recording locations were moved from posterior to anterior locations.
Data analysis. Single-unit activity was analyzed in a 300 ms time window beginning 100 ms after stimulus onset to account for neural latency. Baseline activity was determined in a 100 ms time window preceding stimulus onset. Spike density functions were computed by convolution of the spike trains with a Gaussian kernel ( ϭ 10 ms), using a resolution of 1 ms. Spike density functions of different modifications of the same scene were normalized by the maximal value observed across all modifications. The diagnostic variance was computed as V Group /V total ϫ 100%, where V total is the total firing rate variance,
where f diag , f ndiag , and f represent the diagnostic, nondiagnostic, and overall firing rate mean, respectively (Bortz, 1993) .
The LFP, which was originally sampled at a rate of 4.46 kHz, was first downsampled to 1 kHz. A bandpass filter (first order Butterworth filter, bandpass between 5 and 80 Hz) was applied to remove slow drifts. Finally, each LFP channel was z-transformed using the mean LFP amplitude and SD of the channel in the 100 ms baseline period preceding stimulus onset. Visual evoked potentials (VEPs) were computed by stimulus-locked averaging of the LFP data. Individual sites were identified as responsive to a particular stimulus if the absolute VEP amplitude was larger than 1.5 SD at three consecutive time bins during the stimulus presentation. Computation of the variance explained by diagnosticity was based on the mean LFP amplitude in an interval of 20 ms duration centered on the maximum of a positive VEP peak at ϳ140 ms (P140). The same formula was used as for the single units, but replacing mean firing rate with mean LFP amplitude. The P140 latency depended on the visible stimulus size; it also differed between monkeys. We therefore used a different interval for each condition and monkey. Because the visible stimulus size seemed to be the major determinant of the peak latency, the same interval was used for diagnostic and nondiagnostic conditions of the same visible stimulus size. Intervals were always 20 ms long. Their placement was determined by computing the grand average VEP over all responsive LFP cases from one monkey for one particular stimulus size (either full, 10, 30, or 50%). The latency of the peak of the P140 was determined, and used as the center for the 20 ms interval.
Results
In a previous study, two Rhesus monkeys (Macaca mulatta) were trained to discriminate between the members of small sets of natural scenes. We used natural scenes because they are good examples of complex visual stimuli, and contain information at many different spatial scales. After training, we systematically determined the parts of each scene that the monkeys relied on to perform the discrimination task (Nielsen et al., 2006) . To investigate how occlusion of different scene parts influenced neural responses in the IT cortex, we used these results to split each scene into parts with and without behavioral relevance. By constructing appropriate masks, we generated three occluded versions of each scene which revealed only the behaviorally relevant parts of the scene (diagnostic conditions). We similarly constructed three occluded versions in which only behaviorally irrelevant scene parts were visible (nondiagnostic conditions). Across the three diagnostic versions of each scene, and similarly across the three nondiagnostic versions, we varied how much of the original scene remained visible (visible stimulus size: 10, 30, or 50%). Exemplar stimuli are shown in Figure 1 . To avoid low-level differences between conditions, all stimuli were adjusted to have the same mean luminance, as well as the same overall contrast. Because each of the monkeys relied on different image regions to perform the discrimination task, each monkey had its own stimulus set. We verified that the monkeys could correctly identify a scene when presented with any of the diagnostic, but not when presented with any of the nondiagnostic conditions (Nielsen et al., 2006) .
Using these behaviorally defined stimuli, we recorded the activity of well isolated single neurons in area TE in the two monkeys. During the recording sessions, the monkeys viewed a set of 28 stimuli, consisting of four scenes and the corresponding diagnostic and nondiagnostic conditions. Activity of 423 neurons was recorded from both monkeys. Neural responses to the different scenes were treated independently. For each neuron, the responses to all versions of a scene were included in the analysis if at least one version (either the original scene or one of the modifications) evoked significant excitatory responses from the neuron (t test vs baseline activity, p Ͻ 0.05 corrected for the 28 comparisons). Thus, each neuron could contribute between one and four "cases" (the responses to all versions of one scene) to the group analysis. By these criteria, 220 cases generated by 135 neurons were selected for additional analysis.
The activity of an exemplar neuron from this group is shown in Figure 1 . Presentation of the full natural scene elicited a visual response from the neuron (t test vs baseline activity, p Ͻ 10 Ϫ6 ), as did all diagnostic conditions ( p ϭ 0.0004, p Ͻ 10 Ϫ4 , and p Ͻ 10 Ϫ4 for the three conditions). In contrast, only the largest nondiagnostic condition triggered a significant response from the neuron ( p ϭ 0.54, p ϭ 1.0, and p ϭ 0.003 for these conditions). The visible stimulus size also influenced the neural firing rates, with larger responses to stimuli that revealed more of the original natural scene. However, responses to the diagnostic conditions were always larger than to the nondiagnostic conditions (ANOVA with factors diagnosticity and size: main effect size, p Ͻ 0.001; main effect diagnosticity, p Ͻ 0.001; interaction, p ϭ 0.29).
Similar effects were seen across the whole population of neurons. The population spike density function (Fig. 2a) showed a response to the full stimulus that began with the typical latency of TE neurons of ϳ100 ms (Baylis et al., 1987; Tamura and Tanaka, 2001 ) and lasted throughout the stimulus presentation period. As shown in Figure 2b , the corresponding diagnostic and nondiagnostic conditions evoked significantly less activity than the full stimulus (paired t tests between the full and other conditions, p Ͻ 0.001 in all cases). Thus, occlusion of parts of the original scenes in general reduced the response rate of TE neurons. Similar effects of occlusion on responses of TE neurons have been reported previously (Kovács et al., 1995) . In addition, we found that responses to diagnostic stimulus parts were greater than responses to nondiagnostic parts. Diagnostic conditions resulted in larger mean firing rates than nondiagnostic conditions at all visible stimulus sizes (paired t tests between conditions of the same visible stimulus size, p Յ 0.02 in all three cases). Interestingly, responses in the diagnostic conditions were on average independent of the visible stimulus size (one-way repeated measures ANOVA, p ϭ 0.9). Revealing 10% of the image with high behavioral relevance triggered the same responses as revealing 50% with high behavioral relevance. The differences between diagnostic and nondiagnostic conditions were seen in many individual neurons. For 90 cases, firing rates in at least one diagnostic condition were significantly different from the matching nondiagnostic condition (t test, p Ͻ 0.05 adjusted for the three comparisons). Furthermore, we plotted the net firing rate of each case to a diagnostic stimulus condition against the net firing rate for the matching nondiagnostic condition (for the visible stimulus size of 10%, see Fig. 2c ). At all visible stimulus sizes, more cases had higher firing rates in the diagnostic than in the nondiagnostic condition ( 2 test, visible stimulus size of 10%, 147 vs 70 cases, p Ͻ 0.001; 30%, 129 vs 87, p ϭ 0.004; 50%, 127 vs 90, p ϭ 0.01). Diagnostic regions were determined in experiments in which the monkeys performed a discrimination task. In contrast, we used a passive fixation paradigm for the neurophysiological recordings. We verified in a separate control experiment that our findings were not influenced by the different tasks (supplemental experiment 1, Fig. 1 , available at www.jneurosci.org as supplemental material). In conclusion, our results indicate that the behavioral relevance of a scene part is a major determinant for the influences of occlusion in area TE. Note that many neurons also responded to nondiagnostic parts, suggesting that learning the visual discrimination task led to a relative reweighting of neural representations of parts according to their diagnosticity, but did not completely abolish responses to nondiagnostic regions.
Given the robust influences of diagnosticity on occlusion effects on the population level, we investigated how different subregions of TE were influenced by diagnosticity. A subdivision of TE into smaller subregions has been suggested based on anatomical data (Seltzer and Pandya, 1978; Iwai and Yukie, 1987; Yukie et al., 1990) , but also because a functional specialization of neurons has been observed in different parts of TE (Hasselmo et al., 1989; Janssen et al., 2000; Perrett et al., 1991 Perrett et al., , 1992 Tamura and Tanaka, 2001) . To map the influences of diagnosticity across TE, we quantified the effect of stimulus diagnosticity on each case by computing how much of the total trial-by-trial variance in firing rate could be explained by diagnosticity (the "diagnostic variance"). If the firing rate of a neuron for the occluded conditions was solely determined by the diagnosticity of the visible parts, then the diagnostic variance equals 100%, whereas a diagnostic variance of 0% would indicate equal responses to diagnostic and nondiagnostic conditions.
Cases with high diagnostic variance values responded preferentially to diagnostic scene parts. To show this, we selected the Figure 1 . Responses of an exemplar single unit. a, Raster plots. In these plots, each line denotes the occurrence of an action potential generated by the selected neuron (stimulus onset at 0 ms). Each plot summarizes the responses in one of the seven conditions, using the stimuli shown next to each raster plot (occluded image parts are shown as hatched regions; they were gray in the actual stimuli). The labels next to each raster plot indicate the type of condition (D, diagnostic; ND, nondiagnostic; numbers correspond to the visible stimulus size). The gray region in each raster plot corresponds to the time window used for computing the stimulus evoked firing rate. b, Average net firing rate for the selected neuron. Error bars denote SEM, asterisks indicate conditions for which a t test between stimulus and baseline firing rate yielded p Ͻ 0.05. As a reference, the diagnostic variance for this case is given in the plot.
cases for which the diagnostic variance value was above the 90th percentile of all diagnostic variance values. The average spike density function for these 22 "highdiagnosticity cases" is plotted in Figure 3a , showing that the neurons with high diagnostic variance values indeed responded more strongly to diagnostic than to nondiagnostic conditions (repeated measures ANOVA on the mean firing rates with factors diagnosticity and size; significant main effect of diagnosticity, p ϭ 0.001, with no interaction with size, p ϭ 0.92). Similarly, across all cases, higher diagnostic variance values were associated with increasingly larger responses to diagnostic than to nondiagnostic conditions (supplemental Fig. 2 , available at www.jneurosci.org as supplemental material).
To study the influences of diagnosticity across TE, we plotted the recording locations of the high diagnosticity cases. Figure 4a shows their distribution along the AP dimension of the recording region for one of the monkeys. The results for the other monkey were similar (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material). For each monkey, we divided the recording region into two halves with an equal extent along the AP axis. We found that high-diagnosticity cases were evenly distributed across the posterior and anterior half of the recording region (monkey 1, 2 test, p ϭ 1; monkey 2, 2 test, p ϭ 1). As a second step, we plotted the diagnostic variance of each case as a function of its AP recording location (Fig. 4c) . There was no influence of the recording location on the diagnostic variance. This was the case for each monkey individually, as well as for the data of both monkeys combined (Pearson correlation coefficients not significantly different from zero; monkey 1, p ϭ 0.5; monkey 2, p ϭ 0.9; combined data, p ϭ 0.6). We similarly tested for differences along the ML axis (data not shown). Again, no consistent influence of recording location on the diagnostic variance could be observed (Pearson correlation coefficients not significantly different from zero; monkey 1, p ϭ 0.1; monkey 2, p ϭ 0.8; combined data, p ϭ 0.8). Furthermore, we investigated whether cases in the lower bank of the superior temporal sulcus (STS) and ventral TE were differently influenced by stimulus diagnosticity. These TE regions have been shown previously to be differently involved in the encoding of three-dimensional objects; they also differ in their connection pattern with other brain regions (Janssen et al., 2000) . Here, no differences were found between cases located in the lower bank of the STS or ventral TE. Critically, the dependency of the diagnostic variance on AP position remained the same in both regions. The correlation coefficients computed between diagnostic variance and AP position were not significantly different between the lower bank of the STS and ventral TE, both for the combined data as well as both monkeys individually (monkey 1, p ϭ 0.7; monkey 2, p ϭ 0.6; combined data, p ϭ 0.3). Thus, across the tested region, TE neurons were homogeneously influenced by stimulus diagnosticity.
Spike counts capture local processing as well as long range outputs of neurons in a brain region. However, the LFP is a mass signal that is influenced by currents originating from axons, somata, and dendrites around the electrode (Mitzdorf, 1987; Logothetis, 2002; Logothetis and Wandell, 2004) , and thus reflects local neural processes as well as the inputs from other brain regions to the region under study. It has been shown previously that the LFP recorded from individual sites in the IT cortex carries object-selective information (Kreiman et al., 2006) . Here, we study the influence of diagnosticity on the LFP. If task-related neural signals can be observed at the level of spiking activity but not LFP, it suggests that these signals are locally computed rather than relayed to the region under study from other brain areas. The relation between spiking activity and LFP can thus provide useful information about the localization of particular computations. We subjected LFP signals recorded concurrently with the spiking activity discussed above to an analysis that was similar to the previous analysis, but took into account the continuous and time-varying nature of the LFP. We first selected LFP sites exhib- iting a visual response to at least one stimulus, as indicated by the VEPs (Materials and Methods). Responses to different scenes were again treated as separate cases, and a total of 458 cases from 214 LFP sites were analyzed further.
The grand average VEP of these cases showed three prominent peaks in the time interval from 100 to 200 ms after stimulus onset (data not shown). A negative deflection ϳ100 ms after stimulus onset (N100) was followed by a positive peak at ϳ140 ms (P140), and finally, a second negative deflection at 200 ms (N200). To characterize activity at each LFP site, we analyzed the LFP amplitude in a 20 ms bin around the peak time of the most prominent component, which was the P140 (Materials and Methods). An analysis of the N200 amplitudes yielded similar results, whereas the N100 amplitude exhibited no systematic effects (supplemental Fig. 4 , available at www.jneurosci.org as supplemental material). To illustrate the behavior of individual LFP sites, the VEP and the P140 amplitude of an exemplar site are plotted in Figure 5 .
The P140 amplitude of this LFP site clearly distinguished between diagnostic and nondiagnostic conditions. All diagnostic conditions generated a P140 with an amplitude significantly larger than zero (t test, p ϭ 0.006, p ϭ 0.003, and p Ͻ 0.001 for the three conditions), as did the full condition ( p ϭ 0.003). However, none of the nondiagnostic conditions evoked a P140 with an amplitude larger than the baseline level (t test against 0, p ϭ 0.83, p ϭ 0.20, and p ϭ 0.23 for the three conditions). The visible stimulus size had no influence on the P140 amplitudes for this site (ANOVA with factors diagnosticity and size: main effect size, p ϭ 0.61; main effect diagnosticity, p Ͻ 0.001; interaction, p ϭ 0.15).
Based on the P140 amplitudes, we computed the percentage of trial-by-trial variance in the LFP, which could be explained by influences of diagnosticity. As was the case for spiking activity, LFP cases with high diagnostic variance values responded preferentially to diagnostic conditions. Figure 3b plots the average VEP for the 23 LFP cases with high diagnostic variance values (above the 95th percentile). For these cases, the amplitude of the P140 was significantly greater in diagnostic than in nondiagnostic conditions (repeated measures ANOVA with factors diagnosticity and size; significant main effect of diagnosticity, p Ͻ 0.001, with no interaction with size, p ϭ 0.39). In addition to the influences of diagnosticity, the visible stim- In a, the two small brain pictures on the left indicate the location of the selected brain region. This region is indicated in black in the upper image; it is generated by slicing along the line depicted in the lower image. The right side in a shows the distribution of single-unit high-diagnosticity cases. b, Distribution of the high-diagnosticity LFP cases. In these plots, each dot corresponds to one case recorded from this monkey. Large dots show the location of the diagnosticity cases; small dots show the locations of the rest of the cases. To allow a better separation of different cases, the AP position of each case was randomly jittered by a small amount for display purposes only. The dashed line divides the recording region into a posterior and anterior half with equal extent along the AP axis; numbers list the diagnosticity cases in each half. Thick black lines indicate the location of the STS and the ventral end of the brain. The white matter (WM), which separates the lower bank of the STS from ventral TE in the selected slice, is shown by the gray region. The position of these landmarks is plotted as estimated during recordings. c-d, Diagnostic variance as a function of recording location. In these plots, the diagnostic variance of each case is plotted as a function of its AP position. Symbols indicate the monkey in which a case was recorded; the thick line plots the regression computed between diagnostic variance and AP position. c, Single unit data. d, LFP data. In all plots, Post and Ant label the posterior and anterior end of the recording region, respectively.
Figure 5.
Responses of an exemplar LFP site. a, Visual evoked potentials. The P140 is labeled with an arrow. Diagnostic and nondiagnostic conditions are plotted separately; the response to the full condition is repeated in both plots. Conditions are labeled as in Figure 3 . b, Amplitude of the P140, averaged across trials. Error bars denote the SEM; asterisks indicate the conditions for which a t test of the peak amplitude against 0 yielded p Ͻ 0.05. As a reference, the diagnostic variance for this site is also given. ulus size also had an effect on the P140, as its latency depended on the visible stimulus size. In all diagnostic conditions, the latency of the P140 (computed as the latency of the positive peak between 100 and 200 ms after stimulus onset) was significantly longer than in the full condition (paired t tests, p Ͻ 0.001, p ϭ 0.001, and p ϭ 0.005 for the three conditions). We did not determine the latencies of the P140 in the nondiagnostic conditions, as the peak amplitudes in these conditions were too small to allow a reliable measurement of latencies. A high diagnostic variance was not only linked to larger P140 amplitudes in the diagnostic conditions for the high diagnosticity cases; a positive correlation between the diagnostic variance and stronger responses to diagnostic conditions was also obtained at the population level, suggesting that in general higher explained variance values were linked to stronger responses in diagnostic conditions (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material).
Using the diagnostic variance values, we then mapped across TE how occlusion effects observed in the LFP depended on stimulus diagnosticity. Figure 4b shows the locations of the LFP cases strongly influenced by diagnosticity in one monkey. It can be seen that high-diagnosticity LFP cases clearly clustered in the anterior half of the recording location ( 2 test, p ϭ 0.008). The same was the case for the other monkey ( 2 test, p ϭ 0.005). Figure 4d plots the diagnostic variance as a function of AP position for the entire population of LFP cases. Across all LFP cases, there was a significant correlation between the AP location of a LFP case and its diagnostic variance. This was the case for each monkey individually, as well as for the combined data from both monkeys (Pearson correlation coefficient, monkey1, r ϭ 0.16, p ϭ 0.04; monkey 2, r ϭ 0.31, p Ͻ 0.001; combined data, r ϭ 0.33, p Ͻ 0.001). This indicates that the influence of diagnosticity on LFP responses grew systematically stronger the more anterior in TE the LFP responses were recorded.
Learning effects can modify the responses of TE neurons during individual recording sessions (Messinger et al., 2001 ). The observed gradient in the LFP responses could thus have been generated because of a systematic sampling of the recording locations. Recording from posterior locations in the initial sessions of the experiment, and from anterior locations in the final sessions could have made a learning effect appear as a spatial gradient. Whereas the recording location was slowly moved from posterior to anterior locations across the different sessions for one monkey, we used the opposite direction for the other monkey. Because we find the same gradients for both monkeys, learning-dependent changes occurring during the recording sessions cannot account for the spatial gradient in LFP responses.
As for the single units, we tested whether this relationship was similarly present in the lower bank of the STS and ventral TE, and computed correlation coefficients separately for cases located in these two regions. The correlation coefficients were not significantly different between the two regions (monkey 1, p ϭ 0.7; monkey 2, p ϭ 0.4; combined data, p ϭ 1). We also tested whether the position of an LFP case along the ML axis had an influence on the diagnostic variance of the case. Across the whole population of LFP cases, we observed a significant correlation between ML location and diagnostic variance (r ϭ 0.26; p Ͻ 0.001). However, this effect was caused by a strong correlation observed for monkey 2 (r ϭ 0.27; p Ͻ 0.001). In monkey 1, there was no significant correlation between ML position and diagnostic variance (r ϭ Ϫ0.04; p ϭ 0.6).
Discussion
We have experimentally determined which parts of natural scenes monkeys are using in a visual task. Occlusion of these diagnostic parts had a larger influence on neural responses in area TE of macaque cortex than occlusion of nondiagnostic parts, at the level of individual single neurons as well as at the level of local populations as measured by the LFP. This suggests that not all aspects of learned stimuli are encoded equally, but instead that those parts are preferentially represented which are diagnostic for the behaviors associated with these stimuli. Thus, we find signatures of a scene encoding in IT which is based on the diagnosticity of scene parts. In our case, monkeys learned to perform a particular saccadic eye movement associated with each member of a small set of natural images. In learning this task, each of the monkeys came to rely on particular features in each image and these behaviorally relevant or diagnostic features were preferentially encoded in the IT cortex. This lends support to the notion that the neural representation of objects in IT may be not be fixed but instead strongly influenced by the visual experience and viewing history of each observer.
Extensive studies of how single-cell responses in area TE to whole objects can be understood in terms of the responses to object parts have been performed in anesthetized monkeys (Tanaka et al., 1991; Tanaka, 2003) . In these studies, experimenters used a reductive determination procedure to identify optimal features for each neuron under study. Our approach is different in that we rely on the monkeys' performance to systematically determine for each stimulus the parts that allow correct recognition behavior. Our results show that this behavioral relevance or diagnosticity is a major determining factor of how learned stimuli are encoded in memory. There has also been published work with behaving monkeys that more indirectly speaks to the issue of parts based representation. For example, TE neurons tended to show systematic tuning for dimensions in parametrically defined line-drawing stimuli that were important for the performance in a categorization task, but not for unimportant features . Similarly, TE neurons selectively represented feature conjunctions in visual stimuli composed of two parts, when these were relevant for correct task performance (Baker et al., 2002) . In these studies, behaviorally relevant parts exerted a greater influence on neural responses consistent with our findings, but responses to whole stimuli were never directly compared with the responses to the parts alone.
We have observed effects of diagnostic parts-based encoding not only at the level of spiking activity, but also at the level of local populations as measured by the LFP. The LFP is a mass signal that originates from current flow in dendrites and somata in neural populations near the tip of the electrode. It is estimated that between 60 and 70% of excitatory connections of a given pyramidal cell remain local and only between 30 and 40% project to other cortical area (Braitenberg and Schüz, 1998; Binzegger et al., 2004) . The LFP thus provides a combined measure of local processing, as well as the inputs from other brain regions. Spiking activity, however, can be considered to provide a combined measure of local processing and outputs to connected target areas. Our results reveal that diagnosticity-related spiking activity was found evenly along the posterior to anterior progression of area TE. Critically, diagnostic LFP activity was only observed in the anterior part of the recording area. To our knowledge this is the first such dissociation between spiking and LFP activity as a function of anatomical recording area. This finding has two major consequences. In posterior TE, diagnosticity was represented only at single cell but not LFP level. Thus, absence of task-relevant signals in the LFP of a given brain region does not necessarily imply that no single neuron in that region shows such taskrelevant signals. Posterior TE regions project strongly to the anterior TE, where we did find evidence of diagnostic parts-based encoding in both LFP and single cell activity. Our findings are consistent with the idea that diagnosticity is first represented by select populations of neurons in the posterior TE, and then transmitted to the anterior TE. We suggest that observation of taskrelevant effects at the LFP level does not necessarily imply that the associated functions are performed in the region under study, but rather that they may be computed in brain areas that project to the region under study. Because the LFP is closely related to EEG signals recorded in human subjects, this has profound effects on the interpretation of related findings in humans. For example, EEG studies in humans have been used to link activity in the human lateral occipital complex to the perception of coherent objects from their isolated parts (Doniger et al., 2000; Murray et al., 2004) . Our work suggests that this may underestimate the size of the computational network underlying this function. Thus, in general, brain areas where correlates of cognitive functions are actually computed should show effects at the single unit but not LFP level, whereas regions where this information is dynamically routed should show effects at both the single cell and LFP levels. Combined single-cell and LFP recordings thus provide more information than each kind of signal alone, and analysis of the relationship between these signals can provide a novel and powerful method for mapping structure to function in the brain.
