We study the satisfiability of ordering constraint satisfaction problems (CSPs) above average. We show that for every k, the satisfiability above average of ordering CSPs of arity at most k is fixed-parameter tractable.
Introduction
Consider an ordering constraint satisfaction problem (CSP). We are given a set of variables V = {x 1 , . . . , x n } and a set of constraints. Each constraint π is a disjunction of clauses of the form x τ 1 < x τ 2 < · · · < x τr (for some distinct indices τ 1 , . . . , τ r ∈ {1, . . . , n}). A linear ordering α of variables x 1 , . . . , x n satisfies a constraint π if one of the clauses in the disjunction agrees with the linear ordering α. Our goal is to find an assignment α that maximizes the number of satisfied constraints.
We say that a predicate π depends on a variable x i if x i appears in at least one of the clauses of π. The arity of the predicate is the number of variables it depends on. An ordering CSP problem is of arity k if all constraints have arity at most k.
A classical example of an ordering CSP problem is the Maximum Acyclic Subgraph problem, in which constraints are of the form "x i < x j " (the problem has arity 2). Another well-known example is the Betweenness problem, in which constraints are of the form "(x i < x j < x k ) or (x k < x j < x i )" (the problem has arity 3). Both problems are NP-hard and cannot be solved exactly in polynomial-time unless P = N P . There is a trivial approximation algorithm for these problems as well as other constraint satisfaction problems: output a random linear ordering of variables x 1 , . . . , x n (chosen uniformly among all n! linear orderings). Say, if each constraint is just a clause on k variables, this algorithm satisfies each clause with probability 1/k! and thus satisfies a 1/k! fraction of all constraints in expectation. The algorithm can be easily derandomized using the method of conditional expectations. Guruswami, Håstad, Manokaran, Raghavendra, and Charikar showed that there is no polynomial-time algorithm with a better approximation factor, assuming the Unique Games Conjecture [11] (see also [12, 6] ). That is, in general, we cannot find a solution that is better than a random solution by a constant factor greater than 1.
In [17] , Gutin, Kim, Szeider, and Yeo asked if we can find in polynomial time a solution that is better than a random solution by a fixed parameter t. Definition 1.1 (Satisfiability of Ordering CSP Above Average). Consider an instance I of arity k and a parameter t. Let OP T = OP T (I) be the number of the constraints satisfied by the optimal solution, and AV G = AV G(I) be the number of constraints satisfied in expectation by a random solution. We need to decide whether OP T ≥ AV G + t.
Definition 1.2.
A problem with a parameter t is fixed-parameter tractable if there exists an algorithm for the problem with running time g(t)poly(n), where g(t) is an arbitrary function of t, poly is a fixed polynomial (independent of t), and n is the size of the input.
Gutin et al. showed that satisfiability of Maximum Acyclic Subgraph above average is fixedparameter tractable. Later Gutin, Kim, Mnich, and Yeo [16] showed that satisfiability of Betweenness above average is fixed-parameter tractable, and Gutin, Iersel, Mnich, and Yeo [15] generalized that result to all ordering CSPs of arity 3.
In this paper, we prove that satisfiability above average of any ordering CSP of any arity k is fixed-parameter tractable.
Related Results
In 1997, Håstad [19] showed that for some constraint satisfaction problems the best approximation algorithm is the random assignment algorithm -the algorithm that simply assigns a random value to each variable. His work raised the following question: for which CSPs are there non-trivial approximation algorithms and for which CSPs is the best approximation algorithm the random assignment? This question has been extensively studied in the literature. Today, there are many known classes of constraint satisfaction problems that do not admit non-trivial approximations assuming the Unique Games or P = N P conjectures (see e.g [19, 2, 13, 4] ). There are also many constraint satisfaction problems for which we know non-trivial approximation algorithms. Surprisingly, the situation is very different for ordering CSPs: Guruswami, Håstad, Manokaran, Raghavendra, and Charikar [11] showed that all ordering k-CSPs do not admit non-trivial approximation assuming the Unique Games Conjecture.
A similar question has been actively studied from the fixed-parameter tractability perspective 1 [1, 7, 8, 17, 21, 22, 24] : Given an instance of a CSP, can we decide whether OP T ≥ AV G + t? Here, OP T is the cost of the optimal solution for the instance; and AV G is the expected cost of the random assignment (see Definition 1.1). In 2011, Alon, Gutin, Kim, Szeider, and Yeo gave the affirmative answer to this question for all k-CSPs with a constant alphabet. In [17, 15, 16] , Gutin et al. extended this result to 2-arity and 3-arity ordering CSPs. However, the general case of k-arity ordering CSPs has remained open.
One of the main challenges in extending results of Gutin et al. [17, 15, 16] to all ordering CSPs is as follows. As the first step, algorithms for ordering CSPs of Gutin et al. [17, 15, 16] and others [5, 14, 23] reduce the ordering k-CSP to a regular k-CSP with a constant alphabet. This is a non-trivial step, since the reduction, generally, does not preserve the value of the CSP. So if for the original ordering CSP instance I we have OP T (I) ≥ AV G(I) + t, then for the new instance I ′ we may have OP T (I ′ ) ≪ AV G(I ′ ) + t. Gutin et al. showed how to deal with this problem in the special cases of 2-arity and 3-arity ordering CSPs, but for the general case of arbitrary ordering CSPs we do not know how to handle this problem.
In our work, we treat all ordering CSPs as CSPs with the continuous domain [−1, 1] (see the next section for details). Our reduction preserves the values of OP T and AV G. However, we no longer can work with Fourier analytic tools used previously in [17, 15, 16, 14, 23] . Thus we generalize methods developed for Fourier analysis on the Boolean cube to work with the EfronStein decomposition [9] . Particularly, we prove a new analog of the Bonami Lemma [3].
Techniques
Our general approach is similar to that developed in [17, 16, 15] . As in [17, 16, 15] , we design an algorithm that given an instance I of an ordering CSP does the following:
• It either finds a kernel (another instance of the ordering CSP) K on O(t 2 ) variables such that OP T (I) = OP T (K) and AV G(I) = AV G(K). Then we can decide whether OP T ≥ AV G+t by trying out all possible permutations of variables that K depends on in time exp(O(t 2 log t)).
• Or it certifies that OP T (I) ≥ AV G(I) + t.
To this end, we show that either I depends on at most O(t 2 ) variables or the variance of val I (α) is Ω(t 2 ) (where α is chosen uniformly at random). In the former case, the restriction of I to the variables it depends on is the desired kernel of size O(t 2 ). In the latter case, OP T ≥ AV G + t.
Though our approach resembles that of [17, 16, 15] at the high level, we employ very different techniques to prove our results.
We extensively use Fourier analysis and, specifically, the Efron-Stein decomposition. Fourier analysis is a very powerful tool, which works especially well with product spaces. The space of feasible solutions of an ordering CSP is not, however, a product space -it is a discrete space that consists of n! linear orderings of variables x 1 , . . . , x n . To overcome this problem, we define "continuous solutions" for an ordering CSP (see Section 2.2). A solution is an assignment of real values in [−1, 1] to variables x 1 , . . . , x n ; that is, it is a point in the product space [−1, 1] n . Each continuous solution defines a combinatorial solution α in a natural way: α orders variables x 1 , . . . , x n according to the values assigned to them (e.g., if we assign values −0.5, −0.9 and 1.5 to x 1 , x 2 and x 3 then x 2 < x 1 < x 3 according to α). Thus we get an optimization problem over the product space [−1, 1] n . Denote by Φ : [−1, 1] n → R its objective function. We consider the Efron-Stein decomposition of Φ: Φ = S:|S|≤k Φ S (see Section 2.3). Here, informally, Φ S is the part of Φ that depends on variables x i with i ∈ S. All functions Φ S are uncorrelated:
We show that each Φ S is either identically equal to 0 or has variance greater than some positive number, which depends only on k (see Section 3). We now consider two cases. In the first case, we assume that there are at most Θ k (t 2 ) terms Φ S not equal to 0. Using that Φ S depends only on variables x i with i ∈ Φ S =0 S and that there are at most Θ k (t 2 ) sets S such that Φ S = 0, we get that Φ depends on at most O k (t 2 ) variables, and we are done. In the second case, we assume that there are at least c k t 2 terms Φ S not equal to 0. Since the variance of each term Φ S is Θ k (1) and all terms Φ S are uncorrelated, the variance of Φ is at least Θ k (t 2 ). Therefore, Φ deviates from
. Moreover, we show that Φ attains values greater than AV G by at least t, and therefore OP T ≥ AV G + t. To this end, we prove an analog of the Bonami Lemma (a hypercontractive inequality) for the Efron-Stein decomposition (see Section 4).
The Bonami Lemma for the Efron-Stein decomposition is very general, and we believe that it is of independent interest.
Preliminaries 2.1 Ordering CSP
Consider a set of variables V = {x 1 , . . . , x n }. An ordering constraint π on a subset of variables x i 1 , . . . , x i k is a set of linear orderings of x i 1 , . . . , x i k . A linear ordering α of V satisfies a constraint π on x i 1 , . . . , x i k if the restriction of α to x i 1 , . . . , x i k is in π. We say that π depends on variables
Definition 2.1. An instance I of an ordering constraint satisfaction problem consists of a set of variables V = {x 1 , . . . , x n } and a set of constraints Π; each constraint π ∈ P depends on some subset of variables. A feasible solution to I is a linear ordering of variables x 1 , . . . , x n . The value val(α) = val I (α) of a solution α is the number of constraints in Π that α satisfies. The goal of the problem is to find a solution of maximum possible value.
We denote the value of the optimal solution by OP T :
The average value AV G of an instance is the expected value of a solution chosen uniformly at random among n! feasible solutions:
We say that I has arity k if each constraint in I depends on at most k variables. Definition 2.2. In the Satisfiability Above Average Problem, we are given an instance of an ordering CSP of arity k and a parameter t. We need to decide if there is a solution α that satisfies at least AV G + t constraints, or, in other words, if OP T ≥ AV G + t.
In this paper, we show that this problem is fixed-parameter tractable. To this end, we design an algorithm that either finds a kernel on O(t 2 ) variables or certifies that OP T ≥ AV G + t. Theorem 2.3. There is an algorithm that given an instance of an ordering CSP problem of arity k and a parameter t, either finds a kernel on at most κ k t 2 variables (where constant κ k depends only on k) or certifies that OP T ≥ AV G + t. The algorithm runs in time O k (m + n) linear in the number of constraints m and variables n (the coefficient in the O-notation depends on k).
Ordering CSPs over [−1, 1]
n Consider an instance I of an ordering CSP on variables x 1 , . . . , x n . Let us say that a continuous feasible solution to I is an assignment of distinct valuesx 1 , . . . ,x n ∈ [−1, 1] to variables x 1 , . . . , x n . Each continuous solutionx 1 , . . . ,x n defines an ordering α of variables x i : x a is less then x b with respect to α if and only ifx a <x b . We define the value of a continuous solutionx 1 , . . . ,x n as the value of the corresponding solution (linear ordering) α. We will denote the value of solution x 1 , . . . ,x n by Φ(x 1 , . . . ,x n ).
Note that if we sample a continuous solutionx 1 , . . . ,x n uniformly at random, by choosing valuesx i independently and uniformly from [−1, 1], the corresponding solution α will be uniformly distributed among n! feasible solutions. Therefore,
Note that allx i are distinct almost surely, and thus a random point in [−1, 1] n is a feasible continuous solution almost surely.
Efron-Stein Decomposition
The main technical tool in this paper is the Efron-Stein decomposition. We refer the reader to [10, Section 8.3 ] for a detailed description of the decomposition. Now, we just remind its definition and basic properties. The Efron-Stein decomposition can be seen as a generalization of the Fourier expansion of Boolean functions on the Hamming cube {±1} n . Consider the Fourier expansion of a function
wheref S are Fourier coefficients of f . Informally, the Fourier expansion breaks f into pieces, f S χ S (x 1 , . . . , x n ), each of which depends on its own set of variables: The termf S χ S (x 1 , . . . , x n ) depends on variables {x i : i ∈ S} and no other variables. The Efron-Stein decomposition is an analogue of the Fourier expansion for functions defined on arbitrary product probability spaces. Consider a probability space (Ω, µ) and the product probability space (Ω n , µ n ). Let f : Ω n → R be a function (random variable) on Ω n . Informally, the Efron-Stein decomposition of f is the decomposition of f into the sum of functions f S f = S⊂{1,...,n} f S , in which f S : Ω n → R depends on variables {x i : i ∈ S}.
We formally define the Efron-Stein decomposition as follows. Consider the space L 2 (Ω n , µ n ) of functions on Ω n with bounded second moment. Note that
Expanding this decomposition, we get a representation of L 2 (Ω n , µ n ) as the direct sum of 2 n spaces:
where V S is the closed linear span of the set of functions of the form
Since functions in V 0 are constants, V S equals the closed linear span of the set of functions of the form i∈S f i (x i ) where
Consider a function f ∈ L 2 (Ω n , µ n ). Let f S be the orthogonal projection of f onto V S . Since the linear spaces V S are orthogonal, we have
We call this decomposition the Efron-Stein decomposition of f . We define the degree of f as max{|S| : f S = 0}, the size of the largest subset S such that f S is not identically equal to 0 (we let the degree of 0 to be 0).
Let (X 1 , . . . , X n ) be a random element of Ω n . That is, X 1 , . . . , X n are n independent random elements of Ω; each of them is distributed according to µ. We write f = f (X 1 , . . . , X n ).
We will employ the following properties of the Efron-Stein decomposition (see [10, Section 8.3] ).
1. f S (x 1 , . . . , x n ) depends only on variables x i with i ∈ S.
For every two sets S and T
3. Let S 1 , . . . , S r be subsets of {1, . . . , n}. Suppose that there is an index j that belongs to exactly one set
f S i ] = 0. We will also use the following equivalent and more explicit definition of the Efron-Stein decomposition. For every subset S of indices {1, . . . , n}, let
Efron-Stein Decomposition of Ordering CSP Objective
In this section, we study the Efron-Stein decomposition of the function Φ(x 1 , . . . , x n ). To this end, we represent Φ(x 1 , . . . , x n ) as a sum of "basic ordering predicates" and then analyze the Efron-Stein of a basic ordering predicate.
Basic Ordering Predicate
Let τ = (τ 1 , . . . , τ r ) be a tuple of distinct indices from 1 to n. Define the basic ordering predicate φ τ for τ ,
Note that the indicator of each constraint π is a sum of ordering predicates:
where the sum is over permutations of variables that the constraint π depends on. Since Φ is the sum of indicators of all predicates π in Π, Φ is also a sum of basic ordering predicates φ τ :
for some multiset T .
Efron-Stein Decomposition of Ordering Predicates
Let Ω = [−1, 1] and µ be the uniform measure on Ω. We study the Efron-Stein decomposition of a basic ordering predicate φ τ .
Theorem 3.1. Let τ be a tuple of distinct indices of size d ≤ k. Denote g = φ τ . Consider the Efron-Stein decomposition of g, g = g S , over [−1, 1] n with uniform measure. There exists a set of polynomials q S,τ ′ with integer coefficients of degree at most d such that
where the summation is over all permutations τ ′ of S. The polynomial q S,τ ′ is equal to 0 if S is not a subset of {τ 1 , . . . , τ d }.
Proof. We may assume without loss of generality that τ = {1, 2, . . . , d}. Since g depends only on variable x 1 , . . . , x d , g S = 0 only if S ⊂ {1, . . . , d}. We may therefore assume that n = d for notational convenience. Denote the elements of S by s 1 < s 2 < · · · < s t . Define auxiliary variables X 0 = −1 and X d+1 = 1, and let s 0 = 0 and s t+1 = d + 1. Let O ab be the indicator of the event that X i < X j for every a ≤ i < j ≤ b.
All events O s i ,s i+1 (for i ∈ {0, . . . , t}) are independent given variables X s 1 , . . . , X sr . Therefore,
For each i, we have
We computed the probability above as follows: Given X s i ≤ X s i+1 , the probability that
and X j ∈ [X s i , X s i+1 ] for all j ∈ {s i , . . . , s i+1 }, the probability that X s i +1 ≤ · · · ≤ X s i+1 −1 equals 1/(s i+1 − s i − 1)! as all orderings of X s i +1 , . . . , X s i+1 −1 are equally likely. We get
Plugging this expression in (1), we obtain the following formula
is a polynomial with integer coefficients of degree at most d − |S|. Denote this polynomial by p S . Then,
where the sum is over all permutations τ ′ of {1, . . . , d}. Using the identity
we get a representation of S as
where q S,τ ′ are some polynomials with integer coefficients.
Since Φ is a sum of some basic ordering predicates (see Section 3.1), we get the following corollary.
Corollary 3.2. Let I be an instance of an ordering CSP problem of arity at most k. Let Φ(x 1 , . . . , x n ) be the value of continuous solution (x 1 , . . . , x n ). Then the Efron-Stein decomposition of Φ has degree at most k. Moreover there exist polynomials q S,τ with integer coefficients of degree at most k such that
where the summation is over some set T ′ of tuples of indices in S.
Variance of Ordering CSP Objective
In this section, we show that either an instance has a kernel on O(t) variables or the variance of Φ is high. Proof. Consider the set Q of polynomials over x 1 , . . . , x d of degree at most d. Let Q 1 be the set of polynomials in Q whose maximum in absolute value coefficient is equal to 1 or −1.
Note that Q 1 is a compact set and V (f ) is a continuous function on it. Therefore, V attains its minimum on
Now let f be a polynomial with integer coefficients of degree at most d. Denote the absolute value of its largest coefficient (in absolute value) by M . M is a positive integer and thus M ≥ 1. We have f /M ∈ Q 1 and thus
Lemma 3.4. The following claim holds for some positive parameters β k . Let I be an instance of arity at most k. Let Φ = S Φ S be the Efron-Stein decomposition of Φ. Then for every set S either
Note that all functions φ τ (x 1 , . . . , x d )q S,τ (x 1 , . . . , x n )/(2 k k!) have disjoint support, and, therefore, are pairwise orthogonal. Choose one tuple τ ∈ T ′ such that q S,τ = 0. We have,
Theorem 3.5. Let I be an instance of arity at most k, σ be a parameter. Either I has a kernel on at most (k/β k )σ 2 variables or Var [Φ] ≥ σ 2 . Moreover, there is an algorithm that either finds a kernel on at most (k/β k )σ 2 variables or certifies that
where n is the number of variables and m is the number of constraints.
Proof. Consider the Efron-Stein decomposition of Φ. Let V ′ = S:Φ S =0 {x i : i ∈ S}. Note that Φ depends only on variables in V ′ . Therefore, the restriction of I to variables in V ′ is a kernel for I. Let ν = |V ′ |. If ν < (k/β k )σ 2 , then we are done. So let us assume that ν ≥ (k/β k )σ 2 . There are at least ν/k non-empty sets S with Φ S = 0 since each such set S contributes at most k elements to V ′ . Note that E [Φ S ] = 0 for S = ∅ and hence Var [
S ≥ β k if Φ S = 0 and S = ∅. We have,
as required. Note that we compute the Efron-Stein decomposition in time O k (m + n). And then find the set V ′ again in time O k (m + n). If |V ′ | < (k/β k )σ 2 , we output the restriction of I to V ′ (which we compute in time O(m + n)). Otherwise, we output that Var [Φ] ≥ σ 2 .
Bonami Lemma
In this section, we prove an analog of the Bonami Lemma for the Efron-Stein decomposition.
Theorem 4.1. Consider f ∈ L 2 (Ω n , µ n ). Let f = S f S be the Efron-Stein decomposition of f . Denote the degree of the decomposition by d. Assume that for every S 1 , S 2 , S 3 , S 4 ,
Our starting point will be the standard Bonami Lemma for Bernoulli ±1 random variables [3, 10] .
We will consider the following probability distribution in this proof. Let Z be a random variable equal to 3 with probability 1/4 and to −1 with probability 3/4. Denote by Z the probability distribution of Z.
We now prove a variant of the Bonami Lemma for random variables distributed according to Z. Lemma 4.3. Let f : {−1, 1} n → R be a polynomial of degree at most d. Let Z 1 , . . . , Z n be independent random variables distributed according to Z. Then
Proof. Consider 2n Bernoulli random variables
are distributed in the same way as random variables Z i . Therefore,
. . , Y ′′ n of degree at most 2d. Applying Lemma 4.2 to f (Z 1 , . . . ,Z n ), we get
, and, therefore,
Claim 4.4. Let Z i be independent random variables distributed according to Z. We have,
Proof. Note that E [Z i ] = 0 and thus
Since E Z 2 i = 3 and E i∈S Z 2 i = 3 |S| , we have
Claim 4.5. Let f and C be as in the condition of Theorem 4.1. Then
To prove the claim, we will show that for every four sets S 1 , S 2 , S 3 , S 4 , the following inequality holds:
Note first that if some index j appears in exactly one of the sets S 1 , S 2 , S 3 , and S 4 then the expressions on the left and on the right are equal to 0 (by Property 3 of the Efron-Stein decomposition in Section 2.3), and we are done. So we assume that every index j in S 1 ∪ S 2 ∪ S 3 ∪ S 4 appears in at least 2 of the sets S i . Denote the number of times j appears in sets S i by m(j). By the condition of Theorem 4.1,
On the other hand,
.
We compute E Z
for m(i) ∈ {2, 3, 4}. We get EZ 2 i = 3, EZ 3 i = 6 and
, and, consequently,
Therefore, inequality (2) holds.
Proof of Theorem 4.1. By Lemma 4.3, we have
From Claims 4.4 and 4.5, we get
We are going to apply this theorem to the Efron-Stein decomposition of the function f = Φ − E [Φ]. We now show that f satisfies the condition of the theorem with some constant C that depends only on the arity of the CSP. Lemma 4.6. There exists a sequence of constants C k such that the following holds. Let I be an instance of an ordering CSP of arity at most k. Let
Proof. Note that |S 1 ∪ S 2 ∪ S 3 ∪ S 4 | ≤ 4k. So without loss of generality, we may assume that S 1 , S 2 , S 3 , S 4 ⊂ {1, . . . , 4k}. Let Q be the set of all functions of x 1 , . . . , x 4k of the form φ τ (x 1 , . . . , x k )q S,τ (x 1 , . . . , x k ), where q are some polynomials of degree at most k (not necessarily with integer coefficients). By Corollary 3.2, f S 1 , f S 2 , f S 3 , f S 4 ∈ Q. Let Q 1 = {h ∈ Q : h 2 = 1}. Note that Q 1 is a compact set (since Q is a finite dimensional space; and · 2 is a norm on it). Therefore, the continuous function W (g 1 , g 2 , g 3 , g 4 ) = E [g 1 g 2 g 3 g 4 ] is bounded when g 1 , g 2 , g 3 , g 4 ∈ Q 1 . Denote its maximum by C k (note that C k depends only on k and not on I).
Let g i = f S i / f S i 2 . We have,
as required.
Proof of Theorem 2.3
In this section we prove Theorem 2.3. We will argue first that by Theorem 3.5 either our instance I has a small kernel, or Φ has large variance. In the former case, we will apply Theorem 4. 
