Forest measurements are inherently spatial. Soil productivity varies spatially at fine scales and tree growth responds by changes in growth-age trajectories. Measuring spatial variability is a perquisite to more effective analysis and statistical testing.
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Understanding stand dynamics requires knowledge of how the stands vary through time and space. Many studies in forestry have looked at how trees grow and stands develop through time. Statistical models and methods for examining the effect of time are commonplace in ecological studies. Studied to a much lesser extent, but equally as important is the study of how space is related to tree growth and stand development.
Spatial heterogeneity is a fundamental concept to many ecological theories including patterns of succession, stand disturbance, habitat structure, and site productivity.
A need for an investigation into fine scale spatial effects on tree development exists. Microsites are patches within a stand (also called a site) that have distinct levels of productivity. These discontinuities in site productivity cause measureable changes in growth. The differences in growth rate can result in trees becoming either suppressed or dominant. The structural differences caused by these microsites are called spatially recognizable structures. These structures can be spatially analyzed.
Testing for spatial relationships, measuring spatial variance, and mapping spatial structures leads to a rich understanding of underlying ecological processes. Many interrelated processes such as depth and composition of soil layers, water and nutrient availability, decomposition rates, and macro and microfauna composition govern site and microsite productivity. All these processes affect the growth response of trees.
Recognizing and understanding these spatial patterns is integral in being able to model tree growth and understand stand dynamics.
There are many benefits of studying the spatial patterns of tree growth. Testing for spatial heterogeneity of growth will allow practitioners to make more informed decisions into site preparation and treatments by refining delineation of treatment areas.
Investigating and eventually mapping spatial structures can have economic benefits.
Application of treatments to more precise locations can save time and money. Most importantly, spatial patterns play a key role in stand development. Forest data is inherently spatial. Testing spatial heterogeneity, measuring spatial variance, and mapping spatial patterns is fundamental to understanding forest processes at a stand level.
Our methods will be a logical first step in a focused effort to better understand spatial patterns. We will use contemporary statistical techniques and provide results that can act as a starting point for further analyses and experimentation.
Literature Review
Forests develop through time and across space. Stand development and dynamics are examined, tested, and analyzed with respect to time. Temporal dependences are accounted for and its effects are measured. Spatial effects receive less attention, but are of equal importance. Forest measurements are inherently spatial. Soil productivity varies spatially at fine scales and tree growth responds by changes in growth-age trajectories.
Measuring spatial variability is a perquisite to more effective analysis and statistical testing.
Environmental scientists have a major interest in spatial analysis (Legendre & Legendre 1998) . Forest cover and tree distributions are in part determined by spatial variation (Leduc et al. 1992 ). In particular, soil patterns within forests are seen to mostly affect tree distributions (Leduc et al. 1992 ). This phenomenon is prevalent in most environmental studies because ecological measurements taken by sampling geographic space are affected by spatial components (ter Braak & Prentice 1988 , Leduc et al. 1992 , Legendre & Legendre 1998 , Peres-Neto et al. 2006 . Legendre & Legendre (1998) note that ecological processes create spatially recognizable structures, which may display spatial patterns and be the subject of spatial analysis. Hulbert (1984) , acknowledges that through mensurative experiments, which include measurements made at multiple points in space, will allow one to test hypotheses about patterns in space.
Discontinuities in soil productivity often happen at fine scales. The patches formed by these discontinuities are called microsites. These microsites cause trees to grow along different height-age trajectories (Oliver & Larson 1996) . Weber (1983) recognizes that the height-age curves for these microsites can be polymorphic (i.e curves are not proportional). Polymorphism occurs when one microsite may favor rapid early growth and another may favor rapid late growth (Oliver & Larson 1996) . Unlike anamorphic differences where curves develop proportionally, Polymorphic patterns imply that structural differences may develop at different points in time and not necessarily be exhibited evenly through time. Oliver & Larson (1996) explain that trees on good microsites are more likely to become dominant if they grow next to trees on poor microsites. This gives rise to spatially recognizable structures, which develop spatial patterns, that may be spatially analyzed (Legendre & Legendre 1998 Ordination is a common technique that is used widely by ecologists (Borcard et al. 2011 , Legendre & Legendre 1998 . At its most basic, ordination is simply the arrangement of units into some order (Goodall 1954 ). Bray (1957) observed that a rise in the use and application of ordination techniques began in the 1950's. Work such as Motyka et al. (1950) , Curtis & McIntosh (1951) , Brown & Curtis (1952) , Vries (1952) , Webb (1954) and Poore (1955) began applying and building quantitative techniques for plant community classification. Through the years ordination has been used in forestry as a useful tool in studying the variance of some response, generally vegetation composition, across a landscape (see Greig-Smith 1967 , Peet 1981 , Lahti 1987 , Martel et al. 2007 , Grimaldi et al. 2014 . Borcard et al. (1992) proposed a new method that utilized ordination techniques. This method utilized preexisting techniques in canonical analysis to partition variation into independent components. Borcard et al. (1992) used partial RDA (pRDA) to perform this task.
Redundancy analysis is the investigation of explained variance (Gittins 1985 , Legendre & Legendre 1998 . Rao (1964) was the first to describe RDA and it was later rediscovered and presented by Van den Wollenberg (1977) . The other set of explanatory variables were spatially structured (Borcard et al. 1992) . Borcard et al. (1992) described applications of pRDA that could be used to partition the variation of observed responses into components of variation. The partitioning included pure environmental, pure spatial, environmental-spatial, and undetermined components of the variation. This method allows a partition of explained variation relative to the total amount of variation. This will also allow for significance testing.
Hypothesis testing is possible with RDA, because the canonical axes (eigenvectors) are orthogonal to each other (Borcard et al. 2011) . The details of hypothesis testing go beyond the scope of this research, but it is an important concept to know because it allows for testing of spatial correlation in the data set and for testing of fractions in partial pRDA. Permutation F-tests are commonly used in ecological data sets to deal with the complex nature of the data (Legendre & Legendre 1998 , Borcard et al. 2011 ). ter Brakk & Smilauer (2002) constructed an F statistic that can examine fractional analysis via pRDA. This analysis is done in the presence of a second explanatory matrix of spatial coordinates . These methods can bring insight into whether or not spatial variables are related growth variables of trees. Once it is determined that spatial relationships exists it would be logical to address how they are manifested. This insight can be gained by cluster analysis.
Cluster analysis is the discovery of groups in data (Everitt et al. 2011 ). This is a very simple way to think about an incredibly diverse subject. Legendre & Legendre (1998) explain that clustering is a family of techniques that are undergoing rapid development. This development is in large part due to that fact that clustering is not a traditional statistical method in that there are no formal procedures to follow or hypotheses to test. There are several examples in the literature of cluster analysis with forest data, but a notable lack of literature pertaining to regular spaced, managed forest.
In the 1980's, a pulse of forestry literature utilizing cluster analysis emerged. Lorimer (1985) described how cluster analysis could be used to improve his sampling design to better understand disturbance history in the forest. Guevara et al. (1986) used cluster analysis to examine the spatial analysis of forest succession and habitat patterns for bird species. Applications of cluster analysis stayed consistent through the years with focus on forest patch diversity, canopy patterns, or disturbance patterns (see Fraver 1994 , OliveiraFilho et al. 2000 , Plotkin et al. 2002 , Steane et al. 2006 . These applications are appropriate as spatial heterogeneity of populations and communities play a central role in many ecological theories, in particular theories of succession, adaption, maintenance of species diversity, community stability, competition, parasitism, epidemics, and natural catastrophes (Legendre & Fortin 1998) . There are a great deal of algorithms and methods of clustering so, for brevity, we describe our general approach to clustering by introducing some terms:
Sequential-This algorithm works by applying a recurrent sequence of operations to the objects (trees).
Agglomerative-Agglomerative procedures begin with all objects being considered separate from one and another. This method successively groups the objects into larger and larger clusters until a single all encompassing cluster is obtained.
Hierarchical-Hierarchical methods allocate members of inferior ranking clusters to
larger, higher ranking clusters. Most of the time and in our case, this method will produce non overlapping clusters.
Non-Probabilistic-do not use parametric or non-parametric methods for estimating density functions in multivariate space. There are no probabilities linked with the association matrices.
The Lance & William general model (Borcard et al. 2011 ) for clustering encompasses many agglomerative methods and is easy translatable to many computer packages (Legendre & Legendre 1998) . The Lance & Williams algorithm is also appropriate for constrained cluster analysis when the objects in a cluster are contiguous (Legendre & Legendre 1998 ). This method is based on a similarity matrix whose elements are values that describe how related two objects are. The Lance & Williams algorithm is known as a combinatorial agglomerative method because it utilizes a similarity matrix (Legendre & Legendre 1998 ). This clustering procedure is used widely for classification of landscape and cover type (see Drewa et al. 2002 , Urban et al. 2002 , Snelder et al. 2004 , Perrin et al. 2006 , Divíšek et al. 2014 . Through the clustering process and analysis we will be able to develop maps of spatial correlation (Legendre et al. 2009 , Legendre 2012 .
Currently, there are several criteria to determine the appropriate number of clusters.
Among these are the adjusted R 2 , AIC, and cross validation residual error (CVRE). These criteria are probably not going to be very effective (pers. comm. Pierre Legendre September 8 th 2014). The most informative criterions will probably be the CalinskiHarabasz statistic (CH) and the number of groups in the pruned tree (PT) (pers. comm.
Pierre Legendre September 8 th 2014). There are many ways to select the number of clusters but it is most important that cross validation be preformed. This can be statistical (CH and PT) or nonstatistical such as visual inspection of ordination graphs (Legendre & Legendre 1998 ).
This investigation will use current techniques of pRDA and constrained cluster analysis to explore how spatial variables explain structure in a managed regular spaced plantation. We will test for spatial relationships in the data and then explore how those spatial relationships are manifested into spatially recognizable structures. The objectives of this research are to measure, test, and map spatial variability in forest plots. This entails:
1. Simulate stands with varying levels of within plot heterogeneity.
a. Test effectiveness of pRDA to detect no spatial correlations in a control plot with no microsites. This will be measured by success or failure to detect spatial relationship.
i. Simulate 100 times at each level of variability ii. Estimate probability of detecting no spatial pattern b. Test effectiveness of constrained cluster analysis to detect number of microsites (k) of our specified spatial patterns with known k. This will be measured as a success or failure to detect correct number of groups.
i. Simulate 100 times for each combination of variability and difference in mean.
ii. Estimate probability of successful detection by each criterion.
c. Preform a misclassification test to estimate percent of trees correctly allocated to its each microsite when using a specified criterion.
i. Estimate probability of misclassification by each criterion.
Methods

Simulation
Sites representing 625 trees (25x25) were simulated. Within each site, patterns of microsites were embedded. The simulations replicated 5 sites with distinct spatial patterns (figure 1), each with different microsites. Response and explanatory variables are generated randomly. The response variables are diameter at breast height (DBH) and total tree height (H). The DBH values are generated separately for each microsite. R software is used to draw randomly from a normal distribution of a specified mean DBH and coefficient of variation (CV) for each microsite. For K microsites we have ! < ! < ⋯ < ! , where ! is the mean DBH for the jth microsites (subplot). For each simulation the CV was equal among all microsites. That is, !"#~( ! , ! ), where ! is chosen to achieve a prespecified value of = ( ÷ ) * (100%). Heights are calculated based on known diameter-height relationships. Equation (1) from Sabatia and Burkhart (2013) can be used to model heights.
The parameter estimates from Sabatia and Burkhart (2013) are from a loblolly pine study of similar planting conditions. Where H ijk is the total height and DBH ijk is the diameter at breast height of the kth tree in the jth microsite of the ith simulation. The index values range from, i=1…100, j=1…k, and k=1…K 0 is the upper asymptote parameter and 1 is the rate parameter, and !"# is is the random error due to the kth tree !"# = 20.382 For each spatial pattern (figure 1) we varied differences in mean DBH among the microsites and plot CV. The reason for this is to study how our spatial analysis will handle different spatial structures. All four spatial patterns (excluding the control) were simulated following the parameters of Table 1 . This means that for each spatial pattern eight different parameters were used for the simulation. Each cell in table 1 represents assigned differences among microsites. Using the triplot as an example, row two and column two has (2,10%), so for this simulation microsites differed in mean DBH values successively by 2 inches and each microsite had a coefficient of variation of 10%. Three sets of DBH values were then generated randomly using R and these were DBH 1~N (5, .25), DBH 2~N (7, .49), DBH 3~N (9, .81). Using equation (2) heights were then calculated and each of these values were assigned to a spatial coordinate within its appropriate microsite. The appropriate microsite was determined by its mean SI value, so the matches were SI=70
with DBH 1~N (5, .25), SI=75 with DBH 2~N (7, .49), and SI=80 with DBH 3~N (9, .81).
Microsite number was assigned based on when it first appeared in the tree order. Tree 1 is located on the upper left corner of the plot, tree 2 and 3 follow from left to right of the row, then down each row successively. This continues down to tree 625 that is located in the bottom right corner of the plot. Using the free plot as an example, microsite 1 is green (tree 1), microsite 2 is red (starts at tree 69), microsite 3 is yellow (starts at tree 174), up to microsite 5 that is light blue (starts at tree 406). Each spatial pattern with k>1 underwent 100 simulations for each cell in table 1. The control plot (k=1) underwent 1000 simulations for the four levels of CV. The control plot was tested with partial redundancy analysis and not clustering analysis so it was much more time efficient.
Table 1
Shows the difference in mean DBH and CV for microsites.
Coefficient of Variation Difference in Mean DBH
The simulations were all run using the R software. We used the "vegan" and the "const.clust" packages in R to analyze the data and "nb2listw(tri2nb())" function to apply spatial constraints. Constrained clustering methods take into account more information than other types of clustering. In our analysis spatial information is used to build clusters and to make results more interpretable. For spatial contiguity, the only admissible clusters are those that obey a contiguity relationship (Legendre & Legendre 1998 ). Spatial contiguity is described by a connection scheme. We spatially constrained the cluster analysis by Delaunay triangulation methods (discussed later). The spatial constraint forces the clusters to be restricted the same way a microsite is restricted-spatially. This is a more interpretable form of cluster analysis in our case because we want our cluster map 5% 10% 15% 20% 1 (1, 5%)
(1, 10%) (1, 15%) (1, 20%) 2 (2, 5%) (2, 10%) (2, 15%) (2, 20%) to mirror our spatial patterns (map of known microsites). A microsite is a spatially constrained patch, containing two or more trees, that has dissimilar site productivity from the surrounding area. Two microsites that have the same productivity but are not spatially connected are considered to be two distinct microsites and therefore we would expect 2 distinct clusters to identify them.
For each run of the constrained cluster simulation, we examined the selection criteria for c=2,…,10 clusters in the data. The sites can be investigated for c=2,…,n-1 clusters in the data, but for our analysis c=2,…,10 is sufficient. We then saved the number of clusters estimated by each criterion. For example, when using the CH statistic as a criterion we choose the number of clusters with the highest CH value (higher values are better). The number of clusters picked by the CH was then stored into a new matrix with the other "best" selections by PT, AIC, R, and CVRE. We are using our cluster maps to estimate locations of microsites (our known spatial pattern). Since the microsites are known and generated by us, we can compare the effectiveness of the cluster maps to estimate or number of microsites.
After completing the constrained cluster simulations, we computed the probability of successful (POS) detection of known microsites for each spatial pattern by each criterion. This was done by counting the number of times each criterion correctly identified the known number of microsites for each simulation. Each time the criterion was correct we counted 1, otherwise we counted zero. This was done a hundred times for each simulation (n=100). The POS ( ) is the probability a constrained clustering criterion will correctly determine the number of microsites in the data. The calculations of POS are a series of Bernoulli trials:
For all POS values that exceeded 80% we ran misclassification simulations. The misclassification simulations would examine how each tree is allocated based on the criterion. For a single run of "const.clust" trees were all assigned a cluster based on the criterion. If the assigned cluster of each tree matched the known microsite then it was a successful grouping. If the assigned cluster did not match the known microsite then the tree was misclassified. Ideally, cluster arrangements mirror microsite arrangements. Each misclassification simulation was run 50 times. At the end of the simulation the number of misclassified trees were summed and divided by the total number of trees involved. The resulting value was the probability of misclassification by criterion. The misclassification simulations estimated the probability of misclassification by criterion.
Analysis
All trees in the control plot come from the same distribution. Therefore the spatial structure should be homogenous. To test spatial homogeneity we use the redundancy equation (3). 
where n is the number of objects and m is the number of explanatory variables. 
Figure 2
Illustrates the partitioning method. (Legendre & Legendre 1998 ).
Next, we tested the effectiveness of pRDA to detect spatial relationships in a control plot. We expect to accept the null hypothesis of no spatial relationship. We iterated this process 1000 times and measured its success rate. In our case, we considered it a success to accept the null hypothesis. Here, we used the permutation F test (Borcard et al. 2011 ) to test significance of explanatory and spatial components. Since we are most interested in fraction [c], we will show the process for it here. We use an ANOVA like F test (eq. 5) to investigate the effectiveness of W on explaining the variation in Y.
The numerator is the contribution to the variance of Y from W after removing the contribution of X. The denominator (RSS) is the sum of the unconstrained eigenvalues To analyze spatial structures we implement spatially constrained cluster analysis using the R software package "const.clust". The purpose of this analysis was to identify spatially recognizable structures in tree growth of our known maps. For this procedure we had to specify which distance metric we would use and which connection network.
Distance metrics are used to measure the association between two objects (trees).
The smaller a distance value or closer it is to zero the more related object (trees) are structurally. In our data, two trees that are identical would have a distance value of 0. The most common metric measure is the Euclidean distance (Legendre & Legendre 1998 ).
We used Euclidean distances (eq. 6) among objects using non-geographic information to create our dissimilarity matrix (D).
For equation (6), r=row of matrix Y, c=column of matrix Y, and p is the number of variables in matrix Y. For one of our simulations, r=1…625, and p=2. This step is typical in many clustering algorithms, but in the next steps we impose spatial constraints on the dissimilarity matrix (Figure 3) , which is information typically not incorporated into clustering analysis.
Prior to preforming spatially constrained clustering it is important to state which trees are neighbors in space. In order for a tree to enter a cluster it has to be a neighbor to it in space. The only admissible clusters in a spatially constrained analysis are those that obey the contiguity scheme. We relate clusters to microsites by constraining clusters so they are spatially defined in the same way as a microsite. A cluster is then a contiguous patch or group of trees that are structurally unlike the rest of the trees. Microsites create spatially recognizable structures in tree growth due to differences in productivity. This is the link from clusters to microsite and because of this we expect cluster location to parallel microsite location. Microsites create the structural differences which clustering recognizes.
The Delaunay triangulation uses spatial coordinates to identify neighbors. This is how we define contiguity. To determine neighbors we produce a list of connection edges to create a contiguity matrix containing 1's for connected and 0's elsewhere (based on spatial coordinates of plot map). The contiguity matrix is how we spatially constrain our cluster analysis. The 1's and 0's are how we define neighbors and create connections among the trees. The Delaunay triangulation method states that for any triplet of noncollinear points A, B, and C the three edges connecting these points are included if and only if the circle passing through these points (figure 3) include no other point (Legendre & Legendre 1998 ). This criterion is a robust method for defining contiguity. This connection scheme works well with regular grids and is adaptable to various patterns of planting grids and will transfer well to real plots that are slightly irregular.
Figure 3
Illustrates the circles used in Delaunay triangulation. Black dots represent the objects (trees in our data), red dots represent the center of each circle used to circumscribe three points, and the thick black lines connect "neighbors" (Wikipedia, November 3 rd , 2014).
The spatial constraint allows only connected trees to be clustered together. This prevents a scattering of cluster assignments on the map. Instead, clusters form distinct clumps. The cluster analysis results can be mapped with the spatial coordinates of the trees. The resulting map shows cluster assignment of each tree. When compared to our map of known microsites, we expect clusters to form over microsites and for trees within a microsite to be assigned the same cluster number. Figure 4 illustrates the general framework for how a dissimilarity matrix interacts with the contiguity matrix to create a spatially constrained dissimilarity matrix suitable for constrained clustering. The Hadamard product between the dissimilarity matrix and contiguity matrix creates a constrained dissimilarity matrix where distance values exist only where neighbors were previously defined by the contiguity matrix. Our data file consists of growth information on 625 trees. A 625x625 dissimilarity matrix is created from equations (6). The more akin any two trees are in structure the closer to 0 is their dissimilarity value. We then create a 625x625 contiguity matrix of 1's and 0's where 1's mark neighbors as defined by Delaunay triangulation and 0's elsewhere. The Hadamard product for our data is the dissimilarity in growth among neighboring trees. We iterate this process 100 times for each combination of spatial pattern and parameter values. After the iteration process is completed we can examine how successful the criteria were at detecting spatial patterns. We explored the probability of successfully allocating a tree to the correct microsite. The cluster map should reflect the microsite map if each tree is assigned correctly from the clustering algorithm. This is a simple process where we count 1 if tree i is correctly grouped into a cluster and 0 otherwise. Probability of success is p and n=625 is the number of trees per simulation.
By the central limit theorem:
We can then compute the confidence interval:
Results
Simulations for the control plot indicated that pRDA is an effective method for testing of spatial homogeneity. For these simulations a "success" was considered to be those situations where the F test (equation 5) failed to reject the null hypothesis of no linear relationship between the response and spatial coordinates. We found a high success rate at each level of CV. Table 2 shows the success rates for our simulations. Table 2 Shows the probability for detection of spatial homogeneity for the control plot.
The CH statistic and PT were the only two criteria to successful detect the correct number of microsites. The CH statistic is an F statistic comparing the among cluster sum of squares to the within cluster sum of squares (Borcard et al. 2011) . The PT is a cross validation procedure that determines the best number of groups based on a relative error ratio of the dispersion unexplained by the cluster tree divided by the overall dispersion of the response data (Borcard et al. 2011) . For evaluation, the algorithm produces a specified range of clusters to evaluate. We examined 2 through 10 clusters for each simulation. For each number of clusters we would get a value from each criterion. The number of clusters corresponding to the highest CH statistic is best, or in the case of the PT it was the cluster number with the lowest relative error ratio. With this in mind, we are reporting probability of successful detection of both the CH and PT, but only the misclassification rates of the CH statistic.
There were two main expectations. The first is that less complex spatial patterns (biplot being the least and free plot the most complex) would be correctly detected more often than the complex patterns. The second was that for both the 1 inch and 2 inch difference in mean DBH, probability of detection would drop with increased amounts of variation.
As expected, the biplot was consistently detected the most by the CH statistic and the free plot the least (figures 5 & 6). Interestingly, the triplot and quadplot alternate in their relative success between figures 5 & 6. The low probability of successful detection using the PT was unexpected (figures 7 & 8). The more complex patterns were generally detected more often than the less complex spatial patterns. The PT criterion was not successful in detecting the biplot in all scenarios, but was relatively successful with the quadplot.
Figure 5
Illustrates the probability of successful detection by the CH statistic when the difference in successive mean DBH values between k groups is 1 inch.
Figure 6
Illustrates the probability of successful detection by the CH statistic when the difference in successive mean DBH values between k groups is 2 inch.
Figure 7
Illustrates the probability of successful detection by the PT when the difference in successive mean DBH values between k groups is 1 inch.
Figure 8
Illustrates the probability of successful detection by the PT when the difference in mean DBH values between successive k groups is 2 inch. The CH statistic was consistently the best criterion. Since the CH was the best choice for selection criterion we preformed a misclassification test on all situations were the successful detection by the CH was above 80% (our threshold for an adequate success rate). The interpretation of the values in tables 4 and 5 are the probability that a tree will be correctly allocated when using the CH statistic. This is not a conditional probability (i.e. given CH identified 2 microsites). The misclassification rates were generally expected with the probability of misclassification generally increasing from left to right and from top to bottom. Range of misclassification was 0% for the biplot, triplot, and quadplot at 5% CV and 2 inch difference to 16% for the biplot at 15% CV and 1inch difference. Table 4 Shows the probability of tree misclassification when using the CH statistic at a mean difference in successive DBH values at 1inch. 
Coefficient)of)Variation
Discussion
The POS for the free draw pattern is anomalous. For both the PT and CH statistics, the POS of the free draw pattern seems to peak at approximately 15% CV.
What is most peculiar is that the POS appears to rise from 5% to about 15% CV, like the other patterns we expect a decrease in POS from low to high values of CV. There are three distinct features about the free plot that are plausible explanations for this occurrence. First is that the free plot has irregular shaped microsites. The irregular pattern of the microsites can influence which trees are usurped into a cluster. Connection schemes are carefully chosen before clustering is done in order to mitigate for possible influences from how objects (trees) and groups (microsites) are spatially dispersed. As described earlier, we choose Delaunay triangulation for our connection scheme that provides at least 2 neighbors for each tree in our simulated stand. Based on review of our contiguity matrix this seems an unlikely cause of free plot POS behavior. Possible neighbors include within and among microsite trees. Even for the smallest microsites, trees were neighbors (spatially constrained) with other trees in their microsite. Second, the free plot has a fifth microsite and is the most complex stand we simulate. This is a cause for change in the POS, but not a factor that will cause the POS to rise from low to high CV values. Like the other patterns, as we add an additional microsite we see a general decrease in POS compared to the previous less complex pattern. This too is an unlikely candidate. Third, the five microsites are all different sizes. Size is not always equal among microsites due to the odd number of rows and columns in our stand, but up to the free plot they were as close as possible. The number of trees per microsite in the free plot ranged from 10 trees to 506 trees. This means that the five distributions for each microsite have a varying number of trees, as well as different means and variances. It is likely that to minimize the CH statistic and the CVRE (the statistic minimized for the PT)
trees from other distributions were simply split or taken into other distributions. It is most likely that the erratic POS across the CV values for the free plot were due to the large range in sizes of each microsite. This could have likely caused an overplotting effect that creates uncertainty in cluster assignment due to ranges in microsite values. The erratic behavior of the POS for the free plot is subject for further investigation and may require additional simulations and analysis.
Cluster analysis is difficult to validate. In some instances, mostly with the biplot, we measured a success rate of 100%. Although we do not know the spatial patterns in practice, we are still able to apply our algorithm. Through our simulations we were able to mimic real situations and gather information that will allow us to make more informed decisions. Given our findings, the CH statistic in our opinion is the best choice. There are a few interesting topics to mention pertaining to our results. These topics are applications to real data, validating with multiple methods, and extensions of this work.
Forest data is inherently complex. There are a plethora of variables that can alter growth. These variables include soil chemical reactions to stochastic weather including ice storms and lightning. We have known that productivity varies at very fine scales as a result of many processes. When we examine a forest plot we do not know how many groups are in the data so we can follow two procedures. First, we would want to know if there is a spatial component to our data, we could use pRDA to test for this. If there is a significant spatial relationship we can proceed to using cluster analysis. Spatially constrained cluster analysis is well suited for describing its structure and the CH statistic is the best criterion to follow. Clustering analysis has some promising applications in forestry. Even close approximations of structural differences may give foresters better ideas of how to apply expensive fertilizer and herbicidal treatments. It is fully expected that refinements in clustering techniques will improve management by foresters on the ground. Further investigation will need to ultimately be done. This includes modeling trees with software that includes complex competition interactions in estimating growth. Also, these methods will need to be compared with fine scale soil maps that measure productivity between trees.
There is further work that needs to be done, but this is certainly a first step in developing a richer understanding of growth dynamics of forest plots. For the first time we have information on how to more effectively measure clusters in a forest plot. Our investigation indicates that the CH statistic is best suited for cluster analysis in forestry applications.
