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Abstract
We give a definition of the fractional Laplacian on some noncompact manifolds,
through an extension problem introduced by Caffarelli-Silvestre. While this definition
in the compact case is straightforward, in the noncompact setting one needs to have a
precise control of the behavior of the metric at infinity and geometry plays a crucial
role. First we give explicit calculations in the hyperbolic space, including a formula for
the kernel and a trace Sobolev inequality. Then we consider more general noncompact
manifolds, where the problem reduces to obtain suitable upper bounds for the heat
kernel.
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1 Introduction and statement of the results
There are extensive works involving fractional order operators. In particular, nonlinear
or free boundary problems involving fractional powers of the Laplacian (−∆)γ appear
naturally in applications (see for instance [73, 68] and the references therein). As pseu-
dodifferential operators, the classical definitions involve functional analysis and singular
integrals. They are nonlocal objects, which means that a priori estimates and maxi-
mum principles are not easy to obtain. However, in the Euclidean case, Caffarelli and
Silvestre have developed in [11] an equivalent definition using an extension problem in
one more dimension in terms of a degenerate elliptic equation with A2 weight, of the
type studied by Fabes-Jerison-Kenig-Serapioni [27, 28].
On the other hand, from the geometry side there is the work of Graham-Zworski [35]
that studies a general class of conformally covariant operators Pγ defined on a compact
manifoldMn. These operators are defined through scattering theory [57] whenM is the
boundaryMn of a conformally compact Einstein manifold. In [16] both the geometrical
and the PDE points of view were reconciled and, in particular, the fractional Laplacian
on the sphere Sn (or Rn through stereographic projection) is defined from scattering
theory in the Poincare´ ball.
It is possible then to formulate fractional Yamabe-type problems for Pγ , as consid-
ered in [33], where the main ingredients needed in the proof are a Hopf’s maximum
principle, elliptic estimates and a sharp Sobolev trace inequality. These are shown by
means of the extension formulation of Caffarelli-Silvestre its generalization on manifolds
by [16].
However, if Mn is a noncompact manifold with a Riemannian metric gM , these
methods are not available in general since it is not clear how to define fractional order
operators in the noncompact setting. One can give a reasonable definition when M is
an open dense set in a compact manifold Mˆ and the metric gM is conformally related to
a smooth metric gˆ on Mˆ . Namely, we can define Pγ by demanding that a conformally
covariant relationship holds. Note, however, that this is not as simple as it first appears.
In [32] singular fractional Yamabe problems were considered in the particular case that
M = Sn\Λ, where the singular set Λ is a smooth k-dimensional submanifold and gM
a complete metric with controlled growth near the singular set. Not much is known in
the general noncompact case.
In the present paper we try to formulate an extension problem for the fractional
Laplacian (−∆M )γ on hyperbolic space and on some other noncompact manifolds. It
is a very interesting open question to set up a conformally covariant version of the
operator (that has the same principal symbol as (−∆M )γ); we hope to return to this
problem elsewhere.
More precisely, we will give sufficient conditions on the underlying manifold for the
following to hold:
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Theorem 1.1. Let Mn be a n-dimensional complete, non-compact manifold with a
Riemannian metric gM satisfying any of the conditions in Proposition 3.3, which in
particular include hyperbolic space Hn. Let g be the product metric on M × R+ given
by g = gM + dy
2. Set γ ∈ (0, 1) and a = 1− 2γ. For any given f ∈ Hγ(M), there exists
a unique solution of the extension problem{
divg (y
a∇gu)(x, y) = 0 for (x, y) ∈M × R+,
u(x, 0) = f(x) for x ∈M, (1.1)
Moreover, the fractional Laplacian on M is well defined and can be recovered through
(−∆M )γf = −dγ lim
y→0
ya ∂yu, (1.2)
for a constant
dγ = 2
2γ−1 Γ(γ)
Γ(1− γ) . (1.3)
In view of the definition of the metric g, the extension problem (1.1) writes ∂yyv +
a
y
∂yv +∆Mv (x, y) = 0 for (x, y) ∈M × R+,
v(x, 0) = f(x) for x ∈M.
(1.4)
In the case of hyperbolic space one is able to carry out very explicit calculations, since
Fourier analysis and harmonic analysis tools are available. Indeed, Hn is the simplest
example of a symmetric space of rank one. In addition, we give a precise formula for
(−∆Hn)γ in terms of a singular integral obtained as convolution with a well behaved
kernel (see Theorem 2.5). Elliptic a priori estimates may be obtained by understanding
the asymptotics of this kernel; we show Ho¨lder estimates as an application.
These results allow to set up semilinear problems for the fractional Laplacian on
hyperbolic space. When the nonlinearity comes from a double well potential, one has
existence and uniqueness of layer solutions, as well as some symmetry results (see [34]).
Semilinear equations for the usual Laplace-Beltrami operator on hyperbolic space
were studied in [55, 13], for instance, in relation to conformal geometry. In their works,
a Sobolev inequality for the hyperbolic Laplacian appears naturally [56]. In [44], the
authors study the Paneitz operator on hyperbolic space, that is a conformally covariant
operator of order 4. Higher order Sobolev inequalities were considered in [54].
It is still an open question to set up the conformal geometry interpretation of the
hyperbolic fractional Laplacian, and to study the associated fractional Yamabe prob-
lems. One first step is to obtain trace Sobolev embeddings. This is the content of
Theorem 2.9. The key idea, as in the Euclidean case, is to study the energy associated
to problem (1.4), which allows to obtain sharp inequalities. Note that the best constant
in this embedding is related to the Yamabe constant in the model case for the fractional
Yamabe problem.
From the probability point of view, see the survey [18] for a construction of fractional
Le´vy Brownian fields on hyperbolic space.
We note here that the fractional Laplacian on the torus constructed from the exten-
sion (1.1) has been considered in [64], using a double Fourier series expansion. However,
as we have mentioned, the question on noncompact manifolds, where Fourier analysis
is not available, is more delicate and not much is known. Here we try to give a first
approach.
The relation between heat kernel and fractional powers of an operator is a very old
one. From the spectral theory and functional calculus point of view, Stinga and Torrea
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[68] show that one can define the fractional Laplacian on a domain Ω ⊂ Rn through the
extension (1.1) provided that the heat kernel associated to −∆Ω exists and it satisfies
some decay properties. Since the heat kernel on general noncompact manifolds has
been extensively studied depending on the underlying geometry, we take this approach
to prove Theorem 1.1.
The organization of the paper is as follows: In section 2, based on the results in Rn,
we concentrate on definitions and properties of the fractional Laplacian on hyperbolic
space. We include a definition in terms of the Fourier transform (subsection 2.2), an
expression in terms of a singular integral (Theorem 2.5 and its proof in subsection 2.3.1)
and the relation with an appropriate extension problem (both in terms of a Poisson
kernel and and energy formulation, in subsections 2.3.1 and 2.3.2 respectively). These
results imply regularity, a Hopf’s maximum principle and sharp trace Sobolev inequality.
We finish section 2 by discussing how to extend the previous results to other harmonic
groups (subsection 2.4). In section 3 we start by discussing a general framework under
which the results in [68] can be generalized to non-compact manifolds. In order to
carry the construction of a fractional Laplacian, it is necessary to obtain bounds on the
heat kernel. These bounds are discussed in subsection 3.2. In the following subsections
we workout examples of manifolds that fulfill the required conditions. Among these are
symmetric spaces, some geometrically finite hyperbolic manifolds, a class of rotationally
symmetric manifolds and certain manifolds with ends.
Aknowledgements: the authors would like to thank Thierry Couhlon for useful
remarks on §3.2 and to the anonymous referee.
2 The extension problem on hyperbolic space
The real hyperbolic space Hn, n ≥ 2, is the simplest example of Riemannian symmetric
spaces of the noncompact type. Fourier analysis on (noncompact) Riemannian sym-
metric spaces has been well studied. We refer to Helgason’s books [47, 49, 48] for the
basic Fourier theory, to [2] for the theory of Lp multipliers and to [4] for heat kernel
and Green function estimates.
2.1 Notations and definitions
Several models for the n-dimensional hyperbolic space Hn have been considered in the
literature. Here we will define it as the upper branch of a hyperboloid in Rn+1 with
the metric induced by the Lorentzian metric in Rn+1 given by −dx20 + dx21 + . . .+ dx2n.
More precisely, we take
H
n = {(x0, . . . , xn) ∈ Rn+1 : x20 − x21 − . . .− x2n = 1, x0 > 0}
= {x ∈ Rn+1 : x = (cosh r, sinh r ω), r ≥ 0, ω ∈ Sn−1},
with the metric
gHn = dr
2 + sinh2 r dω2,
where dω2 is the metric on Sn−1. Under these definitions the Laplace-Beltrami operator
is given by
∆Hn = ∂rr + (n− 1)cosh r
sinh r
∂r +
1
sinh2 r
∆Sn−1
and the volume element is
sinhn−1 r dr dω.
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We denote by [·, ·] the internal product induced by the Lorentzian metric
[x, x′] = x0x′0 − x1x′1 − . . .− xnx′n.
The hyperbolic space is invariant under SO(1, n), the group of Lorentz transformations
of Rn+1 that preserve this inner product. Hn can be actually defied as the quotient
between the orbit SO(1, n)e0 of the origin e0 = (1, 0, ..., 0) by the stabilizer of e0, so
that
H
n ≈ SO(1, n)
SO(n)
.
In particular, using Cartan’s decomposition, hyperboloids are symmetric spaces of rank
one. Finally, let us recall that, by means of stereographic projection through the hyper-
boloid origin, Poincare´’s disk model is recovered, and from the disk model one obtains
the model of the upper half-space by performing an inversion in a boundary point of
the ball.
2.2 Fourier transform and the fractional Laplacian
We start by reviewing some basic facts about Fourier transform on hyperbolic space,
see [31], [47] and [70].
Recall first that in Rn the Fourier transform is given by
fˆ(ξ) =
∫
Rn
f(x)e−ix·ξdx.
Notice that the functions e−ix·ξ are generalized (in the sense that they do not belong to
L2) eigenfunctions of the Laplacian associated to the eigenvalue −|ξ|2. Moreover, the
following inversion formula holds
f(x) =
1
(2π)n
∫
Rn
fˆ(ξ)eix·ξdξ.
Similarly, in Hn we consider the generalized eigenfunctions of the Laplace Beltrami
operator:
hλ,θ(x) = [x, (1, θ)]
iλ− n−12 , x ∈ Hn,
where λ ∈ R and θ ∈ Sn−1, that satisfy
∆Hnhλ,θ = −
(
λ2 + (n−1)
2
4
)
hλ,θ.
In analogy with the Euclidean setting, the Fourier transform can be defined as (see [47,
Chapter III, equation (4)] or [31, Chapter 3, equation 3.5]),
fˆ(λ, θ) =
∫
Hn
f(x)hλ,θ(x) dx,
for λ ∈ R, ω ∈ Sn−1, where dx is the volume element in hyperbolic space. Moreover,
the following inversion formula holds:
f(x) =
∫ ∞
−∞
∫
Sn−1
h¯λ,θ(x)fˆ(λ, θ)
dθ dλ
|c(λ)|2 ,
where c(λ) is the Harish-Chandra coefficient:
1
|c(λ)|2 =
1
2
|Γ(n−12 )|2
|Γ(n− 1)|2
|Γ(iλ+ (n−12 )|2
|Γ(iλ)|2 .
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Similarly, Plancherel formula holds:∫
Hn
|f(x)|2 dx =
∫
R×Sn−1
|fˆ(λ, θ)|2 dθ dλ|c(λ)|2 . (2.1)
It is easy to check by integration by parts for compactly supported functions (and
consequently, for every f ∈ L2(Hn)) that
∆̂Hnf(λ, θ) =
∫
Hn
∆Hnf(x)hλ,θ(x) dx =
∫
Hn
f(x)∆Hnhλ,θ(x) dx
=−
(
λ2 + (n−1)
2
4
)
fˆ(λ, θ).
Having in mind the theory of spherically symmetric multipliers, we define the fractional
Laplacian on hyperbolic space (−∆Hn)γf as the operator that satisfies
̂(−∆Hn)γf =
(
λ2 + (n−1)
2
4
)γ
fˆ .
Due to the inversion formula we could write
(−∆Hn)γf(x) =
∫ ∞
−∞
∫
Sn−1
h¯λ,θ(x)
(
λ2 + (n−1)
2
4
)γ
fˆ(λ, θ)
dθ dλ
|c(λ)|2
=
∫ ∞
−∞
[∫
Hn
(
λ2 + (n−1)
2
4
)γ
kλ(x, x
′) f(x′) dx′
]
dλ,
with
kλ(x, x
′) =
1
|c(λ)|2
∫
Sn−1
h¯λ,θ(x)hλ,θ(x
′) dθ.
Since the Laplacian commutes with the action of g ∈ SO(1, n) we have that
kλ(x, x
′) = kλ(gx, gx′), (2.2)
and in particular,
kλ(x, x
′) = kλ(dHn(x, x′)).
Denote ρ = dHn(x, x
′). It is natural to define the singular kernel
Kγ(ρ) =
∫ ∞
−∞
(
λ2 + (n−1)
2
4
)γ
kλ(ρ) dλ, (2.3)
and to (formally) calculate
(−∆Hn)γf(x) =
∫
Hn
f(x′)Kγ(dHn(x, x′)) dx′
Note that, by the invariance of the problem by SO(1, n), we may rewrite the singular
integral as follows: let gx be a transformation that takes 0 into x, and change variables
x′ = gxx˜. Since gx is an isometry, ρ = dHn(x′, x) = dHn(x˜, 0). Then
(−∆Hn)γf(x) =
∫
Hn
f(gxx˜)Kγ(dHn(x˜, 0)) dx˜. (2.4)
In the following we aim to make this formulation precise. For that, we need to recall
the following formulas for kλ (see, for instance, [7]), where by
∂ρ
sinh ρ we mean first the
derivative operator ∂ρ, and then the multiplication by
1
sinh ρ .
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Lemma 2.1. We have that
kλ(ρ) =
(
∂ρ
sinh ρ
)n−1
2
(cosλρ) (2.5)
for n ≥ 3 odd, and for n ≥ 2 even,
kλ(ρ) =
∫ ∞
ρ
sinh r√
cosh r − cosh ρ
(
∂r
sinh r
)n
2
(cosλr) dr. (2.6)
Remark 2.2. Note that kγ(ρ) is an even function, and so is Kγ(ρ) from (2.3).
We will also need this well known result (see [1]):
Lemma 2.3. The solution of the ODE
∂ssϕ+
α
s
∂sϕ− ϕ = 0.
may be written as ϕ(s) = sνψ(s), for α = 1− 2ν, where ψ solves the is the well known
Bessel equation
s2ψ′′ + sψ′ − (s2 + ν2)ψ = 0. (2.7)
In addition, (2.7) has two linearly independent solutions, Iν ,Kν , which are the modified
Bessel functions; their asymptotic behavior is given precisely by
Iν(s) ∼ 1
Γ(ν + 1)
(s
2
)ν (
1 +
s2
4(ν + 1)
+
s4
32(ν + 1)(ν + 2)
+ . . .
)
,
Kν(s) ∼ Γ(ν)
2
(
2
s
)ν (
1 +
s2
4(1− ν) +
s4
32(1− ν)(2 − ν) + . . .
)
+
Γ(−ν)
2
(s
2
)ν (
1 +
s2
4(ν + 1)
+
s4
32(ν + 1)(ν + 2)
+ . . .
)
,
for s→ 0+, ν 6∈ Z. And when s→ +∞,
Iν(s) ∼ 1√
2πs
es
(
1− 4ν
2 − 1
8s
+
(4ν2 − 1)(4ν2 − 9)
2!(8s)2
− . . .
)
,
Kν(s) ∼
√
π
2s
e−s
(
1 +
4ν2 − 1
8s
+
(4ν2 − 1)(4ν2 − 9)
2!(8s)2
+ . . .
)
.
We now look at the asymptotics of the kernel defined in (2.3):
Theorem 2.4. For γ ∈ (−1/2, 1) it holds that
• For n ≥ 3 odd,
Kγ(ρ) = αγ
(
∂ρ
sinh ρ
)n−1
2
ρ−
1
2−γK− 12−γ
(
n−1
2 ρ
)
, (2.8)
• When n ≥ 2 is even,
Kγ(ρ) = αγ
∫ ∞
ρ
sinh r√
cosh r − cosh ρ
(
∂r
sinh r
)n
2 [
r−
1
2−γK− 12−γ
(
n−1
2 r
)]
dr.
Here K− 12−γ is the solution to the modified Bessel equation given by Lemma 2.3.
Additionally, Kγ(ρ) has the asymptotic behavior:
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i. As ρ→ 0,
Kγ(ρ) ∼ ρ−n−2γ . (2.9)
ii. As ρ→∞,
Kγ(ρ) ∼ ρ−1−γe−(n−1)ρ.
Proof. We assume that n is odd; the calculations for n even are similar. Using (2.5) we
have formally for n ≥ 3 that
Kγ(ρ) =
(
∂ρ
sinh ρ
)n−1
2
(∫ ∞
−∞
(
λ2 + (n−1)
2
4
)γ
cosλρ dλ
)
=
(
∂ρ
sinh ρ
)n−1
2
(∫ ∞
−∞
(
λ2 + (n−1)
2
4
)γ
e−iλρ dλ
)
.
The last equality follows from
(
λ2 + (n−1)
2
4
)γ
sinλρ being odd.
Notice that the equality above holds when γ < − 12 , while for bigger values of γ needs
to be interpreted in the sense of distributions. Hence, we need to compute first the dis-
tributional Fourier transform (in R) of h(λ) :=
(
λ2 + (n−1)
2
4
)γ
. Since
(
λ2 + (n−1)
2
4
)γ
is a tempered distribution, it has Fourier transform which is also tempered distribution.
Moreover, (
λ2 + (n−1)
2
4
)
∂λh = 2λγ h.
Taking Fourier transform, we have(
−∂ρρ + (n−1)
2
4
)
(iρ hˆ) = 2γ (i∂ρhˆ),
or equivalently
ρ ∂ρρhˆ+ 2(1 + γ) ∂ρhˆ− (n−1)
2
4 ρ hˆ = 0.
By performing the change of variables s = n−12 ρ and denoting ϕ(s) = hˆ(ρ), we obtain
the ODE
∂ssϕ+
2(1 + γ)
s
∂sϕ− ϕ = 0.
From Lemma 2.3 we have the solution may be written as
hˆ(ρ) = ρ−
1
2−γ
(
αγK− 12−γ
(
n−1
2 ρ
)
+ βγI− 12−γ
(
n−1
2 ρ
))
,
where K− 12−γ , I− 12−γ , are the solutions to the modified Bessel equation given in the
same Lemma.
Since h is a tempered distribution, hˆ can at most have polynomial growth, hence,
necessarily βγ = 0. Notice that for γ < 0 the function hˆ is integrable near ρ = 0, while
for γ > 0 it will need to be interpreted in the principal value sense (see Theorem 2.5
below). Moreover, recalling the asymptotic formulas for Bessel functions from Lemma
2.3 we have that
hˆ ∼ αγ ρ−1−2γ
(
(n− 1)
2
)−1−2γ
Γ(
1
2
+ γ)2−
1
2+γ as ρ→ 0,
hˆ ∼ αγ ρ− 12−γ
√
π
(n− 1)ρe
−n−12 ρ as ρ→∞.
Therefore (2.8) and (2.9) are proved.
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For γ < 0, Kγ plays the role of the Riesz potential on Euclidean space. As a
consequence, because of the asymptotics (2.9), we have that expression (2.4) for the
fractional Laplacian is justified when γ < 0. On the other hand, for γ > 0 we have:
Theorem 2.5. Fix γ ∈ (0, 1). Let f ∈ L1(Hn) ∩ Cα(Hn) for some α > 2γ. Then
(−∆Hn)γf(x) = P.V.
∫
Hn
(f(x′)− f(x))Kγ(dHn(x′, x)) dx′. (2.10)
The proof will be postponed until next section, where we shall show also that Kγ is
a positive kernel for γ ∈ (0, 1).
There are several ways to define the Sobolev spaces on hyperbolic space and more
generally on manifolds. We present some of them and refer to [71] and the references
therein. For a given n-dim manifold M with positive injectivity radius and bounded
geometry the Sobolev spaces W kp (M) with k integer were first defined as
W kp (M) = {f ∈ Lp(M),∇lgf ∈ Lp(M), ∀1 ≤ l ≤ k},
with norm ‖f‖Wkp (M) = Σkl=0‖∇lgf‖Lp(M).
The fractional spaces Hγp (M) with γ > 0 are
Hγp (M) = {f ∈ Lp(M), ∃h ∈ Lp(M), f = (id−∆)−γ/2h}, with norm ‖f‖Hγp (M) = ‖h‖Lp(M).
A similar definition is given also for γ < 0. Lizorkin-Triebel spaces F γpq, that rely
on dyadic analysis, were defined on M by the localization principle. Paley-Littlewood
theorem makes the links between there three classes of spaces for 1 < p <∞:
W kp (M) = H
k
p (M) = F
k
p2 for k ∈ N, Hγp (M) = F γp2 for γ ∈ R.
For −∞ < γ1 ≤ γ2 < +∞ and 0 < p < +∞, the following Sobolev embedding holds
Hγ1p (M) ⊆ Hγ2p (M).
Let γ ∈ R and p ∈ (1,∞). For stratified Lie groups or symmetric spaces ([29],[2],
see also §3 of [69] for hyperbolic space), the following equivalence was proved:
Hγp (M) = {f ∈ Lp(M), ‖f‖Lp(M) + ‖(−∆)
γ
2 f‖Lp(M) <∞}.
In our notation we will drop the subindex p in the p = 2 case.
Finally, the pointwise formula from Theorem 2.5 allows to prove some regularity
estimates as the ones in [67]. The following proposition is obtained from (2.10) together
with the decay estimates from Theorem 2.4. Since proof is the same one as in the Eu-
clidean case, we refer the reader to [67]. The ingredients needed there are the estimates
for the kernel and the Riesz transform (we recall that Riesz transform R = ∇∆−1/2 can
be defined on Hn, see [46, 10]).
Proposition 2.6. Let w = (−∆Hn)γf .
a. Let f ∈ Ck,α(Hn), and suppose that k + α− 2γ is not an integer. Then
w ∈ Cl,β,
where l is the integer part of k + α− 2γ and β = k + α− 2γ − l.
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b. Assume that, for some α ∈ (0, 1], w ∈ C0,α(Hn) and f ∈ L∞(Hn). Then
b1) If α+ 2γ ≤ 1, then f ∈ C0,α+2γ(Hn). Moreover,
‖f‖C0,α+2γ ≤ C (‖f‖L∞ + ‖w‖C0,α) .
b2) If α+ 2γ > 1, then f ∈ C1,α+2γ−1(Hn). Moreover,
‖f‖C1,α+2γ−1 ≤ C (‖f‖L∞ + ‖w‖C0,α) .
c. Assume that w, f ∈ L∞(Hn). Then
c1) If 2γ ≤ 1, then f ∈ C0,α(Hn) for any α < 2γ. Moreover,
‖f‖C0,α ≤ C (‖f‖L∞ + ‖w‖L∞) .
c2) If 2γ > 1, then f ∈ C1,α(Hn) for any α < 2γ − 1. Moreover,
‖f‖C1,α ≤ C (‖f‖L∞ + ‖w‖L∞) .
2.3 The extension problem
For the rest of the section, we set γ ∈ (0, 1) and a = 1− 2γ. We use the ideas in [11] to
reduce the extension problem (1.1) to an ODE by taking Fourier transform in x. Let
u : Hn → R+ be a solution to ∂yyu+
a
y
∂yu+∆Hnu(x, y) =0 for (x, y) ∈ Hn × R+,
u(x, 0) =f(x) for x ∈ Hn,
(2.11)
where g is the product metric on Hn × R+ given by g = gHn + dy2. Taking Fourier
transform in the variable x ∈ Hn, one obtains ∂yyuˆ+
a
y
∂yuˆ−
(
λ2 + (n−1)
2
4
)
uˆ = 0,
uˆ(λ, θ, 0) = fˆ(λ, θ),
that is an ODE for each fixed value of λ, θ. With the change of variables
s =
(
λ2 + (n−1)
2
4
)1/2
y, (2.12)
ϕ(s) = uˆ(·, y) it gets transformed to
∂ssϕ+
a
s
∂sϕ− ϕ = 0, (2.13)
that is described in Lemma 2.3. Let ϕγ the unique solution of (2.13) such that ϕγ(0) = 1,
ϕγ(∞) = 0, which is explicitly written as ϕγ(s) = 21−γΓ(γ)−1sγKγ(s). Then the
solution to (2.11) is simply the inverse Fourier transform on Hn of
uˆ(λ, θ, y) = fˆ(λ, θ)ϕγ
((
λ2 + (n−1)
2
4
)1/2
y
)
. (2.14)
From the asymptotics at the origin, one may calculate
lim
s→0
saϕ′γ(s) = −d−1γ , (2.15)
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for the constant given in (1.3), and we have that
lim
y→0
ya ∂yuˆ =
(
λ2 + (n−1)
2
4
) 1−a
2
fˆ lim
s→0
saϕ′γ(s) = −
(
λ2 + (n−1)
2
4
)γ
fˆ d−1γ . (2.16)
Taking the inverse Fourier transform in (2.16), we complete the proof of Theorem 1.1
in the case of hyperbolic space.
As we have mentioned, one of the advantages of the extension formulation (2.11)
over the singular integral formulation from Theorem 2.5 is that it allows to prove elliptic
type results. For instance, we show a weighted Hopf’s maximum principle, which in the
Euclidean case was considered in [12]. We note here that the proof only depends on the
structure of equation (2.11):
Proposition 2.7. Let p ∈ Hn set BR(p) to be the ball in Hn centered at p of radius R.
Consider the cylinder CR,1 = BR(p)× (0, 1) ⊂ Hn×R+. Let u ∈ (CR,1)∩H1(CR,1, ya)
satisfy 
∂yyu+
a
y∂yu+∆Hnu ≤ 0 in CR,1,
u > 0 in CR,1,
u(p, 0) = 0
Then − lim supy→0 ya u(p,y)y < 0. If, in addition, ya∂yu ∈ (CR,1), then
− lim
y→0
ya∂yu(p, y) < 0.
2.3.1 The Poisson kernel
In view of (2.14), we obtain that the solution of (1.1) is
u(x, y) =
∫
Hn
f(x′)
∫ ∞
−∞
kλ(x, x
′)ϕγ
((
λ2 + (n−1)
2
4
)1/2
y
)
dλ dx′
=:
∫
Hn
f(x′)Pγy (dHn(x, x′)) dx′.
(2.17)
Therefore, from formula (2.2) the Poisson kernel may be written as
Pγy (ρ) =
∫ ∞
−∞
kλ(ρ)ϕγ
((
λ2 + (n−1)
2
4
)1/2
y
)
dλ,
where kλ(ρ) is defined in (2.5) and (2.6). For instance, for n = 3, dimension for which
the computations should be the simplest, the Poisson kernel is
Pγy (ρ) =
1
sinh ρ
∫ ∞
−∞
ϕγ
((
λ2 + (n−1)
2
4
)1/2
y
)
λ sinλρλ dλ.
We may now conclude the proof of Theorem 2.5. One has by using successively
(2.16), (2.17), (2.11) and the fact that the Poisson kernel has integral equal to one (this
is due to the fact that the extension solution for the constant function f ≡ 1 is the
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constant function u ≡ 1):
d−1γ (−∆Hn)γf = − lim
y→0
ya∂yu = − lim
y→0
ya
u(x, y)− u(x, 0)
y
= −
∫
Hn
lim
y→0
ya
Pγy (dHn(x, x′))
y
(f(x′)− f(x)) dx′
= −
∫
Hn
lim
y→0
ya
Pγy (dHn(x, x′))− Pγ0 (dHn(x, x′))
y
(f(x′)− f(x)) dx′
= −
∫
Hn
lim
y→0
ya∂yPγy (dHn(x, x′)) (f(x′)− f(x))dx′
= −
∫
Hn
lim
y→0
aγ(y, dHn(x, x
′)) (f(x′)− f(x)) dx′,
(2.18)
with
aγ(y, ρ) =
∫ ∞
−∞
kλ(ρ)
(
λ2 + (n−1)
2
4
)1/2
yaϕ′γ
((
λ2 + (n−1)
2
4
)1/2
y
)
dλ
=
∫ ∞
−∞
kλ(ρ)
(
λ2 + (n−1)
2
4
)γ
saϕ′γ(s) dλ,
for s =
(
λ2 + (n−1)
2
4
)1/2
y. In view of the limit (2.15) we have
lim
y→0
aγ(y, ρ) = −d−1γ Kγ(ρ).
Now, since from Theorem 2.4 the kernel Kγ(ρ) behaves near zero as ρ−n−2γ and de-
cays exponentially at infinity, in the last integral in (2.18) we cannot replace the limit
limy→0 aγ(y, ρ) by −d−1γ Kγ(ρ) because of the singular behavior at ρ = 0. In order to
make sense of the integration near zero the principal value has to be introduced, as it
is done also in the Euclidean case (see for instance [11]). We obtain then
(−∆Hn)γf = P.V.
∫
Hn
(f(x′)− f(x))Kγ(dHn(x, x′)) dx′,
where now the right hand side is well defined. Indeed, by doing a Taylor development
for x′ near x and using local charts, the first order term vanishes by parity, and the
second order term behaves like ρα−n−2γ if f ∈ Cα, which is integrable at zero if α > 2γ.
This completes the proof of Theorem 2.5.
Remark 2.8. The definition of the fractional Laplacian coming from the extension
problem (2.11) also allows us to show that (−∆Hn)γ is a positive operator. This is so
because the first eigenvalue may be computed using this formulation. If Uf (·, y) = Pγy ∗f ,
λ1 = inf
f
∫
Hn
f(−∆Hn)γf∫
Hn
f2
= inf
f
− ∫
Hn
fdγ limy→0 (ya∂yUf (·, y))∫
Hn
f2
= inf
U
∫
Hn×R+ y
a|∇HnU |2∫
Hn
(U |y=0)2 ≥ 0.
This shows that the linear operator (−∆Hn)γ is non-negative, so its kernel Kγ must be
non-negative too.
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2.3.2 Energy formulation
We would like to re-write the weighted Dirichlet energy
‖∇u‖2L2(Hn×R+,ya) =
∫
Hn×R+
ya|∇gu|2 dx dy. (2.19)
From (2.14) we obtain
∂̂yu (λ, θ, y) = fˆ(λ, θ)
(
λ2 + (n−1)
2
4
)1/2
ϕ′γ
((
λ2 + (n−1)
2
4
)1/2
y
)
.
Using Plancherel’s formula,∫
Hn
|∇Hnf(x)|2 dx =
∫
Hn
f(x)(−∆Hnf(x)) dx
=
∫ ∞
−∞
∫
Sn−1
fˆ(λ, θ) ̂(−∆Hn)f(λ, θ) dθ dλ|c(λ)|2
=
∫ ∞
−∞
∫
Sn−1
|fˆ(λ, θ)|2
(
λ2 + (n−1)
2
4
) dθ dλ
|c(λ)|2 .
Substituting the previous expressions in (2.19) and using Plancherel’s formula we infer
that
‖∇u‖2L2(Hn×R+,ya) =
∫
Hn×R+
(|∂yu|2 + |∇Hnu|2) ya dx dy
=
∫ ∞
−∞
∫
Sn−1
∫ ∞
0
(|ϕγ |2 + |ϕ′γ |2)((λ2 + (n−1)24 )1/2 y)
·|fˆ(λ, θ)|2
(
λ2 + (n−1)
2
4
)
ya dy
dθ dλ
|c(λ)|2 .
By performing again the change of variables (2.12), we obtain
‖∇u‖2L2(Hn×R+,ya)
=
∫ ∞
−∞
∫
Sn−1
|fˆ(λ, θ)|2
(
λ2 + (n−1)
2
4
)γ ∫ ∞
0
(|ϕγ(s)|2 + |ϕ′γ(s)|2) | sa ds dθ dλ|c(λ)|2
= Cγ
∫
Hn
|(−∆Hn)γf(x)|2 dx,
where
Cγ = I[ϕγ ] :=
∫ ∞
0
(|ϕγ(s)|2 + |ϕ′γ(s)|2) | sa ds,
is a positive constant that only depends on γ. Note that ϕγ is the minimizer of the
functional I[ϕ]. In order to calculate the precise value of this constant, we multiply
equation (2.13) by sγϕγ and integrate between ǫ and ∞. Then
Cγ = lim
ǫ→0
∫ ∞
ǫ
(|ϕγ(s)|2 + |ϕ′γ(s)|2) | sa ds = − lim
ǫ→0
ǫaϕγ(ǫ)ϕ
′
γ(ǫ) = d
−1
γ ,
according to (2.15).
After all this discussion, one may show, as in the real case ([11, 19]), that:
Theorem 2.9 (Trace Sobolev embedding). For every u ∈W 1,2(Hn×R+, ya), we have
that
‖∇u‖2L2(Hn×R+,ya) ≥ d−1γ ‖u(·, 0)‖2H˙γ(Hn)
for the constant given in (1.3), and with equality if and only if u is the Poisson extension
(2.17) of some function in H˙γ(Hn).
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2.4 Other (noncompact) harmonic groups
The calculations in this section for the real hyperbolic space rely on the harmonic anal-
ysis available in this setting, by following the arguments done in [11] for the Euclidean
case. In the same spirit, one can start to perform the same arguments in the case of more
general harmonic groups as Damek-Ricci spaces, also known as harmonic NA groups.
All symmetric spaces of rank one are included in this class. Part of the importance of
this class is that it also contains non symmetric spaces, thus providing counterexamples
to the Lichnerowicz conjecture ([20],[3], see also [5]).
Instead of pursuing this method, we take the point of view of the next section using
the heat kernel. Moreover, in Remark 3.4 we show that in several examples of this
family, the fractional Laplacian can be represented as singular integral, where precise
asymptotics can be given for the kernel.
3 The fractional Laplacian on noncompact manifolds
The aim of this section is to construct the fractional Laplacian on a noncompact man-
ifold M through the extension problem (1.1), and to give sufficient conditions for the
existence of a Poisson kernel. The main tool here is the study of the heat kernel on M ;
geometry plays a fundamental role.
3.1 From heat to Poisson
First we give some standard functional analysis background from [65, 75]. Let L be a
linear second order partial differential operator onM , that is assumed to be nonnegative,
densely defined and self-adjoint in L2(M), for instance, L = −∆M for a complete
manifold M . Then the spectral theorem can be applied to L, and consequently, there
exists a unique resolution E of the identity, supported on the spectrum of L (which is
a subset of [0,∞)), such that
L =
∫ ∞
0
λdE(λ).
Given a real measurable function h on [0,∞), the operator h(L) is formally defined
as h(L) =
∫∞
0
h(λ)dE(λ). The domain Dom(h(L)) of h(L) is the set of functions
f ∈ L2(Ω) such that ∫∞
0
|f(λ)|2dEh,h(λ) < ∞. In particular, one may define the heat
diffusion semigroup generated by L as h(L) = e−tL, t ≥ 0. Then:
1. For f ∈ L2(M), we have that u = e−tLf solves the evolution equation ut = −Lu,
for t > 0.
2. ‖e−tLf‖L2(M) ≤ ‖f‖L2(M), for all t ≥ 0.
3. e−tLf → f in L2(M) as t→ 0+.
One may also consider the fractional powers of L, given by h(L) = Lγ , γ ∈ (0, 1), with
domain Dom(Lγ) ⊃ Dom(L). Then:
1. When f ∈ Dom(Lγ), we have Lγe−tLf = e−tLLγf .
2. If f ∈ Dom(L), then 〈Lf, f〉 = ‖L1/2f‖2L2(M), where 〈·, ·, 〉 denotes the inner
product in L2(M).
3. For f ∈ Dom(L),
Lγf(x) =
1
Γ(−γ)
∫ ∞
0
(e−tLf(x)− f(x)) dt
t1+γ
, in L2(M).
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In this framework, the paper [68] relates the heat semigroup to the extension problem
(1.1) for the fractional Laplacian (their work is for domains in Rn with a measure, but
it is easily generalized when M is a n-dimensional manifold). Let f ∈ D(Lγ), and
consider the extension problem ∂yyu+
a
y
∂yu− Lxu = 0 in M × R+,
u(·, 0) = f on M.
(3.1)
They show that:
Theorem 3.1. A solution to (3.1) is given by
u(x, y) =
1
Γ(γ)
∫ ∞
0
e−tL(Lγf)(x)e−
y2
4t
dt
t1−γ
,
and
lim
y→0+
u(x, y)− u(x, 0)
y2γ
=
1
2γ
lim
y→0+
ya∂yu(x, y) =
Γ(−γ)
22γΓ(γ)
Lγf(x).
Moreover, the following Poisson formula for u holds
u(x, y) =
y2γ
22γΓ(γ)
∫ ∞
0
e−tLf(x)e−
y2
4t
dt
t1+γ
=
1
Γ(γ)
∫ ∞
0
e−
y2
4r Lf(x)e−r
dr
r1−γ
=: P γy f(x).
These identities are to be understood in the L2 sense. If addition, we make the
following extra assumptions:
I The heat diffusion semigroup is given by integration against a nonnegative heat
kernel pt(x, ζ).
II The heat kernel belongs to the domain of L and ∂tpt = Lpt, where the t-derivative
is understood in the classical sense.
III Given x, there exists a constant Cx and ǫ > 0 such that
‖pt(x, ·)‖L2(M) + ‖∂tpt(x, ·)‖L2(M) ≤ Cx(1 + tǫ)t−ǫ. (3.2)
Then in the same paper [68] the authors give a formula for the Poisson kernel for (3.1):
Theorem 3.2. Under the additional hypotheses (I), (II) and (III) we have:
1. One may write P γy f(x) =
∫
M
Pγy (x, ζ)f(ζ)dv(ζ), where the Poisson kernel is given
by
Pγy (x, ζ) :=
y2γ
22γΓ(γ)
∫ ∞
0
pt(x, ζ)e
− y24t dt
t1+γ
,
and, for each ζ ∈M , is a L2-function that verifies the first equation in (3.2).
2. supy≥0|P γy f | ≤ supt≥0 |e−tLf | in M .
3. ‖P γy f‖Lp(M) ≤ ‖f‖Lp(M), for all y ≥ 0.
4. If limt→0+ e−tLf = f in Lp(M), then limy→0+ P γy f = f in L
p(M).
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3.2 Heat kernels on noncompact manifolds
Good references for heat kernel on manifolds are the book [21] or the survey [41]. Let
(Mn, g) be a Riemannian manifold with a metric g. Let L = −∆M , the Laplace-
Beltrami operator with respect to this metric. If M is complete, then L is self-adjoint
on C∞0 (M). We have that e−Lt is a positivity-preserving one-parameter contraction
semigroup on Lp(M) for 1 ≤ p ≤ ∞. In particular, in L2(M) it has a strictly positive
C∞ kernel pt(x, y), x, x′ ∈M , t > 0, satisfying:
a. As a function of t and x,
∂tpt = ∆Mpt.
b. When t→ 0+,
pt(·, x′)→ δx′ .
c. The semigroup property e(t+s)∆M = et∆M es∆M , which reads as
pt+s(x, x
′) =
∫
M
pt(x, z)ps(x, x
′) dz. (3.3)
d. The symmetry
pt(x, x
′) = pt(x′, x).
It is clear then that the hypothesis of Theorem 3.1 are satisfied in this case. However,
to pass from the heat kernel to the Poisson kernel as in Theorem 3.2 is a non-trivial
issue in the case of non-compact manifolds since one needs to control the behavior at
infinity.
We concentrate here into obtaining the bound (III). First, in order to get L2 esti-
mates for the kernel pt it is enough to have L
∞ bounds. Indeed, for fixed x ∈M ,
‖pt(x, ·)‖2L2(M) ≤ sup
x′∈M
{pt(x, x′)}
∫
M
pt(x, x
′) dx′ ≤ ‖pt(x, ·)‖L∞(M),
where we have used that, for all t > 0 and x ∈M , ∫M pt(x, x′)dx′ ≤ 1, where dx′ is the
volume element in the manifold M . For stochastically complete manifolds, this integral
is exactly equal to one (see [38]).
Now, to estimate the time derivative of pt, we recall that (see [39])∫
M
|∇kpt(x, x′)|2 dx′ ≤ 1
k
∫
M
|pt/2k(x, x′)|2, for all k ∈ N.
We conclude that, in order to check hypothesis (III) in Theorem 3.2, it is enough to
find good pointwise upper bounds for the heat kernel pt(x, x
′). This can be also seen
by the holomorphy of the heat semigroup (see for instance [74]).
On the other hand, because of the semigroup property (3.3) and the symmetry of
the heat kernel,
pt(x, x) =
∫
M
pt/2(x, z)
2 dz. (3.4)
Using the semigroup identity (3.3) again and the Cauchy-Schwarz inequality,
pt(x, x
′) =
∫
M
pt/2(x, z)pt/2(x
′, z) dz ≤
(∫
M
pt/2(x, z)
2 dz
)1/2(∫
M
pt/2(x
′, z)2 dz
)1/2
,
which together with (3.4) it implies
pt(x, x
′) ≤
√
pt(x, x)pt(x′, x′);
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i.e., if one knew good on-diagonal estimates for pt(x, x), this would imply a L
∞ bound
for the heat kernel pt(x, x
′). Also, we get p2t(x, x) ≤ pt(x, x) so if (III) is satisfied up
to some time t0, then we get for all t ≥ t0 the upper bound Cx(1 + (t0/2)ǫ)(t0/2)−ǫ.
Therefore it is enough to verify (III) for small times.
Note that the heat kernel on Euclidean space has the explicit formula
pt(x, x
′) =
1
(4πt)n/2
e−
ρ2
4t ,
where ρ = |x− x′|. The survey [41] gives many examples for bounds of the heat kernel,
in relation to Faber-Krahn and isoperimetric inequalities. For instance,
• Minimal submanifolds of RN .
• Manifolds with sectional curvature bounded in between two constants ([17]).
• Cartan-Hadamard manifolds; which are geodesically complete simply connected
non-compact Riemannian manifolds with non-positive sectional curvature ([14,
25]).
In all of these the heat kernel has the same asymptotic behavior as in the Euclidean
case:
0 ≤ pt(x, x′) ≤ C
tn/2
e−
ρ2
ct ,
for some c, C > 0, and where ρ = dM (x, x
′).
IfM is a complete manifold with non-negative Ricci tensor, heat kernel bounds were
obtained by [53]. More generally, if M is a complete manifold with lower bounded Ricci
tensor,
Ric ≥ −(n− 1)β2
for some β > 0, then, denoting λ1 ≥ 0 the bottom of the spectrum of the operator
−∆M , we have the following heat kernel estimate [22],
0 ≤ pt(x, x′) ≤ cδ|B(x,
√
t)|−1/2|B(x′,
√
t)|−1/2e(δ−λ1)te− ρ
2
(4+δ)t . (3.5)
We recall Bishop’s comparison theorem, which states that if 0 < R1 < R2, then
|B(x,R2)|
|B(x,R1)| ≤
|Bβ(R2)|
|Bβ(R1)| , (3.6)
where Bβ(R) is the volume of the geodesic ball of radius R in the constant −β2 sectional
curvature space form, that may be calculated from the volume element
Jβ(ρ) =

(
1
β
)n−1
sinhn−1(βρ), if β 6= 0,
ρn−1, if β = 0.
In particular, for all x ∈M ,
1
|B(x,√t)| ≤
1
|B(x, 1)|
C
tn
.
It is clear that to prove the bound (III) in the situations just discussed, one should ask
for a lower bound for the volume of balls. More precisely, we seek C > 0 such that
|B(x, 1)| ≥ C > 0 ∀x ∈M. (3.7)
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Finally, for a manifold with doubling condition and local Poincare´ inequality, we
have as an upper-bound for the heat kernel [66]
pt(x, x) ≤ C|B(x,√t)| .
In view of the doubling condition, it is enough again to have (3.7) to get (III).
Summarizing the results of this section:
Proposition 3.3. Let M be a complete noncompact Riemannian manifold. Hypothesis
(III) in Theorem 3.2 is fulfilled if M satisfies any of these:
• M is a Cartan-Hadamard manifold.
• Ric ≥ −(n− 1)β2 for some β > 0 and (3.7) holds.
• M satisfies a volume doubling condition and the local Poincare´ inequality.
In the following, we look at several classes of admissible manifolds. The first two
examples are classical and more or less explicit formulas for the heat kernel are known.
Then we concentrate on spherically symmetric manifolds, that serve as a model for more
general cases such as manifolds with ends.
3.3 Admissible classes of manifolds
3.3.1 Symmetric spaces
An explicit expression can be found for the heat kernel on hyperbolic space:
pt(ρ) =
(2π)−
d
2
2
t−
1
2 e−(
n−1
2 )
2
t
(
− ∂ρ
sinh ρ
)n−1
2
e−
ρ2
4t (3.8)
for n ≥ 3 odd, and for n ≥ 2 even,
pt(ρ) = (2π)
− d+12 t−
1
2 e−(
n−1
2 )
2
t
∫ ∞
ρ
sinh s√
cosh s− cosh ρ
(
∂s
sinh s
)n
2
e−
s2
4t ds, (3.9)
where ρ = dHn(x, x
′). Moreover, global bounds were derived in [23]
pt(ρ) ≈ (1 + ρ)(1 + ρ+ t)
n−3
2
t
n
2
e−
(n−1)2
4 t−n−12 ρ− ρ
2
4t , (3.10)
for all ρ ≥ 0, t > 0, in the sense that the ratio of the right hand side and the left
hand side is uniformly bounded between two positive constants. These estimates have
a generalisation to all symmetric spaces of rank one, and more generally to Damek-Ricci
spaces, since in this case there is also an explicit formula for the heat kernel.
Global bounds on the heat kernel in the higher rank case were proved in [6]. We
recall that Ricci curvature is bounded from below since is an Einstein manifold, that is
Ric = −(m24 +m1)g (where as before g is the Riemannian metric on M). Here m1 and
m2 stand for the two dimensions entering the algebraic construction of the space. For
instance m1 = 0,m2 = n−1 for the real hyperbolic space and m1 = 1,m2 = 2(n−1) for
the complex hyperbolic space. Also, the volume element is of type sinh rm1+m2 cosh rm1 .
Therefore Theorem 3.2 applies by using directly the explicit sharp L∞ bounds on the
heat kernel, or by using (3.7) and explicit formulas for the volume of the balls. Moreover,
we can represent the fractional Laplacian in the spirit of Theorem 2.5.
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Remark 3.4. From [6] we have that
Pγy (x, ζ) ≈
∫ ∞
0
∏
α∈Σ+0 (1 + 〈α,H〉)(1 + 〈α,H〉+ t)
mα+m2α
2 −1
t
n
2 +1+γ
e−|̺|
2t−〈̺,H〉− |H|24t dt.
The quantities ̺, H, α and Σ0 are related to the Cartan decomposition as follows: If
the associated Lie algebra g decomposes as
g = a⊕m⊕ {⊕α∈Σgα},
and Σ+, Σ+0 denote the set of positive and positive indivisible roots, then
̺ =
1
2
∑
α∈Σ+
mαα, where mα = dim gα,
G =K(exp a+)K,
ζ−1x = k1eHk2, with k1, k2 ∈ K, H ∈ a+.
For precise definitions of these quantities we refer the reader to [6] and [49].
In a similar fashion as the proof of Theorem 2.5, one can find an explicit formula
for the convolution kernel of the fractional Laplacian. From Theorem 3.2 we have that
obtaining this kernel is equivalent to compute the Laplace transform of the function∏
α∈Σ+0 (1 + 〈α,H〉)(1 + 〈α,H〉 + t)
mα+m2α
2
−1 e−〈̺,H〉−
|H|2
4t
t
n
2
+1+γ at |̺|2 .
The Laplace transform of g(t) = e
−〈̺,H〉−
|H|2
4t
t
n
2
+1+γ is given by the integral
L(g)(s) =
∫ ∞
0
g(t)e−stdt.
Since
t2g′(t) =
( |H |2
4
− (n
2
+ 1 + γ)t
)
g(t),
and g(0) = 0, applying Laplace transform we have
∂2s (sL(g)) =
( |H |2
4
+ (
n
2
+ 1 + γ)∂s
)
L(g),
which is a Bessel type equation of solution
L(g) = Cn,γs
n+2γ
4 Kn+2γ
2
(
|H |s 12
)
,
with Kν given by Lemma 2.3.
On the other hand, a simple computation shows that the Laplace transform of
(1 + 〈α,H〉+ t)mα+m2α2 −1 is given by
es+1+〈α,H〉
s
mα+m2α
2 −1
Γ
(
mα +m2α
2
)
.
Since
L(gh)(s) = 1
2πi
lim
T→∞
∫ c+iT
c−iT
L(g)(σ)L(h)(σ − s)dσ,
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where the integration is done along the vertical line Re(z) = c. We denote this convo-
lution type of operation as L(g)⋆˜L(h).
Then, by denoting as qi =
mαi+m2αi
2 and l the total number of roots in Σ
+
0 , we can
compute the desired Kernel as
Kγ(eH) = e
s+1+〈α1,H〉
sq1−1
Γ (q1) ⋆˜ . . . ⋆˜
es+1+〈αl,H〉
sql−1
Γ (ql) ⋆˜Cn,γs
n+2γ
4 Kn+2γ
2
(
|H |s 12
)∣∣∣∣
s=|̺|2
3.3.2 Geometrically finite hyperbolic manifolds
The following introduction is standard and we refer the reader to [9, 63]. Let Γ be
a discrete group of isometries of Hn, that without loss of generality can be taken to
be torsion-free. Then the quotient M = Hn/Γ is a smooth manifold which inherits a
complete hyperbolic structure. If x ∈ Hn, the set of accumulation points of the orbit xΓ
in Hn is a closed subset Λ(Γ) ⊂ Sn−1 called the limit set of Γ. Its complement Ω(Γ) =
Sn−1\Λ(Γ) is called the domain of discontinuity and Γ acts properly discontinuously in
Ω(Γ).
We assume, in addition, that Γ is geometrically finite, i.e., it admits a fundamental
domain with finitely many sides, and we consider those groups for which M has infinite
volume. In the case that no parabolic subgroup involves irrational rotations, which is
the setting of [60] for the study of the resolvent of the Laplacian ∆M (see also [45] for
more general admissible groups), it is easy to give a geometrical description. In fact,
there exists a compact K of M such that M\K is covered by a finite number of charts
isometric to either a regular neighborhood (M0, g0), where
M0 = {(x1, x2) ∈ (0,∞)× Rn−1 : x21 + |x2|2 < 1}, g0 = (x1)−2(dx21 + dx22),
or a rank-r cusp neighborhood (Mr, gr), 1 ≤ r ≤ n− 1, where
Mr = {(x1, x2, x3) ∈ (0,∞)×Rn−1−r×T r : x21+|x2|2 > 1}, gr = (x1)−2(dx21+dx22+dx23),
for r < n− 1 and
Mn−1 = {(x1, x3) ∈ (0,∞)× T n : x1 > 1}, gn−1 = (x1)−2(dx21 + dx23).
Here (T k, dx23) is a k-dimensional flat torus.
When such Γ has no parabolic elements, then both Γ and the quotient Hn/Γ are
called convex co-compact, and the quotient manifold M has no cusp then.
We define δ(Γ), the exponent of convergence of the Poincare´ series, by
δ(Γ) = inf
{
s > 0 :
∑
h∈Γ
dH(x, hx
′)−s <∞
}
,
where x, x′ ∈ Hn. Note that it depends upon the group Γ but not upon the choice of
x, x′. It is known that 0 ≤ δ(Γ) ≤ n− 1. We also define µα, for α > 0, by
µα(x) =
{∑
h∈Γ
e−αdHn(x,hx)
}1/2
,
noting that the sum is invariant under the action of Γ on x, so that µα can also be
regarded as a function on Hn/Γ. Although the series converges for all α > δ(Γ), we
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shall often assume that α > n − 1, because µα is both smaller and easier to estimate
for larger α. We note that the distance function ρ˜ on Hn/Γ is given by
ρ˜(x, x′) = min
h∈Γ
dHn(hx, x
′).
We recall the following bounds for the heat kernel on Hn/Γ from [23]. For t ∈ (0,∞)
and any ǫ > 0:
i. If 0 ≤ δ(Γ) < n−12 , then
0 ≤ p˜t(x, x′) ≤ cǫt−n2 e−((n−1)
2/4−2ǫ)te−
ρ˜2
4(1+ǫ)t µα(x)µα(x
′).
ii. If n−12 ≤ δ(Γ) ≤ n− 1 and α < δ(Γ),
pt(x, x
′) ≤ cǫt−n2 e−([δ(Γ)(n−1−δ(Γ))]−2ǫ)te−
ρ˜2
4(1+ǫ)t µα(x)µα(x
′).
Moreover, if α > n−1, then µα(x)→ 1 as x approaches to an end, and µα(x) ∼ e 12ρ(x,z)r
as x approaches a cusp of rank r, where z is any point in Hn. In particular, µα(x) is
bounded if α > n− 1 and the manifold has no cusps.
In order to obtain L∞ estimates for the heat kernel near a cusp of rank r, we make
the following observation:
e−
ρ2
4(1+ǫ)t e
r
2ρ = e
−
(
ρ
2
√
(1+ǫ)t
− r
√
(1+ǫ)t
2
)2
e
r2(1+ǫ)
4 t.
We get good L∞ bounds for pt(x, ·) when:
i. 0 ≤ δ(Γ) < n−12 , r < n− 1 and there is no maximal cusp. Or,
ii. δ(Γ) = n−12 +
β
2 for some β ∈ [0, n− 1) and r < (n− 1)2 − β2.
Alternatively, we can obtain good bounds for the heat kernel if the manifold has no
cusp.
3.3.3 Rotationally symmetric manifolds
We consider a noncompact rotationally symmetric manifold with a pole at the origin,
i.e. a manifold Mn given by the metric
gM = dr
2 + φ2(r) dω2, (3.11)
where dω2 is the metric on Sn−1, and φ is a C∞ nonnegative function on [0,∞), strictly
positive on (0,∞), such that φ(even)(0) = 0 and φ′(0) = 1. These conditions on φ
ensure us that the manifold is smooth (see section §1.3.4. of [61]). The volume element
is φn−1(r) dr dω, and the Laplace-Beltrami operator on M is
∆M = ∂rr + (n− 1)φ
′(r)
φ(r)
∂r +
1
φ2(r)
∆Sn−1 .
For such manifold, the curvature ofM can be computed explicitly in terms of φ (see
§3.2.3 of [61]). Indeed, there exists an orthonormal frame (Fj)nj=1 on (M, g), where Fn
corresponds to the radial coordinate, and F1, . . . , Fn−1 to the spherical coordinates, for
which Fi ∧ Fj diagonalize the curvature operator R :
R(Fi ∧ Fn) = −φ
′′
φ
Fi ∧ Fn, i < n,
R(Fi ∧ Fj) = − (φ
′)2 − 1
φ2
Fi ∧ Fj , i, j < n,
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which gives the sectional curvature
Kii = 0, i = 1, . . . , n,
Kni = Kin = −φ
′′
φ
, i = 1, . . . , n− 1,
Kij = − (φ
′)2 − 1
φ2
, i, j = 1, . . . , n− 1, i 6= j.
The Ricci curvature is then calculated as
Ric(Fi) = −
(
(n− 2)(φ
′)2 − 1
φ2
+
φ′′
φ
)
Fi, i < n,
Ric(Fn) = −(n− 1)φ
′′
φ
Fn,
We denote by S(r) and B(r), r > 0, the geodesic sphere and ball with center 0 and
radius r, respectively. The volume of B(r) and the area of S(r) are calculated from
|B(r)| = ωn
∫ r
0
φ(s)n−1 ds, |S(r)| = ωnφ(r)n−1,
where ωn is the area of the standard unit sphere S
n−1.
In the particular case of Euclidean space, φ(r) = r, while for hyperbolic space,
φ(r) = sinh r. Typical examples are φ(r) = r + βrα for some constants α ≥ 2 and
β > 0, and
φ(r) =
n∑
k=0
r(2k+1)
k!
for some n ∈ Rn, which serve as an interpolation space between Euclidean space and hy-
perbolic space. Their sectional curvature is non-positive and Ricci curvature is bounded
below by a negative constant.
Rotationally symmetric manifolds are important in the sense that they serve as
models for more general problems (see, for instance, [36] for the study of manifolds
having a pole, [50] for Brownian motion and probability aspects). However, we have
not found in the literature a clean if and only if condition for having suitable heat kernel
upper bounds (see [43] for examples in this direction).
We define the ratios
f1(r) =
φ′′(r)
φ(r)
, f2(r) = (n− 2)(φ
′)2 − 1
φ2
+
φ′′
φ
.
Recalling Proposition 3.3, we are in a good situation if, for instance: both f1, f2 are
uniformly upper-bounded and the volume control (3.7) holds.
One may compare the volume of any ball to the volume of a ball centered at the
origin using (3.6). First, if 1 ≥ 2dM (x, 0), then
|B(0, 1)| ≤ |B(0, 1− dM (x, 0))| |Bβ(1)||Bβ(1− dM (x, 0))| ≤ Cn|B(x, 1)|.
On the other hand, if 1 < 2dM (x, 0), then
|B(0, 1)| ≤ |B(0, 1/4)| |Bβ(1)||Bβ(1/4) | ≤ Cn|B(x, dM (x, 0) + 1/4)|,
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and if we use comparison again,
|B(x, dM (x, 0)+1/4)| ≤ |B(x, 1/4)| |Bβ(dM (x, 0) + 1/4)||Bβ(1/4)| ≤ Cn|B(x, 1)| (1 + dM (x, 0))
n
Therefore
1
|B(x, 1)| ≤
1
|B(0, 1)| Cn (1 + dM (x, 0))
n
, (3.12)
so (3.7) is fulfilled. Summarizing we have obtained:
Proposition 3.5. Let M be a (noncompact) rotationally symmetric manifold with met-
ric (3.11), with φ as given at the beginning of the section. Then M satisfies condition
(III) in Theorem 3.2 if f1(r), f2(r) are uniformly bounded from above for r ∈ [0,∞).
Remark 3.6. Under conditions on the sectional curvature, estimates have been obtained
also on the Schrodinger operator eit∆M in [8].
Remark 3.7. In the case of rotationally symmetric manifolds there is an equivalent
way to write the extension problem: we define the weight
w(r) =
(
r
φ(r)
)n−1
2
,
that provides an isometry between L2(M) and L2(Rn). Then one has the conjugation
formula
∆Mh = wL (w
−1h),
with
L = ∂rr − n− 1
r
∂r +
1
φ2
∆Sn−1 − V,
and V the radial function (see for instance [8]),
V (r) =
n− 1
2
φ′′
φ
− (n− 1)(n− 3)
4
((
φ′
φ
)2
− 1
r2
)
.
On one hand we obtain, if the operators are positive (which is the case if for instance
V is nonnegative),
(−∆M )γh = w (L)γ (w−1h).
On the other hand, by the change of function v(r, ω, y) = w(r)u(r, ω, y), the system
(2.11) is transformed into ∂yyu+
a
y
∂yu+ Lu (x, y) = 0 for (x, y) ∈ Rn × R+,
u(x, 0) = w−1(|x|)f(x) for x ∈ Rn.
(3.13)
We apply again the results of [68], this time for the operator L acting on functions on
Rn, and obtain the existence of the solution of (3.13) (and implicitly of (1.1)), together
with the limit
(L)
γ
(w−1f) = −dγ lim
y→0
ya ∂yu, (3.14)
In view of the definition of u we get (1.2):
−dγ lim
y→0
ya ∂yv = −w dγ lim
y→0
ya ∂yu = w (L)
γ
(w−1f) = (−∆M )γf.
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Finally, taking Fourier transform on Rn, (3.13) gets transformed into
∂yyuˆ+
a
y
∂yuˆ− λ2 uˆ− Vˆ ⋆ uˆ = 0,
which, a priori, may not be explicitly solved, but it may give further information.
Rotationally symmetric manifolds are toy models of warped products and one could
continue this study further. We refer the reader to [37].
3.3.4 Manifolds with ends
Let us consider first the case that M is topologically of the form X × (0,∞), where the
manifold X need not be compact; note that the extension to several cusps is straight-
forward. Assume that X has dimension N ≥ 2 and carries a metric gX . Define the
metric on M as
gM = γ(x, r)(gX + dr
2), x ∈M, r ∈ (0,∞).
In addition, we assume that M is approximately hyperbolic in the sense that γ is a
positive C∞ function which satisfies
c−1r−2 ≤ γ(x, r) ≤ cr−2, |∂rγ| ≤ cr−3 on M
for some c > 0. The Laplace-Beltrami operator is written as
∆M = γ
−N+12 divx(γ
N−1
2 ∇x) + γ−
N+1
2 ∂r(γ
N−1
2 ∂r).
It is shown in [24] (see also [58]) that if the heat kernel of X satisfies the bound
0 ≤ pt(x, x′) ≤ ct−N/2, for all 0 < t ≤ 1, x, x′ ∈ X,
which is the case when X is compact, then the heat kernel of M satisfies
0 ≤ pt(m,m′) ≤ cδ(1 + r)N/2(1 + r′)N/2t−
N+1
2 e(2δ−λ1)te−
dM (m,m
′)2
4(1+δ)t ,
for all 0 < t <∞, m,m′ ∈M , where λ1 is the bottom of the spectrum of −∆M . Since
one can get as for (3.12) the estimate
1
|B(x,√t)| ≤
1
|B(0,√t)| Cn
(
1 +
dM (x, 0)√
t
)n
,
plugging it into (3.5) hat we can satisfy condition (III) in Theorem 3.2.
More generally, one may consider weighted complete manifolds of the form
M =M1# . . .#Mk,
that is, manifolds that are the connected sum of a finite number of manifolds Mi,
1 ≤ i ≤ k. More precisely, this means thatM is the disjoint unionM = K∪E1∪. . .∪Ek,
where K is a compact with smooth boundary (we refer to it as the central part) and
each Ei is isometric to the complement of a compact set Ki with smooth boundary in
Mi. If M is weighted then we assume that the Mi’s are weighted. The weight on M
and the weight on Mi coincide on Ei (with the obvious identification). The goal of [42]
is to study heat kernel bounds for M from the bounds on each Mi through a gluing
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technique. In order to keep the presentation simple, we will not state their theorem in
full generality, but explain the model cases that inspire it.
For an integer m ∈ [1, N ] we define the manifold Rm by
R1 = R+ × SN−1, Rm = Rm × SN−m, m ≥ 2.
The manifold Rm has topological dimension N but its “dimension at infinity” is m in
the sense that V (x, r) ∼ rm for r ≥ 1. This enables to consider finite connected sums
M = RN1# . . .#RNk , for fixed M and k integers N1, N2, . . . , Nk ∈ [1, N ].
We assume that all ends of M are non-parabolic, i.e., each Ni > 2, and set
n := min
1≤i≤k
Ni(> 2).
Let K be the central part of M and E1, . . . , Ek be the ends of M so that Ei is isometric
to the complement of a compact set in RNi . With some abuse of notation, we write
Ei = RNi\K. For any point in x ∈M , set
|x| := sup
x′∈K
d(x, x′).
Observe that since K has non-empty interior, x is separated from 0 on M and |x| ∼
1 + d(x,K).
For instance, let k = 2 (i.e., M has two ends). Set M = Rn#Rm, 2 < n ≤ m.
Assume that x ∈ Rn\K, x′ ∈ Rm\K, t ≥ t0. Then we have the heat kernel bound
0 ≤ pt(x, x′) ≤ C
(
1
tm/2|x|n−2 +
1
tn/2|x′|m−2
)
e−c
d2
t ,
which is enough for our purposes.
3.4 Other frameworks
One may also consider the construction of the fractional Laplacian on metric graphs.
Note that heat kernel estimates are also valid for the Laplacian on graphs, see for
instance the recent studies [30], [51] and references therein as [72].
Finally, it would be interesting to construct real and complex powers of the complex
Laplacian on Ka¨hler manifolds.
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