Abstract. For an entire function f whose Fourier transform has a compact support confined to [−π, π] and restriction to R belongs to L 2 (R), we derive a nonuniform sampling theorem of Lagrange interpolation type with sampling points λn ∈ R, n ∈ Z, under the condition that lim sup n→∞ |λ n − n| < 1 4 .
Introduction
Any functionf which has a compact support in [−π, π] and belongs to L 2 [−π, π] can be expanded in terms of the orthonormal basis
: n ∈ Z as is the cardinal sinc function and f is the inverse Fourier transform of the functionf . This classical theorem expresses the possibility of recovering a certain kind of signals from a sequence of regularly spaced samples. From many practical points of view it is necessary to develop sampling theorems for a sequence of samples taken with a nonuniform distribution along the real line. The first answer for this direction was given by Paley and Wiener ([7, p.108] ), and later an advanced result was presented by Levinson ([6] (Kadec) . Let {µ n } n∈Z be a sequence in R satisfying
Then the set {e iµnx : n ∈ Z} is a Riesz basis for
The number 1/4 is the best possible constant for the set {e iµ n x : n ∈ Z} to be a Riesz basis ([8, p. 44] In this paper, we prove that if {λ n } n∈Z is a sequence of distinct real numbers satisfying
then the set {e iλ n x : n ∈ Z} becomes a Riesz basis. Here we note that finitely many sampling points may not satisfy (1.3) and be arbitrarily distributed. Based on the above result, we generalize the Paley-Wiener-Levinson irregular sampling theorem ( [3] , [6] ) to say that any [−π, π]-bandlimited function f whose restriction on R belongs to L 2 (R) can be recovered from its sample values {f (λ n )} n∈Z based on irregular sampling points {λ n } n∈Z along the real line with the condition (1.4): To put it explicitly,
where the series converges uniformly on any bounded horizontal strips of C and
Preliminaries
We introduce some basic terminologies related to Riesz bases and frames on a Hilbert space. Let H be a separable Hilbert space. Two bases {x n } n∈Z and {y n } n∈Z for H are said to be equivalent if there exists a bounded linear bijection T : H → H such that T y n = x n for all n ∈ Z. A basis {x n : n ∈ Z} for H is called a Riesz basis if it is equivalent to an orthonormal basis {e n : n ∈ Z} for H. A sequence of distinct vectors {x n } n∈Z in H is said to be a frame if there exist positive constants A and B such that
for any f ∈ H. We note that every Riesz basis for H is a frame, but not conversely. A frame that ceases to be a frame when any one of its elements is removed is said to be an exact frame. It is well-known that a subset of a Hilbert space is an exact frame if and only if it is a Riesz basis. The proofs and complete discussions of these matters can be found in [8] . We next define a space of functions whose expansions as sampling series will be discussed.
The functionf represents the Fourier transform of f defined bŷ
when the integral exists in some sense. We denote by B 
where m is the multiplicity of the zero at the origin, P (z) is a polynomial of degree not exceeding ρ and E (u; p)
p /p if p is a positive integer, and E (u; 0) = 1 − u.
Stability of nonharmonic Fourier series
We establish the stability of a Riesz basis consisting of nonharmonic Fourier series, that is, if {e iµ n x : n ∈ Z} is a Riesz basis for L 2 [−π, π] and a sequence {λ n } n∈Z satisfies the condition (1.4), then the set {e iλ n x : n ∈ Z} is also a Riesz basis.
. . , } be a finite subset of Z and let {μ n k } k=1 be a finite sequence of distinct complex numbers such thatμ n k = µ n for any n ∈ Z and k = 1, . . . , . Then the set
is also a Riesz basis.
Proof. Since the system {e iµ n x : n ∈ Z} is a frame, so is {e iµ n x : n ∈ Z} ∪ {e iμ n 1 x }. Then by virtue of Lemma 2.1, the set A = {e iµ n x : n ∈ Z \ {n 1 }} ∪ {e iμ n 1 x } is a frame since {e iµ n x : n ∈ Z} is a frame. The fact that A \ {e iμ 1 x } is not a frame illustrates that A should be, in fact, an exact frame and hence a Riesz basis. The result follows by applying the same argument repeatedly.
As an application of Lemma 3.1, we present a nonuniform sampling theorem with sampling points beyond the Kadec's 1 4 -condition. We consider a sequence {λ n } n∈Z of distinct real numbers satisfying the condition (1.4) which is equivalent to the condition that there exists N ∈ N such that
By the Kadec's One-quarter theorem (Theorem 1.1) and Lemma 3.1, we have:
Theorem 3.2 (Perturbation of nonharmonic Fourier series). Let {λ n } n∈Z be a sequence of distinct real numbers satisfying (3.1) for some N ∈ N. Then the set {e
Proof. Define a sequence {µ n } by
By Theorem 1.1, the set {e iµnx : n ∈ Z} is a Riesz basis of L 2 [−π, π]. Let S = {n : |n| < N }. It follows from Lemma 3.1 that the set {e iλ n x : n ∈ Z} is a Riesz basis.
For a sequence {λ n } satisfying (3.1) we define an infinite product L(z) by
Here we assume that each λ n , n = 0, is non-zero. Then L is a well-defined entire function, and satisfies the following Lemma.
Lemma 3.3. Let {λ n } n∈Z be a sequence of distinct real numbers satisfying (3.1) for some N ∈ N and λ n = 0 for n = 0. There exists C > 0 such that for any z = x + iy (x, y ∈ R) with |y| ≥ 1,
Proof. Define a rational function
From Lemma 16.1 in [6] , there exists a constant C 0 > 0 such that
Since the function |y| |Q(x+iy)| is bounded below by some positive constant C 1 > 0 on the set {x + iy : |y| ≥ 1}, we get
where
Now we have the following nonuniform sampling theorem of the Lagrange type interpolation series with finitely many free sampling points. 
where the series converges uniformly in any bounded horizontal strips of C.
Proof. By Theorem 3.2, the set {e −iλnx : n ∈ Z} is a Riesz basis for L 2 [−π, π]. It admits a biorthogonal basis {h n (x) : n ∈ Z}, that is, for every m, n ∈ Z,
that is, 
