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Every year a group of graduates from high schools enter the engineering programs 
across this country with remarkable academic record. However, as reported in numerous 
studies, the number of students switching out of engineering majors continues to be an 
important issue.  Previous studies have suggested various factors as predictors for student 
retention in engineering. To assist the engineering students with timely advising early in 
their program, an effective prediction model of matriculation and retention in engineering 
that use available student data are highly desirable. 
In the first part of this work, the author developed new prediction models of 
student retention based on four different modeling methods and five different sets of 
predictors. The four modeling methods are logistic regression, discriminant analysis, 
structural equation modeling and neural networks. Independent variables include high 
school performance indices and a collection of affective and attitudinal factors. These 
models are intended to help identify students at risk of leaving engineering in the early 
stages. The prediction performances from different methods were then compared to 
evaluate the strength and weakness of competing modeling methods. In the second part of 
this study, the knowledge and modeling skills obtained earlier were applied to develop 
prediction models for retention and graduation of female and male engineering students. 
Our findings suggest there are remarkable difference between the predictors of retention 
between women and men engineering students. In the third part of this work, student 
success models based on earlier cohorts were developed to predict student retention for 






CHAPTER 1. INTRODUCTION 
1.1 Background 
Student success in engineering education can have many different dimensions 
involving the whole process of developing young high school graduates into capable 
engineers ready to take on real world challenges and competition.  Among many possible 
definitions of student success, the most often studied measures are retention, academic 
performance and graduation.
Previous education researchers have described the loss of students from science, 
technology and mathematics (STM) studies to other careers as a “leaky pipeline’ 
(Ulriksen, Madsen & Henriette, 2010). Unquestionably the loss of talents in the 
engineering education pipeline has been a major issue in the United States. In early 1990s, 
Astin found that only 47% of first-year engineering students eventually completed their 
engineering degree (Astin 1993).  Another study, based on the students entering 
engineering and technology majors in the 1995 academic year, found only 49.4% 
obtained a degree in STEM (science, technology, engineering, and mathematics) or 
remain in STEM field by 2001(Chen & Wiko 2009).  In 2010, the Higher Education 
Research Institute continued to report that STEM majors from the 2004 freshmen cohort 
still have consistently lower degree completion rates when compared with non-STEM 
fields (Higher Education Research Institute, 2010). This remarkable level of engineering 
student attrition reflects a significant cost to the society in terms of the loss of precious 
engineering talents that could have greatly contributed to the competitiveness of society. 
In attempts to obtain more knowledge on the causes for student attrition, there 
were numerous efforts made to develop education theories or models on student retention 






retention (Tinto 1975; 1987; 1997; 2006), John Bean’s model of student attrition (Bean 
1983; 1985; 1987; Eaton & Bean, 1995),  Astin’s theory of involvement (Astin, 1984), 
and social cognitive theories (Bandura, 1977; 1986; Eccles & Wigfield, 2002). 
Completely or partially based on these theories, researchers have employed different 
modeling methodologies to model student retention. The more widely used methods in 
the literature are logistic regression (Levin and Wyckoff, 1991; House, 1993; Schaeffers 
et al., 1997; Beserfield-Sacre et al., 2002, French et al., 2005, Veenstra et al., 2009), 
discriminant analysis (Pascarella & Terenzini, 1983; Fuertes & Sedlacek, 1994; Burtner, 
2005), and structural equation modeling (Nora et at., 1990; Cabrera et al., 1993; French et 
al., 2003). 
Among these previous efforts, many of them reported various degrees of success 
in predicting student retention using their selection of methods and predictors. However, 
most prior studies were based solely on a specific modeling method of the researchers’ 
choice with their own unique retention data. Direct comparison of competing methods 
using identical collection of student retention data was rarely provided. This naturally 
leads to the question for new model developers: which modeling method is most suitable 
for an effective prediction system of student persistence and retention? This presents a 
knowledge gap which we wish to address in Chapter 2. In addition, although there are 
reports on gender and ethnicity differences in college persistence, little work has been 
done to develop specific prediction models for female or minority students. In Chapter 3, 
we will use the knowledge and skills obtained in Chapter 2 to fill this void and develop 
retention models for women in engineering. Lastly, in Chapter 4 we would like to explore 
advanced modeling methods beyond those traditionally used in education in hopes of 
further improving the prediction accuracy.  
In this work, our vision is to develop effective prediction models for student 
retention to help engineering programs improve the persistence of students, with a 
particular focus on the modeling methodologies.  Specifically, the three goals we wish to 
accomplish are:  
1) Comparing the most widely used modeling methods in the literature to 






retention, and are also capable of identifying important predictors of 
persistence. 
2) Applying the knowledge learned in 1) to develop computerized prediction 
models to study the retention and graduation of female and male students, 
with an aim to produce new knowledge and modeling capability to improve 
the admission process and retention of the underrepresented female 
populations.  
3) Developing retention models based on previous student cohorts to predict 
following (future) cohort’s retention in engineering. 
 
To achieve these three goals, this proposed dissertation includes three highly 
connected reports on modeling student retention in engineering.  Specifically they are: 
1) Comparing Modeling Methods of Student Retention in Engineering  
2) Modeling Retention of Engineering Students of Different Sexes 
3) Forecasting Student Retention in Engineering 
 
The author expect the completion of these projects will contribute to the 
engineering education and research communities in three ways. First, the new knowledge 
obtained here will greatly help the community in developing more effective retention 
models for research or educational purposes in the future. Second, with the ability to 
identify and analyze predictors of each students, strategies for personalized learning can 
be developed by offering customized programs and advising for students in need. Third, 
the knowledge obtained from modeling female students can be used in the instructional 
level to help administrators make informed policy decisions to create a more inclusive 
environment. 
In the special report “The Research Agenda for the New Discipline of 
Engineering Education” published in 2006, the National Engineering Education Research 
Colloquies outlined five major research areas for the discipline of Engineering Education. 
These research areas include: (1) Engineering Epistemologies, (2) Engineering Learning 






Inclusiveness and (5) Engineering Assessment (National Engineering Education Research 
Colloquies, 2006). 
Among these identified research areas, the three publications proposed here will 
contribute to the study of factors related to learners’ willingness to persist in engineering 
education, which is within the area of Engineering Learning Mechanisms. In addition to 
that, the second project with its focus on students of different sexes will also contribute to 
the area of Engineering Diversity and Inclusiveness. 
 
1.2 Modeling Student Retention: Theories and Methodologies 
In this section we will provide three brief summaries on (1) various student success 
theories, (2) model of student success framework in this study, and (3) modeling 
methodologies related to the prediction of student retention.  This is aimed to offer a big 
picture of the theories, framework and methods associated with the proposed research. 
 
1.2.1 Theories for Modeling Student Retention 
Among various theories on student retention, Tinto’s model is one of the most 
often cited works on student success in college. Tinto believe, before a student enters 
college, the individual’s pre-entry attributes have already formed and will have an 
indirect effect on his/her decision to leave college (Tinto 1975, 1987).  He classified the 
pre-entry attributes into three categories: family background, skills and abilities, and prior 
schooling. After arriving in college, the decision of leaving school depends on their 
interaction with the formal/informal academic and social environment of the institution. 
The academic integration, social integration and external commitment then affect 
student’s intention, goal and institutional commitment which lead to the final departure 
decision. It is important to note that Tinto’s model is a longitudinal model, and the only 
departure outcome is the voluntary withdrawal from college by students.  
 
Derived from the theory of employee turnover in organizations, Bean’s model is 






college. By collecting data from college students on important causal variables in 
institutional departure, Bean discovered the causal relationship between these variables 
(Bean 1980; 1982).  Later Bean proposed a revised model, in which a set of exogenous 
variables lead to endogenous variables then finally lead to the student’s departure from 
college (Bean 1985).  The exogenous variables include three major groups: academic 
factors, social-psychological factors, and environment factors. The endogenous variables 
include college grades, institutional fit, and the commitment to the institution. It is 
observed that Bean’s model has many variables overlapping with Tinto’s model. 
However, unlike Tinto’s longitudinal model, Bean’s model focuses on the causal 
relationship among different factors. 
A collection of social cognitive theories have been broadly used to explain student 
success in college. These theories include factors such as self-efficacy, motivation, goal, 
expectancy values, etc. (Bandura, 1977, 1986; Eccles & Wigfield, 2002).  Studies have 
confirmed that some of these social cognitive variables are effective predictors for 
student success in college.  For example, self-efficacy was shown to be moderately 
correlated with college grade point average (GPA) and retention, and academic goal is 
shown to be correlated to college GPA (Robbins et al., 2004). It was also reported that 
expectancy value was important to the academic performance of borderline freshman 
engineering students (Meichenbaum and Smart, 1971).   
Astin’s Theory of Involvement (Astin, 1984) suggested that persistence is highly 
related to student involvement.  Astin argues the quality and quantity of the student's 
involvement will influence the amount of student learning and development. The faculty 
interaction both inside and outside the classroom and high quality university programs 
and policies are necessary for student growth. Astin argues that his theory of involvement 
has an advantage over traditional pedagogical approaches because it focuses on the 
motivation and behavior of the student. 
 
1.2.2 Model of Student Success Employed in this Study 
The undesirable fact regarding engineering students’ high attrition rate has 






engineering students’ success. Figure 1.2.2 shows a model of student success in 
engineering proposed by Imbrie and his peers (Imbrie, Lin & Malyscheff, 2008; Reid, 
2009). This model illustrates the potential relationships between numerous factors and 
outcomes associated with engineering students’ success in academics and into their 
career. This model framework will be used in the following chapters as the basis for 
various model developments.   
There are three major groups of factors (input variables) on the left side of the 
Model of Student Success (MSS). They are: affective & attitudinal (A&A) measures, 
high school academic performance, and other factors not included in previous two, such 
as health or family’s social economic status. On the right side of the model are the 
various possible outcomes of student success. 
  
 
Figure 1.2.2. The Model of Student Success for engineering students 
 
 
In this proposed work we mainly focus on the affective & attitudinal (A&A) 
measures and high school academic performance as the intended input factors. The 






The A&A measures were collected through the Student Attitudinal Success 
Instrument (SASI). The Student Attitudinal Success Instrument is a 5-point Likert-style 
survey developed by researchers from a large Midwestern university. It is designed to 
collect information on student’s various attitudinal and affective self-beliefs (Immekus et 
al. 2005, Reid 2009). The original version of the SASI focuses on the following nine 
A&A constructs: Leadership, Deep Learning, Surface Learning, Teamwork, Self-efficacy, 
Motivation, Meta-cognition, Expectancy-value, and Major Decision.  
The high school performance measures include: overall GPA and core GPA from 
high school, standardized test results, average high school grades in mathematics, science, 
and English classes and finally the number of semesters completed in mathematics, 
science, and English in high school. 
This Model of Student Success is developed based on numerous previous studies 
and theories on student success. For example, self-efficacy (Bandura, 1986), expectancy 
value and motivation (Wiggfield & Eccles, 2000) are confirmed to be correlated to 
student success by various social cognitive theories. Surface learning approaches 
(Heikkila & Lonka, 2006), leadership (Ting & Man, 2001) and major decision (Haislett 
& Hafer, 1990) were shown to be predictors for student success in the educational 
literatures. The academic performance factors in this success model can be linked to 
Tinto’s model as skill & ability and prior schooling factors, and also considered as pre-
matriculation academic performance in Bean’s model.  
 
1.2.3 Methodologieas for Modeling Student Retention 
Through literature reviews, several modeling methods were found to be employed 
in prior educational research to predict students’ retention. The most frequently used are 
logistic regression, discriminant analysis and structural equation modeling (SEM).  This 
section will provide a brief overview on how these three statistical methods were applied 
in educational study related to student retention in the previous literature. In addition to 
them, neural networks, a modeling method from artificial intelligence commonly used in 
engineering and business applications, will also be discussed.  A more detailed review on 






methods being adopted into engineering education researches, such as survival analysis 
(Min et al., 2011) and Bayesian belief networks (Reye, 2004).  These newer tools will be 
explored in future efforts. 
Logistic regression (LR) has been broadly used in educational studies to predict 
student retention or graduation status. Levin and Wyckoff (1991), House (1993), 
Schaeffers et al.(1997), Beserfield-Sacre et al.(1997), and Zhang and RiCharde (1998) 
have all used logistic regression models to study student persistence in colleges. More 
recently, Besterfield-Sacre et al.(2002) developed a logistic regression model to predict 
first year engineering student first-term probation. Their results showed 86% of first term 
probation students were identified, with an overall classification accuracy of 68.8%. 
French et al.(2005) studied the enrollment status in engineering after 6 or 8 semesters 
using a logistic regression model and reported a 65% correct classification rate. Among 
these studies on student retention using LR models, only Schaeffers et al.(1997) reported 
a correct classification rate on retention that was higher than 70%.  However, Schaeffers’ 
model requires the use of college cumulative GPA as the most important factor to predict 
the 3-5 year persistence, and therefore is less suitable for implementing early proactive 
advising for freshman students. 
Discriminant analysis (DA) is a linear classifier method often used in modeling 
college student retention in earlier literature.  Pascarella and Terenzini (1983) studied 
students’ withdrawal status at the end of freshman year using discriminant analysis, and 
reported correct classification rates from 77% to 81%.  Their factors were collected 
throughout the student’s first year and unfortunately less suitable for early intervention. 
Fuertes and Sedlacek (1994) used discriminant analysis and pre-college cognitive and 
non-cognitive factors to study retention for college Asian students. They reported 64% 
and 68% correct classification for 5th semester and 7th semester retention. Burtner (2005) 
studied the enrollment status after one year for engineering students and reported 85.2% 
correction classification. However, Burtner’s data were also collected in the later part of 
second semester, which makes his approach less suitable for early intervention with 






Structural equation modeling (SEM): Although SEM is capable of performing 
prediction on dependent variables; traditionally it is often used to describe the relation 
between variables in the structure. Therefore most previous retention studies using SEM 
often reported how well the model can explain the variances in outcomes, rather than 
reporting prediction accuracy. Aitken (1982) developed a four equation structural model 
of student satisfaction, performance, and reported that 19.4% of the variance in the 
student retention can be explained by his model. Nora et al. (1990) studied the relation 
between retention and pre-college factors and reported the factors in their SEM model 
accounted for 15.3% of the variance in retention. Cabrera et al. (1993) also used SEM to 
model college student retention after one year. They reported 45% of the observed 
variance in retention can be accounted by their model, with the most significant factors as 
college GPA after first year. French et al. (2003) studied the relation between enrollment 
in engineering and factors including high school rank, SAT scores, university GPA, 
motivation, and faculty/student integration. They found their SEM model accounted for 
11% of the observed variance in enrollment in engineering.   
Neural Networks (NN) is a powerful modeling approach among the various tools 
within the machine learning community.  It has been widely used in technical 
applications involving prediction and classification, especially in areas of engineering, 
business and medicine (Bishop, 2006; Smith & Gupta, 2002; Tsoukalas & Uhrig 1997). 
The neural network model is especially attractive for modeling complex systems because 
of the following properties: universal function approximation capability, accommodation 
of multiple non-linear variables with unknown interactions, and good generalization 
ability (Coit et al., 1998). Recently NN have been applied in modeling student retention 
in engineering with affective, attitudinal and academic performance predictors (Imbrie et 












This chapter discussed the background, motivation, vision and frameworks for the 
following  three chapters. Chapter 2 will focus on the comparison of four modeling 
methodologies for student retention: Logistic regression, discriminant analysis, structural 
equation modeling and neural networks. Chapter 3 is aimed to apply the knowledge 
learned in Chapter 2 to develop prediction models for the retention of female engineering 
students. Lastly, Chapter 4 will explore the potential of predicting future student’s 
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CHAPTER 2. COMPARING MODELING METHODS OF  
STUDENT RETENTION IN ENGINEERING 
2.1 Introduction 
Exceptional high school graduates with excellent grade point averages and 
standardized test scores enter engineering programs across the world. However, as 
reported in various studies, the number of students switching out of engineering majors 
continues to be a major issue (Beaufait, 1991; Higher Education Research Institute, 2010 
). In a study of over 300 universities in the early 1990s, Astin (1993) found that only 47% 
of first-year engineering students eventually completed their engineering degree. Another 
study, based on the students entering engineering and technology majors in the 1995 
academic year, found only 49.4% obtained a STEM degree or remain in a STEM field 
after 6 years (Chen & Wiko 2009).  In 2010, the Higher Education Research Institute at 
UCLA continue to reported that STEM majors from a 2004 cohort still had consistently 
lower degree completion rates when compared with non-STEM fields across all ethnicity 
groups in the United States (Higher Education Research Institute, 2010).  
In the 2006 National Academies report “Rising Above The Gathering Storm: 
Energizing and Employing America for a Brighter Economic Future”, the following 
question was raised: “What actions should America take in science and engineering 
higher education to remain prosperous in the 21st century?”  In responding to this grand 
question, the Committee on Prospering in the Global Economy of the 21st Century made 
the following recommendation to the U.S. Congress (Augustine, 2006):
 
Recommendation C:  
Make the United States the most attractive setting in which to study and  
perform research so that we can develop, recruit, and retain the best and 
brightest students, scientists, and engineers from within the United States  







It is obvious that recruiting and retaining the best and brightest student scientist 
and engineers has become one of the nation’s top priorities in order to face the coming 
challenges from all over the world.  
In order to retain more inspired young students in engineering, it is vital to study 
the important factors that cause students to leave engineering. In addition, developing the 
capability to identify potentially non-persistent  engineering students early will be 
extremely helpful in applying effective and timely advising/intervention strategies or 
programs to help students at-risk early.  Numerous researchers throughout the years have 
studied student retentions with different modeling techniques (Aitken, 1982; Levin & 
Wyckoff, 1991; House, 1993; Schaeffers, 1997; Zhang & RiCharde, 1998; Besterfield-
Sacre et al., 2002; Burtner 2005), however most prior studies were based solely on a 
specific modeling method of the researchers’ choices. Direct comparison of competing 
modeling methods using identical collection of student retention data was rarely 
provided.  
The purpose of this paper is to present a direct comparison of prominent methods 
for modeling student retention using the same collection of data. Four modeling methods 
(neural networks, logistic regression, discriminant analysis and structural equation 
modeling) are included in this study. These competing methods were implemented on 
five retention models with various collections of affective, attitudinal and high school 
performance inputs, ranging from 9 to 71 variables. The eleven high school performance 
attributes include high school GPAs, standardized test scores, and the grades and number 
of semesters completed of math, science and English courses in high school. The 
affective and attitudinal variables were collected through the Student Attitudinal Success 
Instrument (SASI), covering the following nine constructs: Leadership, Deep Learning, 
Surface Learning, Teamwork, Academic Self-efficacy, Motivation, Metacognition, 
Expectancy-value, and Major Decision. Participants in this study include more than 1500 
first-year engineering students from a large Midwestern university. 
The author have developed new prediction systems based on four different 
modeling methods and five different sets of pre-college factors. These systems are aimed 







performances from different systems were then compared to evaluate the strengths and 
weaknesses of competing methods and collections of predictor variables.  Since the 
ability to identify important factors for attrition is also very valuable, the significant 
predictors identified by each method will also be compared to examine their consistency 
across modeling methods. 
Discoveries from this research will be valuable in helping future researchers 
develop more effective models of student persistence in engineering. It is our belief that, 
with an effective predictive system on student retention, a well-designed intervention 
program can then be performed early to help retaining more quality students in 
engineering to contribute to our technological workforce in future.   
 
2.2 Literature Review 
Through literature review, several modeling methods were found to be employed 
in prior educational research to predict students’ retention. The most frequently used ones 
were logistic regression, discriminant analysis and structural equation modeling (SEM).  
These three statistics based methods, plus neural networks from artificial intelligence and 
machine learning techniques, were applied to develop retention models for comparison in 
this study.  
While another method multiple regression was also commonly used in other 
quantitative studies, it was considered not appropriate in this application because the 
dependent variable (retention) is dichotomous (Cody and Smith , 2006). 
2.2.1 Logistic Regression 
Logistic regression has been broadly used in educational studies to predict 
student’s retention or graduation status. Levin and Wyckoff (1991) used logistic 
regression to study the predictive relationship between pre-enrollment factors and 
engineering persistence at the end of the sophomore years. They found the best pre-
college predicting variables are: high school GPAs, algebra score, gender, non-science 







regression models to study college students’ withdrawal status and found self-concept of 
drive to achieve, self-concept of overall academic ability and self-confidence in 
intellectual ability are significant factors for student withdrawal. Schaeffers et al. (1997) 
studied the persistence in engineering/mathematics/science majors after 3, 4 and 5 years 
using logistic regression models. They found the most significant factors are college 
GPAs, reporting 84.3% correct classification rate.  Besterfield-Sacre et al. (1997) 
developed logistic regression models to study the probability of engineering students 
transferring out of engineering in good or poor academic standing.  High school rank, 
attitudes about engineering, enjoyment of math and science, confidence in engineering 
knowledge and communication skills are found to be significant factors for students who 
leave engineering in good standing. Zhang and RiCharde (1998) studied college freshman 
student’s persistence by the end of the third week of their first semester with a logistic 
regression model. They found self-efficacy and physical fitness have significant positive 
impacts on persistence, while judgment and empathy are negatively associated with 
persistence.   
Besterfield-Sacre et al. (2002) developed a logistic regression model to predict 
first-year engineering student’s first-term probation. The factors included were: SAT 
scores, high school rank, self-accessed confidence in study habits, problem solving 
abilities and engineering abilities measured by Pittsburgh Freshman Engineering 
Attitudes Survey (PFEAS) (Besterfield-Sacre et al., 1999), and high risk admission 
through a bridge program. Based on data of 331 students from a cohort entering 
engineering in 1999, they reported that 86% of first-term probation students were 
identified, with an overall classification accuracy of 68.8%. Although this model was not 
a direct predictive model on student retention, it can be considered as related work 
because they also reported that approximately 50% of the students placed on first term 
probation would drop or transfer out of engineering. After considering the proportion of 
first-year students who were placed on first-term probation and the proportion who left 
engineering after one year, this model could be used indirectly to identify an estimated 







Zhang et al. (2002, 2004) studied the likelihood of graduation in engineering with 
a logistic model and found high school GPA and SAT-Math scores were significant 
positive factors. French et al. (2005) studied the enrollment status in engineering after 6 
or 8 semesters using a logistic regression model and reported a 65% correct classification 
rate. They also reported college cumulative GPA, high school ranks, SAT-Math scores 
and motivation were significant factors for predicting student persistence in engineering. 
Among these studies on students retention/persistence using logistic regression 
models, only Schaeffers et al. (1997) reported a correct classification rate directly on 
retention/persistence that is higher than 70%.  However, their model requires the use of 
college cumulative GPAs as the most important factor to predict the 3-5 year persistence, 
and therefore were less suitable for the purpose of implementing early proactive advising 
for freshman students. 
 
2.2.2 Discriminant Analysis 
Discriminant analysis is also used in modeling college student retention in the 
literature.  Pascarella and Terenzini (1983) studied students’ withdrawal status at the end 
of the freshman year using discriminant analysis, and reported a 80.6% correct 
classification rate. Academic and social integration (including college GPAs) and 
institutional and goal commitment are found to be the most important factors in their 
model. However these factors were collected during the student’s first year and therefore 
less suitable for use in early intervention.  
Fuertes and Sedlacek (1994) used discriminant analysis and pre-college cognitive 
and non-cognitive factors to study retention over 5 and 7 semesters for college Asian 
students. They found SAT scores to be the best predictors and reported 64% and 68% 
correct classification for 5th semester and 7th semester retention, respectively.  
Burtner (2005) studied the enrollment status after one year for engineering 
students and reported 85.2% correct classification. He also found that confidence in 
college-level math/science ability and the belief that an engineering degree enhances 







data were collected in the latter part of the second semester (April), which also makes his 
approach less suitable for early intervention with freshman students.   
 
2.2.3 Structural Equation Modeling (SEM) 
Aitken (1982) developed a four equation structural model of student satisfaction, 
performance, and retention for a single institution, and later obtained estimation results 
on data collected from a large state university. In his structural model for retention after 
one year, he found the significant variables are: whether the students met the minimum 
GPA requirement for graduation or not, actual GPA, residential living satisfaction, 
academic satisfaction, and concern with family-personal problems. He also reported that 
19.4% of the variance in student retention can be explained by his structural model.  
Nora et al. (1990) studied the relationship between retention and pre-college 
factors in Tinto’s attrition model (Tinto 1975; 1987). They reported the factors in their 
SEM model (including pre-college schooling, getting ready for college, initial 
commitment, academic integration and social integration) accounted for 15.3% of the 
observed variance in retention. Cabrera et al. (1993) also use SEM to model college 
student retention after one year. They reported 45% of the observed variance in retention 
can be accounted by their model, with the most significant factors as college GPAs after 
first year.  
French et al. (2003) studied the relation between enrollment (in university and in 
engineering) with factors including high school rank, SAT scores, university GPAs, 
motivation, and faculty/student integration. They found their SEM model accounted for 
24% of the observed variance in enrollment in university, and 11% of the observed 
variance in enrollment in engineering.   
Over the years SEM has been considered as an effective tool in describing 
student’s behavior regarding attrition conceptually. However, to the best of our 
knowledge there is no literature reporting applications with SEM as a computerized 








2.2.4 Neural Network 
Neural network is a popular and well developed modeling technique in the 
machine learning subfield of Artificial Intelligence (AI). During the past decades it has 
been widely used in technical applications involving prediction and forecasting, 
especially in areas of engineering, medicine and business (Haykin 1994; Tsoukalas 1997; 
Kukar 1999; Smith 2002; Bishop 2006).  According to Coit et al. (1998), a neural 
network model is especially attractive for modeling complex systems because of the 
following favorable properties: universal function approximation capability, tolerance to 
noisy or missing data, accommodation of multiple non-linear variables with unknown 
interactions, and good generalization ability.  
Compared with the numerous applications in the more technical areas like 
engineering and medicine, neural network modeling has not been as commonly applied in 
engineering education research in the past. Walczak (1994) used a neural network system 
ADMIT to determine the likelihood that a student applicant, if accepted, will actually 
attend a particular university.  More recently, Imbrie et al. (2007, 2008) developed neural 
network models for student retention in first-year engineering education based on 
students’ affective & attitudinal attributes and high school academic performances 
(Imbrie & Lin 2007; Imbrie, Lin & Malyscheff, 2008) . 
 
2.3 Research Questions 
The research questions to be addressed in this study are: 
1) How do retention models, which make use of methods such as neural 
networks, logistic regression, discriminant analysis or structural equation 
modeling, compare in their predictive accuracy? 
2) How do retention models such as neural networks, logistic regression, 
discriminant analysis or structural equation modeling compare in the 









This section will describe the participants, instrumentation, independent and 
dependent variables, models with different predictors, modeling methodologies and 
measures of prediction performance.  
 
2.4.1 Participants 
The participants in this study included 1,508 incoming first-year engineering 
students (19.2% females, 80.8% males) at a large Midwestern university during the 2004-
2005 academic years. Ethnicity was as follows: 2.1% African American, 0.5% American 
Native, 10.2% Asian/Pacific Islander, 2.6% Hispanic, 82.4% Caucasian, 2.2% Other. 
 
2.4.2 Instrumentation 
The Student Attitudinal Success Instrument (SASI) is a 5-point Likert-style 
survey developed by researchers from a large Midwestern university. It is designed to 
collect information on student’s various attitudinal and affective self-beliefs (Immekus et 
al. 2005, Reid 2009). The original version of the SASI focuses on the following nine 
constructs: Leadership (23 items), Deep Learning (10 items), Surface Learning (10 
items), Teamwork (10 items), Self-efficacy (10 items), Motivation (25 items), Meta-
cognition (20 items), Expectancy-value (32 items), and Major Decision (28 items).  
In the original SASI, all Cronbach’s coefficient alphas for these scales 
(constructs) were greater or equal to 0.80, except for the Teamwork scale ( alpha =.74).  
Scales may be divided into subscales with various numbers of items. Multiple studies 
have supported the scales’ construct validity based on the results of confirmatory factor 
analyses (Maller et al. 2005; Immekus et al. 2005).  
In 2007, SASI was expanded to fourteen constructs by adding five new ones. 
These new constructs are: Goal Orientation, Implicit Beliefs, Intent to Persist, Social 
Climate and Self Worth.  However, in this work only the original nine constructs were 







Figure 2.4.2 shows the Model of Student Success in engineering proposed by 
Imbrie and his peers (Imbrie, Lin & Malyscheff, 2008; Reid, 2009). This model 
illustrates the potential relationships between numerous factors and outcomes associated 
with engineering students’ success in academics and career. This framework was used as 
the basis for various model developments.   
There are three major groups of factors (input variables) on the left side of this 
Student Success Model. They are: non-cognitive factors (affective & attitudinal 
measures), cognitive factors (high school academic performance), and other factors not 
included in previous two. On the right side of the model are the various possible 
outcomes of student success, such as retention, academic performance, career 
performance, and the changes in the non-cognitive factors during college. 
In this chapter we focus on the non-cognitive factors (affective & attitudinal 
measures) and cognitive factors (high school academic performance) as the intended 
input factors (independent variable). The retention is selected as the measure of success 
outcome (dependent variable). 
 
 







The non-cognitive and cognitive factors in this model were later renamed into 
“affective & attitudinal measures” and “academic performance” factors. However in this 
chapter the original names are maintained to avoid confusion in discussion.  
 
2.4.3 Independent Variables  
The independent variables in this study include: (1) the nine attitudinal and 
affective self-belief constructs from the original SASI survey, and (2) eleven items from 
student’s high school performance. As we described before, the nine attitudinal and 
affective factors include Leadership, Deep Learning, Surface Learning, Teamwork, Self-
efficacy, Motivation, Meta-cognition, Expectancy-value, and Major decision.  The high 
school performance measures include: overall GPA and core GPA from high school, 
standardized test results (SAT/ACT), average high school grades in mathematics, 
science, and English classes and finally the number of semesters in mathematics, science, 
and English in high school. 
2.4.4 Dependent Variables 
The dependent variable of this study is student’s persistence in engineering after 
one year. It is a dichotomous variable. The classification of retention status after student’s 
first year is presented in Table 2.4.4.  
Students’ persistence statuses were collected at the beginning of every semester 
following their freshman year.  Students remaining in the lower-division and upper 
divisions (specific disciplines) engineering programs were considered as “retained” 
students. The students who transferred to majors other than engineering, or left the 
university completely were classified as “not-retained” as shown in table below.  The 
investigation in this study focuses on the persistence status after their first year, collected 









Table 2.4.4 Classification of the retention status after one year 
Engineering freshmen students’ status after 1st year 
Possible statuses Dichotomous statuses 
Upper-division engineering:  
completed first year requirements and move to upper 
divisions (specific disciplines) 
 
 
Retained in engineering 
 Lower-division engineering:  
still remained in the first year engineering program 
Transferred to Science or Technology 
schools in the same university 
 
 
Not retained in engineering 
Transferred to schools in the same university 
Other than Engineering, Science or Technology 
Left the university 
 
 
2.4.5 Models with Different Set of Predictors (Independent Variables) 
First, assuming the input xj represents the independent variable, while yj  
represents the dependent variable. In the model of student retention, independent 
variables are the potential predictors for student retention, and the dependent variables 
are student’s dichotomous retention status. We consider a pattern classification problem 
with l available training inputs , where , and univariate outputs 
 1,0jy .  We therefore investigate a two-class problem, where the model training set 
can be written as     1,0, 1   djljj RyxT .   
 
1) Model A: Predicting Retention with Nine Non-cognitive Variables 
Model A examines a set of non-cognitive data focusing on average values over 
nine constructs.  These constructs comprise leadership, deep learning, surface learning, 
teamwork, self-efficacy, motivation, meta-cognition, expectancy-value, and major 
decision.   
d







We therefore have input data , where  and a set of output labels 
 1,0jy  indicating whether a student was retained (1) or not retained (0). Each of the 
xj
A
 are average scores stemming from a Likert-type survey with values ranging from 1 to 
5.  The values were normalized over the interval from 0 to 1 with the minimum observed 
score mapped to 0 and the maximum score mapped to +1, therefore  1,0Ajix  for 
.   
 
2)  Model B: Predicting Retention with 60 Non-cognitive Items 
Model B examines a set of 60 non-cognitive SASI items selected from the non-
cognitive constructs in SASI survey presented earlier. The selection of items were based 
on item response theory (IRT), reliability index (Cronbach coefficient alpha), and items’ 
weighting in pilot neural networks studies.  
 
3)  Model C: Predicting Retention with Eleven Cognitive Variables 
Model C examines the set of eleven cognitive data representing high school 
academic performance as shown in Table 2.4.5a below.  
 
4) Model D: Predicting Retention with Both Cognitive and Non-cognitive 
Variables 
Model D employed 20 input items from both model A and C to form a new 
combined model, with factors of both cognitive and non-cognitive natures. A detailed 
description of items can be found in the previous two models. 
 
5) Model E: Predicting Retention with Both Cognitive and Non-cognitive 
Variables 
Model E employed input items from both model B and C to form a new combined 
model, with factors of both cognitive and non-cognitive natures. Detailed description of 
items can be found in the previous models. 
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1 High School Overall GPA 0 … 4 0 … +1 
2 High School Core GPA 0 … 4 0 … +1 
3 SAT Math 200 … 800 0 … +1 
4 SAT Verbal 200 … 800 0 … +1 
5 SAT Math and Verbal 400 … 1600 0 … +1 
6 High School GPA Mathematics 0 … 4 0 … +1 
7 High School GPA Science 0 … 4 0 … +1 
8 High School GPA English 0 … 4 0 … +1 
9 Number of terms in Mathematics 0 … 15 0 … +1 
10 Number of terms in Science 0 … 12 0 … +1 
11 Number of terms in English 0 … 15 0 … +1 
 
 
These five different retention models A, B, C, D and E (as shown in Table 2.4.5b) 
were used in this study to compare the prediction performance of modeling 
methodologies. 
 
Table 2.4.5b  Retention models A through E with different input factors 
 Models 
Model ID A B C D E 
 
Input factors 

































































(No. of dependent 
variable) 








2.4.6 Modeling Methodologies 
Four different modeling methods were compared in this study.  They are neural 
networks (NN), logistic regression (LR), discriminant analysis (DA) and structural 
equation modeling (SEM). 
 
2.4.6.1 Neural Networks (NN): 
Multilayer perceptrons, also known as a feed-forward neural network, represent 
one of the most widely used and most successful techniques for modeling nonlinear 
statistical dependencies (Bishop 2006).  They were initially conceptualized as a 
mathematical approximation of biological systems and used in both regression analysis 
and pattern classification.  In general, one invokes an optimization technique to identify a  
set of network parameters (weights), which minimize a sum-of-squares error function. In 
1986 Rumelhart et al. employed gradient descent optimization to identify the optimal 
network parameters in what is often called a backpropagation neural network (Rumelhart 
et al., 1986). Neural network models generally consist of three types of layers of nodes in 
the structure of the model: input layer, hidden layer(s) and output layer. Although it is 
allowed to have arbitrarily many hidden layers, a single hidden layer is most common 
and was employed in this study.  Figure below displays a neural network showing a layer 
of input nodes, a univariate output node, and a layer of hidden nodes.   
 
 








New neural network models must be trained first with existing data so the models 
can learn from the examples. A set of training data with known input and output (target) 
vectors is required for this process. During the back-propagation training process, 
through the technique of implementing gradient descent in weight space (Haykin 1994), 
weights associated with the links between neurons are adjusted in order to reduce the 
difference between the network’s actual output and target output. This training process 
continues iteratively until the output results of the new network reaches a preset 
proximity of the desired output.  After the training process is completed, a different set of 
data is used for the testing process to determine the actual performance of the trained 
model. In this study, Levenberg-Marquardt’s back propagation training algorithm is used 
in these models (Demuth and Beale, 1998). The performance function utilized is mean 
square error (MSE). All models were developed using Matlab software from Math Works 
Inc. 
For a more rigorous evaluation of the model’s prediction performance, a k-fold 
cross validation procedure is applied to the training and testing process (Cunningham et 
al, 2000). In this study, the students’ data is first divided into 10 equal-sized partitions, 
with one partition reserved as testing data and the remaining nine partitions labeled as 
training data. Then the neural network model is trained with the 9 partitions of training 
data and later tested with the 1 partition of testing data to obtain one set of performance 
results. Eventually this procedure is repeated 10 times independently, with a different set 
of testing data in every run, to obtain 10 sets of performance results. After that the final 
results for this k-fold cross validation process are obtained by taking averages of the 
results from these 10 runs.  
 
2.4.6.2  Logistic Regression (LR) 
Logistic regression is a statistical method frequently used in educational studies to 
predict student’s retention or graduation status. When the dependent variable is binary 







appropriate as the modeling tool. Instead, logistic regression becomes a better suited 
statistical method for such models (Schaefers et al. 1997; Cody & Smith, 2006).  
 
Similar to a linear regression model: 
Assuming  
   
y = β0 + β1x1 + β2x2 + β3x3 + … + βnxn + e, 
 
where  
 y  is the dependent variable 
 xi is the i
th
 independent variable 
β0 is the regression constant (intercept) 
 βi is the i
th
 regression coefficient 
 n  is the number of independent variables, 
 e  is the error 
  
In general, a logistic regression model computes the class membership probability 
for one of the two possible outcomes in the dependent variable. A logistic regression 
model can be formulated mathematically as below:  
 
The probability of a freshman student who stayed in an engineering program after 
the first year, E(X), can be expressed by a sigmoidal function as: 
 
E(X) =  ,  where  y’ = β0 + β1x1 + β2x2 + β3x3 + … + βnxn  
 
i.e.:   
E(X)  
 
The sigmoidal function is attractive in this type of application because it shows 
asymptotes E(-∞)= 0 and E(∞)=1, while approaching linearity in the middle range 
around E(X) = 0.5 (Zhang et al., 2004). Coefficients (βi) in the model are estimated by the 
maximum likelihood method. The purpose is to determine the coefficients βi so that E(X) 
is the best fit to the data. Stepwise selection procedure is used to select factors 
(independent variables) that show effects in predicting retention. In each step the program 
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retention among the variables that are not yet entered in the model. This selection process 
is repeated until no remaining variables have effects on retention meeting the 0.05 
significance level for entry. To understand the importance of each of the individual 
variables, the Chi-square test of independence can be used to test the null hypothesis that 
retention is independent of the specific variable.  Generally a large Chi-square statistic 
and a smaller p-value (less than 0.05) are desirable to reject the null hypothesis, and thus 
support the variable as a statistically significant factor.  
Hierarchical logistic regression is a special version of logistic regression analysis 
in which independent variables are entered in blocks or groups, instead of being entered 
all together.  It also reports changes in log likelihood and pseudo R-square with entering 
of each block.  When the original data are structured hierarchically, such as the retention 
models combining both cognitive and non-cognitive variables, hierarchical logistic 
regression can be used to examine whether changes in explained variance (R-square) can 
be accounted for by the inclusion of a specific group of conceptually similar independent 
variables in the model.   
In this study, multiple logistic regression and hierarchical logistic regression 
models were developed with SPSS 16 to examine the predictive relationship between 
engineering students’ retention and various cognitive and non-cognitive factors in the 
Model of Student Success. The k-fold cross validation procedure, with k =10, was used to 
obtain the prediction results. First, the collected data were randomly divided into 10 
partitions. Then each partition was used as a testing set while the other nine partitions 
were used for training the logistic regression model.  This procedure was repeated 10 
times until all 10 partitions have been tested. The averaged prediction performance 
accuracy over these 10 runs was recorded as final accuracy results.   
 
2.4.6.3 Discriminant Analysis (DA) 
Discriminant analysis (DA) is a statistical technique often used to classify 
individual subjects into groups or classes based on one or multiple independent variables, 
or a linear combination of variables (Green et al., 2000).  It is generally considered as a 







identification of association among variables. The most distinctive difference between 
discriminant analysis and multiple regression is that the dependent variable is quantitative 
in multiple regression but qualitative in discriminant analysis. This is why discriminant 
analysis was preferred over multiple regression in some earlier research when modeling 
discrete statuses of student persistence/retention. Another difference between these two 
methods is that discriminant analysis may produce several discriminant functions 
(discriminates) for a given set of independent variables while multiple regression uses a 
single linear model to fit the given set of variables (Field, 2000). 
In the application of two-class (group) classification, a typical discriminant 
equation can be expressed mathematically as: 
 
Group = a0 + a1 x1 + a2 x2 + ... + an xn 
 
where  
  Group  is the classification or group (retained or not-retained) 
  xi is the i
th
 independent variable 
a0 is the constant (intercept) in equation 
  ai is the i
th
  regression coefficients to be estimated 
  n  is the number of independent variables 
   
 
 After the discriminant equation was fitted with data, the independent variables 
with largest standardized regression coefficients (ai ) are the ones with the greatest 
contribution to the  prediction of classification or group membership. 
In this study, discriminant analysis models were developed with SPSS 16 to 
classify engineering students into two retention groups with various cognitive and non-
cognitive factors in the model of student success. Stepwise selection method was used, 
with F-value  < 0.05 as the entry criteria and  > 0.10 as removal criteria. The same k-fold 
cross validation procedures (with k =10) discussed in previous methods were used to 










2.4.6.4 Structural Equation Modeling (SEM) 
Structural equation modeling, according to Tomarken and Waller (2005), 
represents “arguably the most general data-analytic framework at the present point of 
time”. It has been used in psychology research to study how a given construct or personal 
trait can lead to good or poor performance or behavior in given situations. Previous 
works in educational research literature also showed SEM as an established modeling 
tool in describing student’s behavior regarding attrition and retention (Aitken, 1982; Nora 
et al., 1990; Cabrera et al., 1993; French et al., 2003). 
Structural equation modeling uses multiple linear equations to express the  
relationship between independent factors and dependent variable(s).  An example of SEM 
model with three linear equations to express the relation between dependent variables and 
independent variables can be constructed as: 
 
DV1  = a0 + a1x1 + a2x2 + a3x3 + … + akxk+ E1, 
DV2  = b0 + b1y1 + b2y2 + b3y3 + … + blyl +  E2, 
DV3  = c0 + c1z1  + c2z2  + c3z3  + … + cmzm + E3, 
 
where  
 DVi  the i
th
 dependent variable 
 xi, yi, zi  the i
th
 independent variable for dependent variables 
a0, b0, c0 the constant (intercept) in equations 
 ai, bi, ci  the i
th
 parameter to be estimated in each equation 
 k, l, m   the number of independent variables in each equation, 




 A larger, more complicated model typically consists of several linear equations in 
a SEM formulation, with each equation expressing the relation between a given 
dependent variable/construct and a collection of hypothetic independent variables.  
In this study, SEM models were developed with AMOS 16 to capture the predictive 
relationship between engineering students’ retention and various cognitive and non-
cognitive factors. The same k-fold cross validation procedures (with k =10) discussed in 









2.4.7 Prediction Performance Index 
Five performance related indexes are used to present the prediction performance 
of these retention prediction systems.  Among these indexes, the first three are used to 
express the prediction performance with different focus on the groups (whole population, 
retained students, and not retained students). The remaining two indexes mainly measure 
the bias levels. These biases are meant to be controlled to provide a foundation for fair 
comparison between different models and methods.The definition of these indexes was 
obtained from the works by Trafalis and his peers (Trafalis, Santosa & Richman, 2004; 
Trafalis, Ince & Richman, 2003).  
These measures will be discussed in detail using the classification table in Figure 
































Figure 2.4.7 Classification table for possible prediction results 
 
2.4.7.1 Overall Accuracy  
The overall prediction accuracy measures the fraction of accurate predictions 
within the total number of all observations. Its range is 0 to 1 (or 100%), and a higher 
number is desirable. The perfect score is 1, which corresponds to 100% prediction 
accuracy. Overall prediction accuracy is defined as: 
   Overall prediction accuracy =  
a d









2.4.7.2 Probability of Detection for Retained Student:  
Probability of detection for retained student (POD_Retained) measures how well 
the model predicts over those who are actually retained. Its range is 0 to 100%, with a 
perfect score of 100%. POD Retained equals to 100% means that 100% of the retained 
students were predicted correctly.  It is defined as: 
POD_Retained =  
2.4.7.3 Probability of Detection for Not Retained Student 
Probability of detection for not retained student (POD_Not-Retained) measures 
how well the model predicts over those who are actually not retained. Its range is 0 to 1 
(100%), and a higher number is desirable with the perfect score as 1. POD_Not-Retained 
equals to 1 means 100% of the not retained students were predicted correctly. Other 
studies may refer to this measure as “sensitivity” for detecting not-retained students. It is 
defined as: 
 POD_Non-Retained =  
 
2.4.7.4 Bias Retained 
Bias Retained expresses the ratio of number of predicted retained students over-
estimated or under-estimated over the number of actually retained students.  An 
overestimation of 25% is expressed as Bias Retained = +0.25%. Similarly, a negative 
Bias Retained value of -30% indicates an under-estimation of 30%.  Its range can be from 
negative 100% to positive infinity, with the perfect score as 0. A desired bias is as close 
to 0 as possible.  It is defines as:   


















2.4.7.5 Bias Non-Retained  
Bias Non-Retained expresses the ratio of number of predicted non-retained 
students over-estimated or under-estimated over the number of actually non-retained 
students.  An overestimation of 25% can be expressed as Bias Non-Retained = +0.25%. 
Similarly, a negative Bias Non-Retained value of -30% indicates an under-estimation of 
30%.  Its range can be from negative 100% to positive infinity, with the perfect score as 
0. It is defines as:   
    Bias_Non-Retained = -1 
2.4.7.6 Controlled Level of Bias Non-Retained for Comparing Models 
To achieve a foundation for direct comparison between different modeling 
methodologies, the authors have purposefully controlled the classification threshold so 
that only the lower 25% of students will be identified as at risk in this study, while the 
participant population has a 19.4% attrition rate after one year. This will help maintaining 
a consistent level of Bias Non-Retained (over-estimation for not-retained students) for all 
models in comparison. This generally can be done by applying appropriate cut-off 
thresholds to the perdition outcome values for each student so that only a determined 
proportion of students can be classified as at-risk of being not retained. 
 
2.5 Results 
2.5.1 Comparing Modeling Methods for Predicting Retention 
Retention prediction systems based on four prominent prediction methods (neural 
networks, logistic regression, discriminant analysis and structural equation modeling) are 
developed in this study.  For logistic regression and discriminant analysis methods with 
optional variable selection functions, both the “enter all variables” and “stepwise 
selection of variables” approaches were implemented for the purpose of comparison. 












To facilitate the comparison, the author prepared 5 different collections of 
independent variables (predictors). Models with these five different collections of 
independent variables are labeled as model A, B, C, D, and E, as shown in Table 2.5.1a.  
All six modeling method variations were developed and tested with 5 different input 
models. Therefore, 30 competing prediction systems are available for comparison.   
 
Table 2.5.1a Variations of prediction methods and retention models 
Method ID Prediction Methods 
NN Neural networks modeling 
LR_All Logistic regression; enter all variables in the model 
LR_Step Logistic regression; forward stepwise selection for selecting variables in model 
DA_All Discriminant analysis; enter all variables in the model 
DA_Step Discriminant analysis; forward stepwise selection for selecting variables in model 
SEM Structural equation modeling 
  
 Retention Models with Different Independent Variables 




(No. of  independent 
variables) 
Average Scores 






























Dependent Variable Retention in engineering after the first year 
 
Table 2.5.1b and Figures 2.5.1b, c and d show the prediction accuracy results 
across all 30 (6x5) prediction model implementations. All the prediction accuracy results 
were obtained through the k-fold cross-validation process (with k=10) using the identical 
set of student data (N=1508).  This process ensures that these testing results from k-fold 
cross-validation are as close to testing brand new data as possible. The averaged 
performance results of 10 cross-validation runs for each method-model combination are 
then reported in Table 2.5.1b and plotted in Figures 2.5.1b, c and d for final comparison. 
The classification threshold was controlled so that only 25% of students will be identified 









Table 2.5.1b Prediction performance for modeling student retention in engineering 
after one year with different methods and models 
 Overall Prediction Accuracy 
Models with different independent variables 
Method A(9) B(60) C(11) D(20) E(71) 
NN 0.681 0.687 0.703 0.719 0.717 
LR_All 0.678 0.687 0.698 0.717 0.711 
DA_All 0.675 0.687 0.699 0.714 0.710 
SEM 0.675 0.685 0.699 0.713 0.710 
LR_Step 0.680 0.676 0.695 0.703 0.715 
DA_Step 0.676 0.676 0.697 0.701 0.711 
 
 Probability of detection for retained students (POD-Retained) 
Models with different independent variables 
Method A(9) B(60) C(11) D(20) E(71) 
NN 0.765 0.769 0.780 0.790 0.788 
LR_All 0.764 0.769 0.776 0.788 0.784 
DA_All 0.762 0.769 0.777 0.786 0.784 
SEM 0.762 0.768 0.777 0.786 0.784 
LR_Step 0.764 0.761 0.774 0.780 0.787 
DA_Step 0.761 0.759 0.775 0.778 0.784 
 
 Probability of detection for not retained students (POD-NotRetained) 
Models with different independent variables 
Method A(9) B(60) C(11) D(20) E(71) 
NN 0.332 0.346 0.383 0.424 0.420 
LR_All 0.322 0.345 0.368 0.415 0.404 
DA_All 0.316 0.342 0.371 0.404 0.403 
SEM 0.316 0.346 0.371 0.408 0.403 
LR_Step 0.330 0.323 0.365 0.381 0.417 
DA_Step 0.323 0.330 0.369 0.375 0.407 













Figure 2.5.1b Comparing overall accuracy for predicting retention  
in engineering with different methods and models 
 
 
Figure 2.5.1c Comparing probability of detection for retained students 
with different methods and models 
 
Figure 2.5.1d Comparing probability of detection for not retained  








2.5.2 Identifying Importance Predictors for Retention 
The important predictors for 1-year retention identified by logistic regression, 
discriminant analysis, structural equation modeling and neural networks are presented  in 
Table 2.5.2.  The variables are presented with their respective coefficients associated with 
the importance of each predictor.  Model B and E are not presented in this table due to 
their significantly larger numbers of individual item variables, and also the author’s intent 
to focus the discussion of predictor importance on the construct level rather than on the 
individual items from the SASI survey.   
 
Table 2.5.2  Important predictors for 1-year retention identified by different methods 



































Surface         (-1.42) 
Leadership     (1.30) 
Efficacy         (0.81) 
Surface         (-3.96) 
Leadership    (3.64) 
Efficacy         (2.27) 
Surface        (-0.22) 
Leadership   (0.20) 
Efficacy       (0.12) 
Leadership    (0.10) 
Surface         (-0.06) 











SEM_Sci       (2.01) 
SEM_Math    (1.59) 
SEM_Engl    (-1.25) 
SAT_M          (1.22) 
AVE_Engl     (1.18) 
SEM_Sci       (3.24) 
SEM_Math    (2.74) 
SEM_Engl    (-2.44) 
SAT_M         (2.12) 
AVE_Engl     (2.06) 
SEM_Sci      (0.28) 
SEM_Math   (0.23) 
SEM_Engl   (-0.21) 
SAT_M        (0.18) 
AVE_Engl    (0.18) 
SEM_Sci     (0.038) 
SAT_M        (0.029) 
SEM_Math  (0.029) 
Core_GPA   (0.027) 







A & C 
SEM_Sci       (2.00) 
SEM_Math    (1.62) 
SEM_Engl    (-1.51) 
Leadership     (1.50) 
SAT_M          (1.39) 
SAT_All        (1.06) 
AVE_Engl     (1.05) 
SEM_Sci       (2.78) 
SEM_Math    (2.39) 
SEM_Engl    (-2.35) 
Leadership     (2.35) 
SAT_M          (2.06) 
AVE_Eng      (1.61) 
Surface         (-1.52) 
SEM_Sci     (0.27) 
SEM_Math  (0.23) 
SEM_Engl  (-0.23) 
Leadership   (0.23) 
SAT_M        (0.20) 
AVE_Engl   (0.16) 
Surface        (-0.15) 
SEM_Sci     (0.090) 
SAT_M       (0.075) 
SEM_Math  (0.067) 
SEM_Engl  (-0.057) 
Leadership   (0.037) 
SAT_V       (-0.036) 




Figure 2.5.2 below provided a graphic presentation for relative importance of 







comparison, all associated coefficients were rescaled to the same range, with the largest 
value to be 1.0 on the chart. 
 
 






2.6.1 Comparing Modeling Methods for Predicting Retention 
Based on the prediction performance results from Figures 2.5.1b, c and d, 
although these three performance indexes reside in different numeric ranges, they present 
very consistent performance patterns across modeling methods. This observation is worth 
mentioning, because it allows us to focus our discussion on one of the three indexes first, 
and knowing the other two prediction indexes will generally support, rather than dispute 








From Table 2.5.1b, it is clearly that the method of neural networks have 
consistently preformed best among the six method variations across different set of 
independent variables, and closely followed by one of the two logistic regression methods. 
This is consistent with the finding from Dreiseitl and Ohno-Machado (2002) from a 
collection of 72 modeling papers in the area of modeling biomedical informatics. On the 
other hand, the discriminant analysis and structural equation modeling have consistently 
performed lower than neural networks or logistic regression with very rare exceptions.  
One of the explanations is both discriminant analysis and structural equation modeling 
are linear models, which can show a limitation when the relations between the variables 
have non-linear natures. This is consistent with findings from Kumar and Bhattacharya 
(2006) and Bowd et al. (2002). In contrast, both neural networks and logistic regression 
are non-linear modeling tools, which offer more model fitting flexibility than their linear 
competitors.   
 
2.6.2 Identifying Important Predictors for Retention 
The results from Table 2.5.2 and Figure 2.5.2 suggest that, although discriminant 
analysis and structural equation modeling are different methods, they tend to suggest the 
same collection of important factors from each modeling scenario.  In Figure 2.5.2 this 
fact is emphasized by the closely overlapping curves of importance from both methods.  
Slightly different from them are the importance curve of logistic regression, which is 
largely consistent with the pattern of curves from discriminant analysis and structural 
equation modeling with mild deviations in value.  The curve of importance of neural 
networks, derived from sensitivity coefficient values, was the one with more difference 
from the other three statistical method competitors.      
In terms of identifying the important predictors from a collection of factors, the 
three statistical modeling methods do share the long established capability of identifying 
important predictors through standard significance testing and regression coefficients (or 
discriminant function coefficients). The interpretation of predictor importance with 







Therefore, in applications when identifying the important predictors is critical to 
the analysis, these statistical methods do show an advantage over neural network models.   
 
 
2.6.3 Improving Prediction Performance by Variable Selection 
One observation in Figure 2.5.1b really intrigues us. Why the performance of top 
four methods on model D drop when applied to model E, but the two lower performing 
methods (LR_Step and DA_Step) improve significantly when moving from model D to E? 
After examining several possible ways of explaining it and numerous literature searches, 
the author suspect that the most likely key to that unexpected observation is the number 
of variables in model.  As shown in Figure 2.5.1b, those two prediction methods moving 
up significantly from model D to E are both stepwise selection variation of logistic 
regression and discriminant analysis. These stepwise selection models, with their nature 
of selecting only more important factors into the model, tends to have much smaller 
number of variables in their final model formulation. On the other hand, those four 
methods that perform well in model D but drop lower in model E use all 71 variables (11 
cognitive, 60 non-cognitive) provided in model E. To explore further, the author 
developed a series of prediction systems based on hierarchical logistic regression (HLR). 
In this HLR approach, we used the 11 cognitive factors from model C as the starting 
point  for new model, and added subsets of the 60 cognitive items (from model B) 
incrementally until the model reached all 71 variables and became model E. The first 
block of 11 cognitive factors were entered together in the new HLR models, while the 
second block of non-cognitive items entered the new models in batches based on the 
“probability for stepwise entry” values in the forward stepwise selection process. 
Generally a variable with smaller “probability for stepwise entry” indicates it has higher 
importance in the model. Therefore it should enter the model earlier than those variables 
with larger such values. 
Among the three prediction performance indices, POD_NR (Probability of 
Detection-Not Retained) is the one expressing what percentage of the non-retaining 
student is identified by the prediction model. We will use it as the main index for 







using increasing “probability for stepwise entry”. The solid line is plotted with average 
POD_NR values following the primary Y-axis on left, while the dotted line shows the 
average number of variables included in new models following the secondary Y-axis on 
right side.  Again all the results in this figure are obtained through k-fold cross validation 
with K=10. Since every point plotted is the average from 10 cross validation runs, the 
number of variables in model may not be an integer. In addition, to display enough 
relevant information without overcrowding the limited space in figure, the size of 
increments on X-axis is not constant. 
 
 
Figure 2.6.3a Prediction performance (POD_NR) and number of variables in hierarchical 
logistic regression (HLR) model with different probability for stepwise entry to select 
SASI items into model 
 
Findings in this model improving effort will be discussed in details in the 
following section: 
 
Finding 1: The number of variables in prediction model is not “the more the 
merrier”. 
 
Figure 2.5.4 shows an interesting POD_NR curve (solid red line) which starts 







performance first improves from model C with small “probability for stepwise entry” 
value of 0.05, then gradually peaks at “probability for stepwise entry” of 0.175, and then 
drops back down until it reaches model E. Basically model E uses all 71 available 
variables and is equivalent to applying a “probability for stepwise entry” of 1.0 on the 
chart.   
The dotted curve, presenting number of independent variables in model, shows a 
consistent trend of increasing when the “probability for stepwise entry” value increases. 
This is expected as a larger “probability for stepwise entry” means a lower entry 
threshold for items to enter the model. 
 
Clearly, the models with larger “probability for stepwise entry” generally are the 
results of adding additional items to models with smaller “probability for stepwise entry”, 
as it just lowered the entry criterion from the models on it left in Figure 2.6.3a. One 
would think by including more factors into the larger model, it should at least perform as 
well as, if not better than, the smaller model with only a subset of its variables. However, 
this curve in Figure 2.6.3a clearly disputed that myth. Model E obviously contains all the 
variables that any other model on the figure has and more, but its performance is lagging 
behind many models which uses only a subset of its variables. When we discuss about the 
modeling performance, more variables is not always a blessing. This observation is 
sometimes described as the “curse of dimensionality”(Matignon, 2005). More discussion 
on model selection and subset size issue can be found in the statistical literature such as 
the work of Hastie et al (2009). 
Finding 2: Explore beyond the ordinary path could improve the prediction models. 
The commonly used statistical threshold value 0.05 may not be the best choice for 
“probability for stepwise entry” in stepwise selection process for logistic regression and 
discriminant analysis. 
 
Statistical methods such as logistic regression and discriminant analysis usually 
include the stepwise selection module as its tool for selecting variables into the model. 
When developing prediction systems using these methods with stepwise selection, the 
user will be asked to enter the “probability for stepwise entry” as threshold for including 







is also the value most researchers selected, as we observed in many past works. The 
performance results for the two stepwise selection variations of logistic regression and 
discriminant analysis (in Figures 2.5.1b, c and d) are also based on this typical value of 
0.05.  
However, the results in Figure 2.6.3a suggest the commonly used 0.05 for 
“probability for stepwise entry” does not produce the best performing prediction model 
for us.  A better performing model actually was obtained when a much larger value 0.175 
was used in the stepwise selection process in the study. Similar results were also found in 
developing discriminant analysis models. Selection of this proper p-value is highly 
dependent on the model type and variables used in each study. Therefore the author 
suggests if the goal is to improve the prediction performance, researchers may want to 
explore beyond the 0.05 threshold typically used in stepwise selection process. 
Based on the finding in Figure 2.6.3a, a new model E’ with 27 variables is 
developed.  It contains 16 non-cognitive survey items selected through the HLR stepwise 
selection process and the 11 factors from cognitive model C. After implementing this 
new model E’ with all 6 prediction methodologies, the results are shown in Figure 2.6.3b. 













Finding 3: Prediction performance of cognitive only model can be greatly 
improved with addition of non-cognitive items.   
 
In contrast with Figure 2.5.3, the new E’ model clearly outperform all other 
models in this study when implemented with same method. It is noteworthy that with the 
addition of 16 non-cognitive items into model C, the POD of not-retained students 
increases significantly from 38.3% in model C to 46.6% in model E’, based on neural 
network results on top of the figure. Similar amount of improvement is also obtained in 
other modeling methods. This suggests that the effort of collecting non-cognitive survey 
data does improve the retention model’s prediction performance. These non-cognitive 
items help bringing the prediction performance of cognitive model C to a much higher 
level as demonstrated by model E’.   
 
2.6.4 Limitation of this Study 
There are a few limitations in this study. First limitation is on the number of 
modeling methodologies tested. In this work comparison are done among the three 
popular statistical methods and neural network. However, as the modeling technology 
and computing algorithm advance every day, newer methodology may provide further 
improvement in prediction or classification models.  It is the nature of modern day 
researches. Therefore it is desirable to include more modeling methods into the future 
work to further improve the performance of retention models.  
The second limitation of this work is the limited student population. Since the 
student data were collected from a large Midwestern university, the sample population is 
limited in its diversity and quantity. For example, only 2.6% of this population is 
Hispanic, and another 2.1% are African American students. The identified important 
predictor for engineering retention in this population may not apply to these two ethnic 
groups due to their limited presence in this data collection.  
The third limitation is on the collected factors in this study. Due to the constraint 
of resources, the author has to limit the independent variables to those presented in this 
study. As numerous prior literature suggest, there are a wide variety of potential 








In this study, 30 combinations of modeling scenarios were developed for the 
comparison of prediction methods. Among the four examined methods, neural networks 
generated the highest prediction accuracy performance across all different scenarios, 
followed by the logistic regression models.  The other two modeling methods, 
discriminant analysis and structural equation modeling, performed less accurately due to 
their limitation as linear models.   
On the identifying of important predictors, the three statistical modeling methods 
perform more consistently with each other, while the results of neural network models 
possess difference from them. As the literature suggests, the capability to identify 
important predictors through statistical testing procedure and regression coefficients have 
been long established and widely accepted in research community. In applications when 
identifying the important predictors is critical to the analysis, these statistical methods 
does show an advantage over neural network models.   
The author also demonstrated modeling techniques on improving the prediction 
model performance by a hierarchical logistic regression (HLR) approach. If the 
prediction performance is the main criterion for developing models, the author suggests 
carefully select the “probability for stepwise entry” in regression models in future 
researches. 
To conclude this study, among those four modeling methods, if the prediction 
accuracy is the most important goal and there is not requirement about identifying 
important predictors,  then neural networks have the potential to offer the best prediction 
accuracy. However if identifying important predictors is an important objective, then 
logistic regression will provide appropriate capability for both prediction accuracy and 
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CHAPTER 3. MODELING ENGINEERING STUDENTS OF DIFFERENT SEXES 
3.1 Introduction 
In his keynote speech to the “Best Practices in Managing Diversity” workshop 
hosted by National Academy of Engineering (NAE) Committee on Diversity in the 
Engineering Workforce, NAE president William A. Wulf highlighted the importance of 
different perspectives and diversity in solving engineering problems (National Academy 
of Engineering, 2002): 
 
“Engineers are charged with developing elegant solutions that satisfy a variety of 
constraints, and the more different perspectives that can be brought to bear on a 
problem, the higher the probability of identifying the optimal solution.” 
 
However, for many years, low female enrollment in engineering majors has been 
an unwelcome reality across the United States. Although the percentage of bachelor’s 
degree in engineering awarded to female students has increased from 10.1% in 1980 to 
20.5% in 2000, it has remained stagnant at about 20% from 2001-2006 (Schaefer, 
Epperson, Nauta, 1997; National Science Fundation, 2008). In 2009, Engineering 
Workforce Commission also reported the female students only account for 19.2 % of the 
engineering majors (Engineering Workforce Commission, 2009). In order to recruit, 
retain and cultivate more successful female and minority engineering students, a 
systematic understanding of factors affecting their persistence and academic performance 








Figure 3.1 Engineering B.S. degrees awarded in U.S.A, 1966-2006 
 
The Model of Student Success (MSS) in engineering proposed by Imbrie and his 
peers (Imbrie, Lin & Malyscheff, 2008; Reid, 2009) illustrates the potential relationships 
between various factors and outcomes associated with engineering students’ success in 
academics and career. This framework of MSS is used as the basis for model 
development in this study.  One important group of factors in the MSS is collected 
through Student Attitudinal Success Instrument (SASI). As a 5-point Likert-style survey 
developed by researchers from a large Midwestern university, SASI is designed to collect 
information on student’s various attitudinal and affective self-beliefs (Immekus, Imbrie, 
& Maller, 2004; Immekus, Maller, Imbrie, Wu, & McDermott, 2005; Reid & Imbrie, 
2008; Reid, 2009). The original version of SASI focuses on the following nine 
constructs: Leadership (23 items), Deep Learning (10 items), Surface Learning (10 
items), Teamwork (10 items), Self-efficacy (10 items), Motivation (25 items), Meta-
cognition (20 items), Expectancy-value (32 items), and Major Decision (28 items). 
Earlier research has shown that several factors from the original Student Attitudinal 
Success Instrument (SASI) survey are significant predictors for student’s retention in 
engineering (Imbrie, Lin, & Reid, 2010). It was also reported that adding SASI factors to 
retention models based on pre-college academic factors can significantly improve their 






However, previous studies with the SASI survey often attempted to model student 
success based on the aggregate population including both sexes. Considering potential 
differences between female and male engineering students, using the same prediction 
model for both genders may not be the best approach. Therefore, in this study, the author 
proposed to develop different student success models separately for female and male 
engineering students.  
The objective of this study is to develop student success models to identify the 
important  predictors for retention and graduation of female engineering students. After 
that these findings will be compared with the predictors of male engineering students.  
With the knowledge of potentially different predictors for retention/graduation of female 
and male students, separate strategies can be developed in future to offer customized 
programs and advising for students of both sexes in need. In the nationwide efforts to 
improve the percentage of female engineers in engineering workforce, findings from this 
study will provide valuable insights to help educators develop better programs for 
recruiting, admitting, retaining and educating female engineering students.   
 
3.2 Literature Review 
3.2.1 Retention of Women in Engineering 
The continued underrepresentation of women in engineering programs in this 
country is still an alarming issue. Sanoff (2005) pointed out that while nearly 50% of 
graduates in medicine and law are female, only 20% graduates in engineering are women. 
According to the Engineering Workforce Commission, the female students only 
accounted for 19.2 % of the engineering majors in 2009. For mechanical, electrical and 
computer engineering majors the female proportion drop to less than 13% (Engineering 
Workforce Commission, 2009). In order to increase the diversity of engineering 
workforce, decisive actions are needed to improve the recruiting, admitting and retaining 
of women student in engineering.   
Several prior studies have suggested difference factors for retention and success 
of women in college and engineering. According to Lim (2009), self-efficacy and 






However it is also reported that there are resistances to change the engineering 
environment so females can experience a sense of belonging (Bastalich et al. 2007).  
Some men’s fear of dominant females (Palermo, 2004) , and discrimination for females 
in the engineering discipline (Wadhwa, 2006) have contributed to the attrition of female 
in engineering. It is also found that female undergraduate students experience higher 
level of irritability, stress, and depression than male engineering students (Hudd, 2000; 
Hicks and Miller, 2006), which can eventually lead to female students’ departure from 
engineering programs.  
In their study on “why women leave engineering”, Fouad and Singh (2011) found 
several factors impacting women engineers’ decision on staying in or leaving engineering. 
These factors are: self-confidence of their engineering ability, satisfaction with the job, 
support from co-workers, workplace climate, amount of workload, and training and 
development opportunities. Although some of these factors are related to working 
environment, they may also provide insights on how to develop a women friendly 
learning environment for engineering programs.  
Adelman (1998) has found a gender difference between persister and non-
persisters in college. He reported female non-persister had higher college grades and 
lower SAT test scores than male non-persisters.  In another study from University of 
Washington, Brainard (1998) reported that no GPA difference were found between 
female persisters and non-persisters. This suggested that women are not leaving because 
they are not performing, which is consistent with the findings from Seymour and Hewitt 
(1997).  
One noteworthy and consistent theme among these prior studies is the finding that 
women are not leaving because they are not performing well. This reconfirms the 
importance and necessity of including affective and attitudinal factors into the model of 
women’s success in engineering. 
 
3.2.2 Modeling Student Retention with Logistic Regression  
Logistic regression has been broadly used in educational studies to predict 






regression to study the predictive relationship between pre-enrollment factors and 
engineering persistence at the end of sophomore years. They found the best pre-college 
predicting variables are: high school GPAs, algebra score, gender, non-science scores, 
chemistry scores, and reason for engineering choice. House (1993) used logistic 
regression models to study college students’ withdrawal status and found self-concept of 
drive to achieve, self-concept of overall academic ability and self-confidence in 
intellectual ability are significant factors for student withdrawal. Schaeffers et al. (1997) 
studied the persistence in engineering/mathematics/science majors after 3, 4 and 5 years 
using logistic regression models. They found the most significant factors are college 
GPAs, reporting 84.3% correct classification rate.  Besterfield-Sacre et al. (1997) 
developed logistic regression models to study the probability of engineering students 
transferring out of engineering in good or poor academic standing.  High school rank, 
attitudes about engineering, enjoyment of math and science, confidence in engineering 
knowledge and communication skills are found to be significant factors for students who 
leave engineering in good standing. Zhang and RiCharde (1998) studied college freshman 
student’s persistence by the end of third week of their first semester with their logistic 
regression model. They found self-efficacy and physical fitness have significant positive 
impacts on persistence, while judgment and empathy are negatively associated with 
persistence.   
Besterfield-Sacre et al. (2002) developed a logistic regression model to predict 
first year engineering student’s first-term probation. The factors included were: SAT 
scores, high school rank, self-accessed confidence in study habits, problem solving 
abilities and engineering abilities measured by PFEAS (ref here), and high risk admission 
through a bridge program. Based on data of 331 students from a cohort entering 
engineering in 1999, the authors reported that 86% of first-term probation students were 
identified, with an overall classification accuracy of 68.8%. Although this model was not 
a direct predictive model on student retention, it can be considered as related work 
because the authors also reported that approximately 50% of the students placed on first 
term probation would drop or transfer out of engineering. After considering the 






proportion who left engineering after one year, this model could be used indirectly to 
identify estimated 30%-40% of students who leave engineering after one year.      
Zhang et al. (2002, 2004) studied the likelihood of graduation in engineering with 
logistic model and found high school GPA and SAT-Math are significant positive factors. 
French et al. (2005) studied the enrollment status in engineering after 6 or 8 semesters 
using logistic regression model and reported a 65% correct classification rate. They also 
reported college cumulative GPA, high school rank, SAT-Math and motivation are 
significant factors for predicting student persistence in engineering. 
Among these studies on students retention/persistence using logistic regression 
models, only Schaeffers et al. (1997) reported a correct classification rate directly on 
retention/persistence that is higher than 70%.  However, Schaeffers’ model requires the 
use of college cumulative GPA as the most important factor to predict the 3-5 year 
persistence, and therefore is less suitable for implementing early proactive advising for 
freshman students. 
 
3.3 Research Questions 
Within the framework of the student success model, the key research questions 
guiding this study are: 
1) What are the significant predictors for 1-year retention of female engineering 
students? What are the significant predictors for same retention of male 
engineering students?  Are they different by gender? 
2) What are the significant predictors for 8, 10 and 12-semester graduation of 
female engineering students? What are the significant predictors for these of 
male engineering students? Are they different by gender? 
3) Are there differences between the important predictors for retention and 
graduation for female students?  Are there differences between the important 








This section describes the subjects in this study, the instruments employed, 
independent and dependent variables, and proposed modeling and analysis methods. 
 
3.4.1 Population 
The subjects in this study includes 4612 freshman engineering students from 
cohorts 2004, 2005 and 2006 in a large Midwestern university. Among them, 17.6% are 
female and 82.4% are male. The ethnicities of this population include 80.0% Caucasian 
American, 7.6% Asian American, 2.2% African American, 1.1% Hispanic American, 0.5% 
Native American, and 8.6% international and unknown. The percentages of sexes, and 
their retention and graduation rates in engineering of this population are shown in Table 
3.4.1a, b and c. 
 
Table 3.4.1a Number of female and male students, 2004-2006 cohorts 
Cohort Female Male Total 
2004 286 (19.3%) 1196(80.7%) 1482 
2005 245 (16.1%) 1274 (83.9%) 1519 
2006 283 (17.6%) 1328 (82.4%) 1611 
Sum of 2004-06 814 (17.6%) 3798 (82.4%) 4612 
 









Cohort Female Male Female Male Female Male Female Male 
2004 78.7% 81.1% 26.2% 23.8% 50.0% 47.8% 52.4% 51.2% 
2005 85.7% 80.0% 37.6% 22.4% 62.4% 49.5% 64.1% 52.6% 
2006 85.2% 84.1% 30.7% 30.2% 58.7% 56.2% 60.1% 59.1% 
2004- 06 83.0% 81.8% 31.2% 25.6% 56.8% 51.3% 58.6% 54.4% 
 










Female (N=814) 83.00% 31.20% 56.80% 58.60% 
Male (N=3798) 81.80% 25.60% 51.30% 54.40% 











The Student Attitudinal Success Instrument (SASI) is a 5-point Likert-style 
survey developed by researchers from a public Midwestern university to collect self-
reported information on student’s various attitudinal and affective self-beliefs (Immekus, 
Imbrie, & Maller, 2004; Immekus, Maller, Imbrie, Wu, & McDermott, 2005; Reid & 
Imbrie, 2008; Reid, 2009). The first phase of SASI focuses on the following nine 
constructs: Leadership, Deep Learning, Surface Learning, Teamwork, Academic Self-
efficacy, Motivation, Meta-cognition, Expectancy-value, and Major Decision. In 2007, 
SASI was expanded to fourteen constructs by adding five new factors: Goal Orientation, 
Implicit Beliefs, Intent to Persist, Social Climate and Self Worth (Reid, 2009). In this 
research, we focus our analysis on students from 2004-2006 cohorts, therefore the data 
are collected from the original version of SASI with nine original constructs. 
In the original SASI, all Cronbach’s coefficient alphas for these scales 
(constructs) were greater or equal to 0.80, except for the Teamwork scale ( alpha =.74).  
Prior studies have supported the scales’ construct validity based on the results of 







3.4.3 Independent Variables  
The independent variables in this study include two major groups:  
1) Nine affective and attitudinal self-beliefs from original SASI survey. 
2) Eight academic preparation items from high school.  
The nine attitudinal and affective self-beliefs include Leadership, Deep Learning, 
Surface Learning, Teamwork, Self-efficacy, Motivation, Meta-cognition, Expectancy-
value, and Major Decision.  The academic preparation items from high school include: 
standardized test results (SAT/ACT), average high school grades in mathematics, 
science, and English classes, and the number of semesters in mathematics, science, and 
English in high school. 
3.4.4 Dependent Variables 
The dependent variables include:  
1) Student’s retention status in engineering after one year. 
2) Student’s graduation in engineering status after 8 semesters. 
3) Student’s graduation in engineering status after 10 semesters. 
4) Student’s graduation in engineering status after 12 semesters. 
Students’ persistence statuses were collected at the beginning of every semester 
following their freshman year. Students remaining in the lower-division and upper 
divisions (specific disciplines) engineering programs were considered as “retained” 
students. The students who transferred to majors other than engineering, or left the 
university completely were classified as “not-retained”.  If a student graduated with an 
engineering degree in current university after 8/10/12 semesters, his/her status is 
considered as successfully graduated in engineering within the respective period of time. 
The students who did not complete the engineering degree after 8/10/12 semesters in 
current college, transferred to other colleges, or left the university are considered as not 






The one-year retention in engineering status was collected at beginning of the 
third semester. The 8/10/12 semester graduation in engineering status was collected at the 
beginning of semester following 8/10/12th semester. 
 
3.4.5 Analysis Methods  
Logistic regression is selected in this study among the four methodologies 
compared in chapter 2 for two reasons. First, neural network model requires a larger 
sample size (data points) to take advantage of its flexibility (Vach et al.,1996). However, 
we have a limited number of female students in the data set, as shown in Table 3.4.1a. 
The limited numbers of subjects could impact the training of neural network model and 
affect its performance. For logistic regression, several researchers have suggested a 
minimum observation-to-predictor ratio of 10 to 1 (Lawley & Maxwell, 1971; Peng et 
al.,2002). This will allow the application of logistic regression in this study. The second 
reason is logistic regression offers better prediction performance when compared with 
discriminant analysis and structural equation modeling according to the previous study 
(Imbrie, Lin & Reid, 2010).  
Logistic regression is a statistical method frequently used in educational studies to 
predict student’s retention or graduation status. When the dependent variable are binary 
(dichotomous), such as the students’ retention status, conventional linear regression is not 
appropriate as the modeling tool. Instead, logistic regression becomes a better suited 
statistical method for such models (Schaefers et al., 1997; Cody and Smith, 2006).  
 
Similar to a linear regression model: 
Assuming    
 
y = β0 + β1x1 + β2x2 + β3x3 + … + βnxn + e, 
 
where  
 y  is the dependent variable 
 xi is the i
th
 independent variable 
β0 is the regression constant (intercept) 
 βi is the i
th
 regression coefficient 
 n  is the number of independent variables, 






In general, a logistic regression model computes the class membership probability 
for one of the two possible outcomes in the dependent variable. A logistic regression 
model can be formulated mathematically as below:  
The probability of freshman student who stayed in engineering program after first 
year, E(X), can be expressed by sigmoidal function as: 
 
E(X) =  ,  where  y’ = β0 + β1x1 + β2x2 + β3x3 + … + βnxn  
 
i.e.:   
E(X)  
 
The sigmoidal function is attractive in this type of application because it shows 
asymptotes E(-∞)= 0 and E(∞)=1, while approaches linearity in the middle range around 
E(X) = 0.5 (Zhang et al., 2004). Coefficients (βi) in the model are estimated by the 
maximum likelihood method. The purpose is to determine the coefficients βi so that E(X) 
is the best fit to the data. Stepwise selection procedure is used to select factors 
(independent variables) that show effects in predicting retention. In each step the program 
chooses a new entering variable that possesses the largest estimated effects in predicting 
retention among the variables that are not yet entered in the model. This selection process 
is repeated until no remaining variables have effects on retention meeting the 0.05 
significance level for entry. To understand the importance of each individual variables, 
the Chi-square test of independence can be used to test the null hypothesis that retention 
is independent of the specific variable.  Generally a large Chi-square statistic and a 
smaller p-value (less than 0.05) are desirable to reject the null hypothesis, and thus 
support the variable as a statistically significant factor.  
 
 
3.4.6 Retention and Graduation Models for Female and Male Students 
In this study, students were divided into female and male groups. Then logistic 
regression was employed to develop student retention and graduation models for female 
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variable option is applied. After the models were developed, significant predictors for 
retention of female student population were identified and then compared with predictors 
from the male population.  
 
Table 3.4.6 Retention and Graduation Models for Engineering Students 
No. Model ID Population 
(by Sex) 
Independent Variable Dependent Variable 






Nine (9) affective and 
attitudinal self-beliefs from 
original SASI survey and 
eight (8) academic 
preparation items from high 
school 
Student’s retention status in 
engineering after 1 year 
2 FG-8S Student’s graduation in engineering 
status after 8 semesters 
3 FG-10S Student’s graduation in engineering 
status after 10 semesters 
4 FG-12S Student’s graduation in engineering 
status after 12 semesters 






Nine (9) affective and 
attitudinal self-beliefs from 
original SASI survey and 
eight (8) academic 
preparation items from high 
school 
Student’s retention status in 
engineering after 1 year 
6 MG-8S Student’s graduation in engineering 
status after 8 semesters 
7 MG-10S Student’s graduation in engineering 
status after 10 semesters 
8 MG-12S Student’s graduation in engineering 
status after 12 semesters 




3.5 Results  
3.5.1 Predictors for Retention of Female and Male Students 
 
To answer the question regarding students’ 1-year retention, data analysis results 
through logistic regression are shown in Table 3.5.1a and 3.5.1b.  
The results suggest that there are clear differences in important predictors for 
retention between female engineering students and male students. More detailed 










Table 3.5.1a Predictors for 1-year retention of students: female vs. male 
 Female, 1-year Retention 
(N=814) 










SAT_V .109 .877 -.238 .431 
SAT_M 2.484 .000 1.624 .000 
SEM_ENGL -1.777 .042 -.584 .161 
AVG_ENGL -.957 .189 -.320 .253 
SEM_MATH 1.244 .130 .786 .021 
AVG_MATH .519 .422 -.437 .099 
SEM_SCI .641 .385 1.594 .000 
AVG_SCI -1.151 .108 -.151 .620 
Expect -.720 .430 -.365 .356 
Meta -1.199 .175 .169 .667 
Deep 2.097 .024 .700 .061 
Surface -.019 .971 .164 .495 
Leader 1.505 .115 .346 .447 
Major .918 .212 .793 .014 
Motivation -.178 .813 -.319 .311 
Efficacy .066 .944 .106 .791 
Team-Ind .397 .556 .211 .517 
1. Significance value p<0.05 are shown in bold with red color.  
2. Factors in average grades of English/Math/Science are reversely coded. 
 
Table 3.5.1b Significance of predictors for 1-year retention in engineering 
For 2004-2006 cohorts 
 Significance of Predictors for 1-year Retention in Engineering 
(p-value) 
 All-students Male Female 
Cohort Year 2004 2005 2006 2004 2005 2006 2004 2005 2006 
N 1482 1519 1611 1196 1274 1328 286 245 283 
SAT_V .568 .105 .066 .729 .152 .034 .525 .334 .957 
SAT_M .000 .000 .000 .005 .000 .000 .012 .045 .010 
SEM_ENGL .104 .070 .904 .230 .077 .800 .221 .612 .560 
AVG_ENGL .102 .922 .409 .093 .711 .681 .749 .679 .234 
SEM_MATH .008 .077 .221 .004 .229 .403 .786 .042 .496 
AVG_MATH .685 .035 .998 .492 .031 .795 .896 .877 .357 
SEM_SCI .000 .024 .009 .004 .004 .021 .030 .243 .390 
AVG_SCI .343 .752 .411 .375 .941 .737 .700 .213 .234 
Expect .835 .443 .637 .761 .116 .828 .355 .208 .494 
Meta .496 .018 .858 .446 .125 .958 .623 .027 .459 
Deep .677 .949 .080 .823 .955 .457 .658 .854 .015 
Surface .066 .060 .011 .057 .044 .009 .504 .941 .974 
Leader .081 .826 .368 .274 .964 .681 .086 .298 .256 
Major .494 .407 .666 .556 .599 .399 .474 .167 .498 
Motivation .654 .213 .423 .785 .503 .425 .421 .226 .838 
Efficacy .675 .097 .045 .532 .076 .029 .594 .943 .914 
Team-Ind .903 .798 .476 .742 .610 .843 .534 .169 .120 






3.5.2 Predictors for Graduation of Female and Male Students 
To answer the question regarding students’ 8/10/12 semester graduation status, 
data analysis results through logistic regression are shown in Table 3.5.2a and 3.5.2b. 
 









Factor Beta p Beta p Beta p 
SAT_V .487 .377 -.223 .676 -.144 .790 
SAT_M 2.981 .000 2.428 .000 2.451 .000 
SEM_ENGL -.976 .219 -.930 .195 -1.076 .137 
AVG_ENGL -2.158 .004 -1.725 .005 -1.734 .005 
SEM_MATH .068 .916 .348 .580 .283 .657 
AVG_MATH -.094 .882 -.741 .169 -.761 .158 
SEM_SCI .640 .261 .106 .847 .323 .561 
AVG_SCI -1.114 .128 -1.708 .005 -1.769 .004 
Expect -1.054 .150 .097 .888 .447 .515 
Meta -.561 .449 -.168 .804 -.385 .574 
Deep -.853 .276 -.033 .963 .119 .870 
Surface -.238 .595 -.171 .678 -.090 .829 
Leader 1.634 .069 .565 .470 .492 .533 
Major .378 .565 1.056 .082 1.116 .068 
Motivation -.181 .775 -.158 .786 .035 .952 
Efficacy 1.003 .212 -.464 .531 -.982 .191 
Team-Ind .552 .340 -.135 .798 -.171 .747 
1. Significance value p<0.05 are shown in red color.  
2. Factors in average grades of English/Math/Science are reversely coded. 
 
Table 3.5.2b Predictors for retention and graduation of male engineering students 
Male Engr. Students 8-semester Graduation 10-semester Graduation 12-semester Graduation 
Factor Beta p Beta p Beta p 
SAT_V .315 .234 -.151 .518 -.089 .701 
SAT_M 2.429 .000 1.691 .000 1.646 .000 
SEM_ENGL -.352 .367 -.530 .111 -.423 .202 
AVG_ENGL -.668 .014 -.555 .013 -.520 .020 
SEM_MATH .020 .948 .094 .722 .224 .398 
AVG_MATH -1.061 .000 -.844 .000 -.773 .000 
SEM_SCI 1.491 .000 .814 .001 .816 .001 
AVG_SCI -.735 .017 -.863 .001 -.702 .004 
Expect -.460 .189 -.400 .195 -.198 .522 
Meta .210 .566 .216 .494 .158 .616 
Deep .461 .177 .614 .038 .670 .024 
Surface .584 .007 .278 .139 .216 .249 
Leader 1.047 .011 .389 .277 .308 .389 
Major .368 .220 .627 .015 .560 .029 
Motivation -.451 .103 -.260 .290 -.445 .071 
Efficacy -.119 .741 -.350 .268 -.253 .423 
Team-Ind -.094 .751 .220 .392 .379 .140 






3.5.3 Differences between Predictors for Retention and Graduation 
To answer the question regarding the difference between predictors for retention 
and graduation, data analysis results through logistic regression are shown in Table 3.5.3a 
and 3.5.3b. 
 











Factor Beta p Beta p Beta p Beta p 
SAT_V .109 .877 .487 .377 -.223 .676 -.144 .790 
SAT_M 2.484 .000 2.981 .000 2.428 .000 2.451 .000 
SEM_ENGL -1.777 .042 -.976 .219 -.930 .195 -1.076 .137 
AVG_ENGL -.957 .189 -2.158 .004 -1.725 .005 -1.734 .005 
SEM_MATH 1.244 .130 .068 .916 .348 .580 .283 .657 
AVG_MATH .519 .422 -.094 .882 -.741 .169 -.761 .158 
SEM_SCI .641 .385 .640 .261 .106 .847 .323 .561 
AVG_SCI -1.151 .108 -1.114 .128 -1.708 .005 -1.769 .004 
Expect -.720 .430 -1.054 .150 .097 .888 .447 .515 
Meta -1.199 .175 -.561 .449 -.168 .804 -.385 .574 
Deep 2.097 .024 -.853 .276 -.033 .963 .119 .870 
Surface -.019 .971 -.238 .595 -.171 .678 -.090 .829 
Leader 1.505 .115 1.634 .069 .565 .470 .492 .533 
Major .918 .212 .378 .565 1.056 .082 1.116 .068 
Motivation -.178 .813 -.181 .775 -.158 .786 .035 .952 
Efficacy .066 .944 1.003 .212 -.464 .531 -.982 .191 
Team-Ind .397 .556 .552 .340 -.135 .798 -.171 .747 
1. Significance value p<0.05 are shown in red color.  
2. Factors in average grades of English/Math/Science are reversely coded. 
 











Factor Beta p Beta p Beta p Beta p 
SAT_V -.238 .431 .315 .234 -.151 .518 -.089 .701 
SAT_M 1.624 .000 2.429 .000 1.691 .000 1.646 .000 
SEM_ENGL -.584 .161 -.352 .367 -.530 .111 -.423 .202 
AVG_ENGL -.320 .253 -.668 .014 -.555 .013 -.520 .020 
SEM_MATH .786 .021 .020 .948 .094 .722 .224 .398 
AVG_MATH -.437 .099 -1.061 .000 -.844 .000 -.773 .000 
SEM_SCI 1.594 .000 1.491 .000 .814 .001 .816 .001 
AVG_SCI -.151 .620 -.735 .017 -.863 .001 -.702 .004 
Expect -.365 .356 -.460 .189 -.400 .195 -.198 .522 
Meta .169 .667 .210 .566 .216 .494 .158 .616 
Deep .700 .061 .461 .177 .614 .038 .670 .024 
Surface .164 .495 .584 .007 .278 .139 .216 .249 
Leader .346 .447 1.047 .011 .389 .277 .308 .389 






Motivation -.319 .311 -.451 .103 -.260 .290 -.445 .071 
Efficacy .106 .791 -.119 .741 -.350 .268 -.253 .423 
Team-Ind .211 .517 -.094 .751 .220 .392 .379 .140 
1. Significance value p<0.05 are shown in red color.  




To facilitate the discussion of significant predictors for retention and graduation in 
engineering, Table 3.6 is prepared based on combined results presented in section 3.5. 
 
3.6.1 Predictors for Retention of Female and Male Students 
 
The first research question we like to answer is: 
RQ1: What are the significant predictors for 1-year retention of female 
engineering students? What are the significant predictors for same retention of 
male engineering students?  Are they different from each other? 
 
Table 3.6 The significance (p) values of predictors for retention and graduation in 
engineering 








Sex Female Male Female Male Female Male Female Male 
 p p p p p p p p 
SAT_V .877 .431 .377 .234 .676 .518 .790 .701 
SAT_M .000 .000 .000 .000 .000 .000 .000 .000 
SEM_ENGL .042 .161 .219 .367 .195 .111 .137 .202 
AVG_ENGL .189 .253 .004 .014 .005 .013 .005 .020 
SEM_MATH .130 .021 .916 .948 .580 .722 .657 .398 
AVG_MATH .422 .099 .882 .000 .169 .000 .158 .000 
SEM_SCI .385 .000 .261 .000 .847 .001 .561 .001 
AVG_SCI .108 .620 .128 .017 .005 .001 .004 .004 
Expect .430 .356 .150 .189 .888 .195 .515 .522 
Meta .175 .667 .449 .566 .804 .494 .574 .616 
Deep .024 .061 .276 .177 .963 .038 .870 .024 
Surface .971 .495 .595 .007 .678 .139 .829 .249 
Leader .115 .447 .069 .011 .470 .277 .533 .389 
Major .212 .014 .565 .220 .082 .015 .068 .029 
Motivation .813 .311 .775 .103 .786 .290 .952 .071 
Efficacy .944 .791 .212 .741 .531 .268 .191 .423 
Team-Ind .556 .517 .340 .751 .798 .392 .747 .140 
1. Significance value p<0.05 are shown in red color.  







From the column “1-year Retention” in Table 3.6, we can find a complete list of 
the significance (p-value) of predictors for 1-year retention, for both female and male 
students. The p values colored in red are those smaller than 0.05, which is commonly 
considered as the threshold value for statistical significance.   
From Table 3.6, we found SAT-Math, Semester of English (in high school), and 
Deep Learning are the three significant predictors for 1-year retention in engineering for 
female engineering students. On the other hand, the four significant predictors for male 
engineering students are: SAT-Math, Semester of Math, Semester of Science, and Major 
Indecision.  
It is noteworthy that the SAT-Math is the strongest predictor for the retention of 
both female/male, and also the only significant predictor shared by both genders. The 
other 5 significant predictors are largely different between female and male. This result 
suggest, based on our retention models (FR-1Y and MR-1Y) with 4612 students, there 
are clear differences between the significant predictors for retention of female and male 
engineering students.   
 
 







Figure 3.6.1 presents the relative importance of predictors for 1-year retention in 
engineering, based on the size of regression coefficients from logistic regression models. 
According to the theory of regression models, a predictor with a larger value of 
regression coefficient (beta) has more contribution (i.e., importance) to the final outcome 
value than another predictor with a smaller regression coefficient.  In order to show the 
relative importance of every factor in the retention models, the regression coefficients are 
rescaled into the range of [0,1] and plotted on the radio plot, as shown in Figure 3.6.1. 
The results were consistent with the findings from the significance (p) values (Table 3.6), 
and also indicate female students have a different set of important predictors for 
retention in comparison to their male peers. 
Table 3.5.1b from last section shows the significant predictors for retention for 
both genders in each cohort year. From the table we found SAT-Math is the most 
consistent predictor for female retention across cohorts, while there are other predictors 
more important in one cohort than the others. This indicates that even within the female 
population there are still difference existing from one cohort to the next.  
The most noteworthy observation is, the significant predictors for all-student 
model and for male student model are highly consistent, while the female students 
possess a more different pattern. This again support that there are differences between 
predictors for retention between genders. Since males are still the great majority in 
engineering, using the all-student model to predict female student may not produce the 
best results   
 
3.6.2 Predictors for Graduation of Female and Male Students 
The second research question we like to answer is: 
RQ2: What are the significant predictors for 8, 10 and 12-semester graduation of 
female engineering students? What are the significant predictors for these of male 
engineering students? Are they different from each other? 
 
Table 3.6.2 provided the list of significant predictors (with p<0.05 and colored in 
red). According to Table 3.6.2, the significant predictors for female graduations are 






grade of English, and average grade of Science are the main predictors for female 
graduation. It is noteworthy that all these are from the high school preparation factors.  
For the male graduation, there are more factors identified as significant.  SAT-
Math, average grade of English/Math/Science, and semester of Science are significant 
predictors consistently for all three graduation status for males. In addition, Major 
Indecision, Deep Learning, Surface Learning and Leadership are significant predictors 
for some of the graduation status. This appears to be different from the results of female 
students.  However, we need to recognize an important fact about the sample sizes. Due 
to the larger number of male in our population, it is statistically easier to identify a 
predictor as significant for this male population (with larger sample size) than from 
female population (with smaller sample size). This may help explain why male students 
have a longer list of significant predictors.  
Another interesting observation is, different from what we found in retention, all 
the significant predictors for female graduation are also identified as significant 
predictors for male graduation.   
 



















Sex Female Male Female Male Female Male 
 p p p p p p 
SAT_V .377 .234 .676 .518 .790 .701 
SAT_M .000 .000 .000 .000 .000 .000 
SEM_ENGL .219 .367 .195 .111 .137 .202 
AVG_ENGL .004 .014 .005 .013 .005 .020 
SEM_MATH .916 .948 .580 .722 .657 .398 
AVG_MATH .882 .000 .169 .000 .158 .000 
SEM_SCI .261 .000 .847 .001 .561 .001 
AVG_SCI .128 .017 .005 .001 .004 .004 
Expect .150 .189 .888 .195 .515 .522 
Meta .449 .566 .804 .494 .574 .616 
Deep .276 .177 .963 .038 .870 .024 
Surface .595 .007 .678 .139 .829 .249 
Leader .069 .011 .470 .277 .533 .389 
Major .565 .220 .082 .015 .068 .029 
Motivation .775 .103 .786 .290 .952 .071 
Efficacy .212 .741 .531 .268 .191 .423 







Figure 3.6.2a Importance of predictors for 8-semester graduation in engineering 
 
Figure 3.6.2b Importance of predictors for 10-semester graduation in engineering 
 






3.6.3 Difference between Predictors for Retention and Graduation 
The third research question we like to answer is: 
RQ3: Are there differences between the important predictors for retention and 8, 
10 and 12 semester graduation for female students?  How about for male students? 
 
From Table 3.6.3 and Figure 3.6.3a, we found the significant predictors for 
female retention are largely different from predictors for female graduation, with the only 
shared significant predictor SAT-Math.  SAT-Math is actually the strongest predictor for 
both retention and graduation across both genders and all length of graduation periods.   
However, results about male engineering student were different. Three out of four 
significant predictors of male retention were also significant predictors for male 
graduation, with the only exception of Semester of Math, which is only significant for 
retention.  Also, for both female and male engineering students, there was a consistence 
of the significant predictors for graduation across different length of periods. 
 
Table 3.6.3 The significance (p) values of predictors for retention and graduation in 
engineering for female students 
 Female Engineering Students  
N=814 




















Factor p p p p p p p p 
SAT_V .877 .377 .676 .790 .431 .234 .518 .701 
SAT_M .000 .000 .000 .000 .000 .000 .000 .000 
SEM_ENGL .042 .219 .195 .137 .161 .367 .111 .202 
AVG_ENGL .189 .004 .005 .005 .253 .014 .013 .020 
SEM_MATH .130 .916 .580 .657 .021 .948 .722 .398 
AVG_MATH .422 .882 .169 .158 .099 .000 .000 .000 
SEM_SCI .385 .261 .847 .561 .000 .000 .001 .001 
AVG_SCI .108 .128 .005 .004 .620 .017 .001 .004 
Expect .430 .150 .888 .515 .356 .189 .195 .522 
Meta .175 .449 .804 .574 .667 .566 .494 .616 
Deep .024 .276 .963 .870 .061 .177 .038 .024 
Surface .971 .595 .678 .829 .495 .007 .139 .249 
Leader .115 .069 .470 .533 .447 .011 .277 .389 
Major .212 .565 .082 .068 .014 .220 .015 .029 
Motivation .813 .775 .786 .952 .311 .103 .290 .071 
Efficacy .944 .212 .531 .191 .791 .741 .268 .423 
Team-Ind .556 .340 .798 .747 .517 .751 .392 .140 
1. Significance value p<0.05 are shown in red color.  







Figure 3.6.3a Importance of predictors for retention and graduation  
for women in engineering (N=814) 
 
 
Figure 3.6.3b Importance of predictors for retention and graduation 






3.6.4 Limitation of this Study 
There are a few limitations in this study. First limitation is on the large difference 
between the numbers of female and male engineering students in the data set.  As 
presented in section 3.4.1, there are only 17.6% of the population are female while 82.4% 
are male.  Although similar difference exists in most engineering programs in the United 
States, it becomes an issue when we rely on the statistical testing procedure to determine 
the significant predictors for retention and graduation. As statistical theory suggests, it is 
more likely to identify a factor as significant predictor when the population size is larger. 
Therefore it is understandable that more factors may be identified as significant predictor 
for male students than female students in these retention or graduation models.  
The second limitation of this work is on the available student cohorts. Due to the 
need to include the 12-semester graduation data, the most recent cohort available in this 
study is engineering freshmen from 2006. If more recent cohorts were selected, there will 
be no 12-semester data or even 10-semester data available. It is understandable that, in 
real world application, people often prefer findings from latest cohorts over older cohorts. 
However the nature of this study limited the author from using more recent cohorts.     
The third limitation is on the collected factors in this study. Due to the constraint 
of resources, the author has to limit the independent variables to those presented in this 
study. As numerous prior literature suggest, there are a wide variety of potential 
predictors for student retention. It will be beneficial to include more predictors from 




Here is the summary of main findings of this study: 
1) There are clear differences between the significant predictors for retention of 
female and male engineering students. Therefore, it is beneficial to have different 
retention models for female engineering students. This implies the necessity of a 






female students, as women is still seriously under-represented in current engineering 
programs. 
2) Although the model identified more significant predictors for male graduation 
than female graduation, it is important to mention that all significant predictors of the 
female graduation are also significant predictors for male graduation. This is different 
from the results of retention predictors between genders. However, since there are so 
many more significant predictors for male graduation (7) than female graduation (~3), it 
is still necessary to have a different model for female graduation independent from the 
male or aggregated models.  
3) There are clear differences between significant predictors for female retention 
and graduation.  In contrast, the differences between male retention and graduation are 
smaller, with only one retention predictor (Semesters of Math) different from the 
graduation predictors. Why the female students have more different predictors between 
retention and graduation than male students will be an interesting topic to explore for 
educators and scholars.  
This study presents the differences between significant predictors for retention and 
graduation between female and male engineering students. The findings clearly point out 
the importance of having women-oriented policies for recruiting, admitting and retaining 
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CHAPTER 4. FORECASTING STUDENT RETENTION IN ENGINEERING 
4.1 Introduction 
In order to maintain the global leadership position in technological and economic 
arena, the United States need to develop a powerful technical work force that is both high 
in quality and strong in quantity. However, the attrition of talents in the engineering 
education pipeline has been a major issue in the United States. In early 1990s, Astin 
found that only 47% of first-year engineering students eventually completed their 
engineering degree (Astin, 1993).  In a more recent 2009 report published by U.S. 
Department of Education, among the students entered engineering and engineering 
technology majors in 1995-1996 academic year, only 49.4% obtained a STEM degree or 
remain in STEM field by 2001. The other 50.6% of them either left STEM field or drop 
out of college (Chen & Wiko, 2009). This remarkable level of engineering student 
attrition reflected a substantial loss of engineering talents that could have greatly 
contributed to the future competitiveness of our country and society.   
It is obvious that recruiting and retaining the best and brightest student scientist 
and engineers have become one of the nation’s top priorities in order to face the coming 
challenges to the United States from all over the world (Augustine, 2006). 
To address the critical topic of student attrition in engineering education, it is 
necessary to develop a predictive system which can identify students with a high risk of 
leaving engineering early in their college experience.  The aforementioned predictive 
ability can significantly help engineering educators offer proper interventions in time to 
help retain these students in engineering programs.  Therefore, the goal of this study is to 
develop the capability of predicting retention of incoming cohorts by existing retention 






4.2 Literature Review 
Completely or partially based on existing student retention theories, researchers 
have employed different modeling methodologies to model student retention with 
different degree of success. The more widely used methodologies in literatures are 
logistic regression (Levin and Wyckoff, 1991; House, 1993; Schaeffers et al.,1997; 
Beserfield-Sacre et al.,2002, French et al., 2005; Veenstra et al., 2009), discriminant 
analysis (Pascarella and Terenzini, 1983; Fuertes and Sedlacek, 1994; Burtner, 2005), 
structural equation modeling (Aitken, 1982; Nora et at., 1990; Cabrera et al., 1993; 
French et al., 2003). More recently, neural networks technique from artificial intelligence 
has also been adapted to model student retention and comparable results are reported 
(Imbrie, Lin & Malyscheff, 2008; Imbrie & Lin, 2007). In a study to evaluate four 
promising modeling methods (logistic regression, discriminant analysis, structural 
equation modeling and neural network), Imbrie et al. (2010) reported that neural 
networks and logistic regression generated higher prediction accuracy than that of 
discriminant analysis and structural equation modeling.  In this study, logistic regression 
will be selected as the modeling methodology to develop retention models because of its 
prediction accuracy and capability to identify significant predictors through established 
statistical testing procedures. 
Logistic regression has been broadly used in educational studies to predict 
student’s retention or graduation status. Levin and Wyckoff (1991) used logistic 
regression to study the predictive relationship between pre-enrollment factors and 
engineering persistence at the end of sophomore years. They found the best pre-college 
predicting variables are: high school GPAs, algebra score, gender, non-science scores, 
chemistry scores, and reason for engineering choice. House (1993) used logistic 
regression models to study college students’ withdrawal status and found self-concept of 
drive to achieve, self-concept of overall academic ability and self-confidence in 
intellectual ability are significant factors for student withdrawal. Schaeffers et al. (1997) 
studied the persistence in engineering/mathematics/science majors after 3, 4 and 5 years 






GPAs, reporting 84.3% correct classification rate.  Besterfield-Sacre et al. (1997) 
developed logistic regression models to study the probability of engineering students 
transferring out of engineering in good or poor academic standing.  High school rank, 
attitudes about engineering, enjoyment of math and science, confidence in engineering 
knowledge and communication skills are found to be significant factors for students who 
leave engineering in good standing. Zhang & RiCharde (1998) studied college freshman 
student’s persistence by the end of third week of their first semester with their logistic 
regression model. They found self-efficacy and physical fitness have significant positive 
impacts on persistence, while judgment and empathy are negatively associated with 
persistence.   
Besterfield-Sacre et al. (2002) developed a logistic regression model to predict 
first year engineering student’s first-term probation. The factors included were: SAT 
scores, high school rank, self-accessed confidence in study habits, problem solving 
abilities and engineering abilities measured by PFEAS (Besterfield-Sacre et al., 1999), 
and high risk admission through a bridge program. Based on data of 331 students from a 
cohort entering engineering in 1999, the authors reported that 86% of first-term probation 
students were identified, with an overall classification accuracy of 68.8%. Although this 
model was not a direct predictive model on student retention, it can be considered as 
related work because the authors also reported that approximately 50% of the students 
placed on first term probation would drop or transfer out of engineering. After 
considering the proportion of first-year students who were placed on first-term probation 
and the proportion who left engineering after one year, this model could be used 
indirectly to identify estimated 30%-40% of students who leave engineering after one 
year.      
Zhang et al. (2002, 2004) studied the likelihood of graduation in engineering with 
logistic model and found high school GPA and SAT-Math are significant positive factors. 
French et al. (2005) studied the enrollment status in engineering after 6 or 8 semesters 






reported college cumulative GPA, high school rank, SAT-Math and motivation are 
significant factors for predicting student persistence in engineering. 
Among these studies on students retention/persistence using logistic regression 
models, only Schaeffers et al. (1997) reported a correct classification rate directly on 
retention/persistence that is higher than 70%.  However, their model requires the use of 
college cumulative GPAs as the most important factor to predict the 3-5 year persistence, 
and therefore is less suitable for the purpose of implementing early proactive advising for 
freshman students. 
Although there are numerous efforts in modeling student retention with logistic 
regression as discussed here, most of the works focus on identify the significant 
predictors for retention, and only a limited efforts attempt to use the models for 
prediction purpose and reported their accuracy.  We found there is little to none prior 
work in engineering education literature reporting successful efforts on predicting future 
student’s retention in engineering based on existing student models from previous years.  
The desire to fill this gap of knowledge provided us a great motivation for this research 
work.  
 
4.3 Research Questions  
The research questions to be addressed in this study are: 
1) How do retention models developed with student data from previous year 
perform when predicting for retention of the following cohort? 
2) Are there differences in the significant predictors of retention between different 
cohorts in adjacent years?   
 
4.4 Methods 
This section will describe the participants, instrumentation, independent and 
dependent variables, models with different predictors, modeling methodologies and 







The subjects in this study includes 4612 freshman engineering students from 
cohorts 2004, 2005 and 2006 in a large Midwestern university. Among them, 17.6% are 
female and 82.4% are male. The ethnicities of this population include 80.0% Caucasian 
American, 7.6% Asian American, 2.2% African American, 1.1% Hispanic American, 0.5% 
Native American, and 8.6% international and unknown. The percentages of sexes, and 
their retention and graduation in engineering rates of this population are shown below: 
 
Table 4.4.1a Number of female and male students and their 1-year retention rates,  
2004-2006 cohorts 
Cohort Female Male All 
 N 1-Year Retention N 1-Year Retention N 1-Year Retention 
2004 286 78.70% 1196 81.10% 1482 80.6% 
2005 245 85.70% 1274 80.00% 1519 80.9% 
2006 283 85.20% 1328 84.10% 1611 84.3% 




The Student Attitudinal Success Instrument (SASI) is a 5-point Likert-style 
survey developed by researchers from a public Midwestern university to collect self-
reported information on student’s various attitudinal and affective self-beliefs (Immekus, 
Imbrie, & Maller, 2004; Immekus, Maller, Imbrie, Wu, & McDermott, 2005; Reid & 
Imbrie, 2008; Reid, 2009). The first phase of SASI focuses on the following nine 
constructs: Leadership (Hayden & Holloway, 1985), Deep Learning, Surface Learning 
(Biggs, Kember, & Leung, 2001), Teamwork (McMaster, 1996), Academic Self-efficacy 
(Bandura, 1986; Pajares, 1996), Motivation (Pintrich & Schunk, 1996; French & Oakes, 
2001) , Meta-cognition (O'Neil & Abedi, 2000; Pintrich & De Groot, 1990), Expectancy-
value (Wigfield & Eccles, 2000), and Major Decision (Osipow, 1999). In 2007, SASI 
was expanded to fourteen constructs by adding five new factors: Goal Orientation, 






research, we focus our analysis on students from 2004-2006 cohorts, therefore the data 
are collected from the original version of SASI with nine original constructs. 
In the original SASI, all Cronbach’s coefficient alphas for these scales 
(constructs) were greater or equal to 0.80, except for the Teamwork scale ( alpha =.74).  
Scales may be divided into subscales with various numbers of items. Multiple studies 
have supported the scales’ construct validity based on the results of confirmatory factor 
analyses (Maller et al. 2005, Immekus et al. 2005).  
4.4.3 Independent Variables  
The independent variables in this study include two major groups:  
1) Nine affective and attitudinal self-beliefs from original SASI survey. 
2) Eight academic preparation items from high school.  
As we described before, the nine attitudinal and affective self-beliefs include 
Leadership, Deep Learning, Surface Learning, Teamwork, Self-efficacy, Motivation, 
Meta-cognition, Expectancy-value, and Major decision.  The academic preparation items 
from high school include: standardized test results (SAT/ACT), average high school 
grades in mathematics, science, and English classes, and the number of semesters in 
mathematics, science, and English in high school. 
4.4.4 Dependent Variables 
The dependent variables in this study is student’s retention status in engineering 
after one year. 
We have collected students’ persistence statuses at the beginning of every 
semester following their freshman year.  Students remaining in the lower-division and 
upper divisions (specific disciplines) engineering programs were considered as “retained” 
students. The students who transferred to majors other than engineering, or left the 
university completely were classified as “not-retained”.  The one-year retention in 






4.4.5 Analysis Methods  
Logistic regression is a statistical method frequently used in educational studies to 
predict student’s retention or graduation status. When the dependent variable are binary 
(dichotomous), such as the students’ retention status, conventional linear regression is not 
appropriate as the modeling tool. Instead, logistic regression becomes a better suited 
statistical method for such models (Schaefers et al., 1997; Cody and Smith, 2006).  
Similar to a linear regression model: 
  Assuming    
 
y = β0 + β1x1 + β2x2 + β3x3 + … + βnxn + e, 
 
Where  
 y  is the dependent variable 
 xi is the i
th
 independent variable 
β0 is the regression constant (intercept) 
 βi is the i
th
 regression coefficient 
 n  is the number of independent variables, 
 e  is the error 
  
In general, a logistic regression model computes the class membership probability 
for one of the two possible outcomes in the dependent variable. A logistic regression 
model can be formulated mathematically as below:  
 
The probability of freshman student who stayed in engineering program after first 
year, E(X), can be expressed by sigmoidal function as: 
 
E(X) =  ,  where  y’ = β0 + β1x1 + β2x2 + β3x3 + … + βnxn  
 
i.e.:   
E(X)  
 
The sigmoidal function is attractive in this type of application because it shows 
asymptotes E(-∞)= 0 and E(∞)=1, while approaches linearity in the middle range around 
E(X) = 0.5 (Zhang et al., 2004). Coefficients (βi) in the model are estimated by the 
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is the best fit to the data. Stepwise selection procedure is used to select factors 
(independent variables) that show effects in predicting retention. In each step the program 
chooses a new entering variable that possesses the largest estimated effects in predicting 
retention among the variables that are not yet entered in the model. This selection process 
is repeated until no remaining variables have effects on retention meeting the 0.05 
significance level for entry. To understand the importance of each individual variables, 
the Chi-square test of independence can be used to test the null hypothesis that retention 
is independent of the specific variable.  Generally a large Chi-square statistic and a 
smaller p-value (less than 0.05) are desirable to reject the null hypothesis, and thus 
support the variable as a statistically significant factor.  
 
4.4.6 Prediction Performance Index 
Five performance related indexes (Trafalis, Santosa and Richman, 2004; Trafalis, 
Ince and Richman, 2003) are used to present the prediction performance of these 
retention prediction systems.  Among these indexes, the first three are used to express the 
prediction performance with different focus on the groups (whole population, retained 
students, and not retained students). The remaining two mainly measure the bias levels. 
These biases are meant to be controlled to provide a foundation for fair comparison 
between different model and methods. These measures will be discussed in detail using 
































Figure 4.4.6 Classification table for possible prediction results 






4.4.6.1 Overall Accuracy  
The overall prediction accuracy measures the fraction of accurate predictions 
within the total number of all observations. Its range is 0 to 1 (or 100%), and a higher 
number is desirable. The perfect score is 1, which corresponds to 100% prediction 
accuracy. Overall prediction accuracy is defined as: 
   Overall prediction accuracy =  
4.4.6.2  Probability of Detection for Retained Student (POD_Retained):  
Probability of detection for retained student (POD_Retained) measures how well 
the model predicts over those who are actually retained. Its range is 0 to 100%, with a 
perfect score of 100%. POD Retained equals to 100% means 100% of the retained 
students were predicted correctly.  It is defined as: 
POD_Retained =  
4.4.6.3 Probability of Detection for Not Retained Student (POD_Non-Retained) 
Probability of detection for not retained student (POD_Non-Retained) measures 
how well the model predicts over those who are actually not retained. Its range is 0 to 1 
(100%), and a higher number is desirable with the perfect score as 1. POD_NotRetained 
equals to 1 means 100% of the not retained students were predicted correctly. Other 
studies may refer to this measure as “sensitivity” for detecting not-retained students. It is 
defined as: 
 POD_Non-Retained =  
 
4.4.6.4  Bias Retained 
Bias Retained expresses the ratio of number of predicted retained students over-
estimated or under-estimated over the number of actually retained students.  An 
a d












overestimation of 25% will be expressed as Bias Retained = +0.25%. Similarly, a 
negative Bias Retained value of -30% indicates an under-estimation of 30%.  Its range 
can be from negative 100% to positive infinity, with the perfect score as 0. A desired bias 
is as close to 0 as possible.  It is modified from Trafalis, Ince and Richman (2003) and 
defines as:   
 Bias_Retained = -1  
 
4.4.6.5 Bias Non-Retained  
Bias Non-Retained expresses the ratio of number of predicted non-retained 
students over-estimated or under-estimated over the number of actually non-retained 
students.  An overestimation of 25% will be expressed as Bias Non-Retained = +0.25%. 
Similarly, a negative Bias Non-Retained value of -30% indicates an under-estimation of 
30%.  Its range can be from negative 100% to positive infinity, with the perfect score as 
0. It is also modified from Trafalis, Ince and Richman (2003) and defines as:    
    Bias_Non-Retained = -1 
 
4.4.7 Retention Models Developed in this Study 
In order to answer the two research questions, four retention models are 
developed as shown in Table 4.4.7a.  For example, 2004 cohort model is developed by 
student data from the cohort of 2004 (N=1482), while 2004&2005 cohort model is 
developed by the data from combined population of 2004 and 2005 cohorts, with N=3001.  
All models are developed with logistic regression, with the enter-all variable option. 
 
Table 4.4.7a Retention models based on different cohorts for predicting 1-year  
retention in engineering  
No. Developing Cohort  Independent Variables Dependent Variable 
1 2004 cohort model Nine (9) affective and attitudinal self-
beliefs from original SASI survey 
and eight (8) academic preparation 
items from high school 
Student’s retention 
status in engineering 
after 1 year 
2 2005 cohort model 
3 2006 cohort model 
















Table 4.4.7b provided the framework for comparing prediction accuracy among 
different prediction scenarios. 
 
Table 4.4.7b Predicting future student’s retention with models developed  
with previous year’s student population 
No. Developing Cohort  Testing Cohort Purpose and Outcome 
1 2004 cohort model 2004 cohort  
Comparing prediction accuracy 
performances among different 
combinations of year models and 
testing cohorts 
2 2005 cohort 
3 2006 cohort 
4 2005 cohort model 2005 cohort 
5 2006 cohort 
6 2006 cohort model 2006 cohort 





4.5 Results  
Table 4.5a and 4.5b presented prediction results using previous year cohort model 
(based on logistic regression) to predict the same and following cohorts. If we allow 25% 
of the students to be identified as at risk, the results are shown in Table 4.5a.  
Alternatively, if we only allow 20% of students to be classified as at risk, the results are 
in Table 4.5b. Controlling the percentage to be classified as at risk is an important aspect 
for prediction models, as it will determine the size of population requiring educator’s 
attention.    
 
Table 4.5a Predicting future student’s retention with logistic regression models trained by 




















73.0% 79.7% 44.9% -0.069 0.293 
2 2005 
cohort 
70.9% 78.4% 39.3% -0.073 0.310 
3 2006 
cohort 
70.9% 77.2% 37.2% -0.110 0.593 




71.4% 78.7% 40.7% -0.073 0.310 
5 2006 
cohort 
69.5% 76.4% 32.4% -0.110 0.593 




72.4% 78.1% 41.9% -0.110 0.593 











Table 4.5b Predicting future student’s retention with logistic regression models trained by 




















74.3% 83.7% 35.2% -0.007 0.031 
2 2005 
cohort 
73.8% 83.2% 33.8% -0.011 0.048 
3 2006 
cohort 
74.1% 82.1% 31.2% -0.051 0.273 




74.9% 83.9% 36.6% -0.011 0.048 
5 2006 
cohort 
72.7% 81.3% 26.9% -0.051 0.273 




75.4% 82.8% 35.2% -0.051 0.273 




73.1% 81.5% 28.1% -0.051 0.273 
 
Table 4.5c and 4.5d below show the significance (p-value) of predictors for 1-year 
retention in engineering from 2004-2006 cohorts, based on logistic regression modeling 
and analysis. 
 
Table 4.5c Significance of predictors for 1-year retention in  
engineering for 2004-2006 cohorts 
 Significance of Predictors for 1-year Retention in Engineering 
(p-value) 
Cohort Year 2004 2005 2006 2004 2004&2005 2004&2005&2006 
SAT_V .568 .105 .066 .568 .412 .583 
SAT_M .000 .000 .000 .000 .000 .000 
SEM_ENGL .104 .070 .904 .104 .055 .032 
AVG_ENGL .102 .922 .409 .102 .196 .104 
SEM_MATH .008 .077 .221 .008 .003 .006 
AVG_MATH .685 .035 .998 .685 .108 .174 
SEM_SCI .000 .024 .009 .000 .000 .000 
AVG_SCI .343 .752 .411 .343 .362 .263 
Expect .835 .443 .637 .835 .501 .244 
Meta .496 .018 .858 .496 .024 .814 
Deep .677 .949 .080 .677 .763 .007 
Surface .066 .060 .011 .066 .014 .509 
Leader .081 .826 .368 .081 .135 .155 
Major .494 .407 .666 .494 .383 .006 
Motivation .654 .213 .423 .654 .323 .357 
Efficacy .675 .097 .045 .675 .093 .784 
Team-Ind .903 .798 .476 .903 .897 .504 







Table 4.5d Significance of predictors for 1-year retention in  
Engineering for 2004-2006 cohorts 
 Significance of Predictors for 1-year Retention in Engineering 
(p-value) 
 All-students Male Female 
Cohort Year 2004 2005 2006 2004 2005 2006 2004 2005 2006 
N 1482 1519 1611 1196 1274 1328 286 245 283 
SAT_V .568 .105 .066 .729 .152 .034 .525 .334 .957 
SAT_M .000 .000 .000 .005 .000 .000 .012 .045 .010 
SEM_ENGL .104 .070 .904 .230 .077 .800 .221 .612 .560 
AVG_ENGL .102 .922 .409 .093 .711 .681 .749 .679 .234 
SEM_MATH .008 .077 .221 .004 .229 .403 .786 .042 .496 
AVG_MATH .685 .035 .998 .492 .031 .795 .896 .877 .357 
SEM_SCI .000 .024 .009 .004 .004 .021 .030 .243 .390 
AVG_SCI .343 .752 .411 .375 .941 .737 .700 .213 .234 
Expect .835 .443 .637 .761 .116 .828 .355 .208 .494 
Meta .496 .018 .858 .446 .125 .958 .623 .027 .459 
Deep .677 .949 .080 .823 .955 .457 .658 .854 .015 
Surface .066 .060 .011 .057 .044 .009 .504 .941 .974 
Leader .081 .826 .368 .274 .964 .681 .086 .298 .256 
Major .494 .407 .666 .556 .599 .399 .474 .167 .498 
Motivation .654 .213 .423 .785 .503 .425 .421 .226 .838 
Efficacy .675 .097 .045 .532 .076 .029 .594 .943 .914 
Team-Ind .903 .798 .476 .742 .610 .843 .534 .169 .120 




Various findings based on the data analysis results, and limitations in this study 
will be discussed in this section.  
 
4.6.1 Predicting retention for future cohort 
The first research question in this project is:  
RQ1: How do retention models developed with student data from previous year 
perform when predicting for retention of the following cohort? 
 
Prediction results from Table 4.5a demonstrated the performance of predicting 






1) When the 2004 cohort model is applied to predict 2005 cohort, we found the 
prediction accuracy reduced slightly from 73.0% to 70.9%, and the probability of 
detection (POD) for not retained student also drop from 44.9% to 39.3%. Although the 
reduction of accuracy is expected for predicting different years, we found it encouraging 
to see the very moderate size of decrease. This suggest it is possible to predict incoming 
students with last cohort model with only a moderate reduction in performance.  
2) When the 2004 cohort model is used to predict 2006 students, two of the three 
performance indices are lower than these from predicting 2005 students. This suggests 
the prediction performance could decrease when predicting into further future (more than 
one year ahead). That is, it is better to predicting future cohort with the most recent 
cohort model available. A long gap between cohorts seems to contribute to the decrease 
of prediction performance.  Therefore it can be beneficial to update the model every year 
with the latest available cohort data. 
3) In Table 4.6a, the results suggest the combined 2004&2005 cohort model does 
perform better than 2005 cohort model when predicting retention of 2006 cohort students. 
This may suggest a model of larger population (by combining two prior cohorts) may 
help improve the prediction performance. 
 



















71.4% 78.7% 40.7% -0.073 0.310 
5 2006 
cohort 
69.5% 76.4% 32.4% -0.110 0.593 









70.9% 77.2% 37.2% -0.110 0.593 
 
4) Another interesting observation is about the effect of controlling what 
percentage of students can be considered as at risk (of not retained) on the performance 
measures.  Table 4.6b contains results taken from first row of prediction performance 
from Table 4.5a and 4.5b. Both rows used the same collection of predicted values from 






first row (25%) than the second row (20%). Among others, the most notable difference is 
POD_NotRetained increase 9.7% (from 35.2% to 44.9%) when only 5% more students 
are identified as at risk. This mean the model have identified 9.7% more not-retained 
student correctly simply by adjusting the percentage predicted as at risk from 20% to 
25%.  This is very important to us because one major goal of our retention model is to 
identify at risk students.  Skillfully select the proper percentage of predicted at risk 
students can significantly impact the prediction performance even with the same model 
and data. 
 

























73.0% 79.7% 44.9% -0.069 0.293 




74.3% 83.7% 35.2% -0.007 0.031 
 
 
The second research question in this project is: 
RQ2: Are there differences in the significant predictors of retention between 
different cohorts in adjacent years?   
 
Table 4.5c, 4.5d and Figure 4.5a present the two main measures (significance and 
regression coefficient) for identifying important predictors of retention.  
5) Table 4.5c suggests the most consistently significant predictors across 2004, 
2005 and 2006 cohorts are SAT-Math and number of Semesters of Science. There are 
also other predictors that is significant predictors (with p<0.05) in some cohort but not in 
the others. This suggests that even though there are some consistent predictors for all 
cohorts, there are also some differences in significant predictors between cohorts.    
Figure 4.6 presents the relation between student’s SAT-Math score and their 
retention rate after one year, based on data from 2004 cohort. This also demonstrates 







Figure 4.6 Relation between retention in engineering and math score from standardized 
test (SAT Math) 
 
6). Table 4.5d shows the significant predictors for both genders across different 
years. The most noteworthy observation is, the significant predictors for all-student 
model and for male student model are highly consistent, while the female students 
possess a more different pattern. This again support that there are differences between 
predictors for retention between genders. Since males are still the great majority in 
engineering, using the all-student model to predict female student may not produce the 
best results. 
 
4.6.2 Limitation of this Study 
There are a few limitations in this study. The first limitation of this work is the 
limited number of student cohorts available.  There is only one cohort available from 
each year in a particular engineering program. When the researcher develops one model 
based on a previous cohort to predict on the following cohort, there is only one set of 
prediction performance results observed from this process. Therefore it is difficult to 
obtain a larger amount of observations for comparison in a study of this nature.  
The second limitation of this work is the limited student population. Since the 
student data in this study were collected from a large Midwestern university, the sample 






American students, and 1.1% of them are Hispanic. The findings obtained in this study 
may not apply to another university with a larger population of these two ethnic groups.  
The third limitation is on the collected factors in this study. Due to the constraint 
of resources, the author has to limit the independent variables to those presented in this 
study. As numerous prior literature suggest, there are a wide variety of potential 






Following are the findings from this study: 
1). Modeling results in this study suggest it is possible to predict incoming students 
with last cohort model with only a moderate reduction in performance.   
2) It is beneficial to update the model every year with the latest available cohort 
data.  
3) Developing a model of larger population (by combining two prior cohorts) may 
help improve the prediction performance. 
4) Skillfully select the proper percentage of predicted at risk students can 
significantly impact the prediction performance even with the same model and data. 
5) Even though there are some consistent predictors across cohorts, there are also 
some differences in significant predictors between cohorts.    
 
Current attempts in predicting future cohorts with previous cohort models have 
shown promising potential. This suggest, with proper modeling technology and expertise, 
the educator may be able to identify at-risk students very early in their engineering 
learning experience with models developed through prior cohorts.  This can eventually 
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CHAPTER 5. SUMMARY AND FUTURE DIRECTIONS 
5.1 Summary 
In chapter 1, the background and motivation for this study was explained. An 
overview of theories, frameworks and methodologies for modeling student matriculation 
and retention was provided. This chapter also outlined the three goals in this work. They 
are: 
1) Comparing the most widely used modeling methodologies in literature to 
identify the ideal methodologies that provide good prediction accuracy on 
student retention, and are also capable of identifying important predictors of 
persistence. 
2) Applying the knowledge learned to develop computerized prediction models 
to study the retention and graduation of female and male students, with an aim 
to produce new knowledge and modeling capability to improve the admission 
process and retention of the under-represented female populations in 
engineering.  
3) Developing retention models base on previous student cohorts to predict 
following (future) cohort’s retention in engineering. 
 
These three goals outlined here lead us to research works in chapter 2, 3 and 4. In 
chapter 2, we compared four different modeling methodologies (logistic regression, 
discriminant analysis, structural equation modeling and neural networks) for student 
retention in engineering. Through a rigorous testing and comparison process, the results 
indicated that retention models based on neural networks and logistic regression 
consistently perform better than the other two methods discriminant analysis and 
structural equation modeling. 
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The main strength for neural networks is its flexibility for fitting complex 
relations between a large number of input and outcome variables. However its ability to 
identify significant predictors in the network is not as well established as the other 
statistical modeling tools, such as logistic regression. On the other hand the logistic 
regression provided a systematic way to explain the importance of predictors through 
statistical significance testing and regression coefficients, with the weakness (in 
comparison with neural networks) of limited choices in fitting function for very 
complicated relationships. Several technical recommendations on improving prediction 
models are also provided in this chapter. 
In chapter 3, we study the significant predictors for retention and graduation, for 
female and male engineering students separately.  We found there are clear differences 
between the significant predictors for 1-year retention between the genders. We also 
found there is a large difference in the numbers of significant predictors between female 
and male graduation.  On the other hand, the difference within 8, 10 and 12-semester 
graduation predictors are smaller in both genders.  These findings strongly support the 
argument that it is beneficial to have different retention/graduation models for female 
engineering students.  This may also suggest that we need to completely re-examine the 
existing processes of recruiting, admitting, advising and developing female students, 
which is still seriously under-represented in our current engineering programs. 
In chapter 4, the authors studied the performance of predicting the retention of 
future cohort students with models developed from previous cohorts.  The results suggest 
it is important to use the latest cohort model for forecasting incoming cohorts. Also a 
combined multi-cohort model does show its advantage over a smaller single-cohort 
model. Although these findings are based on populations limited in one large university, 
they do demonstrate a promising potential to successfully identify at-risk future students 
in real world practice.   
The authors strongly believe the numerous findings reported in chapter 2, 3 and 4 
will be extremely beneficial to future researchers interested in developing different 







contribute these findings and experiences to the engineering, education and wider 
research communities through this report. 
 
5.2 Future Directions 
Throughout the efforts of this study, many intriguing thoughts on new research 
directions have emerged. These include exploring new possibilities on modeling 
methodologies, focusing on underrepresented minority populations, adding different 
collection of predictors, expanding to longer term models with the success of career, and 
applying the modeling skills to student population in other majors or colleges.    
To further improving the performance of student success models, several possible 
directions for continuing works in future are: 
1) New modeling methodologies: As new modeling and predicting techniques 
are developed and tested by the research community, it will be exciting to 
explore new promising techniques for modeling student success. 
2) Different population in engineering: In addition to the models specifically for 
female students, future study can explore the possibility of improving the 
prediction accuracy on other engineering student population, such as 
underrepresented minority students, and international students. 
3) Additional effective predictors: In future modeling efforts, it is also important 
to identify and include more potential predictors into the student success 
models.  
4) Longer term prediction for engineer’s career: It will be valuable to expand the 
engineering student success model into engineering career success model, by 
including longer term career measures as prediction outcomes into the current 
models. After all, success in professional career is another important goal for 
engineering programs. 
5) Modeling other majors: Expanding the application of student/career success 
model to other majors and colleges, such as science, management or medicine. 
It will be fascinating to identify common predictors for the success of 







With all the opportunities provided through new methodologies, different 
populations, additional predictors, longer term career results and different majors, it is 
clear that abundant research opportunities are available for continuing this study in 
future.  
The author strongly believes the numerous findings reported in this work will be 
very valuable to researchers interested in developing different prediction models for 
research or education purposes. The author would like to continue improving the model 
of success of engineering students and other professionals. It is our sincere wish to 
contribute these findings, experiences and new knowledge to the engineering education 
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