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INTRODUCTION
Histoire du groupe des classes
L’étude du groupe des classes d’un corps de nombres prend sa source dans la
résolution d’équations diophantiennes. Une méthode de résolution consiste à
factoriser l’équation dans l’anneau des entiers d’une extension algébrique finie
de Q appropriée. Cette méthode est très efficace lorsque l’anneau d’entiers
dans lequel on mène les calculs est factoriel, ce qui n’est hélas pas toujours le
cas. Ce défaut a été initialement repéré par Kummer en 1844 dans ses travaux
sur le dernier théorème de Fermat, et a été formalisé par Dedekind en 1876
avec l’apparition de la notion d’idéal fractionnaire. Etant donné un corps de
nombres, il exhibe un groupe fini, le groupe des classes d’idéaux, qui mesure le
défaut de factorialité de l’anneau des entiers correspondant. Pour un corps de
nombres donné, il existe des méthodes pour déterminer son nombre de classes.
Cependant, la complexité des algorithmes qui en ressortent dépasse vite la
capacité de calcul des machines actuelles et il est difficile de savoir à quoi
s’attendre si on passe d’un corps à un autre.
Les travaux d’Iwasawa
Les travaux d’Iwasawa dans la deuxième partie du vingtième siècle [16], [17]
permettent, d’un coup d’un seul, d’obtenir des renseignements sur le nombre
de classes d’une famille infinie de corps de nombres. La théorie dont il pose
les bases construit des limites d’objets arithmétiques, attachés à des corps de
nombres prenant place dans une extension galoisienne infinie. On obtient de
cette façon ce qu’on appelle des modules d’Iwasawa, qui sont mieux compris
que les objets de départ. Il est ensuite possible de faire le chemin inverse et de
reconstruire les objets au niveau fini à partir du module d’Iwasawa correspon-
dant, c’est le procédé de descente, et ainsi d’obtenir des informations a priori
inaccessibles. Un exemple d’application de cette théorie nous intéresse tout
particulièrement, c’est le théorème d’Iwasawa sur le comportement asympto-
tique du nombre de classes le long d’une Zp-extension d’un corps de nombres.
Si on note Xn la p-partie du groupe des classes du n-ième étage Kn d’une Zp-
extension K∞/K, ce théorème affirme qu’il existe des constantes entières µ, λ
et ν telles que, pour n assez grand, on a #(Xn) = pµp
n+λn+ν . Les constantes
µ et λ proviennent de la structure de la limite projective des Xn pour les
applications norme.
Généralisations du groupe des classes
La démonstration de ce résultat utilise fortement l’interprétation de Xn comme
groupe de Galois de la p-extension abélienne non ramifiée maximale de Kn,
donnée par la théorie du corps de classes. On est alors en droit de se demander
s’il existe des résultats similaires lorsqu’on modifie les contraintes de ramifica-
tion sur la p-extension de Kn qui intervient. Plus précisément, si S et T sont
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deux ensembles finis de places de K, que l’on peut supposer disjoints sans perte
de généralité, la théorie du corps de classes donne une bonne interprétation
du groupe de Galois de la p-extension abélienne S-ramifiée et T -décomposée
maximale de Kn, noté XTS,n. La principale obstruction lorsqu’on veut utiliser
les arguments d’Iwasawa vient du fait que ce groupe n’est pas toujours fini, tout
du moins lorsque S contient des places p-adiques. L’idée de Jaulent [22] pour y
remédier fut de s’intéresser aux quotients XTS,n/p
n, qui eux sont finis. La limite
projective des XTS,n est un module d’Iwasawa auquel on associe des invariants
ρTS , µ
T
S et λ
T
S . Il est toujours possible, comme dans le cas non ramifié, de redes-
cendre aux étages finis. Il faut cependant prendre beaucoup de précautions avec
l’énoncé du théorème de descente (théorème 2.1.7). C’est un résultat classique
qui donne le module XTS,n comme un quotient X
T
S,∞/
(
ωn,e(ωeX
T
S,∞ + Ye)
)
du
module à l’infini correspondant, où Ye est un sous-Zp-module de XTS,∞ appelé
défaut de descente. Il se trouve que ce n’est pas forcément un sous-module si
on prend en compte l’action galoisienne. Cette précision joue effectivement un
rôle lorsque l’invariant ρTS est non trivial et fait apparaître une perturbation
κTS dans la formule asymptotique qui en découle (théorème 2.3.1) :
Théorème. — Soit K∞/K une Zp-extension du corps de nombres K et S et
T deux ensembles finis de places de K. Si K∞/K n’est pas S-ramifiée et T -
décomposée, il existe un plus petit entier e tel que, dans l’extension K∞/Ke, les
places ramifiées qui ne sont pas contenues dans S sont totalement ramifiées et
les places de T qui ne sont pas totalement décomposées ne sont pas décomposées
du tout. On a la formule asymptotique suivante concernant les p-groupes de T -
classes S-infinitésimales des étages de la tour K∞/K :
#
(
XTS,n/p
n
)
= pρ
T
Snp
n+µTS p
n+(λTS−κ
T
S )n+O(1),
où ρTS , µ
T
S et λ
T
S sont les invariants structurels du module d’Iwasawa X
T
S,∞, et
où κTS est un entier naturel vérifiant κ
T
S 6 ρ
T
Sp
e.
On notera λ˜TS la quantité λ
T
S − κTS qui apparaît dans la formule.
Cette formule corrige celle initialement donnée par Jaulent et a comme par-
ticularité que le paramètre λ˜TS peut se retrouver négatif. On montre tout de
même que la quantité κTS est majorée par ρ
T
Sp
e, et que cette borne peut être
atteinte :
Exemple. — Soit p un nombre premier irrégulier. On considère la Zp-extension
Q(ζp∞)/Q(ζp) et les ensembles de places S = {p} et T = {q1, q2}, avec q1, q2
les deux premiers de Q(ζp) au dessus d’un nombre premier q totalement dé-
composé dans Q(ζpe+1)/Q et inerte dans Q(ζp∞)/Q(ζpe+1). Alors
λ˜TS = −(p− 1)pe/2.
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Le cadre non commutatif
Une autre manière d’étendre le cadre d’application du théorème d’Iwasawa a
été abordée par Cuoco et Monsky [4]. Ils se sont intéréssés au cas des Zp-
extensions multiples. L’analyse de l’algèbre d’Iwasawa, qui est dans ce cadre
une algèbre de séries formelles à plusieures indéterminées, leur a permi de
dégager des invariants d’Iwasawa généralisant ceux existant en dimension 1.
Ils ont alors obtenu des formules asymptotiques, pour les p-groupes des classes
au sens classique, le long de Zdp-extensions. Là encore, ces formules ont pour
paramètres les invariants d’Iwasawa de l’extension.
Dans le cadre des développements récents dans l’étude des extensions de Lie
p-adiques des corps de nombres, Howson [15] et Venjakob [38] introduisent
une notion d’invariants ρ et µ attachés à des modules de type fini sur l’al-
gèbre d’Iwasawa d’un groupe de Lie p-adique. On leur ajoutera un troisième
invariant r, correspondant tout comme µ au sous-module de Zp-torsion. Ces
invariants généralisent ceux précédemment introduits par Iwasawa et Cuoco-
Monsky pour des extensions abéliennes, et il se pose la question de l’existence
de formules asymptotiques pour les groupes des classes généralisés le long de
telles extensions.
Dans le but de pouvoir définir des étages avec une certaine régularité, on
se limite à des pro-p-extensions K∞/K dont le groupe de Galois G est p-
valué de type fini au sens de Lazard [26]. On note d sa dimension. On peut
alors construire une filtation entière (Gn)n∈N du groupe G, qui fixe des sous-
extensions Kn dont le degré vérifie [Kn : K] = Cpnd pour n assez grand.
On veut alors estimer le cardinal des groupes finis XTS,n/p
n, en fonction des
invariants d’Iwasawa ρTS et µ
T
S de la limite projective X
T
S,∞ = lim←−X
T
S,n.
Le théorème principal
Les résultats qui suivent ont donné lieu à une publication dans Algebra and
Number Theory [34], dont voici le théorème principal (théorème 2.2.8) :
Théorème. — Soit K∞/K une extension du corps de nombres K dont le
groupe de Galois G est un pro-p-groupe p-valué, de dimension d, et dans laquelle
seul un nombre fini de places de K se ramifient. On fixe S et T deux ensembles
finis de places de K.
Alors les p-groupes des T -classes S-infinitésimales attachés aux étages Kn de
l’extension vérifient :
rkZp(X
T
S,n) = ρ
T
S (G : Gn) +O(pn(d−1)),
dimFp(X
T
S,n/p) = (ρ
T
S + r
T
S )(G : Gn) +O(pn(d−1))
et
#(XTS,n/p
n) = p(ρ
T
Sn+µ
T
S )(G:Gn)+O(np
n(d−1)).
Où ρTS , µ
T
S et r
T
S sont les invariants d’Iwasawa du module X
T
S,∞.
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L’hypothèse de ramification finie est classique en théorie d’Iwasawa non com-
mutative et a pour conséquence le fait que le Λ-module à l’infini est de type fini,
sans quoi on ne peut pas parler de ses invariants d’Iwasawa. Cette hypothèse
est automatiquement vérifiée pour les extensions provenant de la géométrie,
mais aussi pour les extensions que l’on construit dans la partie 1.2.
Il y a deux principales étapes dans la démonstration de ce théorème.
La première est la descente, qui permet de retrouver des infos sur les groupes
XTS,n à partir de X
T
S,∞.
La seconde est l’analyse algébrique du Λ-module XTS,∞. Elle utilise les résultats
de structure de Venjakob [38] et de Coates-Schneider-Sujatha [3], concernant
la classification des Λ-modules modulo pseudo-isomorphisme. La notion de mo-
dule pseudo-nul est délicate à manipuler dans le cadre non commutatif, mais
on montre que ces modules sont négligeables au vues des formules asympto-
tiques que l’on développe. La démonstration de ce fait s’appuie sur une formule
de Harris [13] concernant les coïnvariants d’un Λ-module, que l’on étend au
cas des groupes p-valués, ainsi qu’aux groupes d’homologie supérieurs dans la
partie 2.2.1.
Formules de réflexion
Les formules asymptotiques obtenues relient les invariants d’Iwasawa d’une
extension de Lie p-adique à une suite d’objets arithmétiques attachés à des
sous-extensions Kn, de degré fini sur Q. Il sera donc possible d’obtenir des
informations sur ces invariants en travaillant au niveau fini. Le dernier cha-
pitre de cette thèse illustre comment les formules de réflexion de Gras [10]
conduisent à des théorèmes de dualité concernant les invariants d’Iwasawa,
lorsque l’on interchange les ensembles de places S et T , qui seront dorénavant
supposés disjoints. Les théorèmes du miroir utilisés reposent sur une double
interprétation, par le corps de classes et par la théorie de Kummer, des groupes
de classes généralisés et nécéssitent de ce fait la présence de racines de l’unité.
On obtient le théorème suivant (corollaire 3.2.2 dans le texte) :
Théorème. — Soit K∞/K une extension du corps de nombres K dont le
groupe de Galois G est un pro-p-groupe p-valué et dans laquelle seul un nombre
fini de places de K se ramifient. On suppose que K contient les racines 2p-
ièmes de l’unité et que K∞ contient la Zp-extension cyclotomique de K. On
fixe S et T deux ensembles finis disjoints de places de K dont l’union contient
les places p-adiques.
Alors
ρTS +
δT
2
= ρST +
δS
2
,
rTS = r
S
T ,
µTS = µ
S
T .
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Ici, δS désigne la somme sur toutes les places p-adiques v de S des degrés locaux
[Kv : Qp].
Ces formules rejoingnent celles données par Jaulent et Maire pour la Zp-
extension cyclotomique [23] et les travaux de cette thèse à propos des Zp-
extensions permettent de les corriger, en remplaçant l’invariant λ par le para-
mètre λ˜ (théorème 3.1.1).
La présence de la Zp-extension cyclotomique est nécéssaire pour faire appa-
raître l’invariant µ dans les formules de réflexion. On peut néanmoins se passer
de cette hypothèse et aboutir tout de même à un résultat. Les hypothèses
sont les mêmes sauf qu’on ne suppose plus que K∞ contient la Zp-extension
cyclotomique de K (théorèmes 3.2.7 et 3.2.6) :
Théorème. — Si p est impair. On a la formule suivante concernant les inva-
riants ρ et r :
ρTS + r
T
S +
δT
2
+ tdec = ρST + r
S
T +
δS
2
+ sdec.
Si p = 2 et que S ∪ T contient les places réelles, on a :
ρTS + r
T
S +
δT
2
+ tdec +
tR
2
= ρST + r
S
T +
δS
2
+ sdec +
sR
2
.
Avec sdec le nombre de places de S totalement décomposées dans K∞/K et sR
est le nombre de places réelles de S.
Calcul des invariants
Ce travail s’achève par des calculs sur les invariants d’Iwasawa, en présence
de la Zp-extension cyclotomique. On démontre d’abord que les invariants ρTS ,
µTS et r
T
S ne dépendent que des places p-adiques contenues dans S (théorème
3.2.8).
On effectue ensuite le calcul explicite de ρTS dans le cas d’une extension to-
talement réelle ou CM (théorème 3.2.9), en se ramenant à des problèmes de
plongement d’unités. On obtient l’annulation de cet invariant dans le cas to-
talement réel et sa valeur dans le cas CM est donnée par
δ
Sˆ
2 , avec Sˆ le plus
grand sous-ensemble de S stable par conjugaison complexe.
Concernant les invariants µTS et r
T
S . On montre que, dans le cas CM et lorsque le
sous-ensemble des places p-adiques de S est stable par conjugaison complexe,
ils sont majorés par les invariants µ et r correspondant au cas S = T = ∅
(proposition 3.2.10).
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CHAPITRE 1
EXTENSIONS DE LIE p-ADIQUES D’UN CORPS
DE NOMBRES
Ce premier chapitre est tout d’abord une mise en place des outils utilisés tout
au long de cette thèse. On commence par introduire la notion de groupe de Lie
p-adique. Ces groupes, et plus particulièrement les groupes p-valués, intervien-
drons dans la suite comme groupe de Galois d’extensions infinies de corps de
nombres. On se restreindra vite aux groupes p-valués, dont l’algèbre d’Iwasawa
possède des propriétés agréables. Ces propriétés sont listées dans ce chapitre
et éclaircissent la structure des modules de type fini sur cette algèbre, modulo
pseudo-isomorphisme. Ces résultats de structure seront un point clef des dé-
monstrations futures. On expliquera aussi comment construire des extensions
de Lie p-adiques d’un corps de nombres, vérifiant des contraintes arithmétiques
supplémentaires nécessaires à l’application des résultats des chapitres suivants.
1.1. Groupes de Lie p-adiques
Le contenu de ce paragraphe est issu principalement de [6] et [26] .
1.1.1. Variétés analytiques sur Qp. — Soit p un nombre premier et Qp
le corps des nombres p-adiques.
Le but de cette première section est de donner la définition de variété analytique
sur Qp. Elle repose sur la notion de fonction analytique :
Définition 1.1.1. — Une application f : Qnp → Qp est dite (localement)
analytique si pour tout x ∈ Qnp , il existe un voisinage B(x, p−r) = x+ prZnp de
x sur lequel f est donnée par une série convergente à coefficients dans Qp :
f(x+ prz) =
∑
i∈Nn
aiz
i.
Une application f : Qnp → Qmp est dite analytique si chacune de ses composantes
est analytique.
Une variété analytique sur Qp est une variété sur Qp au sens géométrique,
pour laquelle les applications de changement de carte sont analytiques. Plus
précisément :
Définition 1.1.2. — Soit V un espace topologique.
Un atlas de cartes sur V est la donnée d’un recouvrement {Ui}i de V par des
ouverts et d’homeomorphismes {ϕi : Ui → ϕi(Ui)}i entre Ui et un ouvert de
Znp vérifiant la condition de compatibilité suivante : l’application ϕi ◦ ϕ−1j est
analytique sur l’ouvert ϕj(Ui ∩Uj). Les couples (Ui, ϕi) sont appelés cartes de
V .
Deux atlas sont dit compatibles si leur union forme toujours un atlas et une
structure de variété analytique sur V est la donnée d’une classe d’équivalence
d’atlas compatibles.
L’entier n est appelé dimension de la variété.
Cette définition vient avec une notion de fonction analytique entre deux varié-
tés.
Définition 1.1.3. — Soient V et V ′ deux variétés analytiques sur Qp. Une
fonction f : V → V ′ est dite analytique si pour toutes cartes (U,ϕ) de V et
(U ′, ϕ′) de V ′ :
– l’image réciproque f−1(U ′) est un ouvert de V .
– l’application ϕ′ ◦ f ◦ ϕ−1 est analytique sur ϕ(U ∩ f−1(U ′)).
1.1.2. Groupes de Lie p-adiques. — Un groupe de Lie p-adique, aussi ap-
pelé groupe analytique p-adique, est un ensemble sur lequel sont mêlés struc-
ture de groupe et de variété analytique sur Qp.
Définition 1.1.4. — Un groupe de Lie p-adique est un groupe topologique
(G, .), muni d’une structure de variété analytique sur Qp telle que les opérations
de groupe (x, y) 7→ x.y et x 7→ x−1 soient des fonctions analytiques.
Les exemples canoniques de groupes de Lie p-adiques sont (Znp ,+) et (Q
n
p ,+).
On va maintenant donner la structure de groupe de Lie p-adique sur le groupe
linéaire (GLn(Qp), .). La topologie est la topologie naturelle, qui est l’induite
de la topologie produit sur Mn(Qp) ≃ Qn2p . L’ouvert GLn(Qp) hérite, de ce
fait, de la structure de variété analytique de Qn
2
p . Il suffit alors de voir que
les opérations de produit matriciel et d’inversion sont analytiques. En ce qui
concerne le produit, les coefficients de la matrice produit sont donnés par des
applications polynômiales (donc analytiques) en les coefficients des matrices
de départ. Il en est de même de l’inversion grâce à la formule de la comatrice.
Les sous-groupes ouverts de GLn(Qp) sont également des groupes analytiques
p-adiques, en particulier GLn(Zp). Sa dimension est n2.
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La structure de groupe de Lie p-adique sur SLn(Qp) se décrit de la façon sui-
vante. Tout d’abord, SLn(Qp) est le noyau du morphisme det : GLn(Qp)→ Q×p
qui envoie la matrice (aij) sur
∑
σ∈Sn
ǫ(σ)
n∏
i=1
aiσ(i). Il suit que si on pose Uσ ={
(aij) ∈ SLn(Qp) |
∏n
i=1 aiσ(i) 6= 0
}
, la famille d’ouverts {Uσ}σ∈Sn recouvre
SLn(Qp). On associe à chacun de ces ouverts l’application ϕσ : Uσ → Qn2−1p
qui envoie (aij) sur (aij)(i,j) 6=(1,σ(1)). Pour σ ∈ Sn et (aij) ∈ Uσ, l’élément
a1σ(1) est déterminé de manière unique par les autres coefficients de la ma-
trice, via la formule du déterminant. Il en résulte que l’application ϕσ est
un isomorphisme entre Uσ et l’ouvert de Qn
2−1
p déterminé par les conditions
aiσ(i) 6=0 pour i 6= 1. On vérifie que l’ensemble des couples {(Uσ, ϕσ)}σ forme
bien un atlas sur SLn(Qp), qui est par conséquent un groupe de Lie p-adique
de dimension n2 − 1. Il en est de même de SLn(Zp).
1.1.3. Groupes p-valués. — La structure analytique d’un groupe de Lie
p-adique peut être déterminée de manière algébrique. En effet, il est équivalent
pour un groupe topologique profini de posséder une structure analytique p-
adique et de posséder un sous-groupe d’indice fini qui est un pro-p-groupe avec
de bonnes propriétés. Ce sont ces bonnes propriétés qui sont décrites dans la
définition de groupe p-valué.
Définition 1.1.5. — Un groupe G est dit p-valué s’il est muni d’une appli-
cation ν : G→ R∗+ ∪ {+∞}, appelée valuation, vérifiant les axiomes :
i) ν(xy−1) > min(ν(x), ν(y)),
ii) ν(x−1y−1xy) > ν(x) + ν(y),
iii) ν(x) = +∞⇔ x = 1,
iv) ν(x) > (p− 1)−1,
v) ν(xp) = ν(x) + 1.
Théorème 1.1.6. — Un groupe est p-adique analytique si et seulement s’il
possède un sous-groupe ouvert qui est un pro-p-groupe p-valué de type fini.
Un groupe p-valué est donc un prototype intéressant de groupe analytique.
Remarquons que l’on peut exiger une condition plus forte sur le sous-groupe
p-valué. On peut lui demander d’être uniforme, c’est à dire d’être un pro-p-
groupe de type fini tel que le quotient par son sous-groupe engendré par les
puissances p-ièmes soit abélien et que les quotients successifs de la suite centrale
descendante soient de cardinal constant. C’est le point de vue adopté dans [6].
On se concentrera sur la notion de groupe p-valué, qui a l’avantage d’être un
peu plus générale.
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Pour (Qnp ,+), il suffit de considérer le sous-groupe ouvert (Z
n
p ,+), pour la
valuation donnée par le minimum des valuations p-adiques sur chaque compo-
sante.
Pour l’exemple de G = GLn(Zp), on peut prendre comme pro-p-sous-groupe
p-valué le premier sous-groupe de congruences G1 = Idn + pMn(Zp) si p est
impair. Si p = 2, on prend G2 = Idn+4Mn(Z2). Il est p-valué pour la valuation
induite par sa filtration par les sous-groupes Gi = Idn + piMn(Zp).
Les groupes de Galois que l’on va considérer dans la suite seront toujours
profinis et de type fini. Voici quelques propriétés des groupes p-valués satisfai-
sant ces hypothèses (voir [26]).
Proposition 1.1.7. — Soit G un groupe p-valué profini de type fini. Alors :
1. Le groupe G est un pro-p-groupe analytique sans élément d’ordre fini.
2. La valuation ν est discrète.
Si la valuation sur le groupe p-valuéG sera, dans notre cas, toujours discrète ;
il est possible de la grossir pour la rendre à valeurs entières. On pose pour
n ∈ N∗ :
Gn = {x ∈ G | ν(x) > (p− 1)−1 + n− 1}.
La filtration de G par les sous-groupes Gn conduit à une valuation à valeurs
entières ν ′, en posant ν ′(x) = sup{n ∈ N | x ∈ Gn}.
L’indice des Gn dans G est alors d’une certaine régularité :
Proposition 1.1.8. — Soit G un pro-p-groupe p-valué de type fini de dimen-
sion d et Gn les sous-groupes de G définis ci-dessus. Il existe une constante C
telle que les indices des Gn dans G vérifient, pour n assez grand :
(G : Gn) = Cp
nd.
Démonstration. — On utilise les résultats et le vocabulaire de [26].
Pour n0 assez grand, le groupe Gn0 est p-saturé de dimension d ([26], III
3.1.13). En particulier, (Gn0 : Gn0+k) = p
kd ([26], III 3.1.8) et on a pour
n > n0
(G : Gn) = (G : Gn0)(Gn0 : Gn) = p
c+(n−n0)d.
Lorsque G est uniforme, on a Gn = Gp
n
et la constante C de la proposition
1.1.8 est égale à 1.
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1.2. Constructions d’extensions de Lie
Les groupes de Lie p-adiques introduits dans la section précédente nous inté-
ressent particulièrement lorsqu’ils apparaîssent comme groupe de Galois d’une
extension d’un corps de nombre, appelée alors extension de Lie p-adique. L’ob-
jet de cette partie est la construction d’extensions de Lie p-adiques, vérifiant
certaines contraintes importantes pour les applications arithmétiques. On exi-
gera que l’extension contiennent la Zp-extension cyclotomique du corps de base
et que seul un nombre fini de places du corps de base se ramifient dans l’ex-
tension de Lie.
Outre l’exemple historique des Zp-extensions et Zp-extensions multiples, qui
sont abéliennes, certaines extensions de Lie p-adiques non commutatives sont
souvent prises en exemple pour illustrer la théorie. C’est le cas de la fausse
courbe de Tate, donnée par l’extension Q(ζp∞ , p
∞
√
p)/Q(ζp). Son groupe de
Galois est isomorphe à un produit semi-direct Zp ⋊ Zp. Dans ces premiers
exemples, seules les places au-dessus de p sont ramifiées.
On obtient des extensions de Lie p-adiques d’un corps de nombres K en re-
gardant l’action du groupe de Galois absolu GK = Gal(K/K) sur les objets
géométriques H iet(Y ,Qp)(j), où Y est une variété projective lisse absolument
irréductible définie sur K. Lorsque Y est une courbe elliptique non CM fixée,
on réalise ainsi des GL2(Zp)-extensions, à part pour un nombre fini de premiers
p (voir [37]). Ces extensions sont non-ramifiées en dehors de p et des places de
mauvaise réduction de Y .
On donne ici une construction galoisienne d’extensions de Lie p-adiques. Le
point de départ est l’existence d’extensions de groupe de Galois pro-p-libre
au-dessus de la Zp-extension cyclotomique d’un corps de nombres.
Soit K un corps de nombres totalement réel et soit Kcyc∞ sa Zp-extension cy-
clotomique. On se donne aussi un ensemble fini S de places de K contenant
l’ensemble Plp des places p-adiques. On écrira KS pour la pro-p-extension S-
ramifiée maximale de K. C’est une extension galoisienne contenant Kcyc∞ . Le
treillis suivant fixe les notations pour les différents groupes de Galois :
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KS
yy
yy
yy
yy
GS
HS
Kcyc∞
Γ
Q K
On renvoie à la partie 2.1 pour la définition des invariants d’Iwasawa µ et λ
qui interviennent dans la proposition suivante :
Proposition 1.2.1. — Sous la conjecture d’Iwasawa µ(Kcyc∞ /K) = 0, le
groupe HS est pro-p-libre de rang égal à l’invariant d’Iwasawa λS(Kcyc∞ /K).
Démonstration. — Considérons la suite exacte longue de HS-cohomologie de
0→ Fp → Qp/Zp p−→ Qp/Zp → 0.
Elle conduit à
H1(HS ,Qp/Zp) p−→ H1(HS ,Qp/Zp)→ H2(HS ,Fp)→ H2(HS ,Qp/Zp).
On fait plusieures remarques concernant les termes de cette suite.
Tout d’abord, la conjecture de Leopoldt faible, valable ici, prédit l’annulation
du dernier terme H2(HS ,Qp/Zp) (voir [33]).
Ensuite, l’action de HS sur Qp/Zp étant triviale, le groupe H1(HS ,Qp/Zp)
n’est autre que le dual de Pontryagin de l’abélianisé de HS . On a donc
H1(HS ,Qp/Zp) = X∨S ,
avec XS le module d’Iwasawa S-ramifié de l’extension cyclotomique. On sait
que ce module d’Iwasawa est de Λ(Γ)-rang nul car K est totalement réel ; qu’il
est également d’invariant µS nul par hypothèse ; et qu’il ne possède pas de
sous-module fini non nul. C’est donc, d’après le théorème de structure, un Zp-
module libre de rang λS . Son dual de Pontryagin X∨S est alors p-divisible ce qui
entraîne que la multiplication par p dans la suite exacte longue est surjective.
On en déduit que le module H2(HS ,Fp) des relations de HS est nul. Le pro-
p-groupe HS est donc libre et son rang est égal au Zp-rang de son abélianisé,
soit λS .
Remarquons que la conjecture d’Iwasawa est démontrée pour un corps de base
abélien sur Q (voir [7]).
Plaçons nous maintenant sous les hypothèses de la proposition 1.2.1 et consi-
dérons un pro-p-groupe p-valué de rang inférieur à λS . On remarque que le
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corollaire 3.1.2 à venir assure que λS peut être aussi grand que voulu. On le
note P et on appelle ν sa valuation. La propriété universelle des pro-p-groupes
libres fournit une surjection HS ։ P et permet d’introduire un sous-corps L
de KS , tel que le groupe de Galois de l’extension L/K
cyc
∞ soit isomorphe à P .
On va construire, à partir de L, une extension galoisienne de K dont le groupe
de Galois est un groupe de Lie p-adique. Pour cela, on va étudier les conjugués
de P sous l’action de Γ.
Soit γ ∈ Γ. On note γ˜ un relèvement de γ à GS et on démontre le résultat
suivant.
Lemme 1.2.2. — Le corps γ˜(L) ne dépend pas du relèvement de γ et son
groupe de Galois sur Kcyc∞ , que l’on note P γ, est un groupe p-valué isomorphe
à P .
Démonstration. — La première assertion est immédiate. Deux relèvements de
γ diffèrent d’un élément h ∈ HS , qui est un automorphisme lorsqu’on le res-
treint à L.
On obtient un isomorphisme entre P et P γ en associant à x ∈ P la restriction
à γ(L) de γ˜xγ˜−1. Cet isomorphisme dépend du choix du relèvement de γ.
Le groupe P γ est alors p-valué pour la valuation νγ définie par
νγ(x) = ν((γ˜
−1xγ˜)|L).
Bien que l’isomorphisme entre P et P γ dépende du relèvement de γ, la valua-
tion νγ est canonique, ce qui justifie l’absence du tilde dans son écriture. En
effet, prenons γ˜h un autre relèvement de γ, avec h ∈ HS et soit x ∈ P γ . Il
vient :
ν
(
((γ˜h)−1x(γ˜h))|L
)
= ν
(
h−1|L (γ˜
−1xγ˜)|Lh|L
)
> min
(
ν
(
h−1|L (γ˜
−1xγ˜)|Lh|L(γ˜
−1xγ˜)−1|L
)
, ν
(
(γ˜−1xγ˜)|L
))
> min
(
ν(h|L) + ν
(
(γ˜−1xγ˜)|L
)
, ν
(
(γ˜−1xγ˜)|L
))
= ν
(
(γ˜−1xγ˜)|L
)
.
L’inégalité réciproque se démontre par symétrie.
On introduit alors le corps L′, défini comme le composé des corps γ(L)
lorsque γ parcourt Γ.
Proposition 1.2.3. — L’extension L′/K est galoisienne et le groupe de Ga-
lois P ′ = Gal(L′/Kcyc∞ ) est p-valué.
Démonstration. — L’extension L′/K est galoisienne par construction. Il s’agit
alors de voir que P ′ est p-valué.
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Pour tout γ ∈ Γ, il existe un surjection canonique πγ : P ′ ։ P γ . On va vérifier
que l’application
ν ′ : x ∈ P ′ 7→ inf
γ∈Γ
(νγ(πγ(x)))
est bien une p-valuation sur P ′.
Par construction, les valuations νγ prennent toutes leurs valeurs dans l’en-
semble ν(P ), qui est discret (proposition 1.1.7). Par conséquent, l’inf est en
fait un minimum et l’axiome iv) de la définition 1.1.5 est vérifié.
Les axiomes i), ii) et v) découlent d’un calcul direct utilisant la validité de ces
mêmes relations pour toutes les valuations νγ .
En ce qui concerne l’axiome iii), on a ν ′(x) = +∞ si et seulement si νγ(πγ(x)) =
+∞ pour tout γ ∈ Γ ; donc si et seulement si πγ(x) = 1 pour tout γ. Cette
dernière condition est équivalente au fait que la restriction de x à chacun des
corps γ(L) est triviale. Comme L′ est la composée des corps γ(L), on obtient
ν ′(x) = +∞⇐⇒ x = 1.
On a donc construit l’extension suivante :
L′
zz
zz
zz
zz
G
P ′
Kcyc∞
Γ
K
dans laquelle le groupe P ′ est un pro-p-groupe p-valué de type fini et G est un
groupe de Lie p-adique en tant qu’extension de groupes de Lie.
On sait, d’après le théorème 1.1.6, qu’il existe une extension finie F de K telle
que le groupe de Galois de L′/F est un pro-p-groupe p-valué de type fini.
1.3. Structure des Λ-modules
On peut construire l’algèbre d’Iwasawa d’un groupe profini de la façon sui-
vante :
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Définition 1.3.1. — Soit G un groupe profini. L’algèbre d’Iwasawa de G à
coefficients dans Zp, notée Λ(G) ou Λ, est la limite projective :
Λ(G) = Zp[[G]] = lim←−
U⊳oG
Zp[G/U ],
où U parcout l’ensemble des sous-groupes distingués d’indice fini de G.
On sera aussi amené à considérer l’algèbre complète de G sur Fp :
Ω = Ω(G) = Fp[[G]] = lim←−
U⊳oG
Fp[G/U ].
Etant donnée une extension de Lie p-adique K∞/K de groupe de Galois G,
certains Zp-modules attachés à K∞ sont naturellement munis d’une action
continue de G, et donc d’une structure de Λ(G)-module. On portera, dans
la suite, une attention toute particulière aux modules d’Iwasawa construits à
partir des p-groupes de classes généralisés.
On ne sait que très peu de choses sur l’algèbre d’Iwasawa d’un groupe de Lie
p-adique quelconque, en particulier si celui-ci possède des éléments d’ordre fini.
Nous mettrons donc des restrictions sur les groupes étudiés. Après avoir donné
les résultats pour G ≃ Zp, on se penchera sur le cas d’un pro-p-groupe p-
valué de type fini. On rappelle que le théorème 1.1.6 assure que tout groupe de
Lie p-adique de dimension non nulle possède un sous-groupe ouvert avec cette
propriété, ce sous-groupe étant d’indice fini si le groupe de Lie est compact.
1.3.1. Le cas Zp. — On peut se référer à [36] pour cette section. On consi-
dère ici un groupe Γ isomorphe à Zp.
Proposition 1.3.2. — L’algèbre d’Iwasawa Λ(Γ) est isomorphe à une algèbre
de séries formelles à une indéterminée à coefficients dans Zp :
Λ(Γ) ≃ Zp[[T ]].
L’isomorphisme s’obtient en fixant un générateur topologique γ de Γ et en lui
associant le polynôme T + 1.
Ce résultat permet de donner la structure des modules de type fini sur Λ(Γ) à
pseudo-isomorphisme près :
Théorème 1.3.3 (Iwasawa, [36], théorème 7). — Soit X un Λ(Γ)-module
de type fini. Il existe des entiers naturels ρ ; (αi)i=1,··· ,r ; (βj)j=1,··· ,s ; ainsi que
des polynômes distingués irréductibles (fj)j=1,··· ,s ; uniques à permutation près,
tels qu’on ait un morphisme de Λ(Γ)-modules à noyau et conoyau finis :
ϕ : X → E = Λ(Γ)ρ ⊕ (⊕i=1,··· ,rΛ(Γ)/pαi)⊕
(
⊕j=1,··· ,sΛ(Γ)/fβjj
)
.
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Les entiers ρ, µ =
r∑
i=1
αi et λ = deg
s∏
j=1
f
βj
j sont appelés les invariants d’Iwa-
sawa de X.
Le polynôme FX = p
µ
s∏
j=1
f
βj
j est dit série caractéristique du module X.
Un Λ(Γ)-module ayant la forme de E sera appelé module élémentaire.
1.3.2. Le cas p-valué. — Lorsque G est isomorphe à Zp, on vient de voir
que l’algèbre d’Iwasawa correspondante est une algèbre de séries formelles.
Cette forme explicite permet de connaître la structure des Λ-modules dans ce
cadre. On regroupe dans un premier temps différentes propriétés de l’algèbre
d’Iwasawa d’un pro-p-groupe p-valué de type fini G, de dimension d strictement
positive. Nous verrons ensuite ce que l’on peut dire des modules de type fini
sur cette algèbre.
1.3.2.1. Algèbre d’Iwasawa d’un groupe p-valué. — Les résultats qui suivent,
tout comme le nom de groupe p-valué, sont tirés des travaux de Lazard [26].
On rapelle d’abord la notion d’idéal d’augmentation.
Définition 1.3.4. — Soit G un groupe profini et U un sous-groupe d’indice
fini de G. On définit l’idéal d’augmentation IU de Λ(G) (ou de Ω(G) de manière
similaire) comme le noyau de la réduction modulo U :
IU = ker(Λ(G)։ Zp[G/U ]).
Proposition 1.3.5 (Lazard, [26], II 2.2.2). — Soit G un pro-p-groupe p-
valué de type fini. Les algèbres correspondantes Λ et Ω sont locales, d’idéaux
maximaux respectifs pΛ + IG et IG.
Etant donné G un pro-p-groupe p-valué de type fini, on peut construire une
algèbre graduée à partir de son algèbre d’Iwasawa. On considère la chaîne
d’idéaux IkG de Λ (ou de Ω). L’algèbre graduée Gr(Λ) (ou Gr(Ω)) est alors
la somme directe
∞⊕
k=0
IkG/I
k+1
G . Il se trouve que cette algèbre possède de très
bonnes propriétés, qui se reflètent sur l’algèbre d’Iwasawa correspondante.
Proposition 1.3.6 (Lazard, [26], III 2.3.3). — Soit G un pro-p-groupe p-
valué de type fini de dimension d. Les algèbres graduées Gr(Λ) et Gr(Ω) sont
des algèbres de polynômes à respectivement d+ 1 et d variables.
Corollaire 1.3.7. — Soit G un pro-p-groupe p-valué de type fini. Les algèbres
correspondantes Λ et Ω sont noethériennes à droite et à gauche et intègres.
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1.3.2.2. Invariants des Λ-modules. — A partir de maintenant, Λ désignera
l’algèbre d’Iwasawa d’un pro-p-groupe p-valué de type fini G, de dimension
d > 1. On s’intéresse aux Λ-modules de type fini, c’est-à-dire aux Zp-modules
topologiques avec une action continue de G, qui sont de type fini pour leur
structure de Λ-module étendant l’action de G. On va commencer par définir
trois invariants pour de tels modules. Ils généralisent les invariants d’Iwasawa
ρ, µ et r qui apparaissent dans le théorème de structure (théorème 1.3.3),
lorsque le groupe G est isomorphe à Zp. Les invariants ρ et µ ont déjà fait
l’objet d’études de la part de Harris [12], Venjakob [38] et Howson [15].
Définition 1.3.8. — Soit M un Λ-module de type fini. On définit les inva-
riants d’Iwasawa de M de la façon suivante :
ρ(M) = rkΛ(M) = dimF (F ⊗Λ M),
avec F le corps gauche des fractions de Λ (voir [27]). C’est le rang de M .
r(M) = rkΩ(M [p]).
µ(M) =
∑
i≥0
rkΩ(M [p
i+1]/M [pi]).
Pour i ∈ N, M [pi] désigne les éléments de M tués par pi.
L’invariant ρ est additif sur les suites exactes de Λ-modules et un Λ-module
M est de torsion si et seulement si ρ(M) = 0. Quant aux invariants r et µ, ils
mesurent la Zp-torsion de M . L’invariant µ ne dépend que du sous-module de
Zp-torsion de M et est additif sur les suites exactes de modules de Λ-torsion
([38] corollaire 3.37), tandis que r ne dépend que de M [p] et est additif sur les
suites exactes de modules tués par p. Ces deux derniers invariants sont aussi
donnés par les formules suivantes :
Lemme 1.3.9. — Pour M un Λ-module de type fini, on a
r(M) = rkΩ(torZp(M)/p)
= rkΩ(torΛ(M)/p).
µ(M) =
∑
i≥0
rkΩ(p
itorZp(M)/p
i+1torZp(M))
=
∑
i≥0
rkΩ(p
itorΛ(M)/p
i+1torΛ(M)).
Démonstration. — Notons dans cette preuve T = torZp(M).
L’anneau Λ étant noethérien, il existe un entier α tel que T =M [pα].
Quotienter par p la suite exacte
0→ pT → T → T/p→ 0
conduit à la suite exacte de Ω-modules :
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0→ (pT )[p]→ T [p]→ T/p→ (pT )/p→ T/p→ T/p→ 0.
La somme alternée des Ω-rangs nous informe que
rkΩ(T [p])− rkΩ(T/p) = rkΩ((pT )[p])− rkΩ((pT )/p).
Il est possible d’itérer les calculs en remplaçant T par pT . On obtient, pour
tout entier i :
rkΩ(T [p])− rkΩ(T/p) = rkΩ((piT )[p])− rkΩ((piT )/p) = 0,
la nullité provenant du cas i = α.
On justifie la première égalité du lemme pour r et µ en notant que
T [pi+1]/T [pi] ≃ pi(T [pi+1]) = (piT )[p].
Enfin, pour voir que l’on peut calculer µ et r à partir du sous-module
torΛ(M), on regarde pour tout i ∈ N la suite exacte
0→ piT → pitorΛ(M)→ pitorΛ(M)/piT → 0.
Le dernier terme de cette suite, que l’on note N , est un Λ-module de torsion
sans p-torsion. Quotienter par p donne donc
0→ piT/pi+1T → pitorΛ(M)/pi+1torΛ(M)→ N/p→ 0,
où N/p est un Ω-module de torsion. L’additivité du rang permet de conclure
que
rkΩ(p
iT/pi+1T ) = rkΩ(p
itorΛ(M)/p
i+1torΛ(M)).
1.3.2.3. Résultats de structure. — Beaucoup de résultats de la théorie d’Iwa-
sawa classique reposent sur le théorème de structure des Λ-modules de type
fini à pseudo-isomorphisme près (théorème 1.3.3). Coates, Schneider et Su-
jatha, dans [3], ainsi que Venjakob, dans [38], ont ouvert la voie vers une
généralisation au cas non-commutatif de ce théorème. On rappelle la notion
de pseudo-nullité qu’ils ont introduite dans ce contexte, notion qui se ramène
à la finitude lorsque G ≃ Zp. La notation ExtΛ(−,−) désignera les dérivés
du bifoncteur HomΛ(−,−) des homomorphismes continus entre Λ-modules de
type fini.
Définition 1.3.10. — Un Λ-module de type fini M est dit pseudo-nul si
Ext0Λ(M,Λ) = Ext
1
Λ(M,Λ) = 0.
Un morphisme ϕ : M → N entre deux Λ-modules de type fini est appelé
pseudo-isomorphisme si le noyau et le conoyau de ϕ sont pseudo-nuls.
Le lemme suivant indique que la sous-catégorie des modules pseudo-nuls
vérifie la condition de Serre, et permet de considérer la catégorie quotient.
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Lemme 1.3.11. — Tout sous-module et tout quotient d’un module pseudo-
nul est pseudo-nul.
Démonstration. — C’est la proposition 3.6 de [38].
On démontre alors la proposition suivante, qui met en évidence le fait que les
invariants d’Iwasawa se comportent bien vis-à-vis des pseudo-isomorphismes.
Proposition 1.3.12. — Soit M et N deux Λ-modules de type fini pseudo-
isomorphes. Alors ρ(M) = ρ(N), µ(M) = µ(N) et r(M) = r(N).
Démonstration. — La condition Ext0Λ(A,Λ) = HomΛ(A,Λ) = 0 indique que
tout Λ-module pseudo-nul A est de torsion. Ceci entraîne que ρ(A) = 0 et,
comme ρ est aussi additif sur les suites exactes, il est invariant modulo pseudo-
isomorphisme.
En ce qui concerne r, on écrit la suite exacte donnée par le pseudo-isomorphisme :
0→ A→M ϕ−→ N → B → 0
et on note Z = Im(ϕ). Le lemme du serpent permet d’extraire les deux suites
exactes
A[p]→M [p]→ Z[p]→ A/p
et
0→ Z[p]→ N [p]→ B[p].
D’après le lemme 1.3.11, les termes extrémaux de ces deux suites sont des mo-
dules pseudo-nuls tués par p. Le lemme 1.3.13 ci-dessous donne alors r(M) =
r(Z) = r(N) en regardant les Ω-rangs des termes des deux suites.
Lemme 1.3.13. — Soit A un Λ-module pseudo-nul tué par p, alors A est un
Ω-module de torsion.
Démonstration. — Soit A un Λ-module pseudo-nul tué par p. La suite exacte
0→ Λ p−→ Λ→ Ω→ 0 conduit à l’encadrement
Ext0Λ(A,Λ)→ HomΛ(A,Ω)→ Ext1Λ(A,Λ).
La pseudo-nullité de A entraîne la nullité de HomΛ(A,Ω), qui coïncide avec
HomΩ(A,Ω). Le Ω-module A est donc de torsion.
En ce qui concerne µ, on utilise des arguments similaires exposés dans la
preuve de la proposition 3.34 de [38].
Le premier des deux résultats importants que l’on énonce ici donne, à pseudo-
isomorphisme près, la structure de la Zp-torsion d’un Λ-module de type fini. Il
permet, comme dans le cadre de la théorie commutative, de lire les invariants
µ et r sur un module élémentaire.
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Théorème 1.3.14 (Venjakob, [38], théorème 3.40)
Soit M un Λ-module de type fini. Il existe des uniques entiers naturels
α1, ..., αr tels que l’on ait un pseudo-isomorphisme :
torZp(M)→
r⊕
i=1
Λ/pαi .
De plus, r(M) = r et µ(M) =
r∑
i=1
αi.
L’autre résultat de structure que l’on expose permet de séparer les parties
de torsion et sans torsion d’un Λ-module de type fini, en se plaçant dans
la catégorie quotient par la sous-catégorie des modules pseudo-nuls (lemme
1.3.11). On note Q le foncteur canonique de passage au quotient.
Proposition 1.3.15 (Coates, Schneider, Sujatha, [3], proposition 6.4)
Soit M un Λ-module de type fini.
On a un isomorphisme dans la catégorie quotient :
Q(M) ≃ Q(torΛ(M))⊕Q(M),
où M désigne le quotient de M par son sous-module de Λ-torsion.
Remarquons que torΛ(M) est un Λ-module de torsion dont les invariants µ
et r sont égaux à ceux de M , tandis que M est un Λ-module sans torsion de
même rang que M .
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CHAPITRE 2
FORMULES ASYMPTOTIQUES POUR LES
GROUPES DES CLASSES
On se focalise dans cette section sur un certain type de modules d’Iwasawa,
construits à partir de variations sur le groupe des classes. Le résultat moti-
vant le travail effectué dans cette thèse est une formule asymptotique concer-
nant l’ordre des p-groupes des classes le long d’une Zp-extension d’un corps de
nombres.
Théorème 2.0.16 (Iwasawa, [36], théorème 2). — Soit K∞/K une Zp-
extension du corps de nombres K et soit Xn le p-groupe des classes du n-ième
étage Kn de la tour. Alors, pour n assez grand, on a :
#(Xn) = p
µpn+λn+ν ,
avec µ et λ les invariants d’Iwasawa du module à l’infini X∞ = lim←−Xn et ν
un entier relatif.
Sa démonstration utilise fortement les techniques de montée-descente de la
théorie d’Iwasawa. Après avoir défini les variantes du groupe des classes sur
lesquelles on va se pencher dans la suite, nous verrons comment la théorie du
corps de classes permet de relier ces groupes, attachés aux étages d’une ex-
tension de corps de nombres, aux coïnvariants d’un Λ-module à l’infini. Les
théorèmes de structure du premier chapitre appliqués à ce module d’Iwasawa
conduirons alors à des formules asymptotiques semblables au théorème d’Iwa-
sawa ci-dessus.
2.1. Descente pour les groupes des classes
2.1.1. Le p-groupe des T -classes S-infinitésimales. — Commençons par
donner une définition des p-groupes des classes généralisés en terme d’idèles.
Fixons un corps de nombres K et notons I son p-groupe des idèles. C’est l’en-
semble des éléments du produit des pro-p-complétés des groupes multiplicatifs∏
v
K×v des complétés de K en chacune de ses places v, qui sont des unités pour
presque tout v. Soit U son sous-groupe unité (éléments qui sont des unités en
chaque place). Le plongement de K dans ses complétés permet de voir Zp⊗K×
comme un sous-groupe de I. C’est le sous-groupe des p-idèles principaux que
l’on notera R. Le quotient du p-groupe des idèles par le sous-groupe engendré
par les idèles unités et les idèles principaux est alors isomorphe au p-groupe
des classes de K. Cet isomorphisme respecte l’action du groupe de Galois de
K/Q sur le groupe des classes et sur le groupe des idèles :
Cl(K)p ≃ I/UR.
Soient maintenant S et T deux ensembles finis de places de K. Nous allons
définir le p-groupe des T -classes S-infinitésimales de K. Pour ce faire, on in-
troduit le sous-groupe ITS des T -idèles S-infinitésimales. Il est constitué des
idèles qui sont des unités aux places étrangères à T et S et qui valent 1 sur les
places de S. Remarquons que dans le cas S = T = ∅, on a I∅∅ = U .
Définition 2.1.1. — Soient S et T deux ensembles finis de places du corps
de nombres K. On définit le p-groupe des T -classes S-infinitésimales de K
comme le quotient
XTS = I/ITSR
Ce groupe possède aussi une description en terme de groupe de classes de
rayon (voir [20] II.2).
La finitude du groupe des classes classique Cl(K) conduit au résultat suivant.
Proposition 2.1.2. — Soient S et T deux ensembles finis de places du corps
de nombres K. Alors le p-groupe des T -classes S-infinitésimales de K est un
Zp-module de type fini.
Le résultat fondamental de la théorie du corps de classes interprète ces p-
groupes de classes généralisés en terme de groupes de Galois de p-extensions
abéliennes de K. Une extension de K sera dite S-ramifiée et T -décomposée
lorsque, dans cette extension, les places ramifiées sont contenues dans S et les
places de T sont totalement décomposées. Une place réelle sera dite ramifiée
si elle se complexifie, et non-ramifiée (ou totalement décomposée) dans le cas
contraire.
Théorème 2.1.3. — Soient S et T deux ensembles finis de places du corps
de nombres K. Le p-groupe des T -classes S-infinitésimales XTS de K est iso-
morphe, en tant que module galoisien, au groupe de Galois de la p-extension
abélienne S-ramifiée et T -décomposée maximale HTS de K.
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Démonstration. — voir [20], théorème II.2.21 et proposition II.2.38.
2.1.2. Le module d’Iwasawa XTS,∞. — Soit K∞/K une extension de Lie
p-adique du corps de nombres K, de groupe de Galois G. On la suppose donnée
par une tour d’extensions finies de K, dont les étages Kn sont les sous-corps
de K∞ fixés par des sous-groupes distingués ouverts Gn de G. Si G est p-valué,
on peut prendre pour Gn la filtration entière de G. On fixe deux ensembles
finis S et T de places de K et on notera toujours S et T pour les places d’une
extension de K qui sont au-dessus de celles de S et T .
On peut associer à chaque étage Kn de la tour son p-groupe des T -classes
S-infinitésimales, noté XTS,n.
Le treillis suivant résume les notations, en tenant compte de l’interprétation
de XTS,n comme groupe de Galois :
K∞
G
Gn HTS,n
Kn
G/Gn
zzzzzzzz
XTS,n
K
Construisons alors le système projectif (XTS,n)n∈N dont la limite projective
donne le Λ-module XTS,∞.
Chacun des XTS,n est muni d’une action de G/Gn de la façon suivante. Soit
g ∈ G/Gn et x ∈ XTS,n. On fixe un relèvement g˜ de g à HTS,n. Le conjugué
g˜xg˜−1 est un automorphisme de g˜(HTS,n) qui laisse fixe le sous-corps Kn et qui
est indépendant du choix du relèvement de g par abélianité de HTS,n/Kn. L’ex-
tension ainsi obtenue g˜(HTS,n)/Kn reste abélienne, S-ramifiée et T -décomposée
de telle sorte que c’est une sous-extension de HTS,n/Kn par maximalité. Les
corps HTS,n et g˜(H
T
S,n) étant isomorphes, ils sont égaux et g˜xg˜
−1 ∈ XTS,n est
l’image de x sous l’action de g.
Maintenant, la composition de HTS,n et de Kn+1 forme un sous-corps de H
T
S,n+1
par maximalité. Les applications de transition XTS,n+1 → XTS,n sont alors don-
nées par la restriction des automorphismes deHTS,n+1 àH
T
S,n. En terme d’idèles,
ces applications correspondent à la norme au niveau des extensions locales.
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On dispose donc d’un système projectif (XTS,n)n∈N de Zp-modules de type fini
munis d’une action galoisienne. Le passage à la limite projective fait ressortir un
moduleXTS,∞ sur l’algèbre d’Iwasawa Λ. Il est isomorphe au groupe de Galois de
la p-extension abélienne S-ramifiée et T -décomposée maximale HTS,∞ de K∞.
Ce module n’est pas de type fini en général, mais le sera sous les hypothèses
de la section suivante.
2.1.3. Théorèmes de descente. — Ce paragraphe illustre en quoi l’étude
des modules d’Iwasawa à l’infini permet d’obtenir des informations sur les
objets arithmétiques au niveau fini. On reprend les notations de la section
précédente en supposant de plus que :
– Le groupe G = Gal(K∞/K) est un pro-p-groupe p-valué de type fini de
dimension d > 1.
– Il n’y a qu’un nombre fini de places de K ramifiées dans K∞/K.
On munit G de sa filtation entière par les sous-groupes Gn (voir en 1.1.3) et
on prend pour Kn le sous-corps de K∞ fixé par Gn.
Pour S et T deux ensembles finis de places de K, on a introduit dans le para-
graphe précédent le Λ-module XTS,∞, qui s’interprète comme groupe de Galois
d’une extension HTS,∞/K∞. Par maximalité, l’extension H
T
S,∞ est galoisienne
sur le corps de base K, ainsi que sur chacun des étages Kn. Le treillis suivant
fixe les notations pour les groupes de Galois correspondants :
HTS,∞
yy
yy
yy
yy
XTS,∞
Gn
G
K∞
G
Gn
Kn
K
Pour appliquer au Λ-module XTS,∞ les résultats de structure de la section 1.3,
on doit voir qu’il est de type fini. La prochaine proposition affirme que c’est le
cas, et autorise ainsi à parler des invariant d’Iwasawa ρTS , µ
T
S et r
T
S de X
T
S,∞,
aussi appelés invariants d’Iwasawa de l’extension K∞/K relatifs au couple
(S, T ).
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Proposition 2.1.4. — Sous les hypothèses de cette section, le Λ-module XTS,∞
est de type fini.
Démonstration. — Le résultat peut se voir sur le diagramme du lemme 4.3 de
[19] mais on en donne une preuve plus directe ici.
On obtient la suite exacte
H2(G,Fp)→ H1(XTS,∞,Fp)G → H1(G,Fp)
en appliquant la suite exacte d’inflation-restriction à coefficients dans Fp à la
suite exacte 0→ XTS,∞ → G → G→ 0.
Le groupe abélien H2(G,Fp) est de type fini du fait que G est analytique.
Ce terme de gauche étant également tué par p, il est fini. Concernant le terme
de droite, l’extension HTS,∞/K est non-ramifiée en dehors de l’ensemble fini Σ,
composé des places de S et des places ramifiées dans K∞/K. Le groupe G est
donc un quotient de GΣ : groupe de Galois de la pro-p-extension maximale de
K qui est non-ramifiée en dehors des places de Σ. D’après la théorie du corps
de classes GΣ est de type fini donc G aussi. Le terme de droite est ainsi lui
aussi fini et on en déduit que le terme médian, (XTS,∞)G/p, est fini. D’après le
lemme de Nakayama (voir [1]), XTS,∞ est de type fini sur Λ.
Le résultat suivant réalise la descente de XTS,∞ à X
T
S,n dans une pro-p-
extension de groupe de Galois p-valué. Il nous informe que le comportement
asymptotique des Gn-coïnvariants du module à l’infini XTS,∞ est proche de ce-
lui des XTS,n. Le module des Gn-coïnvariants d’un Λ-module M est noté MGn
et s’obtient comme le quotient M/IGnM . C’est le plus grand quotient de M
sur lequel Gn agit trivialement.
Théorème 2.1.5 (descente dans une extension de Lie)
Sous les hypothèses de ce paragraphe, on a les relations suivantes :
#((XTS,∞)Gn/p
n) = #(XTS,n/p
n)pO(np
n(d−1)),
dimFp((X
T
S,∞)Gn/p) = dimFp(X
T
S,n/p) +O(pn(d−1)),
rkZp(X
T
S,∞)Gn = rkZp(X
T
S,n) +O(pn(d−1)).
Démonstration. — Cette preuve s’appuie sur une variante d’un résultat de
Harris, qui sera démontrée dans la partie 2.2.1.
Dans un soucis de clareté, on va se concentrer uniquement sur la première
équivalence et oublier les indices S et T .
La suite exacte d’inflation-restriction à coefficients dans Z/pnZ, appliquée à
la suite exacte
0→ X∞ → Gn → Gn → 0,
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conduit à
H2(Gn,Z/p
nZ)→ (X∞)Gn/pn → Gabn /pn → H1(Gn,Z/pnZ)→ 0.
Le corollaire 2.2.7, appliqué à M = Zp, nous indique que le cardinal de
Hi(Gn,Z/p
nZ) évolue en pO(np
n(d−1)). On en déduit que
#((X∞)Gn/p
n) = #(Gabn /pn)pO(np
n(d−1)).
Il reste donc à comparer Gabn à Xn. On s’inspire de ce qui est fait dans [40],
théorème 13.13, pour G ≃ Zp et S = T = ∅.
La situation galoisienne nous informe que Xn s’obtient comme le quotient de
Gabn par son sous-groupe Dn, engendré par l’inertie des places hors de S et
la décomposition des places de T . Soit Dvn l’un des sous-groupes d’inertie
ou de décomposition non triviaux qui interviennent. Le groupe Dvn est alors
associé à une place vn de Kn, située au dessus d’une place v de K qui n’est
pas totalement décomposée dans K∞/K. On a une injection de Dvn dans Gn,
qui implique que le nombre minimal de générateurs de Dvn est inférieur à d
dès que n assez grand pour que Gn soit p-saturé ([26], III 3.1.13). Le p-rang
de Dabvn est donc inférieur à d. On en déduit que le p-rang de Dn est borné par
d fois le cardinal de l’ensemble des places vn que l’on considère. La place v
n’étant pas totalement décomposée dans K∞/Kn, le nombre de places vn au
dessus de v évolue en O(pn(d−1)) d’après le lemme :
Lemme 2.1.6 (Hachimori, Sharifi, [11], lemme 4.2)
Soit K∞/K une extension du corps de nombres K de groupe de Galois un
pro-p-groupe p-valué de type fini et soit Kn les étages de cette extension. Pour
v une place de K qui n’est pas totalement décomposée dans K∞/K, on note
Vn l’ensemble des places de Kn divisant v. Alors
#(Vn) = O(pn(d−1)).
Démonstration. — On fixe une place w de K∞ au dessus de v. La place v
n’étant pas totalement décomposée et G étant sans torsion, on en déduit que
le sous-groupe de décomposition Gv ⊂ G, associé à w|v, est de dimension
dv > 0. On note Gv,n la filtration de Gv induite par la filtration Gn de G. La
proposition 1.1.8 nous informe que, pour n assez grand, il existe des constantes
C et C ′ telles que
(G : Gn) = Cp
nd,
(Gv : Gv,n) = C
′pndv .
Mais
#(Vn) = (G/Gn : Gv/Gv,n) =
C
C ′
pn(d−dv).
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Finalement, comme les places v à considérer sont en nombre fini,#(Dn/pn) =
pO(np
n(d−1)) et
#(Gabn /pn) = #(Xn/pn)pO(np
n(d−1)).
La démonstration des deux autres égalités est similaire.
On clos ce paragraphe en donnant les théorèmes de descente pour les Zp-
extensions. Dans ce cadre restreint, on peut retrouver les p-groupes XTS,n direc-
tement comme quotient du module d’Iwasawa XTS,∞. Les résultats sont donc
plus précis que ceux démontrés dans le cas général, qui se contentent de compa-
rer des rangs. La descente dans les Zp-extensions consiste en deux théorèmes,
suivant que la Zp-extension K∞/K est elle même S-ramifiée et T -décomposée
ou non.
On commence par traiter le cas où la Zp-extension K∞/K n’est pas S-ramifiée
et T -décomposée, appelé "cas général". On aura besoin de quelques notations.
On appelle Γ le groupe de Galois de K∞/K, isomorphe à Zp, et on en fixe un
générateur topologique γ. Pour tout entier naturel n, on pose ωn = γp
n−1 ∈ Λ
et ωm,n = ωmωn pour m > n. Pour tout n, le sous-groupe Γn est engendré
topologiquement par γp
n
et les Γn-coïnvariants d’un Λ-module M sont alors
donnés par MΓn =M/ωnM .
Notons R l’ensemble des places de K ramifiées dans K∞/K et T fd l’ensemble
des places de T qui sont finiment décomposées dans K∞/K. Dans le cas géné-
ral, l’union de l’ensemble des places de R qui ne sont pas contenues dans S et
de T fd forme un ensemble fini non vide. On appelle e le plus petit entier tel
que le comportement de ces places se stabilise à partir de Ke, c’est à dire tel
que les places de R non contenues dans S soient totalement ramifiées et celles
de T fd soient non décomposées dans K∞/Ke. Notons Pe l’ensemble fini des
places de Ke dont il est question.
Le théorème suivant est classique dans le cas S = T = ∅ (voir par exemple [40],
lemme 13.18). Nous en rappelons néanmoins la démonstration, en insistant sur
le fait que le défaut de descente Ye n’est pas forcément un sous-Λ-module de
XTS,∞.
Théorème 2.1.7 (descente dans le cas général). — Dans le cas général,
il existe un sous-Zp-module noethérien Ye de X
T
S,∞ tel que la somme ωeX
T
S,∞+
Ye soit un sous-Λ-module de X
T
S,∞ et tel que, pour tout n > e, on ait :
XTS,n ≃ XTS,∞/
(
ωnX
T
S,∞ + ωn,eYe
)
.
Démonstration. — On est dans la situation suivante :
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HTS,∞
vv
vv
vv
vv
v
Ge
XTS,∞
K∞H
T
S,e
vv
vv
vv
vv
v
K∞
Γe HTS,e
Ke
vvvvvvvvv
XTS,e
Par sa définition en tant que p-extension abélienne S-ramifiée et T -décomposée
maximale de Ke, le corps HTS,e est la sous-extension de H
T
S,∞/Ke fixée par les
commutateurs de Ge et par les sous-groupesDvx
∞
que l’on va maintenant définir.
Pour chaque place v ∈ Pe, choisissons une place v∞ de HTS,∞ qui soit au-dessus,
puis notons Dv∞ son sous-groupe de décomposition dans Ge si v∞ est au-dessus
de T fd et d’inertie sinon. Par choix de e, chacun de ces groupes est isomorphe
à Γe et d’intersection triviale avec XTS,∞. On fixe l’une de ces places v
◦
∞, qui
permet d’écrire Ge comme le produit semi-direct
Ge = XTS,∞ ⋊Dv◦∞ .
Fixons un générateur γ◦ de Dv◦
∞
qui relève γp
e
dans Ge. Chacun des Dv∞
possède un générateur topologique de la forme γ◦xv∞ , avec xv∞ ∈ XTS,∞ et
xv◦
∞
= 1. Toute autre place au dessus de v est conjuguée à v∞ par un élé-
ment x ∈ XTS,∞, on la note vx∞. Le groupe Dvx∞ est alors topologiquement
engendré par le conjugugué x(γ◦xv∞)x
−1 = xγ◦x
−1xv∞ = x
(1−γp
e
)γ◦xv∞ par
commutativité de XTS,∞, l’action de γ sur X
T
S,∞ se faisant par relèvement et
conjugaison.
Déterminons les commutateurs [Ge,Ge] comme dans [40], lemme 13.14. Un
calcul permet de voir que si αx et βy sont deux éléments de Ge, avec x, y ∈ XTS,∞
et α, β ∈ Dv◦
∞
, alors
[αx, βy] = (xα)1−β(yβ)α−1.
Prendre β = 1 et α = γ◦ dans cette dernière égalité prouve que
(XTS,∞)
γp
e
−1 ⊂ [Ge,Ge].
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Si on écrit α sous la forme α = γa◦ avec a ∈ Zp, on obtient
α− 1 = (γ◦ − 1 + 1)a − 1 =
(
∞∑
n=0
(
a
n
)
(γ◦ − 1)n
)
− 1 =
∞∑
n=1
(
a
n
)
(γ◦ − 1)n.
On en déduit que (yβ)α−1 ∈ (XTS,∞)γ
pe−1. Le même calcul montre que (xα)1−β ∈
(XTS,∞)
γp
e
−1. Ainsi, [αx, βy] ∈ (XTS,∞)γ
pe−1 ce qui prouve l’inclusion réciproque
[Ge,Ge] ⊂ (XTS,∞)γ
pe−1.
Les commutateurs de Ge sont donc donnés par (XTS,∞)γ
pe−1.
Si on quotiente Ge par ses commutateur et les sous-goupes Dvx
∞
pour retrouver
XTS,e, il reste X
T
S,∞/(X
T
S,∞)
γp
e
−1Ye, avec Ye le sous-groupe de XTS,∞ engendré
par les xv∞ . C’est le résultat anoncé pour n = e en passant en notations
additives.
Ce point acquis, le passage de Ke à Kn pour n > e se fait en remplaçant
γp
e
par γp
n
au départ. On a alors
[Gn,Gn] = ωnXTS,∞.
Aussi, le relévement γ◦ devient γ
pn−e
◦ et les générateurs γ◦xv∞ deviennent
(γ◦xv∞)
pn−e = γp
n−e
◦ (γ
−(pn−e−1)
◦ xv∞γ
(pn−e−1)
◦ ) · · · (γ−1◦ xv∞γ◦)xv∞
= γp
n−e
◦ (xv∞)
ωn,e .
.
On en déduit que Yn = ωn,eYe ce qui donne, comme annoncé :
XTS,n ≃ XTS,∞/
(
ωnX
T
S,∞ + ωn,eYe
)
.
Le cas où K∞/K est S-ramifiée et T -décomposée est appelé "cas spécial". La
descente est alors plus simple et s’exprime de la façon suivante.
Théorème 2.1.8 (descente dans le cas spécial). — Dans le cas spécial,
on a pour tout entier n :
XTS,n ≃ XTS,∞/ωnXTS,∞ ⊕ Γn.
Démonstration. — Dans le cas spécial, l’extension HTS,n contient K∞, ce qui
donne la situation galoisienne :
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HTS,∞
yy
yy
yy
yy
Gn
XTS,∞
HTS,n
zz
zz
zz
zz
K∞
Γn
Kn
XTS,n
On a ainsi Gn ≃ XTS,∞ ⋊ Γn et le corps HTS,n s’obtient comme celui fixé par les
commutateurs [Gn,Gn]. Ces commutateurs ont été calculés dans la démonstra-
tion précédente et sont donnés par ωnXTS,∞, d’où le résultat.
2.2. Formules asymptotiques dans les extensions de Lie p-adiques
Ce paragraphe à pour but la démonstration du théorème 2.2.8, qui donne
des formules asymptotiques portant sur les p-groupes des classes généralisés
des étages d’une extension de corps de nombres de groupe de Galois un pro-p-
groupe p-valué de type fini. Le travail de descente à déjà été effectué dans la
section précédente et il reste à estimer les coïnvariants du module d’Iwasawa
correspondant.
2.2.1. Un théorème de Harris. — Cette partie est purement algébrique
et a pour objectif la démonstration du théorème 2.2.1 et de ses corollaires, qui
sont des variantes d’un théorème de Harris. Ces résultats forment la clef de
voûte des calculs menés dans la suite. Ils permettront surtout de négliger les
quantités provenant de modules pseudo-nuls, et ainsi d’appliquer les théorèmes
de structure de la section 1.3.2.3 au module d’Iwasawa XTS,∞.
Soit G un pro-p-groupe p-valué de type fini et Gn sa filtration entière. Rappe-
lons que Ω désigne l’algèbre complète de G sur Fp.
Théorème 2.2.1 (Harris, [13], théorème 1.10). — SiM est un Ω-module
de type fini. Alors
dimFp(MGn) = rkΩ(M)(G : Gn) +O(pn(d−1)).
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Supposons dans un premier temps que le module M est de torsion. Il existe
alors des éléments non nuls f1, ..., fs de Ω donnant une surjection
s⊕
i=1
Ω/Ωfi ։M.
On peut donc se ramener à un module de la forme M = Ω/Ωf et démontrer
que le p-rang de ses coïnvariants, dimFp(Ω/(IGn +Ωf)), évolue en O(pn(d−1)).
Pour tout entier naturel n, les idéaux IGn et I
n
G sont stables par f . La
multiplication par f induit donc des endomorphismes fn de ΩGn = Ω/IGn
et fn de Gr(Ω)/Gr(IGn). On va montrer que la quantité dimFp(coker(fn)),
que l’on cherche à estimer, est inférieure à dimFp(coker(fn)). Pour cela, on
démontre le lemme suivant qui compare les idéaux InG et IGn .
Lemme 2.2.2. — Pour tout n ∈ N et pour tout k > dpn, on a
IkG = (I
k
G ∩ IGn) + Ik+1G .
Démonstration. — Fixons g1, · · · , gd un système minimal de générateurs de
G. L’idéal IG est alors engendré par les éléments g1 − 1, · · · , gd − 1.
Comme le quotient IkG/I
k+1
G est commutatif pour tout k, il est engendré par
tous les produits de k facteurs parmis les éléments g1 − 1, · · · , gd − 1. Si k est
supérieur à dpn, on est assuré de retrouver au moins pn fois le même facteur
dans chacun des générateurs, qui sont donc de la forme
(g − 1)pnx = (gpn − 1)x ∈ (IkG ∩ IGn)/Ik+1G ,
puisqu’on est en caractéristique p et que gp
n ∈ Gn.
Ce lemme étant démontré, on en tire tout d’abord :
coker(fn) =
∞⊕
k=0
IkG/((I
k
G ∩ IGn) + Ik+1G + fIkG)
=
dpn⊕
k=0
IkG/((I
k
G ∩ IGn) + Ik+1G + fIkG).
En découpant le conoyau de fn selon la filtration IkG, on a de même :
dimFp(coker(fn)) =
∞⊕
k=0
dimFp
(
IkG/(I
k
G ∩ (IGn + fΩ) + Ik+1G )
)
=
dpn⊕
k=0
dimFp
(
IkG/(I
k
G ∩ (IGn + fΩ) + Ik+1G )
)
.
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L’inclusion (IkG ∩ IGn) + fIkG ⊂ IkG ∩ (IGn + fΩ) nous donne immédiatement
l’inégalité
dimFp(coker(fn)) 6 dimFp(coker(fn)).
On va désormais calculer la quantité dimFp(coker(fn)) en utilisant l’identi-
fication de Gr(Ω) avec une algèbre de polynômes (proposition 1.3.6).
Le calcul précédent montre que
coker(fn) = Gr(Ω)/(Gr(IGn) + Gr(I
dpn
G ) + fGr(Ω)).
En terme de polynômes, l’idéal Gr(Idp
n
G ) correspond à l’idéal engendré par les
polynômes homogènes de degré dpn. On notera Pdpn l’ensemble des polynômes
homogènes de degré dpn et < Pdpn > l’idéal engendré par cet ensemble.
On a ainsi une surjection :
Fp[X1, ..., Xd]/(< Pdpn > +(f))։ coker(fn).
Le théorème pour un module de Ω-torsion M découlera d’une estimation de la
Fp-dimension du quotient de l’algèbre de polynômes ci-dessus, via le résultat
suivant :
Théorème 2.2.3 (Polynôme de Hilbert, [14] Chapitre I, théorème 7.5)
Soit g un polynôme homogène de Fp[X1, ..., Xd]. Il existe un polynôme χ
de degré d − 2 tel que la dimension sur Fp de Pk/(Pk ∩ (g)) est donnée, pour
k assez grand, par χ(k). Le polynôme χ est appelé polynôme de Hilbert de
Fp[X1, ..., Xd]/(g).
On va se ramener à f homogène.
Remarquons tout d’abord que Fp[X1, ..., Xd]/
(
< Pdpn > +(f)
)
est isomorphe
à
(
Fp[X1, ..., Xd]/ < Pdpn >
)
/
(
(f)/ < Pdpn > ∩(f)
)
.
Si g désigne la somme des monômes de plus haut degré de f , l’application
Fp-linéaire fh 7→ gh induit une surjection
(f)/
(
< Pdpn > ∩(f)
)
։ (g)/
(
< Pdpn > ∩(g)
)
.
Aux vues de la remarque qui précède, cette surjection entraîne :
dimFp
(
Fp[X1, ..., Xd]/
(
< Pdpn > +(f)
))
6 dimFp
(
Fp[X1, ..., Xd]/
(
< Pdpn > +(g)
))
.
Il suffit donc de calculer la dimension de Fp[X1, ..., Xd]/
(
< Pdpn > +(g)
)
, où
g est maintenant un polynôme homogène.
Selon le théorème 2.2.3, la dimension de chaque graduation Pk/(Pk ∩ (g))
de l’algèbre Fp[X1, ..., Xd]/(g) est donnée, pour k > l assez grand, par le poly-
nôme de Hilbert χ(k) = χ0 + χ1k + ...+ χd−2kd−2. La dimension du quotient
Fp[X1, ..., Xd]/
(
< Pdpn > +(g)
)
est donc égale, à une constante près, à
dpn−1∑
k=l
χ(k) =
dpn−1∑
k=l
d−2∑
i=0
χik
i.
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A i fixé, la somme sur les k devient
dpn−1∑
k=l
χik
i
6 χi
dpn−1∑
k=l
(dpn − 1)i
= χi(dp
n − 1)i(dpn − l)
= O(pn(i+1))
= O(pn(d−1)).
Revenons maintenant au cas général, dans lequel le Ω-module M n’est plus
supposé de torsion.
On commence par isoler la partie de torsion de M grâce à la suite exacte ci-
dessous, où M désigne le quotient M/torΩ(M) de M par son sous-module de
torsion :
0→ torΩ(M)→M →M → 0.
Le passage aux Gn-coïnvariants conduit à
(torΩ(M))Gn →MGn →MGn → 0.
D’après ce qui précède, le premier terme est asymptotiquement négligeable et
on est ramené au calcul des coïnvariants du Ω-module sans torsion M . On
utilise le lemme suivant pour comparer un module sans torsion à un module
libre.
Lemme 2.2.4. — Soit M un Λ-module de type fini, sans torsion, et de rang
ρ. Il existe des suites exactes
0→ Λρ →M → T1 → 0
et
0→M → Λρ → T2 → 0
où T1 et T2 sont de Λ-torsion.
Le même résultat est valable si on remplace Λ par Ω.
Démonstration. — Soit m1, ...,mr un système générateur de M et soit F =
Frac(Λ). Le F -espace vectoriel F⊗ΛM est de dimension ρ et l’on peut ordonner
les mi de telle sorte que (1⊗m1, ..., 1⊗mρ) forme une base de F ⊗Λ M .
La première suite exacte s’obtient alors en envoyant le i-ième vecteur de
base de Λρ sur mi. Cette application est injective par choix de l’ordre des mi
et on en déduit que le conoyau est de torsion par un calcul de rang.
En ce qui concerne la deuxième suite, pour tout ρ < i 6 r et 1 6 k 6 ρ, on
obtient l’existence de coefficients αi,k, βi,k ∈ Λ tels que
mi =
ρ∑
k=1
αi,kβ
−1
i,kmk.
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On va montrer qu’il existe des dénominateurs communs βk et des γi,k de Λ
tels que mi =
ρ∑
k=1
γi,kβ
−1
k mk. Le module M sera alors contenu dans le sous-
Λ-module libre de F ⊗Λ M engendré par les β−1k ⊗mk. Le conoyau de cette
application est de Λ-torsion donc le noyau aussi par un calcul de rang (il est
donc nul car M est sans torsion).
L’existence de ces éléments est une conséquence du lemme suivant.
Lemme 2.2.5. — Soit A un anneau noethérien à droite et intègre. Soit
a1, ..., an des éléments non nuls de A. Alors a1A ∩ ... ∩ anA 6= 0.
Démonstration. — Il suffit de le démontrer pour deux éléments a et b de A.
En effet, supposons que a1A ∩ ... ∩ an−1A 6= 0. Un élément non nul c de cette
intersection fournit un élément non-nul d ∈ cA ∩ anA ⊂ a1A ∩ ... ∩ anA. On
obtient donc le cas général de n éléments par récurrence.
Supposons que aA ∩ bA = 0. Soient x0, ..., xn des éléments de aA tels que
x0 + bx1 + ...+ b
nxn = 0.
On a x0 ∈ aA∩ bA = 0 et, en utilisant l’intégrité de A, on en déduit de proche
en proche que tous les xi sont nuls.
Ceci signifie que la somme d’idéaux aA + baA + b2aA + ... est directe, ce qui
contredit la noethérianité de A.
Appliqué aux éléments βρ+1,k, ..., βr,k de Λ, le lemme 2.2.5 nous informe qu’il
existe γ′ρ+1,k, ..., γ
′
r,k ∈ Λ tels que
βρ+1,kγ
′
ρ+1,k = ... = βr,kγ
′
r,k := βk.
On obtient les éléments cherchés en posant γi,k = αi,kγ′i,k.
Les suites exactes du lemme 2.2.4 appliquées au Ω-moduleM et passées aux
Gn-coïnvariants donnent
Fp[G/Gn]
rkΩ(M) →MGn → (T1)Gn → 0
et
MGn → Fp[G/Gn]rkΩ(M) → (T2)Gn → 0.
La Fp-dimension des termes de droite est asymptotiquement négligeable car T1
et T2 sont de Ω-torsion. On obtient donc une majoration et une minoration de
la quantité dimFp(MGn) par dimFp(Fp[G/Gn]
rkΩ(M)) à O(pn(d−1)) près, d’où
le résultat annoncé :
dimFp(MGn) = rkΩ(M)(G : Gn) +O(pn(d−1)).
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On termine ce paragraphe par deux corollaires au théorème 2.2.1. Ce sont des
extensions aux groupes d’homologie supérieurs, dont on rappelle la définition.
Pour i et n des entiers naturels, les groupes d’homologie de Gn à coefficients
dans un Λ-module de type fini M sont définis par
Hi(Gn,M) = Tor
Λ(Gn)
i (Zp,M),
où TorΛ(Gn)i (−,−) désignent les dérivés du bifoncteur −⊗ˆΛ(Gn)−.
Lorsque M est aussi muni d’une structure de Ω-module, le théorème 2.2.1
donne des renseignements sur H0(Gn,M) = MGn . En effet, on a dans ce cas
Hi(Gn,M) = Tor
Λ(Gn)
i (Zp,M) ≃ TorΩ(Gn)i (Fp,M) (voir [35], lemme 6.3.5).
On va voir que, pour un Ω-module de torsion, le même résultat est valable
pour tout i ∈ N.
Corollaire 2.2.6. — Soit M un Ω-module de type fini et de torsion. Pour
tout i > 0, on a
dimFp(Hi(Gn,M)) = O(pn(d−1)).
Démonstration. — On procède par récurrence sur i, le cas i = 0 étant donné
par le théorème 2.2.1.
Le Ω-module M étant de type fini et de torsion, il existe un Ω-module de
torsion A et des éléments non nuls f1, · · · , fr ∈ Ω prenant place dans la suite
exacte :
0→ A→
⊕
j
Ω/fj →M → 0.
Cette suite conduit à l’encadrement
Hi(Gn,
⊕
j
Ω/fj)→ Hi(Gn,M)→ Hi−1(Gn, A).
L’hypothèse de récurrence appliquée à A permet de se ramener au casM = Ω/f
car elle entraîne que dimFp(Hi−1(Gn, A)) = O(pn(d−1)).
On calcule les groupes d’homologie de Ω/f à partir de sa résolution Ω(Gn)-
libre :
0→ Ω f−→ Ω→ Ω/f → 0.
On obtient immédiatement Hi(Gn,Ω/f) = 0 pour i > 1, ainsi que les rensei-
gnements suivants sur le H1 :
dimFp(H1(Gn,Ω/f)) = dimFp(ker(ΩGn
f−→ ΩGn))
= dimFp(coker(ΩGn
f−→ ΩGn))
= dimFp((Ω/f)Gn)
= O(pn(d−1)),
la dernière égalité provenant du théorème 2.2.1.
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Corollaire 2.2.7. — Soit M un Λ-module de type fini tel que M/p est un
Ω-module de torsion. Alors, pour tout i > 0,
#(Hi(Gn,M/p
n)) = pO(np
n(d−1)).
Démonstration. — On va découper M/pnM selon les pkM/pk+1M .
Le corollaire 2.2.6 fournit des constantes Ck, indépendantes de n, telles que
#Hi(Gn, p
kM/pk+1M) 6 pCkp
n(d−1)
.
Pour k < n, la Gn-homologie de la suite exacte
0→ pk+1M/pnM → pkM/pnM → pkM/pk+1M → 0
entraîne les inégalités
#Hi(Gn, p
kM/pnM) 6 #Hi(Gn, p
k+1M/pnM)pCkp
n(d−1)
.
Elles conduisent à
#Hi(Gn,M/p
nM) 6 p(C1+···+Cn)p
n(d−1)
.
Pour k assez grand, le module pkM est sans p-torsion par noethérianité.
Ainsi pkM/pk+1M ≃ pk+1M/pk+2M et les constantes Ck sont majorées par
une constante C ′ indépendante de k. On en tire
#Hi(Gn,M/p
nM) 6 pC
′npn(d−1) .
2.2.2. Le théorème principal. — On se donne une extension de Lie p-
adique K∞/K du corps de nombres K, dont le groupe de Galois est un pro-
p-groupe p-valué de type fini G et dans laquelle seul un nombre fini de places
de K se ramifient. On peut définir ses étages Kn comme en 2.1.3. Le théorème
de descente (théorème 2.1.5) relie les p-groupes des T -classes S-infinitésimales
des étages XTS,n aux Gn-coïnvariants du module d’Iwasawa à l’infini X
T
S,∞.
L’obtention de formules asymptotiques pour les groupes des classes généralisés
sera conséquente à une étude algébrique approfondie du Λ-moduleXTS,∞, initiée
dans la section précédente.
Cette partie utilise la plupart du matériel mis en place jusqu’à présent. Elle a
pour but la démonstration du théorème :
Théorème 2.2.8. — Soit ρTS , µ
T
S et r
T
S les invariants d’Iwasawa du module
XTS,∞. On a les trois identités :
rkZp(X
T
S,n) = ρ
T
S (G : Gn) +O(pn(d−1)),
dimFp(X
T
S,n/p) = (ρ
T
S + r
T
S )(G : Gn) +O(pn(d−1))
et
#(XTS,n/p
n) = p(ρ
T
Sn+µ
T
S )(G:Gn)+O(np
n(d−1)).
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Les formules qui constituent ce théorème font intervenir les invariants d’Iwa-
sawa du module à l’infini associé et peuvent être comparées au théorème
d’Iwasawa pour les p-groupes des classes le long d’une Zp-extension (théo-
rème 2.0.16). Des généralisations de ce résultat historique ont déjà été mises
en lumière par Cuoco et Monsky pour les Zp-extensions multiples [4], et par
Jaulent pour les p-groupes des classes généralisés le long d’une Zp-extension
[22].
Nous démontrerons les trois points du théorème 2.2.8 indépendemment et
dans l’ordre de l’énoncé.
• Le Zp-rang de XTS,n est relié, par le théorème de descente (2.1.5), à celui de
(XTS,∞)Gn . Le comportement asymptotique de ce dernier est donné directement
par le théorème 1.10 de [13], qui affirme que
rkZp(X
T
S,∞)Gn = ρ
T
S (G : Gn) +O(pn(d−1)).
• Toujours d’après le théorème de descente, la Fp-dimension de XTS,n/p est
asymptotiquement égale à celle de (XTS,∞)Gn/p.
Le théorème 2.2.1 appliqué à XTS,∞/p donne l’estimation
dimFp((X
T
S,∞)Gn/p) = rkΩ(X
T
S,∞/p)(G : Gn) +O(pn(d−1)).
Le corollaire 1.10 de [15] relie la valeur de rkΩ(XTS,∞/p) aux invariants d’Iwa-
sawa de XTS,∞ de la façon suivante :
rkΩ(X
T
S,∞/p) = rkΩ(X
T
S,∞[p]) + rkΛ(X
T
S,∞) = r
T
S + ρ
T
S .
La combinaison de ces deux résultats donne la deuxième formule du théorème
2.2.8.
• La démonstration de la troisième formule est plus délicate. La stratégie de
départ est la même, à savoir se ramener au calcul du cardinal de (XTS,∞)Gn/p
n
via le théorème de descente. Pour calculer cette quantité, on va utiliser les
résultats de structure modulo pseudo-isomorphisme pour le Λ-module XTS,∞.
Notons que les arguments à suivre fournissent également une preuve de la
deuxième formule du théorème 2.2.8.
On commence par remarquer que les calculs peuvent être menés modulo pseudo-
isomorphisme :
Proposition 2.2.9. — Soient M et N deux Λ-modules de type fini pseudo-
isomorphes. Alors
#(MGn/p
n) = #(NGn/p
n)pO(np
n(d−1)).
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Démonstration. — Soit
0→ A→M ϕ−→ N → B → 0
la suite exacte donnée par le pseudo-isomorphisme et Z = Im(ϕ). On en déduit
par passage au quotient les suites exactes
AGn/p
n →MGn/pn → ZGn/pn → 0
et
B[pn] // Z/pn
θ //
## ##G
GG
GG
GG
GG
N/pn // B/pn // 0.
Im(θ)
,

;;vvvvvvvvv
Cette dernière se découpe pour donner
B[pn]Gn → ZGn/pn → Im(θ)Gn → 0
et
H1(Gn, B/p
n)→ Im(θ)Gn → NGn/pn → BGn/pn → 0.
Par noethérianité, la suite de sous-modules (B[pn])n se stabilise en B[pα] pour
un entier α assez grand. On en déduit que pour n > α, on a B[pn]Gn =
B[pα]Gn/p
n. Le lemme 1.3.13 permet d’appliquer le corollaire 2.2.7 à tout mo-
dule pseudo-nul, en particulier à A, B et B[pα]. Ceci fournit successivement :
#(MGn/p
n) = #(ZGn/p
n)pO(np
n(d−1))
= #(Im(θ)Gn)p
O(npn(d−1))
= #(NGn/p
n)pO(np
n(d−1)).
Il est maintenant possible d’utiliser les théorèmes de structure modulo pseudo-
isomorphisme. Le théorème 1.3.15 permet un dévissage en étudiant un Λ-
module de torsion d’une part et un sans torsion d’autre part. Ce fait est une
traduction de la proposition suivante :
Proposition 2.2.10. — Soit M un Λ-module de type fini. On note M le
quotient de M par son sous-module de Λ-torsion. Alors :
#(MGn/p
n) = #(torΛ(M)Gn/p
n)#(MGn/p
n)pO(np
n(d−1)).
Démonstration. — L’isomorphisme dans la catégorie quotient qui apparaît
dans le théorème 1.3.15 signifie qu’il existe des modules pseudo-nuls A, B,
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C et un sous-module M ′ de M , avec M/M ′ pseudo-nul, prenant place dans le
diagramme suivant (voir [8], chapitre III) :
0

0
0 // A // M ′ //

(torΛ(M)⊕M)/C
OO
// B // 0
M

torΛ(M)⊕M
OO
M/M ′

C
OO
0 0
OO
On a donc des pseudo-isomorphismes entreM ′ etM , entreM ′ et (torΛ(M)⊕
M)/C et entre torΛ(M)⊕M et (torΛ(M)⊕M)/C.
On applique alors la proposition 2.2.9 pour obtenir :
#(MGn/p
n) = #(M ′Gn/p
n)pO(np
n(d−1))
= #((torΛ(M)⊕M/C)Gn/pn)pO(np
n(d−1))
= #((torΛ(M)⊕M)Gn/pn)pO(np
n(d−1))
= #(torΛ(M)Gn/p
n)#(MGn/p
n)pO(np
n(d−1)).
On détermine, grâce au lemme suivant, l’impact de la partie de torsion
#(torΛ(X
T
S,∞)Gn/p
n).
Lemme 2.2.11. — Soit T un Λ-module de type fini, de torsion et d’invariant
µ. Alors
#(TGn/p
n) = pµ(G:Gn)+O(np
n(d−1)).
Démonstration. — On dévisse le problème en s’intéressant à la suite exacte
0→ torZp(T )→ T → T˜ → 0,
où T˜ = T/torZp(M) est un module de Λ-torsion sans Zp-torsion.
Le module T˜ étant sans Zp-torsion, quotienter par pn conserve l’exactitude de
cette suite et conduit à la suite exacte d’homologie :
H1(Gn, T˜ /p
n)→ torZp(T )Gn/pn → TGn/pn → T˜Gn/pn → 0.
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Le corollaire 2.2.7 pour le module T˜ permet d’obtenir la relation
#(TGn/p
n) = #(torZp(T )Gn/p
n)pO(np
n(d−1)).
Il suffit donc de contôler le cardinal de torZp(T )Gn/p
n à l’aide du théorème
1.3.14, qui fournit un pseudo-isomorphisme
torZp(T )→
r⊕
i=1
Λ/pαi ,
avec µ =
∑
αi.
La proposition 2.2.9 nous informe qu’alors :
#(torZp(T )Gn/p
n) = #
(
r⊕
i=1
Zp[G/Gn]/(p
αi , pn)
)
pO(np
n(d−1))
= pµ(G:Gn)+O(np
n(d−1)).
Il reste à évaluer la partie sans torsion #(XTS,∞Gn
/pn). C’est l’objet du
lemme :
Lemme 2.2.12. — Soit M un Λ-module de type fini, sans-torsion et de rang
ρ. Alors
#(MGn/p
n) = pρn(G:Gn)+O(np
n(d−1)).
Démonstration. — Tout Λ-module sans torsion est contenu dans un module
libre de même rang (lemme 2.2.4). On a donc une suite exacte
0→M → Λρ → T → 0,
qui conduit à la suite exacte de Ω-modules
0→ T [p]→M/p→ Ωρ → T/p→ 0.
La somme alternée des Ω-rangs nous informe que rkΩ(M/p) = ρ.
Le théorème 2.2.1 appliqué au Ω-module M/p donne alors une suite bornée
(cn)n telle que
dimFp(MGn/p) = ρ(G : Gn) + cnp
n(d−1).
Pour calculer #(MGn/p
n), on signale les isomorphismes suivants, qui pro-
viennent du fait que M est sans torsion :
M/pM
pi
∼−→ piM/pi+1M.
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On a ainsi
#(MGn/p
n) =
n∏
i=0
#(piM/pi+1M)Gn
= (#(MGn/p))
n
= pρn(G:Gn)+cnnp
n(d−1)
= pρn(G:Gn)+O(np
n(d−1)).
La mise en commun, via la proposition 2.2.10, des résultats fournis par
les lemmes 2.2.11 et 2.2.12 appliqués respectivement à torΛ(XTS,∞) et à X
T
S,∞
constitue une preuve du dernier point du théorème 2.2.8.
2.3. Formules asymptotiques le long d’une Zp-extension
On se replace dorénavant dans le cadre classique de la théorie d’Iwasawa. On
considère donc une Zp-extension K∞/K du corps de nombres K, dont on note
le groupe de Galois Γ. On fixe S et T deux ensembles finis de places de K. La
notation XTS,n vaudra encore pour le p-groupe des T -classes S-infinitésimales
attaché au n-ième étage Kn de la tour. Le théorème 2.2.8 s’applique dans ce
cadre et donne, entre autre, la formule suivante :
#(XTS,n/p
n) = p(ρ
T
Sn+µ
T
S )p
n+O(n).
Dans [22] (théorème 2.2), il est annoncé une formule qui précise le O(n) en
faisant apparaître l’invariant d’Iwasawa λTS : il existe une constante α
T
S telle
que, pour n assez grand,
#(XTS,n/p
n) = p(ρ
T
Sn+µ
T
S )p
n+λTS (+1)n+α
T
S ,
le paramètre λTS devant être augmenté de 1 dans le cas spécial.
Cependant, il se trouve que ce résultat peut être pris en défaut. L’erreur condui-
sant à la formule de Jaulent est de considérer le défaut de descente Ye, dans le
théorème 2.1.7, comme un sous-Λ-module de XTS,∞. On corrigera les calculs en
tenant compte de cette remarque. Il en découlera l’apparition d’un paramètre
λ˜TS à la place de l’invariant d’Iwasawa λ
T
S , la différence entre ces deux entiers
pouvant être maîtrisée. Nous isolerons ensuite un certain nombre de cas pour
lesquels ces deux quantités coïncident et nous donnerons des exemples concrets
dans lesquels le paramètre λ˜TS est négatif.
Le contenu de cette partie est issu d’un travail en commun avec Jean-François
Jaulent et Christian Maire.
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2.3.1. La formule corrigée. — Dans cette section, on suppose que la Zp-
extension K∞/K n’est pas elle même S-ramifiée et T -décomposée. Autrement
dit, on se place dans le cas général. La suite du paragraphe est dédiée à la
démonstration du théorème suivant.
Théorème 2.3.1. — Soit K∞/K une Zp-extension et S et T deux ensembles
finis de places de K. Dans le cas général, on a la formule asymptotique suivante
concernant les p-groupes de T -classes S-infinitésimales des étages de la tour
K∞/K :
#
(
XTS,n/p
n
)
= pρ
T
Snp
n+µTS p
n+(λTS−κ
T
S )n+O(1),
où ρTS , µ
T
S et λ
T
S sont les invariants structurels du module d’Iwasawa X
T
S,∞, et
où κTS est un entier naturel vérifiant κ
T
S 6 ρ
T
Sp
e, avec e l’entier correspondant
à l’étage à partir duquel les places se stabilisent (voir la partie 2.1.3).
On notera λ˜TS la quantité λ
T
S − κTS qui apparaît dans la formule.
Tout d’abord, le résultat de descente dans ce cadre (théorème 2.1.7) permet
de se ramener au calcul de
(
XTS,∞ : (∇nXTS,∞ + ωn,eYe)
)
, où la notation ∇n
vaut pour l’idéal de Λ engendré par ωn et pn.
On va effectuer le calcul de cet indice en se ramenant à un module cyclique
de la forme de ceux qui apparaîssent dans le théorème de structure (théorème
1.3.3), via le lemme suivant :
Lemme 2.3.2. — Soit ϕ :M → E un pseudo-isomorphisme entre Λ-modules,
avec E un module élémentaire. Soit Y un sous-Zp-module de M et Y = ϕ(Y ).
Lorsque n varie, on a
(M : (∇nM + ωn,eY )) = (E : (∇nE + ωn,eY)) +O(1).
Démonstration. — On utilise la démonstration du lemme 1.12 de [22] pour
obtenir les suites exactes suivantes, pour n assez grand :
0→ An →M/∇nM ϕn−−→ E/∇nE → B → 0,
avec An et B des modules finis tels que la suite des cardinaux de An est
stationnaire. Détaillons ce passage.
Le pseudo-isomorphisme ϕ passe au quotient et fournit un morphisme ϕn,
pour tout n, entre M/∇nM et E/∇nE. Notons respectivement A et B les
noyau et conoyau du pseudo-isomorphisme ϕ et prenons n assez grand pour
que ∇nE ⊂ ϕ(M) (ce qui est possible car la suite d’idéaux (∇n)n forme une
base de voisinage de l’unité dans Λ et ϕ(M) est d’indice fini dans E). Ceci
entraîne en particulier que coker(ϕn) = B pour n assez grand.
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Reste à voir que les noyaux des ϕn, notés An, sont de cardinal stationnaire.
On a An = ϕ−1(∇nE)/∇nM . Analysons le morphisme
ϕ−1(∇nE)/∇nM ϕ−→ ∇nE/∇nϕ(M).
L’inclusion ∇nE ⊂ ϕ(M) assure sa surjectivité car on a ϕ(ϕ−1(∇nE)) = ∇nE.
Quant à son noyau, il est égal à A/(A∩∇nM). Quitte à augmenter n, on peut
supposer que A ∩ ∇nM = {0} car A est fini. On en déduit que pour n assez
grand :
(ϕ−1(∇nE) : ∇nM) = #(A)(∇nE : ∇nϕ(M)).
Ainsi, il suffit de voir que l’indice (∇nE : ∇nϕ(M)) est stationnaire, ce qui est
une conséquence du lemme 2.3.3 qui va suivre.
A partir des morphismes ϕn, on obtient les morphismes :
M/(∇nM + ωn,eY ) ϕn−−→ E/(∇nE + ωn,eY),
de conoyaux B et de noyaux An/(An ∩ ωn,eY ).
La stationnarité des cardinaux des An, met en évidence que les noyaux sont
de cardinal borné, et achève la démonstration.
Lemme 2.3.3. — Soit E un Λ-module élémentaire et F un sous-module d’in-
dice fini de E. Alors la suite des indices (∇nE : ∇nF ) est stationnaire.
Démonstration. — Posons d’abord quelques notations utilisées dans la dé-
monstration de ce résultat. Pour un Λ-moduleM , on pose ∂nM = pnM∩ωnM .
On notera également M tor le sous-module de Λ-torsion de M et π : M →
M/M tor la projection canonique.
On remarque, dans un premier temps, que la stationnarité de (∇nE : ∇nF )
est équivalente à celle de (∂nE : ∂nF ).
En effet, ces deux quantités sont reliées par la suite exacte
0→ ∂nE/∂nF → pnE/pnF ⊕ ωnE/ωnF → ∇nE/∇nF → 0.
Le terme médiant est clairement fini et décroissant car F est d’indice fini dans
E. Il est donc stationnaire et il suffit bien de démontrer la stationnarité de
(∂nE : ∂nF ).
Le calcul suivant permet de se ramener à des modules libres d’une part, et
de torsion d’autre part :
(∂nE : ∂nF ) = (∂nE : ∂nE
tor + ∂nF )(∂nE
tor + ∂nF : ∂nF )
= (π(∂nE) : π(∂nF ))(∂nE
tor : ∂nF
tor).
Concernant (π(∂nE) : π(∂nF )), on a π(∂nE) = Λρ et, par factorialité de Λ,
on en déduit que
π(∂n+1E) = π(p
n+1ωn+1E) = p
ωn+1
ωn
π(∂nE).
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D’autre part, pωn+1ωn π(∂nF ) ⊂ π(∂n+1F ) ce qui nous permet de dire que
(π(∂n+1E) : π(∂n+1F )) ≤ (pωn+1ωn π(∂nE) : p
ωn+1
ωn
π(∂nF ))
≤ (π(∂nE) : π(∂nF )).
La suite (π(∂nE) : π(∂nF )) est donc décroissante et, par suite, stationnaire.
Intérressons nous maintenant à la partie de torsion. Notons T la partie
donnant l’invariant λ de la décomposition en modules cycliques de Etor, c’est
à dire la somme des modules de la forme Λ/(f) où f est un polynôme distingué.
Pour n assez grand, on a pnEtor = pnT donc aussi ∂nEtor = ∂nT . Le lemme
1.6 de [22] nous informe, quitte à augmenter n, que ωn+1ωn T = pT et conduit à
la relation
∂n+1T = pp
nT ∩ ωnωn+1
ωn
T = p ∂nT.
On en déduit que ∂n+1Etor = p ∂nEtor et, de la même façon, que ∂n+1F tor =
p ∂nF
tor.
Ceci à l’incidence suivante sur la valeur des indices :
(∂n+1E
tor : ∂n+1F
tor) = (p ∂nE
tor : p ∂nF
tor) ≤ (∂nEtor : ∂nF tor).
La suite (∂nEtor : ∂nF tor) est donc elle aussi stationnaire ce qui termine la
démonstration du lemme.
Le théorème 1.3.3 assure l’existence d’un pseudo-isomorphisme ϕ : XTS,∞ →
E entre XTS,∞ et un Λ-module élémentaire E, d’invariants ρ
T
S , µ
T
S et λ
T
S .
Ceci étant, le lemme 2.3.2 affirme qu’à une quantité bornée près, l’indice(
XTS,∞ : (∇nXTS,∞ + ωn,eYe)
)
que l’on cherche à estimer est asymptotiquement
égal à l’indice
(
E : (∇nE+ωn,eϕ(Ye))
)
, qui peut se calculer explicitement. C’est
en déterminant cet indice que l’on fait apparaître les invariants d’Iwasawa de
XTS,∞, ainsi que la perturbation κ
T
S dans la formule du théorème 2.3.1.
La correction apportée au théorème de descente (ie. Ye n’est pas en général un
sous-Λ-module deXTS,∞) entraîne que l’intersection de ϕ(Ye) avec la partie libre
du module élémentaire E n’est pas forcément triviale, et complique quelque peu
les calculs initiaux de Jaulent. Nous allons estimer séparément les contibutions
respectives de la partie libre L = Λρ
T
S et du sous-module de torsion T de E en
écrivant :(
E : (∇nE+ωn,eϕ(Ye))
)
=
(
E : (T+∇nE+ωn,eϕ(Ye))
) (
T : T∩(∇nE+ωn,eϕ(Ye))
)
,
et en évaluant séparément les deux facteurs.
• Attachons nous tout d’abord à la détermination de la partie libre. On a(
E : (T +∇nE + ωn,eϕ(Ye))
)
=
(
L : (∇nL+ ωn,eY)
)
,
où Y désigne l’image de ϕ(Ye) dans le quotient E/T ≃ L.
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On note Z = ωeL+ Y et on découpe le calcul de la façon suivante :(
L : (∇nL+ ωn,eY)
)
=
(
L : (pnL+ Z)
)(
Z : (pnL ∩ Z + ωn,eZ)
)
.
Pour déterminer le premier indice
(
L : (pnL + Z)
)
, on écrit un pseudo-
isomorphisme donné par le théorème de structure :
L/Z →
r⊕
i=1
Λ/(gαii ),
où les gi sont des polynômes irréductibles divisant ωe.
Quotienter par pn donne l’égalité(
L : (pnL+ Z)
)
=
r∏
i=1
#
(
Λ/(gαii , p
n)
)
+O(1)
= pdeg(
Q
g
αi
i )n+O(1).
Un calcul de Zp-rangs permet d’obtenir l’inégalité
ρTSp
e = rkZp(L/ωeL)
> rkZp(L/Z)
= rkZp(⊕ri=1Λ/(gαii ))
= deg(
∏
gαii ).
Le calcul du second indice est un peu plus technique. On se ramène au calcul
des deux premiers termes de la suite exacte
0→ (pnL∩Z+ωn,eZ)/(pnZ+ωn,eZ)→ Z/(pnZ+ωn,eZ)→ Z/(pnL∩Z+ωn,eZ)→ 0.
Le Λ-module Z est sans torsion, de rang ρTS , donc il existe un pseudo-isomorphisme
Z → ΛρTS . Ceci nous renseigne sur le terme central de cette dernière suite
exacte : (
Z : (pnZ + ωn,eZ)
)
= pρ
T
Snp
n−ρTS p
en+O(1).
On va voir que le noyau est stationnaire. On a
(pnL ∩ Z + ωn,eZ)/(pnZ + ωn,eZ) ≃ (pnL ∩ Z)/(pnZ + pnL ∩ ωn,eZ).
Notons p−nZ = {x ∈ L | pnx ∈ Z}, de telle sorte que la suite (p−nZ)n est
une suite croissante de sous-Λ-modules de L. Cette suite est stationnaire par
noethérianité donc il existe un entier α tel que p−nZ = p−αZ pour n > α.
Pour de tels n, on a pnL ∩ Z = pn(p−αZ) et pnL ∩ ωn,eZ = ωn,epn(p−αZ) par
factorialité de L.
Ainsi,
(pnL ∩ Z)/(pnZ + pnL ∩ ωn,eZ) = pn(p−αZ)/pn(Z + ωn,e(p−αZ))
≃ p−αZ/(Z + ωn,e(p−αZ)),
Le dernier isomorphisme se justifiant par l’absence de torsion. Le noyau est
stationnaire dès lors que le quotient p−αZ/Z est fini.
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Mais L/ωeL est de type fini sur Zp. Son sous-module p−αZ/ωeL l’est donc aussi
et, par suite, il en est de même de son quotient p−αZ/Z. Ce dernier quotient
étant par définition tué par pα, il est fini.
Finalement, on a(
E : (T +∇nE + ωn,eϕ(Ye))
)
= pρ
T
Snp
n−κTSn+O(1),
avec κTS = ρ
T
Sp
e −∏ deg(gαii ) compris entre 0 et ρTSpe.
• Etudions maintenant le second facteur (T : T ∩ (∇nE+ωn,eϕ(Ye))). C’est
évidemment une fonction décroissante du module de descente ϕ(Ye). Nous en
obtenons donc une majoration très simple en remplaçant Ye par 0, et une
minoration en remplaçant ϕ(Ye) par la somme directe de ses projections sur
chaque facteur cyclique de E. Nous allons voir que les deux bornes obtenues
dans cet encadrement different seulement d’une quantité bornée en n. Notons
T = ⊕iΛ/(fi), chaque élément fi étant une puissance de p ou d’un polynôme
distingué irréductible. On appelle Yi la projection de ϕ(Ye) sur le i-ième facteur
direct de cette somme, ce sont des Zp-modules de type fini.
On obtient :(
T : T ∩ (∇nE + ωn,e ⊕i Yi)
)
=
∏
i
(
Λ : (∇n + fiΛ + ωn,eYi)
)
.
Si fi = pα, on a pour n > α :
(∇n + pαΛ + ωn,eYi)/(∇n + pαΛ) ≃ ωn,eYi/(ωn,eYi ∩ (pαΛ + ωnΛ))
≃ Yi/(Yi ∩ (pαΛ + ωeΛ).
Le dernier isomorphisme se justifie par le fait que Yi est sans non-p-torsion et
débouche sur un objet fini qui ne dépend pas de n.
Si fi = fβ avec f distingué irréductible, le lemme 1.6 de [22] donne, pour
n > n◦ > e assez grand :
(∇n + fβΛ + ωn,eYi)/(∇n + fβΛ) ≃ ωn,eYi/(ωn,eYi ∩ (∇n + fβΛ))
≃ pn−n◦ωn◦,eYi/pn−n◦(ωn◦,eYi ∩ (∇n◦ + fβΛ))
≃ ωn◦,eYi/(ωn◦,eYi ∩ (∇n◦ + fβΛ)).
Le dernier isomorphisme se justifie par le fait que Yi est sans p-torsion et
débouche également sur un objet fini qui ne dépend pas de n.
Ces calculs montrent que pour tout i :(
Λ : (∇n + fiΛ + ωn,eYi)
)
=
(
Λ : (∇n + fiΛ)
)
+O(1),
et permettent de se ramener au cas ϕ(Ye) = 0.
L’indice
(
Λ : (∇n+ fiΛ)
)
se calcule explicitement et vaut pαp
n
lorsque fi = pα
et pdeg(f
β)n+c, avec c une constante, lorsque fi = fβ (voir [22] section 1.2 pour
les détails de ce calcul).
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La contribution de la partie de torsion est donc(
T : T ∩ (∇nE + ωn,eϕ(Ye))
)
= pµ
T
S p
n+λTSn+O(1).
Les arguments qui précèdent fournissent la formule :
#
(
XTS,n/p
n
)
= pρ
T
Snp
n+µTS p
n+(λTS−κ
T
S )n+O(1),
qui est le résultat annoncé dans le théorème 2.3.1.
2.3.2. Trivialité de κTS . — Le théorème principal de la section précédente
(théorème 2.3.1) donne une formule asymptotique portant sur les groupes de
classes généralisés le long d’une Zp-extension. Ce qui est remarquable est l’in-
tervention d’une perturbation inattendue de l’invariant d’Iwasawa λTS , prove-
nant d’un défaut de descente. Cette section isole des situations dans lesquelles
cette perturbation est triviale. La première correspond au cas spécial, dans
lequel la Zp-extension est elle même S-ramifiée et T -décomposée.
Théorème 2.3.4. — Soient S et T deux ensembles finis de places d’un corps
de nombres K et soit K∞/K une Zp-extension. Dans le cas spécial, les p-
groupes des T -classes S-infinitésimales attachés aux étages de K∞/K vérifient,
pour n assez grand :
#
(
XTS,n/p
n
)
= pρ
T
Snp
n+µTS p
n+(λTS+1)n+c,
avec ρTS , µ
T
S et λ
T
S les invariants d’Iwasawa de X
T
S,∞ et c ∈ Z une constante.
Démonstration. — La descente se fait de la façon suivante (théorème 2.1.8) :
XTS,n ≃ XTS,∞/ωnXTS,∞ ⊕ Γn.
Les calculs de la section précédente, en se ramenant à un module élémentaire,
permettent de voir que #
(
XTS,∞/(ωnX
T
S,∞ + p
nXTS,∞)
)
= pρ
T
Snp
n+µTS p
n+λTSn+c
et le +1 provient du cardinal de Γn/pn.
Dans le cas général, l’analyse de la preuve du théorème 2.3.1 montre que la
quantité κTS provient de la contribution du sous-Zp-module de descente Ye
dans la partie libre du module à l’infini XTS,∞. On en déduit donc les résultats
suivants :
Corollaire 2.3.5. — Soient S et T deux ensembles finis de places d’un corps
de nombres K et soit K∞/K une Zp-extension telle que l’union de l’ensemble
des places de K∞ au dessus de R−S et de l’ensemble de celles au dessus de T fd
est un singleton. Alors les p-groupes des T -classes S-infinitésimales attachés
aux étages de K∞/K vérifient, pour n assez grand :
#
(
XTS,n/p
n
)
= pρ
T
Snp
n+µTS p
n+λTSn+c,
avec ρTS , µ
T
S et λ
T
S les invariants d’Iwasawa de X
T
S,∞ et c ∈ Z une constante.
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Démonstration. — Cette fois-ci, les hypothèses de ramification conduisent à
un Zp-module de descente Ye trivial. Le résultat est alors une conséquence des
calculs menés dans la section 2.3.1 et de la remarque qui précède l’énoncé du
corollaire.
Corollaire 2.3.6. — Soient S et T deux ensembles finis de places d’un corps
de nombres K et soit K∞/K une Zp-extension. On suppose que le module
d’Iwasawa à l’infini XTS,∞ est de torsion. Alors, pour n assez grand :
#
(
XTS,n/p
n
)
= pµ
T
S p
n+λTSn+O(1),
avec µTS et λ
T
S les invariants d’Iwasawa de X
T
S,∞.
Démonstration. — La partie libre de XTS,∞ est nulle donc la perturbation κ
T
S ,
ainsi que l’invariant ρTS le sont aussi.
On remarque que les hypothèses du dernier corollaire sont vérifiées lorsque S
ne contient que des places modérées.
2.3.3. Valeurs négatives de λ˜TS . — On expose ici une situation dans la-
quelle le paramètre λ˜TS , qui apparaît dans l’énoncé du théorème 2.3.1, peut être
rendu aussi négatif que voulu.
• On prend p = 2, K = Q(i) et on considère K∞ la Z2-extension cycloto-
mique de K. Le travail déjà effectué fournit certaines conditions nécessaires
sur S et T pour obtenir un paramètre λ˜TS négatif. Plus précisément, la borne
ρTSp
e sur κTS devra atteindre des valeurs aussi grandes que voulues. Ceci force
l’ensemble S à contenir des places 2-adiques. Dans le cas contraire, les modules
XTS,n sont de Z2-torsion et leur limite projective X
T
S,∞ est de Λ-torsion, ce qui
entraîne κTS = 0. Dans l’exemple qui va suivre, l’invariant ρ
T
S sera toujours égal
à 1. La borne sur κTS sera donc rendue grande en jouant sur l’entier e, c’est à
dire en imposant d’assez fortes congruences sur les places de T pour qu’elles
soient décomposées dans Ke/K.
On met dans S l’unique place 2-adique de K et dans T les deux places de
K au dessus d’un premier q totalement décomposé dans Ke/Q et inerte dans
K∞/Ke, pour un entier naturel e arbitraire. Le premier q vérifie la congruence
q ≡ 1 + 2e+1(mod 2e+2).
Déterminons tout d’abord le module à l’infini XTS,∞. Comme on est au-
dessus de la Z2-extension cyclotomique, on a XTS,∞ = XS,∞. En effet, les places
modérées non ramifiées sont totalement décomposées au-dessus de K∞ du fait
que K∞/K est localement la p-extension non ramifiée maximale de K en les
places modérées.
Il est bien connu que XS,∞ est de Λ-rang égal au nombre de places complexes
r2(K) = 1 ([40], théorème 13.31) donc ρTS = ρS = 1.
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La descente pour XS,∞ s’écrit XS,∞/(ω0) ⊕ Z2 ≃ XS,0 car K∞/K est S-
ramifiée. Donc XS,∞/(ω0, 2)⊕ Z/2Z ≃ XS,0/(2).
On évalue XS,0/(2) en utilisant la dualité de Kummer. Le radical kummérien
correspondant est E′(K)/E′(K)2, où E′(K) désigne les 2-unités de K. On a
E′(K) ≃ Z⊕ Z/4Z ce qui entraîne E′(K)/E′(K)2 ≃ (Z/2Z)2.
Le Z/2Z-module XS,∞/(ω0, 2) est ainsi cyclique et, par le lemme de Nakayama,
XS,∞ est un Λ-module cyclique.
En résumé, on a XTS,∞ ≃ Λ et ρTS = 1, µTS = λTS = 0.
Ce point acquis, pour tout n > e, la descente pour XTS,∞ s’écrit :
XTS,n ≃ XTS,∞/ωn,e(ωeXTS,∞ + Ye).
Il se trouve que le module XTS,e est fini. En effet, la théorie p-adique du corps
de classes (voir [21]) l’interprète comme le quotient U2(Ke)/s2(ET (Ke)) du
2-groupe des unités locales en l’unique place 2-adique de Ke par l’image ca-
nonique du Z2-tensorisé du groupe des T -unités de Ke. Or, à un fini près,
U2(Ke) définit la représentation régulière du groupe de Galois Gal(Ke/Q) et
ET (Ke) contient aussi cette représentaion régulière du fait que q est totalement
décomposé dans Ke/Q. La conjecture de Leopoldt, qui est vérifiée ici puisque
Gal(Ke/Q) est abélien, nous assure que s2(ET (Ke)) la contient encore. Ceci
montre que le groupe XTS,e est fini.
On obtient donc un pseudo-isomorphisme :
(ωeX
T
S,∞ + Ye) →֒ XTS,∞,
puis un pseudo-isomorphisme
XTS,n ։ X
T
S,∞/ωn,eX
T
S,∞ ≃ Λ/ωn,eΛ.
On en déduit que #(XTS,n/(2
n)) = #(Λ/(ωn,e, 2
n)) + O(1) = 2n2n−n2e+O(1),
donc que λ˜TS = −2e. Cet exemple montre que la borne sur κTS est optimale.
• Cet exemple peut être développé aussi pour p un premier impair irrégulier.
On prend pour corps de base le corps cyclotomique K = Q(ζp) et on considère
sa Zp-extension cyclotomiqueK∞. On fixe aussi un entier naturel e. L’ensemble
de places S est constitué de l’unique place p-adique de K et T contient les p−1
places deK au dessus d’un nombre premier q totalement décomposé dansKe/Q
et inerte dans K∞/Ke (q vérifie la congruence q ≡ 1 + pe(mod pe+1)).
Introduisons le groupe de Galois ∆ = Gal(K/Q) et notons ∆∗ le groupe des ca-
ractères p-adiques de ∆. A chaque élément ϕ de ∆∗ correspond un idempotent
primitif eϕ de l’algèbre de groupe Zp[∆], ce qui permet d’écrire canoniquement
tout Λ[∆]-module comme somme directe de ses ϕ-composantes. Ceci vaut en
particulier pour le module XTS,∞ = XS,∞. On note Xϕ la ϕ-composante de
XTS,∞, c’est un module sur Λϕ ≃ Λ que l’on peut déterminer selon la parité du
caractère ϕ.
53
– Si ϕ est pair (c’est à dire si ϕ prend la valeur +1 sur la conjugaison
complexe τ), l’hypothèse de régularité entraîne la trivialité de Xϕ.
– Si ϕ est impair (ϕ(τ) = −1), il vient que Xϕ est libre de rang 1 sur Λϕ.
Donc Xϕ ≃ Λ.
On en déduit que ρTS = (p− 1)/2, µTS = 0 et λTS = 0.
Les arguments développés dans l’exemple précédent donnent une perturbation
égale à −pe pour chaque caractère ϕ impair, soit au total λ˜TS = −pe(p− 1)/2.
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CHAPITRE 3
FORMULES DE RÉFLEXION
Dans [23], les formules asymptotiques sur les p-groupes de classes généralisés
le long d’une Zp-extension sont exploitées à l’aide des formules de réflexion de
Gras (voir [10] ou [9]). Le but est d’obtenir des informations sur les invariants
d’Iwasawa et le principe est le suivant. Les formules asymptotiques relient les
invariants d’un module d’Iwasawa à l’infini à des objets attachés aux étages
finis de la tour. En présence de racines de l’unité, ces objets au niveau fini
possèdent une double interprétation en terme de groupe de classes et en terme
de radicaux kummeriens. On peut supposer sans restriction que les ensembles
de places S et T sont disjoints, il suffit d’enlever les places de l’intersection de
S et les modules correspondants sont les mêmes. Si S et T sont disjoints et que
leur union contient toutes les places p-adiques, on peut donner un lien explicite
entre les objets finis correspondant au couple (S, T ) et ceux correspondant au
couple (T, S). Arithmétiquement, ceci traduit une dualité entre ramification et
décomposition qui peut être retranscrite au niveau des invariants d’Iwasawa.
Nous donnerons, dans ce chapitre, les formules de réflexion sur les invariants
d’Iwasawa pour la Zp-extension cyclotomique qui tiennent compte des correc-
tions apportées à l’article [23]. Aussi, l’obtention de formules asymptotiques
pour des extensions de Lie p-adiques nous autorise à étendre ces formules aux
extensions de dimension supérieure. Nous en déduirons le calcul de l’invariant
d’Iwasawa ρ dans certains cas particuliers.
3.1. Cas de la Zp-extension cyclotomique
On se contente ici de donner une version corrigée du théorème 6 de [23].
La démonstration qui s’y trouve est parfaitement valable si on remplace l’in-
variant d’Iwasawa λTS par l’invariant λ˜
T
S qui apparaît effectivement dans la
formule asymptotique (théorèmes 2.3.1 et 2.3.4 dans lequel λ˜TS = λ
T
S + 1). On
utilisera d’ailleurs cette démonstration pour traiter le cas des extensions de Lie
p-adiques dans la section 3.2.1.
Pour un ensemble fini S de places d’un corps de nombres K, on pose δS =∑
v∈Sp
[Kv : Qp] la somme des degrés locaux des localisés de K en les places
p-adiques de S. On notera aussi s∞ le nombre de places au dessus de S d’une
Zp-extension K∞ de K.
Théorème 3.1.1 (Jaulent, Maire, [23], théorème 6)
Soit K un corps de nombres contenant les racines 2p-ièmes de l’unité et soit
K∞ la Zp-extension cyclotomique de K. On se donne deux ensembles finis
disjoints S et T de places de K dont l’union contient les places p-adiques.
Alors les invariants associés à K∞/K vérifient les identités du miroir :
(i) ρTS +
δT
2
= ρST +
δS
2
,
(ii) µTS = µ
S
T ,
(iii) λ˜TS + t∞ = λ˜
S
T + s∞.
Ce théorème permet d’obtenir des informations sur les invariants ρTS et µ
T
S ,
que l’on exposera dans le cas général traité dans la partie 3.2.3.
Une conséquente immédiate sur l’invariant λTS est l’existence d’une minoration
très simples lorsque S contient les places p-adiques.
Corollaire 3.1.2. — Soit K un corps de nombres contenant les racines 2p-
ièmes de l’unité et soit K∞ sa Zp-extension cyclotomique. On se donne S un
ensemble fini de places de K qui contient l’ensemble des places p-adiques et T
un ensemble fini de places modérées disjoint de S. Alors
λTS > s∞ − 1.
En particulier, λTS est arbitrairement grand avec S.
Démonstration. — Les identités du miroir nous donnent pour T = ∅ :
λS + 1 = λ˜S = λ˜
S + s∞ = λ
S + s∞ > s∞,
puisque, dans le cas spécial, λ˜S = λS + 1 et que, pour le module de Λ-torsion
XS∞, le paramètre effectif λ˜
S coïncide avec l’invariant d’Iwasawa λS (voir le
théorème 2.3.4 et le corollaire 2.3.6).
La montée dans la Zp-extension cyclotomique ayant épuisé toute possibilité
d’inertie aux places modérées, on a banalement XTS,∞ = XS,∞, donc λ
T
S =
λS .
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3.2. Cas des extensions de Lie
A partir de maintenant on fixe un nombre premier p et un corps de nombres
K contenant les racines 2p-ièmes de l’unité. On considère une extension K∞/K
dont le groupe de Galois G est un pro-p-groupe p-valué de type fini et dans
laquelle seul un nombre fini de places de K se ramifie. On fixe deux ensembles
finis disjoints S et T de places de K dont l’union contient les places p-adiques.
Ce cadre permet d’appliquer les théorèmes de réflexion pour comparer la S-
ramification et T -décomposition à la T -ramification et S-décomposition au
niveau fini, puis d’utiliser le théorème 2.2.8 pour en tirer des conséquences
sur les invariants d’Iwasawa à l’infini. On supposera d’abord, que le corps K∞
contient la Zp-extension cyclotomique de K (ce cas couvre la situation de la
section 3.1). Ensuite, nous verrons ce que l’on peut dire sans cette hypothèse.
3.2.1. En présence de la Zp-extension cyclotomique. — On suppose
dans cette section que K∞ contient la Zp-extension cyclotomique de K, donc
K(µp∞) ⊂ K∞ car µ2p ∈ K. Cette hypothèses assurent que, pour k assez
grand, le corps Kk+n contient les racines pn-ièmes de l’unité. En effet, G est
produit semi-direct du groupe de Galois de la Zp-extension cyclotomique de
K, noté Γ, par un sous-groupe distingué H de G. Prenons k assez grand pour
que Gk soit p-saturé, de telle sorte que Gk+n = G
pn
k . Pour tout n, les racines
pn-ièmes de l’unité sont fixées par H et par Γp
n
, donc par Gp
n
k . Autrement dit,
µpn ⊂ Kk+n. On fixe cette constante k dans la suite, en remarquant qu’elle est
nulle si G est un groupe uniforme.
On aura besoin d’un certain nombre de notations qui servirons à énoncer
le théorème fondamental de cette partie, qui exprime une lien entre le groupe
des classes associé à la S-ramification, T -décomposition d’une part, et le radi-
cal kummerien associé à la T -ramification, S-décomposition d’autre part. On
pourra se référer à [21] pour les définitions des objets de la théorie p-adique
du corps de classes et on oubliera souvent l’indice n pour ne pas surcharger les
notations. La notation m vaut pour un certain diviseur, construit sur les places
de S(Kk+n). Le module R est le p-adifié des idéles principaux de Kk+n et Rm
est son sous-module des idéles congrues à 1 modulo m. On appelle ET
m
le p-
adifié des T -unités de Kk+n qui sont congrues à 1 modulo m. Comme expliqué
dans [23], le diviseur m a été choisi de telle sorte que le quotient d’ordre pn du
p-groupe des T -classes de rayon m de Kk+n, noté Cl
T
m
, soit isomorphe au quo-
tient d’ordre pn du groupe de Galois de sa pro-p-extension abélienne S-ramifiée
T -décomposée maximale XTS,k+n, et que le radical kummérien du quotient de
l’extension duale, T -ramifiée et S-décomposée, soit donné par RadT
m
. Enfin,
R
T
m
[pn] est un pseudo-radical qui permet de faire le lien entre les deux suites
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du théorème suivant et qui est défini par
R
T
m
[pn] = {pn ⊗ x ∈ p−nZp/Zp ⊗Rm|x ∈ J TJ pn},
où J est le p-groupe des idèles de Kk+n et J T son sous-groupe des T -idèles.
Théorème 3.2.1 (Jaulent, Maire, [23], théorème 4)
A chaque étage Kk+n de la tour K∞/K, on a les suites exactes du miroir :
1 // (R/Rm)[pn]/µpn // RTm[pn] // RadTm[pn] // 1
1 // ET
m
/pn // RT
m
[pn] // ClT
m
[pn] // 1
Le corollaire suivant résulte du calcul des cardinaux des termes des suites
exactes du miroir, conjointement au théorème 2.2.8. Il donne les mêmes infor-
mation sur ρ et µ que le théorème 3.1.1 et les notations y sont identiques.
Corollaire 3.2.2. — Si µ2p ⊂ K et que K∞ contient la Zp-extension cyclo-
tomique de K. On a les formules suivantes, lorsque S ∪ T contient les places
p-adiques :
ρTS +
δT
2
= ρST +
δS
2
,
rTS = r
S
T ,
µTS = µ
S
T .
Démonstration. — Dans cette démonstration, les modules qui interviennent
sont attachés au corps Kk+n.
• Tout d’abord, on fait apparaître les invariants d’Iwasawa en regardant les
cardinaux des termes de droite des deux suites. En effet, ClT
m
étant un groupe
fini, on en déduit, d’après la théorie du corps de classes, que
#(ClT
m
[pn]) = #(ClT
m
/pn) = #(ClTS/p
n) = #(XTS,k+n/p
n).
D’autre part, utilisant la théorie de Kummer,
#(RadT
m
[pn]) = #(RadTS [p
n]) = #(Hom(XST,k+n/p
n, µpn)) = #(X
S
T,k+n/p
n).
La preuve du théorème 2.2.8 peut être modifiée pour tenir compte du décalage
de k et conduit à la formule :
#(XTS,k+n/p
n) = p(ρ
T
Sn+µ
T
S )(G:Gk+n)+O(np
n(d−1)).
Les invariants ρTS , µ
T
S et ρ
S
T , µ
S
T interviennent donc dans les cardinaux de
ClT
m
[pn] et de RadT
m
[pn] respectivement.
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Il reste à calculer les cardinaux des termes de gauche. On s’appuie sur ce
qui est fait dans [23].
• Le lemme d’approximation nous permet de voir que (R/Rm)[pn] ≃ US/pn,
où US désigne le produit sur les places de S(Kk+n) des complétés p-adiques
des unités locales :
US/pn ≃
∏
v∈Sp(Kk+n)
Z/pnZ[Kk+n,v :Qp]
∏
v∈S(Kk+n)
µpn .
La partie racines de l’unité contribue en pO(np
n(d−1)). En effet, comme K∞/K
contient la Zp-extension cyclotomique, aucune place n’est totalement décom-
posée dans K∞/K. On fait alors appel au lemme 2.1.6 pour conclure que
#(S(Kk+n)) = O(pn(d−1)).
Quant au produit restant, son cardinal est donné par pδSn(G:Gk+n).
Le quotient par les racines globales de l’unité ne change rien (cardinal en pO(n))
et on en déduit que
#((R/Rm)[pn]/µpn) = pδSn(G:Gk+n)+O(npn(d−1)).
• Le dernier cardinal à calculer et celui de ET
m
/pn. On a #(ET
m
/pn) =
#(ET /pn)pO(n) car les Zp-modules ET et ETm sont de même rang (regarder l’in-
jection ET /ET
m
→֒
∏
v|m
Uv/U
mv
v ) et leur torsion est composée de racines globales
de l’unité, dont le cardinal évolue en pO(n).
On trouve le cardinal voulu en appliquant le théorème de Dirichlet sur les
T -unités qui donne
#(ET /pn) = p 12 [K:Q]n(G:Gk+n)+O(npn(d−1)).
• Finalement, mettant ces calculs ensemble, il vient
ρTS +
1
2 [K : Q] = ρ
S
T + δS
µTS = µ
S
T
.
La formule symétrique de l’énoncé concernant ρ provient du fait que S ∪ T
contient les places p-adiques, ce qui implique [K : Q] = δS + δT .
L’égalité entre rTS et r
S
T s’obtient en recoupant la formule sur ρ avec le
théorème 3.2.7 à venir (et le théorème 3.2.6 pour p = 2).
On peut déduire de ce résultat une formule de réflexion concernant le Zp-rang
des modules XTS,n.
Corollaire 3.2.3. — Sous les mêmes hypothèses, on a
rkZp(X
S
T,n)− rkZp(XTS,n) =
(
δT
2
− δS
2
)
(G : Gn) +O(pn(d−1)).
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Démonstration. — Le corollaire 3.2.2 donne un lien entre ρTS et ρ
S
T . On sait,
d’après le théorème 2.2.8, que l’invariant ρ contrôle le Zp-rang de Xn d’où le
résultat.
3.2.2. Sans la Zp-extension cyclotomique. — On garde les mêmes hypo-
thèses sur K∞/K que dans la section précédente, sauf que K∞ ne contient pas
forcément la Zp-extension cyclotomique de K. Il est toujours possible d’appli-
quer les théorèmes de réflexion mais sur les quotients XTS,n/p seulement (au
lieu des quotients par pn) car Kn ne contient en général que les racines p-ièmes
de l’unité.
On utilisera les notations suivantes pour un ensemble fini S de places de K.
On notera s◦ le nombre de places finies de S et sR le nombre de places réelles
de S. Etant donné une extension K∞/K, on notera sdec le nombre de places
finies de S totalement décomposées dans K∞/K.
La formule de réflexion sur laquelle on se base est la suivante :
Théorème 3.2.4 (Gras, [9], théorème I.4.6). — Soit p un premier et K
un corps de nombres contenant µp, de signature (r1, r2). On se donne S et T
deux ensembles finis disjoints de places de K tels que S ∪T contient les places
p-adiques et les places réelles. On a alors la formule suivante, concernant les
p-groupes des classes généralisés associés à K :
dimFp(X
T
S /p)− dimFp(XST /p) = s◦ − t◦ + δS − r1 − r2 + δ2,p sR,
où δS est le degré p-adique en S et où δ2,p = 1 ou 0 suivant que p = 2 ou non.
Prenant en compte la nature de cette dernière formule, on traitera séparément
les cas p = 2 et p 6= 2.
• Cas p = 2 :
On remarque tout d’abord que les places à l’infini n’ont aucune incidence sur
l’invariant ρ.
Proposition 3.2.5. — Pour un ensemble de places S, on note S◦ le sous-
ensemble des places finies de S. Alors
ρTS = ρ
T◦
S◦
.
Démonstration. — Il est clair que XTS,∞ = X
T ′
S◦,∞
, avec T ′ l’ensemble de places
T auquel on ajoute toutes les places réelles non contenues dans S.
Ecrivant T ′∞ pour l’ensemble des places réelles de K∞ au dessus de T
′, la
théorie du corps de classes donne une suite exacte⊕
T ′
∞
Z/2Z→ XT◦S◦,∞ → XT
′
S◦,∞ → 0.
Elle conduit au résultat car le premier terme est de Λ-torsion.
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Théorème 3.2.6. — Pour p = 2 et lorsque S ∪ T contient les places au
dessus de 2 et les places réelles, les invariants d’Iwasawa de l’extension K∞/K
vérifient :
ρTS + r
T
S +
δT
2
+ tdec +
tR
2
= ρST + r
S
T +
δS
2
+ sdec +
sR
2
.
Démonstration. — Le théorème 3.2.4 nous indique que, pour tout n, la diffé-
rence dimFp(X
T
S,n/p)− dimFp(XST,n/p) est donnée par :
s◦(Kn)− t◦(Kn) + δS(Kn)− r1(Kn)− r2(Kn) + sR(Kn).
Il faut remarquer ici que l’on a
r1(Kn) + r2(Kn) =
1
2(r1(Kn) + 2r2(Kn) + r1(Kn))
= 12 (δS(Kn) + δT (Kn) + sR(Kn) + tR(Kn)) .
Le passage à la deuxième ligne se justifie grâce à l’hypothèse sur l’ensemble de
places S ∪ T .
La quantité dimFp(X
T
S,n/p)− dimFp(XST,n/p) est alors égale à :
s◦(Kn)− t◦(Kn) + δS(Kn)
2
− δT (Kn)
2
+
sR(Kn)
2
− tR(Kn)
2
.
Asymptotiquement, on a δS(Kn) = δS(G : Gn) et s◦(Kn) = sdec(G : Gn) +
O(pn(d−1)), car le lemme 2.1.6 permet de négliger les places qui ne sont pas
totalement décomposées. Le groupe G est sans torsion donc les places réelles
de S sont totalement décomposées dans K∞/K. On en déduit que sR(Kn) =
sR(G : Gn). Les mêmes considérations pour T conduisent à la formule suivante
pour dimFp(X
T
S,n/p)− dimFp(XST,n/p) :(
sdec − tdec + δS
2
− δT
2
+
sR
2
− tR
2
)
(G : Gn) +O(pn(d−1)).
On obtient la formule de l’énoncé en comparant avec le comportement asymp-
totique de dimFp(X
T
S,n/p)− dimFp(XST,n/p) donné par le théorème 2.2.8.
• Cas p 6= 2 :
La complexification des places réelles ne produit que de la 2-torsion dans les p-
groupes XTS,n. Comme p est différent de 2 ici, les places réelles ne jouent aucun
rôle et on peut considérer que S et T ne contiennent que des places finies.
Théorème 3.2.7. — Si p est impair. On suppose que µp ⊂ K et que S ∪ T
contient les places p-adiques. On a alors la formule suivante concernant les
invariants ρ et r :
ρTS + r
T
S +
δT
2
+ tdec = ρST + r
S
T +
δS
2
+ sdec.
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Démonstration. — Sous ces hypothèses, le terme de droite de la formule du
théorème 3.2.4 devient :
s(Kn)− t(Kn) + δS(Kn)− 1
2
[Kn : Q].
La relation [Kn : Q] = δS(Kn) + δT (Kn) provenant de l’hypothèse sur S ∪ T ,
ainsi que le lemme 2.1.6 qui permet de négliger les places qui ne sont pas tota-
lement décomposées donnent alors l’évolution suivante pour dimFp(X
T
S,n/p)−
dimFp(X
S
T,n/p) :
(sdec − tdec + δS
2
− δT
2
)(G : Gn) +O(pn(d−1)).
On conclut en invoquant le théorème 2.2.8, qui donne l’évolution asymptotique
de dimFp(X
T
S,n/p)− dimFp(XST,n/p).
3.2.3. Calcul des invariants. — Dans [23], les formules de réflexion dé-
bouchent sur le calcul de l’invariant ρTS dans le cas CM, ainsi que sur des
inégalités concernant les invariants µTS lorsque S et T varient. Nous allons
exhiber des résultats de ce type dans le cadre non-commutatif.
On suppose dans cette section que p 6= 2 ou que K est totalement imaginaire.
On fait aussi l’hypothèse que K∞/K contient la Zp-extension cyclotomique,
ce qui assure les deux propriétés essentielles suivantes :
– Aucune place finie de K n’est totalement décomposée dans K∞/K.
– L’extension K∞/K vérifie la condition de Leopoldt faible.
La condition de Leopoldt faible exprime le fait que le groupe d’homologie
H2(GS(K∞),Zp) est nul dès lors que S contient les places p-adiques, avec
GS(K∞) le groupe de Galois de la pro-p-extension S-ramifiée maximale de
K∞. Il est démontré dans [33] que cette condition est vérifiée en présence de
la Zp-extension cyclotomique. On va utiliser une formulation équivalente de
cette condition, en terme de rang d’unités, que l’on peut trouver dans [29]
(proposition 4.9). On donne ici les grandes lignes de la démonstration. Pour
un ensemble fini S de places de K contenant les places p-adiques et les places
ramifiées dans K∞/K, on note KS la pro-p-extension maximale S-ramifiée
de K et GS(K) = Gal(KS/K). Le corps K∞ est alors inclu dans KS et on
a XS,∞ = Gal(KS/K∞)ab = GS(K∞)ab. La condition H2(GS(K∞),Zp) = 0
permet de relier le Λ-rang de XS,∞ à la caractéristique d’Euler-Poincaré de
GS(K) qui est connue. On en déduit ensuite une formule pour rkZp(XS,n) grâce
au théorème 2.2.8, que l’on relie au défaut de Leopoldt ES,n = ker(En → USn )
via la théorie du corps de classes. On rappelle que En est le tensorisé par Zp du
groupe des unités globales de Kn et que USn désigne le produit des p-adifiés des
unités locales en toutes les S-places de Kn (voir les notations avant le théorème
3.2.1).
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On en déduit l’expression suivante de la condition de Leopoldt faible,
rkZp(ES,n) = O(pn(d−1)).
Cette condition est bien évidemment vérifiée si on admet la conjecture de
Leopoldt pour les étages Kn.
• Indépendance en T et en S − Sp.
Dans le cas de la Zp-extension cyclotomique, les invariants ρTS et µ
T
S ne dé-
pendent que de l’ensemble des places p-adiques de S, noté Sp. L’argument,
provenant de la théorie du corps de classes, étant que les p-adifiés des sous-
groupes de décomposition des places au-dessus de T et d’inertie des places de
S − Sp dans XS,∞ sont des Zp-modules de rang au plus 1. C’est toujours vrai
dans le cas général mais les places à considérer sont alors en nombre infini,
ce qui empêche de conclure directement. Il faut alors redescendre à XTS,n pour
démontrer :
Théorème 3.2.8. —
ρTS = ρSp ,
µTS = µSp ,
rTS = rSp .
Démonstration. — Comme remarqué juste avant, les sous-groupes de décom-
position et d’inertie des places de T ∪S−Sp dans XS,n sont de p-rang au plus
1. Ces sous-groupes sont asymptotiquement au nombre de O(pn(d−1)) car les
places en question ne sont pas totalement décomposées dans K∞/K (lemme
2.1.6). On peut conclure dans ce cas que
#(XTS,n/p
n) = #(XSp,n/p
n)pO(np
n(d−1))
et que
dimFp(X
T
S,n/p) = dimFp(XSp,n/p) +O(pn(d−1)).
Le théorème 2.2.8 permet d’en déduire les égalités annoncées.
• Calcul de ρTS .
On calcule l’invariant ρTS lorsque les corps Kn sont totalement réels ou CM
pour tout n, toujours en présence de la Zp-extension cyclotomique.
Pour le cas CM, on note τ la conjugaison complexe et Sˆ = S ∩ Sτ . On a :
Théorème 3.2.9. —
i) Si K∞ est totalement réel, alors
ρTS = 0.
ii) Si Kn est CM pour tout n, alors
ρTS =
δSˆ
2
.
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Démonstration. — Le théorème 3.2.8 permet de se limiter au calcul de ρS pour
S un ensemble de places p-adique de K.
On obtient des informations sur ρS à l’aide de la formule
rkZp(XS,n) = ρS(G : Gn) +O(pn(d−1))
du théorème 2.2.8.
La théorie du corps de classes relie cette quantité à un problème de plongement
d’unités grâce à la suite exacte :
En → USn → XS,n → Xn → 0.
Les modules Xn sont les p-groupes des classes au sens classique et sont en
particulier de Zp-torsion. On en déduit
rkZp(XS,n) = rkZp(coker(En → USn )).
C’est ce dernier conoyau que l’on va calculer.
i) On commence par traiter le cas totalement réel.
On a
rkZp(coker(En → USn )) 6 rkZp(coker(En → UPlpn )),
avec Plp l’ensemble des places p-adiques.
Asymptotiquement, le Zp-rang du noyau de cette dernière application évolue
en O(pn(d−1)) d’après la condition de Leopoldt. Comme les corps Kn sont
totalement réels, rkZp(En) = [K : Q](G : Gn) − 1 d’après le théorème de
Dirichlet et rkZp(UPlpn ) = [K : Q](G : Gn). On en tire que le Zp-rang de ce
dernier conoyau évolue en O(pn(d−1)), donc que ρS = 0.
ii) On suppose maintenant que Kn est CM pour tout n et on commence par
traiter le cas où S est stable par τ .
La composante Zp-libre de l’image de En → USn est contenue dans la partie +
des unités locales. On a ici rkZp(En) = r2(G : Gn)− 1 et rkZp(UPlpn )+ = r2(G :
Gn). La condition de Leopoldt permet de conclure que
rkZp(coker(En → (USn )+)) 6 rkZp(coker(En → (UPlpn )+))
= O(pn(d−1)).
On a alors
rkZp(coker(En → USn )) = rkZp(USn )− +O(pn(d−1))
= δS2 (G : Gn) +O(pn(d−1)).
Ainsi, ρS =
δS
2 .
A partir de maintenant, on ne suppose plus que S est stable par τ .
Pour une place v d’un corps CM, l’action de τ nous informe qu’une unité
d’image triviale dans Uv est aussi d’image triviale dans Uvτ . Notons Sˇ = S∪Sτ ,
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de telle sorte que pour tout n, ES,n = ker(En → USn ) et ESˇ,n = ker(En → U Sˇn )
sont égaux.
Le diagramme suivant permet de comparer coker(En → USn ) à coker(En → U Sˇn ),
qui est connu car Sˇ est stable par τ :
0 // ES,n // En // USn // coker(En → USn ) // 0
0 // ESˇ,n // En // U Sˇn // coker(En → U Sˇn ) // 0.
On a donc
rkZp(coker(En → USn )) = rkZp(USn )− rkZp(U Sˇn ) + rkZp(coker(En → U Sˇn ))
= (δS − δSˇ + δSˇ2 )(G : Gn) +O(pn(d−1))
= (
δ
Sˆ
−δSˇ
2 +
δSˇ
2 )(G : Gn) +O(pn(d−1))
=
δ
Sˆ
2 (G : Gn) +O(pn(d−1)),
d’où ρS =
δ
Sˆ
2 .
• Calcul de µTS et rTS .
Les calculs sur l’invariant µ contenus dans [23] sont encore valables ici et
peuvent être étendus à r. Nous les retraçons succintement, les démonstrations
étant identiques à celles dans le cas de la Zp-extension cyclotomique.
On se place dans le cadre cyclotomique, c’est-à-dire que l’on suppose que K
contient les racines p-ièmes de l’unité (µ4 si p = 2) et que K∞/K contient la
Zp-extension cyclotomique. Cette condition est ici nécessaire pour obtenir des
informations sur µ et r via les formules de réflexion.
Proposition 3.2.10. — Notons Plp l’ensemble des places p-adiques et Sp =
S ∩ Plp. Sous les hypothèses précédentes, on a :
i)
µTS = µSp = µPlp−Sp ,
rTS = rSp = rPlp−Sp .
ii) Si de plus Kn est CM pour tout n et Sp est stable par conjugaison complexe,
alors
µTS 6 µ,
rTS 6 r,
où µ et r sont les invariants correspondant au cas S = T = ∅.
Démonstration. — i) On utilise le théorème 3.2.8 et le corollaire 3.2.2 pour
écrire :
µTS = µSp = µ
Plp−Sp
Sp
= µ
Sp
Plp−Sp
= µPlp−Sp ,
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ainsi que les mêmes égalités pour r.
ii) Les hypothèses permettent d’utiliser la preuve du théorème 13 de [23]
sans changement.
66
BIBLIOGRAPHIE
[1] P.N. Balister, S. Howson, "Note on Nakayama’s Lemma for Compact Λ-
modules", Asian Math. Jour., 1, 224− 229, 1997.
[2] A. Brumer, "Pseudocompact algebras, profinite groups and class forma-
tions", J. Algebra, 4, 442− 470, 1966.
[3] J. Coates, P. Schneider, R. Sujatha, "Modules over Iwasawa algebras",
Journal of the inst. of math. Jussieu, no. 2, 73− 108, 2003.
[4] A. Cuoco, P. Monsky, "Class numbers in Zdp-extensions.", Math. Ann.,
255, no. 2, 235− 258, 1981.
[5] P. Deligne, K. Ribet, "Values of abelian L-functions at negative integers
over totally real fields.", Invent. Math. 59, no. 3, 227− 286, 1980.
[6] J.D. Dixon, M.P.F. Du Sautoy, A. Mann, D. Segal, "Analytic pro-p
groups", Cambridge studies in advanced math., Second edition tome 61,
1999.
[7] B. Ferrero, L. Washington, "The Iwasawa invariant µp vanishes for abelian
number fields.", Ann. of Math. (2) 109, no. 2, 377− 395, 1979.
[8] P. Gabriel, "Des catégories abéliennes", Bull. Soc. Math. France, 90, 323−
448, 1962.
[9] G. Gras, "Class Field Theory", Springer, 2003.
[10] G. Gras, "Théorèmes de réflexion", Jour. Th. Nombres de Bordeaux, 10
no. 2, 399− 499, 1998.
[11] Y. Hachimori, R. Sharifi, "On the failure of pseudo-nullity of Iwasawa
modules", J. Algebraic Geom., 14, no. 3, 567− 591, 2005.
[12] M. Harris, "p-adic representations arising from descent on abelian varie-
ties", Compositio Math., tome 39, no. 2, 177− 245, 1979.
[13] M. Harris, "Correction to p-adic representations arising from descent on
abelian varieties", Compositio Math., tome 121, 105− 108, 2000.
[14] R. Hartshorne, "Algebraic Geometry", Grad. text in adv. math., Springer,
2000.
[15] S. Howson, "Euler characteristics as invariants of Iwasawa modules", Proc.
London Math. Soc., (3), 85, 634− 658, 2002.
[16] K. Iwasawa, "On Zl-extension of algebraic number fields", Ann. of Math.,
98, 246− 326, 1973.
[17] K. Iwasawa, "On Γ-extensions of algebraic number fields", Bull. Amer.
Math. Soc. 65, 183− 226, 1959.
[18] K. Iwasawa, "Lectures on p-adic L-functions.", Annals of Mathematics
Studies, No. 74. Princeton University Press ; University of Tokyo Press,
1972.
[19] U. Jannsen, "Iwasawa modules up to isomorphism", Adv. Stud. in pure
math. 17, Alg. Numb. Th. - In honor of K. Iwasawa, 171− 207, 1989.
[20] J-F Jaulent, "L’arithmétique des l-extensions" (Thèse d’état) Pub. Math.
Fac. Sci. Besançon Th. Nombres 1985− 86, 1986.
[21] J-F Jaulent, "Théorie l-adique globale du corps de classes" Jour. Th.
Nombres Bordeaux, 10, no. 2, 355− 397, 1998.
[22] J-F. Jaulent, "Généralisation d’un théorème d’Iwasawa", Jour. Th.
Nombres de Bordeaux, 17 no. 2, 2005.
[23] J-F. Jaulent, C. Maire, "Sur les invariants d’Iwasawa des tours cycloto-
miques", Canadian Math. Bull. 46, 178− 190, 2003.
[24] J-F. Jaulent, C. Maire, G.Perbet, "Sur les formules asymptotiques le long
des Zℓ-extensions", preprint, 2011.
[25] M. Kakde, "The main conjecture of Iwasawa theory for totally real fields",
preprint, 2011.
[26] M. Lazard, "Groupes analytiques p-adiques", Publ. math. IHES, no.26,
389− 603, 1965.
68
[27] L. Lesieur et R. Croisot, "Sur les anneaux premiers noethériens à gauche",
Ann. Sci. ENS, no. 76, 161− 183, 1959.
[28] C. Maire, "Sur la dimension cohomologique des pro-p-extensions des corps
de nombres", Jour. Th. Nombres de Bordeaux, 17, no. 2, 575−606, 2005.
[29] C. Maire, "Plongements locaux et extensions de corps de nombres", Int.
Jour. of Num. Th., no. 7, 721− 738, 2011.
[30] B. Mazur, A. Wiles, "Class fields of abelian extensions of Q.", Invent.
Math. 76, no. 2, 179− 330, 1984.
[31] J. Neukirch, A. Schmidt et K. Wingberg, "Cohomology of number fields",
Springer-Verlag, 2000.
[32] A. Neumann, "Completed group algebras without zero divisors", Arch.
Math. no.51, 496− 499, 1988.
[33] T. Nguyen Quang Do, "Formations de classes et modules d’Iwasawa",
Lecture Notes in Math., Number theory, Noordwijkerhout 1983, no. 1068,
167− 185, 1983.
[34] G. Perbet, "Sur les invariants d’Iwasawa dans les extensions de Lie p-
adiques", Algebra and Number Theory, à paraître.
[35] L. Ribes et P. Zalesskii, "Profinite groups", Springer-Verlag, 2000.
[36] J-P. Serre, d’après K. Iwasawa "Classes des corps cyclotomiques", Sémi-
naire Bourbaki, décembre 1958.
[37] J-P. Serre, "Propriétés galoisiennes des points d’ordre fini des courbes
elliptiques.", Invent. Math. 15, no. 4, 259− 331, 1972.
[38] O. Venjakob, "On the structure theory of the Iwasawa algebra of a p-adic
Lie group ", J. Eur. Math. Soc. (JEMS) 4, no. 3, 271− 311, 2002.
[39] O. Venjakob, "On the Iwasawa theory of p-adic Lie extensions", Compos.
Math. 138, 1− 54, 2003.
[40] L. Washington, "Introduction to cyclotomic fields. Second edition",
Springer-Verlag, 1997.
[41] A. Wiles, "The Iwasawa conjecture for totally real fields.", Ann. of Math.
(2) 131, no. 3, 493− 540, 1990.
69
