Abstract. We propose, analyze, and demonstrate a discontinuous Galerkin method for fractal conservation laws. Various stability estimates are established along with error estimates for regular solutions of linear equations. Moreover, in the nonlinear case and whenever piecewise constant elements are utilized, we prove a rate of convergence toward the unique entropy solution. We present numerical results for different types of solutions of linear and nonlinear fractal conservation laws.
Introduction
We consider the fractional (also called fractal ) conservation law (1.1) ∂ t u(x, t) + ∂ x f (u(x, t)) = g λ [u(x, t)] (x, t) ∈ Q T := R × (0, T ),
where f is a Lipschitz continuous function and g λ is the nonlocal fractional Laplace operator −(−∂ ϕ(x + z) − ϕ(x) |z| 1+λ dz for some c λ > 0. For sake of brevity, we often write g instead of g λ in the following.
Nonlocal partial differential equations appear in different areas of engineering and sciences. For example, the linear nonlocal partial differential equation (1.3) ∂ t u − ∂ Many authors, see [2, 3, 5, 6, 7, 8, 21, 24] , have contributed to settle issues like well-posedness and regularity of solutions for the fractional conservation law (1.1). In the case λ ∈ (1, 2), (1.1) is the natural nonlocal generalization of the viscous conservation law ∂ t u + ∂ x f (u) = ∂ 2 x u. Such equations turn a merely bounded initial datum into a unique stable smooth solution (cf. [20] ). The case λ ∈ (0, 1) is more delicate. Alibaud's entropy formulation is needed to guarantee well-posedness [2] , and the solutions may develop shocks in finite time [3] ; the diffusion is no longer strong enough to counterbalance the convection, and equation (1.1) fails to regularize the initial datum. In the critical case λ = 1, Alibaud's entropy formulation is still needed to ensure well-posedness, however, solutions should be smooth as in the case λ ∈ (1, 2) -see Kiselev et al. [25] for the case of the fractional Burgers' equation.
A vast literature is available on numerical methods for nonlocal linear equations like (1.3). The interested reader could see, for example, [4, 10, 11, 12, 15, 18, 29] . However, numerical methods for nonlocal nonlinear equations like (1.1) are far from being abundant. Dedner et al. introduced in [17] a general class of differences methods for a nonlinear nonlocal equation similar to (1.1) coming from a specific problem in radiative hydrodynamics. Droniou [19] was the first to analyze a general class of difference methods for (1.1), he proved convergence toward Alibaud's entropy solution, but produced no results regarding the rate of convergence of his methods.
In this paper we study a discontinuous Galerkin (DG) approximation of (1.1). The DG method is a well established numerical method for the pure conservation law ∂ t u + ∂ x f (u) = 0. Some of the important features of this method are stability and high-order accuracy. Moreover, when piecewise constant elements are used, the DG method reduces to a conservative monotone difference method (cf. [23] ) which converges to the entropy solution with rate 1/2 (cf. the well known results of Kuznetsov [26] ). For a detailed presentation of the DG method for pure conservation laws, we refer to Cockburn [14] .
In this paper we propose a DG approximation of (1.1) in the case λ ∈ (0, 1), and prove that we retain the main features of the DG method in our nonlocal setting. We show L 2 -stability, and prove high-order accuracy for linear equations. Moreover, when piecewise constant elements are used, we derive two fully discrete numerical methods, an implicit-explicit method as in [19] and a fully explicit one, and prove convergence toward a BV entropy solution of (1.1) (cf. Definition 4.1 below) with a certain rate. For the implicit-explicit method we prove convergence with rate 1/2 while for the fully explicit one we prove convergence with a lower rate, min{1/2, 1 − λ}. To prove the rate of convergence, we generalize the Kuznetsov argument [26] to our nonlocal setting, and, as a byproduct, we obtain the following theoretical result: Alibaud's entropy formulation and the BV entropy formulation are equivalent whenever the initial datum is integrable and of bounded variation.
Finally, several numerical experiments have been performed to illustrate the developed theory. Among other things, we are able to reproduce the theoretical results (absence of smoothing effect due to persistence of discontinuities and formations of shocks) obtained in [3, 25] for the fractional Burgers' equation.
A semidiscrete DG method
Let us introduce the space grid x i = i∆x, i ∈ Z, and let us label I i = (x i , x i+1 ). We call P k (I i ) the set of polynomials of degree at most k ∈ {0, 1, 2, . . .} with support on the interval I i , and consider the Legendre polynomials (cf. [14] for details)
Each ϕ ∈ P k (I i ) is a linear combination of the functions {ϕ 0,i , ϕ 1,i , . . . , ϕ k,i }.
If we multiply (1.1) by an arbitrary ϕ ∈ P k (I i ), integrate over the interval I i , integrate by parts, and replace the flux f by a numerical flux F , we get
As usual for DG methods, the numerical flux F (u i ) = F (u(x − i ), u(x + i )) satisfies the following assumptions:
A1 : F is Lipschitz continuous on R × R, A2 : F (a, a) = f (a) for all a ∈ R, A3 : F is non-decreasing with respect to its first variable, A4 : F is non-increasing with respect to its second variable.
The goal is to find a functionũ :
where
To derive the above expression we have used some well known properties of the Legendre polynomials: for all i ∈ Z,
where we have denoted with ϕ(x
) the (right and left) limits of ϕ(s) as s → x i . The semidiscrete method (i.e., discrete in space and continuous in time) we study is the following: for all q = 0, . . . , k and i ∈ Z,
3. Nonlinear L 2 -stability and convergence in the linear case
for all i ∈ Z} be the space of piecewise polynomials, and let H λ/2 (R) be the fractional Sobolev space with norm
Let us note that the space H λ/2 (R) also contains discontinuous functions (cf. [22, Lemma 6.5] ). Moreover, let us denote with H −λ/2 (R) the dual space of H λ/2 (R), and let us point out that, as shown in the proof of Corollary A.3 below, g[u] ∈ H −λ/2 (R) whenever u ∈ H λ/2 (R). In the following, all the integrals of the forḿ
v, where the functions u, v ∈ H λ/2 (R), should be interpreted as the pairing
, v between H λ/2 (R) and its dual.
The above result generalizes a well known result for the DG method for pure conservation laws (cf. [14, Proposition 2.1 and Theorem 4.2] for details).
Proof. By construction,ũ(·, t) satisfies (2.1) for all test functions ϕ ∈ P k (I i ). Let us choose the test function ϕ =ũ(·, t), sum over i ∈ Z, rearrange the terms in the sum and integrate over time to get
Due to the assumptions made (including A1-A4 ), each term in the above expression is well defined. The first term is clear while the last term is well defined by Corollary A.3. The remaining terms makes sense for all functions in V k ∩ L 2 (R) since the point values are well defined. To see this, note that, since f (0) = 0 and f is Lipschitz continuous, f (ũ) and F (ũ) belongs to L 2 (R) sinceũ does. We can then conclude, using the Cauchy-Schwarz inequality, if the function v, v =ũ x in ∪ i∈Z I i , belongs to L 2 (R) (this is the regular part of the distributionũ x ). But this again is an easy consequence of the regularity of the Legendre polynomials ϕ p,i and their othogonality which implies that
Let us now prove stability. Sincê
we find that
It is well known that a flux satisfying A2 -A4 is an E-flux (cf. [14] ), i.e.
Thus, by Corollary A.3,
and the proof is complete.
In the linear case, equation (1.1) reduces to
where c ∈ R. Let us prove the following result.
Proof. Since (3.1) is linear, its Fourier transform, ∂ tû + iξcû = −|ξ| λû , has solution
This implies existence plus, using Plancherel theorem, L 2 -stability and uniqueness. L 2 -stability for (weak) higher derivatives can be obtained as follows: take the derivative of (3.1), repeat the above procedure, and iterate until the k-th derivative. Regularity in time can be shown by using equation (3.1) and regularity in space.
As pointed out by Cockburn [14] , in the linear case all relevant numerical fluxes (Godunov, Engquist-Osher, Lax-Friedrichs, etc.) reduce to
We use this flux to prove the following result: the order of the semidiscrete method (2.3) increases along with the degree k of the polynomial basis used.
) be a solution of the semidiscrete method (2.3). Then, there exists a constant c k,T > 0 such that
The above result, called high-order accuracy, generalizes a well known feature of the DG method for pure conservation laws (cf. [14, Theorem 2.1]). We are able to prove this result since, as shown in the proof below, the error due to the local terms (c k,T ∆x k+1/2 ) is bigger than the one due to the nonlocal term (c k,T ∆x k+1−λ/2 ).
Proof. By construction, for all test functions
Note that u satisfies the analogous expression
To prove the above relation, let us multiply (3.1) by a test function ϕ and integrate over I i . Note that, thanks to the H k+1 -regularity of u, u is continuous (by Sobolev embedding). Thus, since F satisfies assumption A2, we get that
We obtain (3.4) by summing over all i ∈ Z and rearranging the terms in the sum. Let us introduce the bilinear form
Let us call e := u −ũ ∈ H λ/2 (R). Since B(e, e) = 0, B(e, e) = B(e − e, e) = B(u − u, e) or
Note that, since both e, e ∈ H λ/2 (R), each term in the above expression is well defined (cf. the discussion in the proof of Theorem 3.3). One can argue as in [14, Theorem 2.1] to bound the local terms by c k,T ∆x 2k+1 . Hence,
Let us denote by I what it is left to estimate on the right-hand side of the above inequality. By Corollary A.3, the H λ/2 -regularity of both e, e implies that
and, by Lemma A.5,
Thus, using the H k+1 -stability of u,´T 0´R e t e ≤ c k,T [∆x 2k+1 + ∆x 2k+2−λ ], and, since e(x, 0) = 0 and e = (u −ũ)
Remark 3.4. Let us prove that a solutionũ ∈ C 1 ([0, t]; H λ/2 (R)) of the semidiscrete method (2.3) actually exists up to some time t > 0. We consider the map
and call Fũ(·, t) := i∈Z
. Note that, using Corollary A.6 (here the assumption f (0) = 0 is needed),
and, since both (f, F ) are Lipschitz continuous, there exists a constant c > 0 such
Therefore, thanks to (3.5) and (3.6), an application of the Cauchy-Lipschitz's theorem yields the existence of a time t > 0 and a unique solutioñ
Convergence in the nonlinear case
We study the nonlinear case by using only piecewise constant elements (k = 0):
where 1 Ii : R → R is the indicator function of the interval I i = (x i , x i+1 ). Starting from the semidiscrete method (2.3), we derive two fully discrete methods: an implicit-explicit method and a fully explicit one. By adapting Kuznetsov's technique [26] to our nonlocal setting, we prove that both methods converge toward a BV entropy solution of (1.1) with a certain rate (cf. Theorem 4.4). In Corollary 4.5, we show how this result ensures well-posedness for BV entropy solutions of (1.1). Note that, in the nonlinear case, even when pure conservation laws are considered, no results concerning the rate of convergence are available for high-order polynomials (k > 0).
Let us introduce the time grid t n = n∆t, where n = {0, . . . , N } and N ∆t = T . We discretize the semidiscrete method (2.3) in time to obtain the implicit-explicit method
and the fully explicit one
Here we have introduce the shorthand notation
]dx (we denote withŪ n : R → R the step function generated by the grid values {U
Moreover, G i j ≥ 0 whenever i = j, while
Proof. See the appendix.
Let us introduce the CFL condition
for the implicit-explicit method (4.1) (here F 1 , F 2 are the Lipschitz constants of F with respect to its first and second variable) and the CFL condition
for the fully explicit method (4.2) . In what follows, the relevant CFL condition is always assumed to hold.
Let us introduce the time discretization into (2.2) as follows:
Then, both the implicit-explicit method (4.1) and the fully explicit method (4.2) enjoy the following properties: for all t ≥ 0,
Moreover, there exists a constant c > 0 (whose value is independent of the discretization parameter ∆x) such that, for all s, t ≥ 0,
Proof. We give here the proof for the fully explicit method (4.2). The proof for the implicit-explicit method (4.1) can be found in the appendix.
Let us point out two consequences of Proposition 4.1. In the first place, note that the fully explicit method (4.2) is conservative. Indeed, since j∈Z |G
In the second place, note that the fully explicit method (4.2) is monotone in view of the CFL condition (4.4).
We are now ready to prove the theorem. Indeed, monotonicity and Proposition 4.1 ( k∈Z G i k = 0) imply item i. The proofs of items ii and iii follow, word by word, the ones in [23, Theorem 3.6] . Finally, note that, since the numerical flux F is Lipschitz continuous in both variables, there exists a constant c > 0 such that
Let us multiply both sides of (4.7) by ∆x, and sum over all i ∈ Z. Since i∈Z j∈Z
Let us introduce the definition of BV entropy solutions of (1.1). Let
is a BV entropy solution of (1.1) provided that the following two conditions hold:
The nonlocal term in the above definition is well defined since, by the regularity of u, g [u] is integrable over the domain Q T (this is a consequence of Lemma A.1). Note that sufficiently regular solutions of (1.1) are solutions according to the above definition while solutions according to the above definition are weak solutions of (1.1) (this can be easily proved by choosing k as the supremum of |u|). We refer the reader to Alibaud's paper [2] for the precise definition of a weak solution of (1.1).
As already mentioned in the introduction, Alibaud's entropy formulation ensures well-posedness for all bounded initial data. We prove that the BV entropy formulation is well-posed for all initial data belonging to a smaller set, the set of all integrable functions of bounded variation, and, therefore, Alibaud's entropy formulation and the BV entropy formulation are equivalent whenever the initial datum lies in this smaller set.
The following lemma generalizes to our nonlocal setting a result due to Kuznetsov [26] , and it is used in the proof of Theorem 4.4. Let us introduce the function
, u be a BV entropy solution of (1.1) and u : Q T → R be any function such that items ii-iv in Theorem 4.2 hold. Let
Then, there exists c > 0 such that, for all > 0 and 0 < δ < T ,
The above Kuznetsov type of lemma allow us to prove the following rates of convergence.
and u be a BV entropy solution of (1.1).
a) Ifũ is the solution of the implicit-explicit method (4.1), then there exists a constant c T > 0 such that
b) Ifũ is the solution of the fully explicit method (4.2), then there exists a constant c T > 0 such that
The rate of convergence obtained for the implicit-explicit method (4.1) generalizes to our nonlocal setting the rate of convergence obtained by Kuznetsov in [26] for local difference methods for pure conservation laws. We suspect the convergence rate for the fully explicit method (4.1) to be suboptimal. Anyway, to the best of our knowledge, no convergence proof for the fully explicit case was available in the literature up to now (cf. Droniou [19] for an alternative convergence proof, without convergence rate, for the implicit-explicit case).
Proof. The plan is to estimate −Λ ,δ [ũ, u], and, then, use Lemma 4.3 to conclude.
Proof for the implicit-explicit method. Let us introduce the notation a ∧ b = min{a, b}, a ∨ b = max{a, b}, η n i = |U n i − u| and q
Indeed, using summation by parts,
Let us exploit monotonicity to get
, and note that, since
∨ k to obtain the cell entropy inequality
If we plug the above inequality into (4.9), we find that
Next, the right-hand side of the above inequality needs to be estimated. To this end, let us point out that, as proved in [23, Example 3.14],
Let us call ϕ
Moreover, let us call J the term which still needs to be estimated,
ϕdxdt dyds which can be split into J 1 + J 2 − J 3 , where
By Lemma A.1 and Theorem 4.2, g[ũ] ∈ L 1 (Q T ) and, thus, both
are of order ∆x (here, as the the following, we use the CFL condition to pass from ∆t to ∆x). Moreover,
since, for all (x, t) ∈ Q T , there exists a constant c > 0 such that
We now prove (4.11). Let us callω the step function built from {ω ,i },
Next, we note that for all (x, t) ∈ Q T ,
where t n is such that t ∈ (t n , t n+1 ). Moreover, using (4.12),
while, since t ∈ (t n , t n+1 ),
Thanks to the estimates (4.14) and (4.15), an application of the triangular inequality to the right-hand side of (4.13) yields (4.11).
The above estimates ensure that
. Therefore, we can use Lemma 4.3 to obtain
The conclusion follows by setting = δ = √ ∆x. Proof for the fully explicit method. Let us exploit monotonicity to get
Proceeding as done in the proof for the implicit-explicit method, we obtain the cell entropy inequality
Let us add and subtract ∆tη k (U n+1 i )g U n+1 i to the left-hand side of the above inequality, and let us use the fact that the operator g · is linear to obtain
The only term left to estimate iŝ
Note that, using Lemma A.1 and Theorem 4.2 (item iv ), the right-hand side of the above inequality is easily seen to be of order ∆x 1−λ . Finally, using Lemma 4.3,
and the conclusion follows by setting = δ = √ ∆x.
We conclude this paper by proving the following result which is a consequence of Theorem 4.4: the definition of a BV entropy solution of (1.1) is well-posed.
Then, there exists a unique BV entropy solution of (1.1).
Proof. Let us give the proof using the implicit-explicit method (4.1). Needless to say, the fully explicit method (4.2) would also do.
Uniqueness. Let us assume that both u and v are BV entropy solutions of (1.1). If we add and subtract the solution of the implicit-explicit method (4.1), we obtain
which, by Theorem 4.4, is less than or equal to c T √ ∆x + c T √ ∆x for all ∆x > 0. Therefore, uniqueness follows.
Existence. Using a standard argument (cf., for example, [23, Theorem 3.8]), Helly's theorem yields the existence of a subsequenceũ
To prove that u satisfies the entropy inequality (4.8), we start from the cell entropy inequality (4.10). Let us choose a nonnegative test function ϕ ∈ C ∞ c (Q T ) and call ϕ n i := ϕ(x i , t n ). If we multiply both sides of (4.10) by ϕ n i ≥ 0, sum over i and n, and use summations by parts, we find that
A standard argument shows that all the local terms in the above expression converge to the ones appearing in the inequality (4. 
where, since there exists a constant c > 0 such that |ϕ
, the right-hand side of the above expression is of order ∆x. To conclude, we prove that there exists a subsequence {ũ} such that
for a.e. k ∈ R. This is a consequence of the dominated convergence theorem since the left hand side integrand converges pointwise a.e. to the right hand side integrand. Indeed, first note thatφ → ϕ pointwise and that a subsequenceũ → u a.e. in Q T . Moreover, for a.e. k ∈ R the measure of {(x, t) ∈ Q T : u(x, t) = k} is null. This means that η k (ũ) → η k (u) a.e. in Q T , since η k is continuous on R\{k}. Finally, by Theorem 4.4,
for all ∆x > 0, and hence a subsequence
a.e. in Q T . The proof for all k ∈ R follows the one given by Droniou in [19] , and this completes the proof. 
Numerical experiments
We have implemented the numerical method (2.3) in the cases k = 0, 1, 2 with fully explicit time discretization. To perform computations, we have set our numerical solutions to zero outside the region Ω = {(x, t) : |x| ≤ 3/2, t ≥ 0}. In other words, we have computed the value U p,i (t n+1 ) using only the values {U p,i (t n )}, where x i ∈ Ω and p = 0, . . . , k. This has been done also at the boundaries |x| = 3/2.
Remark 5.1. Due to infinite speed of propagation (cf. [2] ), solutions of (1.1) do not have, in general, compact support. Therefore, the use of the region Ω introduces an additional error which we have not considered in Theorem 3.3 and Theorem 4.4.
Example 5.1. Let us consider the pure fractional equation ∂ t u = g [u] . From e.g. [28] , it follows that the solution of this equation is given by the convolution product u(x, t) = (K * u 0 )(x, t), where K is the kernel of g. Using the properties of the kernel, it can be shown that this equation has a regularizing effect on the initial datum (see e.g. [3] ); this regularization appears clearly in our numerical experiments presented in Figure 1 . Our numerical experiments in Figure 3 confirm what has been shown by [3, 25] : Figure 4 shows how the behavior of the solution changes with λ: as λ → 0, our numerical solution approaches the solution of the pure Burgers' equation with a source, ∂ t u + u∂ x u = u; as λ → 1, our numerical solution approaches the smooth solution of the fractional Burgers' equation with λ = 1 (see [25] ). Figure 5 clearly shows how a shock can develop and vanish in a finite time. Figure 6 shows how the accuracy improves with k = 0, 1, 2. A third order Runge-Kutta (RK3) time discretization and slope limiters (cf. [14] ) have been deployed in Figure 6 . We have used the Lax-Friedrichs flux
Let us note that the above numerical flux does not fulfil assumption A1. However, this assumption can be replaced with a milder one: it is enough to ask F (a, b) to be Lipschitz continuous on
To give an idea about the speed of convergence of our experiments, we have computed their rate of convergence in Table 1 . We have measured the error
(ũ e is the numerical solution which has been computed using ∆x = 1/640), the relative error Table 1 . k = 0 (left) as in Figure 3 (c) and k = 1 (right) as in Figure 6 (b) . and the approximate rate of convergence α ∆x,p := (log E ∆x,p − log E ∆x/2,p )/ log 2.
We expected to see numerical convergence of order 1/2 for k = 0 and numerical convergence of order 3/2 for k = 1 (i.e, high-order convergence). The values α ∆x,1 roughly suggest 1/2 convergence while the values α ∆x,2 do not reach the expected rate 3/2. This could be due to our way or reducing the problem from a nonlocal to a local one (cf. Remark 5.1). 
Proof. For all > 0,
and, in particular,ˆR 
and, then, Fubini's theorem can be used to obtain
Corollary A.3. Lemma A.2 holds true for all ϕ, φ ∈ H λ/2 (R).
Proof. Lemma A.2 holds true, in particular, for all ϕ n , φ n step functions with compact support,
Let us choose, by density, ϕ n , φ n → ϕ, φ in H λ/2 (R), and recall the following definition of the H λ/2 -norm (cf. [22, Chapter 6]):
Figure 6. Initial data and solutions of the fractal Burgers' equation at T = 1/10 using different values of k = 0, 1, 2; ∆x = 1/10, and u 0 (x) = sin(2πx).
Note that, using (A.2) and (1.2),
λ/2 for all ξ ∈ R (indeed, call ξ 2 = x, and multiply both sides by (1+x) 1−λ/2 to get x λ ≤ (1+x) λ which holds true for all x ≥ 0). Thus,
, equality (A.1) holds true also in the limit n → ∞.
and, for some constant c > 0,
, and let φ r be the regular part of its derivative,
In this case we may define the quadratic variation of φ as
First of all, we prove that both φ r L 2 (R) , |φ| QV (R) are finite since φ ∈ L 2 (R). Indeed, by orthogonality of the Legendre polynomials,
and hence
As a consequence φ r ∈ L 2 (R) since for each Legendre polynomial ϕ p,i ,
Next, we prove that there exists a constant c > 0 such that, for a.e. |z| < 1,
By appropriately adding and subtracting the values φ(x ± i ), i ∈ Z, the right-hand side of the above expression is less than or equal to
where the J i + 1 points
lie inside the interval I i (these points can vary from interval to interval depending on the value of ∆x. E.g. if |z| ∆x, each interval I i contains more than two points, while if |z| ∆x, some intervals contain just the end-points x . We can control the first term in (A.4) thanks to the bound on the quadratic variation of φ while, since inside each interval I i the function φ is smooth, we can use the Taylor's formula to rewrite the second term as
The right-hand side of the above inequality contains a Riemann sum approximation of the L 2 -norm of the function φ r ∈ V k ∩ L 2 (R) and is therefore finite. Hence inequality (A.3) has been established, and we are now ready to conclude the proof. The seminorm
is finite since
and, thanks to (A.3),
Proof. Let us call v = u − u, and remember that (cf. [9, Section 4.4]), for some constant c k > 0 and all intervals I i = (i∆x, (i + 1)∆x),
First of all, let us bound from above the H λ/2 -norm of v as
Note that
We now prove the remaining J i (i = 2, 3, 4) to be of order ∆x 2k+2−λ . First note that since v is smooth on each interval I i , the fundamental theorem of calculus followed by Jensen's inequality yield
Let us show how to estimate the first term on the right-hand side of the above inequality. Analogous ideas can be used for the second one.
Proof. Let us introduce the compactly supported function
Note that, since a p,i =´I
By Lemma A.4, the pairing´R g[u]v M is less than or equal to
Appendix B. Proof of Proposition 4.1
Thus, by Lemma A.1, j∈Z |G i j | ≤´R |g[1 Ii (x)]|dx < ∞ and, by symmetry,
All diagonal elements are equal and negative. Indeed,
Appendix C. Proof of Theorem 4.2 for the implicit-explicit method
Let us consider the problem
One can proceed as done by Droniou for nonlocal operators satisfying all the assumptions listed in [19] (cf. also [13] for a detailed proof for the operator g · ) to prove the existence of a solution v ∈ l ∞ (Z) ∩ l 1 (Z) of problem (C.1). Moreover,
Note that (C.2) ensures uniqueness for problem (C.1). Our plan is to rewrite the implicit-explicit method (4.1) in the form (C.1), and use (C.2)-(C.3) to prove Theorem 4.3. We start by rewriting (4.1) in "linearized" form,
(the above coefficients are equal to zero when the denominators are equal to zero). Since η u (ũ) = −η ũ (u),
sgn(ũ(x, t) − u(y, s))ϕ(x, y, t, s) (ũ(x + z, t) − u(y + z, s)) − (ũ(x, t) − u(y, s)) |z| 1+λ dzdxdtdyds ≤ˆQ TˆQTˆ| z|>0
ϕ(x, y, t, s)
|ũ(x + z, t) − u(y + z, s)| − |ũ(x, t) − u(y, s)| |z| 1+λ dzdxdtdyds.
Let us rewrite the right-hand side of the above inequality as a sum of two integrals, and use the change of variables (z, x, y) → (−z, x + z, y + z) to obtain 1 2ˆQ TˆQTˆ| z|>0 ϕ(x + z, y + z, t, s)
|ũ(x, t) − u(y, s)| − |ũ(x + z, t) − u(y + z, s)| |z| 1+λ dzdxdtdyds + 1 2ˆQ TˆQTˆ| z|>0 ϕ(x, y, t, s)
By adding up these terms we find that 
