Abstract. The global stability of a multi-species interacting system has apparently important biological implications. In this paper we study the global stability of Gause-type predator-prey models by providing new criteria for the nonexistence of cycles and limit cycles. Our criteria have clear geometrical interpretations and are easier to apply than other methods employed in recent studies. Using these criteria and related techniques we are able to develop new results on the existence and uniqueness of cycles in Gause-type models with various growth and response functions.
Introduction
Since the seminal work of Kolmogorov [9] , extensive work has been done on the existence and uniqueness of limit cycles in a predator-prey system modeled by two autonomous differential equations. One very popular version of such a system, the so-called Gause-type model, has the following general form:
(1)
Here c and d are positive real numbers, g(x) is the individual growth rate of the prey species in the absence of the predators, and p(x) represents the functional response of predators to the growth of prey. A prototype of g(x) is the logistic growth pattern, while p(x) is usually assumed to be monotonically increasing. For the background on this model and its generalizations, see Freedman [4, p. 66-81 ], Kuang and Freedman [12] , Huang and Merrill [8] , and the references therein. Motivated by biological applications, one focus of study about a predator-prey system is the global stability of the system in the positive cone of the phase plane {(x, y)|x > 0, y > 0}. A solution (x(t), y(t)) of system (1) is said to be positive if x(t) > 0 and y(t) > 0 for all t ≥ 0. The global stability of the system is typically determined by the existence of a positive attractor, either an equilibrium or a limit cycle. For this reason, the existence and uniqueness of positive cycles and limit cycles of system (1) has attracted much interest in recent years. For a sample of these studies, see Cheng [1] , Cheng et al. [2] , Kuang and Freedman [12] , Huang and Merrill [8] , Ding [3] , Kuang [11] , Kooij and Zegeling [10] , Sugie et al. [19] , Sugie [17] , Moghadas [14] , and Xiao and Zhang [21] . Most of the recent work has employed technical methods, such as transforming the system to an equivalent generalized Liénard system or trying directly to exploit the special structure of the limit cycle and the prey isocline. Because of the complexity involved, geometrical interpretation of the results in these studies were rarely provided, and therefore the applicability and the biological implication of their results are not easily perceived.
In the next two sections, we will study the global stability of the system by presenting a few geometric criteria for the nonexistence of cycles. Our criteria have clear geometrical interpretations and are easier to apply than most other methods. In Sections 4, 5, and 6, we apply these criteria to a few different models to illustrate their wide applicability. Using our methods one can reproduce many recent results. More importantly, new results can be developed on the existence and uniqueness of cycles and limit cycles in models with various types of growth and response functions.
Geometric criteria
Throughout this paper, by a cycle we mean a nontrivial positive cycle. The following hypotheses on g(x) and p(x) in model (1) are typical:
In (H1) the value K is interpreted as the carrying capacity of the prey species in the absence of the predators. In (H2) we do not require the smoothness of p(x) at x = 0, because in some models it may happen that p (0
(see the examples in later sections). On the other hand, we require cp(K) > d in (H2) because the global stability of the system with cp(K) ≤ d is trivial, and is not considered here. It follows from (H2) that there is a unique positive x * < K such that cp(x * ) = d. One unique feature of Gause-type models is that the predator isocline in the positive cone, i.e., the curve determined by the equation cp(x) − d = 0, is a vertical line x = x * . Meanwhile, the prey isocline is given by the function F (x) := xg(x)/p(x). The unique intersection point (x * , y * ) of the isoclines, with y * = F (x * ), is the only positive equilibrium of system (1) . For convenience, we will fix the notation R(x) = 1/p(x) and φ(x) = F (x)/R (x) for the rest of this paper. The first main result is Theorem 1. Let (H1) and (H2) be satisfied. Assume that φ(x) satisfies the con-
Proof. Using linear stability analysis (Jacobian) and phase plane analysis it is easy to see that the only two boundary equilibria of the system, (0, 0) and (K, 0), are always saddle points, while (x * , y * ) can be a stable or unstable focus or node depending on whether it lies on an upslope or a downslope of F (x). For F (x * ) > 0, (x * , y * ) is a repeller. It is known that under the hypotheses (H1) and (H2), the positive solutions of (1) are eventually uniformly bounded. The existence of a limit cycle then results from the Poincaré-Bendixson Theorem. The proof is standard and the details are omitted.
To show the nonexistence of cycles when F (x * ) ≤ 0, we apply Dulac's theorem. Define the Dulac function by D(x, y) = R(x)y α−1 , where α is a real number that is to be determined. The divergence of the vector field (Ddx/dt, Ddy/dt) is
. From phase plane analysis and the fact that a cycle of a C 1 system must contain an equilibrium in its interior, we see that all cycles of (1) lie in the strip S = {(x, y)|0 < x < K, 0 < y < +∞}. To apply Dulac's theorem in this strip, we would like to show that for some appropriately chosen α, G(α, x) ≤ 0 for all x ∈ (0, K) and G(α, x) is not identically zero on any interval of x.
Define
and
It follows from the simple assumption on φ(x) in Theorem 1 that local asymptotic stability of (x * , y * ) implies its global asymptotic stability. Different configurations of φ(x) can be proposed to satisfy the condition in Theorem 1. The simplest one is the following
Corollary 1. Let (H1) and (H2) be satisfied. Let φ(x) be an increasing function on (0, K). Then system (1) has no cycle if and only if
Corollary 2. Let (H1) and (H2) be satisfied. If F (x) strictly decreases for 0 < x < K, then system (1) has no cycle.
Proof. This can be obtained by taking α = 0 in the proof of Theorem 1. It is also a corollary of Theorem 3.2 in Hsu [7] . Also see Theorems 3.2 and 4.2 in Kuang [11] .
The idea of using the parameter α in applying Dulac's theorem in the proof of Theorem 1 is of course not new. See for example, Hsu [7] , Hofbauer and So [6] , Kuang [11] , and Ruan and Xiao [16] . But our improvement of the method is in choosing an appropriate formula for α. In fact, the choice of
dR (x * ) is derived from the solution of a minimax problem and therefore is usually optimal. To illustrate this idea, we make the following assumption:
(H3) There exists an interval
The idea regarding (H3) will become clearer later. We remark that in many popular models (H3) is satisfied.
dR (x * ) used in the proof of Theorem 1 is optimal in the sense that max
We have H(α * , x * ) = 0 and H x (α, x) < 0 for all α ∈ I 0 and x > 0. By the Implicit Function Theorem, the equation H(α, x) = 0 defines x = x(α) as a unique function of α in a neighborhood of α * . It follows from
is an increasing function of α.
Let I m = (a m , b m ) be the maximal interval containing α * such that the implicit function x(α) can be extended. We claim that I m contains all α ∈ I 0 such that the equation H(α, x) = 0 has a solution x > 0. Assume on the contrary that there exists some α 1 ∈ I 0 \ I m and some x 1 > 0 such that H(α 1 , x 1 ) = 0. Without loss of generality, let α 1 < a m . Choose any α 2 ∈ I m and let x 2 = x(α 2 ). Then x 1 < x 2 . For any α ∈ (α 1 , α 2 ), we have H(α, x 1 ) > H(α 1 , x 1 ) = 0, and H(α, x 2 ) < H(α 2 , x 2 ) = 0. The Intermediate Value Theorem then implies that an x α ∈ (x 1 , x 2 ) exists such that H(α, x α ) = 0. This means I m can be extended below a m , a contradiction.
The system of equations
. By using the Hessian matrix of G we can see that this critical point is a saddle. More explicitly, for any given α ∈ I m , G(α, x) has a global maximum at x(α) for x > 0. Setting
gives the global minimum for α ∈ I m , as we desired.
Corollary 3. Let (H1), (H2) and (H3) be satisfied. Then system (1) has no cycle if and only if
F (x * ) ≤ 0.
Geometrical interpretation
To get a better idea on when the above results are applicable, we will restrict our attention to the following three typical types of the prey isocline: Type 1. F (x) decreases for 0 < x < K. Either F (x) < 0 for x > 0 or F (x) changes sign at somex > 0. See Figure 1 
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isocline has been given in Freedman [4, p. 74] and Wolkowicz [20] , both having one important exclusion: F (0 + ) = +∞ for a type 1 or a type 3 function, where F (0 + ) is defined to be lim
Geometrically, for Dulac's theorem to work we need to choose a real number α so that the curve ψ(x) lies totally above the curve F (x). Disregarding the trivial case when F (x) is of type 1, there are three cases in which Theorem 1 applies: (a) when (x * , y * ) is on the only downslope of a type 2 function F (x), (b) when (x * , y * ) is on the right downslope of a type 3 function F (x), and (c) when (x * , y * ) is on the left downslope of a type 3 function F (x). This is illustrated in Figure 2 . Different criteria have been proposed by a few authors for the global stability of (x * , y * ). Hsu [7] claimed that if the prey isocline F (x) is concave down, then when the positive equilibrium (x * , y * ) is on the downslope of F (x), cycles do not exist. Unfortunately this simple geometric criterion was shown to be wrong. A concrete counterexample was constructed in Hofbauer and So [6] . To different degrees Cheng et al. [2] , Kuang [11] , Moghadas [14] , and Xiao and Zhang [21] contain modifications of Hsu's result. But the sufficient conditions they proposed are difficult to satisfy and hard to verify, and the geometrical interpretation of their results is not clear.
Our results above show that the concavity assumption on the prey isocline can actually be weakened so that the criteria apply to a wider class of models. In particular, they allow us to deal with models in which F (x) is concave up for small x > 0. On the other hand, we bring F (x) and R (x) into the picture to make the conditions sufficient.
Inverted Ivlev's response function
In this section and the next we will study the existence and uniqueness of cycles in two particular models. First we introduce the following uniqueness result. (x) ) has no positive multiple root, then system (1) has at most one limit cycle which is hyperbolic if it exists.
Lemma 1. If for all real values α the function F (x)+α(c − dR
Proof. The idea is to transform system (1) to an equivalent generalized Liénard system. The following substitutions are standard: replacing t by −t/p(x) and letting y = e Y . Then
, and η(x) = dR(x) − c with R(x) = 1/p(x). The result then follows from the corresponding uniqueness results for generalized Liénard systems. See, for example, Kooij and Zegeling [10] . Now consider the response function defined by p(x) = e −a/x with a > 0 and p(0) := 0. We name p(x) the inverted Ivlev's response function because it is obtained by inverting the growth rates of Ivlev's function 1 − e −ax at 0 and +∞. Using the prototype logistic growth function g(x) = r(K − x) with r, K > 0, we have 
The result then follows from Corollary 1.
Next we let F (x * ) > 0. Again the existence of a limit cycle is guaranteed by the Poincaré-Bendixson theorem because (x * , y * ) is a repeller. If there is a unique limit cycle, then it has to be a global attractor because otherwise, a second limit cycle must exist.
Consider the function
+ or as x → +∞, and G α (x * ) > 0. This implies that G α (x) has (at least) two roots x 1 , x 2 with 0 < x 1 < x * < x 2 . We can assume that x 1 is the largest root less than x * and x 2 the smallest root greater than x * . By the Mean Value Theorem, G α (x) has a root x 3 ∈ (x 1 , x 2 ). On the other hand, G α (x) = 0 is equivalent to φ(x) + αd = 0, where φ(x) is as given above. Note that φ(0 + ) = −∞, φ(+∞) = +∞, and φ (x) > 0 for x > 0, so the equation G α (x) = 0 has a unique solution for any given α. It follows that G α (x) has no positive multiple root. The uniqueness of limit cycles then follows from Lemma 1.
θ-Logistic models
Next we consider the Holling Type II response function p(x) = The special case when θ = 2 was considered by Kuang and Freedman [12] , in which the authors proved the uniqueness of limit cycles. We will consider the general case θ > 1.
Theorem 3. Let g(x)
and p(x) be as given above and let θ > 1. Then system (1) has no cycle if F (x * ) ≤ 0. It has a unique stable limit cycle if
2 x] > 0 for x > 0. Corollary 1 again implies that the system has no cycle.
Next let F (x * ) > 0. A similar argument as in the proof for the inverted Ivlev's response function above can be made for the uniqueness of limit cycles, but we will supply a different proof because the proof is interesting. The idea is to use a criterion developed by Kuang and Freedman [12] , which is, in our notation,
c−dR(x) ≤ 0 for x > 0. It can be shown that this criterion is equivalent to Lemma 1 because it was obtained by converting the system into a generalized Liénard system. See the proof of Lemma 1.4 in Kooij and Zegeling [10] for motivation.
We can rewrite
, where
Thus the condition for uniqueness is satisfied.
Other models
We have seen that for a variety of Gause-type models, a sufficient and necessary condition for the nonexistence of cycles is that the positive equilibrium (x * , y * ) lies on a downslope of the prey isocline F (x). This adds more credit to the so-called paradox of enrichment proposed by Rosenzweig [15] . This is also supported by some other recent work on system (1) with the logistic growth function g(x) = r(K − x). We mention four examples below.
First consider p(x) = x 2 a+bx+x 2 with a, b > 0. This is a combination of Holling Types II (a = 0) and III (b = 0) response functions. Using our method it is easy to show that system (1) has no cycle if and only if F (x * ) ≤ 0. This is exactly what was obtained in Lindström [13] , with different notations and terminologies used. Although the result is not new, our method is much simpler.
For the generalized Holling type response functions p(x) = x n a+x n with n, a > 0, Sugie et al. [19] and Sugie and Katayama [18] proved that system (1) One can check that this condition is equivalent to F (x * ) ≤ 0. For Ivlev's response function p(x) = 1 − e −ax with a > 0, the necessary and sufficient condition given in Sugie [17] (for the special case K = c = 1, which is equivalent to the general case with some rescaling) for the nonexistence of cycles is
This impossible condition does not seem to conform to any geometrical interpretation, but we can show that it again means exactly what one would suspect: F (x * ) ≤ 0. Under some general conditions on the response function p(x), Moghadas [14] showed that (for the special case K = 1) system (1) has no cycle if and only if 2x
p(x * ) ≥ 1.
Once more, this means that F (x * ) ≤ 0. Note that the inequality given in Moghadas [14] is strict, which is a mistake.
In addition to the examples studied in this paper, our method can be applied to other models to develop new nonexistence results. We have assumed a relatively simple form for system (1) so that our results can be easily interpreted and more readily applied. The results in Sections 2 and 3 can be extended to more general Gause-type models.
