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Abstract
An algebra A is said to be polynomially rich if every mapping f : As ! A that preserves
congruences of A and their labeling (in the sense of Tame Congruence Theory) is already a poly-
nomial of A. We show that a locally nite variety in which all nite algebras are polynomially
rich must be congruence modular. Moreover, we give a full and relatively simple characterization
of polynomially rich congruence permutable varieties. c© 2001 Elsevier Science B.V. All rights
reserved.
MSC: Primary: 08A05; secondary: 08A40
1. Introduction
For an algebra A the set Pol(A) of polynomials of A consists of all functions
An ! A; n 2 !, that can be obtained by composing fundamental operations of A,
constant functions and projections. In particular, if A is a ring then Pol(A) coincides
with the set of all polynomials over the ring A in the usual ring theoretical sense.
A classical problem is to determine which functions An ! A are polynomials of
A. One of the properties shared by all polynomials is that they preserve congruences,
i.e., if  2 Con(A) and (a1; b1); : : : ; (an; bn) 2  then (f(a1; : : : ; an); f(b1; : : : ; bn)) 2 .
Polynomials also reect many other properties of congruences of A. The main question
in this area is to answer the following question:
Find a full set F of invariants which characterize all polynomials:
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Another natural problem is
For a given set S F of invariants; characterize those algebras A in
which polynomials are determined by S; i:e:; Pol(A) coincides with the
set of all mappings preserving properties from S:
The rst attempt was to characterize so called ane complete algebras, i.e., algebras
in which polynomials are exactly congruence preserving functions (Problem 6 in [5],
see also [22,18,19]).
A lot of work has been done towards characterizing ane complete varieties, i.e.,
classes V closed under the formation of homomorphic images, subalgebras and direct
products and such that each algebra in V is ane complete. The reader may want to
consult a survey paper of Pixley [20].
An early result of Pixley [18] says that every nite algebra from an arithmetical (i.e.,
congruence permutable and congruence distributive) variety is ane complete. Very
recently Kaarli and McKenzie [13] have shown that every ane complete variety is
congruence distributive. Previously McKenzie was able to show this in a locally nite
setting. This was done by using Tame Congruence Theory introduced and developed by
Hobby and McKenzie [7]. Tame Congruence Theory is a tool to study a local structure
of nite algebras. Instead of considering the whole algebra and all its operations at
once, the theory allows us to localize to small subsets on which the structure is much
simpler to understand and handle. There are only ve possible ways a algebra can
behave locally. It can be any of the following:
1. a nite set with a group action on it,
2. a nite vector space over a nite eld,
3. a two element Boolean algebra,
4. a two element lattice,
5. a two element semilattice.
Moreover, the theory allows one to label all prime quotients in the congruence lattice
of a nite algebra by one of the types 1{5.
Actually, in case of label 1, or 2, the local polynomial structure depends also on
how the group G acts on this particular nite set, or how the eld F acts on a nite set
(Abelian group). Following Kearnes [15], to specify a polynomial structure of a simple
faithful G-set or of 1-dimensional vector space we use the notion of a subtype. For a
prime quotient    of type 2 we dene the subtype, subtyp(; ) to be the cardinality
q of the scalar eld for the appropriate vector space. The case typ(; ) = 1 is more
subtle. Together with the group G acting on the appropriate set we need to specify H,
any one point stabilizer subgroup of G. In this case we write subtyp(; ) = (G;H).
Finally, if typ(; ) 2 f3, 4, 5g then subtyp(; ) = ;. This allows us to dene a
notion of an extended label, exttyp(; ), as the pair (typ(; ); subtyp(; )). The
extended label of a prime quotient determines the local structure up to polynomial
equivalence.
Boolean algebras have the richest possible polynomial structure. Using this fact
McKenzie has shown that the only local behavior of nite algebras from ane
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complete varieties is that of type 3 above. Then the theory implies that the whole
locally nite variety is congruence distributive.
The local behavior of a nite algebra A is completely determined by the polynomials
of A. In particular the type labeling is one of the invariants we are looking for in our
rst question.
In this paper we study the second question with the set S of invariants consisting
of congruences and their labeling. For a background in universal algebra the reader
is referred to [3,16]. A basic knowledge of modular commutator theory and tame
congruence theory is assumed [4,7].
We start with the following basic denitions of this paper:
If A is a nite algebra then by an A-typ-admissible (or A-admissible, for short)
mapping we mean a function of the form f : As ! A such that f preserves congruences
of A and their labels,
or more formally
if A+f denotes the algebra A expanded by the new s-ary operation f then
Con(A+f) = Con(A) and for ;  2 Con(A) with    we have typA+f(; ) =
typA(; ):
Analogously a mapping f : As ! A is called A-exttyp-admissible if it preserves
congruences of A and their extended labels.
A nite algebra A is said to be polynomially rich if every A-admissible mapping
is a polynomial of A. It is weakly polynomially rich if every A-exttyp-admissible
mapping is a polynomial of A.
A class K of algebras is said to be (weakly) polynomially rich if all nite algebras
in K are so.
An algebra A is hereditarily (weakly) polynomially rich if the class H(A) is (weakly)
polynomially rich.
In Section 2 we show that a locally nite polynomially rich variety V has to be
congruence modular. Moreover it must satisfy two natural conditions. One of them
says that the centalizer of the monolith in a nite subdirectly irreducible algebra from
V does not exceed the monolith itself. We analyze closely this condition in Section 3.
Section 4 is devoted to showing that those two additional conditions fully characterize
polynomially rich varieties among the congruence permutable ones. As we note in Sec-
tion 5, this characterization can be easily modied to get one for weakly polynomially
rich congruence permutable varieties.
Examples.
1. Every ane complete algebra is polynomially rich, in particular every nite algebra
from an arithmetical variety is polynomially rich (cf. [18]).
2. Finite dimensional vector spaces V over the eld GF(p), with p being a prime
number, are polynomially rich.
To see this observe that if dimV  2 then V is ane complete (cf. [21]), while for
dimV= 1 the clone Pol(V) of all polynomials of V is precomplete (cf. [11]), i.e.,
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the full clone is its only proper extension. Consequently, adding any new operation
to V we change the type of V from 2 to 3.
3. One dimensional vector spaces over GF(pk), with k > 1, are not polynomially rich.
If V is a 1-dimensional vector space over GF(pk) then V can be treated as a
k-dimensional vector space over GF(p). Let e1; : : : ; ek be a base of V over GF(p).
Consider the mapping f : V ! V dened by f(Pki=1 iei) = 1e1. Since V is
simple (over GF(pk)) then f preserves its congruences. Moreover, one can easily
check that V+f is an Abelian algebra, so that f is V-admissible. However, k > 1
gives that the range of f is a proper subset of V that has more then one element.
Since every unary polynomial of V is either constant or bijective we get that f
cannot be a polynomial of V.
However, directly from the denition of an extended labeling we get that the variety
of vector spaces over a xed nite eld GF(pk) is weakly polynomially rich.
4. The variety of sets is weakly polynomially rich.
Indeed, suppose that X is a nite set. If jX j = 2 then inspecting all 7 polynomial
clones on the two element set (cf. Lemma 4:8 in [7]) we see that if there is a
nonconstant operation on X that is not a projection then either typ(0; 1) 6= 1 or
the group (of unary polynomials) acting on X is nontrivial. Now suppose that
jX j  3 and f : X ! X is a map that preserves all equivalence relations on
X and extended labels of prime quotients. For two dierent elements a; b 2 X
let (a; b) be the equivalence relation on X with fa; bg being the only nontrivial
equivalence class. Since f preserves (a; b) then f(a) = f(b) or ff(a); f(b)g=
fa; bg. We will show that in the rst case f is constant. Indeed, if f(c) 6= f(a)
for some c 2 X then from the fact that f preserves (a; c) and (b; c) we get
ff(a); f(c)g=fa; cg and ff(b); f(c)g=fb; cg. Consequently fa; cg=fb; cg, i.e., a=
b, a contradiction. This shows that f is either constant or a permutation. Moreover
the set fa; bg is a (0; (a; b))-trace. Since f maps this trace onto itself then from
extended type preservation we get that fjfa;bg is an identity. Consequently, f is
either constant or the identity function. Actually the above argument shows that
every unary polynomial of the algebra X= (X ;f) is either constant or the identity
function. This gives that X is a minimal algebra. Since jX j  3, Palfy’s Theorem
(see [17] or Lemma 4:7 in [7]) gives that either every polynomial of X depends
on at most one variable, or X is polynomially equivalent to a vector space over
a nite eld. The second possibility cannot hold as then typfXg = f2g while
typfX g = f1g. But the rst one gives that f depends on at most one variable.
Therefore, by the rst part of our argument, f is either constant or a projection,
as required.
5. Finite equivalential algebras were shown to be polynomially rich in [10]. By an
equivalential algebra we mean any groupoid (A;$) that is a subreduct of a Heyting
algebra with the operation $ given by x $ y = (x ! y) ^ (y ! x).
6. More generally, each congruence permutable Fregean variety was shown in [10] to
be polynomially rich. A variety V is called Fregean if it has a constant term 0 such
that
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 V is 0-regular, i.e.,
0=’ = 0= implies ’ =  
for all ’;  2 Con(A); A 2V,
 V is congruence orderable, i.e.,
A(0; a) = A(0; b) implies a = b
for all a; b 2 A 2V.
With the help of our main theorem the reader can produce further examples of
polynomially rich algebras and varieties. Among them we have
 the variety generated by the symmetric group S3,
 the variety generated by the ring Zp2 , where p is a prime number.
Actually the concept of polynomial richness arose from the rst author’s investiga-
tion on Mal’cev clones. In [9] Idziak proved that on the 3-element set there are only
nitely many polynomial clones containing a Mal’cev operation. This was done by
showing that such clones give rise to polynomially rich algebras, i.e., they are deter-
mined by the labeled congruence lattices. In [2] Bulatov and Idziak used the concept
of polynomial richness to describe all polynomial clones with a Mal’cev operation on
the 4-element set.
The technique developed in this paper proved itself to be useful in classical versions of
polynomial interpolation. An algebra A is called n-strictly ane complete if every con-
gruence preserving partial mapping An ! A with nite domain is a restriction of an n-ary
polynomial operation of A. In [1] Aichinger and Idziak characterized 1-strictly ane
complete groups with arbitrary additional operations. For such expanded groups, the
property of being 2-strictly ane complete is equivalent to being n-strictly ane complete
for all n. A characterization of such algebras was done by Hagemann and Herrmann [6].
2. Polynomial richness implies modularity
In this section we prove that every locally nite variety in which all nite algebras
are polynomially rich must be congruence modular. This will be done by showing that
such a variety omits type 1 and that minimal sets have no tails.
Our rst three lemmas will be used later in showing that a particular map preserves
the labeling.
Denition 1. For a mapping f :An ! A on an algebra A and a polynomial g of A+f




0; if g is a variable or a constant;
1 + rkf(g1) +   + rkf(gn); if g( x) = f(g1( x); : : : ; gn( x));
rkf(h1) +   + rkf(hk); if g( x) = t(h1( x); : : : ; hk( x));
for a basic operation t of A
and polynomials h1; : : : ; hk of A+ f:
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Lemma 2. Let f :An ! A be a mapping on an algebra A and g be a k-ary polynomial
of A+ f with a nonzero f-rank. Then
g( x) = g0( x; f(s1( x); : : : ; sn( x)))
for some k-ary polynomials s1; : : : ; sn of A and some (k + 1)-ary polynomial g0 of
A+ f with rkf(g0)< rkf(g).
Proof. Using rkf(g)> 0 we nd a subpolynomial h of g with rkf(h)=1 and such that
each proper subpolynomial of h has the f-rank zero. Then h( x)=f(s1( x); : : : ; sn( x)) for
some polynomials s1; : : : ; sn of A. Obviously g( x) = g0( x; f(s1( x); : : : ; sn( x))) for some
(k + 1)-ary polynomial g0( x; y) of A+ f that is obtained from g( x) by replacing one
of the occurrences of the subpolynomial h( x) in g by a single variable y. It is obvious
that rkf(g0) = rkf(g)− 1.
Lemma 3. Let A be a nite algebra;  be an atom in Con(A); U be a (0; )-minimal
set that is the range of an idempotent unary polynomial e of A and let 0 lie in the
body of U . Then the mapping f :A! A dened by
f(x) =

e(x); if e(x) 2 0= \ U;
0; otherwise;
preserves . Moreover;  is an atom in the congruence lattice Con(A + f) and
exttypA+f(0; ) = exttypA(0; ).
Proof. Let N be a (0; )-trace of U containing 0. Since the range of f is contained in
N , and therefore in a single -class, then  is preserved by f. Obviously Con(A+f)
is a sublattice of Con(A), so that 0   in Con(A+f). By the same token we get that
for every (k-ary) polynomial s of A and B1; : : : ; Bk 2 A= the restriction f  sjB1Bk
is either constant 0 or equal to e  sjB1Bk . The last observation will be frequently
used in the proofs of the following two claims.
N is a (0; )-minimal set of the algebra A+ f: (1)
Since f(A)=N then N contains such a minimal set, say M . Obviously M =g(A) for
some unary idempotent polynomial g of A+f. In particular g(N ) =M . From now on
x g to be a unary polynomial (not necessarily idempotent) of A+f that has minimal
possible f-rank among polynomials that sends N onto M .
Now suppose that M is a proper subset of N . Then rkf(g)> 0. Consequently, by
Lemma 2, there is a unary polynomial s of A and a binary polynomial g0 of A + f
with g(x) = g0(x; fs(x)) and rkf(g0)< rkf(g). From the remark made just before (1)
we know that (f  s)jN is either constant 0 or equal to (e  s)jN . We dene a new
unary polynomial h of A+ f depending on which situation holds. In the rst case we
put h(x) = g0(x; 0), while in the second one h(x) = g0(x; es(x)). In both cases we have
rkf(h)=rkf(g0)< rkf(g) and hjN =gjN . In particular h(N )=g(N )=M , a contradiction
with our choice of g.
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This shows that N = M is a (0; )-minimal set of the algebra A+ f.
The algebras (A+ f)jN and AjN are polynomially equivalent: (2)
It suces to show that all polynomials gjN of (A+f)jN can be represented by poly-
nomials of AjN . As previously we induct on the f-rank of g. Suppose that rkf(g)> 0
and that g( x) = g0( x; f(s( x))) is obtained by Lemma 2. We know that f  sjN is ei-
ther constant 0 or e  sjN . Therefore, g( x) on N can be replaced by either g0( x; 0) or
g0( x; e(s( x))). Both of those new polynomials of A + f have smaller f-ranks then g
has. Therefore, by the induction hypothesis, they can be represented by polynomials
of A.
From Claims (1) and (2) one easily infers the lemma.
Lemma 4. Let A be a nite algebra and f :Ak ! A be a mapping preserving con-
gruences of A. Suppose that  is an atom in Con(A) = Con(A+ f) and the range
of f is contained in a single  class.
 If typA+f(0; ) = typA(0; ) then f is A-admissible.
 If exttypA+f(0; ) = exttypA(0; ) and  is the unique atom in Con(A) or
typA(0; ) 6= 1 then f is A-exttyp-admissible.
Proof. Let    be a covering pair in Con(A). In order to show that (ext)typA+f(; )=
(ext)typA(; ), we split our proof into 3 cases.
Case 1:  . The mapping f is constant modulo  so that the quotient algebras
A= and (A+ f)= have the same polynomials. Therefore
exttypA+f(; ) = exttypA+f=(0; =) = exttypA=(0; =) = exttypA(; );
as required.
Case 2:   and * . Since  covers 0 and  covers  then the interval I [0; ]
projects up to I [; ]. Consequently
typA+f(; ) = typA+f(0; ) = typA(0; ) = typA(; ):
If  is the unique atom then (; ) = (0; ) so that we can add prex ext in the above
display. To see that the same is possible under the assumption that typA(0; ) 6= 1 it
suces to observe that projectivity of intervals preserves sublabels for type 2.
Suppose that in the congruence lattice of a nite algebra C the prime quotient 0 
0 projects up to 1  1. For i = 0; 1 pick an (i; i)-trace Ni in a (i; i)-minimal set
Ui. We can arrange that U0 = U1 and N0N1. All we need to show is that the two
sets Ni=(ijNi) have the same cardinality. Obviously the map
N0=(0jN0 ) 3 a=(0jN0 ) 7! a=(1jN1 ) 2 N1=(1jN1 )
is injective, as 1 \ 0 = 0. To see that it is surjective it suces to show that for any
b 2 N1 there is a 2 N0 with (a; b) 2 1. First note that the induced algebra CjN1 has a
Mal’cev polynomial so that its congruences permute. This together with the fact that
the restriction to N1 preserves joins gives that 1jN1 =1jN1 0jN1 . Since N0 contains at
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least two elements then we can pick b02N0−fbg. Now (b; b0)21jN1 gives an element
a 2 N1 with b 1jN1 a 0jN1 b0. In particular a 2 U0 \ b0=0 = N0, as required.
Case 3: * . Since \  = 0 then f is constant on products of -classes. Conse-
quently, the induced map h=f= : (A=)k ! A= is constant on products of (=)-classes.
Let  = = and B = A=. Let T1; : : : ; TnB be such that each Ti is contained in a
single -class. Let t be a polynomial of B+ h. Then the restriction tjT1Tn can be
represented by a polynomial of B, simply by replacing each occurrence of h by an
appropriate constant.
In particular for a (0; )-trace N of the algebra B the induced algebras (B + h)jN
and BjN have the same polynomials. Thus, to nish the proof that (ext)typB+h(0; )=
(ext)typB(0; ) it remains to show that N is also a (0; )-trace in the algebra B+ h.
Let U be a (0; )-minimal set of the algebra B with U N . Obviously U contains
a (0; )-minimal set, say W , of the algebra B+h. Pick a unary idempotent polynomial
t of B+ h with t(B) =W . Since W U we have t(U ) =W . Moreover, for an element
b 2 N we get that the (0; )-trace t(b)=\W of B+h contains t(N ). We have already
noticed that the restriction tjN can be represented by gjN for some polynomial g of B.
In particular t(N ) = g(N ) is a (0; )-trace of the algebra B. Thus t(N ) = t(b)= \ U
and consequently t(N ) = t(b)=\W is a (0; )-trace of B+ h. The (0; )-traces N and
t(N ) of B are polynomially isomorphic in B and therefore in B+ h. Consequently, N
is a (0; )-trace of B+ h, as claimed.
This nishes the proof of the lemma.
Lemma 5. Let A be a weakly polynomially rich subdirectly irreducible algebra with
monolith . Then every (0; )-minimal set consists of a single trace (and has no tail).
Proof. Let U be a (0; )-minimal set of A and e be a unary idempotent polynomial
of A with the range U . Pick 0 in the body of U and let N= 0= \ U be the trace
containing 0. Since the mapping f : A! A dened by
f(x) =

e(x); if e(x) 2 N;
0; otherwise;
has the range contained in a single -class then it preserves the congruences of A.
Moreover Lemmas 3 and 4 give that f is A-exttyp-admissible. Therefore f must be
a polynomial of A. Since  is nontrivial on the range of f then minimality of U gives
U = N and we are done.
Lemma 6. Let A be a hereditarily weakly polynomially rich algebra and let   
be a covering pair in Con(A) with typ(; ) 6= 1. Then (; )-minimal sets have no
tails.
Proof. Since the existence of a tail in (; )-minimal set U of A is preserved under
passing to the (0; =)-minimal set U=jU in the quotient A= we may assume that
 = 0.
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Let U be (0; )-minimal set of A which is the range of a unary idempotent poly-
nomial e of A.
First suppose that typA(0; ) 2 f3; 4; 5g. Let N = f0; 1g be the only trace in U .
Moreover, by either Lemma 4:15 or 4:17 of [7], we know that there is a binary
polynomial p of A that induces a pseudo-meet operation on U . In particular (N ; pjN )
is a meet semilattice with the largest element 1 and p(x; 0) = x holds for x 2 U −f1g.
We will show that the mapping f : A! A dened by
f(x) =

e(x); if e(x) 2 N;
0; otherwise;
preserves congruences of A. For if not, then (f(a); f(b)) 62  for some (a; b) 2  2
Con(A). This means that ff(a); f(b)g=f0; 1g and without loss of generality we may
assume that e(a) 62 N while e(b) 2 N . This gives (e(a); 1) = (e(a); e(b)) 2  and
therefore e(a) = p(e(a); 0)
 p(1; 0) = 0. Consequently (0; 1) 2 , a contradiction.
This shows that f preserves congruences of A. On the other hand Lemma 3 gives
that exttypA+f(0; ) = exttypA(0; ). Therefore, by Lemma 4, we get that f is
A-exttyp-admissible. Consequently, by weak polynomial richness, f must be a poly-
nomial of A. But if U 6= N then the range of f is smaller then U . Since jN 6= 0
then U cannot be a (0; )-minimal set in A.
This proves that there are no tails of minimal sets of non-Abelian types.
Now suppose that typA(0; ) = 2. Let  be a maximal congruence of A that is not
above . Then  is meet irreducible and the interval I [0; ] projects up to I [; +],
where + is the unique cover of . This gives that U is also an (; +)-minimal set
of A. Thus U=jU is a (0; +=)-minimal set in the subdirectly irreducible algebra
A=. Consequently, by Lemma 5, U=jU consists of a single (0; +=)-trace, i.e., U
is contained in a single + class. In particular the (; +)-tail of U is empty. Thus
Lemma 4:20 of [7] supplies us with a ternary polynomial d of A such that djU is
a Mal’cev operation. On the other hand Lemma 4:26 of [7] tells us that a type 2
minimal set with a non empty tail cannot have a Mal’cev polynomial. This shows that
the (0; )-tail of U is empty.
Lemma 7. If V is a weakly polynomially rich variety then 5 62 typfVg.
Proof. If 5 2 typfVg then there is a nite subdirectly irreducible algebra A with
monolith  and such that typ(0; ) = 5. Let U be a (0; )-minimal set. From
Lemma 5 we know that U = f0; 1g. Let p be a binary polynomial of A such that
the induced algebra AjU is polynomially equivalent to the semilattice (U ; p) with 1
being its neutral element.
Let A0 be the subalgebra of A2 generated by the set U 2 [ 0A. The elements of A2
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f(a1; : : : ; ak)
f(b1; : : : ; bk)

:
By Lemma 6:14 of [7] we know that the algebras A0jU 2 ; (AjU )2 and (U 2; ff(2) :
f 2 Pol(AjU )g) are polynomially equivalent.






























respectively. The congruences 0U 2 <<< 1U 2 and  form a pentagon in Con(A
0jU 2 ).
On the other hand Lemma 2:3 of [7] tells us that the mapping that sends  2 Con(A0)
to jU 2 2 Con(A0jU 2 ) is a surjective lattice homomorphism. In particular there are
0; 0; 0 2 Con(A0) with 0jU 2 = ; 0jU 2 = ; 0jU 2 =  and 0<0. Then obviously
0 _ (0 \ 0) 0 \ (0 _ 0)
and since this inequality is strong after restricting to U 2 we get that the congruences
0 \ 0; 0 _ (0 \ 0); 0 \ (0 _ 0); 0; 0 _ 0
form a pentagon in Con(A0). Since
(0 _ (0 \ 0))jU 2 =    = (0 \ (0 _ 0))jU 2
then we can pick 00  00 in the interval I [0 _ (0 \ 0); 0 \ (0 _ 0)] such that
00jU 2 =  and 00jU 2 = . Then also
00 \ 0; 00; 00; 0; 00 _ 0













































i.e., 00 is not Abelian over 00. In particular, an (00; 00)-minimal set V of A0 has
exactly one trace. Pick (a; b) 2 00jV − 00 such that b=00 \ V = fbg. Since (b; a) 2
00jV  0jV _ 00jV one can connect b and a by a chain of elements of V such that
two consecutive elements of this chain are congruent modulo 0 or 00. Looking at
a shortest possible such a chain and using (b; a) 62 00 we nd an element c 2 V
with (b; c) 2 0 − 00. As 00 \ 0 00 we know that c cannot be in the trace of V .
Consequently V has a nonempty tail, which contradicts Lemma 6.
Lemma 8. Let A be a polynomially rich algebra. Suppose that  is an atom in
Con(A) and that a (0; )-minimal set U consists of a single trace. If typ(0; )=1 then
the induced algebra AjU is polynomially equivalent to (U;Sym(U )); where Sym(U )
is the group of all permutation of U .
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Proof. Fix a unary idempotent polynomial e of A with the range U . All we have to
prove is that for every h 2 Sym(U ) the mapping f = h  e is a polynomial of A, or
equivalently, that f is an A-admissible mapping. In view of Lemma 4 it suces to
show that f preserves congruences of A and that typA+f(0; ) = typA(0; ).
Let (a; b) 2  2 Con(A). If jU = 0 then e(a) = e(b) and obviously (f(a); f(b)) 2
0 . If jU 6= 0 then since AjU is a simple algebra we get U 2  so that (f(a); f(b))
  anyway.
To show that f preserves the label of the prime quotient (0; ) we will prove that
 is strongly Abelian in A+f. In view of Exercise 5:11:(2) of [7] it suces to show
that for any (n-ary) polynomial g of A+f and all T1; : : : ; Tn 2 A= if g(T1  Tn)
is contained in a (0; )-trace N of the algebra A + f then gjT1Tn depends on at
most one variable.
For the rest of the proof we assume that Ti = ci= 2 A= and put T = T1      Tn.
Moreover we pick and x an element u 2 U .
If g( x) = f(s( x)) for some polynomial s of A then gjT depends
on at most one variable: (3)
Since e(s( x)) is a polynomial of A with the range contained in the (0; )-trace U
and  is strongly Abelian in A then (e  s)jT depends on at most one variable, say
xi. Consequently e(s( a)) = e(s(c1; : : : ; ci−1; ai; ci+1; : : : ; cn)) for all a = (a1; : : : ; an) 2 T .
Therefore g( a) = g(c1; : : : ; ci−1; ai; ci+1; : : : ; cn), i.e., gjT may depend only on xi.
If g is a polynomial of A+ f such that g(T )U then gjT depends
on at most one variable: (4)
We induct on the f-rank of g. If rkf(g) = 0 then g is a polynomial of A. Since U
is a (0; )-trace of A then there is nothing to prove.
Now suppose that rkf(g)> 0. By Lemma 2 we can represent g by g( x) =
g0( x; f(s( x))) for some polynomial s of A and an (n + 1)-ary polynomial g0( x; y)
of A+f with rkf(g0)< rkf(g). Obviously rkf(e  g0) = rkf(g0) so that our induction
hypothesis gives that e  g0jTu= depends on at most one variable.
First suppose that this variable is xi for some i = 1; : : : ; n. For a 2 T we have
f(s( a)) 2 U  u= so that
g( a) = e(g( a)) = (eg0)jTu=( a; f(s( a))) = (eg0)jTu=( a; u):
This gives that gjT depends on the same variable xi.
Now suppose that the restriction of e(g0( x; y)) to T  u= depends on the variable
y. From Claim 1 we know that f(s( x)), when restricted to T , depends on at most one
variable, say xi. Then for a 2 T we have
g( a) = e(g( a)) = (eg)0jTu=( a; f(s( a)))
= (eg)0jTu=( c; f(s(c1; : : : ; ci−1; ai; ci+1; : : : ; cn)))
= (eg)0(c1; : : : ; ci−1; ai; ci+1; f(s(c1; : : : ; ci−1; ai; ci+1; : : : ; cn)))
= g(c1; : : : ; ci−1; ai; ci+1; : : : ; cn);
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and we are done.
If N is a (0; )-trace in A+ f then there is a unary polynomial
h of A that maps injectively N into U: (5)
Pick two dierent elements a; b 2 N . By Theorem 2:8:(4) of [7] we get a unary
polynomial h of A with h(A)=U and such that h(a) 6= h(b). Since h does not collapse
 to 0 then h is injective on a (0; )-minimal set of A+ f containing N . In particular
hjN is injective and has the range contained in U .
Now we are ready to conclude the proof of our lemma. Suppose that the polynomial
g of A + f maps T into a (0; )-trace N . Then for the polynomial h witnessing (5),
we know that hg maps T into U . Consequently (4) tells us that hgjT depends on at
most one variable. Since g(T )N and hjN is injective then gjT depends on at most
one variable, as required.
Lemma 9. If V is a polynomially rich variety then 1 62 typfVg.
Proof. Suppose that 1 2 typfVg. Then this can be witnessed by a nite subdirectly ir-
reducible algebra A 2V with a strongly Abelian monolith . Let U be a (0; )-minimal
set of A. By Lemma 5 we know that U is contained in a single  class. Let e be a
unary idempotent polynomial of A with e(A) = U . Moreover, we chose and x two
dierent points 0; 1 2 U .
Dene A0 to be the subalgebra of A2 generated by the set U 2 [ 0A. We will follow
the notation from the proof of Lemma 7. In particular the elements of A2 will be





Directly from the denition of A0 we get
Polynomial operations of A0 are exactly the mappings of the form
g(2)

x1; : : : ; xn; u1; : : : ; um
y1; : : : ; yn; w1; : : : ; wm

; (6)
where g is an (n + m)-ary polynomial of A and u1; w1; : : : ; um; wm 2 U , and
e(2)jA0 is a unary idempotent polynomial of A0 with the range U 2: (7)
By Lemma 6:14 of [7] we know that the algebras A0jU 2 ; (AjU )2 and (U 2; ff(2):
f2Pol(AjU )g) are polynomially equivalent. This together with Lemma 8 gives
The algebras A0jU 2 and (U 2; ff(2)gf2Sym(U )) are polynomially equivalent: (8)




: a 2 U

;
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i.e., the diagonal of U 2. Using the description (8) of the polynomials of A0jU 2 one can
easily see that
  is a congruence of A0jU 2 : (9)
From (7) we know that U 2 is the range of a unary idempotent polynomial of A0.
Therefore Lemma 2:3 of [7] guarantees that the mapping  7! jU 2 is a lattice ho-
momorphism of Con(A0) onto Con(A0jU 2 ). This yields the existence of the largest
congruence ’ of A0 with the property ’jU 2 =  . Pick and x a cover  of ’ in
Con(A0). Obviously  collapses all of U 2. Put B= A0=’ and  =  =’.
typB(0; ) = 1 and each (0; )-minimal set consists of a single trace: (10)
Since U 2 is the range of an idempotent polynomial of A0 and  jU 2 * ’ then the set
V = U 2=’jU 2 is the range of a unary polynomial of B and jV 6= 0. Consequently, V
contains a (0; )-minimal set of B. On the other hand, V has exactly two elements,
so that V is (0; )-minimal. Actually V is a (0; )-trace of B. This proves the second
part of (10).
For the rst one we will show that every polynomial H of BjV depends on at most
one variable. Suppose that H is an n-ary polynomial of BjV . Obviously H is induced
by an n-ary polynomial of A0. Using (6) we get a (n+m)-ary polynomial g of A and





























are in V then the right-hand side part of the above display is in V as well. Thus we
may assume that the range of g is contained in U . This means that gjU is a polynomial
of AjU . Hence and since U is a (0; )-trace of type 1 in A we get that gjU depends
on at most one variable. Consequently, HjV depends on at most one variable.
Now we are ready to conclude the proof of Lemma 9. From (10) and Lemma 8
we know that there is a unary polynomial of B that switches the two elements in the
minimal set

































Obviously we may assume that the range of g is contained in U . Since ’jU 2 =  then
the second of the above displays gives that g(0; u) =g(1; w). Since all of the 0; 1; ui; wi
are in U and therefore are  related and  is a strongly Abelian congruence of A we
get g(0; w) = g(1; w). Consequently g(0; u) = g(0; w). This however contradicts the rst
of the above two displays. This contradiction proves our Theorem.
Theorem 10. Every locally nite polynomially rich variety is congruence modular.
Proof. Let V be a locally nite polynomially rich variety. From Lemmas 7 and 9
we know that typfVgf2; 3; 4g. Moreover Lemma 6 gives that minimal sets in nite
algebras from V have no tails. Consequently Theorem 8:5 of [7] gives that V is
congruence modular.
Corollary 11 (R. McKenzie | unpublished). Every locally nite ane complete va-
riety V is congruence distributive and typfVgf3g.
Proof. Since every nite ane complete algebra is polynomially rich then V is con-
gruence modular by Theorem 10. In view of Theorems 8:5 and 8:6 of [7] it suces to
show the second part of the Corollary. Suppose that A is a nite subdirectly irreducible
algebra in V. Let  be the monolith of A and pick (0; 1) 2  − 0. The mapping
e(x) =

0 if x = 0;
1 if x 6= 0;
has the range contained is a single -class and therefore it preserves all congruences
of A. Since A is ane complete then e is a polynomial of A. Consequently the set
U = f0; 1g is (0; )-minimal. Now dene
n(x) =

0 if e(x) = 1;




1 if e(x) = 1 = e(y);
0 otherwise:
Both n and m have the range contained in a single -class. Thus, as previously
they must be polynomials of A. Since they introduce the Boolean structure on the
(0; )-minimal set U we get typ(0; ) = 3.
In [13] Kaarli and McKenzie have shown a much stronger result saying that every
ane complete variety is congruence distributive.
Below we prove two other necessary conditions for polynomial richness.
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Lemma 12. Let A be a nite weakly polynomially rich subdirectly irreducible alge-
bra. Then the centralizer (0 : ) of the monolith  of A does not exceed .
Proof. Assume to the contrary that there is a congruence    with [; ] = 0. Pick
(0; 1) 2 −  and (a; b) 2  − 0. Dene a binary operation f on A by putting
f(x; y) =

y if x 2 0= and y 2 a=;
a otherwise:
Since rg(f) is contained in a single  class then f preserves all congruences of A. By
the same token f is constant modulo  so that adding it to A does not change extended
types of the prime quotients    for   . To prove that f is A-exttyp-admissible
it remains to show that
exttypA+f(0; ) = exttypA(0; ): (11)
Let T1; : : : ; TnA be such that each Ti is contained in a single -class. Let t be an
(n-ary) polynomial of A+f. Then t(T1  Tn) is contained in a single -class. We
will induct on rkf(t) to show that tjT1Tn can be represented by a polynomial of A.
If rkf(g)> 0 then we use Lemma 2 to represent t( x) as t0( x; f(s1( x); s2( x))), where
s1; s2 are polynomials of A and t0 is a polynomial of A + f with rkf(t0)< rkf(t).
Then for x 2 T1      Tn we have
t( x) =

t0( x; s2( x)) if s1(T1      Tn) 0= and s2(T1      Tn) a=;
t0( x; a) otherwise:
Since the polynomials on the right-hand side of the above display have smaller f-rank
then we are done.
This in particular gives that if N is a (0; )-trace of A then the algebras AjN and
(A+ f)jN are polynomially equivalent. To nish the proof of (11) it suces to show
that N is also a (0; )-trace of A + f. From Lemma 5 we know that N is in fact a
(0; )-minimal set of A. Therefore, it contains a (0; )-minimal set, say W of A+ f.
If g is a unary idempotent polynomial of A + f with the range W then g(N ) = W .
However, gjN can be represented by a polynomial of A, and therefore W cannot be
strictly smaller then N .
Thus we have proved that f is A-exttyp-admissible. Now we have a contradiction
since
f(0; a) 6= f(0; b);
f(1; a) = f(1; b);
which gives that  does not centralize  in A+ f and therefore f cannot be a poly-
nomial of A.
Lemma 13. Let A be a nite polynomially rich subdirectly irreducible algebra from a
congruence modular variety. If the monolith  of A is Abelian then the (0; )-minimal
sets are polynomially equivalent to one-dimensional vector spaces over a eld GF(p)
for some prime number p.
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Proof. Let U be a (0; )-minimal set of A. By Lemma 5 we know that U consists
of a single trace. Therefore AjU is polynomially equivalent to a (one dimensional)
vector spaces over a Galois eld GF(pk). But now, by relativizing the argument from
Example 3 in Section 1 to the algebra AjU we get that k = 1, as required.
We summarize the results of this section in the following theorem.
Theorem 14. If V is a locally nite polynomially rich variety then V is congruence
modular and every nite subdirectly irreducible algebra D 2V satises the following
two conditions:
(SC1) centralizer of the monolith of D is not bigger then the monolith itself;
(GFp) if the monolith  of D is Abelian then the (0; )-minimal sets are polynomially
equivalent to one-dimensional vector spaces over a eld GF(p) for some prime
number p.
In Section 4 we will prove a partial converse to this theorem. We will show that
every congruence permutable variety with nite subdirectly irreducibles satisfying (SC1)
and (GFp) is polynomially rich.
3. SC1 algebras and varieties
Following Freese and McKenzie [4] we say that an algebra A satises the condition
(C1) if for every ;  2 Con(A) such that  [; ] we have  = [; ]. If the algebra
A belongs to a congruence modular variety that this condition can be equivalently
restated to:
(C1) if  is a monolith of a subdirectly irreducible homomorphic image of A then the
centralizer (0 : ) is an Abelian congruence.
From Lemma 12 we know that if H(A) is polynomially rich then the following stronger
version of (C1) holds:
(SC1) if  is the monolith of a subdirectly irreducible homomorphic image of A then
the centralizer (0 : ) does not exceed .
Proposition 15. If an algebra from a congruence modular variety satises (SC1) then
its congruences satisfy the congruence condition (C1).
Proof. Assume that (C1) fails in an algebra A satisfying (SC1). This means that for
some congruences ;  of A we have   [; ] and [; ]<. Choose a completely
meet irreducible congruence  such that [; ]   and   . Let + be the unique
cover of . Then one can easily check that [_ ; _ ]_   + and [+; _ ]  .
Now, since A= is a subdirectly irreducible homomorphic image of A then we have
 _   + and consequently   [; ]  [+;  _ ]  , a contradiction.
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Proposition 16. Let A belong to a congruence modular variety and satisfy (SC1)
condition. Then for every congruence  of A the commutator [; ] is either the
intersection of all subcovers  of  such that [; ]  ; or ; if there are no such
subcovers.
In particular; if  is a solvable congruence of A then over every < there is a
subcover  of .
Proof. Let 0 be the congruence described in the proposition. Obviously we have
[; ]  0. Assuming that this inequality is strong we choose a completely meet irre-
ducible congruence  with   [; ] and  0. Since A= is subdirectly irreducible
and  _ = is its nontrivial Abelian congruence,  _  = +. Moreover, modularity of
Con(A) gives that the interval I [; +] projects down to I [^; ] and consequently 
covers ^ and is Abelian over it. Hence, by our denition of 0 we get 0  ^  ,
a contradiction that proves the rst part of our proposition.
Assume that the second part fails for a solvable  and <. Then in the quotient
A=( _ [; ]) the congruence =( _ [; ]) is Abelian and has no subcovers. Thus, by
the rst part of corollary, we get = _ [; ]. Now using [x_y; x_y] = [x; x]_ [y; y],
which is a simple consequence of the condition (C1), we can inductively prove that
for any k <! the kth commutator power (k) satises  = (k) _ . This together with
solvability of  gives  = , a contradiction.
Since in congruence modular varieties the condition (C1) gives
[; ] = ([; ] ^ ) _ ( ^ [; ])
then we immediately get
Corollary 17. Suppose that a nite algebra A satises (SC1) and belongs to a con-
gruence modular variety. Then the commutator operation on congruences of A is
uniquely determined by the labeled congruence lattice Con(A).
Another useful corollary that helps in computing the commutator is the following.
Corollary 18. Suppose that a nite algebra A satises (SC1) and belongs to a con-
gruence modular variety. Then for any two dierent completely join irreducible con-
gruences ;  of A we have [; ] =  ^ .
Proof. Since  and  are completely join irreducible then each of them has a unique
subcover, say − and − respectively. As  6=  then without loss of generality we
may assume that  . This gives  ^   − and consequently  ^  = − ^ . On
the other hand, from Proposition 16 we know that [; ]  − and [; ]  −. This
gives ^= − ^  (− ^)_ (^−)  ([; ]^)_ (^ [; ])  [; ]  ^,
as required.
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Now let D be a nite algebra from a congruence modular variety satisfying (SC1).
To compute the commutator [; ] of two congruences of D we rst represent them as
joins of join irreducible congruences, i.e., let  =
W
A and  =
W
B where A [ B is a








In [4] it was observed that in the congruence lattice (Con(A);^;_; [  ]) expanded
by a binary commutator operation, the quasi-identity expressing the condition (C1)
x  [y; y] ) x = [x; y]
is equivalent to the following identity:
x ^ [y; y] = [x ^ y; y]:
In the following two propositions we show that the property (SC1) cannot be turned
into a quasi-identity condition even in the language of bounded lattices expanded by
commutator operation [x; y] and centralizer operation (y : x).
Proposition 19. Varieties satisfying the condition (SC1) cannot be characterized by
congruence quasi-identities; i.e.; there is no set  of quasi-identities in the language
(x ^ y; x _ y; [x; y]; (y : x); 0; 1) such that for a (congruence modular) variety V the
following conditions are equivalent:
 every algebra A 2V satises the condition (SC1);
 for every algebra A 2 V the congruence lattice Con(A); expanded by the com-
mutator and centralizer operations; satises .
Proof. According to a result of Hutchinson [8], for the rings R of prime characteristics
the quasi-identities satised by the lattices
Con(M); where M is an R-module
depend only on the characteristics but not on the ring R. Since for modules both the
commutator and centralizer operations are constant, i.e.,
[; ] = 0 and ( : ) = 1 for all congruences ;  of a module;
the language described in Proposition 19 reduces to the pure lattice language (^;_; 0; 1).
Moreover from Proposition 16 we know that an Abelian congruence modular variety
V satises (SC1) i V is semisimple. In particular the variety V1 of modules over





over the eld GF(2), has characteristics 2 and its variety of left unitary modules is
not semi-simple. Therefore the variety V2 of all R2-modules does not satisfy (SC1).
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Nevertheless, in view of the mentioned result of Hutchinson, V1 and V2 satisfy the
same congruence quasi-identities.
Even easier is to show that
Proposition 20. The class of algebras (from congruence modular varieties) satisfying
the condition (SC1) is not denable by a set of universal rst-order sentences in the
language (x ^ y; x _ y; [x; y]; (y : x); 0; 1).
Proof. Consider the Abelian groups Z2 Z2 and Z4. Obviously the rst one satises
(SC1) and the second does not. Since in the congruence lattices of both those groups
commutators and centralizers reduces to constants then Con(Z4) is (isomorphic to) a
substructure of Con(Z2  Z2). This proves the proposition.
In the rest of this section we show that the condition (SC1) is preserved by nite
subdirect products.
For an algebra A (in a congruence modular variety) let Cm(A) denote the set of all
completely meet irreducible congruences of A. For each element  of Cm(A) there is
a unique congruence + 2 Con(A) such that   + whenever >. Now we dene
an equivalence relation  on Cm(A) by putting
’   i the prime intervals I [’; ’+] and I [ ;  +] are projective:
Observe that if ’+ is not Abelian over ’ then (’ : ’+)=’. Moreover (SC1) gives that
(’ : ’+)=’+ whenever ’+ is Abelian over ’. Since projectivity preserves centralizers
then (’ : ’+) = ( :  +) for ’   . This immediately gives the following lemma.
Lemma 21. Suppose that an algebra A from a congruence modular variety satises
(SC1). Then for all ’ 2 Cm(A) we have
(’ : ’+) =

’ if ’+ is not Abelian over ’;
’+ if ’+ is Abelian over ’:
Moreover ’= = f’g whenever ’+ is not Abelian over ’; and ’+ =  + for all
’;  2 Cm(A) with ’   .
We will also need the following lattice theoretical lemma. Although the lemma is
easy, it can be useful in transferring some properties from stalks to their nite subdirect
products.
Lemma 22. Let L be a modular lattice in which every element is a meet of completely
meet irreducibles. Then for all x; y 2 L and a completely meet irreducible  2 L with
x ^ y   there are x; y 2 f1g [ =  such that x  x; y  y and x ^ y  .
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Proof. We may assume that x   and y  , as otherwise the lemma is trivial by
taking x; y 2 f; 1g.
Using modularity and y   one easily checks that the interval I [; +] project down
to I [y ^ ; y ^ +] and then up to I [(y ^ )_ x; (y ^ +)_ x]. In particular (y ^ )_ x
is a subcover of (y ^ +) _ x.
Pick a completely meet irreducible element x over (y^)_x but not over (y ^ +)_
x. Then the interval I [(y ^ )_ x; (y^+)_x] projects up to I [x; +x ] and consequently
x  . Moreover, from the last two projectivities we get x ^y^+ =y^  . Now
if x ^ y   then we get (x ^ y)_   +, so that we would have a pentagon in L.
This shows that x ^ y   and x  x  . Now applying the same argument with
y replaced by x and x by y we get a completely meet irreducible element y 2 L
with all the properties required in the lemma.
Theorem 23. In a congruence modular variety the class of algebras satisfying (SC1)
is closed under nite subdirect products.
Proof. Suppose that C is subdirectly embeddable into A1      Ak . Then C is a
subdirect product in BAk for some subdirect product B A1  Ak−1. Therefore,
by induction, it suces to show the theorem for k = 2.
Let A1;A2 satisfy (SC1). Suppose that C sd A1  A2 and let i be the kernel of
the projection onto Ai. We have to show that ( : +)  + for every completely meet
irreducible congruence  of C. Suppose that  falsies this claim. Since   ( : +)
then we have
+ < ( : +): (12)
Since 1 \ 2 = 0   then Lemma 22 gives congruences 1; 2 2 f1Cg [ = with
i  i and 1\2  . On the other hand both the Ai’s satisfy (SC1) so that  cannot
be over any of the i’s. This gives that 1 6= 1 6= 2 6= 1. In particular we have that








Suppose to the contrary that   1. Then  2, as otherwise =1\2 contradicting
meet irreducibility of . This gives that _2  +2 =+1 and consequently 1=1\+1 
1 \ ( _ 2) =  _ (1 \ 2) = . Therefore   1, a contradiction. Now
i \ +  ; (15)
as otherwise (13) and (14) would give + =+\+i  +\ (_i) =_ (+\i) =,
a contradiction.
The inequality (1 \ +) _ 2  2 is in fact strong as otherwise we would have
1 \ +  2 and consequently 1 \ +  1 \ 2  , a contradiction with (15). This
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strong inequality gives (1 \ +) _ 2  +2 = +1  1. Now 1 = 1 \ ((1 \ +) _
2) = (1 \ +) _ (1 \ 2)  (1 \ +) _   +:
By symmetry we get
i  +: (16)
Finally 1 6= 2 gives i  1 _ 2  +, which contradicts (13).
4. Polynomially rich congruence permutable varieties
In this section we give a characterization of polynomially rich congruence permutable
varieties.
Theorem 24. Let A be a nite algebra that has a Mal’cev polynomial. Then H(A)
is polynomially rich i every subdirectly irreducible algebra D 2 H(A) satises the
following two conditions:
(SC1) centralizer of the monolith of D is not bigger then the monolith itself;
(GFp) if the monolith  of D is Abelian then the (0; )-minimal sets are polynomially
equivalent to one-dimensional vector spaces over a eld GF(p) for some prime
number p.
Proof. The necessity of (SC1) and (GFp) has been proved in Section 2.
Assume that the converse does not hold and let A be a smallest, with respect to
cardinality, counterexample. Thus A satises (SC1) and has a Mal’cev polynomial
which we denote by d.
Let J (A) denote the set of all join irreducible congruences of A. If  2 J (A) then
it has a unique subcover in Con(A) which will be denoted by −. We introduce an
equivalence relation  on J (A) by putting
   i the intervals I [−; ] and I [−; ] are projective:
We immediately get:
If    then typ(−; ) = typ(−; ); MA(−; ) =MA(−; )
and (− : ) = (− :): (17)
We will also need the following description of centralizers.
If  2 J (A) is not Abelian over − then (− : ) is the relative
pseudocomplement of  over − and == fg; (18)
If  2 J (A) is Abelian over − and  is a maximal congruence
of A that lies over − but not over  then (− : ) covers : (19)
Proof. Let  be a maximal congruence of A that lies over − but not over . Then
the interval I [−; ] projects up to I [; _ ]. Consequently (− : ) = ( : (_ )). But
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A= is subdirectly irreducible and  _ = is its monolith. Thus, the (SC1) condition
gives that (− : ) 2 f;  _ g. Moreover, since
 is Abelian over − i  _  is Abelian over 
we immediately get
(− : ) =

 if  is non Abelian over −;
 _  if  is Abelian over −:
Since  _  covers  this proves (19).
This also gives that if  is not Abelian over − then any maximal congruence that
lies over − but not over  is equal to the centralizer (− : ) and therefore is the
largest congruence over − that does not lie over . Thus we are done with the rst
part of (18).
Now, let  be non Abelian over − and   . Then, by (17),  is not Abelian over
−. Now, assuming that    we get  ^   −, so that   (− :) = (− : ).
This gives [; ]  −, a contradiction. Consequently   . The converse inequality
follows by symmetry.
The following facts allow us to introduce a partial order on -equivalence classes.
The congruences in one  -equivalence class are incomparable: (20)
If ; ;  2 J (A) are such that   < then <: (21)
Proof. Assume rst that    and >. Together with (18) this gives that  is
Abelian over −. Thus   (− : )=(− :), i.e., [; ]  −. But Corollary 18 gives
[; ] = , a contradiction.
To see (21) assume that   < and   . Then Corollary 18 yields [; ] =
 ^   −. Consequently   (− : ) = (− :), i.e., [; ]  −: On the other hand
Corollary 18 gives [; ] =  ^  = , a contradiction.
With the help of (20) and (21) the reader will nd no diculties in checking that
the binary relation dened for ;	 2 J (A)= by the formula
  	 i  = 	 or 9’ 2  9 2 	 ’< ;
is a partial ordering on J (A)=.
For the rest of the proof pick an atom  in Con(A) such that the equivalence class
= is minimal in J (A)=. Observe that minimality of = guarantees that all of its
elements are atoms in Con(A). Put  to be the join of all congruences in = and ’
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to be the centralizer (0 : ) = (0 : ). Then we have
[ ; ] = [; ]; (22)
if    2 J (A) then   ; (23)
the interval I [0; ] is a simple complemented modular lattice: (24)
Proof. All of (22){(24) are obvious if  is non-Abelian, as by (18),  = . Thus
assume that  is Abelian. By minimality of = we know that every    is an
atom in Con(A) and the intervals I [0; ] and I [0; ] are projective. Consequently  is
Abelian. Now (C1) gives that the join  is Abelian, as required in (22).
From Proposition 16 we know that 0 = [ ; ] is the intersection of all dual atoms in
I [0; ] so that this interval is a complemented modular lattice.
Thus, if    is join irreducible then it is an atom in Con(A). Let 0 be a
complement of  in the interval I [0; ]. Then 0<  and consequently there is 0  
with 0  0. But then I [0; 0] projects up to I [0; ] and then down to I [0; ], which
gives    and proves (23).
Finally, to prove the simplicity of the lattice I [0; ] it suces to show that all of its
atoms are projective in I [0; ].
Let  and  be atoms below . We will write    if the intervals I [0; ] and
I [0; ] are projective in the lattice I [0; ].
Any two atoms ;  below  are projective in Con(A) which means that there is a
chain
I [0; ] % I [1; 1] & I [01; 01] % I [2; 2] & : : :% I [n; n] & I [0; ] (*)
with i’s and i’s from Con(A). We dene a distance d(; ) to be the smallest number
n in all possible chains of the above form (i.e., the smallest number of up-arrows in
such chains). By induction on d(; ) we will show that   . Suppose that d(; )=1,
i.e., I [0; ] % I [1; 1] & I [0; ]. Then, using modularity, one easily checks that also
I [0; ] % I [1 \ ; 1 \ ] & I [0; ]. Since both 1 \  and 1 \  are below  we are
done.
Now, given a chain () we pick a minimal congruence  that is below 01 but not




1] projects down to
I [−; ]. In particular    so that   . From minimality of = in J (A)= we
then know that  is an atom. Thus   . Moreover we have I [−; ] % I [2; 2] so
that d(; )<d(; ). The induction hypothesis gives   . Consequently   , as
required.
We want to point out that in the last paragraph of the above proof the (SC1)
assumption was used. In general, projectivity of the two atoms ;  in a big mod-
ular lattice cannot be transferred to the interval I [0;  _ ] as the following
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picture shows:
From (24) we know that the quotient (0; ) is tame and therefore
MA(0; ) =MA(0; ): (25)
Moreover we have
Every (0; )-minimal set contains only one (0; )-trace: (26)
Proof. We may assume that  is Abelian as otherwise the claim is obvious. Let U be
a (0; )-minimal set and p be a unary idempotent polynomial of A with the range U .
Assuming that U has at least two (0; )-traces we can nd a minimal congruence  of
A such that jU  . By Lemma 2:3 of [7], we know that the restriction to U preserves
joins of congruences. This gives that  is join irreducible. Pick (0; b) 2 jU − . Then
obviously  = A(0; b). Also for an element a 6= 0 of U that lies in the (0; )-trace
containing 0 we have  = A(0; a). Finally dene  = A(0; c), where c = pd(a; 0; b).
Then we have
a = pd(a; 0; 0)
 pd(a; 0; b) = c  0;
b = pd(0; 0; b)
 pd(a; 0; b) = c  0;
a = pd(a; 0; b)
_ pd(0; 0; 0) = 0
and consequently
 _  =  _  =  _ : (26a)
[; ] = 0: (26b)
Suppose otherwise. Then there is 0 2 = such that [; 0] 6= 0. Without loss of
generality (or by changing notation) we may assume that 0 = , which means that
[A(0; b); A(0; a)] 6= 0. Therefore there is a binary polynomial s(x; y) with s(0; 0) =
s(0; a) and s(b; 0) 6= s(b; a). Since (s(b; 0); s(b; a)) 2  then we can additionally arrange
that rg(s)U .
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Now the unary polynomial s(b; x) does not collapse  to 0, so it is a permutation
of U . But then Lemma 4:34 of [7] gives that also s(0; x) should be a permutation of
U , which contradicts s(0; 0) = s(0; a).
* : (26c)
Suppose to the contrary that  . Pick  to be a maximal congruence of A with
 * . Then  _  covers , and by (19) we get that  _  = ’. This together with
(26b) gives  −    _ . But then f ^ ; −; ; ;  _ g form a pentagon in
Con(A), contradicting modularity.
 ^  = 0: (26d)
Otherwise we have   and we can nd a unary polynomial f of A with the range
contained in U that maps (0; c) to (0; a). Now if f is not a permutation of U then it
collapse  to 0. However (b; c) = (pd(0; 0; b); pd(a; 0; b)) 2  so that f(b) = f(c) = a.
Consequently (0; a) = (f(0); f(b)) 2 , i.e.,  , a contradiction to (26c).
If however f is a permutation of U then after iterating f, we can map (0; a) back
to (0; c) to get  =  and consequently  . The last inclusion, however, contradicts
our choice of .
Finally from (26a) and (26d) we get that I [0; ] projects up to I [;  _ ] and then
down to I [^; ], which together with  2 J (A) gives    and consequently  ,
once more contradicting our choice of .
For any congruence  of A we have ’ or  : (27)
Proof. Suppose that  * . Then there is  2 = with  * . However  is an
atom so that [; ]  ^  = 0 and therefore (0 :) = ’.
Let U be a (0; )-minimal set and 0 2 U: Then for every d 2 A
there is a binary polynomial sd(x; y) of A with the range
contained in U and such that
(28)
 sd(x; 0) = 0 for all x 2 A,
 sd(x; u) = u for all x 2 d=’ and u 2 U ,
 sd(x; u) = 0 for all x 62 d=’ and u 2 U .
Proof. Let q be an indempotent polynomial of A such that U = q(A). Fix d 2 A. Pick
any element 1 2 U − f0g. Since AjU is polynomially equivalent to a vector space
the principal congruence AjU (0; 1) is an atom in Con(AjU ). This easily gives that
also A(0; 1) is an atom in Con(A). In particular 0 6= A(0; 1)  and therefore
(0 :A(0; 1))=’. Consequently, for any a 2 A−d=’ we have [A(a; d); A(0; 1)] 6=
0. Thus there is a binary polynomial tad(x; y) of A such that
tad(a; 0) = tad(a; 1); tad(d; 0) 6= tad(d; 1):
Since (tad(d; 0); tad(d; 1)) 2  − 0 then we can additionally assume that the range
of tad is contained in U , or replace tad(x; y) by q(f(tad(x; y))), where f 2 Pol(A)
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is such that f(tad(d; 0)) = 0 and f(tad(d; 1)) = 1. Such polynomial f exists as 0 6=
A(tad(d; 0); tad(d; 1))A(0; 1)  0 gives (0; 1) 2 A(tad(d; 0); tad(d; 1)).
Since U has exactly one (0; )-trace then AjU is polynomially equivalent either
to a Boolean algebra or to a vector space over a nite eld. In both cases we have
polynomials +;− of A that turn (U;+;−; 0) into an Abelian group. Replacing tad(x; y)
by tad(x; y)− tad(x; 0) we may additionally arrange that tad(x; 0) = 0 for all x 2 A.
For every x 2 A the mapping
U 3 u 7! tad(x; u) 2 U
is either constant or a permutation of U . Thus, iterating in the second variable, we
may assume that every such a mapping is either constant or the identity on U .
Up to now we constructed a family ftad: a 62 d=’g of binary polynomials of A such
that
tad(a; u) = 0 for all u 2 U;
tad(d; u) = u for all u 2 U;
tad(x; 0) = 0 for all x 2 A:
Using [’; ] = 0 and U  0=  the rst two of the above properties of the tad’s can be
strengthened to
tad(x; u) = 0 for all x 2 a=’ and u 2 U;
tad(x; u) = u for all x 2 d=’ and u 2 U:
Now, if A− d=’ = fa1; : : : ; amg then the polynomial
sd(x; y) = ta1d(x; ta2d(x; : : : tamd(x; y) : : :))
witnesses (28).
Now our proof splits into two cases depending on whether  is Abelian or not. First
we will consider the case of non-Abelian , where the proof is simpler and its idea is
more transparent.
Non-Abelian case: We start with the following important claim.
Any mapping f :As ! A that preserves the congruence ’ and
has the range contained in some (0; )-minimal set
is a polynomial of A:
(29)
Proof. Let U =f0; 1g be a (0; )-minimal set and assume that the mapping f :As ! U
preserves ’. Assume moreover that 0< 1 in the Boolean algebra AjU=(f0; 1g;^;_;@).
By a block we mean any subset B of As of the form B = B1      Bs where
B1; : : : ; Bs 2 A=’. Since ’jU  0 and f preserves ’ then f is constant on every block.
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Thus it suces to show that for every block B=B1  Bs the mapping wB =(1jB[
0jAs−B) is a polynomial of A. Using (28) we nd polynomials si(x; y) such that for
every u 2 U we have
si(x; u) =

u if x 2 Bi;
0 otherwise:
Now the reader will nd no diculties in checking that the polynomial
s1(x1; s2(x2; : : : ss(xs; 1) : : :))
represents the mapping wB(x1; : : : ; xs).
In particular we have
For every (0; )-minimal set U = f0; 1g there is a unary idempotent




1 if x 2 1=’;
0 if x 62 1=’:
In the following, if U = f0; 1g 2 MA(0; ) then any unary polynomial p of A that
satises (30) is to be called a killer, or more precisely an (U; 1)-killer. For any such
a killer p we dene
p(x) = d(x; p(x); 0):
Observe that p(U ) = f0g i.e., p ‘kills’ the minimal set U .
If U = f0; 1g 2MA(0; ) and p is a (U; 1)-killer then for all x 2 A we have
 p(x)  x;
 x = d(p(x); 0; p(x));
 p(p(x)) = 0;
 p(p(x)) = p(x):
(31)
Proof. Since p(x)
 0 then the rst claim is obvious.
For x 62 1=’ we have p(x) = 0 and p(x) = x. Thus d(p(x); 0; p(x)) = x. Moreover
p(p(x)) = p(x) = 0 and p(p(x)) = p(x), as required.
On the other hand, if x 2 1=’ then d(p(x); 0; p(x)) = d(1; 0; d(x; 1; 0)) is congruent
modulo  to x, and modulo ’ to 1. But 1
’ x so that we have (x; d(p(x); 0; p(x))) 2
 \ ’ = 0, and the second part of (31) is proved.
Moreover p(x) = d(x; 1; 0))
’ d(1; 1; 0) = 0 which together with (0; 1) 62 ’ gives
p(p(x)) = 0 and consequently p(p(x)) = p(x), as required.
By a survivor (or -survivor) we mean a pair (E; e) such that
 e is a unary idempotent polynomial of A,
 e(x)  x for every x 2 A,
 E = e(A),
 jE * 0.
Thus a survivor is a set that still contains a (0; )-minimal set.
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A survivor (E; e) is said to be smaller then (E0; e0) if E is a proper subset of E0.
Thus A together with the identity map is the largest survivor.
If (E; e) is an -survivor; U = f0; 1g is a (0; )-minimal set
contained in E and p is a (U; 1)-killer then either (rg(pe); pe)
is a smaller -survivor; or jrg(pe) 0:
(32)
Proof. First note that
e(p(e(x))) = p(e(x)):
Indeed, if e(x) 62 1=’ then both sides are equal to e(x). If, however, e(x) 2 1=’ then
p(e(X ))
’ p(1)=0 and consequently e(p(e(x))) ’ e(0)=0 ’ p(e(x)). This together
with e(p(e(x)))
 p(e(x)) gives the required equality.
Applying p to the both sides of the displayed formula and using idempotency of p,
proved in (31), we get that pe is the idempotent polynomial. Moreover p(e(x))
 x.
The displayed formula gives also that rg(pe) rg(e) = E. However this inclusion
is proper, as 1 2 E and pe(1) = 0. This allows us to nish the proof of (32).
Now we will establish similar claims in an Abelian case. After that we will conclude
the proof of the Theorem treating both cases jointly.
Abelian case
There is the largest congruence  of A with  \  = 0: (33)
Proof. Pick any (0; )-minimal set U . Since the restriction map
Con(A) 3  7! jU 2 Con(AjU )
is a surjective lattice homomorphism then there is the largest congruence  of A
with jU = 0jU . Now, assuming that (a; b) 2  − 0 we can nd a unary polynomial
f of A with (f(a); f(b)) 2 jU − 0. Thus, if additionally (a; b) 2  then we have
(f(a); f(b)) 2 jU − 0, a contradiction.
Now let  \  = 0. Since U is contained in a single -coset then jU = 0 implying
 .
With the help of the condition (SC1) we will show that
’ =  _ : (34)
Proof. Obviously  _ ’, as both  and  centralize .
Moreover 0 = [’; ] = ([’; ’]^ )_ (’^ [ ; ]) = [’; ’]^  which gives [’; ’] .
Considering A= and applying Proposition 16 to ’= we get that the interval I [; ’]
is a complemented modular lattice. Let  be the complement of _  in this interval.
Then we have  =  \ (  _ ) and therefore 0 =  \  =  \  \ (  _ ) =  \ .
By the denition of  this gives  . Consequently ’ = (  _ ) _  =  _ , and
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we are done.
If U 2MA(0; ) then AjU is polynomially equivalent to a vector
space over GF(p) for some prime number p: Consequently AjU
is polynomially rich:
(35)
Proof. Since, by (26), U consists of a single (0; )-trace then AjU is polynomially
equivalent to a vector space over a nite eld GF(pk) with p being a prime number.
Thus we have only to show that k = 1.
We know that U is also (0; )-minimal. Let N be a (0; )-trace contained in U and
containing the zero element 0 of the vector space AjU . Since AjN is a one-dimensional
subspace of AjU then it suces to show that it has exactly p elements. But this
can be easily established by taking a maximal congruence  that is not over  and
considering the subdirectly irreducible algebra A= with the monolith =_=. Then
U=(jU ) is (0; )-minimal subset of A=, so that applying the condition (GFp) we get
p = jU=(jU )j= jN j and we are done.
For every (0; )-minimal set U and 0 2 U there is a unary idempotent
polynomial p of A such that rg(p) = U and p(x) = 0 for
all x 62 0=’:
(36)
Proof. Let q be any idempotent polynomial of A with the range U . One can easily
see that the map p :A! U dened by
p(x) =

q(x) if x 2 0=’;
0 otherwise;
is a polynomial of A, as p(x) = s0(x; q(x)), where s0(x; y) is a polynomial witnessing
(28) for d = 0.
Like in the non-Abelian case, if U 2MA(0; ) and 0 2 U then any unary polynomial
p of A that satises (36) is to be called a killer, or more precisely a (U; 0)-killer. For
any such a killer p we dene
p(x) = d(x; p(x); 0)
and observe that p ‘kills’ the minimal set U , i.e., p(U ) = f0g.
If U 2MA(0; ) and p is a (U; 0)-killer then for all x 2 A we
have
(37)
 p(x)  x;
 x = d(p(x); 0; p(x));
 p(p(x)) = 0;
 p(p(x)) = p(x).
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Proof. Once more, since p(x)
 0 then the rst item of (37) is obvious. Moreover the
last item follows from the third one, as we have p(p(x)) = d(p(x); p(p(x)); 0) =
d(p(x); 0; 0) = p(x).
To see the rest rst assume that x 2 0=’. The conditions [’; ]=0 and ’ together
with p(x)
’ x  x; p(x) ’ p(x)  0; x ’ p(x)  0 give that
d(p(x); 0; p(x)) = d(d(p(x); x; x); d(p(x); p(x); 0); d(x; p(x); 0))
= d(d(p(x); p(x); x); d(x; p(x); p(x)); d(x; 0; 0))
= d(x; x; x) = x:
Analogously, in this case, x
’ p(x)  0 gives p(p(x))=p(d(x; p(x); 0)=d(p(x); p(p(x));
p(0)) = d(p(x)); p(x); 0) = 0.
Now let x 62 0=’. Then we have p(x) = 0 and consequently p(x) = d(x; p(x); 0) = x,
so that we get p(p(x)) = p(x) = 0 and d(p(x); 0; p(x)) = d(0; 0; x) = x.
In the Abelian case the notion of an -survivor is more subtle. Before giving the
denition we remind that for a subset V of A the symbol Pol(A(V )) denotes the set
of all unary polynomials with the range contained in V .
Now, by an -survivor we mean a pair (E; e) such that
 e is a unary idempotent polynomial of A,
 e(x)  x for every x 2 A,
 E = e(A),
 jE * 0,
 for every b 2 E and for every (0; )-minimal set V with Pol(A(V )) = fq1; : : : ; qng
there is an n-ary polynomial hb of A such that
d(x; e(x); b) = hb(q1(x); : : : ; qn(x))
holds for all x 2 b=’.
Putting hb( x) = b we get that A together with the identity term constitutes the largest
-survivor.
As in the non-Abelian case we have
If (E; e) is an -survivor; U is a (0; )-minimal set contained
in E and 0 2 U then there is a (U; 0)-killer p for which either
(rg(pe); pe) is a smaller -survivor; or jrg(pe) 0:
(38)
Proof. Let p be any (U; 0)-killer. Since ’ and e(x)  x then pe is also a (U; 0)-killer.
Thus we may additionally assume that our killer p satises p= pe. Then we can show
that
pe= ep:
Indeed, if x 62 0=’ then e(x) 62 0=’, and consequently e(p(x))=e(x)=p(e(x)). For x 2
0=’ we have x
’ p(x)  0 so that on this triple the polynomial d commutes with e and
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therefore p(e(x))=d(e(x); p(e(x)); 0)=d(e(x); e(p(x)); e(0))=ed(x; p(x); 0)=e(p(x)),
as required.
Now, the displayed formula, together with (37), gives that the polynomial pe is
idempotent and has its range contained in E. Since p(U )=f0g then rg(pe) is properly
contained in E. As pe obviously satises the second condition for -survivors we can
nish the proof by showing that it satises the last one as well.
To do this we rst show that for x
’ b 2 rg(pe) we have
d(x; pe(x); b) = d(p(x); 0; pd(x; e(x); b)):
In view of the second item in (37) it suces to show that p(d(x; pe(x); b))=p(x) and
p(d(x; pe(x); b)) =pd(x; e(x); b). However x
 p(x) ’ b, so that d commutes on this
triple with both p and p. Thus moving p, or p, in the scope of d, using the last two
items of (37) and remembering that b = p(b) we get the required equalities.
To conclude the proof take V 2 MA(0; ) and let f be a unary polynomial that
establishes the polynomial equivalence of U and V . In particular there is a polynomial
g such that gfjU is the identity on U . Obviously there is r 2 Pol(A(V )) for which
fp= r. Consequently p(x)=g(r(x)). Hence and since (E; e) is an -survivor then in the
right-hand side of the last display we see that both p(x) and pd(x; e(x); b) polynomially
depends only on the set fq(x): q 2 Pol(A(V ))g which was to be shown.
Now we are ready to show
Any A-admissible mapping f :As ! A that has the range
contained in some (0; )-minimal set is a polynomial of A:
(39)
Proof. Let (E; e) be a minimal -survivor and U be a (0; )-minimal set contained in
E. By minimality of (E; e) we get jrg(pe) 0, and therefore (34) gives ’jrg(pe) =
(  _ )jrg(pe) = jrg(pe) _ jrg(pe) .
Since all (0; )-minimal sets are polynomially equivalent then we may additionally
assume that the range of f is contained in U .
We will partially follow the proof of (29). As in that proof we dene a block to be
any subset of As of the form B = B1      Bs with B1; : : : ; Bs 2 A=’. The main part
of this proof is devoted to showing that for every such a block B the mapping
wB = fjB [ 0jAs−B
can be represented by a polynomial wB of A. When we are done with that we can
nish the proof by observing that then f is represented by the polynomialX
B2B
wB;
where B is the family of all blocks and the summation is taken in the algebra AjU
which is (polynomially equivalent to) a vector space.
Fix a block B=B1  Bs. Since for x 2 Bi we have pe(x) 2 Bi then Bi\rg(pe)
is nonempty. For every i=1; : : : ; s pick an element bi in the corresponding intersection.
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Let Pol(A(U )) = fq1; : : : ; qng. Since (E; e) is an -survivor then, like in the proof
of (38), for every i we can construct an n-ary polynomial hi of A such that
d(x; pe(x); bi) = hi(q1(x); : : : ; qn(x))
holds for every x 2 Bi = bi=’. Dene the n  s-ary function f^B :Ans ! U by putting
f^B(y
1
1 ; : : : ; y
1
n; : : : ; y
s




1 ; : : : ; y
1
n); : : : ; hs(y
s
1; : : : ; y
s
n)):
Obviously f^B is A-admissible and therefore f^BjU is AjU -admissible as well. By (35)
AjU is polynomially rich and therefore f^BjU can be represented by a polynomial of
AjU . This means that there is a polynomial g of A with the range contained in U and
such that gjU = f^BjU .
Now, using (28), we pick binary polynomials si satisfying
si(x; u) =

u if x 2 Bi;
0 otherwise;
for all u 2 U . Moreover we dene
g0(x1; : : : ; xs) = g(q1(x1); : : : ; qn(x1); : : : ; q1(xs); : : : ; qn(xs))
and
w(x1; : : : ; xs) = s1(x1; s2(x2; : : : ss(xs; g0(x1; : : : ; xs)) : : :)):
From rg(g0)U and the properties of the si’s it easily follows that w( a) = 0 when-
ever a 2 As − B.
On the other hand, if a = (a1; : : : ; as) 2 B then w( a) = g0( a). However, since all of
the qi(aj)’s belong to U
g0( a) = g(q1(a1); : : : ; qn(a1); : : : ; q1(as); : : : ; qn(as))
= f^B(q1(a1); : : : ; qn(a1); : : : ; q1(as); : : : ; qn(as))
= f(h1(q1(a1); : : : ; qn(a1)); : : : ; hs(q1(as); : : : ; qn(as)))
= f(d(a1; pe(a1); b1); : : : ; d(as; pe(as); bs)):
By our choice of the bi’s and the ai’s we have (pe(ai); bi) 2 ’jrg(pe) , so that
the last line in the last display is congruent modulo  to f( a). This together with
rg(f); rg(w)U and jU  0 gives w( a) = f(a).
Thus we have proved that the mapping wB is represented by the polynomial w which
allows us to nish the proof of (39).
Both cases: Now we are ready to conclude our proof. At the very beginning we
assumed that A has an A-admissible mapping that is not a polynomial of A. Let (E; e)
be a minimal survivor among those containing the range of an A-admissible mapping
that is not a polynomial of A. (We can nd such a survivor since A itself is a survivor.)
Let f :As ! E be such a mapping. Pick a (0; )-minimal set U contained in E and
let p be an appropriate killer. By (31) or (37) together with rg(f)E we know that
f( x) = ef( x) = d(pef( x); 0; pef( x))
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for all x 2 As. Next we will argue that both pef and pef are polynomials of A. This
together with the above display would give a contradiction.
The mapping pef is A-admissible and has the range contained in the (0; )-minimal
set U . Thus, using (29) or (39) we can represent it by a polynomial of A.
On the other hand (32) or (38) gives that either (rg(pe); pe) is a survivor smaller
than (E; e), or jrg(pe) 0. Put g = pef and observe that in the rst case our min-
iminality condition yields that the A-admissible mapping g is a polynomial of A.
In the second case we rst note that the mapping
g=  : (A= )s 3 (x1= ; : : : ; xs= ) 7! g(x1; : : : ; xs)=  2 A= 
is well dened and A= -admissible. Since A=  is smaller then A then g=  is its poly-
nomial. This means that there is an (s + k)-ary term t( x; y) and c 2 Ak such that
g( x)
 t( x; c)
holds for all x 2 As. Since rg(g) is contained in the range of the idempotent polynomial
pe and jrg(pe) 0 then applying polynomial pe to the last display we get the
following representation
g( x) = p(e(t( x; c)))
of g by a polynomial of A. This nishes the proof.
Corollary 25. A congruence permutable variety V is polynomially rich i every nite
subdirectly irreducible algebra from V satises (SC1) and (GFp).
5. Conclusions and open problems
In Corollary 25 we answered the following question in a congruence permutable
setting.
Problem 26. Characterize (locally nite) polynomially rich varieties.
In Theorem 10 we have shown that polynomially rich varieties are congruence mod-
ular. However Problem 26 is open even for congruence distributive varieties. By Theo-
rem 8:6 of [7] we know that typfVgf3; 4g wheneverV is a locally nite congruence
distributive variety. In congruence distributive varieties both (SC1) and (GFp) are triv-
ially fullled. However, as we will see below, there are nitely generated congruence
distributive varieties that are not polynomially rich.
If V is a locally nite variety with typfVgf3g then V is polynomially rich i
every nite algebra from V is ane complete. We call such varieties nitely ane
complete. The proof of Corollary 11 shows that they are congruence distributive. Actu-
ally one can easily modify Kaarli’s proof from [12] to get that each locally nite nitely
ane complete variety V has a near unanimity term, i.e., that there is k  3 and a
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k-ary term t such that V satises all identities of the form t(x; : : : ; x; y; x; : : : ; x) = x,
with y occurring at an arbitrary position.
A special case of Corollary 25, namely that every arithmetical variety is nitely ane
complete (and therefore polynomially rich) was shown by Pixley [18]. Unfortunately
there are nitely generated (nitely) ane complete varietiesV that are not congruence
permutable (but obviously with typfVg = f3g). The rst such example has been
constructed by Kaarli and Pixley in [14]. This motivates us to pose the following
special case of Problem 26:
Problem 27. Characterize (locally nite or nitely generated) nitely ane complete
varieties.
Our investigation of polynomial richness has been motivated by a desire to count
Mal’cev polynomial clones on nite sets. The number of such clones is nite i the set
has at most 3 elements (see [9]). In [2] it has been shown that there are only countably
many Mal’cev polynomial clones on a 4 element set. This has been done by showing
that for each lattice L of permuting equivalence relation on the set 4= f0; 1; 2; 3g and
each possible labeling  of prime quotients in L there are only at most countably
many Mal’cev polynomial clones on 4 that give rise to an algebra with (L; ) being
its labeled congruence lattice. This method of counting (Mal’cev) polynomial clones
works perfectly well for small sets. In particular on a 3 element set each Mal’cev
polynomial clone has been shown to be polynomially rich. However, on bigger sets
we need more invariants to characterize the clone. One of them can be commutator of
congruences. Another one is an extended labeling.
Problem 28. Characterize (locally nite) weakly polynomially rich varieties.
Note here that such varieties need not be congruence modular. The variety of sets
shows this. Actually this example together with the fact that the family of all nite
partition lattices satises no nontrivial lattice identity gives the following lemma.
Lemma 29. There is no nontrivial lattice identity that holds in congruence lattices of
all algebras from varieties that are described in Problem 28.
On the other hand in Section 2 we have shown the following lemma.
Lemma 30. Suppose V is a locally nite weakly polynomially rich variety. Then
5 62 typfVg and minimal sets of type 2; 3 or 4 have no tails. Moreover; if  is
the monolith of a nite subdirectly irreducible algebra in V then (0; )-minimal set
consist of a single trace and (0 : ) .
However, if we restrict Problem 28 to congruence permutable varieties then from
the proofs in this paper we can easily extract the following theorem.
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Theorem 31. A congruence permutable variety V is weakly polynomially rich if and
only if every nite subdirectly irreducible algebra from V satises condition (SC1).
Proof. All we need to show is that (SC1) is a sucient condition. To see this we
repeat the proof of Theorem 24. Since in this proof the only use of (GFp) was done
in (35), then the only change we have to make now is to replace (35) by
If U 2MA(0; ) then AjU is polynomially equivalent to a vector space over a
nite eld: Consequently each function f : (AjU )s ! AjU that preserves
congruences and extended labels of AjU is a polynomial of AjU :
(350)
To see (350) note that by (26), U consists of a single (0; )-trace. Thus AjU is poly-
nomially equivalent to a vector space over a nite eld.
Another natural invariant that is preserved by polynomials of an algebra A is the
commutator of congruences, or the ternary centrality relation on the congruence lattice
of A.
For a nite algebra A call a mapping f : As ! A strongly A-admissible if
 Con(A+ f) = Con(A),
 for every prime quotient    in Con(A)
exttypA+f(; ) = exttypA(; );
 for ; ;  2 Con(A) we have
CA+f(; ; ) i CA(; ; );
where CA(; ; ) says that  centralizes  modulo  in the algebra A.
The following problem is open even for congruence permutable varieties.
Problem 32. Characterize (locally nite) varieties V such that in each nite A 2V
every strongly A-admissible mapping is a polynomial of A.
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