In this paper, we consider the well known Morley nonconforming element approximation of a nonlinear biharmonic equation which is related to the well-known two-dimensional Navier-Stokes equations. Firstly, optimal energy and H 1 -norm estimates are obtained. Secondly, a two-level additive Schwarz method is presented for the discrete nonlinear algebraic system. It is shown that if the Reynolds number is sufficiently small, the two-level Schwarz method is optimal, i.e. the convergence rate of the Schwarz method is independent of the mesh size and the number of subdomains.
Introduction
Schwarz-type overlapping domain decomposition methods have been studied extensively for linear PDEs, see e.g. Chan & Mathew (1994) , Quarteroni & Valli (1999) , Smith et al. (1996) and Le Tallec (1994) and references therein. But the literature for nonlinear problems is rather sparse. In this direction, Lions (1988) first studied the classical Schwarz alternating method for a class of nonlinear monotone elliptic problems. Besides this renowned work, see also Cai & Dryja (1994) , Cai & Keyes (2002) , Dryja & Hackbusch (1997) , Lui (2000 Lui ( , 2001 Lui ( , 2002 , Tai & Espedal (1998) and Tai & Xu (2002) . In general, there are two approaches for a domain decomposition method to solve nonlinear problems. The first approach is to locally linearize the nonlinear equation and then to solve the resulting linear problem at each iteration by a domain decomposition method. This is usually called the Newton-Krylov-Schwarz method: see Cai & Dryja (1994) and Cai et al. (1997) , for instance. The second approach is to apply domain decomposition, such as a Schwarz alternating method, directly on the nonlinear problem (Cai & Keyes, 2002; Lui, 2001 Lui, , 2000 Lui, , 2002 Tai & Espedal, 1998; Tai & Xu, 2002) .
Schwarz-type domain decomposition methods for biharmonic equations have also received some attention in recent years. See Brenner (1995 Brenner ( , 1996a , Feng & Rahman (2002) , Zhang (1996) and Oswald (1995) for details. Recently, we considered a two-level additive Schwarz method for the conforming finite-element approximation of a nonlinear biharmonic equation which is related to the well-known two-dimensional Navier-Stokes equation. But it is known that for the biharmonic problem the simplest finite element is the Morley nonconforming element. In this paper, we will extend the results in Xu & Lui (2003) to the well-known nonconforming finite element. Optimal energy and H 1 -norm estimates are obtained. Meanwhile, a two-level Schwarz method is presented for the discrete nonlinear algebraic system. In this case, we adopt the first approach mentioned in the above paragraph to deal with nonlinear problems, that is, to locally linearize the nonlinear equation and then to solve the resulting linear problem at each iteration by a domain decomposition method. It is shown that the two-level Schwarz method is optimal for sufficiently small Reynolds numbers.
This paper is organized as follows. Section 2 describes our model problem. Section 3 gives some preliminary lemmas for the Morley element space. Some error estimates are obtained in Section 4. This is followed by a two-level Schwarz method for the nonlinear biharmonic equation in Section 5. An optimal convergence rate for a two-level Schwarz method is also given in this section. In the final section, some numerical results which corroborate our theory are given.
Model problem
We consider the following nonlinear biharmonic equation:
where Ω is a convex polygonal domain in R 2 , n = (n 1 , n 2 ) denotes the unit outward normal vector along the boundary ∂Ω , and
Let H r (Ω ) denote the standard Sobolev space of order r 0 with respect to the domain Ω , equipped with the standard norm · r . Define the subspace
Let | · | r be the seminorm over the Sobolev space H r (Ω )· It is known that | · | 2 is a norm over the space H 2 0 (Ω ) and (see Ciarlet, 1978 for details)
The variational form of (2.1) is to find u ∈ H 2 0 (Ω ) such that
where f is a function in L 2 (Ω ), and
By the Sobolev embedding theorem, we know that
Here · L 4 is the norm over the space L 4 (Ω )· In this paper C with or without subscript denotes a positive constant. It is known (Blum & Rannacher, 1980; Girault & Raviart, 1986 ) that (2.2) has a unique solution u ∈ H 2 0 (Ω ) which satisfies
under the assumption
The Morley nonconforming element
Let P k denote the space of all polynomials of degree k and Γ h be a quasi-uniform and regular triangulation (see Ciarlet, 1978 for details) of Ω . The Morley element space V h is defined as
where | · | t,K and · t,K are the usual semi-norm and norm in the Sobolev space From Ciarlet (1978) , we know that |·| 2,h is a norm over the space V h . Moreover, we define a discrete inner-product (·,
We now introduce a preliminary lemma which will be used later.
LEMMA 3.1 For any v ∈ V h , we have
where
Proof. Please see the proof in the appendix of this paper.
The finite-element problem corresponding to (2.2) is to find u h ∈ V h such that
and
Here 0 < σ < 0·5. Because the method is nonconforming, the term including σ must be added such that a h is a coercive bilinear form. It is known that (Ciarlet, 1978) a h (v, v) 
THEOREM 3.1 Problem (3.1) has a unique solution if condition
Proof. We use Schaefer's fixed-point theorem (Evans, 1998) to prove Theorem 3.1. It is easy to check that there exists an operator
On the other hand,
So we know that there exists an operator
Furthermore, T h is compact since V h is finite-dimensional, and it is easy to check that T h is continuous. Problem (3.1) can be expressed as
Then (3.2) can be written as
According to Schaefer's fixed-point theorem, (3.3) holds if we can show that the solutions of the following equation with parameter t (0 t 1)
are bounded in V h . In fact, based on (3.4), we have
It is easy to check that
So by Lemma 3.1, we have
Finally, we get 5) which ensures that (3.1) has at least one solution.
We now prove that the solution of (3.1) is unique. Let u h , u h be two solutions of (3.1), that is
Subtracting (3.7) from (3.6), we have
It is not difficult to check that
Similarly,
Finally, using the a priori estimate (3.5), we have
which implies the uniqueness of the solution if the condition
Error estimates
First, we shall prove the following energy estimate.
and u h ∈ V h be the solutions of (2.2), (3.1), respectively. Then if
we have
(C 2 will be defined later).
(Ω ) and v h ∈ V h , using Green's formula, we get (Ciarlet, 1978; Shi, 1986) 
Here τ denotes the unit tangent vector on
We have (Ciarlet, 1978) 1
Based on the above two equalities, we have
For the term I 1 , we have (Shi, 1986 )
where we have used the following linear interpolation estimates (Ciarlet, 1978) :
Finally, we get
Let e h = u − u h , and v h = φ h − u h in the above inequality, we have
For the last two terms in the above inequality,
Then combining the two inequalities above, we get
Let Π h be the interpolation operator of the Morley element space. We have
where we have used the following interpolation estimates:
Taking φ h = Π h u in (4.2), and using (4.4), (4.5), we have
Then by (3.5), (4.4) and (4.5), we get
So we have
By a simple calculation, we get
which implies Theorem 4.1.
In the following, using an Aubin-Nitsche trick, we shall present an optimal H 1 -norm estimate. First, we construct the following auxiliary equation:
For the above auxiliary problem, we have the following result (see Xu & Lui, 2003 for details).
LEMMA 4.1 Suppose (4.1) holds. Then (4.6) has a unique solution ψ. Moreover, the solution satisfies the following a priori estimate:
is the norm of the space
THEOREM 4.2 Suppose (4.1) holds. Let u and u h be solutions of (2.2) and (3.1), respectively. Then
where C * * will be defined later.
Consider the following problem:
By Lemma 4.1, we know
On the other hand, by Green's formula, we obtain
For the term I I 1 ,
For I I 2 ,
where we have used the following inequality:
For the term I I 3 , we have
For J 1 (see Shi, 1986) ,
By the interpolation estimate and Theorem 4.1, we know
For the term J 3 , using a similar argument as in (4.1), we have
where we have used the fact that
Moreover,
Combining the inequalities above, we have
For the term I I 4 , using Green's formula, we get
∂Π h e h ∂n ds
u∂ y ψΠ h e h n 1 ds.
By Shi (1986) and Stummel (1979) , we know that
For the term K 2 , we have
For the third term K 3 , we can derive
Based on the above inequality, we have
Finally,
where C * * = C 6 u 3 + C 4 (C 6 u 3 + C * ) + C C * ·
A two-level Schwarz method
In this section, we shall introduce a two-level additive Schwarz method (Dryja & Widlund, 1987) for the finite-element equation (3.1). Under the assumption that the Reynolds number R e is sufficiently small, we shall prove that the Schwarz method is optimal, i.e. the convergence rate is independent of the mesh size h and the number of subdomains. Let Γ H be another triangulation of Ω . The parameter H represents the mesh size of the coarse triangulation. For simplicity, we assume that Γ h is a suitable refinement of Γ H . We use V H to denote the Morley finite-element space on the coarse triangulation Γ H . For each K ∈ Γ H , we consider an enlarged subdomain Ω i , and assume ∂Ω i is aligned with the h-level mesh. Obviously, we have Ω = ∪ J j=1 Ω i . Meanwhile, we assume (Brenner, 1996a) 
This means that the overlap between the subdomains is comparable to H . Let V j ( j = 1, ···, J ) be the subspace of V h whose members vanish at all nodes that are not interior to Ω i · For the overlapping subdomains Ω i , assume that there exist m colours such that each subdomain Ω i can be marked with one colour, and the subdomains with the same colour do not intersect with each other.
For the Morley finite-element space, since V H ⊂ V h , we need an intergrid transfer operator I h H (Brenner, 1996a) . First, let V a h be the Argyris element space, that is (see Ciarlet, 1978 for details)
at each vertex p of K , and ∂ n v are continuous at the midpoint m of each edge of K . Moreover,
We now introduce an auxiliary operator which is a bridge between the Morley nonconforming element and the Argyris conforming element.
where v i = v| K and K contains p as a vertex.
Then the intergrid transfer operator By Brenner (1996a) , we know the following lemma.
We now introduce some subspaces and operators. Define A j :
The L 2 -projection operator Q j : V h → V j and the energy projection P j : V h → V j are defined by
Let Q H : V h → V H and P H : V h → V H be the adjoints of I h H with respect to the L 2 and the a(·, ·) inner products, that is
Moreover, define a norm · a h as follows:
It is easy to check that this norm is equivalent to the norm | · | 2,h . By Lemma 5.1 and the definition of P H , we have
For a symmetric and positive definite linear operator T , let λ min (T ) denote its smallest eigenvalue. Define (v, v) ,
From Brenner (1996a), we have the following lemma.
LEMMA 5.2
We now have
where ω ∈ (0, 1) v, v) .
which implies Lemma 5.3.
We now present our two-level additive Schwarz method.
ALGORITHM Let u (0)
h ∈ V h and suppose u
Finally the two-level Schwarz sequence u
By solving these linear biharmonic equations in the subdomains, we can show that the Schwarz iterates converge to the true solution provided that the Reynolds number and the initial value u (0) h are sufficiently small. The rate of convergence is independent of h and H , i.e. the two-level Schwarz algorithm is optimal.
THEOREM 5.1 Suppose that u (0)
h a h and R e are sufficiently small. Then the two-level Schwarz sequence converges geometrically to the finite-element solution u h under the energy norm. Moreover, the convergence rate is independent of h and H .
Combining the above equality with the equation defining d H yields
For the term I 2 ,
Using the assumptions on the coloring of the subdomains, we have
Finally, By induction, it is easy to check that if
1−σ f 0 · These conditions also guarantee that the two-level Schwarz sequence {u (n) h } is geometrically convergent. Moreover, the convergence rate is independent of h and H . REMARK 5.1 We can extend the error estimates and the Schwarz method developed in this paper to other well-known nonconforming plate elements such as the Adini, Zienkiewicz, and De Veubeke elements, etc. (see Ciarlet, 1978 for details).
Numerical results
In this section, we present results from numerical experiments carried out in Matlab, using our two-level additive Schwarz method introduced in this paper. For our experiments, we consider the nested coarse space I h H V H ⊂ V h instead of the non-nested V H as described in the previous sections. The analysis of the previous sections however still applies. We consider our model problem to be defined on the unit square domain, and the forcing function f is chosen such that the exact solution to our nonlinear biharmonic problem (2.1) is equal to u = x 2 y 2 (x − 1) 2 (y − 1) 2 and the Reynold's number is 10. For all experiments, we set the Poisson ratio σ to be equal to 0.25.
The discretization of our domain is made as follows. We first partition the domain into a set of nonoverlapping rectangular subdomains. A coarse triangulation Γ H is then generated on the whole domain in such a way that the triangle edges do not cross any subdomain interface. A fine triangulation Γ h is then obtained through a suitable refinement of Γ H . Finally, the overlapping subdomains are created by extending the subdomains to allow overlaps, see Fig. 1 for an illustration. The Schwarz iteration stops whenever the residual norm is reduced by a factor of 10 −5 . In our first experiment, see Table 1 , we keep the coarse mesh size H and the overlap δ between subdomains fixed, and let the fine mesh size h vary. As seen from Table 1 , where results for different values of h are presented, the number of iterations remains relatively the same, illustrating that the convergence is independent of h as H and δ remain fixed. This fact is in accordance with our theory. Another observation which we make from the table is that the H 1 -seminorm of the error reduces by a factor of 4 as the mesh size h reduces by a factor of 2. This also supports our theory saying that the H 1 -seminorm of the error is proportional to the square of the mesh size h.
In our second experiment, see Table 2 , we fix the mesh sizes H and h, and vary the overlap between subdomains. Table 2 shows that the number of iterations decreases as the overlap increases. The relaxation parameters ω which are shown in the table are found experimentally so that the convergence in each test case is obtained in a minimal number of iterations. Combining the above inequalities, and using the fact that
we get |v I | 1 C 1 (C 2 + max{ √ 2, C 4 })|v| 2,h . We only need to prove that for any w ∈ S h , we have w L 4 C * 1 |w| 1,h .
Note that v
First we introduce the following auxiliary problem:
It is known that Using an inverse inequality, it is easy to check that where C * 1 = C * 2 C * 6 + C * 4 C * 3 C * 5 .
