INTRODUCTION
Data analysis is more and more frequently implemented into various areas, such as automation, finance or even healthcare. The data analysis can be performed in various methods and can have different objectives and goals. The main two objectives of data analysis using machine learning methods are classification and regression. In this paper, we are dealing with the classification task of using an XGBoost classification model. The area of interest is healthcare and in particular, the data about patients with the Parkinson disease.
Machine learning methods perform classification tasks after learning how to classify new observings. The learning process is performed on the existing known data. However, the data parameters may differ in character, and, if they are numerical, they may also be in different units and scales. Some machine learning algorithms and methods may perform worse than others on raw data. One of the most important steps in the data mining process is the data preprocessing and especially data normalization (scaling). The aim of this paper is to present the impact of data normalization on the performance of the XGBoost classification model.
DATA ANALYSIS
In our paper, we are dealing with the medical data about the patients with the Parkinson disease. This data set consists of biomedical data and is divided into two main categories. Figure 1 shows the distribution of these two main categories across the whole data set. The categories are healthy people and patients with the Parkinson disease.
Figure 1 The distribution of the target variable in the data set
The whole dataset consists of 195 records and 23 biomedical parameters. The following Table shows the particular data parameters. 
Statistical indicators and character of the data set
Before we start applying the data normalization and classification methods, it is needed to perform classical statistical analysis of the data. For each parameter, we computed statistical indicators like mean, standard deviation, minimum value, maximum value and quantiles. Figure 2 shows the computed values for each indicator. Subsequently, we also computed the correlation between each parameter. The correlation matrix is shown in Figure 3 .
Figure 3 Correlation matrix

NORMALIZATION
In this part of our paper, we will present the method we used for data normalization. The range of values of raw data tends to have different scales. In such a case, in some machine learning algorithms, objective functions will not perform effectively without the data normalization. As an example, we can mention, that many classifiers and models calculate the distance between two points as the Euclidean distance. If one of the data parameters has a wide range of values, the computed distance will be governed by this particular feature. This is the reason, why the range of all features should be normalized (scaled) so that each feature will have values in same range.
Min-max normalization method
Min-max scaling, or also called min-max normalization, is known as the simplest method based on rescaling the range of values of the features to scale the range of [0, 1] or [−1, 1]. Selection of the target range depends on the nature of the data. The general formula for a minmax of [0, 1] is given as:
where x is an original value and x' is the normalized value. When we want to rescale a range between an arbitrary set of values [a, b], the formula can be described as follows:
where a, b are the min and max values.
RESULTS
After performing the data normalization on our dataset, we wanted to compare the accuracy of the XGBoost classification model with normalized data, and also with the raw data set. XGBoost stands for "Extreme Gradient Boosting". It is used for supervised learning problems, where we use the training data (with multiple features) to predict a target variable .
We computed the accuracy of the model with the following formula. The closer the accuracy value is to 1, the more accurate the model is.
The accuracy value for the case where we used the raw data set was equal to 0.976. On the other hand, the accuracy value for the case where we used the normalized (scaled) data was equal to 0.786.
CONCLUSION
In this paper, we compared the accuracy of an XGBoost classification model in two cases. In the first case, raw data set was used with original values, and, in the second case, normalized data was used. The data after normalization was in same range of values. The main objective of this paper was to investigate the impact of the data normalization on the classification model accuracy. As the results show, the XGBoost model performed better with the raw dataset, which confirms that the XGBoost method is not sensitive to linear transformation of the data.
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