One of the fundamental goals of perception is to enable us to interact with objects in the environment. According to Wundt, the interaction of an observer with the external environment (the "psychophysical process") can be subdivided into three temporally successive and distinct stages (Wundt, [@CR48], [@CR49]). The first stage ("perception") describes the entrance of an object into the field of vision, allowing it to be detected. In a subsequent stage, termed "apperception," the perceived object occupies the focus of the observer's attention. Finally, the observer develops the volition to react to the object, either cognitively, by storing it into memory, or behaviorally, with a grasping or a saccadic eye movement.

Wundt's description emphasizes how object recognition involves a temporal succession of distinct processing stages - from an unlimited in capacity, but fragile, purely bottom-up and in parallel computed sensory representation (iconic memory: Neisser, [@CR27]; Sperling, [@CR42], [@CR43]) to a capacity limited, durable and cognitively structured visual store (visual short-term memory: Phillips & Baddeley, [@CR30]; Sperling, [@CR42], [@CR43]) leading to an action that results in an isomorphic one-to-one relation between observer and object.

As is shown in Fig. [1A](#Fig1){ref-type="fig"}, Wundt's stage of apperception can be further subdivided into two processing mechanisms: object individuation and object identification (Xu & Chun, [@CR51]). Individuation involves selecting features from a crowded scene, binding them into a unitary representation, and individuating this spatiotemporal unit from other objects in the image (Kahneman, Treisman, & Gibbs, [@CR18]; Pylyshyn, [@CR32]; Treisman & Gelade, [@CR44]; Xu & Chun, [@CR51]). Object representations at this stage are suggested to be coarse and contain only minimal feature information (Xu & Chun, [@CR51]). Some of these "object files" (Kahneman et al., [@CR18]) are elaborated subsequently during object identification. It is at this stage that identity information becomes available to the observer, and the content of the object files can be consolidated into durable and reportable representations in visual working memory. The number of objects available at this stage is variable, depending on the object complexity, task demands, and representation resolution (Alvarez & Cavanagh, [@CR1]; Xu & Chun, [@CR51]). As individuation precedes identification, the capacity of the latter has its upper bound at the limit of the former (Dempere-Marco, Melcher, & Deco, [@CR10]; Melcher & Piazza, [@CR26]; Piazza, Fumarola, Chinello, & Melcher, [@CR31]).Fig. 1Illustration of how the temporal limits of visual object processing can result in capacity limits for individuation and identification. (A) Under normal viewing conditions, the stream of visual information is individuated during the period of visual persistence of the sampled sensory image. Items that are individuated are potential "object files" that can then be identified and consolidated into visual short-term memory (vSTM). (B) Integration masking via forward masking reduces the effective persistence of the target items, leading to a reduction in capacity for individuation and, consequently, also for identification. (C) Interruption (backward) masking does not influence the initial individuation of items, but instead disrupts the identification and consolidation of items into vSTM

The goal of the present report is to investigate whether capacity limitations in object processing can be traced to temporal constraints on the distinct object-processing stages. We therefore embed the ongoing debate about the roots of capacity limits in vision (reflected in the "subitizing" phenomenon (Jevons, [@CR17]; Kaufman et al. [@CR20])) and visual working memory (Cowan, [@CR9]; Luck & Vogel, [@CR25]) into the already well-established body of work about the temporal dynamics of the visual system (Loftus, Duncan, & Gehrig, [@CR24]; Sperling, [@CR42], [@CR43]; Wundt, [@CR48]).

Specifically, we used two types of masking---integration and interruption masking---in order to influence either the individuation or the identification stage of object file formation. *Visual masking* refers to the reduction of the visibility of one stimulus, called the *target*, by another stimulus shown before and/or after it, called the *mask* (Breitmeyer & Öğmen, [@CR5]; Enns & Di Lollo, [@CR12]). This process is usually explained in terms of a two-factor theory, yielding integration and interruption masking (Scheerer, [@CR37]; Scheerer & Bongartz, [@CR38]). *Integration masking* occurs when the target and the mask information are combined, as a consequence of the imprecise temporal resolution of the visual system. Integration masking can occur with either forward or backward masking for short stimulus onset asynchrony (SOA) values (up to around 100 ms between the target and the mask). In contrast, *interruption masking* affects the higher-level mechanisms that are engaged in object recognition, and it yields a J-shaped masking function, as it can only occur for masks appearing temporally after the target display (Breitmeyer & Öğmen, [@CR5]; Enns & Di Lollo, [@CR12]). The effect of this kind of masking is thought to reflect a disruption of processing *after* perceptual analysis is already completed, but *before* the representation has been consolidated into visual working memory (Vogel, Woodman, & Luck, [@CR47]).

Our hypothesis is that integration masking should selectively affect the individuation stage by reducing the effective persistence of the target items (Fig. [1B](#Fig1){ref-type="fig"}). Integration masking is very effectively implemented with a specific forward-masking technique that makes it possible to quantitatively change the duration of visual persistence (and thus of iconic memory access), as well as the degree of temporal integration, by varying the onset asynchrony between the first and second displays (Di Lollo, [@CR11]). Also, in the case of backward masking with a very short SOA, we would expect integration masking to occur and to limit the effective visual persistence of the target, and thus the individuation processes.

In contrast, we predict that interruption masking should selectively affect the identification of items after individuation has largely finished, since the consolidation of targets into visual short-term memory (vSTM) would be interrupted (Fig. [1C](#Fig1){ref-type="fig"}). Interruption masking should only occur for backward masking with longer SOAs (greater than around 100 ms). We would therefore expect to see a specific influence of such backward masking on visual memory, but not on individuation.

We investigated the two stages of object file formation (individuation and identification/consolidation) using the two forms of contour masking (integration and interruption) in a fully counterbalanced two-by-two design. In order to watch the temporal unfolding of object file formation, we employed forward- and backward-masking techniques, using a variety of SOAs, in two tasks: enumeration and change detection. Enumeration served as an operationalization of object individuation, whereas change detection served as the main paradigm for studying visual working memory.

If capacity limits in vision and visual working memory can be explained by temporal constraints on the formation of object files, we would expect that techniques that limit processing time at specific temporal stages of the visual analysis would selectively inhibit the successive mechanisms operating upon the sensory input at these stages. In other words, integration masking should selectively impair object individuation, whereas interruption masking should only affect object identification and the consolidation of object information into visual working memory. This design allowed us to test the role of temporal dynamics in the individuation and identification of objects.

We also included a control condition to measure the effects of the forward- and backward-masking paradigms on a simple detection task. This control condition was necessary in order to ensure that reduced performance from masking did not simply reflect the fact that the targets were effectively invisible, but revealed limits on the visual computations *within* the sensory image aimed to arrive at a structured, object-like representation. This control condition allowed us to study the unfolding of object representations, from simple detection of the presence of a stimulus, to the individuation of a specific number of target items, and eventually to the recognition of object file content.

Method {#Sec1}
======

Subjects {#Sec2}
--------

A group of 16 subjects (11 female, five male; mean age *M* = 22.9 years, *SD* = 4.2 years) completed a series of four conditions in the main experiment on object file formation. A different group of ten subjects (six female, four male; mean age *M* = 22.7 years, *SD* = 3.7 years) participated in the control condition measuring target detection. All of the subjects provided informed consent, as approved by the institutional ethics committee. Subjects took part in exchange for course credit or a small payment and had normal or corrected-to-normal vision.

Stimuli and apparatus {#Sec3}
---------------------

The experiment was run on an HP Intel Quad core computer using MATLAB 7.9 (MathWorks, Natick, MA) and the Psychophysics Toolbox, Version 3 (Brainard, [@CR4]; Pelli, [@CR29]). Participants were seated in a dimly lit room, approximately 45 cm from a 19-in. Mitsubishi monitor (1,600 × 1,200 resolution) running at 85 Hz. On each trial, a different pattern of 400 randomly oriented, partially crossing black lines (mean line length = 1º visual angle, mean line width = 0.1º, mean size of whole pattern = 13.4º) was presented, centered on a white background (Fig. [2A](#Fig2){ref-type="fig"}). In the forward-masking conditions, this pattern remained on the screen and then, after a variable onset delay, a variable number of items (up to six) appeared that were linearly superposed upon the random line pattern by use of the image-processing technique "alpha blending" (Fig. [2B](#Fig2){ref-type="fig"}). The physical properties of both the mask and target elements---that is, their contrast, mean line length, and mean line width---were equated. Furthermore, the "alpha-blending" procedure was used to edit the transparency/opacity values of the visual stimuli, assuring a mathematically correct superimposition of local element contrast, without creating any discontinuities in contrast that would have been a cue to finding the target. The mask and target elements differed only in their temporal onsets, in order to exclusively vary the amount of integration masking. Thus, this method combined both forward and simultaneous masking. In the backward-masking conditions, the same random-line pattern was presented at a variable interstimulus interval with respect to target offset (Fig. [2A](#Fig2){ref-type="fig"}). The same set of 12 possible two-line drawings (i.e., two crossed or parallel lines) was used for the items in all four experimental manipulations, and also in the control conditions (see Figs. [2B](#Fig2){ref-type="fig"} and [C](#Fig2){ref-type="fig"}). All items were colored black, were 0.9º of visual angle in size, and were placed randomly at one of 16 possible locations within an invisible, central rectangle 5.4º of visual angle in eccentricity, with a minimum buffer of 0.6º between the locations.Fig. 2Illustration of the mask and target stimuli used in the experiment. (A) Display with an example random-line pattern used for all of the masks in the experiment. (B) Example of the two-line drawings used as targets, superimposed on the random-line pattern, which is shown here at 60 % transparence for illustrative purposes. In the experiment, the random-line pattern was always shown at full contrast, as it is in panel A. (C) Example of the two-line drawings used as targets upon a blank white screen, as in the backward-masking conditions

Procedure {#Sec4}
---------

Each subject completed the four experimental manipulations in two sessions consisting of two conditions each and lasting approximately 1.5 h apiece. The serial order of the four different experimental manipulations (masking technique \[forward vs. backward\] crossed with task \[enumeration vs. change detection\]) was fully balanced across the observers, in a Latin square design (Fig. [3](#Fig3){ref-type="fig"}). Groups of four subjects completed one of the four counterbalanced sequences within the Latin square. Prior to the experiment, the full set of possible target items was presented to the subjects on the screen for an unrestricted viewing time. All subjects received verbal and written instructions about each task and completed 20 practice trials for each condition. In all four conditions, each trial began with a central fixation dot (black, 0.3º) on a white background for 500 ms, followed by a blank white screen for another 500 ms. Then, the order of events in the trial depended on the masking technique and task, as is explained below. The subjects' responses on the keyboard initiated the next trial.Fig. 3Schematic depiction of the 2 × 2 design employed in the experiment. Each of the four conditions (forward masking with enumeration, forward masking with change detection, backward masking with enumeration, and backward masking with change detection) was administered to the subjects using a fully counterbalanced Latin square design. Enumeration served as an operationalization of object individuation, while change detection measured object identification. The technique of forward masking is considered to favor integration masking (Di Lollo, [@CR11]), and backward masking with longer SOAs has an interrupting influence on visual performance (Scheerer, [@CR37]; Scheerer & Bongartz, [@CR38])

### Forward versus backward masking {#d30e429}

In the case of forward masking, the random-line pattern was presented for one of four durations, in order to control the SOA between the onset of the mask and the item(s). Four different SOAs were used: 24, 47, 200, or 494 ms. The target display with the items to be enumerated or memorized was superposed upon the masking pattern and was always presented for the same brief duration of 71 ms (Fig. [2B](#Fig2){ref-type="fig"}). The target display was immediately followed by a white screen (Fig. [4A](#Fig4){ref-type="fig"}). Using this procedure, we achieved an optimal temporal resolution of the visual mechanisms operating within the first tens of milliseconds around target exposure, during which integration masking mostly occurs, as very short SOAs can be used. This simultaneous mask made it possible to fractionate the time course of visible persistence of the target items. It is important to note that rather than merely reducing item visibility, the combination of forward and simultaneous masking specifically affected the rate at which objects were individuated: At short SOAs, only one object could be individuated, while with increasing SOAs, object capacity increased in steps (Wutz, Caramazza, & Melcher, [@CR50]).Fig. 4A single trial apiece in the forward-masking (panel A) and backward-masking (panel B) conditions. (A) Illustration of one trial in the forward-masking conditions. Throughout the trials, the two independent factors Target Set Size (1, 2, 3, 4, or 6, for enumeration; 2, 4, or 6, for change detection) and Mask--Target SOA (24, 47, 200, or 494 ms) were varied. The targets superimposed on the masking pattern (here shown 60 % transparent for illustrative reasons) were always presented for 71 ms, followed by a blank screen until the subject's response in the enumeration condition. During change detection, a memory interval of 1,000 ms followed the target display, followed by a probe item for 71 ms. (B) Illustration of one trial in the backward-masking conditions. Throughout the trials, the two independent factors Target Set Size (1, 2, 3, 4, or 6, for enumeration; 2, 4, or 6, for change detection) and Mask--Target SOA (71, 118, 200, or 506 ms) were varied. The targets were always presented for 71 ms, followed (in the case of SOAs bigger than 71 ms) by a blank screen and a mask for 71 ms. In the enumeration condition, a blank screen followed until the subject's response. During change detection, a memory interval of 1,000 ms followed the target display, followed by a probe item for 71 ms

On backward-masking trials, the target items were shown first for 71 ms upon a white background, followed by the random-line pattern after a variable SOA. Unlike in the forward-masking technique, the target and masking displays were not presented simultaneously (Fig. [2C](#Fig2){ref-type="fig"}). Four different SOAs were used: 71 ms (i.e., immediately after target offset), 118, 200, or 506 ms. Any delay period between target offset and mask onset was filled by the presentation of a blank white screen. The mask was always shown for 71 ms and immediately followed by a white screen (Fig. [4B](#Fig4){ref-type="fig"}). The 71-ms SOA mask condition was included so as to fit within the temporal limits of integration masking, while the longer SOAs were expected to result in interruption masking.

### Enumeration versus change detection {#d30e460}

Both masking techniques were used in a crossed design with two different task demands: enumeration or change detection within the item display. In the case of enumeration, the subjects had to indicate the number of perceived items by pressing the corresponding number on a keyboard immediately after target or mask offset. Whereas one to four or six items were actually shown (there were never five targets), the subjects were instructed to respond within the full range between one and six items. We did not inform subjects that none of the trials included five target items, in order to avoid a guessing strategy in which subjects would always respond "six" when the number of items exceeded their subitizing range. The enumeration condition consisted of six blocks of 60 trials, with each of the 20 possible combinations of SOA and target numerosity being shown three times per block in random order.

On change detection trials, a probe was presented, after a blank delay of 1 s, for 71 ms in one of the locations that had previously been occupied by a target item. This memory interval of 1 s was always held constant, regardless of the temporal position of the mask and the item display. The identity of the probe matched the corresponding item in the target set on 50 % of the trials. Participants responded by pressing a key corresponding to the probe identity being the same or different. Within one block, every combination of the three factors---SOA, Set Size, and Probe Identity---was shown three times and in random order. The conditions involving change detection comprised five blocks of 72 trials.

### Target detection {#d30e467}

In order to clearly disentangle the effects of masking on the formation on object files from a more generic effect on target display visibility, we ran a control condition requiring subjects simply to detect the target display. These subjects reported whether or not at least one target had been presented on each trial. Each of the ten subjects was run in this control task under both forward- and backward-masking conditions in a single session. The order of the masking types was balanced across subjects. All of the subjects received verbal and written instructions about the task and completed one practice block for each condition. The trial sequence and the masking procedures used in this control condition were identical to those described above, except for the following changes: Only two SOAs were used---the shortest and longest ones described in the experimental procedures above. This meant that, for forward masking, the SOAs were 24 and 494 ms, while for backward masking, we used SOAs of 71 ms (immediately after target offset) and 506 ms. Target displays were presented on 50 % of the trials. Within these target-present trials, the display consisted with equal probability of either one or four targets presented for 71 ms. On the other half of the trials (target-absent trials), the target display was replaced either with an instance of the masking pattern (on forward-masking trials) or with a white screen (on backward-masking trials) for an equal duration (71 ms). The subjects were instructed to press a previously specified key indicating the presence or absence of a target display, irrespective of the number of targets, after mask or target offset, respectively. Within one block, every combination of the two factors---SOA and Target Presence/Absence---was shown 16 times and in random order. For both forward and backward masking, three blocks of 64 trials each were run. The whole session lasted approximately 45 min.

Data analysis {#Sec5}
-------------

For all experimental conditions, the proportions of correct trials were fed into a two-way within-subjects analysis of variance (ANOVA) with the factors Set Size (1--4 and 6, for enumeration; 2, 4, and 6, for change detection) and SOA. In the event that the residuals of one variable within one condition did not follow a normal distribution, as indexed by a Kolmogorov--Smirnov test, the analysis for this condition was repeated using a Friedman test. As the main results did not differ between the parametric and nonparametric procedures, only the ANOVA results are reported. If sphericity for a given factor was not tenable, the reported *F* ratios have been adjusted with a Greenhouse--Geisser correction. The alpha level for post-hoc planned comparisons has been corrected with a Bonferroni procedure. For better comparability of the results between the different conditions involving object file formation, the proportions of correct trials with set size 4 have been translated into corresponding capacity estimates for each SOA. This calculation was based on the performance measures for the four-item displays in accordance with previous reports (e.g., Vogel et al., [@CR47]), since visual object capacity is likely to converge toward asymptote for this set size (Cowan, [@CR9]). The computation of the capacity estimates takes into account the different guessing rates within the different response measures used (enumeration and change detection). For change detection, capacity *K* has been calculated using the following formula:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ K=\left( {H+CR\text{--} 1} \right)\times N, $$\end{document}$$where *K* indicates capacity, *H* hit rate, *CR* correct rejection rate, and *N* the number of items in the display (Cowan, [@CR9]).

For enumeration, a guessing correction for a six-alternative forced choice procedure was applied on the raw proportions of correct trials (Klein, [@CR21]). Capacity estimates were then derived by multiplying these values by the number of items in the display, as is explicit in the following formula:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ K=\left[ {\left( {{P_{\mathrm{cor}}}{--} 1/M} \right)/\left( {1\text{--} 1/M} \right)} \right]\times N, $$\end{document}$$with *K* being capacity, *P*~cor~ the proportion of correct trials, *M* the number of alternatives (here, six), and *N* the number of items in the display.

Results {#Sec6}
=======

Visual masking and object file formation {#Sec7}
----------------------------------------

In all four conditions of the main experiment, we found main effects of both set size and SOA on the proportions of correct responses (Table [1](#Tab1){ref-type="table"}). These main effects confirm the evident trend, in Fig. [5](#Fig5){ref-type="fig"}, of improved performance for longer SOAs and smaller set sizes. Significant interactions also emerged in three of the four conditions (Table [1](#Tab1){ref-type="table"}). The ordinal order of the main effects, however, was preserved despite these interactions (Fig. [5](#Fig5){ref-type="fig"}).Table 1Results of the two-way within-subjects ANOVA of the four crossed conditions in the main experiment: Forward masking with enumeration, forward masking with change detection, backward masking with enumeration, and backward masking with change detectionFactor*df* 1*df* 2*Fp* \<*η*~p~^2^Forward Masking--EnumerationSOA34594.912.001.864Set Size1.74926.23049.475.001.767SOA × Set Size5.57683.6431.710.135.102Forward Masking--Change DetectionSOA3459.222.001.381Set Size23063.330.001.809SOA × Set Size6902.392.035.138Backward Masking--EnumerationSOA1.52922.93556.031.001.789Set Size1.53022.95864.574.001.811SOA × Set Size3.80157.02012.490.001.454Backward Masking--Change DetectionSOA34534.722.001.698Set Size230130.376.001.897SOA × Set Size6902.784.017.157For each of a condition's main and interaction effects, the degrees of freedom of the numerator, the degrees of freedom of the denominator, the *F* value, the significance level, and the goodness of fit of the general linear model are displayed.Fig. 5Results of the four crossed conditions in the main experiment: Forward masking with enumeration (panel A), forward masking with change detection (panel B), backward masking with enumeration (panel C), and backward masking with change detection (panel D). (A) Proportions of correct trials as a function of forward-mask SOA, for different item set sizes during enumeration. For reasons of better comparability to the change detection condition, only performance values for set sizes 2, 4, and 6 are connected with solid lines across the different SOAs. (B) Proportions of correct trials as a function of forward-mask SOA, for different item set sizes during change detection. (C) Proportions of correct trials as a function of backward-mask SOA, for different item set sizes during enumeration. For reasons of better comparability to the change detection condition, only performance values for set sizes 2, 4, and 6 are connected with solid lines across different SOAs. (D) Proportions of correct trials as a function of backward-mask SOA, for different item set sizes during change detection. Error bars display one standard error of the mean for within-subjects designs. Individual performance values were centered on the mean performance of each subject before calculating the standard errors

Increasing the SOA between the forward mask and the to-be-enumerated items altered performance within the subitizing range (mean(1-4 items), SOA 200 vs. 24 ms: *t*(15) = 9.939, *p* \< .001). For all set sizes, performance reached a plateau by around 200 ms (mean(1-4 items), SOA 494 vs. 200 ms: *t*(15) = 1.161, n.s.; Fig. [5A](#Fig5){ref-type="fig"}). For change detection, this amelioration of performance with increasing SOA was only observable with two-item displays, and it continued up to the 494-ms SOA \[two items at SOA 494 vs. 24 ms: *t*(15) = 5.338, *p* \< .001\]. Visual working memory for higher set sizes did not benefit extraordinarily from increased SOA (mean(4,6 items), SOA 494 vs. 24 ms: *t*(15) = 2.207, n.s.; Fig. [5B](#Fig5){ref-type="fig"}. This pattern of results suggests that the forward-masking procedure successively affected the individuation of multiple items, eventually limiting the consolidation of information into visual working memory at a very early level of visual processing.

The results with forward and backward masking differed in two main ways. First, the forward-masking conditions had generally lower performance, perhaps due to the effect of the simultaneous mask. This simultaneous mask allowed us to study the time course of individuation by creating a limit on the degree to which features could be extracted for multiple objects simultaneously.

Second, the backward-masking effects were most noticeable with larger set sizes (six items for enumeration, or four items for change detection). Consistent with our hypothesis, this is particularly true within the time course of interruption masking (SOA \> 100 ms), Within the subitizing range, increasing the SOA from 118 to 506 ms did not improve enumeration performance (mean(1-4 items), SOA 506 vs. 118 ms: *t*(15) = 1.464, n.s). However, for the larger set size (6 items), there was a significant improvement for longer SOAs \[six items at SOA 506 vs. 118 ms: *t*(15) = 5.374, *p* \< .001; Fig. [5C](#Fig5){ref-type="fig"}\]. Similarly, in the case of change detection, we observed no benefit from larger SOAs in two-item displays \[two items at SOA 506 vs. 118 ms: *t*(15) = 0.151, n.s.\], while for four- and six-item displays, performance was better with the longest SOA (mean(4,6 items), SOA 506 vs. 118 ms: *t*(15) = 4.829, *p* \< .001; Fig. [5D](#Fig5){ref-type="fig"}\]. Given the fact that backward masking had an effect at longer SOAs and larger set sizes, this is consistent with previous suggestions of a specific effect on the consolidation of object file content (Gegenfurtner & Sperling, [@CR15]; Vogel et al., [@CR47]).

For backward masking, only masks presented immediately after target offset (71-ms SOA), within the range of integration masking, influenced enumeration within the subitizing range (mean(1-4 items), SOA 118 vs. 71 ms: *t*(15) = 4.900, *p* \< .001. For longer SOAs, however, enumeration performance was already at ceiling \[see above for the nonsignificant effect of mean(1-4 items), SOA 506 vs. 118 ms; Fig. [5C](#Fig5){ref-type="fig"}). Together with the results of the forward masking, this pattern of results is consistent with the idea that subitizing is not instantaneous, but rather depends on the effective duration of the stimulus (Wutz et al., [@CR50]). In a similar way, change detection performance for two-item displays was only altered by this very short SOA, and reached asymptote thereafter \[two items at SOA 118 vs. 71 ms: *t*(15) = 6.203, *p* \< .001; see above for the nonsignificant effect on two items at SOA 506 vs. 118 ms\]. Thus, these results suggest that object identification can occur to a limited extent temporally in parallel with or very quickly after individuation. The typical four-item limit in visual short-term memory (Cowan, [@CR9]; Luck & Vogel, 1994), however, is not reached within this very short period of time. Visual working memory measures for higher set sizes increased gradually with increasing backward-mask SOAs (see above for the significant effect at SOAs of 506 vs. 118 ms; Fig. [5D](#Fig5){ref-type="fig"}).

Visual masking and target detection {#Sec8}
-----------------------------------

Neither the forward nor the backward mask showed the same dramatic reduction in performance for detection as had been found in the main experiment with individuation or identification. For both forward and backward masking, detection performance was above 90 % for almost all set sizes and SOAs, in the cases of both correct rejections in target-absent trials (set size 0) and hits in target-present trials (Fig. [6](#Fig6){ref-type="fig"}). However, for both forward and backward masking, a significant effect of SOA was observable \[forward masking, *F*(1, 9) = 17.778, *p* \< .002, *η*~p~^2^ = .664; backward masking, *F*(1, 9) = 10.494, *p* \< .01, *η*~p~^2^ = .538\]. A major component of these effects was the worse performance for one-item displays at short SOAs \[long vs. short SOA: forward masking and one item, *t*(9) = 3.017, *p* \< .03; backward masking and one item, *t*(9) = 3.074, *p* \< .026; see Fig. [6](#Fig6){ref-type="fig"}\]. This pattern of results resembles that for enumeration performance under the influence of masking (Fig. [5A](#Fig5){ref-type="fig"}). For one-item displays, detection conceivably is also the main component of enumeration; therefore, it is reasonable that these two conceptually very similar conditions would yield comparable results under forward and backward masking. In other words, detection is a limiting factor in the enumeration of one-item displays.Fig. 6Results of the control conditions: forward masking with detection (panel A) and backward masking with detection (panel B). (A) Proportions of correct trials as a function of forward-mask SOA for different item set sizes during detection. (B) Proportions of correct trials as a function of backward-mask SOA for different item set sizes during detection. Error bars display one standard error of the mean for within-subjects designs. Individual performance values were centered on the mean performance of each subject before calculating the standard errors

In general, however, the average *d\'* were high under all conditions (forward masking and short SOA, *M* = 3.588, *SD* = 1.266; forward masking and long SOA, *M* = 4.930, *SD* = 0.924; backward masking and short SOA, *M* = 4.347, *SD* = 1.037; backward masking and long SOA, *M* = 5.487, *SD* = 1.013). It is important to note that both forms of visual masking---forward and backward---yielded similar results: Target detection was not greatly affected by these masking techniques. This strikingly good detection performance contrasts with the significant masking effects on both enumeration and change detection, even though the same temporal parameters, in terms of SOA and visual stimuli, were used. These results are consistent with the control experiment reported in our recent study of rapid individuation, which also showed that forward and simultaneous masking did not simply reduce target visibility indiscriminately (Wutz et al., [@CR50]).

A second critical difference between the results of the control study and those of the main experiment is that the worst performance was found with one-target displays under forward masks with short SOAs, as compared to performance with four items. This is the opposite trend from the enumeration conditions in the main experiment, in which performance was better for one item than for four. Displays with one item were harder to detect than those with higher set sizes \[for the 24-ms SOA with one vs. four items: *t*(9) = --5.127, *p* \< .001\], whereas in the main experiment, smaller set sizes were easier to enumerate than were higher numerosities \[for the 24-ms SOA with one vs. four items: *t*(15) = 4.751, *p* \< .001\]. As target detection either was not affected at all by masking or showed the reverse pattern of results, as compared to enumeration, the powerful effects of visual masking on the formation of object files reported above cannot be explained by a failure to register the presence of a target display. Instead, the reported results reveal distinct effects of integration and interruption masking on the extraction of object-like representations from the sensory signal after it has already been registered by the observer as new input, reflecting temporal limits on the perceptual computations *within* the sensory image for the time of its persistence.

Visual masking and object capacity {#Sec9}
----------------------------------

In order to better understand the accumulation of object information over time, within and beyond the period of visual persistence, we compared object capacity estimates (see the [Method](#Sec1){ref-type="sec"} section) across the four conditions (Figs. [3](#Fig3){ref-type="fig"} and [7](#Fig7){ref-type="fig"}). Consistent with a recent study, capacity limits were higher for the enumeration task than for the visual working memory task (Piazza et al., [@CR31]). Of particular interest, however, are the temporal dynamics of these capacity differences, showing a clear dissociation between forward/integration and backward/interruption masking in the two tasks. Whereas enumeration capacity increased throughout the whole time course of the forward-masking procedure, backward masking influenced enumeration only at the very short SOA immediately after target offset (in the time period of integration masking). Visual working memory (i.e., change detection) capacity, however, did not increase as a function of forward-mask SOA (staying flat at around 1.5 items), but rose gradually with longer SOAs to the backward mask, up to more than two items (Fig. [7](#Fig7){ref-type="fig"}).Fig. 7Results of the four crossed conditions in the main experiment, translated into the capacities *K* for forward masking (panel A) and backward masking (panel B). (A) Capacity *K* as a function of forward-mask SOA for enumeration (filled circles) and change detection (open circles). (B) Capacity *K* as a function of backward-mask SOA for enumeration (filled circles) and change detection (open circles). The vertical dashed line indicates the temporal window of visible persistence (Di Lollo, [@CR11]), where the influence of backward masking switches from integration to interruption masking (Scheerer, [@CR37]; Scheerer & Bongartz, [@CR38]). Error bars display one standard error of the mean for within-subjects designs. Individual performance values were centered on the mean performance of each subject before calculating the standard errors

This reasoning is confirmed by a within-subjects ANOVA on the capacity estimates for the two tasks within the respective time courses of integration and interruption masking. The applied forward-masking technique was specifically designed to vary integration masking. For backward masking, however, a distinction between short (below 100 ms) and long SOAs has to be made (Scheerer, [@CR37]; Scheerer & Bongartz, [@CR38]). While integration masking is likely to occur for short SOAs, masks with a longer SOA to the target display have an interrupting influence on visual processing. A trend test on linearity for the capacity estimates for enumeration throughout the forward-masking SOAs revealed a significant effect \[*F*(1, 15) = 82.989, *p* \< .001, *η*~p~^2^ = .847\], whereas no such linear trend was observable for the memory task within the same temporal range \[*F*(1, 15) = 0.088, n.s., *η*~p~^2^ = .006\]. In contrast, after the time period at which backward masking has an interrupting influence on the perceptual process (around 100 ms; Scheerer, [@CR37]; Scheerer & Bongartz, [@CR38]), only visual working memory capacity increased linearly with longer SOAs \[*F*(1, 15) = 8.222, *p* \< .015, *η*~p~^2^ = .354\]. Enumeration capacity, however, had already reached asymptotic values by 100 ms and showed no further linear effects \[*F*(1, 15) = 0.877, n.s., *η*~p~^2^ = .055\].

In order to pin down this interaction between task and masking type statistically, we calculated the average performance increase in terms of capacity from the shortest to the longest SOA within the respective time courses of integration (forward) masking (24- to 494-ms SOAs) and interruption (backward) masking (118- to 506-ms SOAs):$$\documentclass[12pt]{minimal}
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These capacity differences were subject to a within-subjects ANOVA with the factors Task (enumeration, change detection) and Masking Type (forward, backward). Both main effects were significant \[task, *F*(1, 15) = 17.207, *p* \< .001, *η*~p~^2^ = .534; masking type, *F*(1, 15) = 11.888, *p* \< .004, *η*~p~^2^ = .442\]. More importantly, both factors interacted \[Task × Masking Type, *F*(1, 15) = 66.861, *p* \< .001, *η*~p~^2^ = .817\]: Whereas enumeration capacity increased over time under forward/integration masking \[*M*(Δ*K*~for~) = 1.78 items, *SD* = 0.78 items; *M*(Δ*K*~back~) = 0.12 items, *SD* = 0.50 items\], vSTM capacity increased over time with backward/interruption masking \[*M*(Δ*K*~for~) = 0.02 items, *SD* = 0.71 items; *M*(Δ*K*~back~) = 0.47 items, *SD* = 0.65 items\].

Summing up, the type of visual masking interacted with the task performed. Interruption masking appeared to exclusively influence the consolidation of information in visual working memory, with little effect on enumeration. Conversely, increasing the forward-mask SOA yielded gradually increasing capacity in the enumeration task, while change detection capacity remained stably poor throughout the whole range of SOAs.

Discussion {#Sec10}
==========

Overall, the findings are consistent with the hypothesized effect of masking on different stages of object processing (Fig. [1](#Fig1){ref-type="fig"}).These results suggest a close link between capacity limits (in both subitizing and visual working memory) and temporal constraints on object individuation and identification. It adds to extensive empirical and theoretical work that has indicated that object file formation involves a temporal succession of processing steps: Target detection is faster than target identification in visual search (Sagi & Julesz, [@CR35]); postoffset location information is processed sooner than identity information (Finkel & Smythe, [@CR13]; Schiller, [@CR39]); spatiotemporal information allows an "object file" to be created, before it is filled in with object features (Kahneman et al., [@CR18]); and spatial locations are preattentively indexed first, followed by featural information only becoming available later to attention-dependent mechanisms (Pylyshyn, [@CR33]).

This raises the question of why different spatiotemporal windows are involved in object perception, one reflecting individuation (visual persistence) and one limiting identification (consolidation into vSTM). One possible explanation is that this situation reflects the brain's strategy to deal with the need to spatially and temporally integrate information coming from a continuous flow of sensory information.

As is known from mathematical and engineering sciences, nonlinear positive and/or delayed feedback systems that are engaged in real-time processing exhibit asymptotic unstable behavior when confronted with signals with different latencies that have to be combined (Sandberg, [@CR36]). In such a system, there is a disequilibrium between the need for dynamic and flexible representations (emphasizing new information) and the need for stable and reliable visual representations (maintaining the current state). This trade-off between stimulus read-out and perceptual synthesis can be achieved by temporal multiplexing of feedforward and feedback signals (Öğmen, [@CR28]).

We suggest that this need to balance feedforward and feedback processes must inherently limit capacity for rapid object individuation. According to this model, the real-time dynamics of visual processes unfold in three phases: (1) Afferent feedforward signals allow read-out of the sensory information; (2) during the decay of the feedforward signal, a feedback or reentrant dominant phase establishes perceptual synthesis; (3) a reset phase is initiated, resulting in an inhibition of the feedback signals and a reestablishment of the feedforward-dominant mode that delivers the new signal. This succession of transient epochs implements a degree of inertia in the system's response to changes in input, and thus limits its real-time dynamics in order to guarantee an equilibrium between the flexibility and stability of the visual representation (Enns & Di Lollo, [@CR12]; Öğmen, [@CR28]). Of course, the solution of multiplexing creates temporal windows of visual persistence, during which only a limited number of objects can be processed.

In accordance with this idea, we have reported evidence that capacity limits in enumeration depend, at least in part, on a "magic window" of sensory persistence (see also Wutz et al., [@CR50]) that determines the "magic number" of around 4. Using integration masking, the effective persistence of the target display can be fractionated (Di Lollo, [@CR11]; Wutz et al., [@CR50]), thus reducing the effective lifespan of the feedforward dominant phase, and thus limiting the time to read-out spatiotemporal object information and create "object files." This forward-masking technique appears to act early in the individuation stage in which targets are segmented and spatiotemporally segregated from the background.

As we described above, in a second phase the effective signal strength decays, and the system enters the reentrant phase of processing, during which object identification mechanisms fill in the feedforward-established "object files" with featural content. Thus, in addition to the first capacity limit resulting from the effective persistence of the stimulus, a secondary limit comes from the consolidation of information into visual working memory. In particular, this consolidation process can be interrupted if new visual input arrives during the phase of feedback identification processing, since this new stimulus initiates a new feedforward process during this crucial phase of inertia, leading to "interruption masking" (Breitmeyer & Öğmen, [@CR5]; Enns & Di Lollo, [@CR12]; Scheerer, [@CR37]; Scheerer & Bongartz, [@CR38]). The speed of object identification, and thus the formation of high-resolution object files, is influenced by processing demands and encoding complexity (Alvarez & Cavanagh, [@CR1]). As demonstrated previously, visual working memory performance rises gradually to asymptote under the influence of long backward masks (Gegenfurtner & Sperling, [@CR15]; Vogel et al., [@CR47]). Consequently, the overall capacity of vSTM is limited by temporal buffering, both at the feedforward individuation and the reentrant identification stages of object processing.

The dependence of object individuation capacity on the time window of temporal integration and visual persistence further fosters the central role that individuation can play in mediating between the two opposing needs of the visual system in real-time processing: flexibility and stability. The fixed number of newly established object files is a direct consequence of the time period of initial feedforward processing, which is a fundamental and computationally inherent characteristic of the temporal dynamics of visual processing. The information gathered during this constant temporal window enables the organism to preserve basic behavioral potentials, such as reacting to spatiotemporal changes in the environment by body or eye movements. In order to achieve more sophisticated interaction with the environment (like identification or memory), and therefore stability on a higher representational resolution, additional processing is necessary, at the cost of flexibility to new input.

Although human cognition is remarkably powerful, its online workspace, working memory, appears to be highly limited in the number of informational units it can process (Cowan, [@CR9]; Luck & Vogel, [@CR25]; Sperling, [@CR42]). Here we provide a specific and experimentally testable hypothesis for the origin of cognitive capacity limitations: processing time. Previous proposals about the root of capacity limitations in vision have introduced relatively abstract concepts like "slots" (Fukuda, Awh, & Vogel, [@CR14]; Luck & Vogel, [@CR25]) or "resources" (Alvarez & Cavanagh, [@CR1]; Bays & Husain, [@CR2]). While these theories clearly have augmented our understanding of visual object capacity on a descriptive level, the present explanation for capacity limits accounts for them in terms of known mechanisms and embeds the ongoing debate about processing limits in the already well-established body of work about the temporal dynamics of the visual system (Busch, Dubois, & VanRullen, [@CR8]; Enns & Di Lollo, [@CR12]; Gegenfurtner & Sperling, [@CR15]; Loftus et al., [@CR24]; Roelfsema, Lamme, & Spekreijse, [@CR34]; Shallice, [@CR40]; Singer, [@CR41]; Sperling, [@CR42], [@CR43]; Ullman, [@CR45]; VanRullen & Koch, [@CR46]; Wundt, [@CR48], [@CR49]). As was also stated above, our explanation is fully compatible with resource- or slot-based approaches, but it emphasizes a different perspective on the formation of object representations that can be empirically investigated and directly observed in the laboratory.

In practical terms, such an approach would allow for normal or clinically relevant variability in processing capacity to be broken down into concrete factors, such as variations in temporal integration periods, speeded-up or slowed-down employment of selective attention, or altered read-out slopes of individuation mechanisms. On a theoretical level, we argue that formal descriptions of selective attention and object file formation (Blaser, Sperling, & Lu, [@CR3]; Itti, Koch, & Niebur, [@CR16]; Koch & Ullman, [@CR22]) should be augmented by a temporal dimension and not solely focus on spatial characteristics of the visual display (Burr, [@CR6]; Burr, Ross, & Morrone, [@CR7]; Dempere-Marco et al., [@CR10]; Lisman & Idiart, [@CR23]). The explanation of object capacity in terms of temporal constraints on the underlying mechanisms fosters the link between space and time, as well as the role of both of these a priori concepts in sensation (Kant, [@CR19]). These two aspects are both fundamental to human cognition, since "space *and* time are the pure forms of . . . \[sensation\]" (Kant, [@CR19], p. 164; a change to the original by A.W. is indicated by the square brackets).
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