Localized arc filament plasma actuators are used to control an axisymmetric Mach 1.3 ideally expanded jet of 2.54 cm exit diameter and a Reynolds number based on the nozzle exit diameter of about 1.1 × 10 6 . Measurements of growth and decay of perturbations seeded in the flow by the actuators, laser-based planar flow visualizations, and particle imaging velocimetry measurements are used to evaluate the effects of control. Eight actuators distributed azimuthally inside the nozzle, approximately 1 mm upstream of the nozzle exit, are used to force various azimuthal modes over a large frequency range (St DF of 0.13 to 1.3). The jet responded to the forcing over the entire range of frequencies, but the response was optimum (in terms of the development of large coherent structures and mixing enhancement) around the jet preferred Strouhal number of 0.33 (f = 5 kHz), in good agreement with the results in the literature for low-speed and low-Reynolds-number jets. The jet (with a thin boundary layer, D/θ ∼ 250) also responded to forcing with various azimuthal modes (m = 0 to 3 and m = ±1, ±2, ±4), again in agreement with instability analysis and experimental results in the literature for low-speed and low-Reynolds-number jets. Forcing the jet with the azimuthal mode m = ±1 at the jet preferred-mode frequency provided the maximum mixing enhancement, with a significant reduction in the jet potential core length and a significant increase in the jet centreline velocity decay rate beyond the end of the potential core.
Introduction
A planar free shear layer or mixing layer is a building block in many practical applications and thus has received much attention over the past several decades. Earlier studies of free shear flows had been stochastic in nature. The discovery of large-scale coherent structures in high-Reynolds-number free shear flows by Brown & Roshko (1974) and the subsequent realization that these structures play a major role in entrainment and bulk mixing changed the nature of the research and focused more attention on the dynamics and control of these structures. An excellent review article by Ho & Huerre (1984) details most of the early work on the physics of low-speed free shear flows as well as their control over about two decades. A further review article by Gutmark, Schadow & Yu (1995) details the work in high-speed free shear flows.
Planar free shear layers will be discussed briefly in the next section followed by a discussion of added complications associated with axisymmetric jets, which are the subject of this paper.
Planar free shear layer
It has been known for several decades that a free shear layer is unstable and acts like an amplifier of disturbances in the flow over a range of frequencies. The instability of free shear layers is referred to as Kelvin-Helmholtz instability. At sufficiently high Reynolds numbers, the effect of viscosity in the amplification of disturbances is relatively small, and thus the instability is also called inviscid instability. Detailed linear stability analyses (e.g. Michalke 1965 Michalke , 1977 over the years have shown that the most amplified frequency scales with the momentum thickness of the boundary layer at the trailing edge of the splitter plate (St θ = f n θ 0 /U ∞ = 0.013, where f n is the most amplified frequency, θ 0 is the boundary layer momentum thickness, and U ∞ is the free-stream velocity). Subsequent experimental work not only confirmed the existence of such an instability mechanism and the scaling of f n with θ 0 , but also showed that the initial waves due to the Kelvin-Helmholtz instability mechanism roll up into large-scale structures (Brown & Roshko 1974) . These structures entrain the fluid into the mixing layer from both sides and play a major role in the bulk mixing of the fluids. The structures then go through successive merging. Merging of a pair of structures results in further entrainment and mixing, production of Reynolds stresses, and doubling of the wavelength (e.g. Ho & Huerre 1984) . In practice the size of the experimental facility will limit the number of sequential merging processes. Beyond sufficiently large Reynolds numbers, the state of the boundary layer on the splitter plate (i.e. laminar or turbulent) does not significantly alter the processes of vortex roll-up and subsequent merging. The processes taking place in the shear layer beyond the initial development of structures (i.e. roll-up and pairing) are nonlinear and beyond the reach of linear stability analysis.
In a mixing layer without any artificial excitation, natural disturbances are random in nature, and as a result there is jitter in the vortex roll-up and subsequent merging processes. Therefore, large-scale structures are not often spatially or temporally coherent and merging locations are not spatially fixed. By introduction of a lowamplitude forcing, the events could be manipulated and changed dramatically, and large-scale structures could be made much more organized (e.g. Winant & Browand 1974; Ho & Huang 1982) . In a forced shear layer, the processes of vortex roll-up and subsequent merging will take place in an organized fashion. However, the merging could be delayed or promoted, depending upon the ratio of the forcing frequency to the most amplified frequency. If this ratio is quite small (∼1/10), simultaneous interaction of more than two structures could be promoted, in which case several structures are developed and initially displaced in the lateral direction and eventually merged together. Ho & Huang (1982) called this 'collective interaction'. The forcing level required for this process seems to be much higher than the level required for the promotion of just roll-up or pairing.
Axisymmetric jets
Owing to its wide engineering applications, in addition to scientific curiosity, numerous researchers have attempted to shed light on the physics of axisymmetric jets. Only a few of these works will be cited here. In an axisymmetric jet with a thin boundary layer leaving a nozzle, the effect of curvature is negligible and the initial shear layer at the preferred mode are independent of the state of the boundary layer exiting the nozzle (i.e. laminar or turbulent). But, as the Reynolds number is increased, the structures become more round (shorter in x and wider in y), which means more lateral momentum transport.
It is not clear from the literature how to get from the most amplified mode (or structure) to the preferred mode (structure) in axisymmetric jets. There are three potential routes. The first one is the typical growth and roll-up of the most amplified mode and then sequential pairing, as they occur in planar shear layers. The second potential route is a bypass-type process, in which a wave at the preferred frequency grows and rolls up. A similar type of process is known to take place in a boundary layer transition to turbulence (e.g. Reshotko 1994 ). The third potential process could involve the 'collective interaction' seen in planar shear layers (Winant & Browand 1974 and Huang 1982) , in which more than one pair of vortices interact and merge. It is known that forcing the preferred mode of a jet requires higher forcing amplitude, which is also true in the collective interaction case. It is also known that higher-amplitude disturbances in the boundary layer lead to bypass transition. Therefore, either one of the last two routes seems quite plausible.
Various methods to control axisymmetric jets will first be discussed in the next section. The focus will then be on the use of plasma actuators for jet control.
Control of axisymmetric jets
Flow control in general is divided into two categories: passive and active. In the former, the control is accomplished by geometrical modifications to the nozzle. In the latter, some energy (in the form of heat, mass and/or momentum) is added to the flow. Active control is further divided into open-loop and closed-loop control. In open-loop control, actuation takes place based on the operator's command or a predetermined and tabulated input. In closed-loop control, information from a sensor or sensors in the flow along with a flow model guides the actuation process. Only passive control and active open-loop control will briefly be discussed below.
There has been a surge in interest in the passive control of jets in recent years, primarily motivated by noise mitigation. Passive control of jets and mixing layers is accomplished via geometrical modifications of the nozzle/splitter-plate trailing edge using tabs, chevrons, and lobbed nozzles (e.g. Samimy, Zaman & Reeder 1993; Zaman, Reeder & Samimy 1994; Zaman 1999; Mengle 2000; Saiyed, Mikkelsen & Bridges 2003; Callender, Gutmark & Martens 2005) . The main mechanism in controlling the jet using these passive techniques is streamwise vorticity generated by the geometrical modifications (Zaman et al. 1994) .
Open-loop active control can be divided into two categories. The first category involves steady or low-frequency (frequency much lower than any instability frequency in the flow) energy addition to the flow. A few examples include steady fluidic injection through micro-jets (Arakeri et al. 2003 and Krothapali et al. 2003) , fluidic chevrons (Henderson et al. 2005) , and some recent unpublished work on active chevrons using shape memory alloy. The second category involves using actuators with frequency capabilities in the range of the flow instability frequencies. This is the subject of the current work and will be further discussed next.
As was discussed earlier, the initial motivations for exciting instabilities of mixing layers and jets with low-amplitude forcing were to regularize roll-up and subsequent pairing to aid flow diagnostics for physical understanding of these processes. The goal was changed in later years to controlling these flows with a specific goal of mixing enhancement and/or noise mitigation. Numerous researchers have worked in this area, but only a few will be mentioned here. Most of these investigations have been carried out in relatively low-speed and low-Reynolds-number jets (e.g. Crow & Champagne 1971; Kibens 1980; Ho & Huerre 1984; Cohen & Wygnanski 1987) . A few investigations have also been carried out in high-speed but still low-Reynolds-number jets by performing the experiments in a low-pressure chamber (e.g. Morrison & McLaughlin 1979; Stromberg, McLaughlin & Troutt 1980) . Some researchers have also used more than one mode to enhance control effects (e.g. Cohen & Wygnanski 1987; Corke & Kusek 1993; Paschereit, Wygnanski & Fiedler 1995; Parekh et al. 1996; Reynolds et al. 2003) .
Many researchers over several decades have contributed to the control of lowspeed and low-Reynolds-number jets and to the understanding of the physics and mechanisms of jet response to such control. The upper limit of the Reynolds number based on jet diameter seems to be around 50 000 for the majority of these works. As the speed and the Reynolds number of the jet increase, so do the background noise, the instability frequencies, and the flow momentum. Therefore, actuators must provide excitation signals of much higher amplitude and frequencies-two opposing requirements. As a result, there is practically no work in the active control of highspeed and high-Reynolds-number jets, with only a few exceptions. For example, Kibens, Dorris III & Smith (1999) used high-amplitude pulsed injection to excite the exhaust from a full-scale jet engine at a flapping mode. They used two actuators, operating 180
• out of phase and each covering a 1/4 of the jet perimeter. This resulted in significantly increased mixing and far-field noise radiation. Obviously, the increased scale and thus the reduced frequency (∼135 Hz) was a key factor in the implementation of actuation in this work. Also, Moore (1977) , Jubelin (1980) , Ahuja, Lepicovsky & Burrin (1982) , Lu (1983) , and Lepicovsky & Brown (1989) used acoustic forcing (either channelling the acoustic signal to multiple locations at the proximity of the exit of the jet or using it in the jet settling chamber) to force a high subsonic jet around its preferred mode, with some success.
We have recently developed a class of plasma actuators, called localized arc filament plasma actuators (LAFPA) that can provide excitation signals of high amplitude and high bandwidth for high-speed and high-Reynolds-number flow control Utkin et al. 2007) . The actuator frequency, phase, and duty cycle can be controlled independently. Therefore, several of these actuators can be used to excite jet column modes, shear layer instability modes, and their various azimuthal modes. In the following sections, we will first provide a brief background on plasma-based actuators in general, then on LAFPA in particular.
1.4. Plasma-based actuators for flow control In recent years, there has been considerable interest in the use of electric discharge plasmas for flow control. Over the last decade, the work in this field has covered a wide range of specific experimental approaches and engineering applications. In particular, various types of surface and volume-filling plasmas, including DC, AC, RF, microwave, arc, corona, and spark electric discharges, as well as laser-induced breakdown, have been used to modify flows. Applications of the plasma-assisted flow control mainly focus on viscous drag reduction and boundary layer separation control in low-speed flows, shock wave modification and wave drag reduction in supersonic flows, and supersonic boundary layer transition control. The primary mechanisms of plasma flow control include electrohydrodynamic (EHD) and magnetohydrodynamic (MHD) interactions, and thermal (Joule) heating. EHD and MHD interactions involve flow entrainment by collisional momentum transfer from charged species accelerated by Coulomb and Lorentz forces.
The main limitation on the use of EHD flow control is generating significant ion densities in the cathode sheath (space charge region) of the discharge. Simple estimates (Macheret, Shneider & Miles 2004) show that a significant EHD effect on the boundary layer flow can be achieved at flow velocities of up to U ∞ ∼ 30-100 m s −1 . This is consistent with experimental results on EHD airfoil flow separation control, demonstrated at U ∞ ∼ 1-10 m s −1 (Roth, Sherman & Wilkinson 2000; Corke & Matlis 2000; Artana et al. 2002) , U ∞ ∼ 10-30 m s −1 (Post & Corke 2004) , and U ∞ ∼ 20-75 m s −1 (Zavialov et al. 2005) . As a result, the use of EHD for high-speed flow control (with flow velocities of a few hundred m s −1 or higher) appears to be impractical. For MHD flow control, the main limitation is sustaining significant flow conductivity. At U ∞ ∼ 1000 m s −1 and conductivity of σ ∼ 0.1 mho m −1 , currently achieved in lowtemperature unseeded air flows (Nishihara et al. 2005) , the MHD effect in the free stream is significant only at low pressures, P ∼ 0.001 atm (P ∼ 0.04 atm in the boundary layer flow). These estimates are consistent with attempts to control low-speed saltwater flows (σ ∼ 1.0 mho m −1 , U ∞ ∼ 1 m sec, ρ = 1 kg cm −3 ) (Henoch & Stace 1995) and Mach 3 air flows (σ ∼ 0.1 mho m −1 , U ∞ ∼ 500 m s −1 , P ∼ 0.01 atm) (Nishihara et al. 2005) . Sustaining higher conductivities using non-equilibrium plasmas requires prohibitively high-plasma power and is also limited by ionization instabilities. Thus, the use of MHD for high-speed flow control at near-atmospheric pressures also appears impractical, except perhaps for extremely high-temperature flows (Bobashev et al. 2003) .
Thermal bulk heating plasma flow control attempts have used diffuse non-equilibrium plasmas (Mishin, Serov & Yavor 1991) or localized plasma torches or pulsed lasers ('airspike') (Minucci et al. 2005) to modify shock waves in front of a supersonic vehicle to reduce wave drag. Bulk heating of the high-speed flow by the plasma requires very high power (comparable to the flow enthalpy) and is also limited to low pressures (0.001-0.04 atm) due to plasma instabilities. Recent work by Leonov et al. (2002 Leonov et al. ( , 2003 Leonov et al. ( , 2004 suggests that significant high-speed flow control could be realized using the thermal effects of near-surface high-current high-temperature arc discharges. Intense, localized, rapid heating produced by plasmas in high-current pulsed electric discharges (similar to pulsed optical discharges, Adelgren et al. 2005a, b) produces shock waves, which have the control ability needed to modify the supersonic flow over blunt bodies. In this approach, rapid near-adiabatic heating in the current filament results in a pressure jump, which we have demonstrated capable of forcing instabilities in high-Reynolds-number jets.
Unlike other approaches, the method used in the present work does not require the use of high-power lasers, microwave beams, or electrodes protruding into the flow. The proximity of the arc plasma to the wall improves its stability and prevents plasma blow-off by the high-speed flow. The high-current, high-temperature, localized arc discharge is completely different from low-temperature, low-current, diffuse glow discharges used in previous low-speed flow control work (Roth et al.; Wilkinson 2000; Post & Corke 2004 ). In our approach, the flow is affected by localized perturbations produced by arc-generated pressure/temperature spikes (a purely thermal effect). The present approach is not limited to low-speed flows (unlike EHD control) or lowpressure flows (unlike MHD control), and at the same time it requires low enough energy to be integrated on aircraft. In fact, the present approach remains the only energy-efficient, high-speed, standard (∼sea level) static pressure flow control method that has been demonstrated in experiments.
Experimental facility and techniques
The experimental facility and techniques utilized in the current research will now be described. The presentation will include flow facility, flow diagnostic techniques, and the plasma actuators, including their power supply and control system.
Flow facility
All the experiments were conducted in the Gas Dynamics and Turbulence Laboratory at The Ohio State University. The ambient air is compressed, dried, and stored in two cylindrical tanks at a pressure of up to 16 MPa with a capacity of 36 m 3 . The compressed air is supplied to the stagnation chamber and conditioned before entering a Mach number 1.3 axisymmetric converging-diverging nozzle, which is designed using the Method of Characteristics for uniform flow at the nozzle exit. The air is discharged horizontally through the nozzle into an anechoic chamber. The nozzle has an exit diameter of 2.54 cm (1.0 in). For the Mach 1.3 jet, the jet preferred mode frequency should be around 5 kHz, assuming f p D/U ∞ = 0.3, which agrees quite well with the experimental results that will be presented in § 3. An extension, made of boron nitride, was attached to the exit of the nozzle to house the plasma actuators.
The Mach number of the jet at the nozzle exit was measured to be 1.3 and the Reynolds number based on the jet diameter was about 1.1 × 10 6 . The jet was operated as close to the pressure-matched ideally expanded condition as possible. However, because of the nozzle extension to accommodate plasma actuators, which generates a very thick nozzle lip, we observed variation in the centreline Mach number within the jet core region, indicating a weak shock/expansion train. The boundary layer thickness at the exit of the nozzle is very thin, making it impossible to obtain a boundary layer profile to estimate its momentum thickness and its state. attached a converging nozzle of similar length to this facility and measured a few points within the boundary layer of a Mach 0.9 jet with a Reynolds number about 0.76×10 6 . They estimated the boundary layer to be turbulent with a thickness of about 1 mm and a momentum thickness of about 0.1 mm. The characteristics of the boundary layer in the current experiments are expected to be quite similar. Assuming an initial momentum thickness of 0.1 mm for the Mach 1.3 jet and St θ = f n θ 0 /U ∞ = 0.013, the initial shear layer most-amplified frequency is around 50 kHz. It would be around 40 kHz if three successive pairings of large-scale structures had taken place to decrease the passage frequency to the preferred mode frequency of about 5 kHz by the end of the jet potential core.
Flow diagnostic techniques
The growth and decay of perturbations imparted to the flow by the plasma actuators were measured by a Kulite pressure transducer probe. The probe was a small round cylinder with the Kulite transducer mounted at the tip and axis normal to the jet axis so that the instantaneous static pressure -rather than total pressure -was measured. The probe tip was located at the lip-line of the nozzle radially, at the centre of actuator 7 (figure 1) azimuthally, and traversed in the streamwise direction manually from x/D = 0.5 to 10.5. The signal from the probe was amplified, low-pass filtered, and stored on a PC. An average spectrum was obtained from one hundred shorttime spectra for each case and the perturbation level at the forcing frequency was calculated from the average spectrum. For the baseline case, the level was obtained at a frequency matching the forcing frequency. The perturbation level was normalized by 2 × 10 −5 Pa in all cases. Y -direction is normal to the page.
The flow was visualized using scattering of light from a laser sheet passing through the centreline of the jet (streamwise sheet) or normal to the jet axis (cross-stream sheet) (figure 2). The light-scattering particles were formed in the mixing layer of the jet when the moist and warm ambient air was entrained into the jet and mixed with the cold but dry jet air. Either a Spectra Physics Quanta-Ray Pro or PIV-400 Nd:YAG laser was used as a light source. The scattered laser light was captured by a Princeton Instrument Pixis CCD camera, located normal to the laser sheet for streamwise images and with an angle of about 30
• to the laser sheet for cross-stream images (figure 2). Instantaneous planar images of the jet with 9 ns exposure time (the laser pulse duration) were acquired. In this visualization technique, a major portion of the mixing layer is visualized since no condensation occurs in the jet core or the ambient air.
The images of the jet were taken either randomly or phase-locked to the input signal to the transistor switch of an actuator. A 10 Hz TTL signal generated by a pulse counter, phase-locked to the input signal, was directed to the laser lamp-trigger input and the laser lamp-sync output was used to trigger the camera. A custom-built circuit was used to isolate laser and imaging systems from the TTL signal to the transistor switches.
Particle imaging velocimetry (PIV) was used to measure the x and y components of velocity on the illuminated (x, y)-plane (figure 2). Images were acquired and processed using a LaVision PIV system with a 2000 by 2000 pixels Redlake CCD camera employing a 75-300 mm Vivitar zoom lens with a 532 nm narrow band optical filter. Other essential hardware and software are housed in a dedicated computer with dual Intel Xeon processors. The system triggers a dual-head Spectra Physics PIV-400 Nd:YAG laser operating at the second harmonic (532 nm). Each laser head was operated at approximately 350 mJ per pulse for PIV applications. Image pairs were acquired at a sampling rate of approximately 5 Hz.
The jet flow was seeded with di-ethyl-hexyl-sebacat (DEHS) fluid introduced upstream of the stagnation chamber by a four-jet atomizer. This location was chosen to provide a homogenous dispersion of the particle seed throughout the jet. A free jet entrains a significant amount of ambient air. The ambient air was seeded by injecting fog from a fog generator into a 15 in. diameter cylinder located symmetrically around the jet and a small amount of air was introduced to generate a very low-speed co-flow. The camera views the streamwise laser sheet orthogonally over about 9 jet diameters as in the flow visualization case. The time separation between laser pulses was 2.0 ms for images divided into 32 by 32 pixel interrogation windows. Sub-regions for each image pair were cross-correlated using multi-pass processing with a 50 % overlap in order to improve spatial resolution and to prevent the appearance of spurious vectors by adaptively improving the window size. Initial passes used 64 by 64 pixel interrogation windows, which were then used as a reference for the 32 by 32 pixel windows in the final pass. This experimental set-up produced a velocity vector grid of 115 by 65 over the measurement domain. With this arrangement, two adjacent velocity vectors are separated by approximately 2 mm.
Plasma actuators and plasma generator system
Each actuator consists of a pair of pin electrodes. The electrodes are distributed around the nozzle perimeter (figure 1), approximately 1 mm upstream of the nozzle exit plane. A ring groove 0.5 mm deep and 1 mm wide was used to house the electrodes and to shield and stabilize the plasma. Without such a groove the plasma was swept downstream by the flow. For the work presented here, the nozzle extension was made of boron nitride and steel or tungsten wires of 1 mm diameter were used for electrodes. Tungsten wires have proven to be more resistant to the erosion caused by the arc discharge. The spacing between a pair of electrodes for each actuator, measured centre-to-centre, is 3 mm. Figure 1 shows a schematic of the multi-channel high-voltage plasma generator, designed and built in-house at The Ohio State University. The plasma generator enables simultaneous powering of up to eight localized arc filament plasma actuators distributed around the perimeter of the ceramic nozzle extension, with independent frequency, duty cycle, and phase control of individual actuators. Each actuator is connected in series with a fast-response, high-repetition-rate, high-voltage switch, two approximately 15 kΩ high power solid-body ceramic ballast resistors, and a highvoltage, high-current (10 kV, 1 A) DC power supply. Two of these power supplies are used to energize the eight actuators. If all eight actuators are powered at the same time, the single actuator current is limited to 0.25 A. The switches are controlled by using an 8-channel digital-to-analog output PCI card and the LabView software, which allows independent frequency, duty cycle, and phase control. The switches are capable of producing high-voltage pulses (up to 10 kV) at repetition rates from a few Hz to 200 kHz, with a very short pulse rise/fall time (∼0.1 µs −1 ) and a variable duty cycle (from 0 to 100 %). With eight actuators uniformly distributed around the perimeter of the nozzle, azimuthal modes (m) 0, 1, 2, 3, ±1, ±2, ±4 can be forced.
By turning the electronic switch on and off, positive high-voltage pulses can be applied to the corresponding actuator. The high initial voltage is needed to produce breakdown in the approximately atmospheric pressure air in the gap between the two electrodes of an actuator, which are 3 mm apart in the present work. After the breakdown, the arc is generated and the voltage across the gap rapidly falls to a few hundred volts. Every switch is liquid cooled to allow continuous operation at high frequency, voltage and current. The plasma generator is compact, robust, and simple to operate. In the present work, continuous operation of all eight actuators in a Mach 1.3 flow (up to several minutes) has been achieved. To reduce the EMI interference with the computer and data acquisition board an in-house-built optical isolation circuit was implemented on the low-voltage side.
Experimental results and discussion
Experimental results are presented in this section, and discussed in the following order: characterization of plasma actuators, development of actuation perturbation and instability wave/large-scale structure growth, flow visualization images, and PIV results. Figure 3 shows the input rectangular wave to a plasma actuator, time-dependent voltage, current, and power in the arc discharge between two steel wire electrodes of the actuator. During these measurements, eight actuators were operated in the first helical mode at 20 kHz frequency and a 20 % duty cycle in the ideally expanded Mach 1.3 jet. The static pressure at the actuator location (1 mm before the nozzle extension exit) was approximately 1 atm. Figure 3(b) shows the time-dependent voltage between the actuator electrodes, measured at the HV pin electrode (see figure 1) by an Agilent high-voltage probe N2771A. A very large voltage overshoot (about 4 kV) at the onset of the cycle (t ≈ 10 µs −1 on the graph) corresponds to electrical breakdown in the air between the electrodes, followed by a sharp voltage drop to about 500 V, as a stationary arc discharge is formed. After the discharge current is interrupted by rapidly closing the switch (10 µs −1 later), the plasma is quickly blown off by the flow. Because of this, the high-voltage electrode (anode) becomes floating and the voltage remains essentially unchanged (at about 500 V) until the moment the switch is opened again 40 µs −1 later. The actuator current was measured simultaneously with the voltage using a LeCroy CP031 current probe and shown in figure 3(c) . The current trace is nearly a step function, with the steady-state current of about 0.25 A when the switch is open and no current when it is closed. The time-dependent arc discharge power can be obtained by multiplication of the current and the voltage traces. The result is shown in figure 3(d) . The power during the current pulse reaches approximately 100 W, which corresponds to a time-averaged actuator power of only 20 W (i.e. 160 W net power for all eight actuators in operation). For comparison, the flow power (the total enthalpy flux) at these conditions is about 28 kW -a ratio of the average actuator to the flow power of 0.57 %. These results demonstrate that high-speed flow control by localized arc plasma actuators can be highly energy efficient. Note that the power generated by the DC power supply used to run the plasma actuators in the present work is significantly higher, approximately 400 W time-averaged power per actuator at the conditions of figure 3, with more than 90 % of the power dissipating on the ballast resistors. However, the use of a more efficient plasma generator producing a periodic, low-voltage, rectangular waveform, with short high-voltage pulses to achieve breakdown at the beginning of each period would greatly reduce the power budget of the entire flow control system.
Plasma actuator characterization
The measurements showed that the voltage, current, and power traces for all eight actuators are essentially the same except for a phase shift. Depending on the frequency, mode, and duty cycle, the arc discharges produced by different actuators may overlap in time. It can be seen in figure 3 that the actual duty cycle was somewhat smaller than 20 % due to a delay between the square-wave input signal (figure 3a) and the resultant high-voltage output. The delay is caused by the combined capacitance of the switch, resistors, high-voltage cables, and electrodes.
The actuators can operate over a wide range of frequencies (a few Hz to 200 kHz), far beyond the jet column instability (∼5 kHz) and the initial shear layer instability (∼50 kHz). Using eight plasma actuators, as shown in figure 1, one can force azimuthal modes (m) 0, 1, 2, 3, ±1, ±2 and ±4. Traditionally, when distributed acoustic drivers were used for excitation, the input amplitude, A a , for a given azimuthal mode was given by
where f F is the forcing frequency, t is time, m is the azimuthal mode, and φ a is the azimuthal location of the actuator. The subscript a represents the actuator number (1 to 8), for example in figure 1 , φ 1 = 0, φ 2 = π/4, etc. The input for the LAFPA is different to that for an acoustic driver because a rectangular pulse sequence is used instead of a sine wave. The pulse train has a frequency and a phase, as in a sine wave, but it also has a duty cycle. The input to a plasma actuator for a given azimuthal mode is given by
2)
The step function, g(t), is either 0 or 1 based on the duty cycle, δ, the actuator location, φ a , and the forcing frequency, f F . The step function can also be written in the time domain:
A detailed investigation into the active control of an Mach 1.3 ideally expanded axisymmetric jet using eight actuators at a prescribed frequency and azimuthal mode has been carried out. The results are presented and discussed in the following sections.
Development of actuation perturbations and the instability
waves/large-scale structures A dynamic Kulite pressure transducer was used to measure time-resolved pressure in the ideally expanded Mach 1.3 jet to explore the development of the perturbations seeded in the flow by plasma actuators and the instability waves/large-scale structures. The cylindrical probe with the transducer on the tip of it, located at the same azimuthal location as actuator number 7 in figure 1, normal to the jet centreline, was traversed in the streamwise direction from x/D = 0.5 to 10.5. The tip of the probe grazes the shear layer at the first measurement location (x/D = 0.5), but is well into the shear layer farther downstream, as the shear layer is growing. The amplitude of the local dynamic pressure at the forcing frequency was obtained using the power spectrum of the time-resolved Kulite pressure signal.
Since eight actuators were distributed around the nozzle exit, we could force azimuthal modes from m = 0 (axisymmetric mode) to m = ±3 (third helical or spinning) mode, in addition to m = ±1, ±2, or ±4 modes. The jet was forced over a frequency range of 2 kHz to 20 kHz (St DF from 0.13 to 1.31). The excitation frequency effect is shown in figure 4 , which depicts the spatial development in the streamwise direction of the seeded perturbations at several Strouhal numbers when the jet is forced at three azimuthal modes of m = 0, 1, and ±1. For the last case, the measurement is on the excitation or flapping plane of the jet. As the forcing Strouhal number increases from 0.13 toward 1.31, several trends are observed: (i) the perturbation amplitude at the first measurement point (x/D = 0.5) keeps increasing (ii) the maximum amplitude achieved for each perturbation follows a similar trend; (iii) the location of the onset of the perturbation decay moves upstream; and (iv) the trends for all three azimuthal mode excitation cases are similar. For example, for the axisymmetric excitation, the perturbation amplitude at the first measurement location, the maximum achieved amplitude, and the location for the onset of decay after the peak saturation for forcing at St DF (=f F D/U J , where f F is the forcing frequency) of 0.13 are 132 dB, 150 dB, and x/D ∼ 4, respectively; and at St DF of 1.13 they are 172 dB, 172 dB (or higher), and x/D = 0.5 (or upstream). This is related to matching of the excitation wavelength to the local instability wavelength. We will further discuss this issue later when we present flow visualization results. Moore (1977) performed similar experiments using an acoustic driver to excite the jet preferred frequency in a lowMach-number jet. The maximum perturbation amplitude occurred between x = 2D and 4D with amplitudes around 160 dB, which is very similar to the present results. Figure 5 shows the spatial development of the seeded perturbations and the instability waves/large-scale structures at three different Strouhal numbers (St DF = 0.13, 0.33, 0.66) when the jet is forced at various azimuthal modes (m = 0, 1, 2, 3, ±1). For comparison, the results for the baseline case (unforced case) and also a case in which only a single actuator (actuator 7 in figure 1) operaties are shown. Note that there is no external perturbation in the baseline case, but there are always natural and random disturbances in the flow. The trend, as expected, is gradual growth and saturation at lower frequencies and rapid growth and saturation at higher frequencies. For the various azimuthal forcing cases, some interesting observations can be made. For example, (i) regardless of the forcing frequency, higher azimuthal modes saturate earlier and decay faster; (ii) all perturbations approach the baseline farther downstream; (ii) there is a strong competition between the axisymmetric and first helical modes -the latter seem to be winning in the lower frequencies and the former in the higher frequencies; and (iv) the growth and decay of the seeded perturbation levels are less dependent on the azimuthal modes at a higher frequency of 20 kHz, which is not shown here. For the thin boundary layer (D/θ 0 1) exiting the nozzle in the present work, these results are consistent with the linear stability analysis of Michalke (1977) , Plaschko (1979) and Cohen & Wygnanski (1987) and experimental work of Cohen & Wygnanski (1987) , Corke et al. (1991) , and Corke & Kusek (1993) . The energy exchange between various azimuthal modes and the mean flow seems to be similar in the instability wave/perturbation growth phase, but significantly different in the decay phase -the higher azimuthal modes decay much faster, especially for lower Strouhal number forcing. We were limited to m = 3 with the current eight actuators arrangement. We will use more actuators, enabling us to excite higher azimuthal modes, in the near future. Figure 6 shows a typical instantaneous image with 9 ns exposure time and an ensemble-averaged image of the baseline Mach 1.3 jet. Thirty instantaneous images were used to obtain the ensemble-averaged image. The distance between two adjacent tick marks in the images is one nozzle exit diameter and the first tick mark is at 1D from the nozzle exit. Only the mixing layer of the jet is visualized. Mixing between the cold and dry jet air with the entrained warmer and humid ambient air generates particles of order 50 nm in diameter for laser light scattering. The instantaneous image shows large-scale structures in the mixing layer, which are not spatially or temporally coherent, typical of those in high-Reynolds-number and high-speed jets and mixing layers. The ensemble-averaged image is of course featureless and shows the growth of the mixing layer, both inward and outward, in the downstream direction from the nozzle exit. The ensemble-averaged image shows the end of the visual potential core around at 7D from the nozzle exit, which would change to some degree depending on the ambient air moisture level. Earlier Pitot probe measurements (Hileman et al. 2005) and the PIV measurements to be presented the later in the paper showed the end of potential core for the baseline jet to be located around 6D. Typical instantaneous images for the forced jet at four different frequencies with azimuthal mode m = ±1 are shown in figure 7. It is clear from these and other images not shown here that the response is optimum for the generation of large-scale coherent structures and mixing enhancement at around 5 kHz (St D of 0.33) and drops gradually above and below this value. These results are consistent with the earlier findings in low-speed and low-Reynolds-number flows (e.g. Crow & Champagne 1971; Ho & Huerre 1984) . As was discussed earlier, the preferredmode Strouhal number varies significantly, from 0.2 to 0.6, showing relatively strong experimental facility dependence, but mostly seems to be around 0.3. One can see large-scale coherent structures, as in low-speed and low-Reynolds-number flows, which grow in the mixing layer in the downstream direction and interact with the structures in the other mixing layer towards the end of the visual potential core. Also, as it was expected, the structures are vertically/radially aligned in the axisymmetric forcing, but staggered in the first helical and the flapping modes forcing. Figure 9 shows phase-averaged images of the jet corresponding to the instantaneous images shown in figure 8. The input signal to the actuator was used for phase locking and 30 phase-locked images were used to obtain each phase-averaged image. As can be seen, the structures are very well organized spatially. The fact that phase averaging produces such robust structures implies the structures must also be temporally coherent. The structures are oriented in response to the shear force in the jet and are quite round. This is consistent with the results of who found the structures to become more round as the Reynolds number increases. The structures cannot be visualized close to the nozzle exit due to the lack of condensation and thus scattering particles. But the structure can be seen clearly from about x/D ∼ 3. There is no sign of pairing of the structures from this location to where structures begin to interact across or on the jet centreline. This agrees with the observations of in low-speed and low-Reynolds-number jets. It can also be observed that the actuation perturbation growth ends and decay begins for forcing around the jet preferred mode for m = 0, 1, ±1 (figure 5b) approximately where the structures start interacting across or on the jet centreline (figure 9). Figure 10 shows phase-averaged cross-stream images at x/D = 4 of the jet forced with m = ±1 at St DF = 0.33 over one complete forcing cycle (two consecutive images are π/4 apart; the order of the images is top row left-to-right, then bottom row left-to-right). The images show significant thickening and thinning in various parts of the mixing layer and also significant deformation of the jet core over a forcing period. These images, along with the streamwise images shown in figures 8(c) and 9(c), illustrate the complex and three-dimensional nature of the forced jet. Two-dimensional spatial correlations obtained using the instantaneous images of the jet, such as those shown in figures 6-8, were used to investigate more quantitatively the periodic nature of structures in the baseline and the controlled jets and also to assess more objectively the effect of control on the jet. A small template, which covered the entire width of the top or bottom shear layer with a length slightly larger than the forcing wavelength in the streamwise direction, was selected, and the two-dimensional spatial correlation between the image within the template and the rest of the image (of either top or bottom shear layer) was calculated. The two-dimensional spatial correlation is then averaged over 50 instantaneous images. Details of such a procedure can be found in Thurow et al. (2002) . Briefly, the correlation technique utilizes the fluctuating scattered light intensity in the instantaneous images defined by
Flow visualization results
where I k (x, y) is the scattered light intensity in the instantaneous image and I (x, y) is the ensemble-average of the scattered light intensity at that location over the 50 instantaneous images. Next, the two-dimensional spatial cross-correlation is performed to find the location of the structure in each subsequent frame. The normalized correlation, r(i, j, k), for a P × Q template is then computed using
where J is the fluctuating intensity within the template (I is outside of template), i and j are indices in an M × N image, representing the streamwise and transverse shift of the template and respectively run from 0 to M − P and N − Q, and k indicates the frame being searched. The normalized cross-correlation r is averaged over 50 images and it takes a value of +1.0 and −1.0 for perfect correlation and anti-correlation, respectively. If one picks a streamwise line (a fixed i) and converts the image pixel index j to a physical length, one can obtain a correlation profile along a line in the streamwise direction, corresponding to a fixed i. Figure 11 shows the one-dimensional spatial correlation along a line in the streamwise direction passing through the peaks of the two-dimensional correlation for the baseline jet and several forced jets (different forcing frequencies, but all at the first helical mode m = 1). Note that the base level (the level about which the peaks and valleys fluctuate) for each curve depends on the selection of the template and the background intensity level. Thus, one should focus only on the differences between the amplitudes of peaks and valleys (i.e. correlation level) for each correlation curve. A sinusoidal profile with large amplitude indicates that the forcing generated robust periodic structures. Spatial correlation and thus spatial periodicity of the structures for the forced cases around the jet preferred mode frequency (St DF = 0.33) are quite robust, as indicated by the strong correlation peaks and valleys. However, the spatial periodicity gradually decays away on either side of this frequency, and the correlations resemble that of the baseline case. The spatial wavelength of large-scale structures can be obtained from the spatial correlations (distance from peak-to-peak) in figure 11 . This information can then be used along with the forcing frequency, as discussed below, to determine the convection velocity of the structures.
The convection velocity for the forced jet cases was calculated by multiplying the spatial wavelength of the structures (determined using the results in figure 11 ) by the forcing frequency. This technique can only be used for the forced cases for which the spatial wavelength can be calculated. The convection velocity normalized by the jet exit velocity, U j , at several forcing Strouhal numbers between 0.20 and 0.66 and azimuthal modes, is shown in figure 12 . The variation in the normalized convection velocity ranges from 0.6 to 0.72. Considering the accuracy of the calculations, it seems that the normalized convection velocity does not depend on the forcing mode or frequency in a significant way. The present results agree quite well with those of Bridges (2006) vary to some degree. Techniques using two-dimensional spatial correlations are more accurate than two-point spatial correlations.
PIV results
The flow visualization results presented above help in assessing the flow control effects and could also provide some quantitative data, such as spatial wavelength and convective velocity of large-scale structures, as discussed. They are qualitative in general, however, and must be evaluated and verified using more directly obtained quantitative measurements. For this purpose, we have used extensive PIV measurements, in addition to the actuation perturbation measurements.
Figure 13(a) shows the jet centreline velocity for the baseline case and for various forcing frequencies for the azimuthal mode m = ±1. As was shown earlier, forcing affects the jet over the entire forcing Strouhal number range of 0.13 to 1.3. But the effect is strongest around the jet preferred St D of 0.33, as also shown in figure 7. Since the forcing is applied locally and only coupled into the shear layer, there is no forcing effect at the centreline until about 4 or 5 jet diameters downstream, where the shear layer has grown toward the jet centreline sufficiently and the structures have started to interact across the centreline. Lepicovsky, Ahuja & Burrin (1985) measured the centreline velocity of a low-speed and low-Reynolds-number jet excited at the preferred St D and observed similar trends in the behavior of the jet core for the baseline and the forced cases. Over the first 4 jet diameters the centreline velocity for the forced cases were similar to the baseline, but around x/D = 4 the centreline velocity for the forcing cases began to decay while the baseline did not begin to decay until x/D = 6 to 8.
The current Mach 1.3 jet was operated as close to an ideally expanded jet as possible. Theoretically, there should not be any centreline Mach number variations in such a jet until the end of potential core, which is located approximately at x/D = 6 for the baseline jet and further upstream for the forced cases. We used the Method of Characteristics, which is an inviscid method, to design the nozzle. One can only approximately take into account the effect of the boundary layer growth within the nozzle. Therefore, there will always be weak compression and expansion waves in a supersonic jet. These waves become accentuated when the nozzle has a thick lip. In the current set-up, the nozzle extension, which holds the electrodes for the plasma actuators, acts like a very thick lip and accentuates these waves. The centreline variations within the jet core in figure 13(a) and the subsequent figures are due to this phenomenon.
Forcing the jet at all Strouhal numbers causes a reduced jet potential core and an increase in the decay rate of the centreline Mach number of the jet beyond the end of potential core. These changes are much more dramatic for the preferredmode Strouhal number case -an indication of substantial mixing enhancements that were also shown in the flow visualization results. When figures 4(c), 7, and 13(a) are compared, it becomes clear that the perturbation level significantly decreases downstream of the streamwise location where the generated large structures begin to interact. In figure 4(c) , the perturbation level decreases noticeably at x/D = 5 and 8 for St DF = 0.33 and 0.20, respectively. These streamwise locations roughly correspond to where the structures begin to interact (figure 7) and the centreline Mach number decay becomes visible (figure 13a). Results for St DF = 0.20 are not shown, but they are close to those for St DF = 0.13. Thus, all three different data sets confirm and complement each other.
Figure 13(b) shows the effects of forcing of the jet with various azimuthal modes at the jet preferred Strouhal number of 0.33. The results show that forcing the jet at all the modes from m = 0 to m = ±4 affects the jet to some degree, in agreement with the flow visualization results. The results are also in agreement with the instability analysis and experimental results in the literature that, for a thin incoming boundary layer (D/θ ∼ 250 in the present case), the jet responds to all lower azimuthal mode disturbances (e.g. Cohen & Wygnanski 1987; Corke & Kusek 1993) . The axisymmetric mode forcing is the least and the m = ±1 mode the most effective, and all the others fall in between these two cases. One exceptional case is m = 1 (the first helical or spinning mode case), which has comparable effect to that of m = ±1 up to x/D = 6, beyond which the effect is significantly reduced. It is interesting to see that the centreline Mach number decay for m = 0 is very different from that for m = 1, although the development of the actuation perturbation for these two modes are almost the same as shown in figure 5(b) . The phase-averaged images for these cases (figure 9) show that the generated large-scale structures cross the jet centreline for the m = 1 mode to interact with the structures on the other side, while the structures begin to interact on the centreline for the m = 0 case due to their symmetric nature. In general, the centreline velocity decay is due to entrainment of the ambient fluid into the jet centreline. A further decay would also occur if the large structures cross the jet centreline as for m = 1 (and also for the m = ±1 mode). However, the centreline velocity decay by entrainment could also be partially offset by self-induction for the m = 0 mode. A combination of these effects may explain the differences in the decay of the centreline Mach number for the two cases.
As was also mentioned earlier, one has to be cautious in comparing the effects solely based on the centreline decay, as not all the modes are axisymmetric in the average sense, and such a comparison could be misleading. For example, the m = 1 mode is axisymmetric in the average sense, but the m = ±1 mode is quite asymmetric. In fact, the effect of forcing with the m = ±1 is much less on the orthogonal plane than that for which the flow visualization results are shown in figures 7-9. all others in enhancing the mixing and increasing the centreline TKE level. Similar trends in centreline TKE when forcing the jet around the preferred St D have also been seen in low-speed, low-Reynolds-number jets (Lepicovsky et al. 1985) .
Figure 14(b) shows the normalized centreline turbulent kinetic energy for the baseline jet and the jet forced at St DF = 0.33 with various azimuthal modes. The trends are to some degree similar to the ones shown for the centreline Mach number, except that the m = 0 mode forcing effect is similar to that of m = 1, but is reduced significantly farther downstream. Based on the results shown in figures 13(b) and 14(b) along with the explanation offered for the differences between the m = 0 and 1 cases, it appears that the centreline velocity fluctuations are governed primarily by the large structures crossing the jet centre. When more robust and energetic structures are generated and they penetrate deeper into the jet centreline, the centreline TKE develops faster as in the case of m = ±1 as shown in figure 8. Corke & Kusek (1993) also demonstrated in low-speed jets that when seeded with the m = ±1 mode, mixing was significantly enhanced in comparison to the other azimuthal modes. Since the structures generated near the preferred-mode Strouhal number are more robust, the centreline TKE increases as the forcing Strouhal number approaches 0.33 from either side as shown in figure 14(a) . At a higher forcing Strouhal number, the generated structures are small and the interaction of these structures across the centreline is limited. As a result, the centreline velocity or Mach number decay becomes close to that for the baseline as the forcing frequency increases.
Concluding remarks
We have presented and discussed detailed experimental results on the control of high-speed and high-Reynolds-number jets. Excitation of such jets requires actuators that are capable of generating both high-amplitude and high-bandwidth control signals. Over the past couple of years, we have developed localized arc filament plasma actuators, which are suitable for such a task. We can drive many of these actuators with independent control of their frequency, phase, and duty cycle over a very wide band of frequencies (a few Hz to 200 kHz). The actuators are operated by an electronic input signal, which makes them ideal for both open-and closed-loop active flow control. Also, current and voltage measurements have demonstrated the power consumption of each actuator to be quite low, a necessity in any control application.
In the present work, an axisymmetric Mach 1.3 jet with a Reynolds number based on the nozzle exit diameter of about 1.1 × 10 6 was forced using localized arc filament plasma actuators. Laser-based planar flow visualizations, actuation perturbation and instability wave/large-scale structures spatial development measurements, and twocomponent PIV measurements were used to evaluate the effects of forcing. Eight actuators distributed azimuthally inside the nozzle, approximately 1 mm upstream of the nozzle exit, were used to force various azimuthal modes over a large frequency range (St DF of 0.13 to 1.3). The jet responded to the forcing over the entire range of frequencies, but the response was optimum (in terms of generating large-scale coherent structures and mixing enhancement) around the jet preferred-mode Strouhal number of 0.33 (f = 5 kHz), in good agreement with the results in the literature for low-speed and low-Reynolds-number jets. The jet, with a thin boundary layer (D/θ ∼ 250), also responded to the various azimuthal modes explored (m = 0 to 3 and m = ±1, ±2, ±4), again in agreement with instability analysis and experimental results in the literature for low-speed and low-Reynolds-number jets. Forcing the jet with the azimuthal mode m = ±1 at the jet preferred-mode Strouhal number provided the maximum mixing enhancement, with a significant reduction in the jet potential core length and a significant increase in the jet centreline velocity decay rate beyond the end of potential core. The flow visualization, growth and decay of perturbation, and PIV data all together show that the plasma actuators have control authority over such a high-Reynolds-number and high-speed flow. These actuators with low power consumption, large amplitude and high bandwidth have opened up tremendous opportunities for control of high-speed and high-Reynolds-number flows in different applications including mixing enhancement and noise mitigation.
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