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INTRODUCTION
Let G be a semisimple algebraic group with Lie algebra g. We consider generalisations
of Lusztig’s q-analogue of weight multiplicity. Fix a maximal torus T ⊂ G. Let mµλ be
the multiplicity of weight µ in a simple G-module Vλ with highest weight λ. Lusztig’s
q-analogues mµλ(q) (also known as Kostka-Foulkes polynomials for the root system of G)
are certain polynomials in q such that mµλ(1) = m
µ
λ. A recent survey of their properties,
with an eye towards combinatorics, is given in [19]. These polynomials arise in numer-
ous problems of representation theory, geometry, and combinatorics. Work of Lusztig
[16] and Kato [12] shows that, for λ and µ dominant, mµλ(q) are connected with certain
Kazhdan-Lusztig polynomials for the affine Weyl group associated with G. To define
m
µ
λ(q), one first considers a q-analogue of Kostant’s partition function, P. It is conceivable
to replace the set of positive roots, ∆+, occurring in the definition of P with an arbitrary
finite multisetΨ in the character group X of T . If the elements ofΨ belong to an open half-
space of X⊗Q (this is our first hypothesis on Ψ), then we still obtain certain polynomials
m
µ
λ,Ψ(q). We always assume that λ is dominant, whereas µ ∈ X can be arbitrary. In this
article, we are interested in the non-negativity problem for the coefficients of mµλ,Ψ(q). For
Lusztig’s q-analogues, this problem has been considered by Broer. He proved that mµλ(q)
1
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has non-negative coefficients for any λ ∈ X+ if and only if (µ, α
∨) > −1 for all α ∈ ∆+
(see [1, Theorem2.4] and [4, Prop. 2(iii)]).
Our first goal is to provide sufficient conditions for mµλ,Ψ(q) to have non-negative coef-
ficients. Let B be the Borel subgroup of G corresponding to ∆+ (i.e., the roots of B are
positive!) and X+ the set of dominant weights. The second hypothesis is that Ψ is as-
sumed to be the multiset of weights for aB-submoduleN of a G-module V . Thenmµλ,Ψ(q)
is said to be a generalised Kostka-Foulkes polynomial. Let P ⊃ B be any parabolic subgroup
normalising N and G×P N the corresponding homogeneous vector bundle on G/P . We
obtain a relation between the Euler characteristic of induced line bundles L on theG×PN
and generalised Kostka-Foulkes polynomials. Using the collapsing G×P N → G·N ⊂ V ,
we get a vanishing result for H i(G ×P N,L), i > 1, and conclude that m
µ
λ,Ψ(q) has non-
negative coefficients for all λ ∈ X+ if µ is sufficiently large. An explicit lower bound for
µ is also given, see Section 3. This approach is based on the Grauert-Riemenschneider
vanishing theorem. We also notice that Broer’s formula for d
dq
m
µ
λ(q) [3] can be generalised
to mµλ,Ψ(q). The most natural examples of generalised Kostka-Foulkes polynomials occur
if Ψ ⊂ ∆+. For instance, one can take N to be a B-stable ideal in Lie(B,B) ⊂ g.
Our second goal is to study in details the special case in which Ψ = ∆+s , the set of short
positive roots. The required B-submodule, V +
θ¯
, lies in Vθ¯, where θ¯ is the short dominant
root. The polynomials mµλ(q) := m
µ
λ,∆+s
(q) are said to be short q-analogues. The numbers
m
µ
λ(1) appeared already in work of Heckman [8], and a geometric interpretation of m
0
λ(q)
given in [24] shows that m0λ(q) have non-negative coefficients. Let ∆
+
l be the set of long
positive roots, Wl the (normal) subgroup of W generated by all sα (α ∈ ∆
+
l ), and ρl the
half-sum of the long positive roots. Approach of Section 3 enables us to prove that mµλ(q)
has nonnegative coefficients whenever µ + ρl ∈ X+ (Cor. 4.3). But to obtain exhaustive
results, we take another path. We consider the shifted (= dot) action of Wl on X, (w, µ) 7→
w ⊙ µ = w(µ + ρl) − ρl, and show that m
w⊙µ
λ (q) = (−1)
ℓ(w)m
µ
λ(q). Therefore m
µ
λ(q) ≡ 0 if
µ is not regular relative to the shiftedWl-action, and it suffices to consider m
µ
λ(q) only for
µ that are dominant with respect to ∆+l . For a ∆
+
l -dominant µ, we prove that m
µ
λ(q) has
non-negative coefficients for all λ ∈ X+ if and only if (µ, α
∨) > −1 for all α ∈ ∆+s , see
Theorem 4.10. This is an extension of Broer’s results in [1, Sect. 2]. Again, this stems from
a careful study of cohomology of line bundles on G ×B V
+
θ¯
. In these considerations, it is
important thatW is a semi-direct productW (Πs)⋉Wl, where the first group is generated
by the short simple reflections. Modifying approach of R. Gupta [6], we define analogues
of Hall-Littlewood polynomials (Section 5). These polynomials in q, denoted P λ(q), are
indexed by λ ∈ X+ and form a Z-basis for the q-extended character ring Λ[q] of G. Let
χλ be the character of Vλ and H the connected semisimple subgroup of G whose root
system is ∆l. The polynomials P λ(q) interpolate between χλ (at q = 0) and a certain
sum of irreducible characters of H (at q = 1). We obtain some orthogonality relations
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for P λ(q) and show that χλ =
∑
µ∈X+
m
µ
λ(q)P µ(q). Moreover, the whole theory developed
by R. Gupta in [6, 7] can be extended to this setting. For instance, we prove a version
of Kato’s identity [12, 1.3] and point out a scalar product in Λ[q] such that {P λ(q)}λ∈X+
to be an orthogonal basis. In a sense, the reason for such an extension is that G·Vθ¯ =:
N(Vθ¯) is the null-cone in Vθ¯, and, as well as the nilpotent cone N ⊂ g, this variety is
an irreducible normal complete intersection. On the other hand, Theorem 4.10 yields
vanishing of higher cohomology of the structure sheaf OG×BV +θ¯
, and, together with [15],
this implies that N(Vθ¯) has only rational singularities.
We conjecture that if µ satisfies vanishing conditions of Theorem 4.10, then mµλ(q) can
be interpreted as the ”jump polynomial” associated with a filtration of a subspace of V µλ ,
see Subsection 6.3. This is inspired by [5].
Acknowledgements. This work was completed during my stay at I.H.E´.S. (Bures-sur-Yvette) in
Spring 2009. I am grateful to this institution for the warm hospitality and support.
1. NOTATION
LetG be a connected semisimple algebraic group of rank r, with a fixed Borel subgroup
B and amaximal torus T ⊂ B. The corresponding triangular decomposition of g = Lie(G)
is g = u− ⊕ t ⊕ u and b = t ⊕ u. The character group of T is denoted by X. Let ∆ be the
root system of (G, T ). Then B determines the set of positive roots ∆+ and the monoid of
dominant weights X+.
• Π is the set of simple roots in ∆+;
• ϕ1, . . . , ϕr are the fundamental weights in X+.
Write W for the Weyl group and sα for the reflection corresponding to α ∈ ∆
+. Set
N(w) = {α ∈ ∆+ | wα ∈ −∆+} and ε(w) = (−1)ℓ(w), where ℓ(w) = #N(w) is the usual
length function onW . For µ ∈ X, let µ+ denote the unique dominant element inWµ. We
fix aW -invariant scalar product ( , ) on X ⊗Z Q. As usual, α∨ = 2α/(α, α) for α ∈ ∆. For
any λ ∈ X+, we choose a simple highest weight module Vλ; V
µ
λ is the µ-weight space in
Vλ andm
µ
λ = dimV
µ
λ .
We consider two partial orders in X. For µ, ν ∈ X,
• the root order is defined by letting µ 4 ν if and only if ν − µ lies in the monoid
generated by ∆+; notation µ ≺ ν means that µ 4 ν and µ 6= ν;
• the dominant order is defined by letting µ⋖ ν if and only if ν − µ ∈ X+.
If Ψ is a finite multiset in X, then |Ψ| is the sum of all elements of Ψ (with respective
multiplicities). Recall that |∆+|/2 = ϕ1 + . . .+ ϕr, and this quantitiy is denoted by ρ.
Let P be a parabolic subgroup of G. For a P -moduleN , letG×P N denote the homoge-
neous G-vector bundle on G/P whose fibre over {P} ∈ G/P is N ; we write LG/P (V ) for
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the locally free OG/P -module of its sections. If N is a submodule of a G-module, then the
natural morphism f : G×P N → G·N is projective and G-equivariant. It is a collapsing in
the sense of Kempf [13]. Recall that G·N is a closed subvariety of V , since N is P -stable.
If dimG×P N = dimG·N , then f is said to be generically finite. If N
′ is another P -module,
then G×P (N ⊕N
′) is a vector bundle on G×P N with sheaf of sections LG×PN(N
′).
For any graded G-module C = ⊕jCj with dimCj <∞, its G-Hilbert series is defined by
HG(C; q) =
∑
j
∑
λ∈X+
dimHomG(Vλ,Cj)e
λqj ∈ Z[X][[q]].
2. MAIN DEFINITIONS AND FIRST PROPERTIES
Let V be a finite-dimensional rational G-module and N a P -stable subspace of V . We as-
sume that the T -weights occurring inN lie in an open half-space ofX⊗ZQ. (This hypothe-
sis implies that all v ∈ N are unstable vectors in the sense of Geometric Invariant Theory.)
Counting each T -weight according to its multiplicity inN , we get a finite multiset Ψ in X.
The generalised partition function, PΨ, is defined by the series
1∏
α∈Ψ(1− e
α)
=
∑
ν
PΨ(ν)e
ν .
Accordingly, its q-analogue is defined by
1∏
α∈Ψ(1− qe
α)
=
∑
ν
PΨ,q(ν)e
ν .
In view of our assumption on N , the numbers PΨ(ν) are well-defined, and PΨ,q(ν)
is a polynomial in q, with non-negative integer coefficients. Clearly, PΨ,q(ν) counts
the ”graded occurrences” of ν in the symmetric algebra S•(N). That is, [qj]PΨ,q(ν) =
dim (SjN)ν .
For λ ∈ X+ and µ ∈ X, define the polynomials m
µ
λ,Ψ(q) by
(2.1) mµλ,Ψ(q) =
∑
w∈W
ε(w)PΨ,q(w(λ+ ρ)− (µ+ ρ)).
This definition makes sense for any multiset Ψ. But we require that our Ψ to be always
the multiset of weights of a P -submodule of a G-module, since we are going to exploit
geometric methods.
For N = u ⊂ g and Ψ = ∆+, one obtains Lusztig’s q-analogues of weight multiplicity
[16] (= Kostka-Foulkes polynomials for ∆), and mµλ,∆+(1) = m
µ
λ. Therefore, m
µ
λ,Ψ(q) is
said to be a (Ψ, q)-analogue of weight multiplicity or generalised Kostka-Foulkes polynomial. If
Ψ = ∆+, we will omit the subscript ∆+ in previous formulae.
As mµλ,Ψ(q) is a polynomial in q, one might be interested in its derivative. For Ψ = ∆
+,
a nice formula for d
dq
m
µ
λ(q) is found by Broer [3, p. 394]. We notice that his method works
in general, and it is more natural to begin with a formula for the derivative of PΨ,q(ν).
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Theorem 2.1.
d
dq
PΨ,q(ν) =
∑
γ∈Ψ
∑
n>1
qn−1PΨ,q(ν − nγ).
Proof. The derivative d
dq
PΨ,q(ν) equals the coefficient of t in the expansion of PΨ,q+t(ν). Let
the polynomials Rn,µ(q) be defined by the generating function∏
α∈Ψ
1− qeα
1− (q + t)eα
=
∑
ν PΨ,q+t(ν)e
ν∑
ν PΨ,q(ν)e
ν
=:
∑
µ
∑
n>0
Rn,µ(q)e
µtn.
It is easy to compute these polynomials for n = 0, 1. First, taking t = 0, we obtain∑
µR0,µ(q)e
µ = 1. Second, we have
∑
µ
R1,µ(q)e
µ =
[∏
α∈Ψ
1− qeα
1− (q + t)eα
]′
t
|t=0 =
∑
α∈Ψ
eα
1− qeα
=
∑
α∈Ψ
∑
n>1
qn−1enα.
Hence R1,µ(q) =
qn−1 if µ = nα, α ∈ Ψ0, otherwise.
Next,
∑
ν PΨ,q+t(ν)e
ν =
∑
n,µ,γ Rn,µ(q)PΨ,q(γ)e
µ+γtn. Hence
PΨ,q+t(ν)e
ν =
∑
n,µ
Rn,µ(q)PΨ,q(ν − µ)t
n,
and extracting the coefficient of twe get the assertion. 
Corollary 2.2.
d
dq
m
µ
λ,Ψ(q) =
∑
γ∈Ψ
∑
n>1
qn−1mµ+nγλ,Ψ (q).
It would be nice to have a formula for the degree of these polynomials and neces-
sary conditions for mµλ,Ψ(q) to be nonzero. For Lusztig’s q-analogues, it is easily seen that
m
µ
λ(q) 6= 0 if and only if µ 4 λ, and degm
µ
λ(q) = ht(λ− µ). However, if Ψ is arbitrary, i.e.,
there is no relation between ∆+ and Ψ, then it is impossible to compare the degrees of
different summands in Equation (2.1). The only general assertion we can prove concerns
the case in which Ψ ⊂ ∆+.
Lemma 2.3. Suppose that Ψ ⊂ ∆+. Then mλλ,Ψ(q) = 1 and if m
µ
λ,Ψ(q) 6= 0, then µ 4 λ.
Note that if mµλ,Ψ(q) 6= 0, then it is not necessarily true that λ − µ lies in the monoid
generated by Ψ.
3. COHOMOLOGY OF LINE BUNDLES AND GENERALISED KOSTKA-FOULKES
POLYNOMIALS
3.1. Statement of main results. We assume that P ⊃ B and choose a Levi subgroup
L ⊂ P such that L ⊃ T . Write n for the nilpotent radical of p = Lie(P ), and ∆(n) for the
roots of n; hence ∆(n) ⊂ ∆+. Let XP denote the character group of P . Obviously, XP is
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the character group of the central torus in L, and we may identify XP with a subgroup of
X. Then XP+ = X+ ∩ X
P is the monoid of P -dominant weights, i.e., the dominant weights
λ such that P stabilises a nonzero line in Vλ. Let ρP be the sum of those fundamental
weights that belong to XP+.
In this section, we prove the following two theorems:
Theorem 3.1. Set Z = G ×P N . For µ ∈ X
P , let LZ(µ)
⋆ be the dual of the sheaf of sections of
the line bundle G×P (N ⊕ Cµ)→ Z. Then
(i) H i(Z,LZ(µ)
⋆) = 0 for all i > 1 whenever µ⋗ ρP + |Ψ| − |∆(n)|.
(ii) If the collapsing Z → G·N is generically finite, then H i(Z,LZ(µ)
⋆) = 0 for all i > 1
whenever µ⋗ |Ψ| − |∆(n)|.
Theorem 3.2. Suppose N is P -stable and µ ∈ XP .
(i) If µ⋗ ρP + |Ψ| − |∆(n)|, then m
µ
λ,Ψ(q) has non-negative coefficients for any λ ∈ X+.
(ii) If the collapsing G ×P N → G·N is generically finite, then m
µ
λ,Ψ(q) has non-negative
coefficients for any λ ∈ X+ whenever µ⋗ |Ψ| − |∆(n)|.
(Note that |Ψ|, |∆(n)| ∈ XP . Hence both inequalities concern weights lying in XP .)
Actually, Theorem 3.2 follows from Theorem 3.1 and a relation between (Ψ, q)-analogues
and cohomology of line bundles, see Theorem 3.9 below. Such an approach to (Ψ, q)-
analogues is inspired by work of Broer [1, 2].
3.2. Algebraic-geometric facts. For future reference, we recall some standard results in
the form that we need below. Let U be the total space of a line bundle on an algebraic
variety Z and π : U → Z be the corresponding projection. If E is a locally freeOZ-module,
then E⋆ is its dual.
Lemma 3.3. Let F be the sheaf of sections of π.
(i) If L is a locally free OZ-module of finite type, then π∗(π
∗L) =
⊕
n>0(L ⊗ (F
⊗n)⋆).
(ii) If G is a quasi-coherent sheaf on U , then H i(U,G) = H i(Z, π∗G) for all i.
Proof. (i) Use the ”projection formula” and the equality π∗(OU) =
⊕
n>0(F
⊗n)⋆.
(ii) This is true because π is an affine morphism. 
Thus, vanishing of higher cohomology for π∗Lwill imply that for L⊗(F⊗n)⋆ for all n > 0.
The following is a special case of the Grauert–Riemenschneider theorem in Kempf’s ver-
sion ([13, Theorem4]):
Theorem 3.4. Let ωU denote the canonical bundle on U . Suppose there is a proper generically
finite morphism U → X onto an affine varietyX . ThenH i(U, ωU) = 0 for all i > 1.
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3.3. Proof of Theorem 3.1. Recall that N is a P -submodule of a G-module V , Ψ is the
corresponding multiset of weights, and Ψ belongs to an open half-space of X ⊗Z Q. Our
goal is to obtain a sufficient condition for vanishing of higher cohomology of line bundles
on Z := G×P N .
For µ ∈ XP+, let Cµ denote the corresponding one-dimensional P -module. Consider
U = G×P (N ⊕ Cµ) with projections π : U → G×P N and κ : U → G/P . Then π makes
U the total space of a line bundle on Z. For simplicity, the sheaf of sections of this bundle
is often denoted by LZ(µ) in place of LZ(Cµ). Note that LZ(µ)⋆ = LZ(−µ). We regard Cµ
as the highest weight space in the G-module Vµ. Therefore U admits the collapsing into
V ⊕ Vµ.
Since U is the total space of a G-linearised vector bundle on G/P , the canonical bundle
ωU is a pull-back of a line bundle on G/P . The top exterior power of the cotangent space
at e ∗ n˜ ∈ U (e ∈ G is the identity and n˜ ∈ N ⊕ Cµ) is
∧top(g/p)∗ ⊗ ∧topN∗ ⊗ (Cµ)
∗ = ∧topn⊗ (∧topN)∗ ⊗ (Cµ)
∗.
The corresponding character of P is γ − µ, where γ := |∆(n)| − |Ψ|. Therefore
ωU ≃ κ
∗
(
LG/P (Cγ−µ)
)
≃ π∗
(
LZ(γ − µ)
)
.
By Lemma 3.3, we obtain π∗(ωU) =
⊕
n>0 LZ(γ − µ)⊗ LZ(nµ)
⋆ and hence
H i(U , ωU) =
⊕
n>0
H i(Z,LZ((n+1)µ−γ)
⋆).
In order to apply Theorem 3.4, we need sufficient conditions for the collapsing
fµ : U → G·(N ⊕ Cµ)
to be generically finite. There are two possibilities now.
A) The collapsing f : Z → G·N is generically finite.
It is then easily seen that fµ is generically finite for any µ ∈ X+. This yields the following
vanishing result:
Proposition 3.5. If f0 : Z → G·N is generically finite and γ = |∆(n)| − |Ψ|, then
H i(Z,LZ((n+1)µ−γ)
⋆) = 0
for any µ ∈ XP+ and all n > 0, i > 1. In particular, taking n = 0 and letting ν = µ− γ, we obtain
H i(Z,LZ(ν)
⋆) = 0 for all i > 1
if ν ∈ XP is such that ν ⋗ |Ψ| − |∆(n)|.
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B) The collapsing f : Z → G·N is not generically finite.
Here we have to correct the situation, i.e., choose µ such that fµ to be generically finite.
Looking at the collapsing fµ : G×P (N ⊕ Cµ)→ G·(N ⊕ Cµ) the other way around, we
notice that if ψµ : G×P Cµ → G·Cµ ⊂ Vµ is generically finite, then so is fµ. However, ψµ is
generically finite (in fact, birational) if and only if µ ∈ XP+ is a P -regular dominant weight,
i.e., µ⋗ ρP . Equivalently, µ = µ˜+ ρP for some µ˜ ∈ XP+.
This provides a weaker vanishing result that applies to arbitrary P -submodules.
Proposition 3.6. Let N be an arbitrary P -submodule. If µ ∈ XP+ and µ⋗ ρP , then
H i(Z,LZ((n+1)µ−γ)
⋆) = 0
for all n > 0, i > 1. In particular, taking n = 0 and letting ν = µ− γ, we obtain
H i(Z,LZ(ν)
⋆) = 0 for all i > 1
whenever ν ∈ XP and ν ⋗ ρP + |Ψ| − |∆(n)|.
Combining Propositions 3.5 and 3.6, we obtain Theorem 3.1.
Remark 3.7. The estimate in part B) is not optimal, because we do not actually need generic
finiteness for ψµ. It can happen that both f and ψµ are not generically finite, while fµ is.
(See e.g. Theorem 4.2 below.)
3.4. Proof of Theorem 3.2. The cohomology groups of LZ(µ) = LG×PN(µ) have a natural
structure of a graded G-module by
H i(G×P N,LG×PN(µ)) ≃
∞⊕
j=0
H i(G/P,LG/P (S
jN∗ ⊗ Cµ)),
where SjN∗ is the j-th symmetric power of the dual of N . Set H i(µ) := H i(Z,LZ(µ)
⋆). It
is a graded G-module with
(H i(µ))j = H
i(G/P,LG/P (S
jN ⊗ Cµ)
⋆).
As dim(H i(µ))j <∞, the G-Hilbert series of H
i(µ) is well-defined:
HG(H
i(µ); q) =
∑
j
∑
λ∈X+
dimHomG(Vλ, (H
i(µ))j)e
λqj ∈ Z[X][[q]].
We also need the non-graded version of functor HG. If M is a finite-dimensional G-
module, then
HG(M) =
∑
λ∈X+
dimHomG(Vλ,M)e
λ ∈ Z[X].
This extends to virtual G-modules by linearity.
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Assume for a while that P = B, i.e., Z = G ×B N . By the Borel-Weil-Bott theorem for
G/B, we have
H i(G/B,LG/B(µ)
⋆) =
V ∗ν , if ν = w(µ+ ρ)− ρ ∈ X+ and ℓ(w) = i.0, otherwise.
Using the non-graded functor HG, one can also write
(3.1) HG(
∑
i
(−1)iH i(G/B,LG/B(µ)
⋆)) =
ε(w)eν
∗
, if ν = w(µ+ ρ)− ρ ∈ X+.
0, otherwise.
The following result is well known in case of Lusztig’s q-analogues, see e.g. [5,
Lemma6.1]. For convenience of the reader, we provide a proof of the general statement.
Theorem 3.8. For any µ ∈ X, we have∑
i
(−1)iHG
(
H i(G×B N,LG×BN(µ)
⋆); q
)
=
∑
λ∈X+
m
µ
λ,Ψ(q)e
λ∗ .
Proof. Each finite-dimensional B-module M has a B-filtration such that the associated
graded B-module, denoted M˜ , is completely reducible. Then∑
i
(−1)iH i(G/B,LG/B(M)
⋆) =
∑
i
(−1)iH i(G/B,LG/B((M˜)
⋆).
We will apply this to the B-modules SjN ⊗ Cµ, j = 0, 1, . . . .∑
i
(−1)iHG(H
i(G×B N,LG×BN(µ)
⋆; q)
=
∞∑
j=0
HG
(∑
i
(−1)iH i(G/B,LG/B(S
jN ⊗ Cµ)
⋆); q
)
=
∞∑
j=0
HG
(∑
i
(−1)iH i(G/B,LG/B(S˜jN ⊗ Cµ)
⋆); q
)
=
∞∑
j=0
∑
ν⊢SjN
dim(SjN)νqj ·HG
(∑
i
(−1)iH i(G/B,LG/B(ν + µ)
⋆
)
=
∑
ν⊢S•N
PΨ,q(ν)HG
(∑
i
(−1)iH i(G/B,LG/B(ν + µ)
⋆
)
,
where notation ν ⊢ SjN means that ν is a weight of SjN . By the BWB-theorem, theweight
ν + µ contributes to the last sum if and only if ν + µ+ ρ is regular, i.e., w(ν + µ+ ρ)− ρ =
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λ ∈ X+ for a unique w ∈ W . Therefore, using Eq. (3.1), we obtain∑
ν
PΨ,q(ν)HG
(∑
i
(−1)iH i(G/B,LG/B(ν + µ)
⋆
)
=∑
λ∈X+
∑
w∈W
ε(w)PΨ,q(w
−1(λ+ ρ)− µ− ρ)eλ
∗
=
∑
λ∈X+
m
µ
λ,Ψ(q)e
λ∗ ,
as required. 
Theorem 3.9. For any µ ∈ XP , we have∑
i
(−1)iHG
(
H i(G×P N,LG×PN(µ)
⋆); q
)
=
∑
λ∈X+
m
µ
λ,Ψ(q)e
λ∗ .
Proof. Using the Leray spectral sequence associated to the morphism G/B → G/P , one
easily proves that, for any µ ∈ XP , there is an isomorphism
H i(G/B,LG/B(S
jN ⊗ Cµ)
⋆) ≃ H i(G/P,LG/P (S
jN ⊗ Cµ)
⋆).
Thus, the assertion reduces to the previous theorem. 
Corollary 3.10. If µ ∈ XP and H i(G ×P N,LG×PN (µ)
⋆) = 0 for i > 1, then mµλ,Ψ(q) has
non-negative coefficients for all λ ∈ X+.
Now, combining this corollary and Propositions 3.5, 3.6, we obtain Theorem 3.2.
Remark 3.11. By Theorem 3.9, if higher cohomology of LZ(µ)
⋆ vanishes, then the polyno-
mial mµλ,Ψ(q) counts occurrences of V
∗
λ in the graded G-module H
0(Z,LZ(µ)
⋆). In partic-
ular, mµλ,Ψ(1) is the multiplicity of V
∗
λ in H
0(Z,LZ(µ)
⋆).
3.5. If we wish to get a generically finite collapsing for a B-stable N ⊂ V , then P must
be chosen as large as possible. That is, we have to take P = NormG(N), the normaliser of
N in G. However, even this does not guarantee the generic finiteness.
Example 3.12. Let c be aB-stable subspace of u ⊂ g. Actually, c is aB-stable ideal of u. Let
P = NormG(c). The image of the collapsingG×P c→ G·c is the closure of a nilpotent orbit.
Hence dim(G·c) is even. However, dim(G×P c) can be odd. For instance, take c = [u, u]. If
G is simple and G 6= SL2, then NormG([u, u]) = B. But dim(G×B [u, u]) is even if and only
if rk(G) is. It can be shown that the collapsing G×B [u, u]→ G·[u, u] is generically finite if
and only if g ∈ {A2n, B2n, C2n, E6, E8, F4, G2}.
B-stable (or “ad-nilpotent”) ideals of u provide the most natural class of examples of
generalised Kostka-Foulkes polynomials. There is a rich combinatorial theory of these
ideals. In particular, the normalisers of ad-nilpotent ideals has been studied in [21].
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Example 3.13. a) ForG = SL2n+1, considerΨ = {γ ∈ ∆
+ | ht(γ) > n+1}. The correspond-
ing ad-nilpotent ideal is un = [. . . [︸︷︷︸
n
u, u], . . . , u]. By direct calculations, |Ψ| = ρ. Therefore
the normaliser of un equals B [21, Theorem2.4(ii)]. Next, dim(G×B un) = 2n
2 + 2n +
(
n
2
)
and the dense orbit inG·un corresponds to the partition (2, . . . , 2, 1). Therefore dimG·un =
2n2 + 2n, and the collapsing is not generically finite unless n = 1. By Theorems 3.1(i) and
3.2(i) with P = B, we obtain
– H i(G×B un,LG×Bun(µ)
⋆) = 0 for any µ ∈ X+ and i > 1;
– mµλ,Ψ(q) has non-negative coefficients for all λ, µ ∈ X+.
b) For G = SL2n, consider Ψ = {γ ∈ ∆
+ | ht(γ) > n}. The corresponding ad-nilpotent
ideal is un−1. Since |Ψ| = ρ+ϕn, the normaliser of un−1 equalsB. Again, direct calculations
show that dim(G×B un−1)− dimG·un−1 =
(
n
2
)
. Here we have
– H i(G×B un,LG×Bun−1(µ)
⋆) = 0 for any µ⋗ ϕn and i > 1;
– mµλ,Ψ(q) has non-negative coefficients for all λ ∈ X+ and µ⋗ ϕn.
Remark 3.14. For an arbitrary B-stable subspace N ⊂ V , the normaliser of N is fully
determined by |Ψ|. The proof of [21, Theorem2.4(i),(ii)] goes thorough verbatim, and it
shows that |Ψ| is dominant and{
the root subspace g−α (α ∈ Π)
belong to Lie(NormG(N))
}
⇔ {(α, |Ψ|) = 0} .
Equivalently, one can say that NormG(N) = NormG(∧
dimNN), where ∧dimNN ⊂ ∧dimNV .
4. THE LITTLE ADJOINT MODULE AND SHORT q-ANALOGUES
Let G be a simple algebraic group such that ∆ has two root lengths. There is a special
interesting case in which Ψ = ∆+s is the set of short positive roots. The subscripts ‘s‘ and
‘l‘ will be used to mark objects related to short and long roots, respectively. For instance,
∆l is the set of all long roots,∆
+ = ∆+s ⊔∆
+
l , andΠs = Π∩∆s. Let θ¯ be the short dominant
root. The G-module Vθ¯ is said to be little adjoint.
Lemma 4.1. The set of nonzero weights of Vθ¯ is∆s;m
ν
θ¯
= 1 for ν ∈ ∆s and m
0
θ¯
= #Πs.
The last equality is proved in [20, Prop. 2.8]; the rest is obvious. It follows that there is
a unique B-stable subspace of Vθ¯ whose set of weights is ∆
+
s . Write V
+
θ¯
for this subspace.
In the rest of the article, we work with Ψ = ∆+s and the B-stable subspace N = V
+
θ¯
. In
place of P∆+s ,q(ν) and m
µ
λ,∆+s
(q), we write Pq(ν) and m
µ
λ(q), respectively. The polynomials
m
µ
λ(q) are said to be short q-analogues (of weight multiplicities).
We have X+∩∆
+
s = {θ¯}. Set ρs =
1
2
|∆+s | and ρl =
1
2
|∆+l |. It is easily seen that ρs (resp. ρl)
is the sum of fundamental weights corresponding toΠs (resp. Πl). LetH be the connected
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semisimple subgroup of G that contains T and whose root system is ∆l. The Weyl group
ofH is the normal subgroup ofW generated by all ”long” reflections. It is denoted byWl.
Let G(Πs) (resp. g(Πs)) denote the simple subgroup of G (subalgebra of g) whose set of
simple roots is Πs. Then rk g(Πs) = #Πs and B ∩ G(Πs) =: B(Πs) is a Borel subgroup of
G(Πs). Clearly, G(Πs)·T =: L is a standard Levi subgroup of G and G(Πs) = (L, L).
The collapsing G ×B V
+
θ¯
→ G·V +
θ¯
is not generically finite, and Theorem 3.2(i) (with
ρP = ρ, ∆(n) = ∆
+, and |∆+s | = 2ρs) yields the bound µ ⋗ 2ρs − ρ = ρs − ρl for m
µ
λ(q).
However, in this case there is a better bound, and our first goal is to obtain it. To this end,
we need some further properties of little adjoint modules.
The weight structure of Vθ¯ shows that Vθ¯|G(Πs) contains the adjoint representation of
G(Πs). To distinguish the Lie algebra g(Πs) sitting in g and the adjoint representation of
G(Πs) sitting in Vθ¯, the latter will be denoted by ĝ(Πs). That is,
Vθ¯|G(Πs) = ĝ(Πs)⊕R,
where R is the complementary G(Πs)-submodule. The above decomposition is L-stable
and hence T -stable. We have RT = 0 and the weights of R are those short roots that are
not Z-linear combinations of short simple roots. Furthermore, V +
θ¯
= ĝ(Πs)
+ ⊕ R+, where
R+ ⊂ R and g(Πs)
+ = g(Πs) ∩ u is a maximal nilpotent subalgebra of g(Πs).
Theorem 4.2. If µ⋗ρl, then the collapsing f
(s)
µ : G×B (V
+
θ¯
⊕Cµ)→ G·(V
+
θ¯
⊕Cµ) is birational.
Proof. Recall that Cµ is the line of B-highest weight vectors in Vµ. Obviously, f
(s)
µ is bira-
tional if and only if the following property holds: for a generic point (v, vµ) ∈ V
+
θ¯
⊕ Cµ, if
g·(v, vµ) ∈ V
+
θ¯
⊕ Cµ (g ∈ G), then g ∈ B. Let P˜ denote the standard parabolic subgroup of
Gwhose Levi subgroup is L. If µ⋗ρl, then the normaliser inG of the line 〈vµ〉 is contained
in P˜ . Consequently, if g·(v, vµ) ∈ V
+
θ¯
⊕ Cµ, then g ∈ P˜ .
Take v = v′ + r ∈ V +
θ¯
(r ∈ R) such that v′ is a regular nilpotent element of ĝ(Πs)
+. Write
g = g1g2 ∈ P˜ , where g1 ∈ G(Πs) and g2 lies in the radical of P˜ , rad(P˜ ). It is easily seen that
rad(P˜ ) preserves R+ and acts trivially in V +
θ¯
/R+. Therefore g2 does not change the ĝ(Πs)-
component of v, i.e., g2·v = v
′+ r′ (r′ ∈ R+). Hence g·v = g1·v
′+ g1·r
′, and g1·v
′ ∈ ĝ(Πs)
+ is
still a regular nilpotent element of ĝ(Πs). But the latter is only possible if g1 ∈ B(Πs) and
hence g ∈ B. 
Corollary 4.3. If ν + ρl ∈ X+, then
(i) H i(G×B V
+
θ¯
,LG×BV +θ¯
(ν)⋆) = 0 for i > 1;
(ii) mνλ(q) has non-negative coefficients for all λ ∈ X+.
Proof. (i) Set U = G ×B (V
+
θ¯
⊕ Cµ) and Z = G ×B V
+
θ¯
. Then ωU = LU(γ − µ), where
γ = |∆+| − |∆+s | = 2ρl. By Theorems 3.4 and 4.2,H
i(U , ωU) = 0 for i > 1whenever µ⋗ ρl.
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HenceH i(Z,LZ((n+1)µ−γ)
⋆) = 0, see Section 3. In particular,H i(Z,LZ(ν)
⋆) = 0, where
ν = µ− γ. It remains to observe that ν ⋗−ρl.
(ii) This follows from (i) and Theorem 3.8. 
Remark 4.4. The proof of Corollary 4.3(i) uses (a version of) the Grauert–Riemenschneider
theorem. However, for ν = 0 (at least) one can adapt Hesselink’s proof of [9, TheoremB],
which does not refer to Grauert–Riemenschneider and goes through for any algebraically
closed field k of characteristic zero. Using this, one can prove the following: Let N˜ be any
B-stable subspace of Vθ¯ such that N˜ ⊃ V
+
θ¯
. Then H i(G×B N˜,OG×BN˜) = 0 for i > 1.
Let us describe a semi-direct product structure ofW , which plays an important role below.
Consider two subgroups ofW :
• Wl is generated by all “long” reflections inW . It is a normal subgroup ofW .
• W (Πs) is generated by all simple “short” reflections, i.e., by sα with α ∈ Πs.
Lemma 4.5. (i) W is a semi-direct product ofWl andW (Πs): W ≃W (Πs)⋉Wl.
(ii) W (Πs) = {w ∈ W | w(∆
+
l ) ⊂ ∆
+
l }.
Proof. (i) SinceWl is a normal subgroup of W andWl ∩W (Πs) = {1}, it suffices to prove
that the natural mappingW (Πs)×Wl → W is onto. We argue by induction on the length
of w ∈ W . Suppose w 6∈ W (Πs) and w = w1sβw2 ∈ W , β ∈ Πl, is a reduced decomposition.
Then w = w1w2sβ′ , where β
′ = w2(β) ∈ ∆l, and ℓ(w1w2) < ℓ(w). Thus, all long simple
reflections occurring in an expression for w can eventually be moved up to the right.
(ii) Since sα(∆
+
l ) ⊂ ∆
+
l for α ∈ Πs, W (Πs) ⊂ {w ∈ W | w(∆
+
l ) ⊂ ∆
+
l }. On the
other hand, if w(∆+l ) ⊂ ∆
+
l and w = w
′sα is a reduced decomposition, then the equality
N(w) = sα(N(w
′))∪{α} shows that α is necessarily short, so that we can argue by induction
on ℓ(w). 
Recall that the null-cone of a G-module V , N(V ), is the zero set of all homogeneous
G-invariant polynomials of positive degree. Next proposition summarises invariant-
theoretic properties of Vθ¯ and N(Vθ¯) required below, which are of independent interest.
All the assertions can easily be verified using the classification, but our intention is to
present a conceptual proof.
Proposition 4.6. a) N(Vθ¯) = G·V
+
θ¯
. Hence it is irreducible;
b) The restriction homomorphisms C[Vθ¯] → C[ĝ(Πs)] → C[V
0
θ¯
] induce the isomorphisms
C[Vθ¯]
G ∼→ C[ĝ(Πs)]G(Πs)
∼
→ C[V 0
θ¯
]W (Πs), and C[Vθ¯]
G is a polynomial algebra.
c) N(Vθ¯) is a reduced normal complete intersection of codimension#(Πs)
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Outline of the proof. We refer to [22] for invariant-theoretic results mentioned below.
a) This follows from the Hilbert-Mumford criterion and the fact any maximal subset of
weights of Vθ¯, lying in an open half-space, isW -conjugate to ∆
+
s .
b) The weight structure of Vθ¯ shows that V
0
θ¯
= V H
θ¯
. If v ∈ V 0
θ¯
is generic, then g·v + V 0
θ¯
=
Vθ¯. Therefore G·V
0
θ¯
is dense in Vθ¯ and a generic stabiliser (= stabiliser in general position) for
G:Vθ¯ contains H . Actually, it is not hard to prove thatH is a generic stabiliser for G:Vθ¯. By
the Luna-Richardson theorem, we then have C[Vθ¯]
G ∼→ C[V H
θ¯
]NG(H)/H , and it is easily seen
that NG(H)/H ≃ W/Wl ≃ W (Πs). Furthermore, the W (Πs)-action on V
0
θ¯
is nothing but
the standard reflection representation on the Cartan subalgebra of g(Πs).
c) Let f1, . . . , fm be basic invariants in C[Vθ¯]
G ≃ C[ĝ(Πs)]G(Πs), m = #(Πs). Let
e ∈ ĝ(Πs) ⊂ Vθ¯ be regular nilpotent. Then the differentials of the fi’s are linearly inde-
pendent at e ∈ N(Vθ¯) [14]. Hence the ideal of N(Vθ¯) is (f1, . . . , fm) and N(Vθ¯) is a reduced
complete intersection (cf. [14, Lemma4]). Finally, N(Vθ¯) contains a dense G-orbit whose
complement is of codimension > 2. This yields the normality. 
Our ultimate goal is to get a complete characterisation of weights µ ∈ X such that mµλ(q)
has nonnegative coefficients for any λ ∈ X+. To this end, we exploit a different approach
that does not use vanishing theorems of Section 3.
A key observation is that short q-analogues obey certain symmetries with respect to
the simple reflections sα ∈ W , α ∈ Πl. Clearly, sα(∆
+
s ) = ∆
+
s . Therefore Pq(ν) = Pq(sαν).
Using this, we compute
(4.1) mµλ(q) =
∑
w∈W
ε(w)Pq(w(λ+ ρ)− (µ+ ρ))
=
∑
w∈W
ε(w)Pq(sαw(λ+ ρ)− sα(µ+ ρ)) = −
∑
w∈W
ε(w)Pq(w(λ+ ρ)− sαµ− sαρ)
= −
∑
w∈W
ε(w)Pq(w(λ+ ρ)− (sαµ− α+ ρ)) = −m
sα(µ+α)
λ (q).
The shifted action ofWl on X is defined by
w ⊙ γ = w(γ + ρl)− ρl.
For α ∈ Πl, one easily recognise sα(µ + α) as sα ⊙ µ and hence Eq. (4.1) can be written as
m
sα⊙µ
λ (q) = −m
µ
λ(q). This readily implies the equality
(4.2) mw⊙µλ (q) = ε(w)m
µ
λ(q)
for any w ∈ Wl. Note that for w ∈ Wl, the length ℓ(w) depends on the choice of ambient
group, W or Wl, but the parity ε(w) does not! (This is because ε(w) = det(w) for the
reflection representation ofW in X⊗Z Q.)
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Let X+,H denote the monoid ofH-dominant weights with respect to∆
+
l . From (4.2), we
immediately deduce that
• it suffices to know mµλ(q) for µ ∈ X+,H − ρl.
• if such a µ is not H-dominant, then it lies on a wall of the shifted dominant Weyl
chamber for H , and hence mµλ(q) ≡ 0.
• Thus, the problem is reduced to studying polynomials mµλ(q) for µ ∈ X+,H .
Short q-analogues enjoy several good interpretations at q = 1. Writemνλ in place of m
ν
λ(1).
(1) As already observed in Remark 3.11, if higher cohomology of LZ(ν)
⋆ vanish, then
mνλ is the multiplicity of V
∗
λ inH
0(Z,LZ(ν)
⋆).
(2) If ν ∈ X+,H and V
(H)
ν is a simple H-module with highest weight ν, then mνλ is the
multiplicity of V
(H)
ν in Vλ|H , denoted mult(V
(H)
ν , Vλ|H), see [8, Lemma3.1].
(Our mνλ is m
G,H
λ (ν) in the notation of [8]. In fact, Heckman works in a general situation,
where H ⊂ G is an arbitrary connected reductive group.) Furthermore, the numbers mνλ
are naturally defined for all λ, ν ∈ X and they satisfy the relation
(4.3) m
w¯(ν+ρl)−ρl
w(λ+ρ)−ρ = ε(w)ε(w¯)m
ν
λ, w ∈ W, w¯ ∈ Wl.
(See Equation (3.7) in [8].) The semi-direct product structure of W provides an extra
symmetry to this picture that is absent in the general setting of [8]. Namely, if ν is H-
dominant, then so is wν for any w ∈ W (Πs). Using this one easily proves that m
ν
λ = m
wν
λ
for all λ ∈ X+ and w ∈ W (Πs).
Recall that {µ+} =Wµ∩X+. Let wµ denote the unique element of minimal length such
that wµ(µ) = µ
+.
Lemma 4.7. If µ ∈ X+,H , then wµ ∈ W (Πs) and hence µ
+ − µ is a nonnegative Z-linear
combination of short simple roots.
Proof. It is known that N(wµ) = {γ ∈ ∆
+ | (γ, µ) < 0}, see [4, Prop. 2(i)]. Since µ is
H-dominant, N(wµ) ⊂ ∆
+
s , and we conclude by Lemma 4.5(ii). 
Proposition 4.8. Let µ ∈ X+,H .
1) Suppose that there is ν ∈ X+ such that µ 4 ν ≺ µ
+. Then mµν (q) 6= 0 and m
µ
ν = 0. In
particular, mµν (q) has both positive and negative coefficients.
2) If V ∗µ+ occurs in H
0(G/B,LG/B(S˜j(V
+
θ¯
) ⊗ Cµ)⋆), then j > ht(µ+ − µ). Furthermore, for
j = ht(µ+ − µ),H0(. . . ) contains a unique copy of V ∗µ+ .
Proof. 1) Since wµ ∈ W (Πs), we have m
µ
ν = m
µ+
ν , and the latter equals zero, because
ν ≺ µ+. (Obviously, the H-module with highest weight µ+ cannot occur in Vν |H .)
16 D. PANYUSHEV
Since µ 4 ν ≺ µ+ and µ+ − µ is a nonnegative Z-linear combination of short simple
roots, the latter holds for ν − µ as well. Set a = ht(ν − µ). By definition,
mµν (q) =
∑
w∈W
ε(w)Pq(w(ν + ρ)− (µ+ ρ)).
As ν−µ ∈ Span(Πs), the summand Pq(w(ν+ρ)−(µ+ρ)) can be nonzero only ifw ∈ W (Πs).
Forw = 1, we havePq(ν−µ) = q
a+ (lower terms). Ifw 6= 1, then degPq(w(ν+ρ)−(µ+ρ)) <
a. Hence the highest term of mµν(q) is q
a, and we are done.
2) This readily follows from the BWB-theorem and Lemma 4.7. 
Our main result on non-negativity for short q-analogues is a converse to the first claim of
the previous proposition. For the proof of the main theorem, we need a technical lemma.
Lemma 4.9. 1) Suppose that V ∗ν occurs in H
i(G/B,LG/B(∧
j(Vθ¯/V
+
θ¯
) ⊗ Cµ)⋆). Then ν 4 µ+.
2) (For ν = µ+.) If V ∗µ+ occurs in H
i(G/B,LG/B(∧
j ˜(Vθ¯/V
+
θ¯
)⊗ Cµ)⋆), then j > i > ℓ(wµ).
Proof. SetMj = ∧
j(Vθ¯/V
+
θ¯
)⊗ Cµ.
1) If V ∗ν occurs in H
i(G/B,LG/B(Mj)
⋆), then it also occurs in H i(G/B,LG/B(M˜j)
⋆). By
the BWB-theorem, there is then a weight γ of Mj and w ∈ W such that ℓ(w) = i and
w(γ + ρ) − ρ = ν. All weights of Mj are of the form µ − |A| for some A ⊂ ∆
+
s , where
#(A) 6 j. Hence w(µ+ ρ − |A|) = ρ + ν. Clearly, w(ρ− |A|) = ρ − |C| for some C ⊂ ∆+s
depending on w and A. Thus, w(µ+ ρ− |A|) 4 w(µ) + ρ and ν 4 w(µ) 4 µ+.
2) If V ∗µ+ occurs in H
i(G/B,LG/B(M˜j)
⋆), then, by the first part of the proof, we must
have w(µ + ρ − |A|) = ρ + µ+, where A ⊂ ∆+s and ℓ(w) = i. Hence w(µ) = µ
+ and
w(ρ−|A|) = ρ. Therefore A = N(w) and i = ℓ(w) = #(A) > ℓ(wµ). Since#(A) 6 j as well,
we are done. 
The following is the main result of this section.
Theorem 4.10. For µ ∈ X+,H , the following conditions are equivalent:
(i) H i(G×B V
+
θ¯
,LG×BV +θ¯
(µ)⋆) = 0 for all i > 1;
(ii) mµλ(q) has nonnegative coefficients for any λ ∈ X+;
(iii) If µ 4 ν 4 µ+ for ν ∈ X+, then ν = µ
+;
(iv) (µ, α∨) > −1 for all α ∈ ∆+s .
Proof. By Corollary 3.10, (i) implies (ii); and Proposition 4.8 shows that (ii) implies (iii).
Since ν is already assumed to be H-dominant, (iii) and (iv) are equivalent in view of [4,
Prop. 2(iii)].
It remains to prove the implication (iii)⇒ (i). Our argument is an adaptation of Broer’s
proof of [1, Theorem2.4]. We construct a similar Koszul complex and consider its spectral
sequence of hypercohomology.
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The pull-back vector bundle G ×B (Vθ¯ ⊕ (Vθ¯/V
+
θ¯
)) on X := G ×B Vθ¯ has the global G-
equivariant section g ∗ v 7→ g ∗ (v, v¯)whose scheme of zeros is exactly Z = G×B V
+
θ¯
. Here
v¯ is the image of v ∈ Vθ¯ in Vθ¯/V
+
θ¯
. Let ι : Z → X denote the inclusion. The dual of this
section gives rise to a locally free Koszul resolution of OZ regarded as OX-module:
· · · → F−1 → F0 → ι∗OZ → 0
with F−j = LX(∧
j(Vθ¯/V
+
θ¯
)⋆[−j]. Here the brackets ‘[−j]’ denote the degree shift of a
graded module. (That is, ifM = ⊕Mi, thenM[r]i = Mr+i.) Therefore the generators of
the locally freeOX-moduleF
−j have degree j. Tensoring this complex with the invertible
sheaf LX(Cµ)⋆ = LX(µ)⋆, we get a locally free resolution of graded OX-modules
(4.4) F(µ)• → ι∗LZ(µ)
⋆ → 0,
where F(µ)−j = LX(∧
j(Vθ¯/V
+
θ¯
) ⊗ Cµ)⋆[−j]. Since X ≃ G/B × Vθ¯, we have the isomor-
phism
H i(X,LX(∧
j(Vθ¯/V
+
θ¯
)⊗ Cµ)
⋆) ≃ C[Vθ¯]⊗H
i(G/B,LG/B(∧
j(Vθ¯/V
+
θ¯
)⊗ Cµ)
⋆)
of graded C[Vθ¯]-modules. For the spectral sequence of hypercohomology associated to
the Koszul complex (4.4), we have
′′Ekl2 = H
k(X,Hl(F(µ)•)) =
Hk(X , ι∗LZ(µ)⋆) = Hk(Z,LZ(µ)⋆), if l = 0;0, if l 6= 0.
and
′Ekl1 = H
l(X,F(µ)k) = C[Vθ¯][k]⊗H
l(G/B,LG/B(∧
−k(Vθ¯/V
+
θ¯
)⊗ Cµ)
⋆).
(See [25, 5.7] for basic facts on hypercohomology.) It follows that there is a spectral se-
quence of graded C[Vθ¯]-modules
(4.5) ′E−j,i1 = C[Vθ¯][−j]⊗H
i(G/B,LG/B(∧
j(Vθ¯/V
+
θ¯
)⊗ Cµ)
⋆)⇒ H i−j(Z,LZ(µ)
⋆).
Let i − j be maximal with H i(G/B,LG/B(∧
j(Vθ¯/V
+
θ¯
) ⊗ Cµ)⋆) 6= 0. If V ∗ν occurs in this co-
homology group, then ν 4 µ+, by Lemma 4.9(1). A basis for V ∗ν corresponds to some free
generators of C[Vθ¯]-module
′E−j,i1 of degree j. Since i− j is maximal, these generators are
in the kernel of d−j,i1 . But they are not in the image of d
−j−1,i
1 , as all elements of
′E−j−1,i1
are of degree > j. Hence these generators correspond to nonzero generators of ′E−j,i2 .
Likewise, their images in ′E−j,ik do not vanish. In view of convergence of the above spec-
tral sequence, this implies that the multiplicity of V ∗ν in H
i−j(Z,LZ(µ)
⋆) is at least one. It
follows that, for some m ∈ N, the multiplicity of V ∗ν in H
i−j(G/B,LG/B(
˜Sm(V +
θ¯
) ⊗ Cµ)⋆)
is also at least one. Any weight of Sm(V +
θ¯
) ⊗ Cµ is of the form µ + γ with γ < 0. Hence
ν + ρ = w(µ + γ + ρ) for some w ∈ W with ℓ(w) = i − j. Consequently, ν < µ and alto-
gether µ 4 ν 4 µ+. Hence ν = µ+. Now, Lemma 4.9(2) yields i = j > ℓ(wµ). In particular,
condition (i) holds. 
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The following is an analogue of [1, Prop. 2.6].
Proposition 4.11. Suppose that µ ∈ X+,H satisfies vanishing conditions of Theorem 4.10. Then
the graded C[Vθ¯]-module H
0(Z,LZ(µ)
⋆) is generated by the unique copy of V ∗µ+ sitting in degree
ht(µ+ − µ).
Proof. Eq. (4.5) an the last part of the proof of Theorem 4.10 shows that
• The generators of the C[Vθ¯]-moduleH
0(Z,LZ(µ)
⋆) arise from G-modules sitting in
H i(G/B,LG/B(∧
i(Vθ¯/V
+
θ¯
)⊗ Cµ)⋆), with i > ℓ(wµ);
• H i(G/B,LG/B(∧
i(Vθ¯/V
+
θ¯
)⊗ Cµ)⋆) only contains G-modules of type V ∗µ+ .
It follows that the degree of generators of H0(Z,LZ(µ)
⋆) is at least ℓ(wµ). On the other
hand, if H0(G/B,LG/B(S˜j(V
+
θ¯
) ⊗ Cµ)⋆) contains a G-submodule of type V ∗µ+ , then j 6
ht(µ+ − µ) by Proposition 4.8(2). Therefore, there cannot be generators of degree larger
than ht(µ+−µ). It only remains to prove that if µ ∈ X+,H satisfies the vanishing condition,
then ℓ(wµ) = ht(µ
+−µ). Clearly, ℓ(wµ) 6 ht(µ
+−µ). Assume the inequality is strict. Then
there is a w ∈ W and a simple reflection si such that µ 4 w(µ) ≺ siw(µ) 4 µ
+ and
siw(µ) = w(µ) + kαi with k > 2. Then ν := w(µ) + αi belongs to the convex hull of w(µ)
and siw(µ); hence µ ≺ ν
+ ≺ µ+, which contradicts the vanishing condition. 
Finally, we mention that above two interpretations of numbers mνλ and Theorem 4.10
lead to an interesting equality.
Proposition 4.12. If ν ∈ X+,H and (ν, α
∨) > −1 for all α ∈ ∆+s , then H
0(G/H,LG/H(V
(H)∗
ν ))
and H0(G ×B V
+
θ¯
,LG×BV +θ¯
(ν)⋆) are isomorphic G-modules. In particular, for ν = 0, we obtain
C[G/H ] ≃ C[G×B V
+
θ¯
] as G-modules.
Proof. By Frobenius reciprocity,
mult(V ∗λ , H
0(G/H,LG/H((V
(H)∗
ν )) = mult(V
(H)
ν , Vλ|H).
Hence the multiplicity of V ∗λ in both spacesH
0(..) under consideration is equal tomνλ. 
5. SHORT HALL-LITTLEWOOD POLYNOMIALS
In this section, we define ”short” analogues of Hall-Littlewood polynomials and establish
their basic properties. Recall that ∆ is a reduced irreducible root system, and ∆+ = ∆+s ⊔
∆+l , Π = Πs ⊔ Πl, etc. It is convenient to assume that in the simply-laced case all roots
are short and Πl = ∅. Then the following can be regarded as a generalisation of Gupta’s
theory [6, 7].
The character ringΛ of finite-dimensional representations ofG is identifiedwith Z[X]W .
For λ ∈ X+, let χλ denote the character of Vλ, i.e., χλ = ch(Vλ) =
∑
µm
µ
λe
µ. By Weyl’s char-
acter formula, χλ = J(e
λ+ρ)/J(eρ), where J =
∑
w∈W ε(w)w is the skew-symmetrisation
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operator. Weyl’s denominator formula says that J(eρ) = eρ
∏
α>0(1 − e
−α). The usual
scalar product 〈 , 〉 on Λ = Z[X]W is given by 〈χλ, χν〉 = δλ,ν .
The projection j : Z[X]→ Z[X]W is given by j(f) := J(f)/J(eρ).
Set t
(Πs)
λ (q) =
∑
qℓ(w), where the summation is over w ∈ W (Πs)λ, the stabiliser of λ in
W (Πs).
We will work in the q-extended character ring Λ[[q]] or its subring Λ[q] and agree to
extend our operators and form q-linearly. We first put
∆˜
(s)
q =
eρ∏
α∈∆+s
(1− qeα)
, ∆(s)q = e
ρ
∏
α∈∆+s
(1− qe−α).
For λ, µ ∈ X+, define :
Eµ(q) = j(e
µ·∆˜
(s)
q ), P λ(q) =
1
t
(Πs)
λ (q)
j(eλ·∆(s)q ).
Clearly, Eµ(q) ∈ Λ[[q]] and t
(Πs)
λ (q)·P λ(q) ∈ Λ[q]. It will immediately be shown that P λ(q)
is a well-defined element of Λ[q], i.e., t
(Πs)
λ (q) divides j(e
λ·∆(s)q ) in Λ[q]. We say that P λ(q)
is a short Hall-Littlewood polynomial. (For, if∆+s = ∆
+ or if∆+s and Πs are replaced with∆
+
and Π in the above definition, then one obtains the usual Hall-Littlewood polynomials
Pλ(q) for ∆.)
Proposition 5.1.
P λ(q) = J
(
eλ+ρ
∏
α∈∆+s , (α,λ)>0
(1− qeα)
)
J(ρ)−1.
Proof. 1) First consider the case in which λ = 0. Here
J(eρ)·j(e0·∆(s)q ) = J
( ∑
A⊂∆+s
(−q)#Aeρ−|A|
)
.
It is known that ρ − |A| is regular if and only if A = N(w) for some w ∈ W [17]. Since
A ⊂ ∆+s , Lemma 4.5(ii) shows that actually w ∈ W (Πs). Hence
J
( ∑
A⊂∆+s
(−q)#Aeρ−|A|
)
=
∑
w∈W (Πs)
(−q)ℓ(w)J(ew
−1ρ) =
∑
w∈W (Πs)
qℓ(w)·J(eρ) = t
(Πs)
0 (q)J(e
ρ).
This proves that P 0(q) = 1.
2) For an arbitrary λ ∈ X+, we notice that
∑
w∈Wλ
ε(w)w(eλ+ρ
∏
α∈∆+s
(1 − qe−α)) is
divisible by t
(Πs)
λ (q), by the first part of proof.
(One has to consider the splitting
∏
α∈∆+s
(1 − qe−α) =
∏
α: (α,λ)=0(. . . )
∏
α: (α,λ)>0(. . . ), and
use the fact that w(
∏
α: (α,λ)>0(1− qe
−α)) =
∏
α: (α,λ)>0(1− qe
−α) for any w ∈ Wλ.)
This is already sufficient to conclude that P λ(q) belongs to Λ[q]. Further easy calcula-
tions that require a splittingW ≃W λ ×Wλ are left to the reader. 
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Remark 5.2. Our proof is inspired by the remark in [6, p. 70, last paragraph], where
R. Gupta refers to Macdonald’s argument for the Hall-Littlewood symmetric functions.
Remark 5.3. The Hall-Littlewood polynomials Pλ(q) interpolate between the irreducible
characters χλ (if q = 0) and orbital sums
1
#(Wλ)
∑
w∈W e
wλ (if q = 1). For the short Hall-
Littlewood polynomials P λ(q), we still have P λ(0) = χλ. At q = 1, we obtain a linear
combination of irreducible characters for H . Namely, if χ
(H)
µ denote the character of V
(H)
µ ,
µ ∈ X+,H , then
P λ(1) =
1
#(W (Πs)λ)
∑
w∈W (Πs)
χ
(H)
wλ .
An easy proof uses the semi-direct product structure ofW (Lemma 4.5) and Weyl’s char-
acter formula for H . (Note that if λ ∈ X+, then wλ ∈ X+,H for any w ∈ W (Πs).)
Theorem 5.4. In Λ[[q]], the following relations hold:
(1) 〈Eµ(q), Pλ(q)〉 = δλ,µ;
(2) Eµ(q) =
t
(Πs)
µ (q)∏
α∈∆s
(1− qeα)
P µ(q) and E0(q) =
t
(Πs)
0 (q)∏
α∈∆s
(1− qeα)
.
Proof. (1) We mimic Gupta’s proof of [6, Theorem2.5]. The plan is as follows:
(i) If χπ occurs in Eµ(q) = j(e
µ·∆˜
(s)
q ), then π < µ; and the coefficient of χµ equals 1;
(ii) If χπ occurs in j(e
λ·∆(s)q ), then π 4 λ; and the coefficient of χλ equals t
(Πs)
λ (q);
(iii) Put cλ,µ = 〈j(e
λ·∆(s)q ), j(e
µ·∆˜
(s)
q )〉. Then cλ,µ = cµ,λ and hence
t
(Πs)
µ (q)·〈Eλ(q), P µ(q)〉 = t
(Πs)
λ (q)·〈Eµ(q), P λ(q)〉.
It will then follow that cλ,µ = δλ,µ·t
(Πs)
λ (q) proving the assertion.
For (i): By Weyl’s character formula, the coefficient of χπ in j(e
µ·∆˜
(s)
q ) equals the coeffi-
cient of eπ+ρ in (the expansion of)
J(eρ)Eµ(q) =
∑
w∈W
ε(w)w
(
eµ+ρ∏
α∈∆+s
(1− qeα)
)
.
This coefficient equals
∑
w,B ε(w)q
#B, where the summation is over w ∈ W and multi-sets
B of ∆+s such that π+ ρ = w(µ+ ρ+ |B|). Then π + ρ < w
−1(π + ρ) = µ+ ρ+ |B| < µ+ ρ.
Hence π < µ. If π = µ, then the only possibility is w = 1 and B = ∅.
For (ii): Now, we are interested in the coefficient of eπ+ρ in∑
w∈W
ε(w)w
(
eλ+ρ
∏
α∈∆+s
(1− qe−α)
)
It is equal to
∑
w,A ε(w)(−q)
#A, where the summation is over w ∈ W and subsets A ⊂ ∆+s
such that π+ρ = w(λ+ρ−|A|). Since wλ 4 λ and w(ρ−|A|) 4 ρ, we obtain π+ρ 4 λ+ρ.
Moreover, in case of equality we havewλ = λ and ρ−w−1ρ = |A|. This means thatw ∈ Wλ
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and N(w) = A ⊂ ∆+s . By Lemma 4.5(ii), we conclude that w ∈ W (Πs). Thus, #A = ℓ(w)
and the coefficient of eλ+ρ equals
∑
w∈W (Πs)λ
qℓ(w) = t
(Πs)
λ (q).
For (iii): Set ξ =
1∏
α∈∆s
(1− qeα)
. It is aW -invariant element of Λ[[q]] and∆(s)q ξ = ∆˜
(s)
q .
Hence j(eµ·∆(s)q )ξ = j(e
µ·∆˜
(s)
q ). But ξ is also a self-dual character. Thus, we have
cλ,µ = 〈j(e
λ·∆(s)q ), j(e
µ·∆(s)q )ξ〉 = 〈j(e
λ·∆(s)q )ξ, j(e
µ·∆(s)q )〉 = cµ,λ.
(2) The equality Eµ(q) = t
(Πs)
µ (q)ξ·P µ(q) is essentially proved in (iii). Taking µ = 0 yields
the rest. 
Proposition 5.5. Eµ(q) =
∑
λ∈X+
m
µ
λ(q)χλ.
Proof. By definition, J(eρ)Eµ(q) = J
(
eµ+ρ∏
α∈∆+s
(1− qeα)
)
=
∑
ν
Pq(ν)J(e
µ+ν+ρ).
The weight µ + ν + ρ contributes to the last sum if and only if µ + ν + ρ = w(λ + ρ) for
some λ ∈ X+ and w ∈ W . Hence∑
ν
Pq(ν)J(e
µ+ν+ρ) =
∑
λ∈X+
∑
w∈W
Pq(w(λ+ ρ)− (µ+ ρ))J(e
w(λ+ρ))
=
∑
λ∈X+
∑
w∈W
ε(w)Pq(w(λ+ ρ)− (µ+ ρ))J(e
λ+ρ) =
∑
λ∈X+
m
µ
λ(q)J(e
λ+ρ).

Part 1(ii) in the proof of Theorem 5.4 shows that {P λ(q)}λ∈X+ is a Z-basis in Λ[q]. Further-
more, Theorem 5.4(1) and Proposition 5.5 readily imply that
(5.1) χπ =
∑
λ∈X+
mλπ(q)P λ(q).
Note that this sum is finite, since mλπ(q) = 0 unless λ 4 π. Let us transform the expres-
sion for P λ(q) given by definition:
J(eρ)·t
(Πs)
λ (q)·P λ(q) = J
(
eλ+ρ
∏
α∈∆+s
(1− qe−α)
)
= J
(
eλ
∏
α∈∆+s
(1− qe−α)∏
α>0(1− e
−α)
· eρ
∏
α>0
(1− e−α)
)
=
∑
w∈W
w
(
eλ
∏
α∈∆+s
(1− qe−α)∏
α>0(1− e
−α)
)
·J(eρ).
Hence P λ(q) =
1
t
(Πs)
λ (q)
∑
w∈W
w
(
eλ
∏
α∈∆+s
(1− qe−α)∏
α>0(1− e
−α)
)
, and substituting this in Equa-
tion (5.1) we obtain a generalisation of an identity of Kato (cf. [6, Theorem3.9]):
(5.2) χπ =
∑
λ∈X+
mλπ(q)
1
t
(Πs)
λ (q)
∑
w∈W
w
(
eλ
∏
α∈∆+s
(1− qe−α)∏
α>0(1− e
−α)
)
.
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Taking q = 1, we obtain
χπ =
∑
λ∈X+
mλπ·
1
#W (Πs)λ
·
∑
w∈W
w
(
eλ∏
α∈∆+
l
(1− e−α)
)
.
Taking into account that W = W (Πs) ⋊ Wl and mλπ = m
wλ
π for any w ∈ W (Πs), this
specialisation is equivalent to the formula χπ =
∑
λ∈X+,H
mλπχ
(H)
λ .
We introduce another bilinear form in Λ[q] such that {P λ(q)} to be an orthogonal basis.
To this end, the null-cone in Vθ¯ plays the same role as the nilpotent cone N ⊂ g for the
Hall-Littlewood polynomials Pλ(q), cf. [7, § 2].
For a graded G-module M = ⊕iMi with dimMi < ∞, the graded character of M,
chq(M), is the formal sum
∑
i ch(Mi)q
i ∈ Λ[[q]].
Proposition 5.6. The graded character of the graded G-algebra C[N(Vθ¯)] equals
chq(C[N(Vθ¯)]) =
t
(Πs)
0 (q)∏
α∈∆s
(1− qeα)
= t
(Πs)
0 (q)·ξ = E0(q).
Proof. The weight structure of Vθ¯ (Lemma 4.1) shows that the graded character of C[Vθ¯]
equals chq(C[Vθ¯]) =
1
(1− q)#Πs
∏
α∈∆s
(1− qeα)
. We know that N(Vθ¯) is a complete inter-
section of codimension m := #Πs and the ideal of N(Vθ¯) is generated by algebraically
independent generators of C[Vθ¯]
G. Furthermore, if d1, . . . , dm are the degrees of these gen-
erators, then d1 − 1, . . . , dm − 1 are the exponents ofW (Πs) (Prop. 4.6). Thus,
chq(C[N(Vθ¯)]) =
∏m
i=1(1− q
di)
(1− q)m
∏
α∈∆s
(1− qeα)
=
∏m
i=1(1 + q + · · ·+ q
di−1)∏
α∈∆s
(1− qeα)
,
and it is well known that t
(Πs)
0 (q) =
∏m
i=1(1 + q + · · ·+ q
di−1). 
Combining Propositions 5.5 and 5.6 yields
chq(C[N(Vθ¯)]) =
∑
λ∈X+
m0λ(q)χλ,
which is [24, Theorem4]. In other words,
∑
i>0 dim
(
HomG(Vλ,C[N(Vθ¯)]i)
)
qi = m0λ(q) for
every λ ∈ X+.
Define a new bilinear form in Λ[q] by letting
〈〈χλ, χµ〉〉 = 〈χλχ
∗
µ, t
(Πs)
0 (q)·ξ〉 = 〈χλ, t
(Πs)
0 (q)·ξχµ〉.
In view of Proposition 5.6, 〈〈χλ, χµ〉〉 is a polynomial in q that counts graded occurrences
of the G-module Vλ ⊗ V
∗
µ in C[N(Vθ¯)].
Theorem 5.7. 〈〈P λ(q), P µ(q)〉〉 =
t
(Πs)
0 (q)
t
(Πs)
µ (q)
δλ,µ.
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Proof. By definition and Theorem 5.4, we have
〈〈P λ(q), P µ(q)〉〉 = 〈P λ(q), t
(Πs)
0 (q)·ξ·P µ(q)〉 = 〈P λ(q),
t
(Πs)
0 (q)
t
(Πs)
µ (q)
Eµ(q)〉 =
t
(Πs)
0 (q)
t
(Πs)
µ (q)
δλ,µ.
Here we also use the fact that∆(s)q ξ = ∆˜
(s)
q and hence t
(Πs)
µ (q)·ξ·P µ(q) = Eµ(q). 
Finally, using Eq. (5.1), we obtain
〈〈χλ, χµ〉〉 =
∑
π∈X+
mπλ(q)m
π
µ(q)
t
(Πs)
0 (q)
t
(Πs)
π (q)
.
6. MISCELLANEOUS REMARKS
6.1. It is noticed in [6, 5.1] that Lusztig’s q-analogues mµλ(q) satisfy the identity
(6.1)
∑
µ∈X
m
µ
λ(q)e
µ =
J(eλ+ρ)
eρ
∏
α>0(1− qe
−α)
= χλ ·
∏
α>0
(1− e−α)
(1− qe−α)
.
This can be regarded as quantisation of the equality χλ =
∑
µm
µ
λe
µ, which describes Vλ
as T -module. In the context of short q-analogues, we wish to have a quantisation of the
equality χλ =
∑
µ∈X+,H
mµλχ
(H)
µ , which describes Vλ as H-module [8, § 3]. The desired
quantisation is
Proposition 6.1.
∑
µ∈X+,H
m
µ
λ(q)χ
(H)
µ = χλ·
1
#Wl
∑
w∈Wl
w
 ∏
α∈∆+s
1− e−α
1− qe−α
 .
Proof. Using Weyl’s formula, the function (µ ∈ X+,H) 7→ χ
(H)
µ can be extended to the
whole of X such that it will satisfy the identity χ
(H)
w⊙µ = ε(w)χ
(H)
µ , w ∈ Wl. Recall that ‘⊙’
stands for the shifted action of Wl. Since the same identity holds for m
µ
λ(q), see Eq. (4.2),
the left hand side can be replaced with
1
#Wl
∑
µ∈X
m
µ
λ(q)χ
(H)
µ . The rest can by achieved via
routine transformations of this sum, using the definition of mµλ(q) and Weyl’s character
formulae for H and G. 
Yet another quantisation, which is easier to prove, is
(6.2)
∑
µ∈X
m
µ
λ(q)e
µ =
J(eλ+ρ)
eρ
∏
α∈∆+s
(1− qe−α)
= χλ ·
∏
α>0(1− e
−α)∏
α∈∆+s
(1− qe−α)
.
Comparing Equations (6.1) and (6.2), we obtain a relation between Lusztig’s and short
q-analogues: ∏
α∈∆+
l
(1− qe−α)
∑
µ∈X
m
µ
λ(q)e
µ =
∑
ν∈X
mνλ(q)e
ν .
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Whence mµλ(q) =
∑
A⊂∆+
l
(−q)#Am
µ+|A|
λ (q). Or, conversely, m
µ
λ(q) =
∑
B
q#Bm
µ+|B|
λ (q), where
B ranges over the finite multisets in ∆+l . In particular, taking q = 1 and µ = 0, we obtain
dimV Hλ = m
0
λ =
∑
A⊂∆+
l
(−1)#Am
|A|
λ .
Example. If G = Sp2n, then H = (SL2)
n and ∆+l = {2ε1, . . . , 2εn}. Here εi1 + . . . + εik is
W -conjugate to ϕk = ε1 + . . .+ εk and the previous relation becomes
dimV Hλ =
n∑
k=0
(−1)k
(
n
k
)
m2ϕkλ .
6.2. It is well known that, for λ strictly dominant, the Hall-Littlewood polynomials Pλ(q)
have a nice specialisation at q = −1: If λ ⋗ ρ, then Pλ(−1) = χλ−ρχρ. (See [23, 7.4] for
a generalisation to symmetrisable Kac-Moody algebras.) For ∆ of type An, Pλ(−1) is
a classical Schur’s Q-function [18, III.8]. A similar phenomenon occurs for short Hall-
Littlewood polynomials.
Proposition 6.2. Suppose λ⋗ ρs and G is of type Bn,Cn, or F4. Then P λ(−1) = χλ−ρsχρs .
Proof. If λ⋗ ρs, then t
(Πs)
λ (q) = 1 and
P λ(−1) = J
(
eλ+ρ
∏
λ∈∆+s
(1 + e−α)
)
J(eρ)−1 =
∑
w∈W
ε(w)w(eλ−ρs+ρ)(eρs
∏
λ∈∆+s
(1 + e−α))·J(eρ)−1 = χλ−ρs·
∏
λ∈∆+s
(eα/2 + e−α/2).
For G is of type Bn,Cn, or F4, it is known that χρs =
∏
λ∈∆+s
(eα/2+e−α/2) [20, Theorem2.9].

Remark 6.3. The proof of equality χρs =
∏
λ∈∆+s
(eα/2 + e−α/2) in [20] is only based on the
assumption that ‖long‖2/‖short‖2 = 2, i.e., it does not refer to classification. For G2, the
true equality is
∏
λ∈∆+s
(eα/2 + e−α/2) = χρs + 1.
6.3. Ranee Brylinski proved that Lusztig’s q-analogues mµλ(q) can be computed via a
principal filtration on V µλ whenever H
i(G ×B u,LG×Bu(Cµ)
⋆) = 0 for all i > 1. Namely,
m
µ
λ(q) coincides with the “jump polynomial” of the principal filtration, see [5] for details.
Another approach to her results can be found in [11].
I hope that a similar description exists for short q-analogues. First, we need a subspace
of Vλ whose dimension equals m
µ
λ = mult(V
(H)
µ , Vλ). Let V
U(H)
λ be the subspace of H-
highest vectors in Vλ with respect to ∆
+
l . Then V
U(H),µ
λ = V
U(H)
λ ∩ V
µ
λ has the required
dimension. For α ∈ ∆+, let eα be a nonzero root vector of g. Brylinski’s principal filtration
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is determined by the principal nilpotent element e =
∑
α∈Π eα. In the context of short
q-analogues, we consider es =
∑
α∈Πs
eα and the corresponding filtration of V
U(H),µ
λ . That
is, we set
Jpes(V
U(H),µ
λ ) = {v ∈ V
U(H),µ
λ | e
p+1
s ·v = 0}.
The jump polynomial is defined to be
rµλ(q) =
∑
p>0
dim
(
Jpes(V
U(H),µ
λ )/J
p−1
es (V
U(H),µ
λ )
)
qp.
Conjecture 6.4. If µ ∈ X+,H satisfies vanishing conditions of Theorem 4.10, then r
µ
λ(q) = m
µ
λ(q).
6.4. Although the collapsing f : Z = G ×B V
+
θ¯
→ N(Vθ¯) is not generically finite, it can
be used for deriving useful properties of the null-cone. Let ̺ : ON(Vθ¯) → Rf∗OZ be the
corresponding natural morphism. Since f is projective, H0(Z,OZ) is a finite C[N(Vθ¯)]-
module; and there is the trace map H0(Z,OZ) → C[N(Vθ¯)] because N(Vθ¯) is normal.
The trace map determines a morphism (in the derived category of ON(Vθ¯)-modules) ̺
′ :
Rf∗OZ → ON(Vθ¯). By Theorem 4.10, H
i(Z,OZ) = 0 for i > 1, i.e., R
if∗OZ = 0 for i > 1.
Hence ̺′ ◦ ̺ is a quasi-isomorphism of ON(Vθ¯) with itself. Therefore, by [15, Theorem1],
N(Vθ¯) has only rational singularities.
Clearly, this argument works in a more general context and yields the following:
Proposition 6.5. Let N be a P -stable subspace in a G-module V . If H i(G ×P N,OG×PN) = 0
for all i > 1, then the normalisation of G·N has only rational singularities.
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