A common feature of many online review sites is the use of an overall rating that summarizes the opinions expressed in a review. Unfortunately, these document-level ratings do not provide any information about the opinions contained in the review that concern a specific aspect (e.g., cleanliness) of the product being reviewed (e.g., a hotel). In this paper we study the finer-grained problem of aspect-oriented opinion mining at the sentence level, which consists of predicting, for all sentences in the review, whether the sentence expresses a positive, neutral, or negative opinion (or no opinion at all) about a specific aspect of the product. For this task we propose a set of increasingly powerful models based on conditional random fields (CRFs), including a hierarchical multi-label CRFs scheme that jointly models the overall opinion expressed in the review and the set of aspect-specific opinions expressed in each of its sentences. We evaluate the proposed models against a dataset of hotel reviews (which we here make publicly available) in which the set of aspects and the opinions expressed concerning them are manually annotated at the sentence level. We find that both hierarchical and multi-label factors lead to improved predictions of aspect-oriented opinions.
Introduction
Sharing textual reviews of products and services is a popular social activity on the Web. Some websites (e.g., Amazon, TripAdvisor 1 ) act as hubs that gather reviews on competing products, thus allowing consumers to compare them. While an overall rating (e.g., a number of "stars") is commonly attached to each such review, only a few of these websites (e.g., TripAdvisor) allow reviewers to include aspect-specific ratings, such as distinct ratings for the Value and Service provided by a hotel.
The overall and the aspect-specific ratings may help the user to perform a first screening of the product, but they are of little use if the user wants to actually read the comments about specific aspects of the product. For example, a low rating for the Rooms aspect of a hotel may be due to the small size of the room or to the quality of the furniture; different issues may be of different importance to different persons. In this case the user may have to read a lot of text in order to retrieve the relevant information. Rooms are clean and nice, but bear in mind you just pay for lodging, service does not seem to be included. Cleanliness: Positive Service: Negative
Overall rating: Aspect-specific opinions Fig. 1 . An example hotel review annotated with aspect-specific opinions at the sentence level Opinion mining research [9] has frequently considered the problem of predicting the overall rating of a review [14] or the ratings of its individual aspects [5] . While these are interesting research challenges, their practical utility is somewhat limited, since this information is often already made explicit by the reviewers in the form of an ordinal score. Our goal is instead to build an automatic system that, given a sentence in a review and one of the predefined aspects of interest, (a) predicts if an opinion concerning that aspect is expressed in the sentence, and (b) if so, predicts the polarity of the opinion (i.e., positive, neutral/mixed, or negative). This is a multi-label problem: a sentence may be relevant for (i.e., contain opinions concerning) zero, one, or several aspects at the same time, and the opinions contained in the same sentence and pertaining to different aspects may have different polarities. For example, the room was spacious but the location was horrible expresses a positive opinion for the Rooms aspect and a negative opinion for the Location aspect, while the remaining aspects are not touched upon.
The contribution of this study is twofold. First, inspired by the "coarse-to-fine" opinion model of [11] we develop an increasingly powerful set of multi-label conditional random field (CRF) schemes [6] that jointly model the overall, document-level opinion expressed by a review together with the aspect-specific opinions expressed at the sentence level. Our models are thus able to also predict the document-level ratings. However, as already pointed out, these ratings are of smaller practical interest, because they are often explicitly provided by the reviewers, whereas the aspect-level predictions are often not available and the sentence-level annotations (i.e., the indication of which sentences justify the aspect-level ratings) are never available. The use of a conditional model for this task is in contrast with previous work in this area, which has focused on generative models, mostly based on Latent Dirichlet Allocation, with strong independence assumptions [7, 12, 17, 18] . This problem has also been tackled via supervised learning methods in [8] ; like ours, this work relies on CRFs to model the structure of the reviews, but is unable to cater for sentences that are relevant to more than one aspect at the same time, which is a strong limitation. Two works that are close in spirit to ours are [7, 18] , and they may be considered the "generative counterparts" of our approach.
Second, we present (and make publicly available) a new dataset of hotel reviews that we have annotated with aspect-specific opinions at the sentence level. A previous dataset annotated by opinion at the sentence level exists [16] , but the dataset introduced here also adds the aspect dimension and has a multi-label nature. Only very recently, and after we created our dataset, a dataset similar to ours has been presented [7] , in which elementary discourse units (EDUs), which can be sub-sentence entities, are annotated using a single-label model. The dataset of [7] is composed of 65 reviews, with a total of 1541 EDUs. Our dataset annotates 442 reviews, with a total of 5799 sentences.
The evaluation of generative models is often based on unannotated datasets [12, 18] , and thus only on a qualitative analysis of the generated output. We believe that our dataset will be a valuable resource to fuel further research in the area by enabling a quantitative evaluation, and thus a rigorous comparison of different models.
Problem Definition
Before describing our approach, let us define the task just introduced more formally. Let A be a discrete set of aspect labels and let Y be a discrete set of opinion labels. Given a review x ∈ X composed of T consecutive segments, we seek to infer the values of the following variables: first, the overall opinion y o ∈ Y expressed in x; second, the opinion y a t ∈ Y ∪ {No-op} expressed concerning aspect a in segment t, for each segment t ∈ {1, ..., T } and each aspect a ∈ A (where No-op stands for "no opinion"). This is a multi-label problem, since each segment t can be assigned up to |A| different opinions.
To model these variables we assume a feature vector x t representing review segment t and a feature vector x o representing the full review. For our experiments, reported in Section 3, we use a dataset of hotel reviews; we take segments to correspond to sentences, and we take Y = {Positive, Negative, Neutral} and A = {Rooms, Cleanliness, Value, Service, Location, Check-in, Business, Food, Building, Other}. However, we want to stress that the proposed models are flexible enough to incorporate arbitrary sets of aspects and opinion labels, and to use a different type of segmentation.
Models, Inference and Learning
Previous work on aspect-oriented opinion mining has focused on generative probabilistic models [7, 17, 18] . Thanks to their generative nature, these models can be learnt without any explicit supervision. However, at the same time they make strong independence assumptions on the variables to be inferred, which is known to limit their performance in the supervised scenario considered in this study. Instead, we turn to CRFs -a general and flexible class of structured conditional probabilistic models. Specifically, we propose a hierarchical multi-label CRF model that jointly models the overall opinion of a review together with aspect-specific opinions at the segment level. This model is inspired by the fine-to-coarse opinion model [11] , which was recently extended to a partially supervised setting [16] . 2 However, while previous work only takes opinion into account, we jointly model both sentence-level opinion and aspect, as well as overall review opinion. Below, we introduce a sequence of increasingly powerful CRF models (that we implemented using Factorie [10] .) for aspect-specific opinion mining, leading up to the full hierarchical sequential multi-label model.
CRF Models of Aspect-Oriented Opinion
A CRF models the conditional distribution p(y|x) over a collection of output variables y ∈ Y, given an input x ∈ X, as a globally normalized log-linear distribution [6] :
where F is the set of factors and Z(x) = y∈Y p(y|x) is a normalization constant. In this study, Linear-Chain Baseline Model. As a baseline model, we take a simple first-order linear-chain CRF (LC) in which a separate linear chain over opinions at the segment level is defined for each aspect. This model is able to take into account sequential dependencies between segment opinions [11, 13] specific to the same aspect, whereas opinions related to different aspects are assumed to be independent. Formally, the LC model factors as
where Ψ s (y a t , x t ) models the aspect-specific opinion of the segment at position t and Ψ (y a t , y a t+1 ) models the transition between the aspect-specific opinion variables at position t and t + 1 in the linear chain corresponding to aspect a.
Multi-label Models.
The assumption of the LC model that the aspect-specific opinions expressed in each segment are independent of each other may be overly strong for two reasons. First, only a limited number of aspects are generally addressed in each segment. Second, when several aspects are mentioned, it is likely that there are dependencies between them based on discourse structure considerations. To address these shortcomings, we propose to model the dependencies between aspect-specific opinion variables within each segment, by adopting the multi-label pairwise CRF formulation of [4] .
We first consider the Independent Multi-Label (IML) model, in which there are factors between the opinion variables within a segment, while each segment is independent from each other. In terms of Equation (1), the IML model factors as
where Ψ m (y a t , y b t ) is the pairwise multi-label factor, which models the interdependence of the opinion variables corresponding to aspects a and b at position t. Note that this factor ignores the input, considering only the interaction of the opinion variables.
To allow for sequential dependencies between segments, the IML model can naturally be combined with the LC model. This yields the Chain Multi-Label (CML) model:
Hierarchical (Multi-label) Models. Thus far, we have only modeled the aspect-specific opinions expressed at the segment level. However, many online review sites ask users to provide an overall opinion in the form of a numerical rating as part of their review. As shown by [11, 16] , jointly modeling the overall opinion and the segment-level opinions in a hierarchical fashion can be beneficial to prediction at both levels. The LC, IML and CML models can be adapted to include the overall rating variable in a hierarchical model structure analogous to that of the "coarse-to-fine" opinion model of [11] . This is accomplished by adding the following two factors to the three models above: the overall opinion factor Ψ o (y o , x o ), which models the overall opinion with respect to the input; and the pairwise factor Ψ h (y a t , y o ), which connects the two levels of the hierarchy by modeling the interaction of the aspect-specific opinion variable at position t and the overall opinion variable.
By combining the shared product of factors
with the LC, IML and CML models, we get the Linear-Chain Overall (LCO) model:
the Independent Multi-Label Overall (IMLO) model:
and the Chain Multi-Label Overall (CMLO) model:
Model Features
The joint problem of aspect-oriented opinion prediction requires model features that help to discriminate opinions and aspects, as well as opinions specific to a particular aspect. In the experiments of Section 3 we use both word and word bigram identity features, as well as a set of polarity lexicon features based on the General Inquirer (GI) [15] , MPQA [20] , and SentiWordNet (SWN) [2] lexicons. The numerical polarity values of these lexicons are mapped into the set {Positive, Negative, Neutral}. The mapped lexicon values are used to generalize word bigram features by substituting the matching words of the bigram with the correspondent polarity. For example, the bigram nice hotel is generalized to the bigram SWN:positive hotel, from looking up nice in SentiWordNet. These features are used both with segment-level and review-level factors; see Table 1 . 
Factor Description Features
Ψs(y a t , xt)
In addition to these features we use an aspect-specific lexicon obtained via the algorithm proposed in [18] ; this is an algorithm that iteratively builds a set of aspectspecific words by adding to it words that co-occur with the words already present in it, and where co-occurrence is detected via the χ 2 measure. We use the output of this algorithm to create what we call the χ 2 lexicon, in which each word is associated with the (normalized) frequency with which the word is used to describe a certain aspect.
Inference and Learning
While the maximum a posteriori (MAP) assignment y * ∈ Y and factor marginals can be inferred exactly in the LC and LCO models by means of variants of the Viterbi and forward-backward algorithms [11] , exact inference is not tractable in the remaining models due to a combinatorial explosion and to the presence of loops in the graph structure. Instead, we revert to approximate inference via Gibbs sampling (see, e.g., [3] ).
All models are trained to approximately minimize the Hamming loss over the training set D = {(x (i) , y (i) )} N i=1 using the SampleRank algorithm [19] , which is a natural fit to sampling-based inference. 3 Briefly put, with SampleRank the model parameters w are updated locally after each draw from the Gibbs sampler by taking an atomic gradient step with respect to the local Hamming loss incurred by the sampled variable setting. This procedure is repeated for a number of epochs until the 2 -norm of the sum of the atomic gradients from the epoch is below a threshold ; in each epoch every variable in the training set is sampled in turn. For the experiments in Section 3, the SampleRank learning rate was fixed to α = 1 and the gradient threshold to = 10 −5 .
After fitting the model parameters to the training data, at test time we perform 100 Gibbs sampling epochs to find an approximate MAP assignment y * for input x with respect to the distribution p(y|x).
Experiments
In this section we study the proposed models empirically. After discussing our evaluation strategy, we describe and discuss the creation of a new dataset of hotel reviews, which has been manually annotated with aspect-specific opinion at the sentence level. Finally, we compare the proposed models quantitatively by their performance on this dataset.
Evaluation Measures. When evaluating system output and comparing human annotations below, we view the task as composed of the following two subtasks:
Aspect identification: for each segment and for each aspect, predict if there is any opinion expressed towards the aspect in the segment. Since each of these aspect-specific tasks is a binary problem, for this subtask we adopt the standard F 1 evaluation measure.
Opinion prediction: for each segment and each applicable (true positive) aspect for the segment, predict the opinion expressed towards the aspect in the segment. Since opinions are placed on an ordinal scale, as an evaluation measure we adopt macroaveraged mean absolute error (MAE M ) [1] , a measure for evaluating ordinal classification that is also robust to the presence of imbalance in the dataset.
Let T be the correct label assignments and let T be the corresponding model predictions. Let T j = {y i : y i ∈ T, y i = j} and let n be the number of unique labels in T. The macro-averaged mean absolute error is defined as
This is suitable for evaluating the overall review-level opinion predictions. However, when evaluating the aspect-specific opinions at the segment level, we instead report MAE M (T Ia , T Ia ), where I a is the sequence of indices of segment opinion labels that were predicted as true positive for aspect a and T Ia is the set of true positive opinion labels for aspect a.
Inter-annotator Agreement Measures. We also use F 1 and MAE M to assess interannotator agreement, by computing the average of these measures over all pairs of annotators. While F 1 and the micro-averaged version of MAE are both symmetric, the use of macro-averaging makes MAE M asymmetric, i.e., switching the predicted labels with the gold standard labels may change the outcome. This is problematic when used to measure inter-annotator agreement, since no annotator can be given precedence over the others (unless they have different levels of expertise). We thus symmetrize the measure by treating each annotator in turn as the gold standard and by averaging the corresponding results. This yields the symmetrized macro-averaged mean absolute error:
Annotated Dataset
We have produced a new dataset of manually annotated hotel reviews 4 . Three equally experienced annotators provided sentence-level annotations of a subset of 442 randomly selected reviews from the publicly available TripAdvisor dataset [18] . Each review comes with an overall rating on a discrete ordinal scale from 1 to 5 "stars". The annotations are related to 9 aspects often present in hotel reviews. In addition to the 7 aspects explicitly present (at the review level) in the TripAdvisor dataset (Rooms, Cleanliness, Value, Service, Location, Check-in, and Business), we decided to add 2 other aspects (Food and Building), since many comments in the reviews refer to them. Furthermore, the "catch-all" aspects Other and NotRelated were added, for a total of 11 aspects. Other captures those opinion-related aspects that cannot be assigned to any of the first 9 aspects, but which are still about the hotel under review. The NotRelated aspect captures those opinion-related aspects that are not relevant to the hotel under review. In what follows, segments marked as NotRelated are treated as non-opinionated.
The annotation distinguishes between Positive, Negative and Neutral/Mixed opinions. The Neutral/Mixed label is assigned to opinions that are about an aspect without expressing a polarized opinion, and to opinions of contrasting polarities, such as The room was average size (neutral) and Pricey but worth it! (mixed). The annotations also distinguish between explicit and implicit opinion expressions, i.e., between expressions that refer directly to an aspect and expressions that refer indirectly to an aspect by referring to some other property/entity related to the aspect. For example, Fine rooms is an explicitly expressed positive opinion concerning the Rooms aspect, while We had great views over the East River is an implicitly expressed positive opinion concerning the Location aspect. Table 3 . Inter-annotator agreement results. Top 3 rows: segment-level aspect agreement, expressed in terms of F1 (higher is better). Bottom 3 rows: segment-level opinion agreement (restricted to the true positive aspects for each segment), expressed in terms of sMAE M (lower is better). Out of the 442 reviews, 73 reviews were independently annotated by all three annotators so as to facilitate the measurement of inter-annotator agreement, while the remaining 369 reviews were subdivided equally among the annotators. These 369 reviews were then partitioned into a training set (258 reviews, 70% of the total) and a test set (111 reviews, 30% of the total). The data were split by selecting reviews for each subset in an interleaved fashion, so that each subset constitutes a minimally biased sample both with respect to the full dataset and with respect to annotator experience. Table 2 shows, for each aspect and for each opinion type, the number of segments annotated with a given aspect and a given opinion type (across the unique reviews and averaged across the shared reviews). Both opinions and aspects show a markedly imbalanced distribution. As expected, the imbalance with respect to opinion is towards the Positive label. In terms of aspects, the Rooms, Service and Other aspects dominate.
Inter-annotator Agreement. We use the 73 shared reviews (943 sentences) to measure the agreement between the 3 annotators with respect to both aspects and opinions, using F 1 and symmetrized MAE M . For each aspect we separately measure the agreement on implicit and explicit opinionated mentions, and the agreement on mentions of both types.
From the agreement results in Table 3 (top) we see a large disagreement with respect to implicit opinions. However, the agreement overall (disregarding the explicit/implicit distinction) is higher than the agreement on explicit opinions in isolation. This suggest that, while it is difficult for annotators to separate implicit from explicit opinions, separating opinionated mentions from non-opinionated mentions is easier. In what follows we thus ignore the distinction between implicit and explicit opinions. Table 3 (bottom 3 rows) shows the agreement on the true positive opinion annotations, that is, the agreement on the opinions with respect to those aspects on which the two annotators agree. Closer inspection of the data shows that, as could be expected, the disagreement mainly affects the pairs Neutral-Positive and Neutral-Negative.
Results
All models were trained on the training set described in Section 3.1, for a total of 258 reviews. Below we describe two separate evaluations. First, we compare the different Table 4 . Aspect-oriented opinion prediction results for different CRF models averaged across five experiments with 5 different random seeds. Top 6 rows: segment-level aspect prediction results in terms of F1 (higher is better). Bottom 6 rows: segment-level opinion prediction results (restricted to the true positive aspects for each segment) in terms of MAE M (lower is better). models by their accuracy on the test set (111 reviews). Since training is non-deterministic due to the use of sampling-based inference, we report the average over five trials with different random seeds. Second, we compare the best-performing model to the human annotators on the set of 73 reviews independently annotated by all three annotators. Table 4 , the multi-label and hierarchical models outperform the LC baseline in both aspect identification and opinion prediction. In particular, the multi-label models (IML, CML) significantly outperform the baseline on both subtasks, which shows the importance of modeling the interdependence of different aspects and their opinions within a segment. On the other hand, combining both multi-label and transition factors in the hierarchical model (CMLO) leads to worse predictions compared to only including the multi-label factors (IMLO) or the transition factors. We hypothesize that this is due to inference errors, where the more complex graph structure causes the Gibbs sampler to converge more slowly. Furthermore, while the hierarchical models provide a significant improvement compared to their non-hierarchical counterparts in terms of opinion prediction, modeling both the overall and segment-level opinions is not helpful for aspect identification. This is not too surprising, given that the overall opinion contains no information about aspect-specific opinions. 5 5 In addition to the reported experiments, we performed initial experiments with models that also included variables for overall opinions with respect to specific aspects. However, including these variables hurts performance at the segment level. We hypothesize that this is because reviewers often rate multiple aspects while only discussing a subset of them in the review text. The overall review-level opinion prediction results (not shown in Table 4 ) are in line with the segment-level results. The IMLO model (.504) outperforms the LCO baseline (.518), as measured with MAE M . However, as with the segment-level predictions, including both multi-label and transition factors in the hierarchical model (CMLO) hurts overall opinion prediction (.544).
Comparison among Systems. As shown in
Comparison among Humans and System. We now turn to a comparison between the best-performing model (IMLO) and the human annotators, treating the model as a fourth annotator when computing inter-annotator agreement. This allows us to assess how far our model is from human-level performance. Table 5 clearly shows that much work remains to be done for both subtasks. The aspects Building and Business are difficult to detect for the automatic system, while a human identifies them with ease. We believe that the reasons for the poor performance may be different for the two aspects. For the Business aspect, the reason is likely the scarcity of training annotations, whereas for the Building aspect the reason may be lexical promiscuity (that is, a hotel building may be described by a multitude of features, such as interior, furniture, architecture, etc.). Interestingly, the system identifies the Value aspect at close to human level, but performs dramatically worse on its opinion prediction. We suggest that this is because assessing the value of something coined in absolute terms (for example, that a $30 room is cheap) requires world knowledge (or feature engineering).
Conclusions
We have considered the problem of aspect-oriented opinion mining at the sentence level. Specifically, we have devised a sequence of increasingly powerful CRF models, culminating in a hierarchical multi-label model that jointly models both the overall opinion expressed in a review and the set of aspect-specific opinions expressed in each sentence of the review. Moreover, we have produced a manually annotated dataset of hotel reviews in which the set of relevant aspects and the opinions expressed concerning these aspects are annotated for each sentence; we make this dataset publicly available with the hope to spur further research in this area. We have evaluated the proposed models on this dataset; the empirical results show that the hierarchical multi-label model outperforms a strong comparable baseline.
