Genomic expression signatures provide high-content biomarkers of cellular physiology, including the diverse responses to therapeutic drugs. To recognize these signatures, we devised a method of biomarker evaluation called 'sampling over gene space' (SOGS) that imparts superior predictive performance to existing supervised classification algorithms. Applied to microarray data from drug-treated human cortical neuron 1A cell cultures, this method predicts whether individual compounds possess anticonvulsant, antihypertensive, cyclooxygenase inhibitor, or opioid action. Thus, stable cell lines can be suitable for expression signature-based screening of a diverse range of activities. A SOGS-based system also discriminates physiologically active from inactive compounds, identifies drugs with off-target side effects, and incorporates a quantitative method for assigning confidence to individual predictions that, at its most stringent, approaches 100% accuracy. The capacity to resolve multiple distinct drug activities while simultaneously discriminating inactive and potential false-positive compounds in a cell line presents a unified framework for streamlined chemical genomic drug discovery.'
INTRODUCTION
Genomic expression signatures provide a generic indicator of diverse cellular physiologies. [1] [2] [3] [4] [5] [6] [7] [8] Recently, expression signatures have been used to identify clinically relevant cellular physiologies that result from drug treatments in vitro.
9-11 A pattern recognition-based approach has potential utility for multiplexed in vitro drug discovery, as gene expression signatures constitute a comprehensive assay for disparate drug activities, and can predict clinical drug efficacy directly from cellular physiology, even when the specific drug target is unknown. 11 However, previous chemical genomic studies with mammalian cells have resolved only a single type of drug activity 9, 10 or employed primary cell coculture systems apt to exhibit batch-to-batch inconsistency. 11 For the potential of this discipline to be met, it will be necessary to establish a simple cellular platform capable of evaluating multiple distinct clinical efficacies at once for each compound screened. It will also be necessary to develop a practical, quantitative means to prioritize the most promising hits for development as therapeutics.
Here, we describe an efficacy-profiling platform, based on the human cortical neuron 1A (HCN-1A) cell line, capable of predicting multiple different drug class activities with good precision. Using microarray data from cells treated with multiple examples of nine distinct drug classes, we develop a feature assessment algorithm called 'sampling over gene space ' (SOGS) , that works well with small sample numbers, does not make assumptions about the behavior of individual features, and yields a convenient metric for ranking prediction strength based on a vote-counting algorithm. We employ SOGS to distinguish drug classes that are active or inactive in our cell culture system. Then, we use SOGS to build multiplexed statistical models of drug action with better predictive accuracy than models built with standard supervised classification methods. Finally, by applying the SOGS-based strength metric to these predictions, we establish a ranking system for assigning confidence to chemical genomic drug utility predictions.
RESULTS

Sampling Over Gene Space
Supervised classification methods learn from example data sets of known class to identify data features (biomarkers) that can classify unfamiliar data sets. High-dimensional microarray data, however, can lead to models that are 'overfit' on distracting features unrelated to the phenomenon being modeled. Algorithms that employ stochastic feature evaluation, such as Random Forest (RF), are resistant to overfit, but the recursive partitioning aspect of RF can lead to high model variance and weak predictions. Other classification methods such as linear discriminant analysis (LDA) and support vector machine (SVM) typically make stronger predictions, but lack the resistance to overfit, imparted by the stochastic aspects of RF. To incorporate the benefits of stochastic feature evaluation into LDA and SVM, we developed a procedure called SOGS that randomly samples a set of features for each episode of model construction by LDA or SVM. Multiple iterations of model construction yield a compendium of class assignments for the unknown. The class receiving the greatest overall number of classifications 'wins' the final prediction. Such a combination of stochastic feature evaluation with the stable LDA and SVM modeling methods minimizes overfit, while increasing prediction strength.
Active vs Inactive Drug Class Discrimination Undifferentiated cultures of the HCN-1A human cortical neuron cell line were treated with 83 different drugs comprising nine defined pharmaceutical classes: antianxiety, anticonvulsant, antidepressant, antihypertensive, antipsychotic, cyclooxygenase (COX) inhibitor, matrix metalloprotease (MMP) inhibitor, opioid receptor agonist, and statin. Each of these drug classes was generally characterized for activity vs inactivity in this culture system by comparing microarray data from each pairwise with the control vehicle-treated class, using LDA. LDA was conducted either with ANOVA-filtered data, or by incorporating SOGS to analyze unfiltered data. Drug classes were scored as either active or inactive, as indicated by prediction P-value. LDA performed with ANOVA yielded P40.05 for all drug classes and was thus unable to discriminate any drug class treatment from control treatment (Table 1) . In contrast, LDA performed with SOGS identified five pharmaceutical classes (antianxiety, anticonvulsant, antihypertensive, COX inhibitor, and opioid) that exhibited genomic expression distinct from controls with Pp0.05, and thus deemed active in our culture system; four classes (antidepressant, antipsychotic, MMP inhibitor, and statin) were statistically indistinguishable from controls with 0.68pPp1.0 (Table  1) , and thus deemed inactive.
Prediction of Drug Efficacy by Supervised Classification
The value of SOGS to multiplexed drug efficacy prediction was investigated. LDA and SVM were each conducted with or without the use of SOGS, to analyze data from the five drug classes that exhibit activity in HCN1A cell culture (antianxiety, anticonvulsant, antihypertensive, COX inhibitor, and opioid). These methods were conducted in a 'leave-one-out' fashion, where every sample is treated once as an unknown in an independent episode of model construction, allowing an objective assessment of predictive accuracy with unfamiliar compounds. LDA and SVM exhibited 39.5 and 44.2% predictive accuracy, respectively, when used to directly analyze microarray data. By comparison, when SOGS was incorporated, the predictive accuracy of LDA and SVM rose to 67.4% (Figure 1 ) and 58.1%, respectively. When RF, which already contains a stochastic element, was conducted using the same data, a predictive accuracy of 58.1% was achieved. Thus, by introducing a stochastic element to LDA and SVM, SOGS imparted predictive accuracy equal to or better than the tree-based RF supervised classification technique. Graphical Class Separation SVM, LDA, and RF each establish hyperboundaries between sample types in n-dimensional gene space; biomarkers given the greatest weight provide optimal class separation. Threedimensional graphical depiction of the first three linear discriminants of the 12 most heavily weighted biomarkers identified by LDA (without SOGS), for example (Figure 2b ), illustrates the drug efficacy class separation provided by this gene assemblage (Figure 2a ).
Confidence Index
Supervised classification methods make predictions based on the number of votes per class received by a given sample; the category receiving the greatest number of votes wins the Thus, the CI derived from SOGS-based modeling is an effective general measure of prediction quality.
Classification and Confidence Ranking of Inactive Compounds
The finding that SOGS-based LDA effectively discriminated untreated controls from active compounds ( Figure 1 ) suggested that inactive compounds might also be effectively classified. To investigate this capacity, we presented the expression data from the drugs found to be inactive in HCN1A cell culture (antidepressant, antipsychotic, MMP inhibitor, and statin, Table 1 ) to a SOGS-based LDA model constructed using data from active drug treatments. As expected for inactive compounds, a large percentage of these samples (51.1%) were classified as controls ( Figure 3 ). To characterize the remaining presumptive false positives, a CI value was derived for each prediction and ranked by magnitude. Similarly to the active compound predictions, a high CI value corresponded to accurate 'control' prediction of inactive classes, while a low CI value corresponded to activity mispredictions: 80.8% of predictions above a CI of 0.45 were accurate, while 85.7% of predictions below a CI of 0.45 were incorrect. Thus, the CI serves as a means of prioritizing both correctly predicted efficacies and correctly predicted inactive compounds.
Classification and Confidence Ranking of Out-group Activities
In addition to accurately assessing drug activity and inactivity, the ideal drug assay would exclude active compounds that elicit physiology distinct from the desired activities (ie, drugs that induce side effects). Such prospective false positives were simulated by omitting each entire active drug class from a SOGS-based LDA model built with data from the remaining four active classes and controls. Data from the members of the omitted class were presented to the model for prediction, and the CI for each prediction was calculated (Figure 4 ). By definition, these out-group drug predictions are inherently incorrect; as such, they would be expected to have a low overall CI compared to correctly predicted active compounds. Accordingly, the average out-group CI value of 0.3570.012 was indistinguishable from the average CI of 0.3670.018 for incorrect activity predictions (Figure 1 ), and substantially lower than the average CI of 0.5270.031 for accurate activity predictions ( Figure 1) . Thus, the CI can be used as a universal ranking measure of true drug activity, drug inactivity, and off-target (nonspecific) activity ( Figure 5 ), in vitro.
DISCUSSION
Previously, we found that primary cultures derived from brain tissue exhibited genomic expression profiles that allowed prediction of antidepressant, antipsychotic, and opioid drug efficacy. 11 However, the use of primary cultures, while appealing physiologically, presents inherent experiment-to-experiment consistency issues that must be addressed in order to establish a stable screen. Cell line monoculture provides a simpler system that is likely to be more amenable to reproducible chemical genomics, but the ability of immortalized cell lines to respond to multiple disparate drugs with signature expression profiles has not been explored. Previous chemical genomic studies have also lacked a quantitative means of identifying drugs that have nonspecific effects outside the targeted desirable pharmaceutical effect. The ability to discriminate such nonspecificity early in drug discovery would be a substantial advantage, because many candidate pharmaceuticals fail late in development due to unforeseen side effects. Consequently, we sought to determine whether a cell line-based activity prediction platform could be established as a unified guide for identifying multiple distinct drug utilities, while concurrently distinguishing inactive compounds and active drugs with undesired 'side' effects.
Microarray data present special challenges to existing supervised classification statistical techniques because of the abundance of uninformative features. Data pre-filtering techniques such as ANOVA are typically used to focus on informative features, but can make erroneous distributional assumptions that cause predictive models to be corrupted by noise. Accordingly, the supervised classification method of LDA using an ANOVA filter was unable to distinguish drug classes that were active or inactive in culture when compared pairwise with controls (Table 1) . However, SOGS, which makes no a priori assumptions about data characteristics, enabled LDA to clearly parse the drug treatments into active and inactive classes (Table 1) , even though no data pre-filtering was used to reduce noise. The objective nature of SOGS appears to improve class resolution for situations where sample number is small, data quality is noisy, and many features contribute to class differences-all common aspects of high-dimensional microarray experiments. In multiplexed activity prediction, the incorporation of SOGS into the widely used SVM and LDA methods enabled them to equal or exceed the performance of RF, the stochastic nature of which otherwise renders it superior in this application. Thus, SOGS provides an advantageous technique for contending with the noise that afflicts predictive microarray analyses. The finding that undifferentiated HCN-1A cells provide a range of diverse genomic responses to drug action indicates that cell lines can be a suitable alternative to primary cell cultures for multiplexed predictive chemical genomics. Our assay effectively predicted the drug classes of anticonvulsant, antihypertensive, COX inhibitor, and opioid, which act, respectively, on diverse cellular targets such as ion channel, enzyme, or G protein-coupled receptor. Typically, biochemical assays for such disparate activities are carried out independently. In contrast, the resolution of these activities by a single cell type using a single type of output, that is, gene expression profile, enables the screening of individual compounds for multiple functions simultaneously. The presence of substantial complexity at the systems biology level in HCN-1A cells, as suggested by expression of over 50% of the genes on our microarray, is likely to provide many additional functional points for pharmacological intervention. Studies in yeast have found that approximately 50% of gene deletions lead to recognizable transcription pattern changes, corresponding to a range of physiological processes. 3 If these studies are an indication, the potential for mammalian cell-based multiplexed drug activity prediction may be substantial. Previously, we have shown that primary neuronal cultures can be used to predict the efficacy of antidepressant and antipsychotic drug classes. 11 The apparent lack of responsiveness of undifferentiated HCN-1A cell cultures to the antidepressant, antipsychotic, statin, and MMP inhibitor drug classes may result from the lack of expression of active targets or components of the signal transduction machinery that mediate some of these activities. Alternatively, this culture system may exhibit a time-or dose-dependent course of physiological response not captured by our treatment regimens. Future predictive accuracy is likely to be improved by optimizations of these treatment parameters as well as utilization of culture systems that possess the appropriate systems biology for particular drug responses of interest.
To enhance the accuracy of activity profiling, we sought to create a system for determining which predictions are likely to be accurate. Again, SOGS provided a reliable means of doing so. Using the SOGS-derived CI, predictions were ranked by strength in a manner that closely parallels prediction accuracy. The broad utility of the CI as an identifier of drug nonspecificity (Figure 4 ) or inactivity (Figure 3) , as well as true drug efficacy (Figure 1 ), provides the core of a concerted in vitro system of drug efficacy prediction. When we modeled each of these aspects of drug action individually, ranking by CI effectively sorted the predictions by accuracy. When these prediction types are considered together as a function of CI ( Figure 5 ), values may be chosen that provide a desired stringency of efficacy prediction accuracy and simultaneous intolerance of false positives (drugs that induce physiologies other than those encompassed by the assay). This capacity is of practical importance in drug development because many candidates are disqualified as therapeutics for possessing side effects or toxicity resulting from nonspecific activity. In current practice, these side effects are usually discovered late in the development process, imposing substantial burden. By identifying side effects at an early stage, this inefficiency can be minimized.
In practice, it will be necessary to establish a balance between the accurate predictions that are captured, and the false positives that are allowed. For example, above a CI threshold of 0.61, 100.0% of target activities and 100% of inactive compounds identified are correct, while 100.0% of off-target activities are excluded ( Figure 5 ). However, this stringent CI boundary has the effect of deprioritizing a large portion of the accurately predicted target activities as well as restricting the classes captured to only the most confidently predicted antihypertensives and COX inhibitors. In order to capture a higher percentage of the accurately predicted true activities and encompass anticonvulsant and opioid predictions, a lower CI value could be chosen with the trade-off of tolerating a higher proportion of false-positive predictions. Above a CI threshold of 0.45, for example, the strongest activity predictions from the four most predictable drug classes are captured with an accuracy of 94.1%, while tolerating 19.2% inaccuracy of inactive class predictions and including 8.3% of all off-target activities ( Figure 5 ). In practice, selection of the ideal CI will be influenced by the relative proportions of on-target and off-target activities present in the given library of compounds to be assayed.
In our assay, the antianxiety class of culture-active compounds was least predictable (33.3% accuracy). This drug class also had the lowest number of example data sets (six) with which to build the statistical models, possibly contributing to the low prediction accuracy. Consistent with its misprediction, the average CI for the antianxiety class was low (Figure 1b) . In spite of this low CI, an interesting misclassification trend was evident among the antianxiety drugs; three out of six were classified as anticonvulsant by the active drug class modeling (Figure 1a and b) , or when the class was treated as an out-group ( Figure 4) . As benzodiazepines, each of these 'misclassified' anxiolytic drugs do, indeed, also possess clinical anticonvulsant activity. 12 Correspondingly, 100% of the anticonvulsants were classed as antianxiety when the anticonvulsants were treated as an unknown out-group. Three-dimensional depiction of class separation yielded by the top LDA biomarkers (Figure 2a) shows the close proximity of antianxiety and anticonvulsant drug classes in gene space (Figure 2b) , consistent with the prediction of the functional overlap between members of these drug classes. Notably, this functional convergence was predicted by the system even though no explicit knowledge of shared efficacy was built into the model. A future direction will be to refine the ability of this system to identify cryptic clinical efficacy of existing drugs. Previously, we have shown that classes of therapeutic drug-induced cellular physiology can be modeled and used to predict the therapeutic action of drugs, even when no examples of the specific biochemical activity of the drug being assayed were used to build the predictive model. For example, selective serotonin reuptake inhibitors were correctly predicted as antidepressants even when only tricyclic and monoamine oxidase inhibitor antidepressants were used for biomarker model construction. 11 Thus, it is possible to construct expression signatures of general therapeutic physiology that are potentially applicable to identifying drugs that act on previously unidentified targets, when those targets mediate physiology similar to a known drug class of interest. This potential to identify drug candidates in the absence of direct target knowledge faces the fundamental requirement of having some means of establishing a desirable cellular physiology beforehand, whether through drugs or other manipulations thought to have therapeutic relevance. The approach we have described here could facilitate drug development in several respects. Distinguishing compounds with potential side effects as part of the same early step in which desirable activities are recognized can potentially diminish the pursuit of dead-end candidates. The use of stable mammalian cell line monocultures offers the prospect of lower inter-experimental variation and greater reliability than the use of primary cell cultures in this application. The capacity to assay individual drug candidates for multiple disparate activities in parallel can collapse into a single-step screens that would otherwise be conducted independently.
In the future, it should be possible to expand the range of target efficacies to include a larger number of existing drug classes, as well as therapeutically relevant cellular physiologies that no small-molecule drugs currently mimic, such as can be induced by target gene suppression or growth factor treatment. The establishment of a quantitative multiplexed in vitro chemical genomic system for identifying and prioritizing novel activities provides a foundation for simplified and accurate gene expression-based drug discovery and development. 
METHODS
Cell
Sample Processing
Biotin-labeled cDNA was made with poly(T) primers from 15 mg of total RNA extracted from Trizol cell lysates. Gene expression was measured by hybridization of each sample (one sample per drug treatment) to the proprietary CuraChip microarray of E11 000 oligonucleotide probes. Slides were hybridized for 15 h with constant rotation at 301C, washed for 30 min at room temperature (RT), incubated in streptavidin solution for 30 min at 41C, washed three times for 15 min at RT, incubated in Cy3-conjugated detection buffer for 30 min at 41C, and washed three times for 15 min at RT. Slides were scanned with a GMS 418 Scanner (Genetic Microsystems, Woburn, MA, USA) and analyzed with IMAGENE software (BioDiscovery, Marina Del Rey, CA, USA). Of E11 000 genes on the chip, 6047 were found to be expressed at least 3 Â background.
Data Analysis
All genes detectable at least 3 Â background after signal normalization were included in the 90 microarray data set for analysis. The modeling methods of LDA and SVM (linear kernel) were conducted either directly with ANOVA prefiltered data or in an iterative process of selecting random inputs from pre-filtered feature space, a process we term SOGS. RF (125 trees, with 15 random inputs sampled at each set and a node size of 5) was conducted with ANOVA prefiltered data. ANOVA data pre-filtering (Po0.0001) was accomplished within a leave-one-out cross-validation loop to ensure that the resultant models were not biased by the marker selection process or over-fit within the confines of the experiment. The leave-one-out approach, where every sample data set was omitted from a discreet episode of model building, then presented to that model for classification, enabled all samples to be treated as unknowns for prediction by models naïve to the sample being classified. All models used equal weighting of class priors to prevent overemphasis of more heavily represented drug classes. To incorporate SOGS into LDA or SVM, two features are selected at random and evaluated by an index of class separation (Hotelling's T 2 in the case of LDA, and accuracy of the fitted model in the case of SVM), with the more predictive of the two features retained for model construction. This process is repeated until five features are collected, which are then used to predict the unknown. Bagging is accomplished by sampling with replacement from the training set. In all, 500 such model-building iterations are conducted, with the classification from each recorded. Unknown membership is assigned to the class receiving the most class assignments. The final accuracy of each method is assessed as the percent correct out of the total sample class predictions made.
The CI equals the ratio of the number of votes for the predicted class to the total number of votes cast across all classes. CI values were normalized to class number for model comparisons. All statistical algorithms were performed using the 'R' statistical software system (www.r-project.org).
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