Between 1963 and 1979 the edge-isoperimetric problem was solved on the graphs of all regular convex polytopes except the four-dimensional one with 600 vertices. We present a solution of that last remaining problem, based on a combination of theory and computer calculation.
Introduction

The edge-isoperimetric problem
A graph, G = (V , E, ∂), consists of a vertex-set V , edge-set E and boundaryfunction ∂ : E → V 2 which identifies the pair of vertices incident to each edge. For any graph G and S ⊆ V , we define (S) = {e ∈ E : ∂(e) = {v, w}, v ∈ S and w / ∈ S}, and call it the edge-boundary of S. Then given a graph G and k ∈ Z + , the (exterior)
edge-isoperimetric problem (EIP) is to minimize | (S)| over all S ⊆ V such that |S| = k.
In 1963 Kruskal [15] published a solution of the minimum shadow problem (MSP) for faces of all dimensions in a d-dimensional simplex. For any regular solid, the EIP is equivalent to the MSP for the one-dimensional faces (the graph) of the complex. The graph of a simplex is complete so its EIP is trivial. Harper [7] and Katona [14] rediscovered Kruskal's result independently. Also in 1963, Lehman [17] proved a theorem about circular rearrangements of real numbers which is equivalent to the solution of the EIP on regular n-gons. In 1964 Harper [6] solved the EIP for the graph of the d-dimensional cube and Lindström [18] , at Kruskal's suggestion [16] , extended it to the MSP on the complex (face-lattice) of the d-cube. A solution of the MSP for a complex gives a solution for the dual complex (see Section 1.1 of [9] ) so Lindstrom's result implicitly contains the solution of the MSP for the d-crosspolytope which is the dual of the d-cube. In 1977 Harper [8] gave solutions of the EIP for the dodecahedron, icosahedron (in three dimensions) and the 24-vertex regular convex polytope in four dimensions. In 1979 Berenguer and Harper [1] solved the EIP for the 120-vertex regular solid in four dimensions. That leaves just one member of Schläfli's list (see [3] ) of all regular convex polytopes, for which the EIP has not been solved: It has 600 vertices and 1200 edges lying on 120 dodecahedral cells and is the dual of the aforementioned 120-vertex polytope.
In general the EIP is NP-complete (see [5] ), so the challenge of solving it on a large graph is to use the special structure of the graph in a systematic way to reduce the complexity of the problem. For a graph on n vertices, the straightforward approach to the EIP is to evaluate | (S)| for all S ⊆ V and keep track of the minimum for each value of |S|. In 1979 this was impossible for the 24-vertex regular solid since the number of subsets is 2 24 16 million. However, the theory of stabilization (see [8] or [12] ) shows that one need only consider "stable sets", of which there are just 39 for the 24-vertex solid, and gives an efficient way to produce them. This made it possible to solve the EIP on the 24-vertex by hand. For the 120-vertex solid, 2 120 10 36 , but it has just 883 stable sets, which were generated by computer [1] . The 600-vertex solid however has 2 600 10 180 sets of vertices. Berenguer and Harper [1] estimated that it has about 32 million stable sets (which seemed very large in 1979 but computers are much faster now). At Sergei Bezrukov's suggestion we recently attempted to generate them, but stopped after generating two billion stable sets and getting nowhere near all of them. In examining the output, we now estimate that there are about 10 16 stable sets which at the rate we were going (on a 500 MHz PC) would take 30,000 years to generate.
However, an accumulation of theoretical advances has recently opened up another possibility. As detailed in [11] , the EIP on the 600-vertex, or any regular solid, is reducible to a maximum weight ideal (MWI) problem on its stability order. The ideals of the stability order are exactly the stable sets (too many to generate) but there is a natural notion of morphism for the MWI problem. The range of such a morphism may be much smaller than the domain and have many fewer ideals, but its MWI problem is essentially equivalent. In this paper we give the details of such a morphism for the 600-vertex and the resulting solution of its EIP.
MWI-morphisms
We first rework the definitions from [11] needed in this paper. Our presentation here had to go a bit deeper since the exceptional cases for the 600-vertex are more complicated than any problem considered there. However, it has led to some new insights and an overall cleaner conceptual framework.
Weighted posets
Definition 1.
A partially ordered set (poset), P = (P , ), consists of a set, P , and a binary relation, , on P , which is 1. reflexive: ∀x ∈ P , x x; 2. antisymmetric: ∀x, y ∈ P , x y and y x imply x = y; 3. transitive: ∀x, y, z ∈ P , x y and y z imply y z.
If more than one partial order relation is relevant to any discussion, we denote this one by P .
Definition 2. If S ⊆ P, then
← − S = {x ∈ P : ∃y ∈ S and x y} .
If S = ← − S , then S is called an ideal (or lower set or down-set, see [4] ). Note that ← − − ( ← − S ) = ← − S , so for any S ⊆ P, ← − S is an ideal, the ideal generated by S. The set of all ideals of P, partially ordered by containment, will be denoted I(P). Dually, − → S = {y ∈ P : ∃x ∈ S & x y} .
S is a filter, the filter generated by S. Also, the complement of a filter is an ideal and vice versa.
Definition 3.
A function : P → R + is called a weight function. It extends to 2 P by additivity, i.e. for S ⊆ P ,
Definition 4. The MWI problem on P with weight , is to compute
There is good news and bad news about the MWI problem. The bad news is that there is no polynomial bounded algorithm for it and not likely there will ever be one. This follows from the following theorem (see [5] for terminology).
Theorem 1. The MWI problem is NP complete.
Proof. By reduction of Max Clique: Given a graph G = (V , E, ∂) with no loops or multiple edges, we may assume that E ⊆ V 2 and ∂ is the identity. Let P (G) = V ∪ E, partially ordered by ⊆ and weighted by dimension (vertices have weight 0 and edges weight 1). To determine whether G has a k-clique, k
This means that we must be satisfied with a nonpolynomial algorithm such as "brute force" which generates all ideals to find optimal ones. The good news is that there is an efficient, even elegant, way to generate all ideals: Given any total extension, T, of the partial order, P, the members of I(P) may be recursively generated in lexicographic order (wrt T).
Quotients
If P and Q are weighted posets and ϕ : P → Q a many-one onto function from which we hope to get a morphism for the MWI problem, what properties must it have? Basically, it must "preserve" the structures which define the MWI problem, i.e.
1. partial order: x y implies ϕ(x) ϕ(y); 2. weights: ∀x ∈ Q, |x| = |ϕ −1 (x)| defines a "cardinality function", | · |, on Q.
Also, ∀x ∈ Q there must be a list of weights, (x, i), 1 i |x|, such that ∀I ∈ I(ϕ −1 (x)), the partial order on ϕ −1 (x) being the one inherited from P, (I ) i |I | (x, i) and that inequality is sharp. This means that (
Note that the set Q = {(x, i) : x ∈ Q and 1 i |x|}, implicit in the preceding discussion, has cardinality |Q| = |P |. It turns out that Q may be partially ordered in several different, but natural, ways. The most obvious, and the strongest, is Q ST , defined by (x, i) Q ST (y, j ) if x < Q y or if x = y and i j. In [11] , this partial order led us to define a function
Given MinShadow, we can define the weakest partial order,
Now, given x ∈ Q and 0 i |x|, let I x,i ∈ I(ϕ −1 (x)) be a (any) solution of the MWI problem on ϕ −1 (x) with |I x,i | = i.
Lemma 1.
If ϕ : P → Q is order and weight preserving (as defined above), then
2.
For I ∈ I(P) and x ∈ Q, let c I (
so |ϕ(I )| = |I | and (ϕ(I )) (I ). Therefore
The question then is, what additional conditions will make the inequalities of Lemma 1 sharp?
The main definitions
Strong MWI-morphisms
In order to ensure that the inequality of Lemma 1.1 is an equality, we would need to show that ∀I ∈ I(P), ∃I ∈ I(Q ST ) such that |I | = |I | and (I ) (I ) . If this is the case, we call ϕ : P → Q ST a strong MWI-morphism. However, an effective demonstration of existence should be the result of an efficient algorithm. Such is the following:
Definition 5. Let P be a poset with weight , Q a poset and ϕ : P → Q a function. Then ϕ is a skeletal MWI-morphism, ϕ : P → Q ST , if 1. ϕ is order-preserving: ∀x, y ∈ P, x y implies ϕ(x) ϕ(y); 2. ϕ is weight-preserving: ∀x ∈ Q and 0 i |x|, 3. ∀x, y ∈ Q; ∀j, 0 < j |y|; ∀i MinShadow(x, y; j) either (a) i + j |x| and (dropping the subscript, Q, on )
Theorem 2. A skeletal MWI-morphism is a strong MWI-morphism.
Proof. Given I ∈ I(P) then, by Lemma 1. 
Remark 1.
There is a sleight, but significant, difference between our Definition 5 and Definition 18 of [11] . Condition 3 of Definition 18 has been dropped, simultaneously simplifying and generalizing it. This was motivated by the fact that the ϕ we use for the 600-vertex did not satisfy that Condition 3, but reflection showed that it was not necessary.
Weak MWI-morphisms
To reverse the inequality of Lemma 1.2 and make it an equality, we would need to show that ∀I ∈ I(Q WK ), ∃I ∈ I(P) such that |I | = |I | and (I ) (I ) . If this is the case, we call ϕ : P → Q WK a weak MWI-morphism. To make the definition effective, we offer the following: Definition 6. Let P be a weighted poset, Q a poset and ϕ : P → Q a function. Then ϕ is a continuous MWI-morphism, ϕ : P → Q WK , if 1. ϕ is order-preserving: ∀x, y ∈ P, x y implies ϕ(x) ϕ(y); 2. ϕ is weight-preserving: ∀x ∈ Q and 0 i |x|,
where ϕ −1 (x) inherits its partial order, cardinality and weight from P. 3. ∀y ∈ Q, the MWI problem on ϕ −1 (y) has nested solutions I y,0 ⊂ I y,1 ⊂ · · · ⊂ I y,|y| , with |I y,j | = j, which are also solutions of the MinShadow(x, y; j) problem for every x, y ∈ Q and such that
Theorem 3. A continuous MWI-morphism is a weak MWI-morphism.
Proof. If
I ∈ I(Q wk ) and c(x) = max{i : (x, i) ∈ I } then I = x∈Q I x,c(x) ∈ I(P),
|I | = |I | and (I ) = (I ).
Condition 3 in the definition of continuous MWI-morphism is so exacting that it might seem vacuous but it does have exemplars in the literature. Many Macaulay posets (see [4] ), such as a finite Boolean lattice with elements weighted by their marginal contribution to the shadow of a (any) stable set, make the rank function a continuous MWI-morphism. In general however, the condition is an unlikely one and difficult to verify even if true. Fortunately, the cases where we must appeal to it are relatively simple.
. ϕ is order-preserving: ∀x, y ∈ P, x y implies ϕ(x) ϕ(y); 2. ϕ is weight-preserving: ∀x ∈ Q and 0 i |x|,
where ϕ −1 (x) inherits its partial order, cardinality and weight from P.
(a) ∀I ∈ I(P), ∃I ∈ I(Q IN ) such that |I | = |I | and (I ) (I ), and (b) ∀I ∈ I(Q IN ), ∃I ∈ I(P) such that |I | = |I | and (I ) (I ).
i.e. the MWI problem on P is equivalent to that on Q IN .
How to repair broken inequalities
In [11] a number of examples of MWI-morphisms are given. Basically, MWImorphisms represent a divide-and-conquer method for solving an MWI problem, the partition {ϕ −1 (x) : x ∈ Q} giving the division of P into subposets representing subproblems. But not every such partition will work (in fact very few will), so one must know how to divide in order to conquer. The fundamental intuition behind the definition of a strong MWI-morphism is that the blocks of the partition must have relatively high marginal weight so that for every cardinality there will be a solution which is essentially a union of those blocks. Definition 5 just makes that intuition quantitatively precise.
Finding the partitions of the Examples and Applications section of [11] required a bit of fiddling which usually began by assuming that the problem has nested solutions and then generating the total order for it by maximizing the marginal weight of successive elements (starting with the null set). One can then examine that total order and break it up into promising segments. A good breakpoint is usually preceded by elements of relatively large weight and followed by those of relatively small weight. The test for a partition is the inequalities of Definition 5.3. If some pair of pairs, (x, i), (y, j ) ∈ Q with x < Q y and i MinShadow(x, y; j), does not satisfy the inequality (in which case we call it broken and ((x, i), (y, j )) a breaking pair), the partition may still be saved by showing that it does satisfy the more general conditions for a strong MWI-morphism. Definition 8. For ϕ : P → Q, order and weight preserving, let BP(ϕ) be the set of all breaking pairs, ((x, i), (y, j ) ) in Q. Also, let
The examples and applications of [11] show how to cope with broken inequalities in an ad hoc way but as more of them appear, we need to be more systematic. Suppose that we have an ideal I ∈ I(P) and iteratively apply the process in the proof of Theorem 2 to ϕ(I ) ∈ I(Q WK ). At any step we have I ∈ I(Q WK ). If ∃x < Q y such that c I (x) = max{i : (x, i) ∈ I } < |x|, x minimal with respect to that property, and c I (y) > 0, y maximal with respect to that property, for which the inequalities of Definition 5.3 hold, then we say that I is reducible. If x < Q y such that c I (x) < |x| and c I (y) > 0 (so I ∈ I(Q ST )), then we say that I is completely reduced. This follows directly from the definition of A, B and BP(ϕ).
Definition 9.
A, B = {z ∈ Q : ∃x ∈ A, y ∈ B and x z y} . 
The calculation
In the previous sections we layed out the theory upon which our solution of the EIP for the 600-vertex regular solid in four dimensions is based. In this section we shall describe the actual calculation, step by step, explaining how certain choices were made, showing intermediate results and explaining some small deviations from the theory. The calculation consists of three major steps:
1. Reduction of the EIP to an MWI problem by stabilization. 2. Calculation of the quotient and verification of an MWI-morphism. 3. Solution of the MWI problem on the quotient (range of the MWI-morphism).
These are described in the following three subsections.
Reducing the EIP
Representation
In order to do the calculation on a computer, we must have a representation of the 600-vertex regular solid which the computer can recognize and manipulate. One obvious possibility is to give it a list of vertices, four-tuples of real numbers. Such a list is found in Section 8.7 of [3] . It consists of the permutations of (±2, ±2, 0, 0), (± √ 5, ±1, ±1, ±1), (±τ, ±τ, ±τ, ±τ −2 ), (±τ 2 , ±τ −1 , ±τ −1 , ±τ −1 ) along with the even permutations of (±τ 2 , ±τ −2 , ±1, 0), (± √ 5, ±τ −1 , ±τ, 0) and (±2, ±1, ±τ, ±τ −1 ) where τ = (1 + √ 5)/2, the golden mean. Obviously √ 5 and τ are irrational and cannot be represented exactly by finite decimal expansions but we found that the standard five decimal places of accuracy was sufficient. We call this set V 600 .
Fricke-Klein point
The Fricke-Klein point, fk, may be any point in R 4 which is not fixed by a symmetry of V 600 (see [8] ). However, we found it desirable to pick fk so that has a slightly stronger property i.e. that the distances from fk to members of V 600 be distinct. The point we picked was f k = (1.1, −2, 2.8, 1.6).
Reflective symmetries
A reflection in R d is a linear transformation of the form
x i λ i , the inner product of x and λ.
is the fixed hyperplane of r λ . Since any reflective symmetry of V 600 must map some x ∈ V 600 to r λ (x) = y ∈ V 600 , x / = y, and then λ = ±(y − x)/( y − x ), we can find all the reflective symmetries of V 600 by taking all differences of x, y ∈ V 600 and normalizing. We just eliminate those which do not give symmetries. Actually, we used V 120 , the dual of V 600 which has the same symmetry group (and whose representation is also given in Section 8.7 of [3] ) since it had occurred in a previous calculation. In Section 12.6 of [3] , Coxeter shows that there are 60 such reflective symmetries for V 120 and V 600 . We chose the orientation of λ i so that f k · λ i < 0 and then ordered the set,
Basic reflections
Coxeter's theory of groups generated by reflections shows that the fixed hyperplanes of reflection in partition R 4 into 14,400 congruent connected components called chambers, each a simplex with one face at infinity. The chamber which contains the Fricke-Klein point is called fundamental. The reflections whose fixed hyperplanes bound the fundamental chamber constitute a basis (minimal generating set) of the group. For finite Coxeter groups in R d , bases have cardinality d. Since −(f k · λ i ) is just the distance from fk to H λ i , λ 1 is obviously a basis element and the same holds for λ 2 . However, λ 3 may not be basic. It will be unless the perpendicular from fk to H λ 3 passes through H λ 1 or H λ 2 before it gets to H λ 3 . In general this is equivalent to the equation
Theorem 6. λ i is basic iff ∀h
is equivalent to
whose negation is
The stability order
The Matsumoto-Verma Theorem (see [13] ) shows that the (weak and strong) stability orders on V 600 are ranked and that the rank function is the same for both. This means that V 600 is partitioned into ranks, V 600,r , r = 0, 1, 2, . . . and that members of V 600,r are covered by members of V 600,r+1 . V 600,0 consists of the single vertex contained in the closure of the fundamental chamber. It is also the vertex closest to f k, the Fricke-Klein point. Given that we know V 600,r for r 0, then
The covering relation in the (strong) stability order is then given by x y if, for some r, x ∈ V 600,r , y ∈ V 600,r+1 and r λ i (x) = y for some i, 1 i 60 (λ i need not be basic but necessarily λ i · x < 0).
The weight,
In the text following Theorem 3 of [11] it is noted that the EIP on the graph of any regular solid is equivalent to the MWI problem on its stability order, S, with the weight function (x) = |{y ∈ V : ∃e ∈ E, N(e) = {x, y} and y < S x}|.
The edges of the solid generated by V 600 are characterized by vertices at minimum distance
The Fricke-Klein order (FK, the total order on V given by increasing distance from fk) may be substituted for S in the definition of since neighboring vertices are always comparable in S. So for V 600 we have (x) = |{y ∈ V 600 : x − y = M and y < FK x}|.
The degree of any member of V 600 is 4 so 0 (x) 4 and since it is connected, 0 is achieved only by the initial, and 4 only by the terminal, vertex with respect to FK .
Calculating the quotient, Q
Finding ϕ
As noted at the end of Section 2, finding the function ϕ : P → Q generally requires "a bit of fiddling". For the 600-vertex however, there is another source of information: the solutions of the EIP for the other regular solids. These all suggest the hypothesis that for the 600-vertex we can find solutions which are unions of faces (dodecahedral cells). That pattern also holds for regular tesselations (see [10] ) which are infinite analogues of regular convex polytopes. This leads to the following definition for ϕ : V 600 → V 120 . Recall that the elements of V 120 and V 600 are represented as points in R 4 , as given in Section 8.7 of [3] . Having chosen a Fricke-Klein point, fk, the stability orders, S 600 and S 120 on V 600 and V 120 respectively, are determined. Then ∀x ∈ V 600 , ϕ(x) = min{y ∈ S 120 : y − x = m}, where m = min{ y − x : x ∈ V 600 , y ∈ V 120 }.
For a fixed x ∈ V 600 the elements of the set {y ∈ V 120 : y − x = m} are the vertices of the tetrahedral face centered on x. S 120 , restricted to that face, is the stability order of a tetrahedron and thus has a unique minimal element (see [8] ) which is the designated ϕ(x). For a fixed y ∈ V 120 , ϕ −1 (y) ⊆ {x ∈ V 600 : y − x = m}, a dodecahedral face. ϕ −1 (y) is the subset of the vertices of that dodecahedral face which are not on lower (in S 120 ) neighboring faces.
If we can verify that this function ϕ : V 600 → V 120 does give an MWI-morphism, then it will surely solve our problem. The stability order on V 120 has 883 ideals. Since its width (maximum size of an antichain) is 4 (see [1] ) and we can expect that the cardinality of ϕ −1 (y) for most of those y's in 4-antichains will be near the average, 600/120 = 5, the number of ideals in the quotient should be about 883(5) 4 < 10 6 , a number easily manageable by our 500 MHz PC. There may well be ϕ's whose range has an even smaller number of ideals than the one we have chosen, but the effort required (in this case) to look for them would seem wasted. In other cases, however, there may be some point to it and we shall mention some of the possibilities for improvement in our comments at the end.
The MinShadow function
We calculated MinShadow(x, y; j), for x, y ∈ V 120 and 1 j |y| with a variant of the program that was written to solve the MWI problem by brute force (see Section 3.3). It calculated the ideals of S 600 which are generated by members of ϕ −1 (y), in lexicographic order. For each such I and ∀x ∈ V 120 , the cardinalities |I ∩ ϕ −1 (x)| were calculated and MinShadow(x, y; j) updated. It was necessary to calculate the function for all pairs, not just those for which x < S 120 y, because it turned out, to our surprise, that there are other pairs for which MinShadow(x, y; |y|) > 0. All such have x < FK y, so they induce a partial order on V 120 which is stronger than S 120 but still a suborder of FK.V 120 , endowed with this induced partial order, is the quotient, Q.
The local MWI-function
MWI(ϕ −1 (x), ; i) essentially gives the weighting of (x, i) ∈ Q and completes the calculation of Q ST . We calculated it for all x ∈ Q by the brute force method of Section 3.3. Having MWI(ϕ −1 (x), ; i) for all x ∈ Q, we then calculated MWI(Q ST , ; i) (which we hope will be MWI(P, ; i) and is necessary for justifying the reduction by Theorem 5), also by brute force.
Checking inequalities
Having calculated the MinShadow and local MWI functions, verifying (or falsifying) the inequalities of Definition 5.4 was straightforward. The great majority (out of about 10 4 ) were validated but there were also 127 broken inequalities.
Repairing broken inequalities
We generated all pairs of interlocking antichains A ⊆ X(ϕ), B ⊆ Y (ϕ) by
Generating all antichains B ⊆ Y (ϕ).
Since there is a one-to-one correspondence between ideals and antichains (the maximal elements of an ideal are an antichain which generates the original ideal), we used the routine for generating ideals, and for each ideal identified its maximal elements. 2. Given B we found all antichains A ⊆ y∈B BP(ϕ, y) satisfying the additional conditions.
For each such pair, A, B we verified the inequality of Theorem 5.
Solving the MWI problem on Q
Generating ideals
Given any total extension, T (we used the Fricke-Klein order), of the partial order Q, I(Q) may be efficiently generated in lexicographic order. All we need to know about Q is the set of elements, 
Generating ideals of Q ST
Given an ideal, I, of Q we then identify the set, M, of maximal elements of I. The ideals I ∈ I(Q ST ) for which {x ∈ Q : ∃(x, i) ∈ I } = I, may then be generated by letting c run through all of its possible values, 0 < c(x) |x|, ∀x ∈ M, in lexicographic order. For each one we calculate |I | and (I ) and update MWI(P, ; k) if necessary. This gave us the solution of the MWI problem on V 600 which is tabulated in the Appendix.
By the theory of Section 3.1 this is also the solution of the internal E-I problem which is equivalent to the external E-I problem on regular graphs. Thus the E-I problem on V 600 has been solved.
Variations and extensions
Dualing dualities
In Section 3.2.1, based upon experience with other regular solids, we conjectured that the map, ϕ : V 600 → V 120 , defined by duality of convex polytopes
where x * is the tetrahedral face of V 120 centered on x and minimization is with respect to S 120 , gives an MWI-morphism. That has now been proven. The ordertheoretic dual map ϕ * : V 600 → V 120 defined by ∀x ∈ V 600 , ϕ(x) = max{y ∈ x * } will also give an MWI-morphism and one expects that their pushout (see pp. 65-66 of [19] ), ϕ ∧ ϕ * : V 600 → V 120 would also. This process, though not yet completely understood, has a good track record on the smaller exceptional regular convex polytopes. It also works on the cubes in all dimensions. Since the dual of the d-cube is the d-crosspolytope, whose stability order is total, this may be used as a new method of proof for the E-I problem on the d-cube. It also works for the d-simplex, which is self-dual (the Kruskal-Katona Theorem). However, since we had no need of further simplification for the 600-vertex, we did not make use of it.
Repairing broken inequalities (continued from Section 2.4)
If ϕ : P → Q does not satisfy the conditions of Theorem 5, then it may still be saved but not as a strong MWI-morphism. 
Stronger orders?
The intuitive requirement for a strong MWI-morphism is that ∀x ∈ Q, ϕ −1 (x) have a relatively high marginal average weight. In Definition 5 this is reflected in the comparison between ϕ −1 (x) and ϕ −1 (y) for x < y. It seems reasonable then to extend the same comparisons to x, y ∈ Q which are incomparable. We may in fact, strengthen < Q arbitrarily (as long as the required inequalities are satisfied) and the stronger < Q , then the smaller I(Q). The ultimate strengthening would be to make Q a total order. Again, we did not try this with the 600-vertex because it was not necessary. Also, it seemed dubious that a total order, such as the FrickKlein order, would work. If it did, the resulting solution sets would be nested and since the 120-vertex does not have nested solutions, the 600-vertex is not likely to either.
Another possible extension of the notion of skeletal MWI-morphism is to allow Q to be a quasiorder. If x ≈ y then it would require for each i, j that the inequalities of Definition 5.3 would hold as if x < y or y < x.
The minimum shadow problem on regular solids
As noted in Section 1.1, the MSP has been solved on the complexes of the three standard families of regular convex polytopes (simplices, cubes and crosspolytopes). They are all Macaulay. The solutions of the EIP for the dodecahedron and icosahedron together give a solution for their common MSP, in fact they are Macaulay. The 24-vertex regular solid (in four dimensions) is probably Macaulay but the MSP for the one-and two-dimensional faces remains to be solved. Since that just involves a 96 × 96 bipartite graph which may be reduced by stabilization, it should be easy. The 120-vertex (and 600-vertex) complex however, may still present a challenge, since the largest rank has 1200 elements and that can only be reduced to 720 by duality. Also, it is not Macaulay (does not even have nested solutions), so only 2 out of the 4 2 = 6 cases (determined by pairs of ranks from {0, 1, 2, 3}) have been solved.
Products of regular solids
The graph of the rectangular product of convex polytopes is the product of their graphs. In [11] the principle application of MWI-morphisms was to solve the EIP on the pairwise product of Petersen graphs. The Petersen graph may be regarded as the graph of a tesselation of the projective plane. Anyway, the products of graphs of regular solids which have nested solutions still present interesting challenges for MWI-morphisms.
Vertex-isoperimetric problems
MWI-morphisms may possibly be used to solve the vertex-isoperimetric problem (VIP) on the graph of the 600-vertex. Stabilization applies to the VIP, just as it does to the EIP, giving the same stability order, S 600 (see [12] ). The weight is different though, (x) = |{y ∈ V 600 : {x, y} ∈ E 600 and ({y, z} ∈ E 600 implies z S 600 x)}|.
For S ∈ I(S 600 ), (S) = x∈S (x) is the number of internal vertices in S. This works because the vertex figure of y (the dual cell centered at y) is a tetrahedron whose triangular faces, corresponding to the edges from y, are totally ordered by stabilization. 
Appendix
