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Вступ
Асимптотична поведiнка автономних одновимiрних СДР
d𝑋(𝑡) = 𝑎(𝑋(𝑡))d𝑡 + 𝑏(𝑋(𝑡))d𝑊 (𝑡)
дослiджувалася Й. I. Гiхманом, А. В. Скороходом [1]. Вони розглядали задачi
про умови прямування розв’язку до нескiнченностi та зводили дослiдження
точної асимптотики розв’язку СДР до дослiдження асимптотики звичайного
диференцiального рiвняння. Таке саме рiвняння в iноземнiй лiтературi роз-
глядалося, наприклад, Келлером, Керстiнгом, Реслером [3].
Асимптотичну поведiнку деяких неавтономних одновимiрних СДР
d𝑋(𝑡) = 𝑎(𝑋(𝑡), 𝑡)d𝑡 + 𝑏(𝑋(𝑡), 𝑡)d𝑊 (𝑡)
дослiджували В. В. Булдигiн, К.-Х. Iндлекофер, О. I. Клесов, Й. Г. Штейн-
бах, О. А. Тимошенко [4], [6], [7]. Зокрема, вони розглядати задачу асимпто-
тичної еквiвалентностi розв’язкiв стохастичних диференцiальних рiвнянь та
вiдповiдних їм звичайних диференцiальних рiвнянь.
У статтях А. Ю. Пилипенка, Ф. Проске, I. Павлюкевича [8], [9] розгля-
дається випадок негауссового шуму. Дослiдження асимптотичної поведiнки
багатовимiрних СДР шляхом порiвняння з лiнiйними звичайними диферен-
цiальними рiвняннями проводиться у працi А. М. Самойленка, О. М. Стан-
жицького, I. Г. Новака [5].
У данiй магiстерськiй дисертацiї буде дослiджено асимптотичну поведiнку
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розв’язкiв двовимiрних автономних стохастичних диференцiальних рiвнянь
(СДР) з одиничним коефiцiєнтом дифузiї, а саме:
 умови прямування розв’язку до нескiнченностi;
 умови стабiлiзацiї кута розв’язку на нескiнченностi;




У цьому роздiлi наведемо основнi означення та теореми зi стохастичного ана-
лiзу, а також деякi результати з асимптотичної поведiнки одновимiрних сто-
хастичних диференцiальних рiвнянь, якi будуть використовуватися в основ-
нiй частинi цiєї роботи.
1.1 Вiнерiвський процес
Нехай (Ω,ℱ ,P) – iмовiрнiсний простiр з потоком ℱ𝑡, 𝑡 ≥ 0.
Означення 1. Функцiя 𝑋 : Ω × [0, 𝑇 ] → R називається випадковим про-
цесом, якщо ∀𝑡 ∈ [0, 𝑇 ] 𝑋(·, 𝑡) є ℱ𝑡-вимiрною випадковою величиною. Якщо
𝑋1(𝑡), ..., 𝑋𝑛(𝑡), 𝑡 ∈ [0, 𝑇 ], – випадковi процеси, то 𝑋(𝑡) = (𝑋1(𝑡), ..., 𝑋𝑛(𝑡)), 𝑡 ∈
[0, 𝑇 ], називається 𝑛-вимiрним випадковим процесом.
Означення 2. Випадковий процес 𝑊 (𝑡), 𝑡 ≥ 0, називається вiнерiвським
процесом, якщо:
 𝑊 (0) = 0 м. н.;
 𝑊 має незалежнi прирости;
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 𝑊 (𝑡) −𝑊 (𝑠) ∼ Normal(0, 𝑡− 𝑠), 𝑠 < 𝑡.
Нехай 𝑊1,𝑊2, ...,𝑊𝑚 – незалежнi вiнерiвськi процеси. 𝑚-вимiрним вiнерiв-
ським процесом називається
𝑊 = (𝑊1,𝑊2, ...,𝑊𝑚).
Властивiсть 1. Вiнерiвський процес 𝑊 має неперервну модифiкацiю, тоб-
то iснує неперервний вiнерiвський процес ?̃? такий, що ∀𝑡 ≥ 0: P{𝑊 (𝑡) =
?̃? (𝑡)} = 1.





2𝑡 ln ln 𝑡
= 1.
Як наслiдок, майже напевно 𝑊 (𝑡) = 𝑜(𝑡
1
2+𝛿), 𝑡 → ∞, 𝛿 > 0.
1.2 Iнтеграл Iто
Означення 3. Випадковий процес 𝑋(𝜔, 𝑡), 𝜔 ∈ Ω, 𝑡 ∈ [0, 𝑇 ], називається
прогресивно вимiрним, якщо ∀𝑡 ∈ [0, 𝑇 ] вiдображення Ω × [0, 𝑡] ∋ (𝜔, 𝑠) ↦→
𝑋(𝜔, 𝑠) є вимiрним вiдносно ℱ𝑡 × ℬ[0, 𝑡].
Означення 4. Нехай 0 = 𝑡0 < 𝑡1 < ... < 𝑡𝑛 = 𝑇 – розбиття промiжку
[0, 𝑇 ], 𝛼𝑘 – обмежена ℱ𝑡𝑘-вимiрна випадкова величина, 𝑘 = 0, 𝑛− 1, 𝑊 –
вiнерiвський процес. Iнтегралом Iто вiд випадкового процесу 𝑋(𝑡), 0 ≤ 𝑡 ≤
𝑇, вигляду









Iнтеграл Iто можна продовжити на клас прогресивно вимiрних процесiв
таких, що м. н. ∫︁ 𝑇
0
𝑋2(𝑡)d𝑡 < ∞.
Такi процеси будемо називати iнтегровними за Iто.





𝑋(𝑡)d𝑊 (𝑡) = 0.
Означення 5. Випадкова величина 𝜏 ∈ [0,∞] називається моментом зу-
пинки, якщо ∀𝑡 ≥ 0: {𝜏 ≤ 𝑡} ⊂ ℱ𝑡.
Властивiсть 4. Нехай 𝑋(𝑡), 𝑡 ≥ 0, – неперервний процес м. н., [𝑥1, 𝑥2] ⊂ R.
Тодi
𝜏 = inf{𝑡 > 0: 𝑋(𝑡) /∈ [𝑥1, 𝑥2]}
– момент зупинки.
Властивiсть 5. Нехай 𝑋(𝑡), 𝑡 ∈ [0, 𝑇 ], – iнтегровний за Iто процес, 𝜏 ∈






Теорема 1. (Левi). Нехай 𝑊 = (𝑊1, ...,𝑊𝑚) – 𝑚-вимiрний вiнерiвський про-














𝑏𝑘𝑙(𝑠)d𝑊𝑙(𝑠), 𝑡 ≥ 0, 𝑘 = 1,𝑚,
задають 𝑚-вимiрний вiнерiвський процес ?̃? = (?̃?1, ..., ?̃?𝑚).
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1.3 Стохастичнi диференцiальнi рiвняння
Означення 6. Нехай випадковi процеси 𝑎(𝑡), 𝑏(𝑡), 𝑡 ∈ [0, 𝑇 ], прогресивно






Кажуть, що випадковий процес 𝑋(𝑡), 𝑡 ∈ [0, 𝑇 ], має стохастичний дифе-
ренцiал
d𝑋(𝑡) = 𝑎(𝑡)d𝑡 + 𝑏(𝑡)d𝑊 (𝑡),
якщо м. н.






𝑏(𝑠)d𝑊 (𝑠), 𝑡 ∈ [0, 𝑇 ].
Теорема 2. (Формула Iто). Нехай 𝑊 = (𝑊1, ...,𝑊𝑚) – 𝑚-вимiрний вiнерiв-
ський процес, 𝑋(𝑡) = (𝑋1(𝑡), ..., 𝑋𝑛(𝑡)), 𝑡 ∈ [0, 𝑇 ], – 𝑛-вимiрний випадковий
процес, координати якого мають стохастичнi диференцiали
d𝑋𝑘(𝑡) = 𝑎𝑘(𝑡)d𝑡 +
𝑚∑︁
𝑖=1
𝑏𝑘𝑖(𝑡)d𝑊𝑖(𝑡), 𝑘 = 1, 𝑛,
𝑓(𝑥, 𝑡), 𝑥 = (𝑥1, ..., 𝑥𝑛) ∈ R𝑛, 𝑡 ∈ [0, 𝑇 ], – двiчi неперервно диференцiйовна за






















Означення 7. Нехай функцiї 𝑎 : R𝑛 × [0, 𝑇 ] → R𝑛, 𝑏 : R𝑛 × [0, 𝑇 ] → R𝑛×𝑚
вимiрнi, 𝑊 – 𝑚-вимiрний вiнерiвський процес, 𝑋0 – ℱ0-вимiрна випадкова
величина. Вираз вигляду
d𝑋(𝑡) = 𝑎(𝑋(𝑡), 𝑡)d𝑡 + 𝑏(𝑋(𝑡), 𝑡)d𝑊 (𝑡), 𝑋(0) = 𝑋0, (1.1)
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називається стохастичним диференцiальним рiвнянням (СДР). Майже на-
певно неперервний 𝑛-вимiрний випадковий процес 𝑋(𝑡), 𝑡 ∈ [0, 𝑇 ], називає-
ться розв’язком цього СДР, якщо






𝑏(𝑋(𝑠), 𝑠)d𝑊 (𝑠), 𝑡 ∈ [0, 𝑇 ].
Теорема 3. (Iснування та єдинiсть розв’язку). Розглянемо СДР (1.1). Не-
хай виконуються умови:
 функцiї 𝑎, 𝑏 мають не бiльш нiж лiнiйне зростання за просторовою
змiнною:
∃𝐶 ≥ 0 ∀𝑡 ≥ 0, 𝑥 ∈ R𝑛 : |𝑎(𝑥, 𝑡)| + |𝑏(𝑥, 𝑡)| ≤ 𝐶(1 + |𝑥|);
 функцiї 𝑎, 𝑏 лiпшицевi за просторовою змiнною:
∃𝐿 ≥ 0 ∀𝑡 ≥ 0, 𝑥, 𝑦 ∈ R𝑛 : |𝑎(𝑥, 𝑡) − 𝑎(𝑦, 𝑡)| + |𝑏(𝑥, 𝑡) − 𝑏(𝑦, 𝑡)| ≤ 𝐿|𝑥− 𝑦|;
 𝑋0 має скiнченний другий момент:
E|𝑋0|2 < ∞.




Якщо 𝑌 – розв’язок рiвняння (1.1) такий, що
E sup
𝑡∈[0,𝑇 ]
|𝑌 (𝑡)|2 < ∞,
то
P{∀𝑡 ∈ [0, 𝑇 ] : 𝑋(𝑡) = 𝑌 (𝑡)} = 1.
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Теорема 4. (Теорема порiвняння, Iкеда–Ватанабе [2]). Нехай випадковi про-
цеси 𝑋1(𝑡), 𝑋2(𝑡), 𝑡 ≥ 0, є розв’язками СДР
d𝑋1(𝑡) = 𝑎1(𝑋1(𝑡), 𝑡)d𝑡 + 𝑏(𝑋1(𝑡), 𝑡)d𝑊 (𝑡),
d𝑋2(𝑡) = 𝑎2(𝑋2(𝑡), 𝑡)d𝑡 + 𝑏(𝑋2(𝑡), 𝑡)d𝑊 (𝑡),
причому м. н. 𝑋1(0) ≤ 𝑋2(0) та ∀𝑡 ≥ 0: 𝑎1(𝑋1(𝑡), 𝑡)) < 𝑎2(𝑋1(𝑡), 𝑡). Тодi м.
н. ∀𝑡 ≥ 0: 𝑋1(𝑡) ≤ 𝑋2(𝑡).
1.4 Асимптотична поведiнка одновимiрних СДР
У цiй частинi сформулюємо деякi результати, отриманi Гiхманом–Скороходом
[1], щодо асимптотичної поведiнки одновимiрних автономних СДР:
d𝑋(𝑡) = 𝑎(𝑋(𝑡))d𝑡 + 𝑏(𝑋(𝑡))d𝑊 (𝑡), 𝑋(0) = 𝑥0 ∈ [𝑥1, 𝑥2]. (1.2)
Нехай це рiвняння задовольняє умови теореми iснування та єдиностi розв’язку,
i нехай 𝑏(𝑥) ̸= 0. Для наведеного стохастичного рiвняння визначимо оператор
𝐿[𝑠](𝑥) := 𝑎(𝑥)𝑠′(𝑥) + 12𝑏(𝑥)𝑠
′′(𝑥).
Функцiя 𝑠, яка задовольняє рiвняння 𝐿[𝑠] = 0, називається 𝐿-гармонiчною.
Також визначимо момент першого виходу розв’язку з промiжку [𝑥1, 𝑥2]:
𝜏 := inf{𝑡 > 0: 𝑋(𝑡) /∈ [𝑥1, 𝑥2]}.
Лема 1. (Гiхман–Скороход [1]). Припустимо, що для рiвняння (1.1) iснує
така функцiя 𝑢, що
𝐿[𝑢](𝑥) = −1, 𝑥 ∈ [𝑥1, 𝑥2], 𝑡 ≥ 0, 𝑢(𝑥1) = 𝑢(𝑥2) = 0.
Тодi E𝜏 = 𝑠(𝑥0). Як наслiдок, 𝜏 < ∞ м. н.
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Лема 2. (Гiхман–Скороход [1]). Нехай виконуються умови леми (1) та
iснує строго монотонна 𝐿-гармонiчна на промiжку [𝑥1, 𝑥2] функцiя 𝑠 для
СДР (1.1). Тодi
P{𝑋(𝜏) = 𝑥1} =
𝑠(𝑥2) − 𝑠(𝑥0)
𝑠(𝑥2) − 𝑠(𝑥1)




Лема 3. (Гiхман–Скороход [1]). Нехай iснує зростаюча 𝐿-гармонiчна фун-
кцiя для рiвняння (1.1). Тодi:
 якщо 𝑠(−∞) = −∞, 𝑠(+∞) < +∞, то 𝑋(𝑡) → +∞ м. н.;
 якщо 𝑠(−∞) > −∞, 𝑠(+∞) = +∞, то 𝑋(𝑡) → −∞ м. н.
Теорема 5. (Гiхман–Скороход [1]). Нехай для СДР (1.2) виконуються умо-
ви:
 𝑎(𝑥) ∼ 𝐴𝑥𝛼, 𝑥 → ∞, 𝐴 > 0, −1 < 𝛼 < 1;
 𝑏(𝑥) ̸= 0, обмежена;
 𝑋(𝑡) → +∞ м. н.
Тодi майже напевно 𝑋(𝑡) ∼ 𝑥(𝑡) ∼ (𝐴(1 − 𝛼)𝑡) 11−𝛼 , де 𝑥 – розв’язок вiдповiд-
ного звичайного диференцiального рiвняння




2.1 Система СДР, що розглядається
Розглянемо двовимiрне автономне стохастичне диференцiальне рiвняння
d𝑋(𝑡) = 𝑎(𝑋(𝑡))d𝑡 + 𝑏(𝑋(𝑡))d𝑊 (𝑡), 𝑋(0) = 𝑥0,
де 𝑋 = (𝑋1, 𝑋2) – невiдомий двовимiрний випадковий процес, 𝑊 = (𝑊1,𝑊2)
– двовимiрний вiнерiвський процес, 𝑎 = (𝑎1, 𝑎2) : R2 → R2, 𝑏 : R2 → R2×2 – вi-
домi функцiї, 𝑥0 = (𝑥01, 𝑥02) ∈ R2. Функцiю 𝑎 будемо називати коефiцiєнтом
зносу, а функцiю 𝑏 – коефiцiєнтом дифузiї.
Для простоти в якостi коефiцiєнта дифузiї 𝑏 вiзьмемо одиничну матрицю.
Отже, надалi розглядатимемо двовимiрну систему СДР вигляду
d𝑋1(𝑡) = 𝑎1(𝑋1(𝑡), 𝑋2(𝑡))d𝑡 + d𝑊1(𝑡), 𝑋1(0) = 𝑥01, (2.1)
d𝑋2(𝑡) = 𝑎2(𝑋1(𝑡), 𝑋2(𝑡))d𝑡 + d𝑊2(𝑡), 𝑋2(0) = 𝑥02. (2.2)
Для iснування та єдиностi розв’язку системи (2.1)-(2.2) вимагаємо, щоб
функцiя 𝑎 задовольняла умову Лiпшиця
∃𝐿 > 0 ∀𝑥, 𝑦 ∈ R2 : |𝑎(𝑥) − 𝑎(𝑦)| ≤ 𝐿|𝑥− 𝑦|
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та мала не бiльш нiж лiнiйне зростання:
∃𝐶 > 0 ∀𝑥 ∈ R2 : |𝑎(𝑥)| ≤ 𝐶(1 + |𝑥|).
2.2 Перехiд до полярної системи координат
Для дослiдження асимптотичної поведiнки розв’язку двовимiрної системи,
який є двовимiрним випадковим процесом (𝑋1, 𝑋2), перейдемо до полярної
системи координат. Визначимо новi випадковi процеси 𝑅 та Φ за допомогою
формул переходу
𝑋1 = 𝑅 cos Φ, (2.3)
𝑋2 = 𝑅 sin Φ. (2.4)
Процес 𝑅 будемо називати радiусом розв’язку, а Φ – кутом розв’язку.
Зауважимо, що в нашому випадку не вимагається, щоб Φ(𝑡) ∈ [0, 2𝜋), тобто
кут може «намотуватися» в процесi того, як розв’язок обертається навколо
початку координат.
Знайдемо стохастичнi диференцiальнi рiвняння для 𝑅 та Φ за допомогою
формули Iто. Для цього нам знадобляться першi та другi частиннi похiднi
вiд 𝑅 та Φ за 𝑋1 та 𝑋2. Спочатку знайдемо, навпаки, частиннi похiднi вiд 𝑋1










⎛⎝ cos Φ −𝑅 sin Φ
sin Φ 𝑅 cos Φ
⎞⎠ .









⎛⎝ cos Φ −𝑅 sin Φ
sin Φ 𝑅 cos Φ
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За формулою Iто знайдемо стохастичнi диференцiали d𝑅 та dΦ:
d𝑅 = cos Φ d𝑋1 + sin Φ d𝑋2 +
1
2𝑅
−1 sin2 Φ d𝑋21 +
1
2𝑅
−1 cos2 Φ d𝑋22 =
= ?̃?1(𝑅,Φ)d𝑡 + cos Φ d𝑊1 + sin Φ d𝑊2 +
1
2𝑅
−1 sin2 Φ d𝑡 + 12𝑅






−1)︀ d𝑡 + cos Φ d𝑊1 + sin Φ d𝑊2,
dΦ = −𝑅−1 sin Φ d𝑋1 + 𝑅−1 cos Φ d𝑋2+
+12𝑅
−2 sin 2Φ (d𝑋1)
2 − 12𝑅
−2 sin 2Φ (d𝑋2)
2 =
= ?̃?2(𝑅,Φ)𝑅
−1d𝑡−𝑅−1 sin Φ d𝑊1 + 𝑅−1 cos Φ d𝑊2+
+12𝑅
−2 sin 2Φ d𝑡− 12𝑅
−2 sin 2Φ d𝑡 =
= ?̃?2(𝑅,Φ)𝑅
−1d𝑡 + 𝑅−1(− sin Φ d𝑊1 + cos Φ d𝑊2),
де
?̃?1(𝑟, 𝜙) := 𝑎1(𝑟 cos𝜙, 𝑟 sin𝜙) cos𝜙 + 𝑎2(𝑟 cos𝜙, 𝑟 sin𝜙) sin𝜙,
?̃?2(𝑟, 𝜙) := −𝑎1(𝑟 cos𝜙, 𝑟 sin𝜙) sin𝜙 + 𝑎2(𝑟 cos𝜙, 𝑟 sin𝜙) cos𝜙.
За теоремою Левi стохастичнi диференцiали
d?̃?1 := cos Φ d𝑊1 + sin Φ d𝑊2,
d?̃?2 := − sin Φ d𝑊1 + cos Φ d𝑊2
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визначають новий вiнерiвський процес ?̃? = (?̃?1, ?̃?2).








d𝑡 + d?̃?1(𝑡), 𝑅(0) = 𝑟0, (2.5)
dΦ(𝑡) = ?̃?2(𝑅(𝑡),Φ(𝑡))𝑅
−1(𝑡)d𝑡 + 𝑅−1(𝑡)d?̃?2(𝑡), Φ(0) = 𝜙0, (2.6)
де
𝑟0 = |𝑥0|, 𝜙0 = arg 𝑥0 ∈ [0, 2𝜋).
Таким чином, поставленi ранiше задачi в термiнах радiуса та кута зводя-
ться до наступних:
 дослiдити умови, за яких 𝑅(𝑡) −−−→
𝑡→∞
∞ м. н.;
 дослiдити умови, за яких ∃ lim𝑡→∞ Φ(𝑡) =: Φ(∞) м. н.;
 знайти точну асимптотику радiуса розв’язку м. н., тобто таку детермiно-
вану функцiю 𝑟, що 𝑅(𝑡) ∼ 𝑟(𝑡), 𝑡 → ∞, м. н.
2.3 Узагальнення результатiв Гiхмана–Скорохода
Результати Гiхмана–Скорохода дозволяють дослiджувати асимптотичну по-
ведiнку одновимiрних СДР, якi є автономними. СДР для радiуса (2.5) на-
шої системи є неавтономним. У цьому роздiлi ми узагальнимо результати
Гiхмана-Скорохода на випадок неавтономних СДР, щоб потiм використати
їх для дослiдження СДР (2.5).
Розглянемо одновимiрне СДР
d𝑋(𝑡) = 𝑎(𝑋(𝑡), 𝑡)d𝑡 + 𝑏(𝑋(𝑡), 𝑡)d𝑊 (𝑡), 𝑋(0) = 𝑥0 ∈ [𝑥1, 𝑥2], (2.7)
що має єдиний розв’язок. Для цього рiвняння визначимо оператор
𝐿[𝑠](𝑥, 𝑡) := 𝑎(𝑥, 𝑡)𝑠′(𝑥) + 12𝑏
2(𝑥, 𝑡)𝑠′′(𝑥) (2.8)
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та момент першого виходу розв’язку з промiжку [𝑥1, 𝑥2]
𝜏 := inf{𝑡 > 0: 𝑋(𝑡) /∈ [𝑥1, 𝑥2]}.
Доведемо лему, яка дає достатнi умови того, що розв’язок СДР (2.7) май-
же напевно рано чи пiзно виходить з промiжку [𝑥1, 𝑥2].
Лема 4. Припустимо, що iснує така функцiя 𝑢, що
𝐿[𝑢](𝑥, 𝑡) ≤ −1, 𝑥 ∈ [𝑥1, 𝑥2], 𝑢(𝑥1) = 𝑢(𝑥2) = 0.
Тодi E𝜏 ≤ 𝑢(𝑥0). Як наслiдок, майже напевно 𝜏 < ∞.
Доведення. Запишемо формулу Iто для d𝑢(𝑋(𝑡)):
d𝑢(𝑋(𝑡)) = 𝑢′(𝑋(𝑡))d𝑋(𝑡) + 12𝑢
′′(𝑋(𝑡))(d𝑋(𝑡))2 =
= 𝑢′(𝑋(𝑡))𝑎(𝑋(𝑡), 𝑡)d𝑡 + 𝑢′(𝑋(𝑡))𝑏(𝑋(𝑡), 𝑡)d𝑊 (𝑡) + 12𝑢
′′(𝑋(𝑡)𝑏2(𝑋(𝑡), 𝑡))d𝑡 =
= 𝐿[𝑢](𝑋(𝑡), 𝑡)d𝑡 + 𝑏(𝑋(𝑡), 𝑡)𝑢′(𝑋(𝑡))d𝑊 (𝑡) ⇔







Пiдставимо 𝑡 = min{𝜏, 𝑛} =: 𝜏 ∧ 𝑛, 𝑛 ∈ N, в останнє рiвняння:











𝑏(𝑋(𝑠), 𝑠)𝑢′(𝑋(𝑠))d𝑊 (𝑠) = E
∫︁ 𝑛
0
I𝑠≤𝜏𝑏(𝑋(𝑠), 𝑠)𝑢′(𝑋(𝑠))d𝑊 (𝑠) = 0,
оскiльки пiдiнтегральна функцiя обмежена. Отже,




≤ 𝑢(𝑥0) − E
∫︁ 𝜏∧𝑛
0
d𝑠 = 𝑢(𝑥0) − E[𝜏 ∧ 𝑛].
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Спрямовуючи 𝑛 → ∞, маємо 𝜏 ∧𝑛 ↑ 𝜏 ; тодi E[𝜏 ∧𝑛] −−−→
𝑡→∞
E𝜏 за теоремою про
монотонну збiжнiсть. За теоремою Левi про мажоровану збiжнiсть E𝑢(𝑋(𝜏 ∧
𝑛)) −−−→
𝑡→∞
E𝑢(𝑋(𝜏)). Значить, переходячи до границi при 𝑛 → ∞ в останнiй
нерiвностi, отримуємо
E𝑢(𝑋(𝜏)) ≤ 𝑢(𝑥0) − E𝜏.
Оскiльки або 𝑋(𝜏) = 𝑥1, або 𝑋(𝜏) = 𝑥2, то 𝑢(𝑋(𝜏)) = 0. Таким чином,
E𝜏 ≤ 𝑢(𝑥0) < ∞, з чого випливає, що 𝜏 < ∞ майже напевно.
Доведемо наступну лему, яка дозволяє оцiнювати iмовiрностi виходу розв’язку
через лiвий та правий кiнцi промiжку [𝑥1, 𝑥2].
Лема 5. Нехай виконуються умови леми 4. Припустимо, що iснує така
спадна функцiя 𝑠, що
𝐿[𝑠](𝑥, 𝑡) ≤ 0, 𝑥 ∈ [𝑥1, 𝑥2].
Тодi
P{𝑋(𝜏) = 𝑥1} ≤
𝑠(𝑥0) − 𝑠(𝑥2)
𝑠(𝑥1) − 𝑠(𝑥2)




Доведення. Виконуючи з функцiєю 𝑠 аналогiчнi дiї, як з функцiєю 𝑢 в лемi





0 d𝑟 = 0,
отримуємо
E𝑠(𝑋(𝜏)) ≤ 𝑠(𝑥0).
Оскiльки 𝜏 < ∞ м. н., то
P{𝑋(𝜏) = 𝑥1} =: 𝑝, P{𝑋(𝜏) = 𝑥2} =: 𝑞,
причому 𝑝 + 𝑞 = 1. За формулою повної iмовiрностi маємо
E𝑠(𝑋(𝜏)) = 𝑠(𝑥1)𝑝+ 𝑠(𝑥2)𝑞 = 𝑠(𝑥1)𝑝+ 𝑠(𝑥2)(1− 𝑝) = (𝑠(𝑥1)− 𝑠(𝑥2))𝑝+ 𝑠(𝑥2).
21
Пiдставляємо знайдений вираз у нерiвнiсть:
(𝑠(𝑥1) − 𝑠(𝑥2))𝑝 + 𝑠(𝑥2) ≤ 𝑠(𝑥0) ⇔
// оскiльки 𝑠 спадаюча, то 𝑠(𝑥1) − 𝑠(𝑥2) > 0
⇔ 𝑝 ≤ 𝑠(𝑥0) − 𝑠(𝑥2)
𝑠(𝑥1) − 𝑠(𝑥2)
.
Оскiльки 𝑞 = 1 − 𝑝,






2.4 Вихiд радiуса з будь-якого вiдрiзка










𝑅(0) = 𝑟0 ∈ [𝑟1, 𝑟2] ⊂ (0,∞).
Позначимо час першого виходу розв’язку з промiжку [𝑟1, 𝑟2]:
𝜏 := inf{𝑡 ≥ 0: 𝑅(𝑡) /∈ [𝑟1, 𝑟2]}.






−1)︀ 𝑠′(𝑟) + 12𝑠′′(𝑟).
Доведемо, що майже напевно рано чи пiзно розв’язок виходить з будь-
якого промiжку, використовуючи ранiше доведену лему 4.
Твердження 1. 𝜏 < ∞ м. н.
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Доведення. Щоб гарантувати iснування та єдинiсть розв’язку початкової си-
стеми (2.1)-(2.2), вимагалася лiпшицевiсть вектор-функцiї 𝑎, з чого випливає
лiпшицевiсть її компонент 𝑎1, 𝑎2 та їхня неперервнiсть. За теоремою Вейєр-
штрасса 𝑎1, 𝑎2 будуть обмеженi на компактах. Зокрема, вони будуть обмеженi
на компактi
{(𝑥1, 𝑥2) : 𝑟21 ≤ 𝑥21 + 𝑥22 ≤ 𝑟22},
що представляє собою кiльце. Вiдповiдно, обмеженими будуть функцiї ?̃?1, ?̃?2
на множинi [𝑟1, 𝑟2] × R.
Вiдповiдно до леми 4 будемо шукати функцiю 𝑢 таку, що
𝐿[𝑢](𝑟, 𝑡) ≤ −1, 𝑟 ∈ [𝑟1, 𝑟2], 𝑢(𝑟1) = 𝑢(𝑟2) = 0.
Тодi за цiєю теоремою будемо мати 𝜏 < ∞ м. н.
Спочатку розглянемо функцiї
𝑢𝑛(𝑟) = 1 − 𝑒𝑛(𝑟−𝑟1)(𝑟−𝑟2), 𝑟 ∈ [𝑟1, 𝑟2], 𝑛 ∈ N.
Бачимо, що 𝑢𝑛(𝑟1) = 𝑢𝑛(𝑟2) = 0. Запишемо похiднi цих функцiй:
𝑢′𝑛(𝑟) = −𝑛𝑒𝑛(𝑟−𝑟1)(𝑟−𝑟2)(2𝑟 − 𝑟1 − 𝑟2),
𝑢′′𝑛(𝑟) = −𝑛𝑒𝑛(𝑟−𝑟1)(𝑟−𝑟2)(𝑛(2𝑟 − 𝑟1 − 𝑟2)2 + 2).














// через 𝑒(...) позначається 𝑒𝑛(𝑟−𝑟1)(𝑟−𝑟2)





















Якщо 𝑟 = 𝑟1+𝑟22 , то 2𝑟 − 𝑟1 − 𝑟2 = 0 та






+ 12𝑛(2𝑟 − 𝑟1 − 𝑟2)
2 + 1 = 1 > 0.






обмежений i не залежить вiд 𝑛, а 𝑛2 (2𝑟 − 𝑟1 − 𝑟2)
2 → ∞, 𝑛 → ∞. В обох
випадках ∃𝑛 = 𝑁 , ∃𝜀 > 0:






+ 12𝑁(2𝑟 − 𝑟1 − 𝑟2)
2 + 1 ≥ 𝜀,
звiдки для 𝜀 = 𝑁𝜀 > 0 маємо
−𝐿[𝑢𝑁 ] ≥ 𝜀 ⇔ 𝐿[𝑢𝑁 ] ≤ −𝜀.
Розглянемо функцiю 𝑢 = 1𝜀𝑢𝑁 . Оскiльки 𝐿 – лiнiйний оператор, то





тобто 𝐿[𝑢] ≤ −1. Очевидно, що 𝑢 також задовольняє умови 𝑢(𝑟1) = 𝑢(𝑟2) =
0.
2.5 Непотрапляння радiуса у початок коорди-
нат









з початковим значенням 𝑅(0) = 𝑟0 > 0. У цьому роздiлi доведемо, що
розв’язок такого СДР майже напевно нiколи не потрапляє в 0, якщо його
коефiцiєнт зносу невiд’ємний, використовуючи лему 5.
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Твердження 2. Припустимо, що ?̃?1 ≥ 0. Тодi майже напевно ∀𝑡 ≥ 0: 𝑅(𝑡) ̸=
0.
Доведення. Вiзьмемо довiльний промiжок [𝑟1, 𝑟2] ⊂ (0,∞), що мiстить поча-
ткову точку 𝑟0, та позначимо, як i ранiше, 𝜏 := inf{𝑡 ≥ 0: 𝑅(𝑡) /∈ [𝑟1, 𝑟2]}.
Оскiльки твердженням 1 було доведено 𝜏 < ∞ м. н., то можемо використати
лему 5. Знайдемо спадаючу функцiю 𝑠 таку, що 𝐿[𝑠](𝑟, 𝑡) ≤ 0, 𝑟 ∈ (0, 𝑟2].












−1)︀+ 12𝑟−2 = −𝑟−1?̃?2(𝑟,Φ(𝑡)) ≤ 0.
Отже, вiдповiдно до леми 5 маємо оцiнку iмовiрностi виходу радiуса через
лiвий кiнець:




Оскiльки 𝑠(𝑟1) = − ln 𝑟1 → ∞, 𝑟1 → 0, то переходячи до границi при 𝑟1 → 0
в останнiй нерiвностi, отримуємо
P{𝑅(𝜏0) = 0} ≤ 0 ⇔ P{𝑅(𝜏0) = 0} = 0,
де 𝜏0 := inf{𝑡 ≥ 0: 𝑅(𝑡) /∈ (0, 𝑟2]}. Це означає, що майже напевно ∀𝑡 ≥
0: 𝑅(𝑡) ̸= 0.
2.6 Прямування радiуса до нескiнченностi
Надалi будемо розглядати наступний «вiдштовхувальний» коефiцiєнт ?̃?1:
?̃?1(𝑟, 𝜙) = 𝜇(𝜙)𝑟
𝛼, 𝜇 ≥ 𝑀 > 0, −1 < 𝛼 < 1.






d𝑡 + d?̃?1(𝑡), 𝑅(0) = 𝑟0 > 0. (2.9)
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d𝑡 + d?̃?1(𝑡), ?̃?(0) =
𝑟0
2 . (2.10)
Оскiльки 𝑀2 < 𝜇 та
𝑟0
2 < 𝑟0, то за теоремою порiвняння ?̃? ≤ 𝑅 м. н.
Знайдемо асимптотику розв’язку ?̃?(𝑡) при 𝑡 → ∞ м. н. за допомогою





−1 ∼ 𝑀2 𝑟
𝛼, 𝑟 → ∞,
i за теоремою Гiхмана–Скорохода ?̃?(𝑡) ∼ 𝑟(𝑡), 𝑡 → ∞, м. н., де 𝑟 – розв’язок
вiдповiдного ЗДР
d𝑟(𝑡) = 𝑀2 𝑟
𝛼(𝑡)d𝑡, 𝑟(0) = 1,








, 𝑡 → ∞.
























З останньої формули випливає, що 𝑅(𝑡) → ∞, 𝑡 → ∞, м. н.
2.7 Стабiлiзацiя кута
Для дослiдження задачi про стабiлiзацiю кута розглядаємо систему (2.9),






d𝑡 + d?̃?1(𝑡), 𝑅(0) = 𝑟0 > 0.
dΦ(𝑡) = ?̃?2(𝑅(𝑡),Φ(𝑡))𝑅
−1(𝑡)d𝑡 + 𝑅−1(𝑡)d?̃?2(𝑡), Φ(0) = 𝜙0.
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Перепишемо рiвняння для кута в iнтегральнiй формi:








Нам треба знайти умови, при яких ∃ lim𝑡→∞ Φ(𝑡) =: Φ(∞) м. н.:








Очевидно, границя кута буде iснувати м. н., якщо збiгаються iнтеграли в
правiй частинi м. н.
З нижньої асимптотики (2.11) випливає, що м. н.
∃𝑇1 ≥ 0 ∀𝑡 ≥ 𝑇1 : 𝑅(𝑡) ≥ 𝑀(1−𝛼)4 𝑡
1
1−𝛼 .















1−𝛼d𝑡 < ∞ ⇐ −2
1 − 𝛼
< −1 ⇐ 𝛼 > −1.
Оскiльки ранiше ми вимагали 𝛼 ∈ (−1, 1), то це гарантує збiжнiсть другого
iнтеграла м. н.
Припустимо, що |𝑎2(𝑟, 𝜙)| = O(𝑟𝛽); це означає, що ∃𝐴 ≥ 0 ∃𝑟* ≥ 0 ∀𝑟 ≥
𝑟* : |𝑎2(𝑟, 𝜙)| ≤ 𝐴𝑟𝛽. Оскiльки 𝑅(𝑡) → ∞ м. н., то м. н. ∃𝑇2 ≥ 0 ∀𝑡 ≥
𝑇2 : 𝑅(𝑡) ≥ 𝑟* i тодi м. н.
|𝑎2(𝑅(𝑡),Φ(𝑡))| ≤ 𝐴𝑅𝛽(𝑡), 𝑡 ≥ 𝑇2.














1−𝛼d𝑡 < ∞ ⇐ 𝛽 − 1
1 − 𝛼
< −1 ⇐ 𝛽 < 𝛼.
Таким чином, якщо вимагати 𝛽 < 𝛼, то гарантується збiжнiсть м. н. першого
iнтеграла. Отже, за зроблених пропущень довели наступне твердження.
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d𝑡 + d?̃?1(𝑡), 𝑅(0) = 𝑟0 > 0.
dΦ(𝑡) = ?̃?2(𝑅(𝑡),Φ(𝑡))𝑅
−1(𝑡)d𝑡 + 𝑅−1(𝑡)d?̃?2(𝑡), Φ(0) = 𝜙0,
де 𝜇 ≥ 𝑀 > 0, −1 < 𝛼 < 1, ?̃?2(𝑟, 𝜙) = O(𝑟𝛽), 𝛽 < 𝛼. Тодi ∃Φ(∞).
Надалi вважаємо, що виконуються умови попереднього твердження та
∃Φ(∞).
2.8 Точна асимптотика радiуса








тобто детермiновану функцiю 𝑟 таку, що 𝑅(𝑡) ∼ 𝑟(𝑡), 𝑡 → ∞, м. н. Iдея
буде полягати у спрощеннi рiвняння (2.9) шляхом вiдкидання членiв, якi не
впливають на асимптотику. У цьому роздiлi буде встановлена така еквiвален-
тнiсть:
𝑅(𝑡) ∼ 𝑟(𝑡), 𝑡 → ∞,
де 𝑟 – розв’язок вiдповiдного звичайного диференцiального рiвняння
d𝑟(𝑡) = 𝜇(Φ(∞))𝑟𝛼(𝑡)d𝑡, 𝑟(0) = 𝑟0.
Таким чином буде знайдена точна асимптотика радiуса м. н.:
𝑅(𝑡) ∼ ((1 − 𝛼)𝜇(Φ(∞))𝑡)
1
1−𝛼 , 𝑡 → ∞.
Сформулюємо та доведемо лему, яка буде корисною для встановлення
асимптотичної еквiвалентностi розв’язкiв iнтегральних рiвнянь.
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Лема 6. Нехай 𝑟, 𝑟 – розв’язки вiдповiдних iнтегральних рiвнянь
𝑟(𝑡) = 𝑟0 +
∫︁ 𝑡
0




що задовольняють умови теореми Пiкара. Припустимо, що 𝑎(𝑟(𝑡), 𝑡) <
?̃?(𝑟(𝑡), 𝑡), 𝑡 ≥ 0. Тодi 𝑟 ≤ 𝑟.
Доведення. Припустимо, що 𝜏 := inf{𝑡 > 0: 𝑟(𝑡) > 𝑟(𝑡)} < ∞. Тодi за непе-
рервнiстю 𝑟(𝜏) = 𝑟(𝜏) та 𝑟′(𝜏) ≥ 𝑟′(𝜏). Але оскiльки 𝑎(𝑟, 𝑡) та ?̃?(𝑟, 𝑡) неперервнi
за 𝑡, то в силу припущення
𝑟′(𝜏) = 𝑎(𝑟(𝜏), 𝜏) = 𝑎(𝑟(𝜏), 𝜏) < ?̃?(𝑟(𝜏), 𝜏) = 𝑟′(𝜏),
i ми одержуємо суперечнiсть. Отже, 𝜏 = ∞, тобто ∀𝑡 ≥ 0: 𝑟(𝑡) ≤ 𝑟(𝑡).
Доведемо наступне твердження, яке є головним результатом цiєї диплом-
ної роботи.
Твердження 4. Майже напевно
𝑅(𝑡) ∼ 𝑟(𝑡) ∼ ((1 − 𝛼)𝜇(Φ(∞))𝑡)
1
1−𝛼 , 𝑡 → ∞.
Доведення. Запишемо рiвняння для 𝑅 та 𝑟 в iнтегральнiй формi:












Очевидно, друге рiвняння має розв’язок
𝑟(𝑡) =
(︀
(1 − 𝛼)𝜇(Φ(∞))𝑡 + 𝑟1−𝛼0
)︀ 1
1−𝛼 .
Зведемо рiвняння для 𝑅 до однорiдного вигляду за допомогою замiни 𝑅 −
?̃?1 =: ?̃?:









Введемо наступнi iнтегральнi рiвняння, 0 < 𝜀 < 1:




Легко переконатися, що вони мають розв’язки
𝑟±𝜀(𝑡) =
(︀
(1 ± 𝜀)(1 − 𝛼)𝜇(Φ(∞))𝑡 + 𝑟1−𝛼0
)︀ 1
1−𝛼 .
Спочатку оцiнимо ?̃?(𝑡) зверху м. н. розв’язком 𝑟𝜀(𝑡), починаючи з деякого
𝑡. Для цього використаємо попередню лему. Позначимо пiдiнтегральнi вирази
в рiвняннях для ?̃? та 𝑟𝜀 через
?̃?(𝑟, 𝑡) = 𝜇(Φ(𝑡))(𝑟 + ?̃?1(𝑡))
𝛼 + 12(𝑟 + ?̃?1(𝑡))
−1,
𝑎(𝑟, 𝑡) = (1 + 𝜀)𝜇(Φ(∞))𝑟𝛼
вiдповiдно. Запишемо умову з леми:
?̃?(𝑟𝜀(𝑡), 𝑡) < 𝑎(𝑟𝜀(𝑡), 𝑡) ⇐
⇐ 𝜇(Φ(𝑡))(𝑟𝜀(𝑡) + ?̃?1(𝑡))𝛼 + 12(𝑟𝜀(𝑡) + ?̃?1(𝑡))















< (1+𝜀)𝜇(Φ(∞))𝑟𝛼𝜀 (𝑡) ⇐



















Покажемо, що остання нерiвнiсть виконується для 𝑡 ≥ 𝑇1 при деякому 𝑇1 ≥ 0.
Дiйсно, оскiльки ?̃?1(𝑡) = 𝑜(𝑡
1
2+𝛿), 𝛿 > 0, м. н., i 11−𝛼 >
1
2 при −1 < 𝛼 < 1, то
?̃?1(𝑡) = 𝑜(𝑡
1
1−𝛼 ) = 𝑜(𝑟𝜀(𝑡)) м. н., тобто майже напевно
?̃?1(𝑡)
𝑟𝜀(𝑡)
→ 0, 𝑡 → ∞,
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i також очевидно, що
𝜇(Φ(𝑡))
𝜇(Φ(∞))
→ 1, 𝑡 → ∞, 𝑟𝜀(𝑡) → ∞, 𝑡 → ∞.
Отже, в силу леми маємо, що майже напевно
?̃?(𝑡) ≤ 𝑟𝜀(𝑡), 𝑡 ≥ 𝑇1.
Так само можемо отримати оцiнку знизу м. н.:
𝑟−𝜀(𝑡) ≤ ?̃?(𝑡), 𝑡 ≥ 𝑇2,
при деякому 𝑇2 ≥ 0. Таким чином, маємо оцiнку м. н. з двох бокiв для ?̃?(𝑡):
𝑟−𝜀(𝑡) ≤ ?̃?(𝑡) ≤ 𝑟𝜀(𝑡), 𝑡 ≥ 𝑇 := 𝑇1 ∨ 𝑇2 ⇔
⇔ 𝑟−𝜀(𝑡)
𝑟(𝑡)




, 𝑡 ≥ 𝑇.
Спочатку в останнiх нерiвностях будемо переходити до границi при 𝑡 → ∞.








(1 ± 𝜀)(1 − 𝛼)𝜇(Φ(∞))𝑡 + 𝑟1−𝛼0




// неперервнiсть функцiї 𝛼 ↦→ 11−𝛼 та правило Лопiталя
=
(︂




= (1 ± 𝜀)
1
1−𝛼 .








≤ (1 + 𝜀)
1
1−𝛼
(зазначимо, що м. н. ?̃?1(𝑡) = 𝑜(𝑟(𝑡)) = 𝑜(𝑡
1
1−𝛼 ), 𝑡 → ∞), а переходячи пiсля




















тобто 𝑅(𝑡) ∼ 𝑟(𝑡), 𝑡 → ∞, м. н. З вигляду розв’язку 𝑟(𝑡) видно, що
𝑟(𝑡) ∼ ((1 − 𝛼)𝜇(Φ(∞))𝑡)
1
1−𝛼 , 𝑡 → ∞.
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Висновки
В процесi виконання магiстерської дисертацiї були виконанi усi поставленi
задачi.
Пiдхiд Гiхмана–Скорохода пошуку 𝐿-гармонiчних функцiй для визначе-
ння асимптотичної поведiнки одновимiрних СДР був узагальнений з авто-
номного на неавтономний випадок. За допомогою отриманих у дисертацiї
результатiв можна оцiнювати середнiй час виходу та iмовiрностi виходу для
розв’язкiв неавтономних стохастичних диференцiальних рiвнянь.
Для радiуса розглядуваної системи доведено, що вiн нiколи не потрапляє
нуль, якщо не стартує з нуля. Доведено, що середнiй час виходу радiуса з
будь-якого промiжку скiнченний.
У магiстерськiй дисертацiї були отриманi наступнi результати щодо асим-
птотичної поведiнки двовимiрних автономних СДР зi степеневим коефiцiєн-
том зносу та одиничним коефiцiєнтом дифузiї:
 Знайденi умови прямування радiуса розв’язку до нескiнченностi м. н. при
𝑡 → ∞.
 Знайденi умови стабiлiзацiї полярного кута розв’язку на нескiнченностi
майже напевно.
 За умови прямування радiуса до нескiнченностi та стабiлiзацiї кута, зна-
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