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Conventional imaging at low light level requires hundreds of detected photons per pixel to suppress
the Poisson noise for accurate reflectivity inference. In this letter, we propose a high-efficiency
photon-limited imaging technique, called first-photon ghost imaging, which recovers image from the
first-photon detection by exploiting the physics of low-flux measurements and the framework of
ghost imaging. The experimental results demonstrated that it could retrieve an image by only 0.1
photon detection per pixel, which is three orders lower than the conventional imaging technique.
The SNR model of the system has been established for noise analysing. Our technique is supposed
to have applications in many fields, ranging from biological microscopy to remote sensing.
I. INTRODUCTION
Photon-limited imaging has attracted great interest
for its importance of application under extreme environ-
ment, such as night vision[1], biological imaging[2–4], re-
mote sensing[5, 6], spectral imaging in astronomy[7], etc.,
when off-the-shelf methods fail on photon limited data.
Conventionally, the transverse spatial image is typically
recovered by either a spatially resolving detector array
with a floodlight illumination, or a single detector point
by point by using raster-scanned illumination. However,
even with time-resolved single-photon detectors, it still
requires hundreds of photon per pixel to suppress Pois-
son noise inherent in photon counting for obtaining ac-
curate intensity. In this way, extremely long time as well
as much laser power will be expended for detection at
low light level. And that may result in failure of imag-
ing, such as biological imaging when samples could be
destroyed by laser power or target tracing[8] when the
object moves very quickly.
At extremely low photon fluxes, photon detections
are arrivals in a merged Poisson process of signal pho-
ton detections, background photon detections and dark
counts[9]. To suppress the Poisson noise and have an ac-
curate inference, the corresponding methods have been
mainly carried through two ways: one is improving the
Poisson intensity estimation model, and another is to
design better measurement systems. Many earlier ap-
proaches for modeling and estimating Poisson process
were based on wavelet-based methods[10, 11]. Multiscale
photon limited imaging was first proposed by Timmer-
mann and Nowak[12] in 1997, and has been improved
and perfected after that[13–15]. From this, more gen-
eral and effective sparsity models for image have been
discussed to deblur the Poisson noise, such as Toal vari-
ation and logarithmic regularization[16, 17], as well as
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sparsity models based on image patches[18, 19] which
underlie nonlocal mean, BM3D[20], and dictionary learn-
ing. Kirmani, et al.[21] proposed first-photon imag-
ing(FPI) technique, which recovered image from first de-
tected photon at each pixel.They exploited spatial cor-
relations to accurately reconstruct scene reflectivity by
maximizing the product of data likelihoods over all spa-
tial locations combined with a sparsity-promoting regu-
larization function[22]. Additionally, the optimized de-
sign of the measurement system, such as compressive
optical system[23, 24], can facilitate the sensing capa-
bilities. By exploiting techniques of compressed sensing
and ghost imaging(GI) configuration[25–27], Peter et al.
obtained images from raw data comprised of fewer than
one detected photon per pixel(PPP) by using entangle-
ment source[28]. Considering the entanglement source is
difficult to generate and transmit, with Time-Correlated
Single-Photon-Counting(TCSPC) technique[29], Zeng’s
group implemented computational ghost imaging(CGI)
at low light level by classical source[30]. Edgar, et al. re-
alized 3D imaging with a single-pixel camera [31] by using
the histograms of the arrival times of the first backscat-
tered photon for each illumination pulse of each illumi-
nation pattern. That method requires at least hundreds
of detected photons per image pixel which result in a lot
of time expense.
Here, we theoretically and experimentally investigate a
novel photon-limited imaging technique, the first-photon
ghost imaging(FPGI)[32], which exploits the physics of
low-flux measurements and the TCSPC-CGI configura-
tion. It retrieves image efficiently from only first-photon
data of each illumination pattern, and as the under-
sampling manner of GI, it can image with no more
than 1 PPP. Further, exploiting the concept of time-
correspondence differential ghost imaging[33, 34], a Fast
First-photon ghost imaging(FFPGI) method has been
raised with noticeable time saving. The experiment re-
sults show our scheme can reconstruct the object with
PSNR of around 3dB by 0.1 PPP detection. The signal-
to-noise ratio(SNR) model of our scheme has been estab-
2lished for noise analysing. The sparsity of premodulated
patterns, as a vital influencing factor to the SNR, also has
been discussed in this letter. Our technique has superi-
ority at searching small target in big background with
high efficiency and accuracy, and it facilitates the practi-
cal applications of ghost imaging ranging from biological
microscopy to remote sensing.
II. IMAGING SCHEME AND NOISE MODEL
The imaging schematic is shown in Fig. 1. A super-
continuum pulsed laser with 1MHz repetition rate, is ir-
radiated onto the programmable patterns of digital mi-
cromirror device(DMD), and then illuminating the ob-
ject. DMD is an array of micromirrors consisting of
1024x768 independent addressable units, and each unit is
a 13.6µm×13.6µmmicromirror with an adjustable angle
of ±12◦. At set intervals(eg.10ms), the DMD controller
loads each memory cell with value ’1’ or ’0’, respectively
representing +12◦ or −12◦ units which lead to the illu-
minated or non-illuminated pixels at the object plane. In
our experiment, we use binary random speckle patterns,
R, with 96 × 128 pixels where each pixel is constituted
by 8 × 8 micromirror units. The sparsity of these pat-
terns, i.e. the proportion of random ’1’ among all pixels,
is adjustable. For every pattern, the corresponding first
photon reflected from the object is recorded by the Single
Photon Avalanche Diodes(SPAD)[35], and then the digi-
tal signal is input into the TCSPCmodule, along with the
synchronous signals from the DMD and the laser pulses.
So we can record the number of the pulses,ni, before the
arrival of the first photon in ith sample pattern, Ri. The
recorded first-photon data is used to estimate the inten-
sity fluctuation for different patterns modulation.
FIG. 1. The scheme of FPGI. The DMDmodulates the spatial
intensity of pulsed light source with binary random speckle
patterns. The reflected light from the object was detected
by a single photon avalanche diodes. The dashed box shows
the time sequence of synchronous signals recorded by Hydra-
Harp400.
A. Reconstruction
According to the characteristics of low flux measure-
ments, the individual photon detection satisfies the Pois-
son Process. Let Si be the average number of laser
photons arriving at the SPAD detector in response to
a single-pulse illumination, B denote the arrival rate of
background photons at the detector, Tr be the pulse rep-
etition period, and η be the efficiency of photodetection.
Then the probability of no photon detected by a single
pulse illumination is P0(Si) = e
−η(Si+BTr). Because each
pulse is independent, the number of pulses before first
detection, denoted by n, has the geometric distribution,
Pr [ni = k] = P0(Si)
k−1 [1− P0(Si)] . (1)
In the absence of background, the pointwise maximum-
likelihood intensity estimate,
∧
Si
ML
, is proportional to 1/ni
for ni ≫ 1[21]:
SˆML = argmax
S>0
log{e−η(ni−1)S(1− eηS)} ∝
1
ni
. (2)
Assuming that the reflection function of the object is
O(x, y), the total intensity Si could be described as
Si=
∫∫
Ri(x, y)O(x, y)dxdy. (3)
Thus the object could be retrieved by the correlation
arithmetic with total iteration time of M,
OFPGI(x, y) =
1
M
M∑
i=1
1
ni
(Ri(x, y)−Ri(x, y)). (4)
Exploiting threshold technique in Time-
correspondence differential ghost imaging[34], we
demonstrate a improved time-saving imaging method,
FFPGI. The threshold n¯ is set to select the efficient
reference frames. If the first photon arrives before the
n¯th pulse of a certain pattern, we identify this pattern
is effective, otherwise discard that pattern. And the
iteration of the effective K patterns contributes to image
reconstruction:
OFFPGI(x, y) =
1
K
K∑
j=1
(Rj(x, y)−Rj(x, y)) (5)
3FIG. 2. Pulse count number of the first photons in 1000 Mea-
surements. Data below the red line correspond to the patterns
selected for FFPGI.
Fig. 2 shows pulse counting graph of first-photon ar-
rivals in 1000 measurements, where we use n¯ = 50 as the
threshold to select the patterns. The photon counting
rate in our experiment is 0.83%, i.e., there are 120 pulses
in average before the first photon arriving. In practical,
there is no need to detect the first photon which beyond
the threshold. So, this method can save most time on
the basis of FPGI.
B. Noise Model
The spatial structured light modulation is an essential
step of our scheme. For a certain pattern illumination,
we obtain the total of multi pixels’ reflectivity by a sin-
gle detection. And the number of pixel to be detected
in a single measurement just is the number of pixels in
’1’ state on DMD, which is depend on the sparsity of
the modulation patterns, denoted by Sp. For we use
random binary patterns, the more pixels are illuminated
by a single pattern means the more statistic noise in a
single time detection. Theoretically, the decrease of the
sparsity of the modulated patterns could increase the ac-
curacy of intensity estimation. Let ∆F be the average
amplitude fluctuation of a single pixel, and for an N pix-
els object retrieve, the statistic fluctuation noise ∆Si,F
in each measurement can be described as:
∆Si,F = (Sp ·N ·∆F )
2
. (6)
While, considering the white noise of environment in
real scene and the condition of single-pixel detection, the
background noise would become primary factor instead of
stochastic noise when reducing the sparsity of pattern to
a certain degree, and the signal might be submerged. So
let ∆b(x, y) be the white noise at each pixel, ∆B be the
average of ∆b(x, y). The background noise for a single
pattern, denoted by ∆Si,B , is as bellow,
∆Si,B =
∑
x
∑
y
∆b(x, y) = N ·∆B. (7)
Therefore, for each measurement, the SNR of the imag-
ing system is given by,
SNR = 10 lg
∑
x
∑
y
Ri(x, y)O(x, y)
∆Si,F +∆Si,B
= 10 lg
Sp ·N · P
(Sp ·N ·∆F )
2
+N ·∆B
= 10 lg
P
Sp ·N ·∆F 2 +∆B/Sp
,
(8)
where P is the percentage of high-reflectivity pixels of
the object. From the Eq.(8), we know that the trade off
of statistic noise and background noise caused the peak
of the curve, as the former increase with the sparsity of
patterns increasing but the latter decrease.
III. EXPERIMENTAL RESULTS AND
DISCUSSION
In experiment, we adjust the sparsity from 0.001 to
0.5, and compare the results of simulation and experi-
ment respectively(Fig.3). The simulation results with-
out background noise show the lower sparsity the better
reconstruction. While the results from experiment and
simulation with background noise demonstrate too low
sparsity also can reduce the reconstruction quality. The
theoretical SNR curve and the experimental SNR versus
sparsity of modulated patterns can be seen in Fig.3(b)
which meet well one another. The combined effect of
statistic noise and background noise also can be certified
from the simulation of peak signal-to-noise ratio(PSNR)
curve graph in Fig.3(c) The PSNR is decreasing with the
increasing sparsity by simulation without the background
noise(Fig.3(c) blue dot line), but there is a PSNR peak by
simulation with background noise(Fig.3(c) green starred
line). That optimal sparsity value is the result of the
trade-off of the statistic noise from modulation and the
background white noise, which agree well with the the-
oretical model as Eq.8. According to the above results,
we choose the sparsity of 0.01 for modulation patterns in
the following experiment.
To avoid the noise photons to be detected, we can set
the time gate to the photons’ time of flight(TOF) to fil-
ter out the noise photons which are not reflected from
the object plane. That is because that the TOF of pho-
tons represents the different distance of the light sources
plane to detection plane. What’s more, the Roadfilter
algorithm[21] can be used to deblur the background noise
and enhance the visibility of the image after the origin
reflectivity estimation finished. It exploits the natural
spatial correlation of the objects by computing the rank-
ordered absolute differences statistic of the certain spatial
location and its eight neighboring pixels’ reflectivity, and
then using the threshold to identify whether the photon
detection was due to signal or noise. The threshold is
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FIG. 3. Experimental and Simulation results with variable
sparsity of the patterns from 0.001 to 0.5. (a) I,II: Simulation
reconstruction of 100 × 100 object by 10000 measurements
without(I)/ with(II) background noise. III: Experimental re-
construction of 96 × 128 object by 10000 measurements; (b)
Theoretical SNR curve(red line) by Eq.8 and experimental
SNR results(blue starred line). The parameter values of P ,
∆F and ∆B in Eq.8 respectively are 10−2, 1.5 × 10−3, 10−4;
(c) The PSNR curve versus sparsity variation by simulation.
dependent on the origin estimation from Eq.3 and Eq.4.
Fig.4 shows the original reconstruction by FPGI from
10000 first-photon data and the result after the Roadfilter
post-treatment. By iterating the Roadfilter several times,
almost all background noise can be eliminated(Fig.4(b)).
Fig.5(a) demonstrates the results of FPGI and FF-
PGI. As we can see, the PPP could be fewer than 0.1,
that is, reconstructing a 96×128 pixels picture just by
using the information from 1000 first-photon data. And
with the improving PPP, the details of the object become
more distinct(Fig.5(a) line A). It also can be seen clearly
from the PSNR curves in Fig.5(b). While the FFPGI
results in Fig.5(a) line B. show that as the PPP increas-
(a)FPGI result. (b)After Roadfilter
FIG. 4. Experimental result. Reconstruction of a 96x128
image with 10000 first-photon data.
ing, the background noise become more evident. That is
because the more detected first photons(i.e. the higher
pulse threshold value), the more patterns are identified
to be overlapped, and meanwhile the more background
noise join. With the proper pulse number threshold
value(Fig.5(c)), the clear image can be obtained by this
unusually terse method. Furthermore, it is also worth
attention that the less pulse number as threshold, ac-
cordingly the less time it will cost for image.
(a)A: FPGI results; B: FFPGI results.
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FIG. 5. Experimental result. The FPGI results in (a)A with
different PPP are operated by adjust the measurement times
from 1000 to 10000; and (a)B is the FFPGI results with the
variable pulse-count thresholds from 10 to 500 by 10000 mea-
surements.
IV. CONCLUSION
The comparison of CGI, FPI, FPGI and FFPGI are
shown in Table. I. The time is only calculated for sig-
nal detection, which neglects the scanner scanning time
and computer running time. As we can see, ghost imag-
ing technique needs less measurements than FPI, and it
only requires fixed single-pixel detector without spatial
resolving. FPGI and especially FFPGI have higher pho-
ton efficiency than the previous two techniques, just as
5remarkable low PPP and time cost.
TABLE I. Comparison of characteristics of CGI, FPI,
FPGI, and FFPGI to reconstruct a 96x128 pixels im-
age at low light level of 0.83% photon counting rate.
Condition PPP Measurements Time/s Detector
CGI 102 − 103 2000 10 single-pixel
FPI ≥ 1 12288 1.5 scanner
FPGI 0.16 2000 0.24 SPAD
FFPGI 0.08 2000 0.02 SPAD
In conclusion, the FPGI technique can achieve high-
efficiency performance at extremely low light level. By
using first-photon data for intensity estimation and corre-
lation imaging framework for spatial reconstruction, the
experimental and simulation results show our scheme can
reconstruct the object with only 0.1 photon detection per
image pixel. Considering the characteristic of correla-
tion imaging, the SNR model has been established for
analysing the influence of the sparsity of modulated pat-
terns to system noise. Our technique can extract more
information from the collection of single detection than
current imaging methods. Thus, it saves a lot time as well
as laser power, which can be crucial for biological appli-
cations, such as fluorescence-lifetime imaging. It also is
superior at remote sensing, such as recognizing the small
object in wide field view with high efficiency and accu-
racy. This method may be applied to enhance a variety of
computational imagers that rely on sequential correlation
measurements. The FPGI system we have demonstrated
can be improved by exploiting compressed sensing tech-
nique as well as superior sparsity model for intensity
estimation. What’s more, by utilizing the arrival-time
data of the first photon for range dimension sensing, this
scheme can also be used for 3D imaging.
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