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ON SYMBOLIC FACTORS OF S-ADIC SUBSHIFTS OF FINITE
ALPHABET RANK
BASTIA´N ESPINOZA
Abstract. In this article, we prove two results about minimal S-adic subshifts
with finite alphabet rank: 1. they have finite topological rank (as defined in
[DDMP20]), and 2. symbolic factors between systems of this kind are always
almost constant-to-1. Both results are consequence of some rigidity properties
of the underlying combinatorics of words in this class of subshifts. As a corol-
lary of the first result, we answer a question of Donoso, Durand, Maass and
Petite stated in [DDMP20].
1. Introduction
An ordered Bratteli diagram is an infinite directed graph B = (V,E,≤) such that
the vertex set V and the edge set E are partitioned into levels V = V0 ∪ V1 ∪ . . . ,
E = E0 ∪ . . . so that En are edges from Vn+1 to Vn, V0 is a singleton, each Vn is
finite and ≤ is a partial order on E such that two edges are comparable if and only
if they start at the same vertex. The order ≤ can be extended to the set XB of all
infinite paths in B, and the Vershik action VB on XB is defined when B has unique
minimal and maximal infinite paths with respect to ≤. We say that (XB , VB) is
a BV representation of the Cantor system (X,T ) if both are conjugated. Bratteli
diagrams are a tool coming from C∗-algebras that, at the beginning of the 90’,
Herman et. al. [HPS92] used to study minimal Cantor systems. Their success
at characterizing the strong and weak orbit equivalence for systems of this kind
marked a milestone in the theory that motivated many posterior works. Some of
these works focused on studying with Bratteli diagrams specific classes of systems
and, as a consequence, many of the classical minimal systems have been character-
ized as Bratteli-Vershik systems with a specific structure. Some examples include
odometers as those systems that have a BV representation with one vertex per level,
substitutive subshifts as stationary BV (all levels are the same) [DHS99], Toeplitz
sequences as “equal row-sum” BV [Sug01], and (codings of) interval exchanges as
BV where the diagram codifies a path in a Rauzy graph [GJ02]. Now, almost all of
these examples share certain coarse dynamical behavior: they have finitely many
ergodic measures, are not strongly mixing, have zero entropy, are expansive, and
their BV representation have a bounded number of vertices per level, are some
examples. It turns out that just having a BV representation with a bounded num-
ber of vertices per level (or, from now on, having finite topological rank) implies
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2 Bastia´n Espinoza
the previous properties (see, for example, [BKMS10], [DM08]). Hence, the finite
topological rank class arise as a possible framework for studying minimal symbolic
systems and proving general theorems.
This idea has been exploited in many works: Durand et. al., in a series of
papers (being [DFM19] the last one), developed techniques from the well-known
substitutive case and obtained a criteria for any BV of finite topological rank to
decide if a given complex number is a continuous or measurable eigenvalue, Bezugly
et. al. described in [BKMS10] the simplex of invariant measures together with
natural conditions for being uniquely ergodic, Giordano et. al. bounded the rational
rank of the dimension group by the topological rank ([HPS92], [GHH18]), among
other works.
Now, since Bratteli-Vershik systems with finite topological rank greater than
two are conjugated to a subshift [DM08], it is interesting to try to define them
directly as a subshift. This can be done by codifying the levels of the Bratteli
diagram as substitutions and then iterate them to obtain a sequence of symbols
defining a subshift conjugated to the initial BV system. This procedure also makes
sense for arbitrary nested sequences of substitutions (called directive sequences),
independently from the Bratteli diagram and the various additional properties that
its codifying substitutions have. Subshifts obtained in this way are called S-adic
(substitution-adic) and may be non-minimal (see for example [BSTY19]).
Although there are some open problems about finite topological rank systems
depending directly on the combinatorics of the underlying Bratteli diagrams, others
are more naturally stated in the S-adic setting (e.g., when dealing with endomor-
phisms, it is convenient to have local codes) and, hence, there exists an interplay
between S-adic subshifts and finite topological rank systems in which theorems and
techniques obtained for one of these classes can sometimes be transferred to the
other. The question whether these classes coincide under mild conditions has been
recently addressed in [DDMP20] and, in particular, the authors proved:
Theorem 1.1 ([DDMP20], Theorem 4.1). A minimal subshift (X,T ) has finite
topological rank if and only if it is generated by a primitive and recognizable S-
adic sequence of finite alphabet rank.
In this context, a fundamental question is the following:
Question 1.2. Are symbolic factors of finite topological rank systems of finite
topological rank?
Indeed, the topological rank controls various coarse dynamical properties (num-
ber of ergodic measures, rational rank of dimension group, among others) and also
we know that big subclasses of finite topological rank are stable under symbolic
factors, such as the linearly recurrent and the non-superlineal complexity classes
[DDMP20], so it is expected that this question have an affirmative answer. However,
when trying to prove this using Theorem 1.1, we realize that the naturally inherited
S-adic structure of finite alphabet rank that a symbolic factor have is never rec-
ognizable. Moreover, this last property is crucial for many of the currently known
techniques to handle finite topological rank systems (even in the substitutive case
it is a deep and fundamental theorem of Moss), so it is not clear why it would be
always possible to obtain this property while keeping the alphabet rank bounded.
Thus, an answer to this question seems to be fundamental to the understanding of
the finite topological rank class.
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In this article we investigate and answer Question 1.2. Our strategy use ideas
from [EM20] and M. Lothaire’s school for analyzing the combinatorics of words
that arise in S-adic subshifts to find local obstructions that force rigidity results on
the whole subshift. As a consequence, we prove the following two theorems:
Theorem 1.3. Let (X,T ) be an infinite minimal S-adic subshift given by an
everywhere growing directive sequence of finite alphabet rank. Then, (X,T ) has
finite topological rank.
In particular, we can drop the word “recognizable” from Theorem 1.1. A corol-
lary of this is an affirmative answer to Question 1.2; see Corollary 4.9 for details.
The second main result is about the structure of symbolic factors between S-adic
subshifts:
Theorem 1.4. Let pi : (X,T ) → (Y, T ) be a factor map. Suppose that (X,T ) is
generated by an everywhere growing directive sequence of finite alphabet rank and
(Y, T ) is an infinite minimal subshift. Then, pi is almost constant-to-one.
Here, almost constant-to-one means that #pi−1(y) is constant in some residual
subset Y˜ ⊆ Y . We remark that the previous theorem applies to a large class of
subshifts which includes, for example, dendric and substitutive minimal subshifts.
This work was finished during the master’s degree of the author [Esp19] and
while we were writing it we became aware of a new article by Golestani and Hosseini
[GH20]. While their work also addresses Question 1.2, the methods and directions
pursued in both articles are very different. Our techniques are mostly combinatorial
and gives somewhat more general results (for example, Proposition 4.3 does not
need minimality, only aperiodicity) together with the rigidity result about factor
maps in Theorem 5.4. In comparison, the authors of [GH20] base their analysis
in two elements: first, a description of factor maps between essentially minimal
Cantor systems from [AEG15], and second, a combinatorial analysis (Lemma 4.2
in [GH20]) similar of the one made in Lemma 3.10 of [Esp19].
1.1. Organization. We will start by giving the needed background in topological
and symbolic dynamics. In Section 3 we introduce the concept of interpretation and
analyze its combinatorics, being the main result Proposition 3.9. In Section 4 we
show that from a non-recognizable directive sequence we can build recognizable ones
keeping the alphabets bounded (Proposition 4.3) and, then, we use the previous
elements to prove the first main result of the article: minimal S-adic subshifts of
finite alphabet rank have finite topological rank (Theorem 4.8). As a consequence,
we answer Question 1.2 in Corollary 4.9. Finally, in Section 5.3 we use the same kind
of local combinatorial analysis to prove the second main result, Theorem 5.4: factors
between minimal S-adic subshifts of finite alphabet rank are almost constant-to-1.
An important tool in this last section is the so-called Critical Factorization Theorem
from the theory of combinatorics of words.
2. Background in topological and symbolic dynamics
All the intervals we will consider consist of integers numbers, i.e., [a, b] = {k ∈
Z : a ≤ k ≤ b} with a, b ∈ Z. For us, the set of natural numbers starts with zero,
i.e., N = {0, 1, . . . }.
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2.1. Basics in topological dynamics. A topological dynamical system (or just a
system) is a pair (X,T ) where X is a compact metric space and T : X → X is a
homeomorphism of X. We denote by OrbT (x) the orbit {Tnx : n ∈ Z} of x ∈ X.
A point x ∈ X is p-periodic if T px = x, periodic if it is p-periodic for some p ≥ 1
and aperiodic otherwise. A topological dynamical system is aperiodic if any point
x ∈ X is aperiodic, is minimal if the orbit of every point is dense in X and is Cantor
if X is a Cantor space. We use the letter T to denote the action of a topological
dynamical system independently of the base set X. The hyperspace of (X,T ) is the
system (2X , T ), where 2X is the set of all closed subsets of X with the topology
generated by the Hausdorff metric
dHausdorff(A,B) = max(sup
x∈A
d(x,A), sup
y∈B
d(y,A)), A,B ∈ 2X ,
and T the action A 7→ T (A).
A factor between the topological dynamical systems (X,T ), (Y, T ) is a continuous
function pi from X onto Y such that pi◦T = T ◦pi. We use the notation pi : (X,T )→
(Y, T ) to indicate the factor. A factor map pi : (X,T ) → (Y, T ) is almost K-to-1 if
#pi−1(y) = K for all y in a residual subset of Y .
Given a system (X,T ), the Ellis semigroup E(X,T ) associated to (X,T ) is
defined as the closure of {x 7→ Tnx : n ∈ Z} ⊆ XX in the product topology,
where the semi-group operation is given by the composition of functions. On X we
may consider the E(X,T )-action given by X → X, x 7→ ux. Then, the closure of
the orbit under T of a point x ∈ X is equal to the orbit of x under E(X,T ). If
pi : (X,T )→ (Y, T ) is a factor between minimal systems, then pi induces a surjective
map pi∗ : E(X,T )→ E(Y, T ) which is characterized by the formula
pi(ux) = pi∗(u)pi(x) for all u ∈ E(X,T ) and x ∈ X.
If the context is clear, we won’t distinguish between u and pi∗(u). When u ∈
E(2X , T ) we write u ◦ A instead of uA. Also, we identify X with {{x} ⊆ 2X : x ∈
X}, so that the restriction map E(2X , T ) → E(X,T ) which sends u ∈ E(2X , T )
to the restriction u|X : X → X is an onto morphism of semigroups. As above, we
won’t distinguish between u ∈ 2X and u|X . Finally, we can describe more explicitly
u ◦ A as follows: it is the set of all x ∈ X for which we can find nets xλ ∈ A and
mλ ∈ Z such that limλ Tmλxλ = x and limλ Tmλ = u.
2.2. Basics in symbolic dynamics.
2.2.1. Words and subshifts. Let A be a finite set that we call alphabet. Elements
in A are called letters or symbols. The set of finite sequences or words of length
` ∈ N with letters in A is denoted by A`, the set of onesided sequences (xn)n∈N in
A is denoted by AN and the set of twosided sequences (xn)n∈Z in A is denoted by
AZ. Also, a word w = a1 · · · a` ∈ A` can be seen as an element of the free monoid
A∗ endowed with the operation of concatenation (and whose neutral element is 1,
the empty word). The integer ` is the length of w and is denoted by |w| = `. We
use the notation w(i,j] = ai+1ai+2 · · · aj for 0 ≤ i < j ≤ `. We write ≤p, ≤s and
v for the relations in A∗ of being prefix, suffix and subword, respectively. We also
write u <p v (resp. u <s v, u @ v) when u ≤p v (resp. u ≤s v, u v v) and u 6= v.
When u v v, we also say that u occurs in v. The word w ∈ A∗ is |u|-periodic,
with u ∈ A∗, if w v u∞ := uuu · · · . We define per : A∗ → N, where per(w) is the
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smallest p for which w is p-periodic. For W ⊆ A∗, we write 〈W〉 := minw∈W |w|
and |W | := maxw∈W |w|.
The shift map T : AZ → AZ is defined by T ((xn)n∈Z) = (xn+1)n∈Z. A subshift is
a topological dynamical system (X,T ) where X is a closed and T -invariant subset
of AZ (we consider the product topology in AZ) and T is the shift map. Classically
one identifies (X,T ) with X, so one says that X itself is a subshift. When we say
that a sequence in a subshift is periodic (resp. aperiodic), we implicitly mean that
this sequence is periodic (resp. aperiodic) for the action of the shift. For x ∈ AZ,
per(x) is the smallest p ≥ 1 for which x is p-periodic. The language of a subshift
X ⊆ AZ is the set L(X) of all words w ∈ A∗ that occur in some x ∈ X. We use
the notation L`(X), L≥`(X) for the sets of words w ∈ L(X) of length ` and length
at least `, respectively.
2.2.2. Morphisms and substitutions. Let A and B be finite alphabets and τ : A∗ →
B∗ be a morphism between the free monoids that they define. We say that τ is
erasing whenever there exists a ∈ A such that τ(a) is the empty word. Otherwise
we say it is non-erasing.
When τ is non-erasing it extends naturally to maps from AN to itself and from
AZ to itself in the obvious way by concatenation (in the case of a twosided sequence
we apply τ to positive and negative coordinates separately and we concatenate the
results at coordinate zero). We say that τ is primitive if for every a ∈ A, all letters
b ∈ B occur in τ(a). The minimum and maximum length of τ are, respectively, the
numbers 〈τ〉 := 〈τ(A)〉 = mina∈A |τ(a)| and |τ | := |τ(A)| = maxa∈A |τ(a)|.
We observe that any map τ : A → B∗ can be naturally extended to a morphism
(that we also denote by τ) from A∗ to B∗ by concatenation, and we use this conven-
tion throughout the document. So, from now on, all maps between finite alphabets
are considered to be morphisms between their free monoids.
Definition 2.1. Let X ⊆ AZ be a subshift and σ : A∗ → B∗ be a non-erasing
morphism. We say that y ∈ BZ is factorizable in (X,σ) if there exist x ∈ X, k ∈ Z
such that y = T kσ(x), and the pair (k, x) is a factorization over (X,σ) of y. If
moreover k ∈ [0, |σ(x0)|), (k, x) is a centered factorization. We say that (X,σ) is
recognizable if every y ∈ BZ has at most one centered factorization over (X,σ).
Remark 2.2. In the context of the previous definition:
(i) The point y ∈ BZ has a (centered) factorization over (X,σ) if, and only
if y belongs to the image subshift Y :=
⋃
n∈Z T
nσ(X) of (X,σ). Hence,
(X,σ) is recognizable if, and only if every y ∈ Y has a exactly one centered
factorization in (X,σ).
(ii) If (k, x) is a factorization of y over (X,σ), then (k + |σ(x[0,`))|, T `x) is a
factorization of y over (X,σ) for ` > 0 and (k − |σ(x[−`,0))|, T `x) is a fac-
torization over (X,σ) for ` < 0. Two elements in this class of factorizations
are said to be equivalent, and there is exactly one of them that is centered.
We will need the following lemma:
Lemma 2.3 ([BSTY19]). Let σ : A∗ → B∗ and τ : B∗ → C∗ be non-erasing mor-
phisms, X ⊆ AZ be a subshift and Y the image subshift of (X, τ). Then, (X, τ ◦σ)
is recognizable if, and only if (X,σ) and (Y, τ) are recognizable.
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2.2.3. S-adic subshifts. We recall the definition of a S-adic subshift as stated in
[BSTY19]. A directive sequence τ = (τn : A∗n+1 → A∗n)n≥0 is a sequence of mor-
phisms. From this point, we will only consider non-erasing morphisms.
For 0 ≤ n < N , we denote by τ[n,N) or τ[n,N−1], the morphism τn◦τn+1◦· · ·◦τN−1.
We say τ is everywhere growing if limN→+∞〈τ[0,N)〉 = +∞ and primitive if for any
n ∈ N there exists N > n such that τ[n,N) is primitive. Observe that τ is everywhere
growing if τ is primitive.
For n ∈ N, we define
X(n)τ =
{
x ∈ AZn : for all k ∈ N, x[−k,k] occurs in τ[n,N)(a) for some N > n and a ∈ AN
}
.
This set clearly defines a subshift that we call the nth level of the S-adic subshift
generated by τ . We set Xτ = X
(0)
τ and simply call it the S-adic subshift generated
by τ . If τ is everywhere growing, then every X
(n)
τ , n ∈ N, is non-empty; if τ
is primitive, then X
(n)
τ is minimal and non-empty for every n ∈ N. There are
non-primitive directive sequences that generate minimal subshifts.
The relation between levels of an S-adic subshift is given by the following lemma.
Lemma 2.4 ([BSTY19], Lemma 4.2). Let τ = (τn : A∗n+1 → A∗n)n≥0 be a direc-
tive sequence of morphisms. If 0 ≤ n < N and x ∈ X(n)τ , then there exists a
(centered) factorization in (X
(N)
τ , τ[n,N)). In particular, X
(n)
τ is the image subshift
of (X
(N)
τ , τ[n,N)).
We define the alphabet rank of a directive sequence τ as
AR(τ ) = lim inf
n→+∞ |An|.
A contraction of τ is a sequence τ˜ = (τ[nk,nk+1) : A∗nk+1 → A∗nk)k≥0, where
0 = n0 < n1 < n2 < . . . . Observe that any contraction of τ generates the same
S-adic subshift Xτ . When τ has finite alphabet rank, there exists a contraction
τ˜ = (τ[nk,nk+1) : A∗nk+1 → A∗nk)k≥0 of τ in which Ank has cardinality AR(τ ) for
every k ≥ 1.
3. Interpretations
In this section we introduce a finite version of the notion of factorization of a
sequence: the interpretation of a word. With this notion we are going to be able, in
Lemma 4.4 of Section 4, to produce recognizable pairs (X,σ) from non-recognizable
ones as subshifts of sequences of final segments of interpretations. From this, in
order to obtain a finite topological rank in Theorem 4.8, we need some control on
these final segments, which is provided by Proposition 3.9, the main result of this
section. To prove this key proposition, we follow a similar strategy to the one from
[EM20]: we introduce a notion of reduction of an interpretation (subsection 3.2), we
show that a set of interpretations without reduction have a nice structure (Lemma
3.8) and, finally, we argue that it is enough to focus on this kind of sets (proof of
Proposition 3.9).
3.1. Definitions. We fix a set W ⊆ A∗ of nonempty words over a finite alphabet
A.
If u, v, w ∈ A∗ are such that w = uv, then we write v = u−1w and u = wv−1.
The next definition comes from combinatorics of words.
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Definition 3.1. AnW-interpretation (or just interpretation if the context is clear)
of w = a1a2 · · · a|w| ∈ A∗ is a sequence I = w0, w1, . . . , wn, wn+1, n ≥ 2, of words
in A∗ such that
(1) w1, . . . , wn ∈ W, w0 <p w1, wn+1 <s wn,
(2) w = w−10 w1 · · ·wnw−1n+1.
An integer i ∈ [0, |w|] is a cut of I if there exists j ∈ [0, n] such that w(0,i] =
a1 · · · ai = w−10 w1 · · ·wj (here, we define w(0,i] = 1 for i = 0 and w−10 w1 · · ·wj = 1
for j = 0). We denote by cI the set of cuts of I. The initial and final segment
of I are in(I) = w(0,min cI ] and fi(I) = w(0,max cI ], respectively. If I is a set of
W-interpretations, then we use the notation in(I) = {in(I) : I ∈ I} and fi(I) =
{fi(I) : I ∈ I}.
Remark 3.2.
(i) Since n ≥ 2, the set of cuts cI is nonempty.
(ii) The lengths of the words in(I), fi(I) are cuts of I.
(iii) The words in(I), fi(I) are related by the equation fi(I) = in(I)w2 · · ·wn−1
if fi(I) 6= w and fi(I) = in(I)w2 · · ·wn if fi(I) = w, where we define
w2 · · ·wn−1 = 1 for n = 2.
Lemma 3.3. Let I = w0, . . . , wn+1 be an interpretation of w and w
′ = w(i,j] be a
subword of w such that cI ∩(i, j) is non-empty. Then, there exists an interpretation
J of w′ such that cJ = {r − i : r ∈ cI ∩ [i, j]}.
Proof. Let k = min(cI ∩ (i, j)), k′ = max(cI ∩ (i, j)) and l ≤ l′ be the unique
integers in [0, n] for which w(0,k] = w
−1
0 w1 · · ·wl, w(0,k′] = w−10 w1 · · ·wl′ holds. We
put u = wl(w(i,k])
−1. Since k′ < j ≤ |w|, we have l′ < n. Hence, we can define
v = wl′+1(w(k′,j])
−1.
We claim that J = u,wl, . . . , wl′+1, v is an W-interpretation of w′. Indeed, l <
l′+1 as l ≤ l′ and, from the definitions, we have uw′v = uw(i,j]v = wlw(k,k′]wl′+1 =
wl · · ·wl′+1. Also, u <p wl and v <s wl′+1 since i < k and k′ < j. This proves the
claim.
Let r ∈ cJ and m ∈ [l − 1, l′ + 1] the integer for which we have w′(0,r] =
u−1wl · · ·wm. Then, w(0,i+r] = w(0,i]w′(0,r] = w−10 w1 · · ·wm and i + r is a cut
of I which clearly belongs to [i, j]. Conversely, let r ∈ cI ∩ [i, j] and m ∈ [0, n]
be the integer for which w(0,r] = w
−1
0 w1 · · ·wm holds. We observe that from the
definition of k and k′ we have r ∈ [k−1, k′+ 1]. Hence, m ∈ [l−1, l′+ 1] and, since
w′(0,r−i] = (w(0,i])
−1w(0,r] = (w(0,i])−1(w
−1
0 w1 · · ·wm) = u−1wl · · ·wm, we conclude
that r − i ∈ cJ . This ends the proof. 
3.2. Reducible and irreducible sets of interpretations. If w ∈ A∗ and u, v ∈
W, we use the symbol Iu,v(w) to denote the set ofW-interpretations I = w0, w1, . . . , wn, wn+1
of w such that w1 = u, wn = v. We also define I(w) :=
⋃
u,v∈W Iu,v(w) and
I(W) := ⋃w∈W I(w).
Definition 3.4. Let w ∈ W, I ∈ I(w) and I ′ ∈ I(W). We say that I is equivalent
to I ′ if in(I) = in(I ′), and I reduces to I ′, written I ⇒ I ′, if |in(I ′)| < |in(I)| and
in(I) ∈ (in(I ′) ∪W ∪ ⋃
w′∈W;
|w′|<|w|
in(I(w′)))∗.
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If I ⊆ I(W) and either there exist two different and equivalent elements I, I ′ ∈ I
or there exist I ∈ I that reduces to some I ′ ∈ I(W), we say that I is reducible;
otherwise, it is irreducible.
Remark 3.5.
(1) There exist irreducible sets: if I ∈ I(W) is such that in(I) is of minimal
length, then I can’t have reductions and {I} is irreducible.
(2) If I ′ ⊆ I ⊆ I(W) and I ′ is reducible, then so is I.
Lemma 3.6. Let I ⊆ I(w) be an irreducible set and I, I ′ ∈ I be different elements
such that min cI ≤ min cI′ . Then, max cI < min cI′ .
Proof. By contradiction, suppose max(cI) ≥ min(cI′). We are going to show that
{I, I ′} is reducible, contradicting the hypothesis.
We write I = w0, . . . , wn+1, I
′ = w′0, . . . , w
′
m+1. First, we observe that if
min cI = min cI′ then in(I) = w(0,min cI ] = in(I
′), I is equivalent to I ′ and
{I, I ′} is reducible. Hence, min cI < min cI′ . Similarly, if max cI = min cI′ , then
in(I ′) = w(0,max cI ] = fi(I) ∈ (in(I) ∪W)∗ by (iii) of Remark 3.2, so that I reduces
to I ′ as |in(I)| = min cI < min cI′ = |in(I ′)|, and {I, I ′} is reducible again. Thus,
max cI > min cI′ . Summarizing,
(1) min cI′ ∈ (min cI ,max cI).
By (1), the set Λ = {i ∈ cI : i ≤ min cI′} is nonempty; let i be its maximum. By (1)
again, max cI is not in Λ. This implies that i < max cI . Hence, we can define j as
the successor of i in cI . Let k ∈ [0, n] be the integer for which w(0,j] = w−10 w1 · · ·wk
holds. Since i is the predecessor of j in cI , we have w(0,i] = w
−1
0 w1 · · ·wk−1 .
By the definition of i and j, we also have min cI′ ∈ [i, j). If min cI′ = i, then
fi(I ′) = w(0,i] = w
−1
0 w1 · · ·wk−1 = in(I)w2 · · ·wk−1 ∈ (in(I) ∪W)∗, I ′ reduces to I
and {I, I ′} is reducible. We suppose now min cI′ > i. Then, min cI′ ∈ (i, j) and we
can use Lemma 3.3 with w′ := w(i,j] = wk and I ′ to obtain an interpretation J of w′
such that cJ = {r−i : r ∈ cI′∩ [i, j]}. Since min cI′ ∈ [i, j), r := min cI′ = min(cI′∩
[i, j]) and r − i = min cJ . Hence, in(I ′) = w(0,r] = w(0,min cI ]w2 · · ·wk−1w(i,r] =
in(I)w2 · · ·wk−1in(J) and (since |w′| < |w| and |in(I)| < |in(I ′)|) I ′ reduces to I.
Thus, {I, I ′} is reducible. 
3.3. Generators for the set of final segments. The following lemma is a “re-
versed” version of Lemma 4.4 of [EM20]. Here, ∞q is the left infinite word · · · qqq.
Lemma 3.7. Let u, v, w ∈ A∗, |w| = c1 > c2 > · · · > cs ≥ c′1 > c′2 ≥ 0 such that
w(0,cl] ≤s v for all l ∈ [1, s] and w(c′l,|w|] ≤p u for all l ∈ [1, 2]. Let q ∈ A∗ be the
shortest word such that w ≤s ∞q. Then, cl = |w| mod |q| for all l ∈ [1, s]. In
particular, there exists r(l) ∈ N such that w(cl,c1] = qr(l) for l ∈ [1, s].
The set of words W is `-left proper if there exists u ∈ A` such that u ≤p w for
every w ∈ W.
Lemma 3.8. Suppose that W is `-left proper, let w, u, v ∈ W and I ⊆ Iu,v(w) be
an irreducible set. Then, there exist V ⊆ A∗ such that
(i) in(I) ⊆ V∗,
(ii) #V ≤ 4,
(iii) 〈V〉 ≥ min per({z v w : |z| ≥ `}).
On symbolic factors of S-adic subshift of finite alphabet rank 9
Proof. We start by noting that |in(I)| ≥ min per({z v w : |z| ≥ `}) for any I ∈ I.
Indeed, if x ∈ A` is such that x ≤p y for all y ∈ W and I ∈ I, then x is a
prefix of w and x(0,min(|w|−|in(I)|,`)] is a prefix of w(|in(I)|,|w|]. Hence, x = w(0,`] is
|in(I)|-periodic and we obtain the desired conclusion.
Now, if #I ≤ 4 then, by the previous observation, we can simply put V := in(I).
Thus, we suppose #I ≥ 5. Let I1, . . . , Is be all the elements of I sorted so that
|in(I l)| ≤ |in(I l+1)|. Let il = min cIl , jl = max cIl . By Lemma 3.6, we have
(2) i1 ≤ j1 < i2 ≤ j2 < i3 ≤ · · · < is ≤ js.
Also, from the definition of Iu,v(w), we have
(3) w(0,il] ≤s u, ∀l ∈ [1, s], w(jl,is] ≤p v, ∀l ∈ [1, s− 1].
By (2) and (3), we can use Lemma 3.7 with w(0,is], cl := il for l ∈ [3, s] and
c′l := jl for l ∈ [1, 2], to conclude that there exist q ∈ A∗ and r(l) ∈ N such that
w(0,is] ≤s ∞q and w(il,is] = qr(l) for l ∈ [3, s]. We put V = {in(I1), in(I2), in(I3), q}.
Then, for l ∈ [3, s], we have in(I l) = w(0,i3]w(i3,il] = in(I3)qr(3)−r(l) ∈ V∗ and (i)
holds. Clearly, #V ≤ 4 so we also have (ii). By the observation at the beginning
of the proof, it only left to show that |q| ≥ min per({z v w : |z| ≥ `}) =: p.
Let x = w(0,`]. If ` ≤ |in(Is)|, then x ≤p w(0,is] ≤s ∞q and |q| ≥ per(x) ≥ p
as desired. Now we suppose ` > in(Is). Then, since W is `-left proper, we have
w(i3,`] ≤p x and w(i4,`] ≤p x. Hence, w(i3,`] ≤p (w(i3,i4])∞ = (qr(3)−r(4))∞ = q∞
and x = w(0,`] ≤p w(0,i3]q∞ v q∞, where in the last step we used that w(0,i3] =
w(0,is](w(i3,is])
−1 ≤s (∞q)q−r(3) = ∞q. Thus, |q| ≥ per(x) ≥ p. This proves (iii)
and the lemma. 
The following proposition is the main result of this section. It says that the set
of final segments fi(I(W)) is generated by a good set of words V. Here, “good”
means that, despite V has few elements, the words in V are long wheneverW has no
words that are too periodic (and this will be the case when we deal with aperiodic
subshifts in the next section).
Proposition 3.9. Let W ⊆ A∗ be a set of nonempty words that is `-left proper.
Then, there exists V ⊆ A∗ such that:
(i) fi(I) ∈ V∗ for all I ∈ I(W),
(ii) #V ≤ 5#W3,
(iii) 〈V〉 ≥ min per({z ∈ A∗ : z v w for some w ∈ W and |z| ≥ `}).
Proof. For u, v, w ∈ W, let Iu,v,w be an irreducible subset of Iu,v(w) of maximal
size, and Vu,v,w ⊆ A∗ be the set given by Lemma 3.8 when it is applied to Iu,v,w.
We put
V =W ∪
⋃
u,v,w∈W
Vu,v,w.
Then, (ii) and (iii) of Lemma 3.8 gives (ii) and (iii) of this lemma, respectively.
Let I ∈ Iu,v(w) be any element of I(W) and consider a sequence of reductions
I =: I0 ⇒ I1 ⇒ · · · ⇒ IhI starting with I such that hI is as big as possible. We
say that hI is the height of I. Since |in(I0)| > |in(I1)| > . . . , hI is at most |W|. To
prove (i), we argue by induction on dI := |w|+ hI .
If hI = 0, then I has no reduction and the maximality of Iu,v,w implies that I is
equivalent to some I ′ ∈ Iu,v,w. Hence, by (iii) of Remark 3.2 and (i) of Lemma 3.8,
we have fi(I) ∈ (in(I) ∪W)∗ = (in(I ′) ∪W)∗ ⊆ (Vu,v,w ∪W)∗ ⊆ V∗. Now suppose
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hI > 0 and that fi(I
′) ∈ V∗ for all I ′ ∈ I(w′) with dI′ < dI ; in particular, for all I ′
with either |w′| < |w| or hI′ < hI . Clearly, hI1 < hI , so, we can write
in(I) ∈
(
in(I1)∪W∪
⋃
w′∈W;|w′|<|w|
in(I(w′))
)∗
⊆
(
V∗∪V ∪
⋃
w′∈W;|w′|<|w|
V
)∗
⊆ V∗.
Thus, fi(I) ∈ (in(I) ∪W)∗ ⊆ V∗ by (iii) of Remark 3.2. This proves the inductive
step and, hence, the lemma. 
4. Recognizability
In this section we prove the first main result of this article: Theorem 1.3. We
start by building recognizable codings with controlled alphabet size (Proposition
4.3). Then, in subsection 4.2 we state some combinatorial lemmas to build directive
sequences from pairs (X,σ). Finally, in subsection 4.3 we combine the previous
elements to prove Theorem 1.3.
4.1. Building recognizable codings. We fix a morphism σ : A∗ → B∗. For
y ∈ BZ, we define
Pσ(y) =
{
(k, v) ∈ Z× σ(A) : ∃u ∈ σ(A)∗ such that |u| ≥ |σ| and y(k−|u|,k+|v|] = uv
}
.
Definition 4.1. A σ-critical pair (or just critical pair if the context is clear) for
y ∈ BZ is a tuple (k, v) ∈ Pσ(y) such that whenever (k′, v′) ∈ Pσ(y) satisfies
(k′, k′ + |v′|] ⊇ (k, k + |v|], then k = k′ and v = v′. We write CPσ(y) to denote the
set of critical pairs of y.
In the following lemma, I(σ(A)) is the set of all σ(A)-interpretations I that
interprets some word w ∈ σ(A).
Lemma 4.2. Let Y be the image subshift of (X,σ) and y ∈ Y .
(i) If (k, v), (k, v′) ∈ CPσ(y), then v = v′.
(ii) For every i ∈ Z we can find (k, v) ∈ CPσ(y) with i ∈ (k, k + |v|].
(iii) There exists a sequence ((ki, vi))i∈Z such that CPσ(y) = {(ki, vi) : i ∈ Z},
ki < ki+1, min{i ∈ Z : ki ≥ 0} = 1, and y(ki,ki+1] ∈ fi(I(σ(A))) for i ∈ Z.
(iv) If y′ ∈ Y and y′[−4|σ|,4|σ|] = y[−4|σ|,4|σ|], then
{(k, v) ∈ CPσ(y) : |k| ≤ |σ|} = {(k, v) ∈ CPσ(y′) : |k| ≤ |σ|}.
Proof.
(i) Without loss of generality, we can suppose |v| ≤ |v′|. Then, (k, k + |v′|] ⊇
(k, k + |v|] and, since (k, v) is critic, we have v = v′.
(ii) Let i ∈ Z. Since Y is the image subshift of (X,σ), y has a factorization over
(X,σ). Hence, we can find (k, v) ∈ Pσ(y) such that i ∈ (k, k + |v|]. Between
all the pairs (k, v) like this, we choose one such that v is of maximal length.
We are going to show that this pair is critic. Let (k′, v′) ∈ Pσ(y) such that
(k′, k′ + |v′|] ⊇ (k, k + |v|]. Then, i ∈ (k′, k′ + |v′|] and the maximality of
|v| implies |v′| ≤ |v|. Thus, (k′, k′ + |v′|] = (k, k + |v|] and k = k′, v = v′.
(iii) By (ii) of this lemma, the sets CPσ(y)∩[0,∞), CPσ(y)∩(−∞, 0] are infinite.
Thus, there exists a sequence ((ki, vi))i∈Z with no repeated elements such
that CPσ(y) = {(ki, vi) : i ∈ Z}, ki ≤ ki+1 for every i ∈ Z and min{i ∈ Z :
ki ≥ 0} = 1. Moreover, by (i) of this lemma, ki < ki+1. It left to prove
y(ki,ki+1] ∈ in(I(σ(A))).
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First we claim that ki+1 ≤ ki + |vi| < ki+1 + |vi+1|. Indeed, using (ii) of
this lemma with position ki + |vi|+ 1 we get a critical pair (k, v) ∈ CPσ(y)
such that ki + |vi| + 1 ∈ (k, k + |v|]. If k > ki, then, since (ki+1, vi+1) is
the successor of (ki, vi) in CPσ(y), we have ki+1 ≤ k ≤ ki + |vi| and the
first inequality is proved. If k ≤ ki, then (ki, ki + |vi|] ⊆ (k, k + |v|] and,
being (ki, vi) a critical pair, we conclude that (ki, ki + |vi|] = (k, k + |v|] 3
ki + |vi|+ 1, which is a contradiction. Hence, ki+1 ≤ ki + |vi|. To prove the
other inequality, we note that if ki + |vi| ≥ ki+1 + |vi+1|, then [ki+1, ki+1 +
|vi+1|] ⊆ [ki, ki+ |vi|] and (ki+1, vi+1) = (ki, vi) since (ki+1, vi+1) is critical,
which is a contradiction.
Now, since (ki+1, vi+1) ∈ Pσ(y), we can find u ∈ σ(A)∗ such that
(4) y(ki+1−|u|,ki+1+|vi+1|] = uvi+1
and u ≥ |σ|. Observe that, by the claim, ki+1 − |u| ≤ ki+1 − |vi| ≤ ki,
so, [ki, ki + |vi|] ⊆ (ki+1 − |u|, ki+1 + |vi+1|]. This last inclusion implies
that equation (4) defines a σ(A)-interpretation of y(ki,ki+|vi|]. Moreover,
fi(I) = y(ki,ki+1] since ki+1 ∈ [ki, ki+ |vi|]. Being I a σ(A)-interpretation of
y(ki,ki+|vi|] = vi ∈ σ(A), we conclude that I ∈ I(σ(A)) and the proof ends.
(iv) It is clear that to decide if a pair (k, v) belongs to Pσ(y) we only have to
look at y[k−2|σ|,k+2|σ|]. Thus, since y′[−4|σ|,4|σ|] = y[−4|σ|,4|σ|], we have
(5) {(k, v) ∈ Pσ(y) : |k| ≤ 2|σ|} = {(k, v) ∈ Pσ(y′) : |k| ≤ 2|σ|} .
We are going to prove that in (iv), the left side is included in the right side;
the other inclusion is symmetric. Let (k, v) ∈ CPσ(y) with |k| ≤ |σ| and
(k′, v′) ∈ Pσ(y′) such that [k′, k′ + |v′|] ⊇ [k, k + |v|]. The last inclusion
implies that |k′−k| ≤ |σ|, so that |k′| ≤ 2|σ|. Then, by (5), (k′, v′) belongs
to Pσ(y) and, being (k, v) a critical pair for y, we conclude that k
′ = k and
v′ = v. This proves that (k, v) ∈ CPσ(y′) and the lemma.

The next proposition allow us to build recognizable pairs (Z, τ) from non neces-
sarily recognizable ones.
Proposition 4.3. Let Y be the image subshift of (X,σ). Suppose that Y is
aperiodic and σ(A) is `-left proper. Then, there exists a morphism τ : C∗ → B∗ and
a subshift Z ⊆ CZ such that
(i) Y is the image subshift of (Z, τ),
(ii) (Z, τ) is recognizable,
(iii) #C ≤ 5#A3.
(iv) 〈τ〉 ≥ min per({z ∈ A∗ : z v w for some w ∈ σ(A) and |z| ≥ `}).
The proof of Proposition 4.3 has two parts: first, in the following lemma, we
build recognizable codings of Y as sequences of final segments of interpretations of
I(W). Then, we lower its alphabet size with aid of Proposition 3.9.
A codification of a finite set V ⊆ A∗ is a morphism τ : {1, . . . ,#V}∗ → A∗ such
that τ({1, . . . ,#V}) = V.
Lemma 4.4. Let Y be the image subshift of (X,σ) and τ˜ : C˜∗ → B∗ be a codifi-
cation of fi(I(σ(A))). Suppose that Y is aperiodic. Then, there exists a subshift
Z˜ ⊆ C˜Z such that
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(i) Y is the image subshift of (Z˜, τ˜),
(ii) (Z˜, τ˜) is recognizable.
Proof. We define the function ψ : Y → C˜Z as follows: if y ∈ Y , let ((ki, vi))i∈Z be
the sequence that (iii) of Lemma 4.2 gives when it is applied with σ and y and put
ψ(y) = (τ˜−1(y(ki,ki+1]))i∈Z ∈ C˜Z. By (iii) of Lemma 4.2, y(ki,ki+1] ∈ fi(I(σ(A)))
and ψ is well defined. Observe that
(i) If y[−4|σ|,4|σ|] = y′[−4|σ|,4|σ|], then ψ(y)0 = ψ(y
′)0,
(ii) τ˜(ψ(y)) = T k0+1y,
(iii) T jψ(y) = ψ(T ky) for j ∈ Z and k ∈ (kj , kj+1].
Indeed, from (ii) of Lemma 4.2 we see that |k0|, |k1| ≤ |σ| and, by (iv) of the same
lemma, we obtain (i). To prove (ii) we compute:
τ˜(ψ(y)) = τ˜( · · · τ˜−1(y(k−1,k0]).τ˜−1(y(k0,k1]) · · · ) = · · · y(k−1,k0].y(k0,k1] · · · = T k0+1y.
Finally, for (iii) we write
T jψ(y) = · · · τ˜−1(y(kj−1,kj ]).τ˜−1(y(kj ,kj+1]) · · · = ψ(T ky) whenever k ∈ (kj , kj+1].
Then, (i) implies that ψ is continuous and, therefore, Z˜ := ψ(Y ) is closed in C˜Z.
Moreover, by (iii), Z˜ is also shift-invariant and, so, it is a subshift. Also, using (ii)
we see that Y is the image subshift of (Z˜, τ˜).
It left to prove that (Z˜, τ˜) is recognizable. Let y ∈ Y . First we observe
that (ψ(y),−(k0 + 1)) is a centered τ˜ -factorization of y in (Z˜, τ˜). Indeed, y =
T−(k0+1)τ˜(ψ(y)) by (ii) and −(k0 +1) ∈ [0, k1−k0) = [0, |y(k0,k1]|) = [0, |τ˜(ψ(y)0)|).
Let (z, n) be another centered τ˜ -factorization of y in (Z˜, τ˜). Since z ∈ Z˜, there ex-
ists y′ ∈ Y such that ψ(y′) = z. Hence, by (ii) again,
(6) y = Tnτ˜(ψ(y′)) = Tn+k
′
0+1y′,
where ((k′i, v
′
i))i∈Z is the associated sequence for y
′. Let j ∈ Z be the unique integer
for which n+ k′0 + 1 ∈ (k′j , k′j+1] holds. Using (iii), we deduce from (6) that
(7) ψ(y) = T j(ψ(y′)) = T jz.
Then, τ˜(z) = τ˜(T−jψ(y)) = T ξ τ˜(ψ(y)), where ξ = |τ˜(ψ(y)[0,−j))| if −j ≥ 0
and ξ = |τ˜(ψ(y)[−j,0))| if −j < 0. We deduce Tn+ξ τ˜(ψ(y)) = Tnτ˜(z) = y =
T−(k0+1)τ˜(ψ(y)) and n + ξ = −(k0 + 1) since Y is aperiodic. Using that (z, n) is
centered and (7), we obtain n ∈ [0, |τ˜(z0)|) = [0, |τ˜(ψ(y)−j)|) and, therefore, n+ξ ∈
[|τ˜(ψ(y)[0,−j))|, |τ˜(ψ(y)[0,−j])|) if −j ≥ 0 and n+ξ ∈ [|τ˜(ψ(y)[−j,0))|, |τ˜(ψ(y)(−j,0))|)
if −j < 0. But being (ψ(y),−(k0 + 1)) centered, we have n + ξ = −(k0 + 1) ∈
[0, |τ˜(ψ(y)0)|), so, by the previous inclusions, we must have j = 0. This im-
plies that z = ψ(y) and n = −(k0 + 1). In other words, the factorizations (z, n),
(ψ(y),−(k0 + 1)) are equal and (Z˜, τ˜) is recognizable. This ends the proof. 
Proof of Proposition 4.3. Let τ˜ : C˜∗ → B∗ a codification of fi(I(σ(A))) and Z˜ the
subshift that Lemma 4.4 gives. Also, let V ⊆ B∗ the set that Proposition 3.9
gives when it is applied to σ(A)-interpretations and τ : C∗ → B∗ a codification
of V. Then, by (i) of the same proposition, for every w ∈ fi(σ(A)) we can find
w1, . . . , wk ∈ V such that w = w1 · · ·wk. Thus, there exists a (usually non-unique)
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morphism η : C˜∗ → C∗ such that the following diagram commutes:
C˜∗ C∗
B∗
η
τ˜
τ
Let Z be the image subshift of (Z˜, η). From the diagram it is clear that Y is the
image subshift of (Z, τ). Items (iii) and (iv) follows directly from (ii) and (iii) in
Proposition 3.9, respectively. Finally, the recognizability of (Z, τ) follows from the
recognizability of (Z˜, τ˜) and Lemma 2.3. 
A pair (X,σ) is recognizable with constant C ∈ N if for every y, y′ in the image
subshift Y of (X,σ) and factorizations (x, k), (x′, k′) of y, y′, respectively, we have
(x0, k) = (x
′
0, k
′) whenever y[−C,C] = y′[−C,C]. By compacity, every recognizable pair
(X,σ) has a finite recognizable constant. A byproduct of the proof of the previous
proposition is a method to lower the recognizable constant of a recognizable pair
(X,σ). Indeed, if we use Proposition 4.3 on a recognizable pair (X,σ), then the
obtained recognizable pair (Z, τ) has recognizability constant 4|σ|. In particular,
it is proportional to |σ|. This may be useful in works where the recognizability
constant plays a crucial role on the final estimates of the quantities of interest (as
in [DL18], for example).
4.2. Combinatorial lemmas for building directive sequences. We will need
some lemmas to build directive sequences. The first lemma of this subsection is
useful to build proper codings. The second gives the naturally inherited S-adic
structure of a symbolic factor of an S-adic subshift mentioned in the introduction.
The last one is a sufficient condition for having finite topological rank.
Lemma 4.5. Let Y be the image subshift of (X, τ), with τ : A∗ → B∗, and suppose
there exists ` ∈ N such that every word u ∈ L`(Y ) occurs in every word v ∈
L〈τ〉/2(Y ). Then, there exist a morphism τ˜ : A˜∗ → B∗ and a subshift X˜ ⊆ A˜Z such
that
(i) Y is the image subshift of (X˜, τ˜) and A˜ ⊆ L(X˜),
(ii) τ˜(A˜) is `-left proper,
(iii) #A˜ ≤ #A2,
(iv) 〈τ˜〉 ∈ [〈τ〉/2, 3|τ |/2].
Proof. Recall that L2(X) is the set of all words ab ∈ A2 of length 2 that occur
in some x ∈ X. Let A˜ = {1, . . . ,#L2(X)}, φ : L2(X) → A˜ any bijection and
X˜ = {(φ(x[i,i+1]))i∈Z : x ∈ X} ⊆ A˜Z. Then, φ : X → X˜, x 7→ (φ(x[i,i+1]))i∈Z is a
conjugacy. We fix u ∈ L`(Y ). From the hypothesis we can find, for every a ∈ A, an
integer ia ∈ [0, 〈τ〉/2) such that u = τ(a)(ia,ia+`]. Finally, we define the morphism
τ˜ : A˜∗ → B∗ as follows: if k = φ(ab), with a, b ∈ A, then τ˜(k) = τ(ab)(ia,|τ(a)|+ib].
Then, (ii), (iii) and (iv) follows directly from the definitions. Also, A˜ = φ(L2(X)) ⊆
L(X˜). Finally, we observe that τ(x) = T−ix0 τ˜(φ(x)) if x ∈ X, so,
Y =
⋃
n∈Z
Tnτ(X) =
⋃
n∈Z
Tn
⋃
a∈A
T−ia τ˜(φ(X)) =
⋃
n∈Z
Tnτ˜(X˜)
and we have (i). 
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Lemma 4.6. Let pi : (X,T ) → (Y, T ) be a factor map, where X is given by an
everywhere growing and proper directive sequence σ = (σn : An+1 → An)n≥0.
Then, Y is generated by an everywhere growing and proper directive sequence τ of
alphabet rank equal to AR(σ). Moreover, τ has the form (τ, σn, σn+1, . . . ) for some
n ∈ N and morphism τ : A∗n → B∗, X(1)τ = X(n)τ and τ(x) = pi(σ0(x)) if x ∈ X(n)σ .
Proof. Let B be the alphabet of Y and φ : A2r+10 → B, r ≥ 0, a local function for
pi, this is pi(x) = (φ(x[i−r,i+r]))i∈Z for x ∈ X. Since σ is everywhere growing and
proper, we can find a big integer n ∈ N and u, v ∈ Ar+10 such that σ[0,n)(a) starts
with u and ends with v for all a ∈ An. Let τ : A∗n → B∗ be the morphism defined by
τ(a) = φ(vσ[0,n)(a)u), and put τ = (τ, σn, σn+1, . . . ). From the definitions we have
X
(n)
σ = X
(1)
τ . Note that τ is proper. Indeed, τ(a) starts with φ(vu[1,r+1)) ∈ A0
and ends with φ(v(1,r+1]u) ∈ A0 for every a ∈ An. From this it is clear that
τ(x) = pi(σ[0,n)(x)) if x ∈ X(n)σ . Thus, pi(σ[0,n)(X(n)σ )) = τ(X(n)σ ) = τ(X(1)τ ).
Hence,
Y = pi(X) =
⋃
k∈Z
T kpi(σ[0,n)(X
(n)
σ )) =
⋃
k∈Z
T kτ(X(1)τ ) = Xτ .
Since τ is clearly everywhere growing, the proof is complete. 
Lemma 4.7 ([DDMP20]). Let (X,T ) be a minimal subshift of alphabet A. Then
its topological rank is bounded from above by K(X)2, where
K(X) = lim
k→∞
min {#W :W ⊂ L≥k(X) and W is recognizable in X}
Here, W is recognizable in X if for some codification τ : B∗ → A∗ of W and
subshift Y ⊆ BZ we have that X is the image subshift of the recognizable pair
(Y, τ). Hence,
K(X) = lim
k→∞
min
{
#B : X is the image subshift of a
recognizable pair (Z, τ), with Z ⊆ BZ and 〈τ〉 ≥ k}
4.3. Main results on topological rank. Now we prove the first main result of
this article: Theorem 4.8. As a consequence of it, we answer affirmatively Question
1.2 in Corollary 4.9.
Theorem 4.8. Let (X,T ) be an aperiodic minimal S-adic subshift generated by
the everywhere growing directive sequence σ = (σn : An+1 → An)n≥0. Then, we
can find a proper, primitive and recognizable directive sequence τ of finite alphabet
rank that generates X. Equivalently, (X,T ) has finite topological rank.
Proof. Let k ∈ N. We are going to show that X is the image subshift of a recogniz-
able pair (Z, τ) such that Z ⊆ BZ, #B ≤ 5AR(σ)6 and 〈τ〉 ≥ k. This and Lemma
4.7 imply that (X,T ) has finite topological rank.
Up to a contraction, we can suppose that #An = AR(σ) for all n ≥ 1. Since σ
is everywhere growing and (X,T ) minimal, we can find, for each ` ∈ N, an integer
n` ≥ 1 such that every word u ∈ L`(X) appears in every word v ∈ L≥〈σ[0,n`)〉/2(X).
Then, we can use Lemma 4.5 with (X
(n`)
σ , σ[0,n`)) and ` to find a morphism τ˜` : A˜∗` →
A∗0 and a subshift X˜` ⊆ A˜Z` such that
(i) X is the image subshift of (X˜`, τ˜`) and A˜` ⊆ L(X˜),
(ii) τ˜`(A˜`) is `-left proper,
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(iii) #A˜` ≤ #A2n = AR(σ)2,
(iv) 〈τ˜`〉 ≥ 〈σ[0,n`)〉/2.
We define p(`) = min per({z v w : w ∈ τ˜`(A˜`) and |z| ≥ `}) and claim that lim sup`→∞ p(`) =
+∞. Indeed, if this is not true, we can find L > 0 and, for every ` ∈ N, words
z` v w` with w` ∈ τ˜`(A˜`), |z`| ≥ ` and per(z`) ≤ L. Let a ∈ A0 be any letter
and x` =
∞az`(0,b`/2c].z
`
(b`/2c,`]a
∞ ∈ AZ0 . By compactness, x`m converges to a point
x ∈ AZ0 for some subsequence (`m)m. Then, per(x) ≤ L and x is periodic. But,
since every letter of A˜` appears in X˜` and Y is the image subshift of (X˜`, τ˜`), we
have w` ∈ L(X) and, hence, x ∈ X, contradicting the aperiodicity hypothesis. This
proves the claim.
Now, we can find ` ∈ N such that p(`) ≥ k. Since τ˜`(A˜`) is `-left proper, we can
use Proposition 4.3 with (X˜`, τ˜`) to obtain a morphism τ : C∗ → A∗0 and a subshift
Z ⊆ CZ such that
(i) X is the image subshift of (Z, τ),
(ii) (Z, τ) is recognizable,
(iii) #C ≤ 5(AR(σ)2)3 = 5AR(σ)6,
(iv) 〈τ〉 ≥ min per({z v w : w ∈ τ˜(A˜`) and |z| ≥ `} = p(`) ≥ k.
Thus, K(X) ≤ 5AR(σ)6 and Lemma 4.7 implies that the topological rank of (X,T )
is finite. 
Corollary 4.9. Let pi : (X,T )→ (Y, T ) be a factor between aperiodic and minimal
subshifts, with (X,T ) of finite topological rank. Then, (Y, T ) has finite topological
rank.
Proof. By Theorem 1.1, X is generated by a primitive and proper directive sequence
of finite alphabet rank. In particular, it is everywhere growing. Then, we can use
Lemma 4.6 to deduce that Y is generated by an everywhere growing directive
sequence. By Theorem 4.8, we conclude that (Y, T ) has finite topological rank. 
5. Fibers of symbolic factors
Investigating further the consequences of the restricted word combinatorics of
S-adic subshifts, we are able to prove, in Theorem 5.4, a generic behavior of the
fibers of factor maps between this kind of systems. More precisely, we prove that,
up to a meagre set, all fibers have the same finite cardinality. We also obtain, as a
consequence, an almost coalescence property in Corollary 5.5.
5.1. A topological lemma. The following result is classical.
Lemma 5.1 ([Aus88]). Let pi : X → Y be a continuous map between compact
metric spaces. Then pi−1 : Y → 2X is continuous at every point of a residual subset
of Y .
In the next lemma we give a sufficient condition for a factor map pi to be almost
k-to-1. Recall that E(X,T ) stands for the Ellis semigroup of (X,T ).
Lemma 5.2. Let pi : (X,T )→ (Y, T ) be a factor map between topological dynam-
ical systems, with (Y, T ) minimal, and K ≥ 1 an integer. Suppose that for every
y ∈ Y there exists u ∈ E(2X , T ) such that #u ◦ pi−1(y) ≤ K. Then, pi is almost
k-to-1 for some k ≤ K.
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Proof. First, we observe that by the description of u◦A in terms of nets at the end
of subsection 2.1, we have
(8) #u ◦A ≤ #A, ∀u ∈ E(2X , T ), A ∈ 2X .
Now, by the previous lemma, there exists a residual set Y˜ ⊆ Y of continuity points
for pi−1. Let y, y′ ∈ Y˜ be arbitrary. Since Y is minimal, there exists a sequence
(n`)` such that lim` T
n`y = y′. If w ∈ E(2X , T ) is the limit of a convergent subnet
of (Tn`)`, then wy = y
′. By the continuity of pi−1 at y′ and (8), we have
#pi−1(y′) = #pi−1(wy) = #w ◦ pi−1(y) ≤ #pi−1(y).
We deduce, by symmetry, that #pi−1(y′) = #pi−1(y). Hence, k := pi−1(y) does not
depend on the chosen y ∈ Y˜ . To end the proof, we have to show that k ≤ K. We
fix y ∈ Y˜ and take, from the hypothesis, u ∈ E(2X , T ) such that #u ◦pi−1(y) ≤ K.
As above, from the minimality we can find v ∈ E(2X , T ) such that vuy = y. Then,
by the continuity of pi−1 at y and (8),
k = #pi−1(y) = #pi−1(vuy) = #(vu) ◦ pi−1(y) ≤ #u ◦ pi−1(y) ≤ K.

5.2. A combinatorial lemma.
We need a well-known result from word combinatorics. We follow the presenta-
tion of [RS97]. Let w ∈ A∗ be a non-empty word. We say that p is a local period
of w at the position |u|, if w = uv, with u, v 6= 1, and there exists a word z, with
|z| = p, such that one of the following conditions holds for some words u′ and v′:
(i) u = u′z and v = zv′;
(ii) z = u′u and v = zv′;
(iii) u = u′z and z = vv′;
(iv) z = u′u = vv′.
(9)
Further, the local period of w at the position |u|, in symbols per(w, u), is defined as
the smallest local period of w at the position u. It follows directly from (9) that
per(w, u) ≤ per(w).
Figure 1. The illustration of a local period.
Theorem 5.3 (Critical Factorization Theorem). Each non-empty word w ∈ A∗,
with |w| ≥ 2, possesses at least one factorization w = uv, with u, v 6= 1, which is
critical, i.e., per(w) = per(w, u).
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5.3. Main result on fibers of symbolic factors.
Let (k, x) be a factorization of y in (X,σ). The jth cut of (k, x) is
cj =
{
k + |σ(x[0,j))| if j ≥ 0;
k + |σ(x[j,0))| if j < 0.
Observe that y(cj ,cj+1] = σ(xj). The symbol of (k, x) that covers position i ∈ Z of
y is the unique pair (cj , xj) such that i ∈ (cj , cj+1]. Let dist(x, y) = exp(− inf{k ∈
N : x[−k,k] 6= y[−k,k]}) be the usual distance in a subshift.
Theorem 5.4. Let pi : (X,T ) → (Y, T ) be a factor between subshifts, with (Y, T )
minimal and aperiodic. Suppose that X is generated by a proper and everywhere
growing directive sequence σ of alphabet rank K. Then, pi is almost k-to-1 for
some k ≤ K.
Proof. Let σ = (σn : An+1 → An)n∈N be the directive sequence ofX. Using Lemma
4.6 (and doing a contraction, if needed) we can suppose that Y is generated by an
everywhere growing directive sequence τ = (τ, σ1, σ2, . . . ), where τ : A∗1 → B∗,
τ(x) = pi(σ0(x)) if x ∈ X(1)τ = X(1)τ and #An = K for every n ≥ 1. We use
the notation τ[0,n) = τσ[1,n). We are going to show that the sufficient condition of
Lemma 5.2 holds.
For y ∈ Y and n ≥ 1, let Fn(y) be the set of factorizations of y in (Y (n)τ , τ[0,n)).
Claim. There exists `n ∈ Z and Gn ⊆ Z × Bn+1 with at most K elements such
that if (k, x) ∈ Fn(y), then the symbol of (k, x) that covers position `n of y is in
Gn.
Proof. By compacity and aperiodicity of Y , there exists a big integer L ∈ N such
that min per(L≥L(Y )) > |τ[0,n)|. If the claim does not hold, then, for every ` ∈ [0, L)
we can find K + 1 factorizations (x, k) of y in (Y
(n)
τ , τ[0,n)) such that their symbols
that cover the position ` of y are all different. Then, since #τ[0,n)(An+1) ≤ K,
we can use the Pigeon Principle to find two of such factorizations, say (k, x) and
(k′, x′), such that if (c, a) and (c′, a′) are their symbols that cover the position ` of y
then a = a′ and c < c′. Hence, y(c,c+|τ[0,n)(a)|] = τ[0,n)(a) = y(c′,c′+|τ[0,n)(a)|] and the
word y(c,c′+|τ[0,n)(a)|] is (c
′ − c)-periodic. Since ` ∈ (c′, c + |τ[0,n)(a)|), this implies
that the local period of y[0,L) at ` is at most c
′ − c ≤ |τ[0,n)|. But, by Theorem
5.3, min per(L≥L(Y )) ≤ per(y[0,L)) = per(y[0,L), y[0,`)) ≤ |τ[0,n)| for some ` ∈ [0, L).
This contradicts the definition of L and the claim is proved. 
We choose F˜n(y) ⊆ Fn(y) such that #F˜n(y) = #Gn and Gn is the set of
symbols of factorizations (k, x) ∈ F˜n(y) that cover the position `n of y. Let
z ∈ pi−1(y) and (k, x) be a factorization of z over (X(n)σ , σ[0,n)). Then, T kτ[0,n)(x) =
T kpi(σ[0,n)(x)) = pi(z) = y and (k, x) is a factorization of y over (Y
(n)
τ , τ[0,n)). Thus,
we can find (k′, x′) ∈ F˜n(y) such that the symbols of (k, x) and (k′, x′) that cover
the position `n of y are the same; let (m, a) be this common symbol. Since σ is
proper, we have
z[m−〈σ[0,n−1)〉,m+|σ[0,n)(a)|+〈σ[0,n−1)〉] = z
′
[m−〈σ[0,n−1)〉,m+|σ[0,n)(a)|+〈σ[0,n−1)〉],
where z′ = T k
′
σ[0,n)(x
′) ∈ X is the point that (k′, x′) factorize in (X(n)σ , σ[0,n)).
Then, as `n ∈ (m,m+ |σ[0,n)(a)|],
z(`n−〈σ[0,n−1)〉,`n+〈σ[0,n−1)〉] = z
′
(`n−〈σ[0,n−1)〉,`n+〈σ[0,n−1)〉].
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Thus, dist(T `nz, T `nPn(y)) ≤ exp(−〈σ[0,n−1)〉), where Pn(y) ⊆ pi−1(y) is the set of
all points T k
′′
σ[0,n)(x
′′) ∈ X such that (k′′, x′′) ∈ F˜n(y). Thus, dHausdorff(T `npi−1(y), T `nPn(y))
converges to zero as n goes to infinity. Taking an appropriate convergent subnet
u of (T `n)n∈N we obtain #u ◦ pi−1(y) ≤ supn∈N #Gn ≤ K. Since y was arbitrary,
Lemma 5.2 can be applied. We conclude that pi is almost k-to-1 for some k ≤ K. 
We end this section showing that the previous theorem implies an almost coales-
cence property. Before, we recall that a function pi : (X,T ) → (Y, T ) is semi-open
if pi(A) has non-empty interior whenever A ⊆ X is open. It is a well-known fact
that factors between minimal systems are semi-open.
Corollary 5.5. Let pi : (X,T )→ (X,T ) be an endomorphism, where X is minimal
and generated by an everywhere growing directive sequence σ of finite alphabet
rank. Then, pi is almost 1-to-1.
Proof. Let K = AR(σ). By Theorem 5.4, for every n ≥ 1, pin is almost Kn-to-1
for some Kn ≤ K. By contradiction, suppose that K1 ≥ 2. We are going to show
that limn→∞Kn =∞.
We observe that if Ω ⊆ X is residual, then Ω∗ = {x ∈ Ω : pi−1(x)∩Ω 6= ∅} is also
residual. Indeed, since pi is onto, we have X\Ω∗ ⊆ pi(X\Ω) and, being pi semi-open,
we deduce that X \ Ω∗ is meagre, as desired. Let Ω1 = {x ∈ X : #pi−1(x) ≥ 2}
and define inductively Ωn+1 = Ω
∗
n for n ≥ 1. By the previous observation, Ωn is
residual for every n ≥ 1.
Now, if n = 1 and x ∈ Ωn, then #pi−n(x) > n by definition of Ωn. Suppose now
n > 1 and let x ∈ Ωn ⊆ Ω1. Then, since #pi−1(x) ≥ 2, we can find y, y′ ∈ pi−1(x)
with y 6= y′ and y ∈ Ωn−1. By induction, we have #pi−n+1(y) > n − 1. But,
since pin−1 is onto, #pi−n+1(y′) ≥ 1 and, being y, y′ different, we deduce that
#pi−n(x) ≥ #pin−1(y′) + #pin−1(y) > n. We conclude that #pi−n(x) > n for all
x ∈ Ωn and n ≥ 1. Thus, since Ωn is residual, limn→∞Kn = ∞ and we have a
contradiction. 
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