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SIMPLE TESTS OF DISTRIBUTION EFFECTS
ON MACROECONOMIC EQUATIONS
1. Introduction
This paper presents a simple analysis of the problem of
aggregation over individuals in the context of equations
estimated with macroeconomic data observed over time. The nature
of aggregation problems is explained via standard regression
formulae, with special emphasis placed on the role of the
distribution of microeconomic variables throughout the
population. Several measures of the extent of aggregation
problems are derived and illustrated using annual data on the
U.S. real income distribution and U.S. aggregate commodity
expenditures.
The overall issue addressed in the paper arises from the
empirical practice of deriving models consistent with rational
individual behavior, estimating the model's parameters with
aggregate data, and interpreting the estimates as though they
were representative of the behavior of individuals. This practice
is common to virtually all fields of empirical macroeconomic
modeling, however for simplicity the exposition is restricted to
applied demand analysis, where the issues are relatively well
known and the conceptual framework simple enough to provide a
clear focus.
The problem can be described as follows. It is now a very
common practice to derive a system of demand equations from a
hypothesized utility function, and estimate the preference
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parameters of the system using aggregate time series data on
prices and commodity expenditures. As the aggregate data often
fails to reject the form of such equations, researchers are led
to conclude that aggregation problems must be of secondary
importance.' Such a quick dismissal of aggregation problems,
however, is not justified. The problem is not whether the
estimated equations adequately fit the observed data
configuration, but rather whether the estimated parameters
actually represent the preference parameters of individual
agents.
On theoretical grounds the circumstances justifying a
representative (per capita) consumer framework are extremely
restrictive. The most well known conditions are due to
Gorman(1953), who shows that aggregate demand depends only on
aggregate income if and only if the marginal commodity
expenditure from an additional dollar of income given to any
consumer is the same - - all consumers must display parallel,
linear Engel curves. Unfortunately, it is also well known that
such linearity restrictions are rejected for virtually all types
of goods in studies of individual family budget data.
Two major approaches have arisen to deal with these issues,
each of which employs linearity restrictions on microeconomic
equations. The first approach is due to Theil(1954,1971,1975),
which employs linear microeconomic equations with agent
differences modeled via random coefficients that vary
independently of the individual income variables, which in turn
aggregate to equations with constant macroeconomic coefficients.2
The second approach follows the work of Gorman by incorporating
nonlinear income terms (Muellbauer(1975,1976), Deaton and
Muellbauer(198C)a,1980b)) and explicit demographic terms
(Jorgenson, Lau and Stoker(1982)) into intrinsically linear
demand functions, which are common across agents, and which
aggregate to equations depending explicitly on the distribution
of income and demographic variables across the population.3 Both
of these approaches have the implication that income parameter
estimates from cross section data studies ought to coincide with
those from aggregate time series data studies.4 Moreover, it is
not clear how one could test the crucial micro linearity
restrictions using aggregate data.
The linearity restrictions of the above approaches derive
from theoretical results that allow for arbitrary changes in the
microeconomic distribution of income and demographic variables
over time. An alternative approach, due to Stoker(1982),
explicitly incorporates restrictions on the distributions of
predictor variables to permit the formulation of aggregate
equations for intrinsically nonlinear microeconomic behavioral
equations. In this context, the aggregation problem refers to
whether the parameters of microeconomic behavior can be
identified from the aggregate equations. Conditions providing
this property are termed complete aggregation structure, which
incorporates earlier results on linear micro equations as well as
more general nonlinear micro equations. However, Stoker(1982)
shows that when nonlinearities are intrinsic to microeconomic
behavior, the identification property requires that explicit
distribution restrictions be included to justify the use of the
aggregate equations. Consequently, aggregate equations which
purport to represent individual behavior (without linearity
restrictions) suffer from a fundamental identification problem,
unless both the form of micro behavior and the distribution of
predictor variables are prespecified.
The overall aim of this paper is to use the completeness
concept in a more elementary way to propose tests of the presence
of distribution effects in macroeconomic equations. The main
technique suggested is admittedly simple - - collect statistics
on the microeconomic distributions relevant to an aggregate
equation, and include them additively in the estimated equation.
For demand functions, this refers to the distribution of income
and demographic variables, as well as statistics of the
distribution of prices in circumstances where there is systematic
price variation over agents, such as the case of wages in a study
of labor supply. The particular type of distribution statistics
we consider here are cell proportions - data on the proportions
of agents across a cellular breakdown of the different values of
micro variables. Minimally, estimates of the coefficients of the
distribution statistics will check whether the original aggregate
equation estimates are robust to the inclusion of observed
(historical) distribution shifts.
The specific purpose of this paper is to show that in the
context of a macroeconomic equation linear in data aggregates,
the inclusion of proportion data provides a test of the linearity
of micro behavioral functions. In particular, we show that the
true coefficients of the proportions are uniquely related to the
nonlinearities in micro behavior, so that a test of whether the
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proportion coefficients are zero is a test of micro linearity.
Moreover, we introduce assumptions which insure completeness of
the aggregation structure with proportions, so that the
proportion coefficients provide a nonparametric characterization
of micro behavior, which can indicate how to revise the aggregate
model in the case that micro linearity is rejected.
The analysis of the proportion coefficients provides two
other useful functions. First, the nature and causes of
aggregation problems can be easily explained using familiar
regression equations. The completeness property, which in
Stoker(1982) is somewhat formidable theoretically, is cast in a
more familiar light as the absense of collinearity in the
proportion data over time. Second, we show how one can measure
bounds on the ratio of the (suitably defined) cross section
residual variance relative to the average time series residual
variance, using the observed proportion data. Consequently, we
produce measures of how much cross section nonlinearity washes
away because of aggregation over the actual distribution of micro
variables.
In Section 2 we begin by introducing notation and
assumptions for the simplest interesting case, that of testing
the Gorman condition of a linear Engel curve over a time period
of constant prices. Next we present the structure of the (time
series) coefficient of average commodity expenditure regressed on
average income, showing how it depends on the interaction of
nonlinearity in the true (micro) Engel curve and the empirical
history of distribution movements. We then show how including
proportion data allows estimation of the micro nonlinearities,
which underlies the test of linear Engel curve structure.
In Section 3 we derive the residual variance bounds, as an
application of the auxiliary regressions used in the analysis of
Section 2. We compute these bounds using data on the U.S. real
income distribution, which indicates that for equations estimated
using levels of average data, cross section departures from
linearity are reduced relative to time series departures roughly
by a ratio of 13 to 1. We also compute the bounds corresponding
to equations of first differenced average data, and find that the
above ratio is 32 to 1. The significance of these numbers is
discussed as they relate to previous failures of finding
significant distribution effects in macroeconomic coefficients.
In Section 4, we apply the test of micro linearity to the
equations of the Linear Expenditure System (LES) estimated with
aggregate data on U.S. commodity expenditure data. The LES is
chosen as a "straw man" because of its long empirical history of
being estimated with aggregate expenditure data, together with
its unrealistic implications of linear micro Engel curve
structure. The results can be described briefly as follows.
Direct estimation of the LES using average data produces awful
parameter estimates, and indicates a high degree of
misspecification in terms of residual serial correlation. We
confirm the presence of serial correlation by estimating a quasi
differenced version of the model, which gives a point estimate of
the (first order) autocorrelation parameter of .98. We then
reestimate the LES using levels of average data, including
proportion data for the purpose of testing the linearity of micro
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Engel curves. We find that micro linearity is strongly rejected,
although none of the proportion coefficients is estimated very
precisely individually. Finally, we check for the presence of
serial correlation in the residuals of the LES with proportions,
by quasi differencing, and obtain a point estimate of the (first
order) autocorrelation parameter of .02. This finding is quite
striking, indicating that the inclusion of distribution
proportions - - four additional variables - - accounts for all of
the first order autocorrelation in the average commodity
expenditure data. The implication of this finding is discussed in
the concluding Section 5."
2. Regression Analysis of the Aggregation Problem
2.1 Basic Framework
We begin by analyzing distribution effects in the simplest
sort of framework, where we are interested in a linear
macroeconomic equation of average expenditure on a commodity
regressed on average income over a time period of constant
prices. In this section we present the basic assumptions
governing microeconomic behavior and the distribution of micro
variables, in order to show the impact of microeconomic
nonlinearity on the estimated macroeconomic equation.
We assume that there is a large population of consuming
agents (families) in each time period t, where t=l,...,T. Each
agent is characterized by values of income x and a vector of
nonincome agent differences such as family size, region of
residence, etc. Commodity expenditures are denoted by y, and are
determined for each agent according to a micro behavioral
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(demand) function
(2.1) y=+ (x,)
which is stable over time. In order to isolate attention on
income influences on demand we adopt
Assumption 1: The conditional distribution of agent differences E
given income x is the same in all time periods
t=1 ... ,T.
Under this assumption, we can define the true microeconomic Engel
curve as
(2.2) E(ylx)=F(x)
which is also stable over time.
We assume that the income distribution at time t has density
pt(x), which is time varying. The means of y and x at time t are
given as
(2.3a) Et (y) =SF (>x)pt (x)dx
(2.3b) Et (x)=xp (x)dx
Clearly, by our simplified setup, the movements over time of
Et(y) and E(x) are determined by p(x), the income distribution
density.
We suppose that for each t we have data on Et(x) and Yt =
Et(y) + vt , where vt is a normally distributed error with mean
E(vt)=O, variance 2,C and uncorrelated over time. v can be
regarded as a common uncorrelated macroeconomic disturbance,
which we include primarily to facilitate testing (this structure
will be somewhat relaxed in the estimation of Section 4).
We assume that the distribution of income is observed via
cell proportions over time. In more detail, suppose that the
possible values of income x are classified into N cells (such as
a
defined by income ranges 0-$3000, $3000-$5000,etc.), where NT.
For each time period t we observe P, the proportion of agents
in cell j, for j=I,...,N.7 For each time period t and each cell
j, we denote the within cell averages of y and x respectively as
Yjt=E(ylj) and Xjt=E(xlj), and we form the N-vectors
Pt.=(P lt-I ,N..) ' Yt = (Yi,... ,YNt) and Xt = (Xt,...,XNt) .
The means of y and x from (2.3a-b) can now be rewritten as
(2.4a) Et (y)=Y*t P~
(2.4b) E (x)=Xt 'Pt
In order to implement (2.4a-b) with the observed proportion data
Pt, we make the following assumption
Assumption 2 (Discrete Distribution Assumption) The within cell
averages of y and x are constant over time periods - i.e. we
have Yt=Y and Xt=X for all t.
This assumption facilitates the use of cell proportion data
(alternatively, for fractile data one would have Y and Xt time
varying and Pt constant, i.e. P = P for all time periods@). The
model for the observed data Yt and E(x) is now
(2.5a) Y=Y f s t+vt
(2.5b) Et(x)=X Pt
For the purpose of studying aggregate data, the "microeconomic
Engel curve" of interest under Assumption 2 is the relation
between the within cell averages (Yj,Xj), for j=I,...,N. Figure
1 shows a typical S-shaped Engel curve, with the associated
(Yj,Xj) pattern.
As a final preliminary step, we orthogonally decompose the
vectors X, Pt and Y in order to i) isolate attention on
distribution movements unrelated to the identities X'Pt=E+(x) and
i'P=t1, and ii) separate Y into two terms, one linear in X and
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the other nonlinear. Formally, this can be accomplished by first
decomposing X as
(2.6) X=X.,i +X
where X,,=i 'X/N and i 'X=O. We now decompose Pt for each t as
(2.7) Pt= ( /N) i +D (Et (x) ) X+Ft
where D(Et(x))=(Et(x)-XL.,)/X'X is a linear function of E(x), and
i'Pt=X'Pt=O. As shown in Stoker(1981), the decomposition (2.7) is
unique, with the first term accommodating i'P==t- and the second
term accomodating X'P.=E(x). Any two proportion vectors obeying
both these constraints can differ only with respect to the third
term Pt.
Y is similarly decomposed as
(2.8) Y=Y.-, i+b X+Y,
=ai+bX+Y,
where Y,=i'Y/N, b=Y'X/X'X, a=Y..-bX,, and i'Y X 'Y-=X'Y,=O. The
first two terms, ai + bX, are easily seen to be the fitted values
of an (unweighted) cross section regression of Y on X,
.j=,...,N, with (micro) coefficients a and b. The components of
Yr, - - Y,. j=i,...,N - - are likewise seen to be the residuals
from this regression. These terms are illustrated in Figure 2. Y,
clearly represents Engel curve nonlinearity in this format , as
Yj is a linear function of Xj if and only if YO.'9
The operational usefulness of the decompositions is found by
combining (2.7) and (2.8) to epress Yt of (2.5a) as
(2.9) Yt=Y'Pt+v
=a+bEt (x) +Y, 'Pt+vt
(2.9) shows that the true structure explaining Y is the sum of a
1 (:)
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constant, a term linear in E(x), a term Y,'Pt reflecting
microeconomic nonlinearity and the true macro disturbance v. We
are now in a position to address the substantive questions of
interest.
2.2 The Effect of Microeconomic Nonlinearity on Estimated
Macroeconomic__Equations
Suppose that we estimate (by ordinary least squares) a
macroeconomic equation of the foarm
(2.10) Y=a#+b"'E (x) +e
for t=l,...,T, obtaining coefficient estimates a" and b" .
Relative to the true model (2.9), (2.10) omits Y,''t.,, the micro
nonlinearity term. To analyze the impact of this omission, we
denote the appropriate OLS auxiliary regressions as
(2. 11) Pt= c+dE Cx) + t
and insert them into (2.9) to give the true model as
A AI(2.12) Y,==(a+Y,'c)+(b+Y,'d)Et(x)+Y, 'ut+vt
Consequently, the correct specification of (2.10) has a =
A h
a+Y'c, b = b+Y,'d and et =Y. ut+vt, and the OLS estimates obey
(2.13) (a-) =a+Y 'c
e(b*) =b+Y 'd
Thus, the true macro coefficients a and b depend on three
factors, the micro coefficients a and b of the true Engel curve,
the Engel curve nonlinearity Y and the empirical history of
distribution movements (through c and d).
The simple formulae (2.12) and (2.13) illustrate three
important features of equations estimated with aggregate data.
First, the macro coefficients a and b will be stable with
11
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respect to all possible distribution movements (all c and d
values) if and only if YO - - the micro Engel curve is linear -
- in which case a*=a and b*=b, so micro and macro coefficients
coincide. This is a restatement of Gorman's(1953) famous result
on the existence of a representive agent.
Second, suppose that the interpretation of a and b" was a
more minor concern, but that the estimated version of (2.10) is
used for forecasting. If the micro Engel curve is nonlinear
(Yr•0), (2.13) shows that forecasts will in general be unbiased
only if future distribution movements (through the forecasted
period) extend the pattern of past distribution movements (same
c, d values). Consequently, if the forecasting application
involves evaluating effects of outside economic shocks or
policies (such as tax changes) with distributional implications,
A A
use of a'" and b can introduce systematic errors. This feature of
applying estimated macroeconomic equations was stressed by
DeWolff(1941).°1
Finally, equation (2.12) shows clearly that nonlinearities
in individual behavior imply distribution effects in estimated
macro equations. Consequently, to accomodate behavioral
nonlinearities in an aggregate equation (such as accomodating
Engel's Law in the context of food demand) it is not generally
correct to model aggregate demand Y as a nonlinear function of
aggregate income E(x). While there are some circumstances where
nonlinear terms in Et(x) will correctly represent distribution
effects,1 just including them (say via a representative agent
argument) misrepresents the true structure of aggregate data.
2.3 Testing Micro Linearity
12-1
Linearity of the micro Engel curve in this framework
corresponds to the constraint Y=O. This is testable by a
conventional F-test in a number of equivalent ways. One can
construct PtF for each t, and estimate Y directly from (2.9),
imposing the constraints i 'Y,=X'Y=O from (2.8). One could
Alikewise construct ut for each t, and estimate Y directly from
(2. 12), again imposing the constraints i'Y,=X'Y=,=O. 2
A simpler procedure, which avoids performing a constrained
regression, is to collect N-2 of the proportions in a vector Ft*
(say omitting P.j1, F>) and estimate by OLS the model
(2.14) Yt=a*+b*YEt ()+Y,"* Ft*+vt
It is easy to show that the N-2 coefficients Y are not
constrained, and are related to Y via
(2.15) C)O Y'=YY,'M
where M is a nonsingular matrix. Consequently, an F-test of Y=O)
is a test of micro linearity (Y.,=O).
Clearly, if Y=O, we have in (2.14) that a=a, b'"*=b, so
that the true macro coefficients equal the micro coefficients. In
general, it can be shown that a"" and b** are the intercept and
slope parameters respectively, of the line between (X-j,Y.,) and
(X~.,Yj2), where P and Pj2 are the proportions omitted from
Pe. Consequently, b** gives the marginal impact on Y of moving
an agent from income level X to X. It is also easy to see
that Y,* is the departure of Y from that line - - Y -
a*-b"X. These terms are illustrated in Figure 3.
The common sense of this technique can be seen from the
following heuristic argument. In accordance with (2.14), suppose
13
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that one could vary the income distribution P arbitrarily, while
holding mean income E(x) constant. If any such distribution
movement alters E(y), then the micro Engel curve must be
nonlinear. This is precisely the effect captured by Y.
The above discussion focuses on testing the constraint
Y0*=O; however, the analysis clearly applies to testing any fixed
value of Yr,,' or Y,. In this spirit, a plot of the estimated
values of Y,"* can indicate the shape of the true micro Engel
curve. Consequently, including proportion statistics in a
macroeconomic equation provides for a nonparametric
characterization of the shape of micro behavior, which can
indicate how to revise the initial model. For example, if a plot
of Y," indicates a parabolic shape, one could estimate a
macroeconomic equation expressing Ye as a linear function of
Et(x) and Et(x 2), which corresponds to a quadratic micro Engel
curve. Moreover, the above development applies to testing such a
revised model, which is linear in several micro variables, as
follows.
Formally, suppose that z is an additional micro variable
(where z=x7 above), and Z=(Z1,..,ZN)' denotes the vector of
within cell averages in accordance with Assumption 2. As long as
i, X and Z are linearly independent, the macro regression
(2.16) Y-=a*+bE (x) +cE (z)+Y,* PFt*+v.
provides a test of micro linearity of Y in X and Z (via Y,*=O),
where P is a vector of N-3 proportions. In particular, if a
conventional F-test fails to reject Y=O, then we fail to reject
the micro Engel curve
(2.17) Y=a+bX+cZ
14
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As before, the macro coefficients a, b and c are the
parameters of the model of the form (2.17) through the points
(Yji,X,Zj), i=1,2,3, where Pi is a proportion omitted from
Pt#, and Y,, measures the micro departures from that model.
Following this logic, it is clear that one can test the
micro linearity of Y in at most N-2 variables (plus the
constant), using N cell proportion data. Thus tests of exact
aggregation models can be carried out with aggregate data, as
long as additional distribution information is observed (here in
the form of proportion data). The size of the model to be tested
is limited only by the amount of distributional data available.
3. Measuring the Extent of Aggregation Problems
3.1 Completeness and Mlticollinearitt
The discussion of Section 2 outlined the nonparametric
characterization of the micro Engel curve using aggregate data,
which suggests that with sufficient proportion data available,
aggregation problems in macro equations could always be
adequately accounted for. While in general this is true, certain
generic problems in the structure of the proportion data can
render micro nonlinearities unidentifiable.
The ability to identify micro behavior from macro data has
been termed completeness of the aggregation structure, as
analyzed in Stoker(1982). In our format, for the identification
of Y or Y, we clearly require that the TxN matrix =[(Pt') of
proportion data is of full rank N, or equivalently that the
matrix U=[(ut)] of proportion residuals is of maximum rank N-2.
AWhen these conditions fail, u will be subject to additional
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linear constraints (other than i'ut-=X't=O) and only certain
linear combinations of the components of Y or Y will be
identifiable. Consequently, the failure of completeness in our
format is equivalent to collinearity in the proportion data. The
extreme case of underidentification occurs when u=C for all t,
or that Pjt is exactly linearly related to E(x) for all j,t.
This circumstance has been coined linear probability movement
(LF'M) by Stoker(1982), and implies that no linear combinations of
the components of Y or Y are identifiable.
Consider equations (2.10) and (2.12) for the LPM case of
ut=O for all t. Clearly, one could never reject any fixed value
of Y,, including Y=O. However, it is also impossible to uniquely
separate a and b into micro coefficients and distribution
effects. Consequently, in this case it is impossible to
empirically justify a behavioral interpretation of the estimated
values of a and b" using only aggregate data. This is the most
severe sort of aggregation problem.
Fortunately, it is unlikely that the extreme LPM
restrictions will be valid in practice, since there is no sound
theoretical reason why Pjt should be linearly related to E(x)
for all j,t. In particular, the data on the U. S. real income
distribution studied in the following sections does not obey LPM
restrictions. However, it is intuitively sensible to suspect that
if an observed proportion data series is "close" to LPM, then
inferences on the structure of micro nonlinearities will be
relatively imprecise. We now turn to measures of how much
independent variation is displayed by the proportion data, which
16
gives a numerical measure of the "closeness" of a P series to
LPM.
3.2 Aggregate Variance Bounds
The overall variance of the true macro disturbances tet] of
(2.10) is expressible by (2.12) as
(3.1) 1= [3t=Et/ (T-1)=St(Y 'ut) 2/(T-1)+Cy
where the first term is due to micro nonlinearity. We denote this
term as ARV (for aggregate residual variance) as in
A
In this section we will derive a bound on the size of ARV which
is measurable using the proportion data Pt, t=,...,T.
Clearly the value of ARV will vary directly with the scale
of Y, so it is useful to normalize by a measure of the size of
Yr,. An intuitive measure is obtained by recalling that the
components of Y represent the residuals of the (unweighted)
cross section regression of Y.j on Xj, for j=1,...,N.
Consequently, we define cross section residual variance CRV as
(3.3) CRV=IY 12 / (N-1)
To establish a bound on ARV, we first apply the Cauchy-
Schwarz inequality to each component (Yr'utt) of ARV as in
(3.4) (Y, I -)" y | Yiu,- 2
By summing over t and inserting (3.3), we have
(3.5) ARV < CRV[E*u t13](N-1)/(T-1)
Now, if the micro Engel curve is linear (Y=O), then CRV=ARV=O.
Otherwise, we have
(3.6) ARV/CRV < CEtlu1 2 3(N-1)/(T-1) = B
B gives the relative gain in fit between an (unweighted) cross
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section regression and an average time series regression due to
aggregation, when the true micro model is nonlinear. ut. is
defined by (2.11) as the residual of P regressed on E(x),
however obviously ut is also the residual vector of F't regressed
on E(x), since P-Pt is a linear function of E(x).
Consequently, B is computed by performing the j=I,...,N
regressions of Pt on Et(X) over tl,...,T, adding the error sum
of squares from each regression, and multiplying by (N-1)/(T-1).
In order to motivate the bound B, it is useful to recall the
traditional e>xplanation of why models estimated with aggregate
data perform (i.e. fit) so much better than models estimated with
micro data, namely that much of the heterogeneity over
individuals is washed away by aggregation. In our framework, Y,
represents individual heterogeneity, with CRV measuring the
overall amount of heterogeneity. ARV measures the impact of
individual heterogeneity on the macro equation, with B indicating
how much heterogeneity necessarily washes away, using data on the
actual distributions over which aggregation has taken place.'-
For interpretation, it is often useful to consider the lower
bound on the ratio of cross section to time series standard
errors, defined as
(3.7) G=1/¢B CRV/ARV
Other aspects of the bounds are as follows. When CRV=O, then
ARV=O, and there is no nonlinear heterogeneity at either the
micro or macro level. For proportions obeying LPM restrictions,
ARV=B=O (and G=w) for all values of CRV, so that all individual
heterogeneity washes away (unfortunately so does the ability to
behaviorally interpret macro coefficient estimates). As any rate,
18
larger values of G indicate relatively less ability to precisely
characterize micro behavior using aggregate data
We illustrate the bound calculations using annual data on
the U.S real income distribution across families"4 from 1951-
1978. All data correspond to income measured in 1978 dollars.
Et(x) is taken to be average (per family) real disposable income.
The proportion data Pt corresponds to the percentages of families
in N=6 cells defined via family dollar income values in the
ranges -3C000C),0 00C)-5S)C) ,5)00c0-7000, 700- 10000, 10000-1 5000 and
1500: and over. The bound calculations are presented in Table 1.
Rows 1 through 4 correspond to regressions of P on E(x)
and lagged values of E(x). Row 2 gives the bounds exactly
corresponding to equation (2.12), which says that cross section
nonlinearities in income must average away in at least a 13 to 1
ratio, or that (say) a cross section standard error of 39 would
imply at most a (structural) time series standard error of 3. The
inclusion of lagged income terms increases this ratio only
marginally. Of course, while informative, whether these numbers
are large or not depends on the particular micro function of
interest, although we can say that including lagged income terms
does not have much effect.
The bounds in rows through 4 illustrate the effects of
aggregation on regressions explaining levels of average demand.
Rows 5 through 8 measure the effects of aggregation on
regressions of first differenced aggregate demand data, as
motivated by the structural equation
(3.8) Et(y)-Et-1 (y) Y (Pt-Pt- i)
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TABLE 1: BOUND CALCULATIONS -- U.S. FAMILY INCOME DISTRIBUTION,
1951-1978
Regressions of
P on:
B G T
1. (Constant Only) .07982 3.539 28
2. Et(x) .00534 13.683 28
3. Et(x),Etl(x) .00439 15.097 27
4. Et(x),Et_(x),Et-2(x) .00338 17.201 26
Regressions of
Pt- Pt-l on:
5. Et(x) .00167 24.469 27
6. Et(x) - Etl(x) .00097 32.120 27
7. Et(x),Etl(X) .00067 38.490 27
8. Et(x),Et-l(x),Et_2 (x) .00067 38.710 26
Notes:
(a) Pt refers to proportions of agents in N = 6 cells defined
by 1978 dollar income ranges 0-3000, 3000-5000, 5000-7000,
7000-10000, 10000-15000, 15000 and over.
(b) Et(x) is average real disposable income.
=b (Et (x ) -Et - (x ) ) e+Y' (Pt -P - )
Consequently, rows 5 through 8 correspond to bounds on how much
cross section nonlinearity washes away via aggregation and first
differencing.
Row 6 corresponds exactly to equation (3.8), and shows that
cross section standard errors must average away by at least a
ratio of 32 to 1. Including E(x) and E-l(x) in an unconstrained
fashion raises this ratio to roughly 38 to 1. Consequently, it
appears that first differencing, or more generally including
lagged dependent variables, significantly reduces the impact of
individual heterogeneity from that of level equations. This
implies that it is likely to be much more difficult to
statistically detect individual nonlinearity with first
differenced data than with level data, and therefore more
difficult to justify behavioral interpretations of the estimated
macro coefficients." 
4. An Illustration Using the Linear Expenditure System
Most modern demand systems, even those accounting for
aggregation, are highly nonlinear in parameters and treatment of
income effects. While the techniques described above are
applicable to testing any exact aggregation demand system, for
illustration we have chosen probably the simplest such model, the
linear expenditure system (LES). The LES provides a very useful
straw man for the testing technique because of two factors.
First, the LES has a very long empirical history of being
implemented with aggregate data, being probably the first
interesting set of demand equations proposed which easily allow
2()
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imposition of integrability conditions from utility maxization,'`
Second, the aggregation structure of the LES implies micro Engel
curves which are linear in total expenditures, which have been
rejected in virtually all studies of individual family budgets. 7
We estimate demand systems3 explaining budget allocation
among four broad commodity classes: 1) Food, 2) Clothing, 3)
Household Operations and 4) Miscellaneous Nondurables and
Services. Data on commodity prices and expenditures are annual
U.S. values from 1951 to 1978." .All data are measured in 1978
dollars (with all prices normalized to 1 in 1978). Agents are
taken to be families, with averages computed by dividing total
expenditures by the number of families in the U.S. for each time
period. Average income Et(x) is taken as average total
expenditures on all four commodity groups. The data on
proportions are taken as the percentages of agents in real income
cells of 0-3000, 000--5000, 5000-7000,7000-10000,10000-15000( and
15000 and over, which were analyzed in Section 3.2c
The basic LES demand system is represented as
(4.1) Yit atqi t-bEj ajq.t]+bEt(>c)+Et
where VYt is average expenditure of commodity i at time t and qt
is the price of commodity i at time t. b is the marginal income
share of commodity i, and a is the "so-called" subsistence level
expenditure on commodity i. The micro Engel curves consistent
with (4.1) are of the same linear form, with y and x replacing
their respective averages. Thus (4.1) differs from our earlier
linear structure only in that the Engel curve intercepts vary
with prices.
The results of estimating (4.1), to be discussed later, show
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substantial autocorrelation in the estimated residuals. To
formally verify this, a second, quasi-differenced version of the
LES is estimated, as given below:
(4.2) Yi=XYi t-l+a: (qi .- qi-L )-biE.Jcaj (qjt-Xqjt-i) 3
+b. (E (x)-XEt- (x ) ) +ws
A of course represents the autocorrelation parameter of a first
order Markov process in the original error Et of (4.1).
We formally apply our test of the micro linearity of system
(4.1) by including N-2=4 proportion statistics and a constant
additively in each equation as
(4.3) Yi *=ai qi t-bi j a j q1] 3 +bi E (x) +k di Pkt. +di +Vs
and testing the joint hypothesis that di=O and do=O for all
i,,j. The omitted proportions are the percentages of agents in
5000--7000 and 7000-10000 cells. Consequently, the a and b1
parameters of (4.3) are interpretable as the parameters
applicable to an LES system fit through the within cell averages
of y and x for the 5000-7000 and 7000-10000 cells, with the di j
parameters representing departures from this system in the other
cells. Finally, in order to check how much additional
autocorrelation is present in the disturbances of (4.3), we
estimate the following quasi differenced version
(4.4) Yi t=XY - +a (qit-Xqi l-1 ) -b j [aj(qj-Xqj
+bi (E(>:x)-XEt-1(x))+k d k (Pkt-X P-k* )+dLc,(1-X)+vt_
All equations are estimated simultaneously using full
information maximum likelihood techniques.2 1 The equation
corresponding to miscellaneous nondurables and services is
dropped from each system for estimation, to accomodate the
singular overall error process (from adding up constraints), with
the parameters from the omitted equation derived from the
parameter estimates of the other three equations.
The estimates of the a, b and X parameters from each of
these systems are presented in Table 2. The point estimates from
column 1, corresponding to the basic LES (4.1), are positively
awful. The marginal income shares attributed to food, clothing
and household operation are 5%, .5% and 2% repectively. The
subsistence level for miscellaneous nondurables and services is
huge and negative, albeit not estimated very precisely. Aside
from possibly very rich families, it is hard to believe that
these estimates adequately portray any family's budget allocation
behavior.
An initial check of the (first order) autocorrelation
coefficients of the estimated residuals from (4.1) strongly
suggested the possibility of model mispecification via the
presence of positive serial correlation."2 This was formally
confirmed by estimating (4.2), with parameter estimates given in
column 2 of Table 2. The autocorrelation parameter X is precisely
estimated at .98, showing the severity of the serial correlation
problem in the initial model. The demand parameters appear much
more sensible, with marginal income shares of 30%, 15% and 10%
for food, clothing and household operations, respectively. Also,
all of the subsistence level parameters are now estimated as
positive, although none are estimated very precisely.
The most interesting aspects of Table 2 are found in columns
3 and 4, corresponding to the LES system with proportions (4.3)
and the quasi-differenced version (4.4). The a and b estimates
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TABLE 2: LINEAR EXPENDITURE SYSTEM ESTIMATES -- AVERAGE EXPENDITURE DATA
b4
a1
a2
a3
a4
.9274
(.0313)
1148.1
(315.9)
718.5
(67.4)
220.1
(136.4)
-37241.1
(22584.4)
Log of
Li kel i hood
.2950
(.0498)
.1533
(.0291)
.0955
(.0210)
.4560
(.0586)
1047.08
(488.48)
5.823
(259.3)
927.3
(222.7)
4068.3
(1129.8)
.3201
(.1291)
.1143
(.0956)
.1563
(.1289)
.4091
(.2074)
987.97
(2128.69)
394.52
(240.5)
1666.1
(604.74)
5789.9
'3395.5)
.3198
(.1625)
.1140
(.1021)
.1560
(.1393)
.4099
(.2046)
975.1
(2258.9)
397.6
(249.2)
1663.6
(650.17)
5809.2
(3339.9)
.0217
(.3010)
-330.77
(Standard errors in parentheses)
Computed from other estimates
LES
System (with
LES LES LES proportions
(quasi- (with quasi-
Differenced) Proportions) Differenced)
Parameter \ (4.1) (4.2) (4.3) (4.4)
Estimate
.0494
(.0197)
.0050
(.0043)
.0180
(.0082)
.9765
(.0111)
-428.23 -345.29 -330.78
b1
correspond closely with the parameter estimates of system (4.2).
The striking feature of the results, however, is the estimate of
X of .02 in column 4. This estimate implies that the inclusion of
the four proportion variables (and a constant) in each equation
suffices to account for virtually all of the simple (first order)
autocorrelation exhibited by the initial LES estimation. 2:
The formal likelihood ratio tests of these various
specifications are presented in Table 3. The basic LES system
(4.1) is strongly rejected by both the simple quasi-differenced
system (4.2) and the system with proportions (4.3). Neither
system (4.2) nor (4.3) are rejected against the general quasi-
differenced model (4.4) at the 1% level of significance (although
(4.2) is rejected at the 5% level). Which of the systems (4.2) or
(4.3) are statistically better descriptions of the data? System
(4.3) is preferred very marginally by the Akaike information
criterion, as the log-likelihood difference of 14.51 is greater
than the difference of 14 in the number of estimated parameters.
However, the strength of this evidence implies that (4.2) and
(4.3) provide virtually equivalent statistical explanations.
The major difference between the parameter estimation
results of (4.2) and (4.3) lie in the interpretation of the
marginal income shares b. (4.2) represents an exact aggregation
model, with commodity expenditure linear in lagged expenditure,
current and lagged prices and current and lagged total
expenditure, and our test results fail to reject (4.2) as a
proper micro model form (with the averages replaced by the
respective micro variables). The (4.2) estimates imply clearly,
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TABLE 3: LIKELIHOOD RATIO TESTS
Basic LES System
(4.1)
X2(1) = 165.88*
Quasi-differenced LES (4.2)
2 
X (15) = 29.04
2(15) = 194.90*
LES with proportions (4.3)
2 /
x (1) = .02
\ /
Quasi-differenced LES with proportions
(4.4)
Critical Points
X2 (1) = 3.84
X 2(1) = 6.63
x2(15) = 25.0
x2(15) = 30.6
Reject at 1%
Note:
level of significance.
2
x statistics are twice the difference between restricted and
unrestricted log likelihood values.
5%:
1%
for instance, that 30% of an increase in current total
expenditure would be allocated to food by any family, whether
rich or poor. Alternatively, the (4.3) estimates are properly
interpreted as applying to families of the 5000-10000 real income
levels (corresponding to the omitted proportions), where the
marginal income shares of 30%, 11% and 15% respectively to food,
clothing and household operations are intuitively reasonable.
It should be kept in mind, however, that system (4.3) is
designed specifically for testing (4.1), as well as indicating
empirically how actual Engel curve patterns depart from
linearity. Unfortunately, the distribution coefficients
(presented in Table 4), which estimate departures, are estimated
much too imprecisely individually to say very much toward this
end. Consequently, the features of limited distribution movement
discussed in Section 3 do appear to prohibit precise
characterization of Engel curve patterns in the unconstrained
level model (4.3). The failure to reject distribution effects in
the simple differenced model (4.2) could likewise be related to
this problem.24
In view of this, an attempt was made to simplify the
distribution structure of system (4.3) by estimating systems
which omitted proportions individually, as well as the separate
constant terms. Out of all such possible simplifications, the
only system not rejected at the 1% level (but which was rejected
at the 5% level) is the system omitting Ps-5, the percentage of
families with real incomes between 3000 and 5000.2 This system
does account for serial correlation as above, as it is not
rejected against the appropriate quasi-differenced version.
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TABLE 4: PROPORTION COEFFICIENTS FOR EQUATION (4.3)
(Standard errors in parentheses)
Computed from other estimates
Equation
1. Food 2. Clothing 3. Household 4. Miscellaneous
Coefficient \ Operation
of
Po_3(dil) 3072.8 -548.5 -279.7 -2245.6
(4913.9) (4679.0) (2137.4) (840.3)
P3 (d 2) -3579.4 -3296.8 1650.3 5225.9
(4841.5) (8790.9) (2326.0) (11073.91)
P10 (di3) 3011.5 -329.4 1241.0 -3923.1(2017.2) (2404.1) (1855.8) (4059.3)
P15+(di4) -287.0 -788.8 187.3 888.5
(189.4) (2288.6) (615.7) (3266.8)
Constant(d i) 1316.9 1193.3 -1267.1 -1243.1
t (2777.6) (2568.1) (870.27) (2896.3)
Unfortunately, however, the coefficients of the remaining
proportions are still not estimated precisely individually, so
the difficulty in characterizing micro nonlinearity does not
appear curable via zero restrictions.
5. Summary and Conclusion
In this paper a simple framework has been presented for
analyzing aggregation problems in macroeconomic equations via
standard regression algebra. It is shown how microeconomic
nonlinearities induce distribution effects into (linear)
macroeconomic coefficients, which denies a strict behavioral
interpretation of such coefficients. Tests of the presence of
distribution effects in macroeconomic coefficients have been
proposed, based on the estimated coefficients of distribution
(proportion) data included as regressors. Measures of the extent
of aggregation problems were derived, which indicate bounds on
the amount of individual heterogeneity that is "averaged away" in
macroeconomic equations. These bounds were calculated using
annual data on the U.S. real income distribution from 1951-1978.
The tests of micro linearity restrictions were illustrated
by testing the restrictions of a Linear Expenditure System
estimated using annual aggregate U.S. commodity expenditure data.
Two findings emerged from this analysis. First, the linearity of
micro Engel curves is strongly rejected, although none of the
individual proportion coefficients is estimated precisely.
Second, inclusion of the proportion statistics as regressors
appears to account for all of the simple first order
autocorrelation in the residuals of the basic LES system.
Because the individual proportion coefficients measure
departures of the micro model from linearity, the first result
dictates a bleak outlook for the possibility of nonparametrically
characterizing micro behavior with aggregate data. When
nonlinearities are important, there are two solutions to this
problem, either to strengthen the model or add individual data.
The first solution consists of precisely specifying a micro
behavioral model and assuming a parametric form for the
distributions over which aggregation takes place. When the
resulting aggregation structure is complete in the sense of
Stoker(1982), the micro behavioral parameters can be estimated
with aggregate data, with tests of the specific micro model
assumptions again possible by including additional distribution
statistics additively in the aggregate equations. The second
solution is to pool cross section data with the aggregate time
series data, with estimation effectively estimating the
heterogeneity effects using the cross section information. This
can be done in the context of a large intrinsically linear (exact
aggregation) model as in Jorgenson, Lau and Stoker(1982) and
Jorgenson and Stoker(1983), or in the context of a complete
aggregation structure with intrinsic micro nonlinearities as
described above. Instructions for pooling in the latter context
will be provided as part of the author's future research.
The second finding is the more interesting, because it
suggests that accounting for individual heterogeneity in
macroeconomic equations may go a long way toward explaining the
observed time series structure of macroeconomic residuals. A
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common explanation of such time series structure is that there
are important omitted variables - with aggregate data,
distributional variables are quite natural candidates, with the
strength of the finding suggesting that they may be of general
importance.
This should not be interpreted as an argument against the
use of dynamic models, as clearly the understanding of dynamic
effects is essential to understanding individual economic
behavior. However, at issue with the results is the extreme
position that most, if not all, aggregate model failures are due
to the lack of sufficient (representative agent) dynamic
modeling, as advocated by Anderson and Blundell(1983), among many
others. The effects of individual heterogeneity may be just as
important to understanding aggregate data relationships as
dynamic behavioral effects." Consequently, the purpose of this
paper will be served if it stimulates even a small amount of
research along this line, since the returns may be substantial.
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Notes
1. See, for one example, Houthakker and Taylor(1970, p. 200).
2. The most familiar application of this approach is the
Rotterdam system of demand equations. References to this
literature can be found in Barnett(1979), who generalizes the
basic aggregation assumptions.
3. This is sometimes refered to as the "exact aggregation"
approach.
4. There is a substantial empirical literature on aggregation
problems in economics which begins with (varying coefficient)
linear micro models, and examines the statistical performance of
macro coefficient estimates: see Grunfeld and Griliches(1960),
Kuh(1959) and Kuh and Welsh(1976), among others. These studies do
not focus on distribution effects as in this paper.
5. The spirit of this paper is closely aligned with the excellent
paper by Blinder(1975), who tests for the presence of
distribution effects in aggregate consumption functions. The
major differences between this paper and Blinder(1975) are i) a
different type of distribution data is used here, which requires
an entirely different modeling framework (see note 8), ii) the
present framework suggests an alternative explanation of
Blinder's failure to find distribution effects (see note 15) and
iii) aggregate demand equations are studied (and significant
distribution effects are found).
6. We use Et to represent averaging across the population at
time t, and C to represent expectation with respect to the
stochastic component vt.
7. Here and in the empirical portion of the paper, we concentrate
on the size distribution of income. However, the framework can
easily be employed to test for demographic effects, by
concentrating on the joint distribution of income, family
size,age, region of residence, etc.
8. See, for example, Blinder(1975) where fractile data is used,
and the structure of Yt and X modeled via cell varying linear
functions.
9. Regarding note 7, the decomposition equations for joint
distributions are given in Stoker(1981), which can facilitate
tests of additivity as well as micro linearity of the effects of
the jointly distributed micro variables. In this case, Y refers
to income and demographic effects not accounted for in the
aggregate equation.
10. Certain sections of Theil(1954) and the chapter on aggregation
in Allen(1965) indicate awareness of this problem.
11. For example, if the variance of income were constant over
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time, Et(x)] 2 would correspond to an x term in the micro Engel
curve.
12. Each of these constrained estimation techniques clearly
requires knowledge of X, the within cell income average vector.
13. B is thus a measure of the "synchronization" effect discussed
by Grunfeld and Griliches(1960).
14. We define families as households plus unrelated individuals.
The source of this data is the BLS publication Survey of Current
Popul at ion, Seri es P-60.
15. These results suggest an alternative explanation of
Blinder's(1975) failure to find significant distribution effects
- - namely that by including lagged consumption as a regressor,
distribution effects became virtually unidentifiable, eliminating
the possibility of rejecting that they vanish.
16. See the references in Deaton and Muellbauer(1980b).
17. See Prais and Houthakker(1955) and Leser(1963) among many
others.
18. Formally we assume that preferences of all families are time
separable, and that there is no uncertainty in prices.
19. The data definitions correspond roughly to Pollak and
Wales(1969), with details available from the author.
20. Note that the income distribution data is applicable here if
Assumption 2 holds, namely that the within cell averages of total
expenditure are constant, where cell boundaries are defined by
real income values. Also Table A presents bounds calculated
using average total expenditure.
21. We follow the demand analysis tradition of treating prices as
exogenous, for comparability with earlier studies. lso, the
first observation is omitted for the estimation of (4.1) and
(4.3), for comparability with (4.2) and (4.4).
22. The usual remedy for estimation results such as those of
(4.1) is to include additional variables (time trends, etc.) or
change the weighting of the data (estimation in share form) via
essentially ad hoc arguments on the structure of a representative
agent's preferences.
23. This finding is robust to the weighting of the aggregate
data. In particular, systems were estimated with the average data
multiplied by population size ("totaled" form), and with the
average data multiplied by the square root of population size
(justifiable by a sampling variation argument). The results are
virtually identical, and are presented in Tables A2 and A5
repectively. Moreover, separate OLS estimation of each equation
provides essentially the same findings (results available from
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the author).
24. The astute reader may have noticed that the bounds of Tables
I and Al are overly optimistic as applied to the LES estimation,
because common variables (prices here) can also be confluent with
the proportions, so that common variables should be included in
the auxiliary proportion regressions. In particular, computing
the bounds from proportions regressed on the four prices and
total expenditures gives E=.000623 and 6-40.06, which presents a
much bleaker picture for characterizing nonlinearities than
Tables 1 and A.
25. These results are presented in Tables A4 and A5.
26. A similar theme is reflected in the example in Blinder(1982).
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APPENDIX - ADDITIONAL EMPIRICAL RESULTS
"Bound Calculations Using Average Expenditures on Nondurables"
"Linear Expenditure System Estimates -- Weighted by Population
Size"
"Linear Expenditure System Estimates -- Data Weighted by
Square Root of Population Size"
"Estimation Results for Linear Expenditure System with
Proportions (4.3), Omitting P3-5 -- Averaged Data"
"Likelihood Ratio Tests for Omitting P3- 5"
Table Al:
Table A2:
Table A3:
Table A4:
Table A5:
TABLE Al: BOUND CALCULATIONS USING AVERAGE EXPENDITURES ON NONDURABLES
Regressions of
Pt on.
B
1. (Constant Only)
2. Et(x)
3. Et(x),Etl (x)
4. Et(x),Et_,(x),Et-2(x)
.07982
.00333
.00260
.00197
G
3.539
17.336
19.593
22.545
T
28
28
27
26
Regressions of
Pt- Pt-l on:
5. Et(X)
6. Et(x) - Etil(X)
7. Et(x),Etl(x)
8. Et(x),Et_l(x),Et _2 (x)
Notes:
(a)Pt refers to proportions of agents in N = 6 cells defined
by 1978 dollar income ranges 0-3000, 3000-5000, 5000-7000,
7000-10000, 10000-15000, 15000 and over.
(b) Et(x) refers to average total real expenditures on nondurable
goods and services.
* Decrease between lines 7 and 8 due to T drop from T = 27 to T = 26.
.00170
.00109
.00091
.00091
24.219
30.247
33.174
33.149*
27
27
27
26
TABLE A2: LINEAR EXPENDITURE SYSTEM ESTIMATES -- WEIGHTED BY POPULATION SIZE
.00712 .2834 .2982 .2983
(.066) (. 050) (.157) (.202)
-. 0003
(.0029)
.0014
(.013)
b 4
a1
a2
a3
a4
.991
(.076)
1010.5
(918.0)
903.7
(116.0)
464.48
(245.3)
-30965.0
(3.0x106 )
.1530
(.029)
.0987
(.016)
.4640
(.060)
1287.1
(390.8)
173.2
(285.8)
927.8
(222.9)
3965.0
(810.87)
.990
(.012)
.1260
(.107)
.1703
(.193)
.4053
(.259)
956.9
(2516.5)
433.0
(225.9)
1697.7
(834.6)
5584.6
(3921.5)
.1260
(.108)
.1703
(.217)
.4052
(.333)
958.3
(2782.2)
442.7
(226.2)
1698.2
(1189.3)
5582.3
(5049.27)
- .0028
(.323)
Log of
Li kel i hood
-1361.31 -1240.39 -1226.78 -1226.78
(Standard errors in parentheses)
Computed from other estimates
III
LINEAR EXPENDITURE SYSTEM ESTIMATES -- DATA WEIGHTED
BY SQUARE ROOT OF POPULATION SIZE
.0071
(.06)
-.0002
(.0013)
.0017
(.016)
.991
(.078)
1120.1
(825.9!
898.7
(126.6)
439.5
(257.6)
-300152.0
(2.8x106)
.2884
(.049)
.1541
(.029)
.0982
(.018)
.4591
(.057)
1137.4
(417.9)
79.05
(267.5)
951.6
(230.6)
4160.2
(979.5)
.3104
(.145)
.1188
(.102)
.1634
(.148)
.4071
(.218)
988.1
(2214.7)
416.2
(235.0)
1685.7
(663.8)
5666.2
(3453.3)
.9851
(.011)
Log of -903.26 -792
Likelihood
(Standard errors in parentheses)
Computed from other estimates
!.13 -778.57
.3102
(.189)
.1188
(.108)
.1634
(.149)
.4074
(.235)
983.3
(2307.4)
417.3
(241.9)
1684.4
(835.0)
5672.8
(3670.0)
.0088
(.303)
-778.56
System (wLES(with
LES LES LES proportions(quasi- (with quasi-
Differenced) Proportions) Differenced)
Parameter (4.1) (4.2) (4.3) (4.4)Estimate
TABLE A3:
b 2
b3
b4
a1
a2
a3
a4
- --
TABLE A4: ESTIMATION RESULTS FOR LINEAR EXPENDITURE SYSTEM WITH
PROPORTIONS (4.3), OMITTING P3-5 -- AVERAGED DATA
Log of
Likelihood
(Standard errors in parentheses)
Computed from other estimates
Commodi ty
1. Food 2. Clothing 3. Household 4. Miscellaneous
Operation
Parameter
b .3677 .1532 .1325 .3464*
(.056) (.088) (.0423) (.091)
a 419.6 457.9 1920.0 7775.7
(1516.8) (192.9) (357.7) (1258.6)
Coefficient of
P 4444.2 829.1 -641.7 -4631.31*
0-3 (1875.7) (1738.1) (1077.8) (1088.7)
P 4066.6 685.7 935.7 -5688.1*
10-15 (1051.7) (1154.3) (621.2) (926.7)
P 15+325.8 -126.55 224.9 -424.2*
15+ (785.3) (817.5) (377.8) (669.8)
Constant 1501.1 402.33 -1018.77 -884.6*
(1758.5) (587.2) (458.3) (1083.3)
........... , ~~~~~.
-334.98
LIKELIHOOD RATIO TESTS FOR OMITTING P3-5
Basic LES System
(4.1)
x2(12) = 186.47
I
LES with proportions (4.3)
omitting P3-5
/
x (3) 8.41
LES with proportions (4.3)
X (1) = .02
X (1)= .35
Quasi-differenced LES
with proportions,
omitting P3-5
x (3)= 8.09
Quasi-differenced LES
with proportions
(4.4)
Critical Points
5%: X 2(3) =2(1 ) = 3.84 7.81
1 % X2(1) = 6.63
2
X (12) = 21.02
2X (12) = 26.21
-r
TABLE A5:
x2 (3) = 11 .3
