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1. INTRODUCTION 
1 .l Linear System Including a Large Parameter 
Considerable study has been devoted to the asymptotic estimate of solutions 
for large 1 y / of 
dX 
dt = Y’A(Y, t) X, (1) 
where r is a positive integer and A(y, t) is the n x n matrix 
&, t) = A,(t) + y-14(t) + *.. . 
Extensive references can be found in [I-3]. 
The study of (1) is also applicable to the study of ordinary differential 
equations of n-th order as will be discussed below. 
A typical result is that if A,(t) is diagonal with no two diagonal elements 
equal for any t then (1) has a formal solution 
(p,(t) + y-lpi(t) + *a*) exp r’(Q&) + r-lQ1(t) + ... + r-‘&M, (2) 
where the Qi are diagonal and Qi(0) = 0. F or y in suitable regions of the com- 
plex plane this is an asymptotic solution in the sense that for / y 1 large enough 
and for t restricted to a finite interval, there exist actual solutions to (1) of 
the form 
X(Y, t) = [Pa(t) + r-lpi(t) + ... + Y-mpm(t) + -WY, 41 
x exp f’(Q&) + *a- + Y-TQT(0)9 
where 
(3) 
1 E&l, t) 1 < K 1 y j--(m--r+l).l 
1 For a statement like this it is irrelevant which definition of norm is used for a 
matrix. When treating matrices as operators we will use the operator norm onEuclidean 
n-dimensional space, i.e., sup / Ex l/l x j. 
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1.2 Periodic Linear Systems 
A classical result (Floquet) in the theory of periodic differential equations 
is that if B(t) is a periodic 71 x n matrix and, without loss of generality, of 
period 1, then any solution of 
x’ = B(t) X (4) 
has the form 
X(t) = P(t) exp tR, (5) 
where P(t) has period 1 and R is a constant matrix. 
The matrix exp R is unique up to a similarity transformation hence the 
eigenvalues of exp R are unique. They will be called here the characteristic 
values of (4). The matrix exp R or any matrix equivalent to it under a 
similarity transformation will be called a shift matrix for (4). The eigenvalues 
of R are called the characteristic exponents of (4). They are unique modulo 
27ri. Much research in the theory of differential equations with periodic 
coefficients is centered around estimating the shift matrix or at least the 
characteristic values. 
1.3 Periodic Linear Systems Involving a Large Parameter 
The resemblance of (5) to (2) suggests the possibility that if the matrix 
A(y, t) in (1) is periodic in t then the exponential part of (2) might yield 
asymptotic information on the characteristic exponents of (1) for large 1 y 1. 
This paper investigates this possibility. Henceforth it will be assumed that 
A(y, t) appearing in (1) is periodic in t with period 1. The terms in A(y, t) 
may be real or complex. The starting point is the proof in Coddington and 
Levinson, that under suitable hypotheses on A(y, t) and y the formal solution 
(2) to (1) exists and is asymptotic in the manner described above. However, 
even if A(y, t) is periodic in t the formal series 
P(y, t) = 2 y-“Pi(t) 
i=O 
found by Coddington and Levinson may not be periodic in t. It may be 
made periodic, but in order to do so the finite series (Qo(t) + -a* + y-‘QT(t)) 
must be replaced by a formal series 
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where each Qi is diagonal, Qi(0) = 0, and for i 2 Y + 1, Qi(t) has constant 
derivative. The formal series 
% 4 exp Y~Q(Y, 4 (6) 
thus found is asymptotic to actual solutions of (I) for suitable restrictions in 
the sense that for each m 3 Y there is a solution X(y, t) to (1) such that 
X(Y, t) = (ZFPdt) + KAY, 9) exp f’ (zr-'Qdt)) , (7) 
where 
I J%(Y, 4 I d K I Y l-(m-r+l), tc [O, 11. 
The proofs of these results are straightforward modifications of the proofs 
to be found in Coddington and Levinson. 
More work must be done to show that the diagonal elements of 
exp (yrQ(‘y, t)) are asymptotic expressions for the characteristic values of (I), 
i.e., to show from (7) that the characteristic values of (1) may be ordered as 
Al, -.*9 v,&), each repeated a number of times according to its multiplicity, 
so that for any m > Y and large enough j y  1 in the region of convergence, 
where qi,jj is the jth diagonal element of Qt . 
That this is the case follows from Theorem 3 below, which might be called 
a “multiplicative perturbation” result since it shows that if an operator A 
in n-dimensional space is close to a nonsingular normal operator 3 in a 
multiplicative sense, i.e. A = (Z + P) B, where 1 P / < k,, , then the eigen- 
values of A are close to those of B in a multiplicative sense; i.e. the eigen- 
values oi , .--, cr, of A and the eigenvalues A, , .-a, A, of B can be ordered (each 
repeated a number of times equal to its multiplicity) so that 
The constants k, and K, depend only on n and not on B, in particular they 
do not depend on the size of the eigenvalues of B or the distance between 
them. The proof of Theorem 3 uses techniques similar to those used in 
[4] for investigating the spectral nature of perturbed differential operators. 
It is based on the identity 
R(u, A) = R(u, B) {Z + PBR(u, B) + [PBR(u, B)12 [Z - PBR(u, B)]-l}, 
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which is valid whenever the right-hand side is defined and expresses the 
resolvent R(u, A) = (~1 - A)-’ of A as a perturbation of the resolvent of B. 
By contour integration of this expression it is shown that the spectral resolu- 
tion of A is, for appropriate subsets of the complex plane, close to that of B. 
It then follows that the eigenvalues of A are close to those of B in the appro- 
priate sense. 
I .4 Dajferential Equations with Periodic CoejjGnts 
Let T be an ordinary formal diRerentia1 operator, 
7 = a,(t) ($1” + al(t) (-&)“-’ 4 *** + a,(t), 
whose coefficients all have a common period that without loss of generality 
is assumed to be one. It will be assumed that so(t) f  0, that t E (- co, co) 
and that all the coefficients are infinitely differentiable. 
For scalar X let the matrix differential equation associated with 7 - h 
be the equation 
where 
0 1 0 . . . 0 0 
0 0 1 
[. . . 
. . . 0 0 
. . . . 
A(7 - A) = 
0 0 0 . . . 1 0 
h - alL - a,-, - aam2 - a2 - al - ___ - . . . - - 
a0 a0 a0 a0 a0 
Any column vector satisfying X’ = A(’ - X) X is of the form 
x' = A(7 - A) x, (9) 
1. 
f(t) 
I 1 f’(t) ) f;“-“(t) 
where f(t) is a solution of T- = hf. 
The characteristic values and the shift matrix of (9) will also be called the 
characteristic values and shift matrix of 7 - h. 
It is convenient below to use the parameter y  = Wn rather than X. A 
transformation given below of the form 2 = 5’(t) T(r) X, where S(t) is 
periodic, changes (9) into an equation of the form 
z’ = r-qy, t> 2, (10) 
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where 
A(y, t) = &Ai(t) 
i=O 
and A,(t) is the diagonal matrix with diagonal elements equaling the nth 
roots of a,(t)-l. For A(y, t) to have period 1 in t it is necessary to assume that 
a,(t)lln has period 1. 
It is seen that (10) is a special case of (1) and hence formal expressions for 
the characteristic values of 7 - h may be found. 
To prove that these expressions are asymptotic in a full neighborhood of co 
it is necessary for us to assume that arg a@(t) is constant and in fact the 
angular size of the region where the convergence proof fails is proportional to 
var ax,, tG1 ao(t>+ 
The work by Strutt [5] considers somewhat related matter sfor Hill’s 
equation w” + (A + y@(t)) w = 0 w ere Q, is real and periodic. Strutt h 
studies the dependence of X and y  on the characteristic exponent u with A, 
y, and 0 complex. 
2. FORMAL SOLUTIONS 
Let 
A(y, t> = -&A,(t) 
0 
be an n x n matrix power series in y-l uniformly convergent for / y  1 suf- 
ficiently large and with infinitely differentiable coefficients Ai(t) which have 
period 1. Suppose furthermore that A,(t) is diagonal and that no two of its 
diagonal elements are equal for any t. Consider the differential equation (l), 
x’ = y’A(y, t> x. I f  
P(y, t) = -pPi(l) and Q(Y, t) = zy-igdt) 
0 0 
are formal power series in y-1 whose terms are n x 71 everywhere differen- 
tiable matrices, and if Q(y, t) is diagonal then the formal expression 
P(Y, t)exp (r’Q(r, 4) will b e said to be a formal solution of (1) if the formal 
identity P’ + yrPQ’ = y’AP holds. 
THEOREM 1. Under the conditions stated above, there exists a formal 
soktion to (I) of the form P(y, t) exp (y’Q(y, t)) such that PO = I, all Pi 
have period I, all Qi are diagonal and equal to zero at t = 0, all Qi’ have period 1, 
and Qi’ is constant for i > r + 1. 
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The proof of this result, though moderately lengthy and technical, is only 
a straightforward modification of the proof in Coddington and Levinson 
of the result that, without the assumption of periodicity of A(r, t) and without 
the condition that P(y, t) or Q’(r, 2) be periodic then (1) has a formal solution 
of the type specified where all elements of Q past Qr are 0. Consequently 
the proof of Theorem 1 has been relegated to the Appendix and only a 
discussion of how it differs from Coddington and Levinson’s proof is included 
here. 
In Coddington and Levinson’s proof elements comprising the matrices 
Pi’ and Qi’ are found by a fairly intricate recursion process. They are deter- 
mined as (a) algebraic combinations of previously determined or given 
elements, (b) derivatives of previously determined or given elements, or 
(c) integrals of p reviously determined or given elements. If  all previously 
determined or given elements are periodic then any algebraic combination 
of them and their derivatives will be periodic. However, the integral of a 
periodic function may not be periodic and hence case (c) requires special 
attention. 
Case (c) arises only in determining the diagonal elements of the Pi . 
For a matrix A let diag A be the diagonal matrix with diagonal elements the 
same as those of A. Case (c) arises only in equations of the form 
diag Pi’ + Q;+; = T,,, , i > 1, 
where T7+i is diagonal and has already been determined and is periodic. 
In order to make diag Pi periodic we let 
and let 
t 1 
diag Pi = 
s 
T,+idt - t 
s 
T,+idt. 
0 0 
It is readily verified that diag Pi is then periodic and Qi+i is constant. 
In Coddington and Levinson’s proof there is, of course, no attempt to 
force periodicity onto the Pi and hence for i > 1, Qy+i is taken to be zero and 
diag Pi = It T,+idt 
0 
Is the formal expansion derived above unique subject to the constraints 
of the theorem ? The answer is no as may be readily seen by verifying that 
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if P(y, t) exp y’Q(y, t) satisfies the conditions of the theorem, D is any 
diagonal constant matrix, and k is a positive integer, then 
P(Y, t> exp rTQ(rl t) + P+‘(Y, t) exp r’Q(r, 4 D 
= (P(y, t) + .a* + Y-~% 4 D) exp vQ(Y, t> 
will also satisfy the conditions of the theorem. Uniqueness can be assured 
however by imposing the additional requirement that diag Pi = 0 when 
t = 0, i > 1 as can be seen by tracing through the proof. Other possible 
variants are mentioned in the Appendix. In particular by removing the 
unimportant constraint that Qi’ be constant, i >, Y f  I, it is possible to 
make diag P, = 0, i > 1, for all t. 
3. ASYMPTOTIC CONVERGENCE OF FORMAL SOLUTIONS 
If 
is a formal power series in y-l let 
B(m) = 3+Bi . 
0 
Since P(y, t) exp yrQ(y, t) is a formal solution of (1) it follows, at least for- 
mally, that 
(yrP’ + PQ’) P-l = A, 
where the existence of the formal power series P-l follows from the existence 
of P;‘. 
IfA,,B,,A,, and B, are formal power series in y-l such that A, and A, 
agree up to the mth term and 3, and B, agree up to the mth term (m >, 0) 
then (a) A,B, and A,B, agree up to the mth term, (b) A, + B, and A, + B, 
agree up to the mth term, (c) AT1 exists as a formal power series if and only if 
A;l exists as a formal power series and if they exist they agree up to the mth 
term. It follows from these properties of formal series that if one lets 
A cm,(r) = (Y-~~~“‘(Y)’ + PC%4 Q’m’(~)‘) P’“‘W, 
then At,, and A agree at least up to and including the coefficients of y-m.2 
2 Coddington and Levinson incorrectly assert on p. 180 that these series agree up to 
and including coefficients of y- lm+‘). In referring to Coddington and Levinson note 
that they incorporate the factor r in their definition of Q(, t). The reader is warned 
to pay particular attention to this factor since it is easily overlooked and lowers the 
rate of convergence by r. 
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By hypothesis A&, t) converges uniformly for j y  1 large enough. Also, 
At,&, t) converges uniformly for 1 y  1 large enough since P(?n) and Qcrn) 
are finite series. Thus there is a constant C such that for j y  1 large enough 
and, furthermore Pnz)(y, t) exp yrQcm)(y, t) is a solution of 
x’ = r*A(md~, 4 X. 
With these preliminary remarks the proof of Theorem 3.1 in Coddington 
and Levinson can be made to proceed mutatis mutandis to supply Theorem 2 
below. We first restate Coddington and Levinson’s Hypothesis H in a slightly 
weaker form which is easily handled by their proof. 
Let the diagonal elements of Qtn) be denoted by qim), 1 < i < n. 
HYPOTHESIS H. A region S of the complex plane bounded by arcs tending to 
co will be said to satisfy Hypothesis H if for each i and j, 1 ,< i, j < n and some 
M >, 0 one of the inequalities 
Re [yl’(q!r” _ (T)’ 
% qj )I 3 - M3 
Re [Y7(qi(r)’ - qjr)‘)] < M 
is satisfied for 1 y j suficiently large in S uniformly in t. 
Observe that S satisfies Hypothesis H if and only if for each positive integer 
m > T and for each i and j, 1 < i, j < n and some M >, 0 one of the inequa- 
lities 
Re [yY(qi(m)’ - qj”)‘)] < - M 
Re [y’(q’“” _ (VI%)’ 
8 qj )I 3 M 
is satisfied for 1 y  ) sufficiently large in S and uniformly in t. 
THEOREM 2. Let S be a region in the complex plane satisfying Hypothesis H. 
Then for each m > r, for ] y I suficiently large in S there exists an n X n 
matrix solution X(y) to (I) that depends analytically on y for y in the interior 
of S and is continuous to the boundaries of S and a constant K such that 
where 
WY, 0 = PTY, 0 + -%(Y, 9) exp Y~!P)(Y, t), 
o~tyl I &(Y, t> I < K I Y I-(m-r+l). \, 
3 By Re z we mean the real part of z. 
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4. ASYMPTOTIC CONVERGENCE OF FORMAL CHARACTERISTIC VALUES 
In this section it is shown that the diagonal elements of exp y’Q(y, 1) yield 
asymptotic estimates of the characteristic values of the differential equation (1) 
in any region satisfying Hypothesis H. 
It is easy enough to show that exp y’Q(y, 1) yields asymptotic estimates 
for a shift matrix of (1) in a region satisfying Hypothesis H by using Theo- 
rem 2. We do this by letting 
X(Y, t) = PYY, t) + &(Y, 4) exp yrQ(Yy9 t) 
be the solution matrix found in that Theorem where 
1 E,(y, t) 1 < K I y  y-r+l). 
The matrix X(y, 0)-l X(y, 1) is a shift matrix for (1) and since 
P(Y, t> = P(Y, Oh 
X(Y, 0)-l X(Y, 1) = Pp’“‘(y, 0) + &i(Y, W’ 
x [PYy, 0) + E(Y, 1)l exp r’Q(‘Yn 1) 
= rpvy, 0) + &(Y, or’ 
x PYY, 0) + E(Y, 0) + E(Y, 1) - E(Y, (31 exp Y~Q(YY, 1) 
= v + PTn 0) + E(Y, OF’ MY, 1) - E(Y, O)lI 
x exp Y~Q(~)(Y, 1). 
For large ( y  I, Pm)(y, 0) + E,(y, 0) is close to I, and hence 
(Pna)(y, 0) + Em(y, O))-l is close to Z and in particular is uniformly bounded 
in norm for 1 y  / large. Thus for I y  I large enough 
where 
X(Y, 0)-l WY, 1) = (I+ K(Y)) exp Y~QYY, I>, (11) 
/ K(y) / = O(l y  p-T+l)). 
Thus exp y’Q(y, 1) gives asymptotic expressions for shift matrices. What 
remains to be shown however, is that the eigenvalues of exp yrQ(y, l), i.e., 
the diagonal elements, are asymptotic expressions for the eigenvalues of the 
shift matrix, i.e., the characteristic values of (1). To this end the following 
theorem will be proved below. 
THEOREM 3. For any integer n > 1 there exist positiere numbers kn and rC, 
such that if A = (Z + P) B, where B is a nonsingular normal operator in n-di- 
mensional space and j P I < k, , then the spectrum of A may be ordered as 
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01 7 a**, a, and that of B as A, , *.m, A,; each number repeated a number of times 
equal to its multiplicity, in such a manner that 
I ui - 4 I < Kn I P ! I hi i , i = 1, .**, n. 
Notice that it is not necessary that the eigenvalues of B be widely separated 
or distinct. Applying this theorem to (1 I) 1 ea d s immediately to the following 
theorem. 
THEOREM 4. Let S be a region satisfying Hypothesis H. Then for any 
m > r, for y  in S, andfor 1 y  1 large enough, there exists a constant K such that 
the characteristic values of (1) may be ordered as v,(y), ..., v,(y) so that 
As a first step to proving Theorem 3 we prove the following lemma. 
LEMMA. For any n > 1, any positive b < [4(n - 1)1-r, and any set of n 
(not necessarily distinct) complex numbers A, ;‘., A, there are m < n mutually 
disjoint simply connected regions C, , a**, C, with regular boundaries such that 
(a) Each hi belongs to some Ci , i = I, ..., m. 
(b) The distance from each Xi to the boundary of any of the regions Ci is 
greater than or equal to b 1 hi /. 
(c) For every Ai in Cj and any point u in Cj 
1 u - Xi 1 < 2(2n - 1) b / hi /. 
(d) The boundary of each Cj has length 8j satisfying k’j < 4nnb 1 hi 1 for 
all hi in Ci . 
Proof, Consider the n closed discs D, with centers Xi and radii b ( Xi j, 
respectively. Label the connected components of the union of these discs as 
c 11 .**, C,,, , m < n. We verify only (c) above; the remainder of the lemma 
may be easily verified by the reader. 
Take a particular Ci . Let hpj and h,j be the largest and smallest &‘s inside 
Cj . Since Cj is the connected union of at most n of the Di , 
so that 
I h,j 1 > I A/ j (1 - 2(n - 1) 6) 
B 3 I &j I . 
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Again since Cj is the connected union of at most n of the Di , for any o in Ci 
and hi in Cj , 
10-Aij< (2n-l)b(h& 
< 2(2n - 1) b ( x,j 1 
< 2(2n - 1) b 1 hi 1 . Q.E.D. 
Proof of Theorem 3. The proof for n = 1 is trivial, hence assume n > 2. 
Take for K, the quantity (8n2(n - I))-’ and for K,, the quantity 2nZ (no 
attempt has been made to find “best” values for K, and K,). Let the quantity 
b in the preceding lemma equal 2n2 1 P j. The upper bound on I P 1 implies 
that b < (4(n - l))-l and hence satisfies the conditions of the preceding 
lemma. Let C, , *.., C, be the regions of that lemma and let Bi be the 
boundary of Ci , 1 < i < m. Let Es(*) be resolution of the identity for B 
and EA(.) the resolution of the identity for A. 
The proof will consist of showing that 
dim EA(CJ = dim Es(CJ, i = 1, se*, m. 
This in turn will be shown by using the result that if E and E, are two pro- 
jections satisfying 
I E - 4 I < min (I E I-l, I 4 I-‘), 
then dim E = dim E, [6]. 
The reader may readily verify by multiplication on the left by (XI - A) 
that if (XI - B)-l and (1 - PB(M - B)-l)-* exist then (Xr - /l-l exists 
and satisfies the identity 
(Al - A)-l = (AZ - B)-l + (Al - B)-l PB(AZ - B)-l + (Al - B)-’ 
x [PB(U - B)-l12 (I - PB(/v - B)-I)-l. (12) 
I f  X belongs to the boundary of one of the Ci then (b) of the preceding lemma 
implies that (hl - B)-l exists. Furthermore, since B is normal, 
But again by (b) of the preceding lemma, 
I A - Ai I 3 b I & I 
so 
1 B(A1 - B)-l I < b-l, 
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and hence 
I PB(Az - El-1 1 < 6-l 1 P 1 = $ . 
Thus (I - P&AZ - B)-l)-l exists for h in Ci , 1 < i < m, and 
Integrating (12) about Bi yields 
iTA = EB(Cj) + & $ (AI - q-1 PB(Az - q-1 dh 
4 
1 
-+ %i I 
(AI - B)-1 [PB(AI - By]2 
Bi 
x (I - PB(AI - q-1) fix. (13) 
We proceed to estimate the norm of the third term on the right in (13). For 
h in Bi , 
I (AI - By / = nyx I (A - X&l I . 
If Aj E Ci (b) of the preceding lemma implies that 1 (A - hi)-1 1 < l/(b I Ai I), 
and hence from (d) of the preceding lemma, 
47rn 
If Aj # Ci and I h - Aj 1-l > 4nn/tj , then j A - Ai ( <ei/4vq and for some 
A, in Ci , 
so that 
I xj I > I xk I (1 - zb)* 
By (b) of the preceding lemma, 
I h - hi I > b I h I 
2 41 - 24 I 4% I , 
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and by (d) of the preceding lemma, 
1 A - Aj ] 3 Qg! ) 
hence 
Thus for any j, 1 < j < n, 
and hence for h E Bi , 
It follows that 
j & fB. (Al - B)-l [PB(hl - B)-'1" (I - PB(hl - B)-1)-l dA 1 
s 
<L 4nn I p I2 
( 
1 
’ 2n . (1 - 2b) e, 
-. _____ 
b2 1 - 1/(2?22) 1 
= (1 - 2b) (?- 1/(2?22)) * ’ z2 
2n 2 
< 
(&(l - l/(29)) * 5 ( 1 
1 
= n3(1 - 1/(2?22)) G 3 * (14) 
Consider next the second term on the right in (13). By using the operational 
calculus for the operator B, 
(Al - B)-l PB(xI - B)-l = s z (A - cr-' E,(a) Pp(h - p)-' E,(p) 
oeo(B) pEo(B) 
= 2 z P(X - 4-l 0 - PI-’ &J(u) P-%+(P), OEOW) pEO(B) 
(15) 
where the summation is over the distinct points in the spectrum (not counted 
according to multiplicity). 
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Consider the contour integral of a particular term in this summation around 
B. *+ 
1 
2ni q Li 
P(h - u)-1 (A - /.a)-’ E&r) PE,(p) dh 
= pE,(o) PE,(p) & j,, (A - 01-l (A - PF’ la 
1 
By using the method of residues it is easily seen that this integral will be 
zero if both o and p are outside Bi or if both are inside Bi . I f  p is inside Ci 
and 0 is not, then 
1 
i-z2 B, +- 
p(h - CT-1 (A - p)-1 EB(U) PE,(p) dh = p(p - u)-1 EB(U)PE&). 
Part (b) of the preceding lemma can be used to show that, in this case, 
I P(P - 4-l ! < +y . 
I f  u is inside Ci and p is not, then 
1 
?z Bi iI ,,(A - u)-l (A - p)-’ Q.,(u) P&(p) d/i = ~(0 - p)-l J%(U) JS@) 
= (1 + ~(0 - p)-‘) Es(u) P&J(P). 
Again by part (b) of the preceding lemma, in this case 
1 1 + u(u - p)-’ 1 < 1 + + . 
The right hand side of (15) h as at most n2/2 terms where either u or p is 
inside Ci and the other is outside and SO 
(~~B.(hl--)-lP(~--)-ldh/ <f(l ++‘I 
I 
-n2 
< 7 8n2(n - 1) + %?- ( 
1 1 
1 
<a+-il;B. (16) 
From (13), (14), and (16), 
IEA(ci)-EB(c,)I~3+d+~<~. (17) 
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The operator B is normal and so / EB(Ci) I= 1. Thus from (17) 
and hence 
I EA(Ci) I < PP 
I EA(Ci) - &3(G) I < min (I E,dCi) I-l, I UG) l-7 
It then follows from the result stated in the second paragraph of the proof that 
dim E,(CJ = dim EB(Ci), and hence the number of points in t-r(A) n Ci 
equals the number of points in a(B) n Ci , each set counted according to its 
multiplicity. 
The desired result now follows from (c) of the preceding lemma. Q.E.D. 
5. ORDINARY DIFFERENTIAL EQUATIONS OF NTH ORDER 
In this section we specialize the results of the preceding sections to the 
question of making asymptotic estimates of the characteristic values of the 
differential equation (T - h)f = 0 for large / h /, where 
has infinitely differentiable coefficients of period 1, and a,(t) # 0, 
t E (- co, 03). The development to be followed is outlined above in Sec. 1.4. 
In order to have nonvbid regions satisfying Hypothesis H it will be neces- 
sary to place restrictions on var arg a,,(i). These are expressed in the standing 
hypothesis below which also contains a normalization of the operator 7. 
STANDING HYPOTHESIS. It will be assumed that the leading coefficient 
a, of T is of the form u,,(t) = (k(t))” eiect), where r(t) > 0, f3(t) is rea2, 
max e(t) = - min O(t), var arg so(t) (= max e(t) - min O(t)) 
t t -<t-cm 
is less than or equal to r if n > 3 and is less than or equal to 271 if n = 2. 
Let y be an nth root of h, and let 
Let q,(t) be the function defined by a,(t) = - it(t)-’ e--8(t)‘n so that 
q,(t) is an nth root of a,(t)-l. Note that the restrictions of the Standing 
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Hypothesis make CL*(~) of period 1. Let u = ezRiln, and denote the nth roots of 
a,,(t)-l by oli = z&x0, i integer. Let 
Let 2 = S(t) T(y) X. Then X satisfies x’ = A(7 - A) X [Eq. (9)] if and 
only if Z satisfies the equation 
Z’ = [STA(T - A) T-lS-l + S’S-l] 2. 
Calculation shows that STA(r - A) T-?S-1 + S’F is of the form yA(y, 2) 
where 
-qy, t) = A,(i) + pA,(t) + *-- + P&(0. 
The terms A,(t) are given by 
1 0 
/ 0 0 
0 ..* 0 0 
ou 0 *-* 0 0 
Ao==ao 22 *.. 0 0 
., . . . . . . . . . . . . . . 
0 0 0 **. 0 ZP-1 
where 
and 
4=-z L 1 . . 1 *.. . . 1 . 1 clo’ c ’ . . . . 
0 
nag 
1 1 *.. 1 
c = [Cjj] = [p~-“x] , 
i 
1 ul-i . . . u w-1 ) 11-i ) 
aj at-i 
A”=-T- 
1 ul-i . . . u(“-l)w-i) 
1 
) 2 <i <n 
, .- a, . . . . . . . . . . . . . . . . . . 
1 ul-i . . . U(n-l) (1-i) 
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Note that all the matrices have period 1. Since s(t) has period 1, any 
solution 2 to 
z’ = yA(y, t) 2 (18) 
will have shift matrix Z(1) 2(0)-l, satisfying 
Z( 1) Z(O)-1 = S(0) T(r) X( 1) X(O)-1 T(y)-1 8(0)-l, 
where X(1) X(0)-l is the shift matrix for the corresponding solution X(t) 
to (9). Thus the characteristic values of (18) are identical with those of (9). 
The diagonal elements of A, are distinct, hence there is a formal solution 
to (W, 
(PO + r-lp&> + *-> exp r(Qo(4 + r-l&d4 + --*>, 
where the Pi are periodic. To see when Hypothesis H holds we must have the 
diagonal elements of rQo’ + Qr’, i.e., ‘y4:), 1 < i 6 n. Calculation shows 
that Qs’ = A,, Q1’ = diag A, , hence 
rq!l”(q = yui-‘a (t) 
0 
%’ (n + 1) a1 
z 
nao 
-> 
‘YO 2 
and so 
yqi(l’yq - yqY’(t) = p,(t) (24 +l- 22-l). 
Fig. lo n=2 
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The shaded areas of Fig. 1 picture the possible range of numbers aa zk-l 
for n = 2, 3, 4, and var arg a&t) = 7r/3. The normalization of the Standing 
Hypothesis means that arg a,,(t) varies from - a/2 by & var arg a,(t)/2n, 
and the other values of ol,,zkl are of course equally spaced about the origin. 
Fig lb n=3 
Let 7 = peid. Consider temporarily the case where (b is held constant and 
p + co. For what values of 4 will such a ray belong to a region satisfying 
Fig. IC n=4 
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Hypothesis H? Since we are restricted to rays, if for some i and j and some 
t, and t, 
Re (eiQao(tl) (Q-l - d-l)) > 0 
Re (ei401,(t,) (z&-l - d-l)) < 0, (19) 
then as p ---f CO the bounds of Hypothesis H will not be satisfied for any M. 
Y 
Fig. 20 n=2 
Fig.2b n=3 
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Figure 2 treats the same cases as Fig. 1. The light and dark shaded regions 
of Fig. 2 indicate those regions excluded if the conditions of Hypothesis H 
are to be met for half rays. For n = 2 there are only two excluded regions, 
whereas for n > 2 there are 2n excluded regions. 
Fig. 2c n =4 
By removing the restriction that the region consist only of a collection of 
halfrays the boundaries of the regions satisfying Hypothesis H can be 
extended somewhat by parallel displacement of the boundary lines. The 
darkly shaded regions of Fig. 2 are those that must be excluded for a parti- 
cular value of the constant M in Hypothesis H. This slight extension is 
important in the case where var arg a,,(t) = 0 for it means that the asymptotic 
estimates are analytic in overlapping regions. For the case where 
var arg a@(t) = n (27~ for n = 2) this extension is necessary if there are to be 
regions of asymptotic convergence instead of just rays. 
Our primary interest is in the implications for h = y”. Figure 3 treats 
again the cases of Fig. 1 and shows the corresponding regions for h. Again 
n = 2 is atypical since the excluded region does not include the negative 
real axis. The figures for n = 3 and 4 are typical of n odd and even for n > 2. 
Theorem 5 below states the detailed results that can be proved. 
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Depending on n, the order of 7, let (RT) be the region in the complex plane 
defined by 
(a) R(T) = {A j 1 arg h 1 > var arg a,(s)/2}, n = 2. 
(b) R(T) = (A 1 1 arg h 1 3 var arg a,(t)/2 and 
/ arg h - T / > var arg a,(t)/2}, n even, n > 2. 
(c) R(T) = (A / j arg h - r/2 ] > var arg a,(t)/2 and 
1 arg X + 7r/2 I 3 var arg a,(t)/2}, n odd. 
Y 
x 
Fig.30 n=2 Fig. 3b n = 3 
x 
Fig. 3c n= 4 
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THEOREM 5. Let 
PO + y-‘pdt) + -> exp r(Qoo(t> + r-‘Q&) + -*I 
be a formal solution to (18)) satisfying the conditions of Theorem 1. For h E R(T), 
exp y(Qs(l) + r’Qi(l) + ...) yields asymptotic expressions for the characte- 
ristic values of 7 - h in the sense that for any m 3 1, the characteristic values 
of 7 - h may be ordered as q(y), ..a, v,(y) in such a way that for some K, 
1 v,(y) - exp Y&$, 1) 1 < K ’ exp,;:‘(y> l) 1 ) 
provided h E R(T). The asymptotic convergence will still hold sf the region R(r) 
is extended by replacing the bounding half rays by arcs of the form 
( n-l z= p+iSp,- 1 eiS , P > 0, 
where peis is a boundary ray for R( 7 and S is any real constant (whose sign ) 
is chosen for each ray to lead to an extension of R(T) and not a reduction). 
There are further questions concerning the characteristic values of 7 
which, to the author’s knowledge, have not been explored-in particular 
asymptotic behavior outside the regions R(7) and behavior when R(T) is 
void, i.e., when the Standing Hypothesis on 7 is not satisfied. Clues to these 
questions might be found by investigating suitable examples-operators 7 
for which var arg a,,(t) > 0, and yet for which enough is known about 
the solutions of (T - A) f  = 0 to study their behavior in the absence of 
general results. 
For instance, further results might be suggested by looking at the case 
n = 1, where explicit solutions can be found. In this case the characteristic 
value is 
V(h) = eAKeL, 
where 
s 
’ aO(t)-l dt 
1 
K = and L= 
s 
al(t) a,(t)-l dt. 
0 0 
Notice that “unusual” behavior occurs if K = 0 in which case V(t) is 
constant (if the Standing Hypothesis is satisfied K can not equal 0). 
The characteristic values of 7 are of interest in investigating the spectral 
theory of 7 in L,( - co, co). In spectral theory one attempts to find a suitable 
projection valued measure E(6) such that 7 can, in some sense, be written as 
7 = 
I 
xE(dA). 
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The spectrum of 7, U(T), defined as those complex A for which 7 - h has a 
bounded inverse, plays a central role in this theory, and it can be shown 
that U(T) is just those X for which T - h has at least one characteristic value 
of modulus one. The measure E(S) is essentially a measure on subsets of 
c(7), since E(6) = 0 if 6 n +) = 0. Unfortunately, if var arg as(t) > 0 
and n is even this set will lie outside R(T) near cc or any extension of the 
type allowed in Theorem 5. This is not the case with n odd provided only 
that the Standing Hypothesis is satisfied. 
However, it follows readily from an examination of the asymptotic expres- 
sions and properties of analytic functions that if the Standing Hypothesis 
is satisfied then the characteristic values are not identically constant and are 
distinct except for isolated points in the complex plane. Hence the Standing 
Hypothesis does imply that U(T) is a collection of arcs analytic except possibly 
at isolated points. In this case for 6 an interval of one of these arcs, E(6) will be 
E(S) = $ (A - T)-’ dh (21) 
over an arc C as pictured in Fig. 4 provided this integral can be suitably 
defined as a limit over broken arcs not intersecting u(r) but approaching C. 
For a large class of 7, Theorem 5 thus excludes the troublesome possibility 
that ~(7) has an interior which cannot be approached from outside U(T). 
Fig.4 
For a more restricted class of r (n even and var arg a,,(t) = 0 or 71 odd 
and Standing Hypothesis satisfied) the asymptotic estimates of solutions to 
(T - h)f = 0 are valid near and on U(T) and, for h outside U(T), (h - T)-’ 
can be defined in terms of solutions to (T - A) f  = 0 by means of Green’s 
function. Much work is left to be done but there is hope that asymptotic 
estimates of these solutions can lead to results on the spectral theory of 
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non self-adjoint differential operations in L,(- co, CO). The author, in 
McGarvey [7-91 has established some results in the spectral behavior of 7 
for the case arg aa = 0 by entirely different perturbation methods which, 
in a loose sense, use rates of convergence of the order l/A. It is the author’s 
hope that these results can be extended or sharpened through the higher 
rates of convergence yielded by the asymptotic solutions. 
APPENDIX 
Proof of Theorem I 
In this appendix Theorem 1 of Part II is proved. 
Recall that the elements of a subscripted matrix, say Pk are denoted by 
P,,ij and that diag A denotes the diagonal matrix whose diagonal is that 
ofA. 
THEOREM 1. Let 
A(y, t) = %+A,@) 
0 
be an n x 71 power series in y-l with infinitely differentiable coefficients 
Ai which have period 1. Suppose furthermore that A,(t) is diagonal with 
no two diagonal elements equal for any t. Then the formal differential equa- 
tion 
x’ = yrA(y, t) X, (1) 
where Y is a positive integer has a formal solution of the form 
where 
P(Y, t) exp VQ(X 4, (2) 
P(r, t> = Q(ra t) = 
are formal power series in y-l whose terms are everywhere differentiable 
n x n matrices, PO = I, all Pi have period 1, all Qi are diagonal and equal 
to zero for t = 0, all Qi’ have period 1, and Qi’ is constant for i > Y + 1. 
Proof. By definition of a formal solution the assertion that (2) is a formal 
solution to (1) means that 
P’ + y7PQ’ = y’AP. (3) 
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By taking formal products in (3) and collecting the coefficients of y7, 
PoQo’ = AoPo , (4) 
which is satisfied by setting 
PO = I, Qo’ = A, . (5) 
By equating coefficients of yr-l in (3) and using (5), 
P,A, - A,P, + Q1’ - A, = 0.4 (6) 
Since A, is diagonal, diag (PIA - A,P,) = 0, and hence by necessity 
Qr’ = diag A, . (7) 
Let us write P, = pr + D, , where D, = diag P, (and hence diag f: = 0). 
Then taking off-diagonal elements in (6) yields 
and, since 
ao,jj # a0,ii , i # j, A.ii = a,,ii(ao.fj - ao,ii>-l. 
Thus (6) uniquely determines p, . 
By equating further coefficients of yi in (3) and using (5), 
k-l 
PkAo - A,Pk = es (Aepk-e - Pk-eQe? + (A, - Sk’), 2 < k < r (8) 
k-l 
Pi-, f (PJo - Ad’d = z (Aepk-e - Pk-eQe? + 6% - Qk)) 
e4 
k>,r+l. (9) 
There is no loss of generality in assuming that each matrix Pi , 1 < i is of 
the form 
Pi=fT,+lBi-lD,t...ipoDi, (10) 
where diag p;. = 0 and Dj is diagonal, 1 <j < Y, and PO = I. It can be 
seen that such a representation of the Pi is uniquely determined by the Pi , 
that 
diag (pi + pieID, + **a + plDiwl) = 0, 
and that Di = diag Pi . 
* Note that in case r = I, PO’ would appear were it not equal to 0 by virtue of (5). 
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We wish to substitute (10) in (8). Note that since A, and the Di are diagonal 
they commute, hence 
k-l 
= (P,A, - l&fk) + x (~&,, - &,p& Dj . 
j=l 
Furthermore the Qp are assumed to be diagonal and so in the same way 
k-t 
Aepk-p - PtisQe’ = (Aep;E--I - Pk--eQe’) + 2 (Aepk-e-j - pk-e-jQe? Dj 7 
j=l 
/<k-l. 
Hence by substituting (10) in (8) and th en associating left multipliers of Dj , 
(&AD - A$,) + y  (P,jAo - A,&) Dj 
j=l 
= y  (AePk-e - fsk-eQd) i- (Ak - Qk’) -f ‘2 ‘2 (AtIf,-t-j - pk-&Se’) Dj 
l=l &=l j=l 
k-l 
= z (Aepk--I - plk-eQe’) + (& - Qi) 
e=l 
+ % (E (AfPk-j-e - Pk-j-eQi)) Dj . 
j=l e=l 
(11) 
Let 
Si = 5 (A#-p - Pi-pQi>. 
e-1 
Then (11) may be written 
k-l 
(pk& - A,&)= e;(~~~k-I--k-di?t') +(A, -Qk? 
k-l 
(12) 
+ 2 [Si - (PjA, - .&$'j)l &-i . 
i-l 
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For the purposes of induction let us suppose that pj and Qi’ have been 
found for 0 <j < K - 1. Assume that the choice has been such that 
Si = (P&, - A,$‘,), 1 < j < k - 1. Note that this hypothesis has been 
satisfied for k = 1, 2. With these assumptions (12) becomes 
k-l 
(pkA, - Ads,, = t2 b@k-t - ~k-e@) + CA, - Qk’). (13) 
We thus let 
With this choice of Qk’ the right hand side of (13) has 0 diagonal. Again by 
using the fact that u,,~~ # u,,~~ for i # j, (13) can be solved for the 
off-diagonal elements of pk . Observe that from (13) we now have 
Sk = (pkAo - A,pk). Thus by induction equation (8) determines pO, *me, ?,. 
and Q,,O’, ..a, Qr’ uniquely as algebraic combinations of the matrices A,‘. 
Since the Ai are periodic so then are Pi and Qi, 0 < i < Y. No restrictions 
are imposed by (8) on D, , **a, D, . 
For k > Y  we come to (9). By using (10) and proceding as in the derivation 
of (12) and by using the fact that Sj = pjA, - A,,pj , 1 < j < r, (9) can 
be written 
k-l 
%-, + (p&b, - A$k,) = z (AePk-e - pk-PQe? -I- (A - Qk’) 
t=1 
k-l 
k>r+l. (14) 
We now make the induction hypothesis that Di has been determined and is 
periodic, 1 < i < k - I - 1, and that pi and Qi’ have been determined and 
are periodic, 0 < i ,( k - 1. We already have Si = p$A, - AZ* , 
1 < i < r, but we do not assume this to necessarily be the case for i > t + 1. 
The diagonal of (14) then yields 
DL + Qlc’ = diag [z(Aep+e - P,eQe’) + Ak + ‘3 SjDk+] . 
j=r+1 
(15) 
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Denote the right hand side of (15) by Tk . Then Tk is periodic but its 
integral may not be periodic. However, if we choose 
Qk’ = j: T,dt (16) 
and 
J’ 
t 
s 
1 
Pk-, = T,dt - t T,dt (17) 
0 0 
then Qr’ is constant and D,-, is periodic. 
By using the fact that distinct diagonal elements of A, are unequal, the 
off-diagonal elements of P, are determined by (14) as algebraic combinations 
of previously determined and periodic elements and their derivatives. Thus 
Pk is determined and is periodic. Letting 
Q)fe = j;Q,'dt 
completes the proof. Q.E.D. 
It is interesting to note that more than one option exists for satisfying (15) 
subject to the constraint that D,-, be periodic, particularly if the unimportant 
restriction that Qk’ be constant, k > r + 1, is removed. For instance one 
could set D,.+. = 0 and let 
Qk = j: T,dt. 
I f  this were done for all k > Y + 1 then one would have Si = pjAo - AoPi , 
foralli>l,anddiagPi=O,alli~l. 
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