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Abstract
The need for energy and electricity in the modern society places large interest in producing
power in more efficient and environmentally friendly ways. Almost all new energy production
concepts also need new or improved materials, in particular, to prolong the lifetime of current
nuclear power plants as well as build better, future GenIV fission concepts and fusion power
plants. Hence the need to thoroughly understand the structural materials involved is inevit-
able. Current and future power plants are, and will be, built from some kinds of steel, which
has shown very good properties and has become even better by informed choices of alloying
elements and manufacturing techniques. Other fields also use steels that, for instance, show
lower corrosion or higher tensile strength. The trend indicates that the steels used today can
further be improved. Conventionally, these kinds of improvements have been studied by experi-
ments on the possible materials, but recently, due to improved computational power, computer
simulations have become an important part in the search for new structural materials.
The key factor behind the mechanical properties of steel is known to be the movement of
dislocations. If the dislocations are free to move, the material is generally ductile, but if the
movement is hindered, the material will become more brittle. Previous studies have focused
on how dislocation loops, voids and He bubbles will affect the movement of dislocations. All
these defects are known to be formed during continuous irradiation of the materials, which is
relevant for fission and fusion power plants. However, the effect of small non-coherent obstacles
has received much less attention, even though these exist in ODS-steels and may also be a
product of irradiation. One reason can be the lack of interaction models for these more complex
systems.
To address the lack of data on this phenomena, we focus in this thesis on how the movement of
edge dislocations is affected by strong non-coherent obstacles. To model these, we investigated
different carbides, which are known to be found in steels. A wide range of carbides of different
shapes are investigated and compared to other defects, to assess their effect in relation to each
other.
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We found that the carbides act as strong obstacles with a strength higher than the coherent
chromium precipitates and in the same category as the voids. The unpinning mechanism was
seen to be the Orowan mechanism for the larger obstacles, and for the smaller ones the mech-
anism was either the Orowan mechanism or shearing. All different kinds of carbides at larger
sizes showed similar unpinning stresses, but to obtain the subtle variation and the value for
the small carbides, the nanostructure and composition must be taken into account. The results
also showed that surface curvature is an important factor, which affected the needed unpinning
stresses.
The drawback of these atomistical simulations is that the system is on the nanoscale, which
cannot be directly compared with experiments. However, these unpinning stresses and mech-
anisms obtained here can be and were used as parameters in other simulation methods. These
methods are capable of reproducing systems closer to the experiments, which is of great in-
terest so that we are able to predict what will happen on a macroscopic scale, but still have
the interactions determined with an atomistic precision.
Instead of the normal low concentration alloying of metals, recently, a new class of concen-
trated metal alloys have been synthesized. These alloys contain the different elements in large
fractions or in equal fractions, and usually have a simple crystal structure. These equiatomic
multicomponent alloys have been shown to have promising mechanical, magnetic and corro-
sion resistance properties. To possibly use these materials in future nuclear power plants, their
response to radiation must be determined. We studied two equiatomic multicomponent alloys
and compared them with the single element specimen. Our results showed a major reduction
in defect build-up in the alloys compared to the single element sample during massively over-
lapping cascades, in agreement with experiments. We found one of the key reasons to be the
reduced dislocation mobility in the alloys, which led to less efficient formation of large defect
clusters.
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Introduction
The lifetime of current nuclear power plant vessels as well as other structural parts made from
steels have not yet been conclusively determined. It is known that harsh conditions will affect the
material properties. For instance, radiation and loading-unloading cycles of structural materials
will introduce defects to the material. [1, 2] These defects will affect the response of the material
to loading or shock. The material can for instance change from being ductile to brittle [3–5],
which can have detrimental consequences in nuclear power plants and other constructions.
Ferritic martensitic (FM) steels are promising materials for high radiation dose environments,
and hence, these are also proposed to be the material for GenIV reactor concepts. [6, 7] A
special variety of these steels are used for improved radiation response, Reduced Activation
Ferritic Martensitic steels (RAFM-steels). [8, 9] The ferritic martensitic steels have shown
good properties like good thermal conductivity, low expansion coefficient and resistance to void
swelling, compared to austenitic steels. [10] The RAFM steels on the other hand should have
the same good properties as the normal ferritic martensitic steels, and in addition the activity
of the material should decay in a as short a time as possible. [8, 9] This reduction in time
will make the waste more easy to handle, it will be short lived and the need for long term
safe storage is reduced. To achieve this, some of the elements in the normal ferritic martensitic
steels must be reduced in amount or completely eliminated and other elements added to keep
the good properties of the steel.
All steels contain in addition to the iron base, also alloying elements like chromium, tungsten,
vanadium and carbon. It has been observed that different variations of these elements will yield
different properties of the final material, even at low concentrations. Some steels do also have
an addition of dispersed particles. One promising variety of dispersed particles is oxides, mainly
yttrium oxides and titanium oxides. [11] These steels, with the addition of nanosized oxides,
2are called oxide dispersion strengthened, ODS-, steels. This trend of getting better materials by
informed choices in alloying elements or additions of dispersed particles, indicates that further
improvements can be made by understanding the phenomenon at the nanoscale.
One important characteristic of structural materials is their mechanical properties. The mech-
anical properties of metals are known to be determined by the movement of dislocations. [12]
The dislocations can move quite freely in defect free metals, but due to irradiation induced
defects, added alloying elements or added particles their movement will be hindered. [13, 14]
The freer the movement of dislocations is, the more ductile the material. In most applications
some kind of brittleness is needed to make the material withstand some load. Hence the under-
standing of the interaction of these defects with dislocations is of fundamental importance for
understanding the mechanical properties of metals.
Instead of the conventional alloys with one base element and many alloying elements in small
fractions, recently a new class of materials have been shown to have promising properties. These
alloys contain several elements in large fractions, and usually have a simple crystal structure.
[15, 16] If the alloys have more than five elements, they are usually referred to as high entropy
alloys (HEA), and if the concentrations are equal, they are called equiatomic multicomponent
alloys. Recently intense work have been done to study the properties of these, which have
revealed e.g. that they show good mechanical properties at cryogenic temperature [17] as well
as at very high temperatures [18]. The alloys have also shown to be corrosion resistant [18],
which is crucial for some of the proposed GenIV concepts. [6, 7] Even though the equiatomic
multicomponent alloys have shown many good features, their radiation resistance has only been
very recently studied. These studies have focused on the point defect formation and damage
structure, but no study have been conducted on the defect build-up, which is crucial for any
practical applications.
Experimental techniques have been used to study the microstructure of the steels, both before
and after irradiation, in order to analyze the defects. The defect types, structures and compos-
itions as well as size distributions and concentrations can be determined. In addition to man
made obstacles, like ODS-particles [19, 20], the experiments show the presence of voids [21],
bubbles [19], carbides [22–25] and dislocation loops [19, 21, 26]. Dislocations can also be seen
by some techniques and their movement and interaction with some defects can be determined
in situ. [27, 28] The drawback with the experimental techniques is that the strength of the
obstacles and the atomistic resolution of the interaction is impossible to obtain.
In recent years, massively parallel computers have become powerful enough to investigate the
interaction of dislocations with obstacles by computational methods, which will give both the
3strength of obstacles as well as the atomistic resolution. Previous investigations have determined
the strength of alloying elements and some of the obstacles present in steels, both unirradiated
and irradiated. [29–36] The effect of alloying elements and concentration on the flow stress of
dislocations in an otherwise pure material has been determined previously. [29] The obstacles
previously investigated have usually been voids [29–31] or bubbles [32] or of dislocation nature
[33–35]. The results show that different obstacles will affect the dislocation in different ways.
For instance, the required stress to overcome the obstacle depends on several factors. These
factors have been found to be size, overall temperature and in some cases the composition and
orientation. Some investigations have also been done on coherent precipitates [36], but non-
coherent obstacles, like ODS-particles, have received much less attention. One reason for this
has been the lack of interatomic potentials describing the interactions of the elements needed
for these kinds of simulations.
In this thesis, we studied the interaction of edge dislocations with different carbides, to represent
strong non-coherent obstacles. These results were compared with other known obstacles in
steels. We found that the carbides show higher strength than voids and coherent chromium. We
also found that different mechanisms were present for different obstacles, yielding the differences
in unpinning stress. Simulations of non-spherical obstacles showed the importance of surface
curvature on the unpinning strength. Even though the obstacles with the same mechanism show
similar unpinning stresses, the microstructure and composition must be taken into account to
understand the subtle variations.
In addition to the more conventional choice of steels as structural materials, we investigated the
possibility of equiatomic multicomponent alloys being used as materials in nuclear applications.
Previous studies have shown their good qualities as materials to be used in nuclear power plants.
We found that the radiation damage build-up in these alloys is reduced, compared to the single
element sample. We found a major reduction in defect amount in both NiFe and NiCoCr alloys
compared to pure Ni, after 1000 overlapping cascades, and determined that one of the reasons
for this reduction is the reduced dislocation mobility in the alloys. We also saw that the three
element alloy showed better response than the two element alloy, which indicates that addition
of elements or a non-equal concentration of elements may show even better response.
The drawback of atomistic simulations is that the results are not directly comparable with
experiments. This means that the effects observed in our simulations cannot directly be related
to macroscopic phenomena. To address this, we used the results from our simulations as para-
meters in another simulation method, discrete dislocation dynamics. This method is capable of
simulating much larger systems, closer to experimental sizes. This is needed to make predictions
of the effect on a macroscopical scale. Benchmark tests on similar systems in both simulations
4techniques showed good agreement, which indicates that the latter simulation method can be
used in the future to obtain results for larger samples.
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Purpose and Structure
The purpose of this thesis is to describe the factors affecting the interaction of edge dislocations
with different kinds of non-dislocation type obstacles in BCC Fe. BCC Fe is used as a matrix
to model steels, and to eliminate possible variables. The main focus is on non-coherent strong
obstacles, and in this thesis they are represented by different carbides. The strength and un-
pinning mechanism of edge dislocations from carbides are described in detail and analysed and
compared to other known obstacles present in the materials. We also wanted to investigate the
possibility to use equiatomic multicomponent alloys in environments where radiation is present.
We studied the defect build-up in two different alloys and compared the obtained results with
the single element material.
This thesis is based on five publications, which are published or submitted for publication in
international peer-reviewed journals. The publications are referred to in bold Roman numerals
in the thesis.
The thesis is structured as follows; The background and theory are described in Chapter 3 and
the methodology in Chapter 4; The Chapter 5 describes the main findings in the publications
obtained by MD simulations; The implementation of a new obstacle structure in DDD and
benchmark test are described in Chapter 6 (This implementation, as well as the benchmarks,
have been carried out by A. Lehtinen); Chapter 7 contains a comparison of the defect build-up
in equiatomic multicomponent alloys, by both simulation and experimental techniques, as well
as one of the key mechanisms for defect build-up (The experimental work was done by our
collaborators). Finally in Chapter 8 the results are summarized and the conclusions drawn.
62.1 Summary of Original Publications
Publication I: Interaction of dislocations with carbides in BCC Fe studied by mo-
lecular dynamics
F. Granberg, D. Terentyev, K.O.E. Henriksson, F. Djurabekova and K. Nordlund Fusion Sci-
ence and Technology 66, 1 (2014), 283-288
This publication contains the benchmarking of edge dislocations in the Henriksson
potential for Fe-Cr-C interaction. The core structure of the edge dislocation is com-
pared with a previously used potential for dislocation simulations. The first results
of the interaction of an edge dislocation with strong non-coherent obstacles are also
presented in this publication. The size and temperature dependence of the obstacle
strength is also presented.
Publication II: Interaction of dislocations with carbides in BCC Fe studied by
molecular dynamics
F. Granberg, D. Terentyev and K. Nordlund Journal of Nuclear Materials 460, (2015), 23-29
In this article the strength of two kinds of iron carbides, Fe3C and Fe23C6 are com-
pared in two different interatomic potentials. The chromium carbide, Cr23C6, is also
compared with the other obtained results. As well as the effect of size and temper-
ature, we also studied the effect of surface curvature on the unpinning phenomenon,
by investigating rod shaped obstacles instead of spherical ones.
Publication III: Multiscale modeling of dislocation-precipitate interactions in Fe:
from molecular dynamics to discrete dislocations
A. Lehtinen, F. Granberg, L. Laurson, K. Nordlund and M. J. Alava Physical Review E 93,
(2016), 013309
The aim of this publication is to introduce a new method to investigate the in-
teraction of dislocations with obstacles in discrete dislocation dynamics. We used
molecular dynamics to obtain the parameters for both dislocations and obstacles to
be used in DDD. In addition to the newly implemented obstacle type we compared
the results obtained from both MD and DDD with each other for similar systems.
7Publication IV: Effect of obstacle nanostructure on the movement of edge disloca-
tions in BCC Fe
F. Granberg and K. Nordlund, Submitted for publication
In this publication, we compare the results for carbides, obtained in Publication II,
with five new obstacles in the same interatomic potential. The obstacle strength
for all obstacles is evaluated for different sizes and temperatures. In addition to
the unpinning stress, the unpinning mechanism for all nine obstacles are studied in
detail.
Publication V: Mechanism of radiation damage reduction in equiatomic multicom-
ponent single phase alloys
F. Granberg, K. Nordlund, M. W. Ullah, K. Jin, C. Lu, H. Bei, L. M. Wang, F. Djurabekova,
W. J. Weber and Y. Zhang, Physical Review Letters 116, 13 (2016), 035504
In this paper, we investigate the defect build-up in two equiatomic multicomponent
alloys by both experimental and simulation techniques. We compared the results
from irradiated samples with simulations on massively overlapping cascades in the
alloys. The results for these two alloys are then compared with the single element
sample, irradiated under the same conditions.
2.2 Author’s Contribution
The author contributed to the implementation of the virial calculation in the simulation code,
used to estimate the unpinning stress for obstacles in Publications I-IV. The author carried
out all the simulations and analysis, created the simulation setups and wrote the majority of
the Publication I. In Publication II, the author carried out the simulations and analysis in one
of the two used interatomic potentials and wrote most of the methods, results and discussion
sections. For Publication III the author wrote the first draft of the publication and the final
version of all sections regarding Molecular Dynamics. Publication IV was in its entirety written
by the author of this thesis and all simulations and analysis therein were carried out by the
author. For publication V the author performed the simulations for the overlapping cascades
in one of the used potentials. The author also did the dislocation mobility simulations and the
FeCr comparison simulations, as well as contributed to the writing of the article.
82.3 Other Scientific Work
The author has also been involved in writing and/or MD simulations of the following publica-
tions. These are, however, not part of this thesis.
[1] Investigation of the thermal stability of Cu nanowires using atomistic simula-
tions F. Granberg, S. Parviainen, F. Djurabekova and K. Nordlund Journal of Applied Physics
115, 21 (2014), 213518
[2] Tensile testing of Fe and FeCr nanowires using molecular dynamics simulations
J. Byggma¨star, F. Granberg, A. Kuronen, K. Nordlund and K. O. E. Henriksson Journal of
Applied Physics 117, 1 (2015), 014313
[3] Molecular dynamics investigation of the interaction of dislocations with carbides
in BCC Fe F. Granberg, D. Terentyev and K. Nordlund Nuclear Instruments and Methods in
Physics Research Section B 352, (2015), 77-80
[4] Primary radiation damage in materials: Review of current understanding and
proposed new standard displacement damage model to incorporate in cascade de-
fect production efficiency and mixing effects K. Nordlund, A. E. Sand, F. Granberg, S.
J. Zinkle, R. Stoller, R. S. Averback, T. Suzudo, L. Malerba, F. Banhart, W. J. Weber, F.
Willaime, S. Dudarev and D. Simeone OECD Nuclear Energy Agency (2015)
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Dislocations in Metals
In the first half of the 20th century, there were some inconsistencies between the experimentally
obtained values and the theoretically calculated values for the shear stress of plastic deformation
of single crystals. [37] The differences in the obtained shear stresses were orders of magnitude.
In the 1930:s three scientists, Orowan [38–40], Polanyi [41] and Taylor [42, 43], independently
predicted the existence of dislocations, to explain the reason for this inconsistency. This pre-
diction was confirmed by experiments on thin whiskers, where the dislocation density was very
low, and the obtained values for the shear stress was very close to the old prediction. [44] Elec-
tron microscope investigations, by Hirsch et al., of aluminium foils directly showed dislocations
about 20 years later. [45]
The most important concepts when dislocations are concerned, are the Burger’s vector, b, and
the Burger’s circuit. The Burger’s circuit is a closed loop around the dislocation core, where the
path is going from an atom to an atom, see Fig. 3.1a. The obtained loop can be compared with
the same loop in a dislocation free area in the material, see Fig. 3.1b. If there is a dislocation
present, the loop in the dislocation free crystal will not be ending in its starting point. The
vector needed to close the loop is called the Burger’s vector, which is marked b in Fig. 3.1b. If
the Burger’s vector is normal to the dislocation line, the dislocation is of edge-type and if the
Burger’s vector is parallel to the line, the dislocation is of screw-type. If the Burger’s vector
is at any other angle to the dislocation line, the dislocation is of a mixed type, e.g. has both
edge and screw character. In this thesis we focus on pure edge dislocations, although some
background is given for screw dislocations and dislocation loops.
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Figure 3.1: Illustration of the Burger’s circuit and vector of an edge dislocation in a SC lattice.
3.1 Structure
There are two main types of dislocations in BCC metals, edge dislocations and screw disloca-
tions. There can also be dislocations where different segments of the dislocation are of different
type, resulting in mixed dislocations. In principle, the dislocations are infinitely long or at least
as long as the grain in the material, but dislocations that combine with themselves can result
in finite dislocation loops. An edge dislocation can be obtained conceptually by inserting or
removing one or more atomic planes in the crystal lattice. An example of an edge dislocation
in the simple cubic, SC, lattice structure can be seen in Fig. 3.2. The same principle is used
in BCC materials, where the removed or added atomic planes are in the [111] direction, where
the closest atom in the lattice is in the center of the cubic cell, displaced by a0/2 in all direc-
tions. This will result in a Burger’s vector, b, 1/2 [111] and the length of the Burger’s vector
is b =
√
(a0
2
)2 + (a0
2
)2 + (a0
2
)2 = a0
√
3
2
. In FCC materials the closest atom is at the side of
a cube, displaced by a0/2 in two directions. This leads to an edge dislocation with the Bur-
ger’s vector, b = 1/2 [110] and the length b =
√
(a0
2
)2 + (a0
2
)2 = a0
1√
2
. However, in the FCC
structure the two removed planes do not need to be together, instead they can be separated.
The perfect 1/2 [110] dislocation can be split in to two 1/6 〈112〉 dislocations, via the reaction
1/2 〈110〉 → 1/6 〈211〉 + 1/6 〈121¯〉. This will yield a stacking fault between the two partials,
and the separation is dependent on the stacking fault energy of the material. By inserting or
removing only a part of a plane, one can create a dislocation loop of either vacancy type or
interstitial type, seen in Fig. 3.3. The other type, screw dislocation, can be obtained by making
a cut into the block and shifting one side up by one lattice unit, a0, as seen in Fig. 3.4.
All kinds of dislocations will introduce distortion to the crystal, which means that the lattice
is not at its lowest energy state. This energy is referred to as the strain energy and can be split
into two contributions. One contribution is from the energy stored in the dislocation core and
the other the elastic strain contained in the volume outside the core. The total strain energy
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Figure 3.2: Illustration of an edge dislocation in a SC lattice.
Figure 3.3: Illustration of an vacancy type dislocation loop in a SC lattice.
is the sum of the core energy and the elastic energy. The core energy cannot be derived from
elasticity theory, but the energy outside the core can. The elastic strain can be determined to
vary logarithmically with the crystal radius, which can also be considered as a cylinder around
the dislocation. [37] This result is derived from isotropic elasticity theory, but even though most
materials, like iron and steels, are anisotropic. The results are still a good approximation for
anisotropic materials in most cases, if the elastic constants are not too different. [37] From this
relation, the dislocation core radius can be obtained as the point where the energy does not
anymore vary logarithmically, and also the corresponding core energy can be obtained. The
elastic strain calculation for all kinds of dislocations shows that the energy is proportional to
the Burger’s vector squared, via the formula E = αGb2, where α has been found to be between
0.5 and 1 for realistic values for the dislocation core and the dislocation spacing. [37] This
proportionality leads to the Frank’s rule for dislocation combination and dissociation. If two
dislocations have the Burger’s vectors b1 and b2, their combination will lead to a dislocation
with the Burger’s vector, b3, which is determined as b3 = b1 + b2. The energy of the combined
dislocation is b23 and the energy of the two initial dislocations is (b
2
1 + b
2
2). If b
2
3 is lower than
(b21 + b
2
2), this combination is energetically favourable and the two dislocations will combine.
The opposite is also possible, when the energy of a dislocation is higher than two corresponding
dislocations and the initial dislocation will dissociate into the two, which is the case for edge
dislocations in FCC materials.
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Figure 3.4: Illustration of a screw dislocation in a SC lattice.
3.2 Mobility
The motion of dislocations is known, for instance, to be one of the key factors determining the
mechanical properties of metals. [12] The dislocations can move quite freely in certain directions
in the defect free crystal. Glide of the dislocation can occur when both the dislocation line as
well as its Burger’s vector is in the plane where it moves. [37] A dislocation that can move
in this way is called glissile and a dislocation that cannot, is called sessile. [37] The glide of
the edge dislocation is limited to a specific plane, because both the Burger’s vector and the
dislocation line are in the same plane. The direction or directions in which the dislocation can
move the easiest, is the closest packed direction. In BCC materials the closest packed direction
is the [111] direction, which will yield an edge dislocation with the Burger’s vector 1/2 [111],
as explained in the previous section.
For the dislocation, there is a certain shear stress required for glide. If a force, F, is placed on
an area, A, the tensile stress will be σ = F/A. If the force is not in the same direction as the
slip plane, the component of the force will be F cosλ. The force will act on a surface with the
area A/cosφ. This leads to a resolved shear stress, τ , in the slip direction on the slip plane to
be τ = F
A
cosλ cosφ, where the factor cosλ cosφ is known as the Schmid factor. [46]
The movement of an edge dislocation in a SC lattice can be seen in Fig. 3.5. From the figure
it is clear that the energy to break the bonds and connect to the next atoms can happen quite
easily, e.g. with a low energy, which means that the dislocation can move effectively one step
to the right. The stress needed for the dislocation to overcome this barrier is called the Peierls-
Nabarro stress. [47, 48] The Peierls-Nabarro stress can be seen as the first peak in Fig. 3.6.
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Figure 3.5: Illustration of the movement of an edge dislocation in a SC lattice.
Figure 3.6: Illustration of the stress-strain curve for an edge dislocation at low temperature.
Also each move forward can be seen as a small stress drop and a following rise, seen in Fig.
3.6. The dislocation can also move forward one step in a many step process, where one part of
the dislocation jumps to the next minimum and one part of the dislocation is still left in the
original minimum. If the dislocation line is in different minima, the created part not parallel
to the dislocation line is called a kink. If the middle of the dislocation is moved one minimum
forward, two kinks are formed, usually referred to as a double-kink. This double-kink formation
can happen due to thermal fluctuations, at least at elevated temperatures. This means that
a lower energy is needed to move the rest of the dislocation to the same minimum, as the
thermally moved part. This mechanism will lower the flow stress of the dislocation in materials
at elevated temperatures.
To determine how the dislocation movement will contribute to the plastic deformation of a
material, one can consider a box containing straight edge dislocations, see Fig. 3.7. [37] The
box has the volume h× l× d and under a high enough stress, the dislocations will glide. If one
dislocation, with the Burger’s vector b, will move across the whole cell, d, it will contribute one
Burger’s vector to the total displacement, D. In large samples, the dislocation will not move
across the whole cell, and therefore only contribute a fraction of the Burger’s vector. If the
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dislocation i moves a distance xi, the contribution to the total displacement will be b × xi/d.
When multiple dislocations move, the total displacement can be obtained as
D =
b
d
N∑
i=1
xi, (3.1)
where N is the total number of moving dislocations and xi their movement. The plastic shear
strain ε on a macroscopic scale is defined as
ε =
D
h
=
b
hd
N∑
i=1
xi (3.2)
If one considers the average distance moved by one dislocation, xmean, as the 1/N of the sum
of all movements and that the dislocation density, ρ, can be calculated as: ρ = (Nl/hld), the
expression of the shear strain will be
ε = bρxmean (3.3)
From this expression the strain rate, γ, can be obtained
γ =
dε
dt
= bρv (3.4)
where v is the average dislocation velocity.
3.3 Interactions of Dislocations
In defect free and single crystal lattices, the edge dislocation can move quite freely, as explained
in the previous section. However, in real materials there are usually vacancies, interstitials,
alloying elements, impurities, voids, precipitates as well as other dislocations of different natures.
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Figure 3.7: Plastic deformation due to glide of edge dislocations
All of these will in some way and at some magnitude affect the movement of the investigated
edge dislocation.
Even in a defect free crystal, the edge dislocation can in theory emit interstitials or vacancies,
which will make the dislocation climb. [37] The climb is either positive or negative, where
negative climb is when the dislocation absorbs atoms from the lattice leaving vacancies in
the crystal and positive climb is when interstitials are emitted to the lattice. This phenomena
can happen at higher temperatures and will be assisted by the equilibrium concentration of
vacancies and interstitials in materials. The existing vacancies and interstitials in the material
can be absorbed to the dislocation and will introduce a short segment of climb on the dislocation,
which is called a jog. If the jog is higher than one atomic plane, it is usually referred to as a
superjog.
If still a single edge dislocation is considered in a crystal with alloying elements or containing
voids or precipitates, it is clear that these will affect the movement. A single alloying atom
will change the local landscape and therefore it will at some magnitude hinder the movement
of the dislocation. The strain energy of an oversized atom will introduce compression in the
lattice and an undersized will induce a negative strain in the lattice. Larger precipitates, either
coherent or non-coherent, will also affect the dislocation. For coherent obstacles, there are
several phenomena that can happen. If the precipitate is softer than the matrix, i.e. has a
lower Peierls-Nabarro stress, the dislocation can easily penetrate the obstacle, and therefore the
effect of the movement is minute. If the precipitate is harder than the matrix, the dislocation
will need a certain stress, higher than the Peierls-Nabarro stress, to overcome the barrier. This
penetration mechanism is called shear and is usually the product of coherent obstacles, where
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Figure 3.8: Illustration of the shearing of an obstacle
Figure 3.9: Illustration of the Orowan unpinning mechanism
the dislocation during the whole interaction can stay in the same glide plane. This is illustrated
in the Fig. 3.8, where we see that the obstacles will also be deformed after the interaction.
If the precipitate is non-coherent, the part of the dislocation interacting with the obstacle
cannot stay in its original glide plane to get through the obstacle. Depending on the crystal
structure and hardness of the obstacle, different mechanisms can be present. Most of the hard
non-coherent obstacles, like ODS-particles and carbides, are impenetrable, which will lead to
a bypass mechanism called the Orowan-mechanism, illustrated in Fig. 3.9. One part of the
dislocation is trapped at the obstacles and the other parts of the dislocation can still move
forward. The dislocation will start to bow out from the obstacle at an increasing stress. At
a certain stress a screw dipole is created and the dipole is prolonged. Finally the dipole is
annihilated and the dislocation is set free. After the interaction we see that this mechanism
leaves a dislocation loop around the obstacle, called an Orowan loop, which will yield a larger
and stronger obstacle, which is considered one of the reasons for work hardening. [49] If the
obstacle is not strong enough to withstand the stress of the Orowan loop or multiple Orowan
loops after multiple interactions, the loop will collapse and the obstacle will effectively be
sheared.
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Figure 3.10: Illustration of the void interaction
Figure 3.11: Illustration of the climb bypass mechanism
A void in the material will attract the edge dislocation, due to the partial absorption of the
dislocation, which will reduce the dislocation line energy. On the other hand, when the disloca-
tion is trying to pass the void, a new segment of the edge dislocation must be generated, which
will act as an obstacle for the movement, Fig. 3.10. This can for instance happen in a similar
fashion as the Orowan mechanism. The dislocation starts to bow out and can obtain a screw
dipole like configuration. The obtained configuration will then at some stress break away, and
let the dislocation to move forward. Contrary to the Orowan mechanism, there will not be a
loop around the void, instead there will be a possible step on the void. The end result of the
void interaction can be thought of as an Orowan unpinning mechanism where the result on the
void is like the shear mechanism.
In the case of non-coherent obstacles and other defects, there are usually some kind of surface
mismatch in the interface, which will lead to an excess of interstitials or vacancies. These can be
absorbed by the dislocation, as explained earlier, which will introduce a jog on the dislocation.
The dislocation can also emit vacancies of interstitials to induce climb. This climb can in some
interactions be sufficient to the dislocation to move over or under the obstacles or at least obtain
a smaller effective obstacle size, which will lower the needed stress to overcome the obstacle,
see Fig. 3.11.
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Figure 3.12: Illustration of the Hirsch bypass mechanism
A similar mechanism as the Orowan mechanism can also be present, where cross-slip is involved.
The two generated screw arms in the screw dipole can, by cross-slip, go over or under the
obstacle and combine, letting the dislocation free. This mechanism is usually referred as the
Hirsch mechanism. [50–52] This mechanism leaves either one or two prismatic loops behind and
in the former case also a jog on the dislocation. One mechanism where two loops are left behind
is illustrated in Fig. 3.12, where a loop is left behind the obstacle and a jog is induced on the
dislocation. The jog on the dislocation can then emit a loop, leaving the dislocation in pristine
shape.
To calculate the stress needed for a dislocation to unpin from an impenetrable obstacle, Bacon,
Kocks and Scattergood (BKS) derived an expression for the critical stress. [53] The stress was
obtained by considering an infinite array of spherical obstacles at the same distance from each
other. Other assumptions were that the dislocation is a pure edge or screw dislocation and that
the medium is isotropic. They found that the stress can be calculated as Eq. 3.5, where G is
the shear modulus, D the obstacle diameter, L the spacing between obstacles and B a fitting
parameter. They found that the parameter B should be 0.7 for impenetrable obstacles, showing
the Orowan mechanism. Another study showed that the same formula will also agree for voids,
but in this case the parameter B should be 1.52. [54]
τc =
Gb
2piL
[
ln
(
D−1 + L−1
)−1
+B
]
(3.5)
If more than one dislocation is present, the dislocations will affect each other. The effect can
be obtained by considering the stress field around one dislocation and how the forces involved
affect the other dislocations. These forces can for instance be calculated from elasticity theory,
where the force is obtained from the stress generated. From this, it can be deduced whether
dislocations attract or repel each other, and also the magnitude of this phenomena. When two
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dislocations are colliding, different phenomena can happen depending on their Burger’s vector
and glide planes. For instance for two edge dislocations, if the Burger’s vectors are the opposite
and they are in the same plane, the dislocations will annihilate; if the Burger’s vectors are at
right angles and their planes also, one of the dislocations will cut the other, and leave a jog
on the stationary dislocation; If the Burger’s vectors are parallel and the planes orthogonal,
there will be a jog on both dislocations. These are just a few examples, but for systems with
multiple dislocation types and other configurations, the outcome will be more complex. For
instance, some interactions can generate sessile dislocations that lock the dislocation, or then
partial annihilation can happen.
From the discussion above it is clear that on a general level and when (isotropic) elasticity
theory is assumed, we can calculate and predict the strength and mechanism for different
obstacles. To investigate more complex systems, computational studies can be utilized. To
describe dislocation-dislocation interactions, simulation techniques based on elasticity theory
can be used. [55, 56] To take into account the effect of anisotropy and the effect of the dislocation
core, atomistic simulations can be used to investigate the interaction of single dislocations with
dislocation loops or other obstacles. Previous studies have been conducted on the effect of
solute atoms [29], voids [29–31], bubbles [32], different dislocation loops [33–35] and coherent
precipitates [36] on the dislocation movement. In this thesis we focus on the interaction of
dislocations with different kinds of obstacles of non-dislocation nature.
3.4 Radiation Damage and Dislocations
Steel in nuclear applications will be subject to a wide spectrum of neutron irradiation. For
fission power plants, the spectrum is up to about 10 MeV and for fusion power plants a bit
higher. [57] For fusion power plants, there is a massive peak at 14 MeV, which will induce more
damage in the fusion power plant steels compared to steels in fission plants. In addition to the
cascades in the material [58], there can be transmutation of the elements, producing helium
and hydrogen, due to the irradiation. The produced helium and hydrogen can then diffuse and
form bubbles. [57] Except for nuclear applications, where the neutron irradiation is the most
important, there can be environments where the materials are irradiated by electrons, protons,
heavier particles and clusters. Here we focus on damage generated by energetic particles in
general that create damage deep in the material.
Energetic particles can travel quite far inside the material before colliding with the nuclei of the
atoms in the material. Especially neutrons can travel far as they are not slowed down as much
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as charged particles, that are affected by the electrons in the material. When colliding with
the nuclei, some energy of the incoming projectile is given to the lattice atoms. The incoming
projectile still has a lot of energy left, which means that it moves far away before again colliding.
This continues until the projectile has lost most of its energy and slows down so much, that it
interacts with multiple lattice atoms at once. Every collision will generate a new projectile with
high energy, that will cause a cascade at different places in the material. These cascades will
generate a huge number of defects, depending on energy, that will mostly recombine leaving
only some defects in the material. [59] Under continuous irradiation the defects will accumulate
and migrate in the material, and can either annihilate, recombine or form larger defect clusters,
like voids or dislocation loops.
Many investigations have been done on test capsules from nuclear reactors and samples irra-
diated in test reactors and by particle accelerators. [60–62] Also atomistic simulations have
been widely used. These can model the sub-nanosecond events, which the primary part of the
cascade is. [63–65] Other simulation techniques have been used to investigate the evolution of
the defects, to be able to compare the results with experiments. [66] The experimental results
show different kinds of defects appearing after irradiation of steels. The quantities and sizes of
the defects are usually dependent on the irradiation dose. It has been found that small voids are
generated at low doses and that they grow with an increasing dose. [60, 62] Radiation has also
been found to introduce new phases in some cases in the material. [60] The results show that
in the irradiated samples there is a high density of dislocation loops [21, 26, 60] and interstitial
clusters [61, 62], and the densities are seen to increase with dose.
To evaluate the effect of the defects induced by the irradiation, the mechanical properties of
iron and steels have been investigated. [61, 67–71] Both proton and neutron irradiated iron and
steels show several possible detrimental changes in the irradiated sample. It has been seen that
the yield strength increases with dose, and also the yield drop is higher for irradiated samples.
[61, 68]. Studies also show that the irradiated sample will have less or no work hardening and
in many cases a lower maximum strain before fracture. Another important measurement is the
Ductile-Brittle Transition Temperature (DBTT), which indicates under which temperature a
material has a high tendency to shatter instead of deforming. This temperature has been seen
to increase during irradiation, and the shift has been seen to be large, which in the worst case
can be close to the operating temperature of the power plants. [69–71]
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Chapter 4
Simulation Methods
To detect and investigate dislocations, there are several experimental techniques. One method
is based on surface etching, where etching pits will be produced at the intersection of the dislo-
cation and the surface. Other methods are based on decoration of the dislocation, where either
naturally occurring elements or added impurities are migrating to the dislocation, which are
then detected. There are also several diffraction and microscopy techniques, where Transmission
Electron Microscopy (TEM) is the most widely used. TEM is able to see dislocations as well
as defects in the crystal, but the limitation is that the sample has to be very thin and stable
under electron irradiation. Another limitation is that the surface on the thin sample will act as
a sink for the dislocations and the obstacles. TEM is able to detect the pinning of dislocations
by defects, where it can be seen that some part of a dislocation is stopped and the other part
of the same dislocation is bowing out from the obstacle.
By experimental means it is impossible to obtain the stress involved in the unpinning as well
as atomic resolution of the interaction. To explain both of these, there are a few simulation
techniques that are atomistic, and one of them is able to meet all the requirements needed
for this kind of investigations. This method is called Molecular Dynamics, MD, and will be
explained in more detail in the next section, Sec. 4.1. The obtained simulation results from
MD can be used as input in other simulation techniques (Sec. 4.2), to be able to simulate
larger systems with thousands of dislocations and obstacles, which are more comparable with
experimental results.
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4.1 Classical Molecular Dynamics
Molecular Dynamics, MD, is one simulation technique where each atom can be treated explicitly,
resulting in atomic resolution. [72] This method was introduced by Alder and Wainwright in
the 1950s. [73] With modern supercomputers and computer clusters it is possible to simulate
system sizes up to trillions of atoms [74] and simulations of million atoms on a daily basis. In
this thesis all simulations have been carried out with the classical Molecular Dynamics code
PARCAS, PARallell CAScade, developed by K. Nordlund. [75, 76] In the classical MD, the
Born-Oppenheimer approximation is used. This approximation states that the electrons in the
system are much faster than the nucleus and can therefore always be treated as they are at
their ground state whenever the nucleus move. [77] This means that we do not need to account
explicitly for the electrons in MD simulations.
The basic iteration scheme used in MD simulations can be seen in Fig. 4.1. Before the iteration
starts, the coordinates of all atoms are given to simulate the desired lattice structure. For
simulations at temperatures higher than 0 K, velocities are also given to all atoms according to
the Maxwell-Boltzmann distribution. A time step, ∆t, for the simulations should also be chosen.
The time step should be short enough to capture the movement precisely enough, but also long
enough so that the simulation will not require too much computational power. The first step
in the iteration scheme is to evaluate the forces on each and every atom in the system, which
is the derivative of the potential energy, F = −∇V. The force, F, will result in an acceleration,
a, of the atoms according to Newton’s equation of motion F = ma, where m is the mass of the
atom. The atoms are then moved one time step forward with the newly calculated acceleration
with some algorithm, like Velocity Verlet and different orders of the GEAR algorithm. [78] In
PARCAS the fifth order of the predictor-corrector GEAR algorithm, GEAR 5, is used. This
algorithm has been shown to be more accurate than the Verlet algorithm, when short time steps
are used. [72] Another pro with the GEAR algorithm is that the velocities of all atoms are also
calculated during integration, which in some methods must be calculated separately. First the
prediction of the position after one time step, following the Taylor expansion, is evaluated as
rpi (t+ ∆t) = ri(t) + vi(t)∆t+ ai(t)
∆t2
2
+ bi(t)
∆t3
6
+ ci(t)
∆t4
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+ di(t)
∆t5
120
, (4.1)
where vi and ai to di are the time derivatives of ri. This same procedure is carried out for
the velocity and acceleration in a corresponding fashion. Then the predicted values are used
to evaluate the force in the new position, and a corrected acceleration can be obtained. After
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this, the difference between the corrected and predicted acceleration will be used to correct the
position and velocity. This is called the corrector step. The overall time of the simulation is
also moved forward by one time step. After this, the desired quantities of the system can be
obtained before the force calculation and the update of the atom positions are repeated. This
is then repeated until the phenomenon, that we want to investigate, has happened.
Periodic Boundary Conditions (PBC) can be used to mimic infinite simulation cells. If PBC are
present, an atom that goes over the borders of the simulation cell, will come in on the opposite
side of the simulation cell. The atoms at the border are interacting with the atoms on the other
border, as if they were neighbors.
To keep the temperature of the system constant, different thermostats can be applied. To obtain
the temperature change, these thermostats will affect the velocities of the atoms, which is the
temperature of the system. In PARCAS a Berendsen type thermostat [79] can be used, where
the affected atom velocities are scaled by a factor λ, according to the Eq. 4.2, where τT is
the time constant for the thermostat and T0 the desired temperature. This thermostat is very
effective to get the system to the desired temperature, but the drawback is that it do not give
the correct energy fluctuations.
λ =
√
1 +
∆t
τT
(
T0
T
− 1) (4.2)
To describe the force between the atoms in the system, an interatomic potential is used. In
the study of the interaction of edge dislocation with obstacles in Fe, we focus mainly on the
Henriksson potential, H13, [80] but we also compare the obtained results to the Hepburn-
Ackland potential, HA08 [81], based on the Ackland potential, A04 [82]. The H13 potential is
an Analytic Bond Order potential, ABOP, based on the Tersoff formalism whereas the HA08
and A04 potentials are Embedded Atom Method, EAM, potentials. The H13 potential describes
the Fe-Cr-C interactions and the HA08 potential Fe-C interaction, where the Fe-Fe interaction
is taken from the A04 potential. In the investigation of the equiatomic multicomponent alloys
we used a potential by Zhou et al. [83] We used this potential and added the chromium potential
from Ref. 84 to it by the mixing scheme described in the paper. Both the original Zhou et al.
potential and the chromium potential, as well as the combination of these are of EAM type.
The Tersoff formalism has the bond energy, Vij between atoms i and j defined as
Vij = f (rij) [VR (rij)− bijVA (rij)] , (4.3)
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where f(rij) is a cutoff function, VR a repulsive part depending on the interatomic distance
rij, VA the attractive force depending on the distance and a bond-order function, bij, with an
explicit angular term. The bond-order term will stabilize more open structures and can describe
covalently bonded elements. [85] The EAM potential on the other hand has a different method
of describing the potential energy of atom, Ei, as
Ei = Fi
(∑
ρj (rij)
)
+
1
2
∑
Vij (rij) , (4.4)
where Fi is an embedding energy depending on the electron density of the atom j, ρj, at the
distance rij and Vij is a pair potential depending on the distance rij. [86, 87] EAM potentials
use an electron density to describe the energy involved to add an atom and are therefore well
suited to describe the metallic bonding. [88]
4.2 Discrete Dislocation Dynamics
The main ideas of discrete dislocation dynamics (DDD) simulations were proposed by Brown
[89], Bacon [90] and Foreman [91], where they described how the dislocation line curvature is
affected by an applied stress. In the 1990s, computer simulations based on linear elasticity were
conducted on the behaviour of multiple dislocations. [92] In 1992, the first implementation
of discrete dislocations in three dimensions was presented. [93] The general idea is that all
dislocations are represented by a number of points (discretization nodes) connected with straight
lines. From elasticity theory it is possible to determine the stress field of each of these segments.
These segments can have either edge- and screw-character [93] or edge-, mixed- and screw-
character [94, 95], depending on the simulation methodology. All dislocation segments also
have a defined Burger’s vector. The force on each of these nodes can be obtained by the Peach-
Koehler equation [96], where the force is dependent on the stress and the Burger’s vector, Eq.
4.5. [97] σ in this equation is the sum of all contributions to the stress at a certain point, like
the externally applied stress, the stress from other dislocations and, if needed, the stress field
from obstacles. The factor ξ is the tangent direction of the dislocation at the investigated point
and is there to ensure that the force is perpendicular to the line. This force can then be used
to calculate the velocity of the node, via a mobility function,
Fi = (σ · bi)× ξ (4.5)
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Figure 4.1: Schematic illustration of the MD iteration scheme.
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The dislocations can then move in the simulation cell according to the velocity obtained from
the force on the nodes. When two dislocations are close enough to each other, different inter-
actions may happen, where the Burger’s vector is conserved at every point and interaction.
[98] If the dislocations are in the same slip plane and have the opposite Burger’s vector, the
dislocations will annihilate. Also partial annihilation, where only a part of the dislocations
have the opposite Burger’s vector, can happen. If the dislocations have Burger’s vectors that
form a sessile dislocation, that part of the dislocation will form a lock and will be immobile.
Other obstacles, with a non dislocation nature, have to some extent been implemented in DDD.
These have been implemented as either a total stop of the node, representing infinitely strong
obstacles, or a constant drag force, affecting the total force on the node, and therefore affecting
the velocity of the affected nodes. [99, 100] One of the outcomes of this thesis was to obtain
the parameters from MD, needed to implement a new kind of obstacle, where the obstacle has
a spatially variable force, all described in Publication III.
4.3 Generation of Dislocations and Obstacles
To generate the edge dislocations needed for the simulations, we started with a pristine BCC
block, with the axis oriented along the [111], [1¯1¯2] and [11¯0] directions, for the x-, y- and z-
directions, respectively. [101] Note that these axes are used in publications II, III and IV,
but in publication I the x- and y-directions are swapped. This box was used to obtain the
dislocation most mobile in BCC materials. To obtain the dislocation, a one unit cell thick slab
in the [111] direction was removed up to the middle of the cell. This is schematically illustrated
in the Fig. 4.2, for a SC lattice. This will result in a cell with N layers in the top half and
N - 1 layers in the bottom half. The half with N layers is then compressed by the Burger’s
vector divided by two and the half with N - 1 layers will be elongated by the Burger’s vector
divided by two. This will result in a rectangular cell, with an edge dislocation in the center of
the cell, illustrated in Fig. 4.2. In the simulation of the edge dislocations in FCC materials, we
followed a similar fashion as for the BCC simulation cells. For FCC we used a simulation cell
with the axis oriented along [110], [1¯12¯] and [1¯11] directions, for the x-, y- and z-directions,
respectively. To get the relaxed structure of the dislocation core at the desired temperature, we
let the simulation cell evolve for a few picoseconds, before any shearing of the cell was done.
To insert the desired obstacles into the simulation cell, we started with the box with an existing
edge dislocation. The first step was to remove atoms to create a void of the desired obstacle size.
This was the only alteration done in the investigation of the interaction of edge dislocations
with voids. Then we generated a block of the obstacle material in a pristine crystal structure.
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Figure 4.2: Generation of an edge dislocation in a simulation cell
A spherical or other shaped cut-out was then made from the block, to generate the obstacle. To
avoid complications in the simulation, the cut out obstacle was compressed by 5 % and inserted
in the center of the void. This was done to ensure that no atoms were to close to each other,
which would add too much energy to the system. The system was then relaxed for a few or few
tens of picoseconds to let the obstacle expand into the matrix.
In the investigation of coherent obstacles, in our case Cr, we changed the Fe atoms in the
affected volume to Cr atoms. This will introduce a coherent obstacle with the same lattice
structure and can be used when the lattice constants of both the matrix and the obstacle are
similar. To investigate infinitely strong obstacles we used so called fixed atoms. These atoms
have a certain position, but no velocity, and are not affected in any way by the forces from
other atoms in the surroundings. These atoms will still affect the surrounding mobile atoms
according to the interatomic potential.
4.4 Mobility Simulation Methods
The simulation technique used to investigate the dislocation-obstacle interaction is described
by Osetsky and Bacon. [101] The schematic illustration of the setup can be seen in Fig. 4.3.
The used block for the simulation and the technique to obtain it is described in detail in Sec.
4.3. The uppermost few and lowermost few atomic layers are rigidly fixed and not affected by
the Newtonian equation of motion. A few layers of atoms above the fixed atoms at the bottom
are thermally controlled by the Berendsen temperature control, described in Sec. 4.1, to keep
a constant temperature in the system. The rest of the atoms between the fixed layers are free
to move according to the Newtonian equation of motion. To mimic an infinitely large system,
periodic boundary conditions (PBC) in both the x- and y-directions were used. This will result
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Figure 4.3: Simulation setup for the simulations
in an infinitely long edge dislocation and an infinite array of obstacles with a spacing equal to
the length of the simulation cell in the y-direction, minus the obstacle size.
To apply a glide force on the dislocation, the fixed atoms at the top were moved by a constant
strain rate, γ, in the x-direction in relation to the fixed atoms at the bottom. This will make the
dislocation start to move in its glide plane towards the obstacle. The straining of the cell was
then continued until the dislocation had unpinned from the obstacle. In some investigations,
to see the effect of multiple interactions, the dislocation was driven through the simulation cell
over the PBC several time, resulting in multiple interactions of the investigated dislocation
with the same obstacle.
4.5 Analysis
One key parameter in the investigation of the dislocation movement is the stress-strain curve
and the critical unpinning stress needed for the dislocation to unpin from the obstacle. The
shear strain can easily be calculated from the deformation in the x-direction and the size in the
z-direction as ε = dx/z. In our simulations with a constant strain rate, the strain, at time t is
ε = dx/z =
t γ x
z
(4.6)
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This shear strain will induce a shear stress, σxz, on the cell. This shear stress will be generated
by the force generated on the block, with the area (Axy), in the x-direction as
σxz =
Fx
Axy
(4.7)
The other key parameter in the dislocation obstacle investigation is the unpinning mechanism,
which requires to visually see the interaction between the dislocation and the obstacle. To
visually observe the dislocation core and the obstacles we used the program OVITO, by A.
Stukowski. [102] The coherent obstacle can be made visible by selecting the elements in the
obstacle and marking them in the program. To identify the obstacles with a different structure
from the matrix and the dislocation core, we used common neighbor analysis (CNA). [103, 104]
The variety of the common neighbor analysis used in this thesis was the adaptive common
neighbor analysis (aCNA), developed by A. Stukowski. [102] The CNA algorithm is based on
the amount of neighbours in the close vicinity of the atom investigated. To identify the BCC
structure one must consider the first and second nearest neighbors, so the cutoff will be between
the second nearest and third nearest neighbor. The cutoff is usually placed in the middle of this
rCNA−BCCcutoff =
1
2
(
1 +
√
2
)
a0 (4.8)
For FCC and HCP materials, only the nearest neighbors need to be considered, so the cutoff
is placed between the first nearest neighbor and the second nearest neighbor. For an atom to
be considered either FCC or HCP, the amount of atoms inside this cutoff radius should be 12
and for the corresponding cutoff radius for BCC there should be 14 neighbors inside the radius.
To get the correct structure, there are three characteristic values that should be determined;
the number of common neighbors between the investigated atom and the neighbor; the total
amount of bonds between these common neighbors; and the amount of bonds in the longest
chain connecting these neighbors. This will yield three numbers that are characteristic for a
certain structure. For instance the BCC structure will have 8 neighbors with numbers 6-6-6, and
6 neighbors with numbers 4-4-4. The only parameter needed to perform these investigations is
the cutoff radius, which makes this method widely used. The drawback of the normal CNA is
that in multiphase lattices, there is not a defined cutoff radius, which renders this algorithm
not as useful. This is circumvented by instead of using a fixed cutoff radius, determining the
cutoff radius for each and every atom individually. The cutoff is calculated for each structure
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as the weighed average of the distances of the amount of closest atoms (12 for FCC/HCP and
14 for BCC). For BCC the cutoff will be determined by the closest 14 atoms, where 8 atoms
should be in first shell and 6 in the next shell. This yields the cutoff radius as:
raCNA−BCCcutoff =
1
2
(
1 +
√
2
)[ 2√
3
×
∑8
i=1 |ri|
8
+
∑14
i=9 |ri|
6
]
(4.9)
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Chapter 5
Molecular Dynamics Simulations of
Dislocation-Obstacle Interactions
In publication I the benchmarks for the H13 interatomic potential are presented, and compared
with the previously used A04 potential. Some benchmark tests were also conducted in III, to
be able to perform DDD simulations with parameters from atomistic simulations. These results
will be presented in Sec. 5.1 and are an essential part of Chapter 6. Beyond the benchmark,
both the unpinning stress from different obstacles as well as the unpinning mechanism for
nine different obstacles, investigated in II and IV, will be presented in Sec. 5.2 and Sec. 5.3,
respectively. The simulations were performed at different temperatures and different sizes were
used to obtain the effect of these factors. In Sec. 5.4 the effect of multiple interactions of the
dislocations with the same obstacles will be described.
5.1 Benchmarking of the H13 Potential
To be able to understand how the dislocation moves in a material and interacts with different
features in the material, its basic characteristics must be determined. These characteristics may
help understand similarities and differences between different studies, where different interaction
models for the atoms are used. These characteristics are also important to know, to be able to
conduct DDD simulations, which will be described in Chapter 6. One factor is the dislocation
core and the energy inside the core. As explained in Sec. 3.1, the strain energy inside a cylinder
will, according to elasticity theory start to vary logarithmically outside the core. The strain
energy obtained for a relaxed edge dislocation in both the H13 and A04 potential can be seen
in Fig. 5.1. It was seen in I that the core is about 2.5a0 in the H13 potential compared to
about 2a0 in the A04 potential, which agrees with other investigations [31], i.e. the core is a bit
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Figure 5.1: The strain energy inside cylinders around the dislocation core
wider in the H13 potential. Another method to describe the disregistry of the dislocation core
is to compare the atom positions in the plane under and over the dislocation. [31, 37] This is
illustrated in Fig. 5.2, which shows the difference between atoms in the upper layer compared
to the lower layer. Far away from the core the difference is zero on the left side of the dislocation
and one Burger’s vector far from the dislocation on the right side. From the figure it is clear
that the dislocation core in the A04 is causing less distortion to the cell, compared to the H13,
where the distortion is larger for the atoms close to the core. This also indicates, as Fig. 5.1,
that the dislocation core is larger in the H13 potential compared to the A04 potential.
To determine the similarities and differences between the H13 potential and A04 potential, we
determined the Peierls-Nabarro stress, see Sec. 3.2, for the edge dislocation. In I the stresses
obtained to be 745 MPa at 0 K and 494 MPa at 1 K, at the strain rate 1 × 107 1/s. The
results was compared with results obtained in Ref. 31, which were about 90 MPa and 50
MPa, correspondingly. The difference can be explained by the core size and the difference in
the potentials. A wider core of the dislocation will require more shear to get mobile and the
H13 potential has an angular dependent term, which can make the bonds harder to break. To
compare the unpinning stresses obtained for different obstacles with the theoretical prediction
by Bacon, Kocks and Scattergood [53, 54], Eq. 3.5, the shear modulus and Burger’s vector of
the dislocation are needed. The Burger’s vector was found to be 0.25 nm and the specific shear
modulus in the [111] direction in our system is 68 GPa.
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Figure 5.2: The disregistry in x-direction, for the atoms in the planes over and under the
dislocation core
To predict how the dislocation velocity is affected by the stress on the dislocation, we determined
the mobility of the edge dislocation at 750 K in III. The result can be seen in Fig. 5.3, which
shows that the velocity depended linearly on the applied stress. This mobility is an essential
part of the DDD simulations, to explain the dislocations response to the external and internal
stresses, according to the Peach-Koehler equation, Eq. 4.5.
5.2 Unpinning Stresses
To determine how the obstacles will resist the movement of the dislocation, we can study the
stress needed for the dislocation to overcome the obstacle. This stress is called the unpinning
stress and it will ultimately determine the strength and ductility of the material. To determine
the strength of the obstacles we used the methods and analysis described earlier in Sec. 4.3,
Sec. 4.4 and Sec. 4.5. All the simulations in publications II and IV were carried out with
the same parameters on similar system setups, to obtain comparable results of the unpinning
stresses. The used simulation cell was 101×3, 30×6 and 30×2 atomic planes in the x-, y- and
z-direction, respectively. This results in a box with the volume 25 × 21 × 12 nm3, where the
length of the dislocation between the obstacles can be calculated to be 21.2 nm− dx, where dx
is the obstacle diameter. A schematic illustration of the simulation cell can be seen in Fig. 5.4,
where Fig. 5.4a is the illustration of the investigation with spherical obstacles and Fig. 5.4b
for rod shaped obstacles. All simulations were conducted with a constant strain rate of 5× 107
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Figure 5.3: The velocity of the dislocation at different applied stresses
(a) Spherical obstacle (b) Rod shaped obstacle
Figure 5.4: Simulation cell for spherical obstacles and rod shaped obstacles
1/s. This strain rate and system size will yield a dislocation velocity of 50 m/s, according to
Eq. 3.4. The obstacles were of three different sizes, 1 nm, 2 nm and 4 nm, and were either
spherical or rod shaped. All simulations were carried out at five different temperatures, 300 K,
450 K, 600 K, 750 K and 900 K, to determine the thermal effect on the unpinning stress and
mechanism. Three different seeds were used for most of the simulations to get an insight in
the stochastic nature of the unpinning phenomenon. The investigated obstacles in publication
II were different carbides, spherical Fe3C (also known as cementite), Fe23C6 and Cr23C6 and
rod shaped Fe3C. In publication IV these carbides were compared with amorphous Fe3C, voids,
coherent Cr-precipitates, spherically fixed atoms and rod shaped fixed atoms. The results of
the spherical Fe3C, rod shaped Fe3C and Fe23C6 were also directly compared with those of the
HA08 potential, described in II.
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Figure 5.5: Results for the unpinning stresses for 1 nm obstacles
All the results for the unpinning stresses for the nine different obstacles can be seen in Fig. 5.5,
Fig. 5.6 and Fig. 5.7, for the sizes 1 nm, 2 nm and 4 nm, respectively, for the H13 potential.
In the results, the average unpinning stress for the three different seeds are given at the five
investigated temperatures. All simulations showed a temperature dependent flow stress at the
used strain rate in the H13 potential. This has already been subtracted from these values to
only show the contribution of the obstacle. The magnitude of this was seen to be 90 MPa, 85
MPa, 80 MPa, 75 MPa and 70 MPa, for the increasing temperatures. Two general trends can
be seen, for all obstacles except the coherent chromium precipitates. One observed trend was
that a lower unpinning stress is needed when the temperature is increased. Another observed
trend was that a larger obstacle will yield a higher stress to overcome the obstacle. For the
given system size, the Bacon, Kocks and Scattergood equation, Eq. 3.5, predicts the unpinning
stresses to be 273/383 MPa for the 1 nm obstacle, 378/493 MPa for the 2 nm obstacle and
513/642 MPa for the 4 nm obstacle, with the values 0.7 and 1.52 for the parameter B and with
the 0 K shear modulus.
From the results in Fig. 5.5, Fig. 5.6 and Fig. 5.7, we see that the obstacles with the highest
unpinning stresses are the fixed obstacles. The second highest stresses are obtained for the
different carbides and for the voids, if the smaller sizes are concerned. For the 4 nm obstacles
all carbides are stronger obstacles than the voids. The obstacle with least effect is the coherent
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Figure 5.6: Results for the unpinning stresses for 2 nm obstacles
Figure 5.7: Results for the unpinning stresses for 4 nm obstacles
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chromium precipitate, for which the size did not affect the unpinning stress, and at low tem-
peratures, the smallest one was stronger than the larger ones in opposite to all other obstacles
investigated. To investigate the stochastic nature, different initial seeds were used. The ob-
tained results for the different seeds did, at low temperatures, vary in a narrow range between
the different runs with the same obstacles. This is expected, as the stochastic movements that
trigger the unpinning at low temperatures, will be present more often at high temperatures,
yielding less fluctuations at the higher temperatures.
The strength order of the different kinds of obstacles
If the two fixed obstacles are compared, it can be seen that the rod shaped obstacles show a
higher unpinning stress than the spherical. The rod shaped fixed atoms had in this investigation
the same height as their diameter. The difference between these obstacles was seen to be 24 %
on average. This difference will be explained in more detail in the next section, Sec. 5.3. The
coherent chromium precipitates showed almost the lowest unpinning stress for 1 nm obstacles,
and much lower unpinning stress than all other obstacles for the larger sizes, with an unpinning
stress between 50 MPa and 150 MPa for all sizes and temperatures. The void was seen to be
almost as strong as the spherical carbides, at the size of 1 nm it was stronger than some and
weaker than some. The 2 nm void was equally strong as the other spherical carbides and for the
4 nm, it was weaker than the same sized carbides. All the obtained unpinning stresses are the
values obtained at the unpinning moment minus the flow stress, but in the study of voids there
is an attraction between the void and the dislocation, explained in Sec. 3.3. This attraction will
reduce the overall stress in the simulation cell, which is seen as a dip in the stress-strain curve.
If the stress instead is calculated from the minimum, when the dislocation was absorbed to the
void, until the maximum, when the dislocation unpins, we obtain a void which is as equally
strong or, in some cases, stronger than the spherical carbides.
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For the 4 nm carbides, we see that all of them show a similar unpinning stress, except the rod
shaped cementite that shows a higher stress than all spherical ones. For the 2 nm carbides we
also see similar stresses for all spherical ones and a higher value for the rod shaped. For the
1 nm carbides we see that again the rod shaped is the strongest, but then a large separation
between the other carbides. We see that the cementite and Cr23C6 are the strongest ones and
the amorphous cementite a bit lower and then the Fe23C6 as the weakest one. The difference
between the spherical and rod shaped obstacles clearly shows that surface curvature affects the
unpinning stress. The results for the rod shaped cementite was seen to be between 10 MPa and
100 MPa higher than the corresponding spherical obstacle, with a mean shift of 60 MPa. The
1 nm cementite obstacle showed the highest overall increase in unpinning stress, which means
that the relative increase between the rod shaped and the spherical cementite is much higher
than for the larger obstacles. These results indicated that the surface curvature of the obstacle
will significantly affect the needed unpinning stress, at least for small obstacles.
If the different carbides are compared, we see that the amorphous cementite shows the same
unpinning stress as crystalline cementite, for the two larger sizes. We investigated both the effect
of different seeds for the same amorphous cementite region as well as three different amorphous
regions. The different seeds did not affect the obtained stress more than for any other obstacle.
For the smallest size, the unpinning stress is on average lower than crystalline cementite, but
it varied drastically between the different amorphous regions. Some stresses were comparable
with crystalline cementite and some as weak as the Fe23C6. This is more closely investigated
in the next section, Sec. 5.3. If the two carbides with the same structure, but with different
compositions, are compared, we see some differences for the 1 nm obstacles, see Fig. 5.8. Cr23C6,
which is as strong as the crystalline Fe3C, is much stronger than the Fe23C6, which is the weakest
of all carbides. The reason for this is a difference in unpinning mechanism explained in more
detail in the next section, Sec. 5.3. We also see that there is a subtle difference in unpinning
stress between the larger Fe23C6 and Cr23C6. This was found to be about 7 %, which can be
used in other studies to relate the results of Fe23C6 to Cr23C6, where the interatomic potential
is not able to describe all interactions.
To assess the reliability of the carbide investigations, we used two different interatomic poten-
tials, for the carbides that can be modelled with the HA08 potential. We used both the H13
Tersoff-like Bond Order Potential and the HA08 Embedded Atom Method potential, to invest-
igate both spherical and rod shaped cementite and spherical Fe23C6. The results for spherical
cementite can be seen in Fig. 5.9, rod shaped cementite in Fig. 5.10 and spherical Fe23C6 in
Fig. 5.11. From the figures we can see that both potentials agree to some extent, however, the
H13 potential shows a higher unpinning stress than the HA08 potential. One reason is that
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Figure 5.8: Comparison of unpinning stress of the two M23C6 carbides
the specific shear modulus is higher in the H13 potential and that the two potentials show
different melting temperatures for the matrix material. The melting temperatures for Fe in the
two potentials are 1750 K and 2300 K for the HA08 and H13 potential, respectively. If the
temperatures are scaled to the melting temperatures, we see that the cementite results agree
very well, with some exception at low temperature for the largest obstacle, see Fig. 5.12.
The results show that an increase in temperature will yield a lower unpinning stress, and that a
larger obstacle will require a higher unpinning stress. Moreover, we see that the different kinds
of obstacles show different unpinning stresses. We see four different groupings of the unpinning
stress, the fixed atoms, the carbides, the voids and the coherent obstacles. This indicates that
the different groupings have some differences and the obstacles in the same group have some
similarities. This will be discussed in detail in the next section. The results obtained in different
potentials showed good agreement, which gives validation of the obtained results.
5.3 Unpinning Mechanisms
The basic interaction mechanisms between the dislocation and the obstacle have been described
in Sec. 3.3, and in this section the unpinning mechanisms of the dislocations from the invest-
igated obstacles are described. The consequences of the mechanism and the evolution of the
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Figure 5.9: Comparison of unpinning stress of Fe3C in the two used potentials
Figure 5.10: Comparison of unpinning stress of rod shaped Fe3C in the two used potentials
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Figure 5.11: Comparison of unpinning stress of Fe23C6 in the two used potentials
Figure 5.12: Unpinning stresses for cementite for the investigated temperatures normalized to
the corresponding melting temperature
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obstacle and the dislocations are described in the next section, Sec. 5.4. The unpinning mech-
anism was determined for the corresponding events discussed in the previous section, Sec. 5.2.
The mechanism was determined by visually following the evolution of the dislocation core,
II and IV, by the technique described in Sec. 4.5. The unpinning stresses described in the
previous section, Sec. 5.2, show a clear separation of the different kinds of obstacles for the
4 nm obstacles. We see that there are four groups: the fixed obstacles, the carbides, the void
and the coherent Cr precipitate. This separation indicates that different obstacles will have a
different mechanism.
The coherent chromium precipitates, all sizes and at all temperatures, were sheared at the
dislocation plane. This means that the upper part of the obstacle was shifted one Burger’s vector
per interaction. It was also seen for all sizes that the dislocation was trapped at the interface
between the different elements. But when the interface was penetrated, the dislocations could
easily pass through the chromium volume. For the larger obstacles, the interface was apparently
less distorted, which can explain why it could be more easily penetrated, and therefore the
strength of the large obstacles was lower than for the smaller precipitates. The distortion also
played an important role when the dislocation interacted with the same obstacle multiple times,
described in Sec. 5.4. From the results we see that the shear mechanism depends both on the
interface strength and the strength of the impurity atoms. In our case we saw that the interface
was the strong part, whereas the dislocation could easily go through the coherent chromium-
region, when the stress was large enough to penetrate the interface.
For both of the fixed obstacles, spherical and cylindrical, a Hirsch like bypass mechanism was
present at all temperatures and sizes (see Fig. 3.12). The dislocation gets trapped around the
fixed obstacle and generates screw dislocation arms that are similar to the Orowan mechanism.
After a while, one of the screw dislocation arms will start to go over the obstacle and finally
combine with the other screw dislocation of the opposite sign. This will let the edge dislocation
pass the obstacle, but leaving a dislocation loop on the other side on the obstacle and a superjog
on the edge dislocation. The dislocation loop and the superjog on the edge dislocation were
perfectly absorbed during the next pass through, which led to a perfect edge dislocation. This
was why the same cell could be used to get the statistics. Even though both of the obstacles
were bypassed by the same mechanism, there was a difference in the area of the generated
dislocation loop and superjog. The difference in area between a cylinder and a sphere in the
direction the dislocation sees the obstacle is 21.5 %, which is very close to the difference in the
unpinning stresses between the obstacles, about 24 %. This is also the difference in area of the
generated loop left behind the fixed atoms. The effect of temperature was seen as a lowering in
the unpinning stress, due to the thermal activation of the screw arms.
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In the investigation of the interaction of an edge dislocation with voids, we saw that the dislo-
cation was first attracted to the void. This can be explained by the minimization of the length
of the edge dislocation, which led to a lower defect energy in total, even if the void was de-
formed. This absorption pins the dislocation, because a new segment of the dislocation must
be generated before the dislocation can unpin from the void. Also absorption of vacancies was
seen during the unpinning, which led to a jog on the unpinned dislocation. This led to a smaller
segment of edge dislocation that had to be generated, which is energetically more favourable.
The width of the jog was about the same as the width of the void and the amount of climb
was also proportional to the size of the void. The larger the size, the more vacancies were
absorbed. For the 4 nm void, the amount of absorbed vacancies was increasing with increasing
temperature, while for the smaller ones, there were no difference.
For all carbides, spherical, rod-shaped and amorphous, there were depending on size, two dif-
ferent mechanisms present. For all 2 nm and 4 nm obstacles, the mechanism was the Orowan
mechanism. The dislocation was trapped by the obstacle and with increasing stress, a screw-
dipole was generated. The absorption of the screw-dipole will eventually let the dislocation
unpin. Most of the obstacles were not sheared by the first interaction, even though it was not
always clear, especially in the case of the amorphous structure. There was also climb involved
in the unpinning phenomenon for these two sizes. Both the screw-dipole could climb along the
precipitate surface as well as vacancies/interstitials could be absorbed during the unpinning
process, leading to a jog on the unpinned dislocation. Even though the unpinning stress did not
drastically change for the different carbides, the sign of climb did change. All three cementite
obstacles and the Cr23C6 showed a negative climb, whereas the Fe23C6 showed a positive climb.
This shows the importance of the microstructure and the distortion at the interface between
the precipitate and the matrix. The results showed the least climb for the amorphous cementite,
whereas the rod showed the most climb. Temperature did not affect the unpinning mechanism,
but an increasing temperature will lower the needed unpinning stress. This can be explained
by the enhanced screw-dipole absorption seen at higher temperatures.
For the 1 nm carbides, different mechanisms were seen. The crystalline cementite precipitate
and the rod shaped cementite showed an Orowan mechanism, even though the obstacles were
not strong enough to withstand the loop and were sheared. The amorphous cementite showed a
similar mechanism for some of the structures, so apparently some structures were strong enough
for the Orowan mechanism. The other amorphous cementite obstacles showed a combination
of climb and shear, which also was seen for the Fe23C6 precipitate. The Cr23C6 did show an
Orowan mechanism, but the amount of climb was similar to that of the Fe23C6. The results
showed that the M23C6 precipitates induced much more climb than the spherical cementite and
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the strong amorphous cementite. Even though the cementite rod induced the most climb, there
were no gain in a smaller effective diameter of the obstacle, which still resulted in a much higher
unpinning stress than the other ones. The unpinning stresses for the obstacles with Orowan
mechanism were much higher than the shear/climb combination. Both the M23C6 precipitates
showed the same amount of climb, the chromium carbide still acted as a much stronger obstacle,
due to that the Cr-atoms acted as stronger obstacles than Fe-atoms in addition to C atoms, in
the Fe-matrix.
From the Figs. 5.6 and 5.7, we see that the obstacles with the same mechanism, will have
a similar unpinning stress. The only exception is the rod, which shows that the climb will
drastically affect the unpinning stress. The reason is that the climb will reduce the effective
size of the obstacle, so both the generated loop will be smaller and the screw-dipole arms are
closer to each other, and this will lower the needed stress. To determine the stress for a certain
size, one should use the results for the rod, where the effect of climb is not present. To be
able to determine the exact strength of an obstacle one needs to know the both the unpinning
mechanism for the obstacle, as well as how the microstructure will introduce other mechanisms.
5.4 Multiple Interactions
The mechanism that is present during the unpinning phenomenon will affect both the evolution
of the obstacle as well as the evolution of the dislocation. In this section, the dislocations, with
all induced features (mainly jogs), are interacting with the possible deformed obstacle. This is
not the same as a pristine dislocation interacting with the deformed obstacle. [105] The fixed
atom obstacles, fixed sphere and rod, did not change over time per definition. The generated
dislocation loops that were generated in the unpinning event, were absorbed by the dislocation
creating a perfect edge dislocation again. This was why the same simulation could be used to
get the statistics, because every consecutive interaction was the same as the initial interaction.
The coherent chromium obstacles were sheared at all temperatures and sizes, which will lead to
destruction of the obstacle after a certain amount of interactions. The upper part of the obstacle
will be shifted one Burger’s vector in comparison to the lower part, and eventually the halves
will be completely separated. We saw an almost inverse size dependence on the unpinning stress
during the first interactions, but during the next interactions we saw that the larger obstacles
became much stronger. During the next interactions there is a much larger amount of interface
between the Fe- and Cr-atoms, which acted as an obstacle for the dislocation, which led to a
much higher unpinning stress for the large obstacles.
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The evolution of the void during several interactions depended on the amount of absorbed
vacancies. For the smallest obstacles the amount of absorbed vacancies was enough for the
dislocation to pass without interacting with the obstacles during the next interactions, leading
to an almost pristine void even after several interactions. For the larger voids, the total amount
of absorbed vacancies did increase during consecutive interactions, which lead to a larger super
jog, eventually large enough to pass without interaction. This also meant that the voids, at
least in the beginning, did change their shape at the height where the dislocation interacted
with them. The evolution of the unpinning stress did depend mainly on how the dislocation
and void were deformed. If a steady state was obtained, a similar unpinning stress was seen
during the multiple interactions.
All the different carbides did shear after a few interactions, the 1 nm are already sheared at the
first interaction and the larger ones after a few interactions. This means that the precipitates did
not withstand the force of the generated Orowan loop(s) plus the force of the edge dislocation.
Even though the obstacles were sheared after several interactions, the first two interactions
with the cementite rod did show an indication of Orowan loops around the obstacles, where
we see an increase in the needed unpinning stress during the second interaction, see Fig. 5.13.
This shows that even if the obstacles are stronger than the other ones investigated, except for
the fixed atoms, they will be destroyed eventually. In most of the cases for the largest obstacle
the dislocation absorbed more vacancies/interstitials during consecutive interactions, leading
to a smaller effective diameter of the obstacle. For the two smaller obstacles the absorption
depended on how exactly the interaction happened, so no clear trend could be seen. For all
sizes, the carbides were sheared at some height of the obstacle, depending on the super jog
magnitude, if the dislocation did not absorb enough vacancies/interstitials to pass without
interaction.
The results of these investigations on multiple interactions showed the complexity of the
dislocation-obstacle interaction. To be able to definitively know what will happen, the atomistic
details of the interaction must be known.
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Figure 5.13: Indication of Orowan loops for 4 nm cementite rods
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Chapter 6
MD Parametrization of DDD
To investigate the interaction of dislocations with the obstacles, on a larger scale with multiple
dislocations and obstacles, A. Lehtinen implemented a new class of obstacles, Publication III,
in the DDD code ParaDiS. [106] The newly implemented obstacle is immobile and spherical,
and interacts with the dislocation via a Gaussian potential. The distance dependent potential
has the form
U(r) = Ae
−r2
R2 , (6.1)
where A is the parameter describing the strength of the obstacle, r the distance from the
obstacle and R the radius of the obstacle. The force at a certain point away from the obstacle
will be
F (r) = −∇U(r) = 2Ae
−r2
R2
R2
(6.2)
For computational efficiency the force is only applied on the nodes inside a certain cutoff
radius, to limit the long range force of this implementation. The force can be tuned with the
two parameters, A and R, where R is the size of the obstacle. To perform the DDD simulations
some material parameters must be known, some of these are described in the Sec. 5.1, and
given in III. These parameters were the mobility, the specific shear modulus, the dislocation
core radius and energy, magnitude of the Burger’s vector and the Poisson’s ratio.
48
(a) (b) (c)
Figure 6.1: Interaction of an edge dislocation with a 1 nm cementite obstacle, simulated by MD
(a) (b) (c)
Figure 6.2: Interaction of an edge dislocation with a weak 2 nm obstacle, simulated by DDD
Early benchmark tests on similar systems were conducted, where both the visual agreement
and unpinning stress agreement were investigated. The ﬁrst comparison was conducted on the
visual agreement of both methods. 1 nm and 4 nm cementite obstacles, investigated in MD,
were compared with results for 2 nm obstacles of variable strength in DDD. The 1 nm case in
MD can be seen in Fig. 6.1 and the corresponding one in DDD in Fig. 6.2. These illustrations
show that the same qualitative interaction can be obtained in both methods. In Fig. 6.3 and
Fig. 6.4, the 4 nm obstacle in MD and the stronger obstacle in DDD are shown (the parameter
A is 20 times stronger than the previous case). In both of these ﬁgures we see that a screw
dipole is formed and annihilated, letting the dislocation move on. In the DDD investigation, the
Orowan loop formed can clearly be seen and after several interactions, multiple Orowan loops
are gathered, before the innermost collapses due to the increasing stress of the multiple loops.
This shows that we qualitatively can obtain the same phenomena both in MD and in DDD.
The implementation can also take into account Orowan loop formation and a ﬁnite amount of
Orowan loops, by adjusting the parameters in the Gaussian potential.
To determine the unpinning stress in DDD, we performed simulations on 2 nm obstacles with
diﬀerent values of the strength parameter A. These results were obtained at diﬀerent lengths of
the distance between the obstacles, from 7 nm to 42 nm. The results for the diﬀerent values of
A are compared with the BKS equation, Eq. 3.5, and results in MD on spherically ﬁxed atoms
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(a) (b) (c) (d)
Figure 6.3: Interaction of an edge dislocation with a 4 nm cementite obstacle, simulated by MD
(a) (b) (c) (d)
Figure 6.4: Interaction of an edge dislocation with a strong 2 nm obstacle, simulated by DDD
at the same interobstacle distances. These results are presented in Fig. 6.5 and we see that the
BKS equation and the MD results agree very well for the larger distances. From the graph it
is also clear that the value on the parameter A will drastically change the pinning strength.
But with an adjusted value on the parameter we can obtain very good agreement between MD
and DDD. This, in addition to the visual agreement, indicates that the implementation can be
used for larger systems, where the single dislocation obstacle interaction is in agreement with
atomistic models.
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Figure 6.5: Comparison of the distance dependent unpinning stress in MD and DDD, compared
with the BKS equation
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Chapter 7
Mechanism of Defect Reduction in
Equiatomic Multicomponent Alloys
To investigate the radiation response of equiatomic multicomponent alloys, we focused on the
defect build-up in there alloys. We studied two different alloys and compared them with the
single element sample. We investigated the defect production in Ni, NiFe and NiCoCr samples,
by both experimental and simulation techniques, Publication V. The samples were irradiated
in experiments carried out at Oak Ridge National Laboratory, by different ions at different
fluences. By computer simulations we investigated a similar setup, where the samples were
irradiated by consecutive recoils of 5 keV, to simulate typical recoil energies deep in the material.
The simulation cell consisted of 108000 atoms. This size was chosen to be large enough to contain
the cascade created by the recoil atom. The simulation cell had periodic boundary conditions
in all directions and a thermostat at the borders to cool it down to room temperature after
each recoil event. The recoil atom was always chosen to be in the middle of the cell, so the
cascade will not reach the area where the thermostat is effective. After each cascade the box
was shifted randomly in all directions to ensure a random distribution of recoils throughout the
simulation cell. Up to 1500 recoils were simulated in 3 different samples of each alloy, to observe
the stochastic nature of the defect production. All the results given are the average over the
three different samples studied, and the 1500 recoil events will result in a dose of about 0.6 dpa.
The results for the overlapping cascade simulations in the three different samples can be seen in
Fig. 7.1, where the average amount of defects is plotted as a function of dose. The results show
that the amount of defects in the alloys is much smaller than in the single element sample.
The same trend can be seen by the experimental studies on the same samples, Publication
V. If we only consider defects that are in clusters larger than or equal to 10 defects, to more
closely represent the defects visible by experimental techniques, we see an even larger difference
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Figure 7.1: The dose dependent defect build-up in the equiatomic multicomponent alloys
between the alloys and the single element sample, Fig. 7.1. The number of defects in different
sized clusters is shown in Fig. 7.2. Here we see that the alloys contain many point defects,
whereas the single element sample contain much more defects in larger clusters. This can also
be seen when the defect areas are compared between the samples, Fig. 7.3. The same trend, on
a larger scale, can be seen for the experimental samples, Publication V.
To explain this behaviour seen by both experimental and simulation techniques, we studied the
evolution of the defects in the samples. In the frame by frame investigation of the samples we
observe that the radiation condition in our samples induced movement of the defect structures.
From this study we see that the defect structures in Ni were more mobile than in NiFe and
NiCoCr. To investigate this observation more thoroughly, we studied pure edge dislocations in
these alloys. We studied the mobility of the dislocation by placing a constant shear force on the
simulation cell and observing the velocity of the dislocation, in a similar manner as explained
in Sec. 5.1. We found that the dislocation moved slower in the alloys at a given force, which
indicates a lower dislocation mobility for the dislocations in the alloys. The mobility was also
seen to be lower for the three element alloy compared to the two element alloy. Another result
was that the stress needed to obtain steady glide of the dislocation was much higher for the
NiFe alloy, compared to pure Ni. The onset stress for NiCoCr was even higher than NiFe. The
lower dislocation mobility and higher onset stress was seen to be one of the key reasons for the
slower or non-existing formation of large defect structures in the alloys compared to the pure
element.
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Figure 7.2: The amount of defects found in clusters of different sizes
Figure 7.3: The diameter of the seen defects in the alloys
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Chapter 8
Summary
In this thesis, computer simulations have been utilized to investigate and describe the interac-
tion of edge dislocations with different obstacles of different natures on an atomistic level. The
most important factors, the strength of the obstacle as well as the mechanism present during
the unpinning phenomena have been determined. These results have been used to parametrize
another simulation technique to be able to overcome the shortcoming of atomistic simulations,
the system size. The atomistic simulations techniques are restricted to nanometer sized systems,
which requires the use of some other method to be able to predict the behaviour of macroscopic
objects. We also studied the potential of equiatomic multicomponent metal alloys to be used
in environments where radiation is present. This was done by studying the defect build-up in
two alloys in comparison to the single element sample, in massively overlapping cascades.
The atomistic simulations showed that the ambient temperature of the material will affect the
needed stress to overcome the obstacle. A higher temperature will decrease the needed stress,
but the temperature did not change the mechanism present at the temperatures investigated.
However, the temperature did affect the details of the mechanism. For instance, the generated
screw dipole could easier close and let the dislocation unpin from the obstacles and more
vacancies/interstitials were absorbed at higher temperatures. The simulations also showed that
the size of the obstacle will affect the needed unpinning stress. A larger obstacle will require a
higher stress, except for coherent Cr obstacles, which showed the opposite behaviour. The size
of the obstacle did not change the mechanism, when the larger obstacles were concerned, but
for the smallest investigated obstacles differences could be seen.
We found that the fixed atoms requires the highest stress for the dislocation to unpin and that
the shape of the fixed atoms will change the unpinning stress. We compared spherically fixed
atoms with rod shaped fixed atoms, and found that the required stress was higher for the rod
55
shaped. Both obstacles showed the Hirsch mechanism and the difference was found to be very
close to the difference in area of the generated loop. The weakest obstacle in our interatomic
potential was the coherent obstacle of chromium atoms. The chromium precipitate was sheared
at all sizes and temperatures, and the simulation showed that the interface distortion was the
pinning factor. The results showed that the smallest obstacle generated the most local distortion
and therefore required the most stress to be sheared. The multiple interactions showed that
when the interface became larger, the stress needed to overcome the obstacle did increase.
The void acted as an attractive force on the dislocation, that annihilated a part of the disloca-
tion. This then trapped the dislocation, and required a stress similar to the carbides to unpin.
The voids showed a lower needed stress if the absolute value is concerned, but if we compare
the stress required to unpin an already trapped edge dislocation, the unpinning stresses of the
voids are comparable with the carbides. This can be explained by the unpinning mechanism,
which is similar to that of the carbides, which is the Orowan mechanism. All the larger carbides
showed the Orowan mechanism and therefore similar unpinning stresses. But for the smaller
obstacles, both the Orowan mechanism and shear was seen. We saw that those obstacles with
the Orowan mechanism showed a much higher unpinning stress than those with the shear mech-
anism. We found that both composition and structure can change the mechanism and therefore
the unpinning stress.
The simulations of different shaped obstacles showed that the shape will affect the unpinning
stress. Investigation of rod shaped obstacles showed a much higher unpinning stress than spher-
ical obstacles. Even though both showed the same amount of climb, the gain in smaller effective
radius was only found for the spherical obstacle. This shows the importance of surface curvature
in the unpinning phenomenon. The simulation of obstacles with the same structure but dif-
ferent composition showed both that the internal strength will determine the mechanism and
that the surface distortion can be different, which will affect the absorption of interstitials and
vacancies. Multiple interactions with the same obstacle showed that the evolution of both the
dislocation and obstacle will depend on the nanostructure, which indicates the complexity of
this phenomena, which will make it hard to obtain definitive results.
All the obtained results are still on a nanoscale and based on theoretical models, which means
that experimental confirmation is still needed. As a first step to compare the obtained results
with experimentally scaled samples we have used the results as parameters in another simulation
technique. This technique is able to describe multiple dislocations and obstacles, and much
larger systems. Early benchmark tests showed that similar mechanisms and unpinning stresses
can be obtained. This indicates that this method can be used for larger systems which are more
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comparable with experiments, but still retains the atomistic interaction of a single dislocation
with the obstacle.
The combined experimental and simulation investigation of the defect build-up in equiatomic
multicomponent metal alloys showed a reduced defect build-up in the alloys. We saw by both
methods a significant reduction of defects in the alloys compared to the single element sample.
We also saw that the three element alloy showed better response than the alloy with two
elements. Both methods showed that larger defect structures were much more frequent in the
single element sample, compared to the alloys. The atomistic simulations showed that one of the
key factors is the reduced dislocation mobility and the higher onset stress for dislocations in the
alloys. The difference between the two component and the three component alloys indicate that
addition of further elements or elements in non-equal fractions can show even better response
to radiation.
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