We present a challenging new benchmark and learning-environment for robot learning: RLBench. The benchmark features 100 completely unique, hand-designed tasks, ranging in difficulty from simple target reaching and door opening to longer multi-stage tasks, such as opening an oven and placing a tray in it. We provide an array of both proprioceptive observations and visual observations, which include rgb, depth, and segmentation masks from an over-the-shoulder stereo camera and an eye-in-hand monocular camera. Uniquely, each task comes with an infinite supply of demos through the use of motion planners operating on a series of waypoints given during task creation time; enabling an exciting flurry of demonstration-based learning possibilities. RLBench has been designed with scalability in mind; new tasks, along with their motion-planned demos, can be easily created and then verified by a series of tools, allowing users to submit their own tasks to the RLBench task repository. This large-scale benchmark aims to accelerate progress in a number of vision-guided manipulation research areas, including: reinforcement learning, imitation learning, multi-task learning, geometric computer vision, and in particular, few-shot learning. With the benchmark's breadth of tasks and demonstrations, we propose the first large-scale few-shot challenge in robotics. We hope that the scale and diversity of RLBench offers unparalleled research opportunities in the robot learning community and beyond. Benchmarking code and videos can be found at https://sites.google.com/view/rlbench. Index Terms-Learning from demonstration, deep learning in robotics and automation, performance evaluation and benchmarking, perception for grasping and manipulation. 
I. INTRODUCTION
R OBOT manipulation systems broadly fall somewhere on a spectrum ranging from traditional, modular methods, that include object recognition, state estimation, and planning, to fully end-to-end approaches that leverage deep learning and large-scale data to learn a mapping from input observations directly to motor actions, with the intuition that the 'traditional' modules are embedded in the weights of a deep neural network. Driven by the successful combination of large-scale data [1] and deep learning algorithms in the field of computer vision [2] , Manuscript there is now a large body of work looking at increasing the capabilities of robotic agents through the use of reinforcement learning [3] , [4] , meta-learning [5] - [7] , multi-task learning [8] , [9] , etc. However, there is currently no standard in place for comparing manipulation methods in these respective areas. Although there exist benchmarks such as OpenAI Gym [10] and DeepMind Control Suite [11] for evaluating continuous-control reinforcement learning algorithms, their focus is not on realworld problems, and it is often the case that algorithms in these toy-benchmarks do not scale to more complex, real-world tasks. Few-shot learning methods for robotics also suffer from a lack of well defined tasks; for example, in Finn et al. [5] and James et al. [6] there is a very narrow distribution of tasks, where the task of "placing a peach into a red bowl" would be considered a different task to "placing an apple in to a green bowl". Despite the increase in these data-driven approaches, it is not clear where the ideal location on this 'learning' spectrum lies for complex robotics tasks that we may one day want robots performing in our homes. Given all of these problems, there seems to be a need for a benchmark that evaluates not only the diverse range of robot learning fields that are now emerging, but also a range of visually-guided manipulation approaches from both sides of the spectrum. This motivates the need for a one-size-fits-all benchmark that allows the capability to utilise large-scale data, whilst also allowing classical systems to be compared. To that end, we present RLBench, which is an ambitious large-scale benchmark and learning environment designed to facilitate research in a number of both classical and deep-learning based robot manipulation areas. RLBench is deliberately highly challenging and forward looking. The benchmark includes 100 completely unique, handdesigned tasks ranging in difficulty (shown in Fig. 1 ), which share a common Franka Emika Panda robot arm, featuring a range of sensor modalities, including joint angles, velocities and forces, an eye-in-hand camera and an over-the-shoulder stereo camera setup. Each of the 100 tasks comes with a number of textual descriptions and an infinite set of demonstrations made possible through our task building tools that use waypoint-based motion planning.
In this letter, we discuss a host of research areas that would benefit from this benchmark, including, but not restricted to, reinforcement learning, imitation learning, few-shot learning, multi-task learning, and the incorporation of explicit modelbased intermediate representations from computer vision and SLAM. In addition to the benchmark, we also contribute an open-source set of tools that will allow rapid development of new tasks (through the use of PyRep [12] ) in order to improve the size and scope of the benchmark over time. To summarise, RLBench has the following 3 key aims:
• Provide a benchmark and learning environment for both 'robot learning' and 'traditional' methods. • Provide the a large-scale few-shot challenge, where given M training tasks and N unseen tasks, a system must take K different demonstrations of each of the N unseen tasks, and then be able to perform these tasks in new configurations. • Provide a set of tools to allow easy task creation.
II. RELATED WORK
We review existing datasets, benchmarks, and learning environments that could be considered similar to ours in an effort to further motivate RLBench. Firstly we cover reinforcement learning benchmarks, followed by benchmarks designed specifically for manipulation.
A. Reinforcement Learning
Largely as a consequence of the seminal work that saw an algorithm learn to play a range of Atari 2600 video games to superhuman level directly from image pixels [13] , deep reinforcement learning (DRL) has increasingly become prevalent in the literature, leading to a number of recent further success in the games of Go [14] , Chess [15] , StarCraft [16] , and Dota [17] . With the success of these approaches, there has been a surge in developing DRL algorithms to solve continuous control environments [18] - [22] . These learned (continuous control) agents are usually tested on benchmarks such as OpenAI Gym [10] or the DeepMind Control Suite [11] . However, apart from a small number of robotic tasks in OpenAI Gym, these benchmarks feature only toy tasks that often do not resemble real-world problems that robots will need to overcome. To combat this, many projects create their own manipulation tasks to evaluate their approach, making comparisons difficult. As a direct consequence of this, these created tasks can often succumb to unintentionally introducing another hyperparameter into the method in the form of the task design itself. For example, a method could fail on a more challenging task, and so results would only be presented for a simpler set of tasks. This is something a standard benchmark of tasks could alleviate. Moroever, the continuous control tasks in both OpenAI Gym [10] and the DeepMind Control Suite [11] do not provide an easy-to-use task building tool, and so users must define tasks in XML using the MuJoCo interface (which is cumbersome, error prone, and time consuming). RLBench however, is built around a CoppeliaSim/V-REP [23] and PyRep [12] interface, allowing for drag-and-drop style scene building, and a whole host of robotic tools, such as inverse/forward kinematics, motion planning, visualisations, etc. RoboNet [24] is a recent real-world consists of 15 million video frames, collected by different robots interacting with different objects in a table-top setting. The aim is to use this dataset to pretrain reinforcement learning models and then transfer knowledge to a different test environment. The aim of RLBench however, is to offer a benchmark platform for a number of research areas. We should also mention the very recently announced Meta-World project [25] , a multi-task simulated benchmark for meta-learning research in manipulation, which was released concurrently with this work. Although Meta-World has a similar goal to RLBench, our benchmark has significantly more tasks, uses many more sensor modalities, has a visually higher fidelity, and has the ability to generate demonstrations.
B. Manipulation
Most related work in benchmarking robot manipulation algorithms often concentrates on solving only one of the manipulation sub-problems, focusing on either perception, grasping, or planning. But first, we look at benchmarks that evaluate the system as a whole. The Amazon Robotics Challenge (ARC) [26] was an attempt to create a benchmark for robotic picking and stowing. Although it was a successful challenge that drew many conclusions, such as the usefulness of a dual gripper and suction cup end-effector [27] , it was difficult to reproduce in a lab setup. The ACRV Picking Benchmark [28] aimed to solve this by creating a similar, but reproducible setup to the ARC. The issue with picking and stowing is that it is but one of many possible tasks; RLBench on the other hand comes with 100 unique tasks, many of which involve some aspect of picking and placing. Similarly to ARC, the RoboCup@Home competition [29] is run annually, but has a greater range of tasks that must be completed. However, given that no large-scale data is given beforehand, this makes reinforcement learning and other end-to-end approaches difficult to apply in the competition. RLBench is a platform that can unify both old and new methods and compare them on an even playing field.
For evaluating imitation learning systems in particular, Robo-Turk [30] was a recent attempt to leverage crowd sourcing to obtain data for tasks, but because of this the system has only three tasks. Whilst RoboTurk is entirely in simulation, Simitate [31] on the other hand is a hybrid approach, where real world observations (RGB-D camera calibrated against a motion capturing system) are combined with a simulated environment for benchmarking. In contrast to RoboTurk, we do not crowd source our demonstrations, but instead rely on an infinite supply of generated demonstrations collected via motion planners. Although Simitate offers the benefit of being partially a real-world dataset, the addition of new tasks requires time-consuming calibration and motion capturing; our system on the other hand sacrifices the real-world aspect, but in exchange we receive the ability generate a diverse range of tasks in a scalable way.
Moving on from whole-system benchmarks, there are a host of benchmarks that focus on sub-problems, for example perception datasets, from both the computer vision community (such as ILSVRC [1] , COCO [32] , Pascal-VOC [33] , etc), and the robotics community (such as BigBIRD [34] , YCB-Video [35] , etc). For grasping, both OpenGrasp [36] and VisGraB [37] are popular simulation-based benchmarks, whilst the YCB dataset [38] focuses on real-world objects. In comparison to these, RLBench allows robotic systems to be evaluated on the complete robotic pipeline, rather than limited to sub-problems such as object detection, state estimation, grasp selection, and planning. Recently there has been an attempt to benchmark the fidelity of simulation environments against the real world [39] .
III. BENCHMARK PROPERTIES
When designing RLBench, we have prioritised several key properties:
A. Diversity
Algorithms we develop should be general. In order to effectively learn inter-task relationships, a truly diverse range of tasks is needed to help avoid over-fitting.
B. Reproducibility
Reproducibility is challenging in robotics as each lab has their own robotic setup. Moving to simulation solves this, but at the risk of developing solutions that may not run as well in the real-world. However, with the rise of deep-learning methods becoming more prominent in robotics, we believe it is important to find the potential and limits of these methods in a controlled, reproducible environment.
C. Scale
Given the amount of data modern machine learning methods need, it is important to not only have a large collection of tasks, Fig. 4 . An example showing the distinction between task, variation, and episode. In this case, the 'stack_blocks' task has V variations, each with E episodes. Each variation comes with a list of textual descriptions that describes the objective. All of the textual descriptions below each variation in the Figure correspond to the same variation. Across variations, usually target objects or colours are changed, whereas across episodes positions are changed. but also the ability to produce a large number of demonstrations from these tasks.
D. Extensibility
Following on from the previous point, we hope to continue to grow this repository of tasks. Therefore it is crucial that the task building system is as easy as possible to use. By leveraging the recently released robotics toolkit, PyRep [12] , we are able to make a broad range of tasks in a short amount of time.
E. Tiered Difficulty
Attempting to get robots to do a single task can be challenging let alone expecting them to do numerous tasks. We therefore wanted to have a range of tasks, including both easy tasks, such as reaching, which would be well suited to new and emerging methods, to more challenging, long-time-horizon tasks that can stress-test well known state-of-the-art algorithms in use today.
F. Realism
Although we cannot claim full photorealism in our rendering system, or general realistic physics, we have put substantial effort into high quality components such as using a realistic robot model, graphics with lighting and shadows and a domain randomisation rendering option in order to maximise the potential for research on sim-to-real transfer.
IV. RLBENCH
RLBench is an ambitious project which we hope to grow over many years. The benchmark and learning environment is built around a CoppeliaSim/V-REP [23] and PyRep [12] interface. PyRep is a toolkit for robot learning research, built on top of CoppeliaSim/V-REP that features a number of improvements, including speed, rendering, and flexible a API for robot control and scene manipulation. Using the combination of these two libraries, we have been able to build this ambitious benchmark, which we now describe in greater detail.
A. Scene
The CoppeliaSim scene, shown in Fig. 2 , remains constant across all tasks and contains the Franka Emika Panda 7 DoF arm affixed to a wooden table, surrounded by 3 directional lights. As shown in Fig. 3 , visual observations can be perceived from a stereo camera, and a monocular wrist camera, which supply rgb, depth, and segmentation mask data on each frame. In addition to visual observations, robot proprioceptive data can be retrieved, which includes joint angles, velocities, and torques, along with the end-effector pose. Tasks are loaded into the scene and placed at the centre of the workspace. Every task starts with the same assumption that no objects are held, therefore, unlike many works in the literature, tasks that involve tools will first need to grasp the object appropriately in order to accomplish the task. Although this makes the environments considerably harder to complete, we believe it is an important assumption to make given that household robots will one day work under such conditions.
B. Tasks, Variations & Episodes
RLBench employs 3 keys terms: Task, Variation, and Episode. Each task consists of one or more variations, and from each variation, an infinite number of episodes can be drawn. Each variation of a task comes with a list of textual descriptions that verbally summarise this variation of the task, which could prove useful for human robot interaction (HRI) and natural language processing (NLP) research. A summary of this can be seen in Fig. 4 . Formally, we define an episode trajectory τ to consist of a series of observations o and actions a: τ = [(o 1 , a 1 ), . . . , (o T , a T )]. These episodes are sampled from a variation τ ∼ ν. Finally, we define each task to be a set of variations, T = {ν 1 , . . . , ν N }.
We now motivate the need for the concept of a 'variation' with an example. It is naturally difficult to come up with a precise way to differentiate between tasks given their subjective nature. For example, one could argue that "pick up the apple" and "pick up the banana" are different tasks, whilst one could also equally argue that they are the same "pick up the X" task. We therefore introduce the variation concept, which allows cases like the above to be grouped as very similar tasks. Moreover, given the way the task building tools are designed (discussed in Section IV-D), the variation concept allows a convenient way of getting as much from a task definition as possible, given that there is usually only a small amount of additional work needed to generate a large number of variations for a given task.
C. Environment
Users will interface with the benchmark and learning environment through the Environment class. The Environment is the entry point and can spawn child environments, called TaskEnvironment, for the tasks you are interested in solving. The environment API, which Fig. 5 demonstrates, is modelled after a typical agent-environment reinforcement learning setup. Each task has a completely sparse reward of +1 which is given only on task completion, and 0 otherwise. Users have a wide variety of action spaces at their disposal, which include absolute or delta joint velocities, absolute or delta joint positions, absolute or delta joint torque, absolute or delta end-effector velocities, and finally absolute or delta end-effector poses.
D. Task Builder
Two common simulation environments in the literature today are Bullet [40] and MuJoCo [41] . However, given that these are physics engines rather than robotics frameworks, it can often be cumbersome to build rich environments and integrate standard robotics tooling such as inverse and forward kinematics, user interfaces, motion libraries, and path planners. Given the scale of RLBench, we needed a tool for designing tasks as easily as possible. Fig. 6 . An example of a task python file. When using the task building tool, users are able to simultaneously edit the CoppeliaSim/V-REP scene whilst also changing the various behaviour of a task. In this example, the task is to take a lid off of a saucepan. By interfacing with the scene using PyRep, we register that the episode should terminate and be considered a success only if the saucepan lid is detected by a proximity sensor and that the lid is being held. The backend handles the randomisation of the position of the task at the beginning of each episode.
The task building tool is the interface for users who wish to create new tasks to be added to the RLBench task repository. Each task has 2 associated files: a CoppeliaSim/V-REP model file (.ttm), which holds all of the scene information and demo waypoints, and a python (.py) file, which is responsible for wiring the scene objects to the RLBench backend, applying variations, defining success criteria, and adding other more complex task behaviours. Fig. 6 shows an example of how simple many tasks files can be.
In order to use the task creator, users must understand how tasks are initialised and placed in the scene. When a user asks for a new task from RLBench, the task is initialised by calling init_task(), and is only called once. Following that, init_episode(int i) is called at the beginning of each episode, and gets passed the variation number, which should be less than or equal to the number of variations for that task (which can be obtained by calling variation_count()). The init_episode(int i) function returns a list of strings which provide descriptions that could be associated with the variation of the task. The list of descriptions are generated by swapping out key words in a set of predefined sentences; for example, a predefined sentence such as 'put the X block in the Y container,' would allow us to swap out X and Y with different colours depending on the variation number. An analysis of the frequency of words in these descriptions can be seen in top of Fig. 7 .
It is our hope that the suite of tasks offered by RLBench will continue to grow via a community effort. To maintain a high quality of tasks, all tasks submitted to RLBench will be tested using a task validation tool on a continuous integration server. This validation tool ensures that all tasks are well defined Fig. 7 . Top shows the frequency of words in the variation descriptions with function words removed, leaving only content words. Bottom shows the average length of 5 demonstrations from a sample of 75 tasks (taken from the first variation). The tasks lengths vary from 100 to 1000 timesteps. Longer tasks usually involve many composed sets of actions, for example, the 'empty_dishwasher' task involves opening the washer door, sliding out the tray, grasping a plate, and then lifting the plate out of the tray. These long-horizon tasks can facilitate interesting research in reinforcement learning in robotic tasks. and solvable. This is done by sampling a number of episodes across several variations, and ensures that demonstrations can be collected.
E. Demonstrations
RLBench, through the task building tool mentioned in Section IV-D, provides expert algorithm π * for each different task and their corresponding variations, allowing for demonstration episodes to be generated The episodes produced via π * come from using the Open Motion Planning Library [42] .
V. THE RLBENCH FEW-SHOT CHALLENGE (v 1.0)
A big gap in the literature today is a means to evaluate and compare few-shot learning methods for robotics. We place particular emphasis on the few-shot regime, because much like humans, robots should have the ability to leverage knowledge from previously learned tasks in order to learn new ones quickly in new and unfamiliar environments. Despite this, most approaches in manipulation have focused on learning a single task, with a limited notion of generalisation, and no way of leveraging the knowledge to learn other tasks more efficiently.
The few pieces of work that perform few-shot learning in robotics [5] - [7] focused on a very narrow definition of task and often treat a variation of the same task as another task; for example, placing a peach into a red bowl would be considered a different task to placing an apple into a green bowl. In order to develop truly general algorithms, we feel that it is important to have a diverse range of tasks to train and test on. To that end, we propose the following challenge:
Given N unseen tasks, provide the system with K different demonstrations of each of the N tasks, and then evaluate the systems ability to perform these tasks in new configurations. Specifically, we suggest the following procedure:
• Of the 100 unique tasks, 10% of the tasks have been selected for the test set (meta-test) which span a range of difficulties, while the rest are chosen for training (meta-train). These train-test splits will be made available on the benchmark's webpage. • The training tasks can be used in any way desired by the user. RLBench supplies a large number of pre-generated demos for each task that can be downloaded, although there is also the option to generate demos on the fly (or for users to create their own). • During test time, the system is given K demonstrations of the unseen task (K-shot), and then success should be reported on new episodes of that same task. The only information available to the system should be the number of demos N and their corresponding observations. There must be no prior knowledge of the unseen tasks given to the system that are not included in the training tasks. Users report 1-shot, 5-shot, and 20-shot results for their method. We purposefully call this challenge v 1.0 as we expect the number of tasks to grow considerably over the years; as this happens, we will create newer versions that span a broader range of tasks; therefore, we hope this versioning will ensure results remain meaningful and reproducible as the benchmark grows. State-of-the-art few-shot learning methods such as recurrent methods [43] - [45] , metric learning methods [46] , [47] , and gradient based methods [48] , [49] have not been tested on such a grand scale, and we look forward to seeing how they perform on this benchmark.
VI. OTHER APPLICATIONS & CHALLENGES
Further to the few-shot learning challenge highlighted in Section V, we briefly overview other areas of research that could benefit from RLBench.
A. Reinforcement Learning
There is a large body of work in continuous control reinforcement learning that evaluate their algorithms on benchmarks such as OpenAI Gym [10] or DeepMind Control Suite [11] . Unlike these benchmarks, RLBench has been tailored for visuallyguided manipulation, which makes this an ideal platform for evaluating current and future reinforcement learning algorithms on real-world based tasks. Moreover, given the large number of demonstrations provided, it opens up the space to accelerate and facilitate research in bootstrapping reinforcement learning policies with demonstrations in order to reduce sample complexity. In addition, with the provided eye-in-hand camera observations, we open research in partial observability or incremental estimation for continuous control tasks.
B. Imitation Learning
Almost all imitation learning work design their own tasks for evaluating their method, making reproducibility difficult. A set number of demonstrations are shipped with RLBench, but there is also the option in the framework to generate demonstrations on-the-fly, meaning that you cam generate an infinite amount for your imitation learning algorithm.
C. Sim-to-Real Transfer
Recently there has been a large amount of work in learning control policies in simulation and then transferring these to the real world [50] - [55] . The simulated Franka Panda within RLBench can be easily swapped out, with one line of code, for another arm that researchers may have in their lab; this means that sim-to-real methods could be compared more easily on a standard set of tasks. Moreover, given the task-building tool and demonstration generation that RLbench has to offer, new tasks can easily be designed to demonstrate particular features in novel sim-to-real methods.
D. Multi-task Learning
In contrast to few-shot learning, multi-task learning concerns itself with learning several tasks simultaneously without particularly being expected to generalise to radically different tasks at test time. In this setup, all tasks from both meta-training and meta-testing can be used during training, and then during testing, the system must be able to generalise to unseen examples of those tasks. Given the difficulty of the challenge laid out in Section V, tackling the multi-task problem could provide valuable insights to increasing performance in the few-shot domain.
E. SLAM and Explicit Model-Based Representations
There is an increasing acknowledgement from ML researchers that the road to pure end-to-end machine learning of complex, long-term robot behaviour is a very long one, and that there is great value in combining learning with traditionally engineered methods for scene representation [56] . SLAM from moving RGB or depth cameras for instance can build persistent and reliable scene representation at the level of raw dense geometry (e.g. [57] ) or recognised objects (e.g. [58] ). While these representations are not perfect, and contain human-designed abstractions which may not be optimal for action, we feel that a crucial and obvious significant ongoing research direction will be on their usefulness for manipulation when combined with taskbased action learning. RLBench enables this research with its wide range of tasks, sensor and ground truth support, and could be important in unifying SLAM and manipulation more tightly.
VII. SUMMARY AND FUTURE WORK
We have presented RLBench, an attempt to accelerate research in robotic manipulation that can be used in a broad range of robotic related research. We have posed the few-shot learning challenge for manipulation, and have highlighted a number of research areas that could benefit from this large scale benchmark and learning environment.
Good performance of a method in simulation does not always suggest that real-world performance will also be good due to real-world uncertainties in perception, control, and planning that may not appear in simulation. However, a simulated benchmark such as RLBench, allows for a range of methods to be evaluated on a standard set of tasks that are too difficult to replicate reliably across academic labs in the real world. Moreover, there is a growing amount of work that look specifically at learning control policies in simulation and then transferring these to the real world [50] - [55] , increasing the motivation for learning control in simulation rather than the real-world.
Given the scale of this project, we envision that there may be teething problems as people begin using the platform, and so we aim to maintain and continuously improve the benchmark during launch. Further to that, we hope, along with the help of the community, to continuously expand the tasks available for both training and evaluation. We hope RLBench will become a key resource for a broad range of robot manipulation related research, and look forward to seeing what the community achieves with this diverse range of tasks.
