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Abstract
Functional connections in the brain are frequently represented by weighted networks, with
nodes representing locations in the brain, and edges representing the strength of connectivity
between these locations. One challenge in analyzing such data is that inference at the individual
edge level is not particularly biologically meaningful; interpretation is more useful at the level
of so-called functional regions, or groups of nodes and connections between them; this is often
called “graph-aware inference in the neuroimaging literature. However, pooling over functional
regions leads to significant loss of information and lower accuracy. Another challenge is cor-
relation among edge weights within a subject, which makes inference based on independence
assumptions unreliable. We address both these challenges with a linear mixed effects model,
which accounts for functional regions and for edge dependence, while still modeling individual
edge weights to avoid loss of information. The model allows for comparing two populations,
such as patients and healthy controls, both at the functional regions level and at individual edge
level, leading to biologically meaningful interpretations. We fit this model to a resting state
fMRI data on schizophrenics and healthy controls, obtaining interpretable results consistent
with the schizophrenia literature.
1 Introduction
Networks have been frequently used as a model for the brain’s structural or functional connectome.
The types of nodes and edges depend on the data collection modality; we focus on data collected
from functional magnetic resonance imaging (fMRI), although the statistical models we propose
are general. In general, fMRI is obtained by recording blood oxygenation level dependent (BOLD)
signals from subjects over time, at multiple locations in the brain; the raw data for each subject
is thus a 4-dimensional tensor (BOLD signal indexed by three spatial coordinates and time). In
converting fMRI data to network form, a node is typically taken to be either a single location in the
brain (a voxel) or a spatially contiguous group of voxels, otherwise known as a region of interest, or
ROI (Zalesky et al. 2010, Smith 2012). Edges in brain networks generally correspond to structural
or functional connections between nodes (Bullmore & Sporns 2009, Bullmore & Bassett 2011).
Structural connectivity has anatomical origins and can be inferred from fiber tracking methods
such as diffusion MRI (Zalesky et al. 2010, 2012, Craddock et al. 2013). Since we are working with
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fMRI data, we focus on functional connectivity, which represents temporal correlations between of
different parts of the brain (Friston 1994, van den Heuvel & Hulshoff Pol 2010). However, these
two types of connectivity are frequently linked (van den Heuvel et al. 2009), and our methods are
equally applicable to both types.
Multiple studies (Power et al. 2011, Yeo et al. 2011) have produced brain atlases that assign ROIs
to distinct systems, suggesting a robust parcellation of the brain into functional systems, though
details vary (van den Heuvel & Hulshoff Pol 2010, Craddock et al. 2013). Many neurological and
psychiatric disorders have been associated with changes in functional connectivity between such
regions (Craddock et al. 2009, Bullmore & Bassett 2011, Bullmore 2012, Craddock et al. 2013).
For instance, in schizophrenia, a decrease in connectivity between the frontal and temporal cortices
has been reported (Friston & Frith 1995). The statistical challenge here is that the biologically
meaningful interpretation of such changes is at the level of connections between and within func-
tional regions, not individual edges, but the data are collected at the edge level. The statistical
questions are often formulated as two-sample inference, comparing patients to healthy controls and
identifying specific changes in functional connectivity associated with a given disorder.
The data we work with in this paper fall into the two-sample setting, containing resting state
fMRI data from 54 schizophrenic patients and 70 healthy controls. A more thorough description
of the study and imaging parameters is available in Aine et al. (2017). “Resting state” fMRI
involves imaging participants who are told to just relax in the scanner without being given any
specific task to perform. As a result, the per-voxel fMRI time series cannot be meaningfully aligned
between participants because there is no synchronized task or stimulus, and it is only meaningful to
consider information averaged over time (after appropriate pre-processing; see Arroyo et al. (2018+)
for details). Resting state data is especially well suited for network-based analysis, since raw time
series data cannot be meaningfully compared between patients, but connectivity networks can.
Much of the work on the problem of two-sample inference for brain connectivity networks falls into
one of two categories. The graph metrics approach uses a few global network summary measures
such as modularity or the clustering coefficient and compares them across samples (Bullmore &
Sporns 2009). The “massive univariate” approach vectorizes the network edge weights, ignoring
the network structure but allowing for usual multivariate inference at the edge level. This ap-
proach requires massive multiple testing corrections, which tend to be overly conservative when
test statistics are correlated, as is the case here (Craddock et al. 2013).
To improve power, Zalesky et al. (2010) proposed a network-based statistic (NBS) approach, based
on the rationale that a large connected sub-network or component likely carries the group effect
(Zalesky et al. 2010, Varoquaux & Craddock 2013), and performing component-level inference
improves power by reducing the number of multiple comparisons. Specifically, they consider the
size the largest connected component of the graph obtained by retaining the edges with two-sample
test statistic exceeding a given threshold, and compare this size to a null distribution obtained
using permutation. However, NBS depends on a pre-determined threshold for the test statistic
(Kim et al. 2014), which implicitly reflects the same problem of multiple comparisons.
Another method called the sum of powered scores (SPU) test was proposed by Pan et al. (2014).
They first perform logistic regression with the binary group indicator as response and the individ-
ual’s edge weights as explanatory variables. Then a score vector (the gradient of the log-likelihood)
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is obtained from the model and a weighted sum of its components is used as the test statistic, with
p-values obtained by a permutation procedure. There are variants such as weighted SPU (SPUw)
and adaptive SPU (aSPU); for a detailed review and comparisons, see (Kim et al. 2014).
A more recent algorithm proposed by Narayan et al. (2015) does not use estimated networks or edge
weights. Instead, it directly uses fMRI time series data to test the hypothesis that the probability of
each edge is the same for the two populations. Narayan & Allen (2016) extended this method, called
R3 (resampling, random penalization, and random effects) to testing any (discrete or continuous)
covariate effects. To account for the variability inherent in the estimation of subject level networks,
they used resampling and random penalization on the time series; random effect models were used
to account for between and within subject variability.
Mixed effects models have been gaining popularity for brain networks, because they allow for
individual heterogeneity by including subject-specific random effects and provide a framework for
formally testing covariate effects. Sobel & Lindquist (2014) use a linear mixed model, where they
construct a framework for causal inference using BOLD fMRI time series data. They consider
the potential BOLD series under each treatment (stimulus) regimen, which is modeled using a
linear mixed model. This work provides an example of using a mixed model for analyzing fMRI
data, though it is not designed for two-sample inference. Simpson & Laurienti (2015) and Bahrami
et al. (2017) use a two-part mixed effects model for thresholded weighted brain networks: first,
the probability of each edge is modeled using a logistic mixed model, and the weight of the edge,
conditional on the edge existing, is modeled with a linear mixed model. This framework allows for
modeling both the probability of a connection and its strength at the same time, but it does not
allow for negative weights, setting them to 0. In contrast to our approach, this approach focuses
on covariates’ effect on the overall number of connections and overall strength of connections in the
entire network, whereas we are interested in edge-level and functional system-level effects.
In this paper, we propose a linear mixed effects model-based approach to modeling brain networks
that enjoys all the advantages of a linear mixed effect model (binary or discrete covariates, individual
effects, flexible variance structure) while being “graph-aware”, that is, accounting for network
structure of the data. This allows for more accurate inference than what one can obtain by treating
edges as a bag of features. We incorporate network structure by using brain parcellations into
functional systems. A meaningful parcellation should result in nodes in the same system sharing
relatively similar connectivity patterns (Smith et al. 2013); we leverage this property to parametrize
the model in a more interpretable and concise fashion. We also allow for some edge dependence
induced by the parcellation, which again leads to a more accurate assessment of uncertainty without
too much of an extra computational cost.
The rest of this paper is organized as follows. Section 2 describes the graph-aware linear mixed
model for brain networks and the fitting algorithm. Section 3 presents results of our analysis of the
COBRE dataset. Section 4 concludes with discussion and possible directions for future work.
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2 Statistical Methods
2.1 Setup and notation
We assume that we are given a sample of N networks with n nodes from a population, represented
by their weighted n × n adjacency matrices A(m),m = 1, ..., N . The entry Aij represents the
connectivity between nodes i and j, and we focus on the undirected setting Aij = Aji, appropriate
for fMRI data. The node sets are the same for all networks, corresponding to locations (ROIs) in the
brain mapped onto a common atlas, and the edge weights differ between individuals. Specifically,
the weights we use are Fisher-transformed Pearson correlations between BOLD (blood oxygen
level-dependent) time series at different ROIs, which are standard in the neuroimaging literature;
alternative measure of connectivity, such as partial correlations or thresholded correlations, can
also be used; see (Zhen et al. 2007, Smith et al. 2011, Liang et al. 2012, Craddock et al. 2013) for
discussions on various ways of measuring functional connectivity. There are strong local spatial
correlations between the time series at neighboring ROIs, which leads to highly dependent edge
weights.
We assume that the network nodes are divided into groups corresponding to network communities;
in the application, they are functional regions. In network analysis, communities are typically
viewed as groups of nodes that exhibit similar connectivity patterns across the network; in many
cases, including typical brain networks, this means that there are stronger connections within
communities than between them. For most of this paper, we use an existing known parcellation
of the brain into functional systems; alternatively, one could apply one of the many community
detection techniques first to estimate such a parcellation.
Let ci be the community label of node i, common across all networks and taking values in {1, . . . ,K}.
We refer to an unordered pair of communities (a, b), where a, b ∈ {1, . . . ,K} as a network cell; there
are a total of K(K + 1)/2 cells corresponding to K communities. We assume that edge weights
within the same cell share a common expected edge weight; this will allow us to both leverage
network structure and overcome the limitation of having just one sample per subject, common for
brain networks.
Let Gab = {(i, j) : ci = a, cj = b} be the set of edges connecting nodes in communities a and b. Let
|Gab| = nab, where
nab =
{
nanb, if a 6= b
na(na−1)
2 , if a = b,
and na := |{i : ci = a}| denotes the number of nodes in community a. Finally, let yabm =
{yabmi}i=1,...,nab ∈ Rnab , m = 1, ..., N be the vector of edge weights for subject m corresponding
to cell (a, b), i.e. the vectorized values of {A(m)ij : (i, j) ∈ Gab}.
2.2 A Linear Mixed Effects Model for Networks with Communities
Brain connectivity naturally varies across subjects, even if they have the same disease status and
other covariates. A mixed effects model is a natural tool to incorporate this individual variation
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while also modeling effects of other covariates. A linear model allows for a straightforward interpre-
tation of these effects, and can account for the high correlations among edge weights by including a
general covariance error structure. For simplicity, we first write out the model for a given network
cell (a, b). Assume that yabm satisfies
E(yabmi) = xTmβab + xTmηabi ,
where m = 1, . . . , N is the subject index, i = 1, . . . , nab is the edge index within the cell, a, b ∈
{1, . . .K} are community labels, and xm ∈ Rp is a vector of subject-level covariates, such as disease
status, age, gender, and so on. The coefficients β represent cell-level covariate effects, while the
coefficients η represent edge-specific covariate effects. For identifiability, we set
∑
i η
ab
ij = 0 for all
j.
Adding the random effect term, we get a linear mixed effects model for edge weights,
yabmi = x
T
mβ
ab + xTmη
ab
i + γ
ab
m + 
ab
mi
where γabm is the cell-specific subject random effect and 
ab
mi is mean 0 edge-level noise, independent
of γ.
As an example, consider the model with a single binary covariate xm, representing for instance
disease status (0 = subject m is healthy, 1 = subject m has the disease).
yabmi = (β
ab
0 + xmβ
ab
1 ) + (η
ab
i0 + xmη
ab
i1 ) + γ
ab
m + 
ab
mi .
Here, for every cell (a, b), the term β0 represents the grand mean of connectivity for the cell, β1
the cell-level shift in connectivity due to disease, ηi0 the overall edge effect for edge i, and ηi1 the
edge-level disease effect. These are all fixed effects, whereas γm is the subject-specific random effect
for the given network cell, with mean 0 over the population of subjects.
2.3 Modeling edge dependence
While we have set up a separate mean model for each network cell (a, b), there are correlations
among edge weights across the whole brain. Not modeling these correlations is inaccurate and
will result in overly optimistic estimates of uncertainty (Li 2015); modeling all of them will result
in an unmanageable number of parameters, so a compromise is needed. First, we rewrite the
model collecting the terms for all edges together. Let ~γm = {γabm }1≤a≤b≤K ∈ R
K(K+1)
2 and ym =
{yabm}1≤a≤b≤K ∈ R
∑
1≤a≤b≤K nab be the vectorized random effects and the edge weights, respectively.
For each subject m, we assume
E(~γm) = 0, Var(~γm) = U (1)
E(ym|~γm) = Xmα+ Z~γm, Var(ym|~γm) = V
5
where the vector of all coefficients is α = ({βab, {ηabi , 1 ≤ i ≤ nab − 1} : 1 ≤ a ≤ b ≤ K}), the
random effect design matrix is
ZT =

1 ... 1 0 ... 0 ... 0 ... 0
0 ... 0 1 ... 1 ... 0 ... 0
. ... . . ... . ... . ... .
. ... . . ... . ... . ... .
. ... . . ... . ... . ... .
0 ... 0 0 ... 0 ... 1 ... 1
 ∈ R
K(K+1)
2
×∑1≤a≤b≤K nab ,
and the fixed effects design matrix is defined by
Xabm =

xTm x
T
m ... ~0
xTm ~0 ... ~0
. . ... .
. . ... .
. . ... .
xTm ~0 ... x
T
m
xTm −xTm ... −xTm

∈ Rnab×pnab ,
Xm = diag(X
ab
m )1≤a≤b≤K ∈ R
∑
1≤a≤b≤K nab×p
∑
1≤a≤b≤K nab .
Then marginally we have
E(ym) = Xmα, Var(ym) = V + ZUZT . (2)
Under this model, assuming all inverses are well defined, the best linear unbiased estimator of α is
given by the generalized least squares estimator, (GLS)
αˆ = (
∑
m
(XTm(V + ZUZ
T )−1Xm))−1(
∑
m
(XTm(V + ZUZ
T )−1ym)). (3)
More generally, all estimators of the form
α˜ = (
∑
m
(XTmΣ˜
−1Xm))−1(
∑
m
(XTmΣ˜
−1ym))
with any choice of Σ˜ are unbiased estimators of α under model (2), since
E(α˜) = (
∑
m
XTmΣ˜
−1Xm)−1
∑
m
XTmΣ˜
−1E(ym) = (
∑
m
XTmΣ˜
−1Xm)−1
∑
m
XTmΣ˜
−1Xmα = α.
2.4 Graph-aware variance structure
Returning to modeling dependence between edges, one reason to impose structure on the variance
is computational as already mentioned, but there are other reasons. First, if we do not impose
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any assumptions on V , the decomposition Σ = V + ZUZT is not unique and V and U are not
identifiable. Thus we need assumptions, and the upside here is that we can incorporate network-
level information into these assumptions, making the method “graph-aware”.
When modeling the mean, we imposed network structure on mean edge weights through network
cells, and we can make use of the same cells when modeling the variance. In the decomposition
Σ = V +ZUZT , the second term already has a block structure corresponding to network cells (by
definition, Zij = 1 if edge i belongs to the j-th cell, thus ZUZ
T is block-constant matrix), and
it would be natural to impose some structure on V that would allow Σ to reflect network-level
information. Figure 1 shows two examples of V that preserve this structure, diagonal and block-
diagonal. In both cases, the resulting covariance matrix of edge weights Σ is a dense matrix, not
diagonal or block-diagonal, and thus we still allow for dependency between all of the edge weights.
Figure 1: Decomposition of the covariance matrix of edge weights, V + ZUZT = Σ with diagonal V (top) and
block-diagonal V (bottom).
2.5 Distributional assumptions
In practice, the GLS estimator (3) is not computable, since V and U are unknown. We take the
approach of jointly estimating V , U , and α by maximum likelihood, under the normal assumption
on the random effects and the errors. Specifically, we assume that ~γm ∼ N(0, U) and
ym = Xmα+ Z~γm + ~m.
where m = {{abmi, 1 ≤ i ≤ nab} : 1 ≤ a ≤ b ≤ K} ∼ N(0, V ) is the concatenated error term
independent of ~γm.
The normal assumption is reasonable for our edge weights measured by Fisher’s z-transformation
of the Pearson correlation coefficient r, which is designed to make the correlations close to normally
distributed. The transformation is defined as
z =
1
2
log
(
1 + r
1− r
)
,
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and is commonly used in neuroimaging (Varoquaux & Craddock 2013).
2.6 Model Fitting with the EM algorithm
We use the EM algorithm to find maximum likelihood estimates (MLE) of V , U , and α. The
derivation under the normal assumption is relatively straightforward and is omitted here. The
algorithm consists of the following two steps, iterated until convergence after some initial values
are selected. For conciseness, we write < f > for Eγ|yf .
E-Step
Calculate posterior means of ~γm and ~γm~γ
T
m given the data, as
< ~γm >= UZ
T (V + ZUZT )−1(ym −Xmα),
< ~γm~γ
T
m >= (U − UZT (V + ZUZT )−1ZU)+ < ~γm >< ~γm >T .
M-Step
Update the estimate of U to
Uˆ =
1
N
∑
m
< ~γm~γ
T
m >,
and update the estimates of V and α by repeating the following steps until convergence:
Vˆ0 =
1
N
∑
m
< (ym −Xmαˆ− Z~γm)(ym −Xmαˆ− Z~γm)T >
Vˆ =
{
diag(Vˆ0), if V is modeled as diagonal
block-diag(Vˆ0), if V is modeled as block-diagonal,
αˆ =
(∑
m
XTmVˆ
−1Xm
)−1∑
m
XTmVˆ
−1(ym − Z < ~γm >).
Initialization
The coefficients αˆ can be initialized by ordinary least squares, taking
αˆab =
(∑
m
(Xabm )
TXabm
)−1∑
m
(Xabm )
T yabm , αˆ = {αˆab : 1 ≤ a ≤ b ≤ K}.
To initialize V , we first calculate, for each pair of cells (ab, cd),
Σˆ(ab,cd) =
1
N − 1
∑
m
(yabm −Xabm αˆab)(ycdm −Xcdm αˆcd)T .
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Then, we initialize U = (U (ab,cd)) by taking
Uˆ (ab,cd) =
1
nabncd
nab∑
i=1
ncd∑
j=1
Σˆ
(ab,cd)
ij ,
and initialize V with a diagonal matrix regardless of what assumptions we later make about it, as
Vˆ ab =
(
1
nab
nab∑
i=1
Σˆ
(ab,ab)
ii − Uˆ (ab,ab)
)
Inab , Vˆ = diag(Vˆ
ab),
where In is the n× n identity matrix.
Implementation
To increase the stability of the algorithm and to speed up convergence, we implement the EM
algorithm for the equivalent model:
yabmi = ζ
ab
m + x
T
mη
ab
i + 
ab
mi,
~ζm ∼ N(µm, U),
where ~ζm = {ζabm }1≤a≤b≤K , ζabm = xTmβab + γabm and µm = {xTmβab}1≤a≤b≤K . This simply combines
the terms xTmβ
ab and γabm , both depending only on m and ab, to get ‘mean-shifted’ random effects
terms, {ζabm }. This model and previous model are mathematically equivalent, which gives the same
marginal distribution for y, but empirically converges faster and is less dependent on the intial
value of α, due to centering.
The most time-consuming part of the algorithm is updating α in the M-step, which involves
inverting a large matrix,
∑
m(X
T
mV
−1Xm). In a typical neuroimaging application, the size of
this matrix will be in the tens of thousands; for the COBRE dataset analyzed in Section 3,∑
1≤a≤b≤K nab ≈ 28, 000. To avoid inverting a 28, 000 × 28, 000 matrix, we instead solve for α
using a block coordinate descent algorithm. This implementation takes around 5 minutes to fit the
model to the COBRE data with a diagonal V and around 15 minutes with a block-diagonal V on
a machine with ten 2.8 GHz Intel Xeon E5-2680v2 processors, each with 8GB of memory.
2.7 Finding new communities with homogeneous covariate effects
Our model makes use of fixed known communities in the brain, for example, based on known
functional parcellations such as Power et al. (2011). However, there is emerging evidence that
functional connectivity communities are dynamic and various brain-related conditions may change
not just the connectivity levels between communities but the communities themselves (Kabbara
et al. 2017, Salehi et al. 2018). Thus it may be of interest to discover communities that have a
homogeneous covariate effect, especially in the two-sample inference setting where xm is a binary
disease status indicator. We present two algorithms for this task: a variant of K-means and a
likelihood-based algorithm.
9
For simplicity of notation, we present the algorithms for the case of a single covariate, which can
be either binary or continuous. The model can then be written as
yabmi = (β
ab
0 + η
ab
i0 ) + xm(β
ab
1 + η
ab
i1 ) + γ
ab
m + 
ab
mi .
The individual edge’s covariate effect, (βab1 + η
ab
i1 ), is the combination of the overall cell effect and
the individual edge deviation from its cell. Thus looking for a parcellation which minimizes the
deviations within cells will give cells with more homogeneous covariate effects for its edges, and
thus more interpretable and informative cells.
The K-means clustering algorithm is a natural choice for this task, since its objective is to minimize
the within-cluster sum of squares. In our context, the objective function for K-means is∑
ab
∑
i
1(edge i ∈ cell ab)‖xi − βab1 ‖2
where xi = (βˆ
ab
1 + ηˆ
ab
i1 ). The details are summarized below in Algorithm 1.
An alternative approach is to minimize deviations within a cell by fitting the model with cell effects
only,
yabmi = (β
ab
0 + η
ab
i0 ) + xmβ
ab
1 + γ
ab
m + 
ab
mi .
and optimizing over partitions, which will lead to a parcellation with the smallest residuals and
thus indirectly minimize deviations from the cell effects. The details are summarized in Algorithm
2.
Each algorithm has its own advantages and disadvantages. K-means typically works best when
clusters are similar in size and in the amount of within-cluster variability. Algorithm 1 shares this
property and tends to produce balanced clusters, and thus if we expect the cells to be comparable
in size, Algorithm 1 is a good and computationally efficient choice. However, if the clusters are not
balanced, Algorithm 2 may work better.
2.7.1 Algorithm 1: A variant of K-means
First, we set
xij := βˆ
ab
1 + ηˆ
ab
(i,j)1,
where the estimates are obtained from OLS, αˆ = (
∑
mX
T
mXm)
−1∑
mX
T
mym. Here, (i, j) denotes
an edge between the node i and j. We use OLS primarily for convenience: since for OLS {xij} does
not depend on the node assignment {ci}, we do not need to update {xij} every time we update {ci},
and the OLS estimates are also unbiased and seem to work comparably to GLS for the purposes
of this algorithm.
Then, we minimize the objective function of the K-means algorithm,∑
(a,b)
∑
(i,j)
1(ci = a)1(cj = b)‖xij − βab‖2.
by closely following theK-means steps and iterating the following until convergence, where t denotes
the iteration number:
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Step 1: Update cluster assignment of the nodes by
c
(t+1)
i = arg mina
∑
b
∑
j:c
(t)
j =b
‖xij − (βab)(t)‖2
Step 2: Update cluster centers
(βab)(t+1) =
∑
(i,j) 1(c
(t+1)
i = a)1(c
(t+1)
j = b)xij∑
(i,j) 1(c
(t+1)
i = a)1(c
(t+1)
j = b)
This algorithm, just like K-means, depends on the initial node assignments. In practice, we use
100 different initial values and selected the solution with the lowest objective function among all
the resulting solutions.
2.7.2 Algorithm 2: Likelihood-based objective function
An alternative model-based approach is to find the best fit to the data without edge-level covariate
effects, therefore minimizing the deviations from edge-level effects. The model with edge-level
effects becomes, for the edge (i, j) and subject m,
ym(i,j) = µ(i,j) + xmβ
cicj + γ
cicj
m + m(i,j).
Under the normal assumption, the likelihood can be maximized by iterating following steps until
convergence.
Step 1: For each i, find ci ∈ {1, 2, ...,K} which maximizes the likelihood (for one node at a time).
Step 2: Given {ci}, run the EM algorithm to find the MLE of the other parameters.
For faster convergence, we use the result from Algorithm 1 for initialization.
3 Results for the COBRE schizophrenia data
Next we turn back to the COBRE schizophrenia dataset discussed in the Introduction, con-
taining resting state fMRI connectivity brain networks of 54 schizophrenics and 70 healthy con-
trols. Data were downloaded via NITRC (http://fcon_1000.projects.nitrc.org/indi/retro/
cobre.html) and processed by Prof. Stephan Taylor’s lab in the Department of Psychiatry at the
University of Michigan. This dataset is also available via the COINS platform (Landis et al. 2016,
Wood et al. 2014).
After pre-processing, pairwise Pearson correlations between the time series at each of 264 ROIs from
the functional parcellation suggested by Power et al. (2011) , obtained through spatial smoothing
over individual voxels, are computed and Fisher-transformed to obtain approximately normally
distributed weights. The parcellation of Power et al. (2011) divides the 264 ROIs into 14 functional
systems, which play the role of communities; these systems are shown in Table 1 and Figure 2. We
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only used systems 1 through 13, and excluded the 28 nodes of the “Uncertain” system from the
analysis, since there is no a priori reason to believe that nodes that could not be clearly assigned to
any system have a homogeneous connectivity pattern. Also, the data for node 75 are missing from
the COBRE dataset, which leaves a total of 264− 28− 1 = 235 ROIs for the subsequent analysis.
System Number of nodes
1 Sensory/somatomotor Hand 30
2 Sensory/somatomotor Mouth 5
3 Cingulo-opercular Task Control 14
4 Auditory 13
5 Default mode 58
6 Memory retrieval 5
7 Visual 31
8 Fronto-parietal Task Control 25
9 Salience 18
10 Subcortical 13
11 Ventral attention 9
12 Dorsal attention 11
13 Cerebellar 4
-1 Uncertain 28
Table 1: Functional systems from Power et al. (2011)
3.1 Assessing the effect of variance modeling
Before we proceed to analyze the COBRE data, we perform a comparison of several versions of our
method on synthetic data simulated based on the COBRE dataset, but in a way that allows us
to vary parameters of interest. To generate synthetic data, we first fitted the linear mixed effects
model (1) to the COBRE dataset using a diagonal matrix V . Then, for each network cell (a, b), we
calculated the p-value for the hypothesis H0 : β
ab
1 = 0 using the t-statistic, t = βˆ
ab
1 /s.e.(βˆ
ab
1 ), where
βab1 is the coefficient of the binary disease indicator xm in cell (a, b) (xm = 0 for healthy controls and
1 for schizophrenics). Standard errors were computed from the standard GLS variance estimator,
taking the square root of the diagonal elements of
∑
m(X
T
m(V + ZUZ
T )−1Xm))−1. There were 13
cells with p < 0.05 which we choose as true positives, and set βab1 = 0 for the remaining 78 cells
for the purpose of simulating synthetic data. Using this information, we refit the GLS model with
EM to obtain a diagonal Vˆ , Uˆ , and d αˆ, with the 78 true negative β’s set to 0. Then we generate
a new synthetic dataset by drawing
ym ∼ N(Xmαˆ, Vˆ + ZUˆZT ), m = 1, ..., 100,
with 50 subjects each from healthy and schizophrenia populations.
Our goal is to compare the usual OLS estimator
αˆOLS = (
∑
m
(XTmXm))
−1(
∑
m
(XTmym)),
to the GLS estimator with an estimated covariance structure. For each generated dataset, we fit
our model two ways, with either diagonal or block-diagonal V , and we also fit OLS for comparison.
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Figure 2: The 13 functional systems from Power et al. (2011) represented by color. Left column: Sagittal view from
the left (top) and the right (bottom). Right column: axial view from above (top) and from below (bottom). Figure
generated using BrainNet (Xia et al. 2013).
For each estimator, we compute standard errors using the standard formulas for GLS and OLS.
The entire simulation is repeated 100 times.
Figure 3 shows the boxplots of errors for the main parameter of interest, cell-level difference between
populations βˆ1−β1, for the three types of estimators and the 91 network cells. All three estimators
look similar, and all the boxplots are centered around 0, as they should be since all three estimators
are unbiased.
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(b) GLS, diagonal V
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(c) GLS, block-diagonal V
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Figure 3: Boxplots of the errors, βˆ1 − β1, with 100 replications.
For valid inference, we need not just an accurate point estimate, but also an accurate standard
error. A comparison of the standard error of βˆ1 estimated using OLS and GLS to the empricial
standard deviation of the estimated parameter
√
var(βˆ1) is shown in Figure 4, with boxplots of the
ratio estimated s.e./
√
var(βˆ1) for the three estimators. The three rows in Figure 4 show the results
from OLS, GLS with a diagonal V , and GLS with a block-diagonal V , from (a) to (c). Ideally,
these boxplots should be centered around 1, but the OLS ratios are much smaller than 1, though
also the most stable; the GSL standard errors, on the other hand, are much closer to the truth
and also more variable themselves. This shows that OLS severely under-estimates standard errors
by assuming independence when the data are in fact highly dependent; switching to GLS, on the
other hand, leads to honest inference.
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(a) OLS
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(b) GLS, diagonal V
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(c) GLS, block-diagonal V
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Figure 4: Boxplots of the ratios of the standard errors computed from the corresponding formula to the empirical
standard deviation of βˆ1, with 100 replications.
We also compared coverage rates of 95% confidence intervals for β1, defined by [βˆ1 − 1.96 ∗
s.e.(βˆ1), βˆ1 + 1.96 ∗ s.e.(βˆ1)] for the three estimators, as shown in Figure 5. As we can expect
from Figure 4, OLS confidence intervals have poor coverage because its standard errors are far too
small; both GLS methods, on the other hand, give coverage close to 95%.
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Figure 5: Coverage of the confidence intervals, [βˆ1 − 1.96 ∗ s.e.(βˆ1), βˆ1 + 1.96 ∗ s.e.(βˆ1)], with 100 simulations. The
horizontal line corresponds to 95% coverage.
While we do not claim that this data-based simulation gives us a good estimate of just how far off
the standard errors are in real data if we do not model dependency through a general covariance
structure, we argue that it does show the errors will be unrealistically small if the model is fitted
with OLS. This is generally what we would have expected when the observations are positively
correlated, and with many aspects of the simulated data matching the real data, we can be fairly
sure the OLS-based inference cannot be trusted in this scenario.
3.2 Healthy controls analysis
Before we fit the model to the whole COBRE dataset, we evaluate the distribution of p-values
under the null hypothesis of no difference between two populations. If p-values obtained by fitting
the model using only the healthy subjects randomly split into two groups approximately follow the
uniform distribution, since there is in fact no difference between the populations, this will provide
reassurance that the model is performing valid inference.
We randomly split the 70 healthy controls into two groups of 35, fit our model, and compute {βˆab1 }
and their corresponding t-statistics and p-values. Repeating the whole procedure 100 times gives
9100 p-values (91 cells × 100 repetitions). Figure 6 shows the histogram of these 9100 p-values from
OLS and GLSs. The GLS histograms look close to the uniform, whereas the OLS histogram has a
large number of small p-values (nearly 6000 less than 0.05). Even with the conservative Bonferroni
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correction, the OLS gives around 40 significant cells, whereas the GLS gives almost none (0.14 cells
on average over 100 replications for diagonal V , and 0.28 for block-diagonal V ). The Kolmogorov-
Smirnov test comparing these histograms to the uniform distribution gives the p-value of 0.0678 for
the GLS (diagonal V ), and 0 (to machine precision) for the OLS, although these numbers should
be taken purely as numerical summaries of the figures, not valid hypothesis tests, since they did
not result from independent observations.
(a) OLS (b) GLS, diagonal V (c) GLS, block-diagonal V
Figure 6: Distribution of p-values under the null hypothesis.
3.3 Parameter estimation
We now fit model (1) to the entire COBRE dataset, with disease status as a binary covariate.
Figure 7 shows the estimated mean networks for the two populations, i.e., {βˆ0 + ηˆi0} and {βˆ0 + βˆ1 +
ηˆi0 + ηˆi1}, with either diagonal or block-diagonal V . The dominant structure in the means is the
community structure, with stronger connectivity within each functional system, which is expected.
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(b) Schizophrenia, diagonal V
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(c) Healthy, block-diagonal V
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(d) Schizophrenia, block-diagonal V
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Figure 7: Estimates of the mean networks for healthy and schizophrenia patients.
Figure 8(a) and Figure 8(c) show the cell-level difference in connectivity between the two popula-
tions, i.e., βˆ1. Negative βˆ1 (blue) corresponds to higher values for controls, and positive βˆ1 (red) for
schizophrenics. The higher control values in cell (9, 9), corresponding to lower connectivity within
the salience system for schizophrenics, match a previously reported dysfunction in schizophrenia
(Palaniyappan et al. 2013). Schizophrenia effects on the frontal and parietal brain regions (system
8) also have been reported (van den Heuvel & Hulshoff Pol 2010).
Figure 8(b) and Figure 8(d) show differences between the two populations at the edge level, i.e.,
({βˆ0 + βˆ1 + ηˆi0 + ηˆi1}) − ({βˆ0 + ηˆi0}) for each edge i. The edge effects are quite heterogeneous,
especially for the large cells, such as (5,5). The heterogeneous cell effects suggest that we do need
to include edge-level effects, and in fact interpreting cell effects without the edge effects may lead
to misleading results.
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(a) Cell-level, diagonal V
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(b) Edge-level, diagonal V
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(c) Cell-level, block-diagonal V
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(d) Edge-level, block-diagonal V
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Figure 8: Estimates of differences between the two populations, healthy and schizophrenia, with diagonal and
block-diagonal V . Blue represents larger mean for control group and red represents larger mean for schizophrenia
group.
3.3.1 Hypothesis testing
To assess the differences between groups more formally, we perform hypothesis tests. First, consider
the edge-level effects, testing H0,i : β1 + ηi1 = 0 versus H1,i : β1 + ηi1 6= 0 for every edge i. Results
with the Benjamini-Hochberg multiple testing correction method, controlling the false discovery
rate (FDR) at 5%, are presented in Figure 9. Both diagonal and block-diagonal V give very similar
results with 150 and 149 edge-level differences, respectively, significant after the multiple testing
correction. 148 edges of these 150 and 149 are actually the same edges.
We chose the Benjamini-Hochberg correction(Benjamini & Hochberg 1995) primarily because it
does well on power, but other choices are possible, including methods that control family-wise error
rate (FWER) such as Bonferroni’s, Holm’s (Holm 1979), and Hochberg’s (Hochberg 1988), or the
Benjamini-Yekuteli method for controlling FDR under dependency (Benjamini & Yekutieli 2001).
In our data, Benjamini-Yekutieli turned out to be very conservative.
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(a) BH correction, diagonal V
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(b) BH correction, block-diagonal V
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Figure 9: Estimates of edge-level difference between healthy vs. schizophrenia for significant edges at 5% significance
level (after Benjamini-Hochberg correction).
Figure 10 shows the positive and negative edge differences plotted on the brain. Our results
generally agree with previous findings on schizophrenia, including a disconnection between the
frontal and the temporal cortices (Friston & Frith 1995, Bullmore & Bassett 2011) and occipito-
temporal disconnections (Zalesky et al. 2010). Figure 10 clearly shows the asymmetric connectivity
difference between healthy control and schizophrenia for left and right hemispheres, which is also
aligned with previous studies (Mitchell & Crow 2005, Angrilli et al. 2009, Ribolsi et al. 2014).
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(a) Left hemisphere, diagonal V (b) Right hemisphere, diagonal V
(c) Left hemisphere, block-diagonal V (d) Right hemisphere, block-diagonal V
Figure 10: Estimates of edge-level difference on the brain. Blue edges represent larger mean for healthy control and
red edges represent larger mean for schizophrenia. Line width represents the magnitude of the difference. Figures
generated using BrainNet (Xia et al. 2013).
We next test the cell-level hypotheses H0,ab : β
ab
1 = 0 versus H1,ab : β
ab
1 6= 0 for every network
cell (a, b). Results, pre- and post- multiple testing correction, are presented in Figure 11. At the
cell level, the increase in connectivity within system 8, the fronto-parietal task control system, was
associated with the lowest p-value, both for diagonal and block-diagonal V , as shown in Figure 11.
This is consistent with a previous study (Venkataraman et al. 2012), which reported increased
connectivity between parietal and frontal regions.
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(a) Diagonal V
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(b) Block-diagonal V
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Figure 11: Values of βˆab1 for cells (a, b) with βˆ
ab
1 significant at 5% before multiple testing correction. Cells retaining
significance after the Benjamini-Hochberg correction are marked with an asterisk (*). With diagonal V , there are no
significant cells after correction.
With varying significance level, we also look at the number of rejected hypotheses (out of 91)
using OLS and GLSs (with diagonal/ block-diagonal V ). From Figure 12, we can see that OLS
rejects many more hypotheses than GLSs. Even with very small significance level, over half of the
hypotheses are rejected. From the simulation, we know that this is due to the under-estimation of
standard errors with OLS. GLSs, on the other hand, reject far fewer hypotheses. From Figure 12,
we can see that at 5% significance level, there is no cell declared to be significant with diagonal V .
For block-diagonal V , cells (8, 8), (2, 11), (6, 12), and (13, 13) are declared to be significant at 5%
significance level, see Figure 11.
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Figure 12: Number of rejected hypotheses as a function of significance level with a Benjamini-Hochberg multiple
testing correction. Blue: OLS; red: GLS with diagonal V ; yellow: GLS with block-diagonal V .
The distributions of raw p-values from OLS and GLS are shown in Figure 13. Confirming the
simulation findings, OLS produces a large number of small p-values, and the ordering of p-values
is also fairly different between OLS and GLS. On the other hand, the p-values from GLS with
diagonal and block-diagonal V agree closely, and the cells with the lowest p-values match. Top five
cells ordered by p-values are shown in Table 2.
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Figure 13: Scatter plot of raw p-values. Left: OLS versus GLS with block-diagonal V ; right: GLS with diagonal V
versus GLS with block-diagonal V . Histograms depict the marginal distribution of p-values for each setting.
p-value rank network cell diagonal V block-diagonal V adjusted significance level
1 (8,8) 8.93e-04 3.02e-04 5.49e-04
2 (6,12) 0.0012 5.11e-04 0.0011
3 (2,11) 0.0017 5.87e-04 0.0016
4 (13,13) 0.0025 0.0012 0.0022
5 (4,5) 0.0072 0.0041 0.0027
Table 2: Five most significant cells from GLS methods. The ordering of the cells obtained by two GLS versions is the
same. Last three columns show the p-values from GLS methods and the Benjamini-Hochberg adjusted significance
level.
3.3.2 Finding new subnetworks
Up to this point, we used a previously known partition into brain regions, or network communi-
ties, but sometimes the communities themselves may be affected by the disease. While it is not
biologically plausible to expect brand new communities all over the brain, it may happen that part
of a well-established community starts acting differently. Here we apply the modified algorithms
proposed in Section 2.7 to the COBRE data, with the purpose of further dividing a community
exhibiting heterogeneous behavior.
The plots in Figure 8 suggest the possibility of subnetworks in system 5, the default mode network
(DMN). The result of applying the algorithm from Section 2.7 to divide DMN into two systems
(5.1 and 5.2) are shown in Figure 14. In principle, all coefficients are affected by the new partition
since they are dependence, but the changes in other cells are minor compared to the changes in
DMN. We see that the two new systems within DMN have much more homogeneous effects, with
opposite signs, which suggests we may be able to obtain more significant discoveries. Figure 15
shows the spatial locations of the nodes in the two new systems, showing that the systems are
well separated in the physical brain space. In particular, system 5.2 is mostly in the frontal and
temporal cortices of the brain. Figure 14(a) implies higher connectivity within the system 5.2, and
this again matches previous findings on reduced connectivity between the frontal and the temporal
cortexes in schizophrenia (Friston & Frith 1995, Bullmore & Bassett 2011).
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(a) Algorithm 5.2.1, cell-level
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(b) Algorithm 5.2.1, edge-level
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(c) Algorithm 5.2.2, cell-level
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(d) Algorithm 5.2.2, edge-level
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Figure 14: Estimates of differences between healthy and schizophrenic populations, with diagonal V . Blue represents
larger mean for healthy and red represents larger mean for schizophrenia.
(a) Nodes in system 5.1 (b) Nodes in system 5.2
Figure 15: Spatial location of nodes in the two new systems found in DMN. Figures generated using BrainNet (Xia
et al. 2013).
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Assessing the significance of the newly found subnetworks is complicated by the two-step nature
of the analysis. To reduce the resulting bias, we perform the model selection step (finding new
communities that correspond to the disease) on an independent schizophrenia resting state fMRI
dataset (UMich data), collected by the Taylor lab at the University of Michigan consisting of 42
schizophrenic patients and 43 healthy controls, to perform model selection. For detailed information
on the UMich data, see Arroyo et al. (2018+). We then fit the model and perform hypothesis testing
on the COBRE dataset, with the new communities found in the UMich data.
Results obtained using a diagonal V are shown in Figures 16. Figure 16 shows that splitting
communities adds six more cells significant after the Benjamini-Hochberg correction, compared
with results in Figure 11. More importantly, we can now see that a part of the DMN is strongly
linked to schizophrenia, which did not show in the previous fixed cell analysis. In fact, DMN has
been generally implicated in cognitive dysfunction associated with brain disorders and specifically
in schizophrenia (van den Heuvel & Hulshoff Pol 2010, Pankow et al. 2015, Hu et al. 2017).
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(a) Algorithm 5.2.1, cell-level
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(b) Algorithm 5.2.2, cell-level
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(c) Algorithm 5.2.1, edge-level
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(d) Algorithm 5.2.2, edge-level
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(e) Algorithm 5.2.1, significant cells
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(f) Algorithm 5.2.2, significant cells
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Figure 16: (a)-(d): Estimates of differences between the two populations, healthy and schizophrenia, with
diagonal V . Used node assignment obtained with UMich dataset. Blue represents larger mean for control
group and red represents larger mean for schizophrenia group. (e)-(f): values of βˆab1 for cells (a, b) which
reject H0,ab : β
ab
1 = 0 at 5% significance level with diagonal V (corrected with Benjamini-Hochberg).
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4 Discussion
We introduced a new framework for modeling multiple brain networks with the goal of taking
network structure into account when assessing covariate effects. We achieved this by including
network community structure in both the mean and the variance of edge weights. The choice of
a linear mixed effects model allowed for a simple interpretable decomposition into cell-level and
edge-level effects, and accounting for individual variation. In an important departure from earlier
literature on networks, we allowed for dependency between edges by allowing a general variance
structure in the linear model.
Our empirical results suggest that without a general variance structure, standard errors are severely
underestimated, producing unreliable and overly small p-values for downstream inference. Mod-
eling the variance with a network community structure, on the other hand, resulted in accurate
standard errors, as shown both on synthetic data and on the analysis of healthy subjects from the
COBRE data split into two parts at random. While the analysis comparing schizophrenia patients
and healthy controls has no ground truth, our results align with earlier studies suggesting a dis-
connection between frontal and temporal cortices is associated with schizophrenia (Friston & Frith
1995, Bullmore & Bassett 2011).
Previously proposed methods for comparing brain networks tend to perform standard two-sample
inference on either global graph summaries or vectorized edge weights. While the global graph
summaries do account for network structure, they tend to collapse a lot of information, and generally
do not do as well in classification tasks (Arroyo et al. 2018+). Vectorized edge weights, on the
other hand, preserve all the information, but do not take advantage of the network structure. In
comparison, our approach has two advantages: first, it performs much more accurate inference
by accounting for edge dependence. Second, it allows for a much more interpretable model and
in particular for hypothesis testing on specific systems in the brain, which none of the previous
methods can easily do. System-level inference also greatly reduces the number of hypotheses to be
tested compared to the massive-univariate approach (vectorized edge weights), which suggests our
tests can retain more power since multiple testing corrections will be less severe.
We believe developing graph-aware approaches that strike a balance between massive univariate
but information preserving methods and global summaries is a fruitful direction for future work
on multiple network analysis. Specifically for the problem studied in this paper, we need better
methods for simultaneous community detection and inference, though the application to brain
imaging does not need general community detection, only for refinement of previous biological
knowledge. More generally, we are working on methods for network classification and clustering
that work at the community level, or functional system level in neuroimaging applications.
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