An information theoretic analysis of multiple antenna systems shows that the possible gain due to transmitter-sided channel knowledge is usually small for uncorrelated fading. However, it is not obvious how these results translate to real-world transmission strategies. Thus, in this paper the error performance of adaptive bit and power loading with perfect channel state information is compared to that of high-rate multistratum space-time codes relying only on transmit diversity. We demonstrate that the latter may even outperform the adaptive scheme if discrete rate constraints are taken into account.
INTRODUCTION
Multiple antenna or MIMO systems will be a key technology in future wireless communication systems as they enable very high data rates with limited bandwidth, This is especially true for indoor environments with rich scattering. With perfect channel kriowledge at both ends of the link, the MIMO channel can be decomposed into parallel subchannels by appropriate precoding. This facilitates the application of adaptive modulation and power allocation techniques that were originally designed for discrete multitone transmission or orthogonal frequency division multiplexing (OFDM) [ 1, 2] . Without the rather optimistic assumption of ideal channel information at the transmitter, research has focused on two opposing directions: increasing data rate by spatial multiplexing [3] , and improving link reliability by exploiting diversity [4J.
In this paper, multistratum space-time codes [5] are compared to a channel aware adaptive transmit strategy in order to quantify the gain of channel knowledge with respect to the uncoded bit error rate for realistic systems. To this end, we present a unified view of some existing bit and power loading algorithms and derive a method that fits our needs. In order to allow for a fair comparison, maximumlikelihood detection is performed in both cases, though this comes at the price of higher receiver complexity for the nonorthogonal space-time codes.
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After the definition of the channel model in Section 2, we will briefly review Some motivating results from information theory in Section 3. The considered transmission schemes are described in Section 4 and 5, respectively, and simulation results are presented in Section 6. Concluding remarks can be found in Section 7.
CHANNEL MODEL
We consider a single-user multiple antenna system with NT transmit and NR receive antennas. For simpIicity, we restrict to flat fading channels, and the N R x NT equivalent baseband channel matrix H is assumed to be constant during the transmission of a packet (block fading) and perfectly known to the receiver. Note that our analysis may easily be generalized to the frequency selective case if either OFDM is employed or H is replaced by a corresponding block ToepIitz convolution matrix for single-carrier systems. The receive signals at discrete time k are given by the NR x 1 vector where the NT x 1 vector x [ k ] contains all transmit symbols and n[k] represents complex white Gaussian noise with variance 0 : = 1. Throughout this paper the following normalizations will be used:
For uncorrelated transmit signals with equal power, the received energy per information bit Eb is proportional to the number of receive antennas. Hence, we define
(3)
where AT* is the one-sided power spectral density of the noise and R denotes the data rate in bits per channel use. 
RESULTS FROM INFORMATION THEORY
where, in order to achieve the capacity C(H), the transmit powers Pi on the parallel subchannels must be chosen according to the waterfilling criterion [6] ( 5 ) i=l For random H, the mutual information is also a random variable. In this case, the ergodic capacity c = E I W k I ; Y [kl I HI) (7) and the outage probability are appropriate performance measures. As waterfilling maximizes the mutual information for each channel realization, it is also the optimum strategy with respect to (7) and (81, respective1 y.
Without channel knowledge at the transmitter, adaptation to the current channel conditions is not possible. In this situation, the ergodic capacity can be maximized by transmitting uncorrelated signals with equal power, i.e. using P i = P/NT in (5). For the outage probability this power allocation is also optimal, at least in the interesting SNK range where Pout << 1. case. However, for NT = NR = 4 the gap is significantly smaller and vanishes in the high S N R limit where the waterfilling solution also tends to distribute powers equally among the subchannels. The outage probabilities show the same trend: for low data rates the power can be concentrated on strong eigenmodes, while for high rates also weaker subchannels must be used. The question arises, how .these information theoretic results that are valid only for ideal channel codes translate to more realistic system setups.
BIT AND POWER LOADING
As shown in (4), the channel may be decomposed into parallel subchannels by using V as a linear precoder. For Graylabelled square QAM symbols si[k] with Ri = 2 , 4 , , . . bits per symbol, the bit error probability on the i-th subchannel can be well approximated' by Our goal is to minimize the average error probability for given data rate R and transmit power P by properly adapting Ri and Pi for 1 < i < NT. i.e.
NT NT
'In (9) it has been assumed that one bit error occurs per symbol error, which is usually true for moderate to high SNR's.
For a fixed rate allocation, (10) can be solved by formulating the Lagrange dual function and applying the Karush-KuhnTucker optimality conditions as shown in [7] . Then, the whole solution corresponds to the minimum over all possible rate distributions, where, without Ioss of generality, only those fulfilling R, 2 Rl for A, 2 A1 need to be checked.
While this approach is feasible for a small number of subchannels, the computational compIexity will be very high if, e.g., there are additionally multiple subcarriers like in MIMO-OFDM. Thus, we will subsequently introduce some simprifications.
For sufficiently large P, the minimization of Pb requires equal bit error rates (BER) on all subchannels, because otherwise weak channels will dominate the performance. This is most easily verified for a system with two subchanneIs if the Gaussian error function Q ( x ) is approximated by an exponential function
(1 1)
where pi depends only on the rate Ri, and ot additionally on the channel gain xi. Setting apb/8p1 = 0 leads to and hence a1 P:pt zz a2PfPt. Neglecting the factors PI and ,& in (I 1) this implies Pbqyt x P$. By induction, this result can be generalized to any number of subchannels. Note that adaptive moduIation limits the dynamics range of a1 /a2, so the equal BER assumption i5 well justified in this case.
Replacing the factor in front of the Q function by an appropriate constant c, (9) can be solved for the rate
Except for the scaling factor I ? which is a decreasing function of Pb, this is identical to the capacity of an AWGN channel with gain Xi, hence (13) is usually referred to as gap approximation. For continuous rates, the minimization of Pb is equivalent to minimizing P and again solved by the waterfilling criterion (61, but now with a constraint on the total data rate. Afterwards, the transmit power resulting from the waterfilling procedure can be scaled by r to any desired value P.
Though derived in an alternative way, the widely used bit loading algorithm proposed in [2] is essentially based on a high S N R approximation of (I 3), namely
The continuous rates are quantized and, if necessary, bits are added or removed until the total rate constraint is hlfilled. However, this two-step procedure is suboptimal. Instead, we suggest to use an optimum algorithm for the discrete rate power minimization problem and scale the transmit powers as described above. The most prominent example is the Hughes-Hartogs algorithm [l], but there also exist far more efficient implementations that exploit the convexity of the rate-power region, e.g. [SI. Note that instead of simple scaling it is, of course, also possible to redistribute the transmit powers according to [7] once the bit allocation has been found. However, as argued before, the possible performance gain will be small compared to the addifional computational effort.
MULTISTRATUM SPACE-TIME CODES
The adaptive transmission presented in the previous section requires perfect channel state information at the receiver and the transmitter. While for the receiver this assumption is justified for slowly fading channels, it is quite unrealistic for the transmitter as it implies either a high rate feedback link or a time division duplex (TDD) system with ideal reciprocity of the channel. Hence, we will now turn to the case without channel knowledge at the transmitter.
In the V-BLAST architecture [3] , Here, KST = 2 complex symbols are transmitted during NST = 2 channel uses. Thus, as opposed to V-BLAST, the Alamouti code (IS) does not offer a multiplexing gain. Furthermore, for more than two transmit antennas there exists no linear orthogonal space-time code with rate one. Instead, we consider the following quasi-orthogonal code [lo] where & = ej"/4si are rotated versions of the actual QAM information symboIs. This constellation rotation is crucial for achieving the full diversity degree. Note that (16) follows from a recursive application of (15) and can easily be generalized to any number of transmit antennas.
Every linear space-time block code can be described by a generator matrix C . In order to allow for complex conjugate information symbols, we define the real-valued vector Then, a space-time codeword is given by the sequence of transmit vectors
The channel matrix € I and the generator matrix G can be merged to a system matrix A = ( 1~~~ @ H) G, which results in an overall system model having the same structure as (1). Thus, detection algorithms developed for V-BLAST may be used for general non-orthogonal codes. Comparing (18) and (15), it is easy to verify that the generator matrix of the Alamouti scheme is
where the implicitly defined submatrices G[k] characterize the k-th transmit vector of one codeword. The 16 x 8 generator matrix of the quasi-orthogonal code (16) can be determined analogously and will be omitted here due to space limitations. Multistratum space-time codes combine the benefits of both space-time block codes and multilayer transmission [5] . As in V-€3LAST, the information symbols are demultiplexed into NS 5 min{NT, N R ) parallel data streams. However, instead of directly transmitting these so called strata, they are first encoded by a common space-time block code. Hence, each stratum experiences full transmit diversity. Afterwards, the strata are superimposed using an ap- Similarly, if G represents the quasi-orthogonal code from (16), a multistratum space-time code with rate four is given by the 16 x 32 generator matrix [I 11 In contrast to V-BLAST, multistratum codes are also suited for systems with N R < NT as strata may be switched off without transmission breaks. For N s = 1 they degenerate to ordinary space-time block codes. This enables a flexible adaptation of the data rate and application in heterogenous networks.
SIMULATION RESULTS
In this section we compare multistratum space-time codes to the adaptive transmission scheme from Section 4. For the simulations, an uncorrelated Rayleigh fading channel was assumed, and the improved sphere decoder from [ 111 was used for maximum-likelihood detection of the multistratum codes. Taking practical implementation limitations into account, the maximum constellation size for bit loading was fixed to 256-QAM. Fig. 2 shows the results for both codes discussed in this paper together with those using adaptive modulation and power allocation. As a reference, we also included the achiev- (1 6). The code exhibits the optimal diversity-multiplexing tradeoff and comes very close to the theoretical performance limit represented by continuous waterfilling. Hence, in line with the observations made from Fig. 1 , channel state information at the transmitter yields no additional gain for uncorrelated fading and NR 2 NT if high data rates are desired. Moreover, the practical bit loading scheme again suffers from discrete ( R = 8) and finite ( R = 24) rate constraints. As the results for the extreme cases of ideal and no channel coding show the same trends, it can be conjectured that the same conclusions hold true for realistic channel coding schemes. (solid). The thin lines correspond to waterfilling without discrete rate constraints.
CONCLUSION
Inspired by results from information theory, we analyzed the uncoded bit error performance of adaptive bit and power loading with perfect channel state information at the transmitter, and compared it to that of multistratum space-time codes which simply rely on transmit diversity. While the code for NT = 2 antennas taken from IS] is not able to exploit the full diversity of the channel, a recently proposed full-rate full-diversity multistratum design for A$-= 4 is close to optimal if maximum-Iikelihood detection is performed at the receiver. However, for low data rates channel knowledge may significantly improve the transmission quality.
