Abstract. As technology improves, mobile phones are becoming essential aspects of human communication. As more and more people begin to use mobile phones, various services based on mobile phone networks and high-end devices are developing. In addition, with the growth of ubiquitous computing, there have been many ongoing studies regarding novel and useful services inside smartphones. In order to develop personalized and intelligent services in these smartphones, we propose an intelligent service-providing method based on Bayesian networks and rule-based service selection. This method infers the user's state with the use of a Bayesian network and provides appropriate services based on the inferred knowledge. We also show a prototype of a personal assistant agent based on the proposed method. This prototype is applied to a group of realistic situations, in order to confirm the usefulness of the proposed method.
Introduction
Recently, mobile phones have started to become essential tools for human communication. As more and more people begin to use mobile phones, various services based on mobile phone networks and high-end devices are being developed. Smartphones, which integrate the functions of personal digital assistants (PDAs) and mobile phones, have already earned a world-wide reputation as all-in-one devices: many technologies such as wireless voice/data communication, digital cameras, and multi-media players are combined into just one smartphone device.
Although smartphones are currently only being considered as high-end mobile phones, with innovative applications, they have the potential to be used for a wide range of novel services. Especially, with the rise of ubiquitous computing, the demand for personalized intelligent services on mobile devices like smartphones is increasing. However, current mobile devices have the constraints of limited processing power and awkward interfaces. AI (Artificial Intelligence) techniques, which can be applied directly to smartphones, are required to cope with these constraints and make intelligent services feasible in reality.
There are three major issues when implementing intelligent services in constrained environments. The first issue is to gather information that provides meaningful ways to measure the user's state. A good way to do this is by using techniques that provide sufficient information while not asking the user to provide explicit information and thus not invading the user's privacy.
The second issue is to infer and predict the user's state from the collected data. Predicting the user's state from the data can be seen as a conventional classification task. Many AI methods have been successfully applied to this problem.
The third issue deals with service selection or composition. This refers to selecting one service from a pre-defined service library, or composing novel services appropriate to the inferred user's state dynamically.
In this paper, we focus on the personal information and communication logs that are available in smartphones. We actively employ commonsense knowledge to deal with incomplete, imprecise data. Bayesian networks are used as the inferring technique to represent the expert's knowledge when coping with uncertainty. This method is more flexible, requires few resources, and can be easily extended compared to simple rule-based techniques. In order to provide services that are appropriate to the user's state, we developed a rule base for service selection. To verify our service-providing method, we also implemented a prototype agent based on the proposed method in the smartphone environment.
The rest of this paper is organized as follows. In Section 2, we give a brief overview of the kind of information sources that are available in smartphones. The proposed service-providing method is presented in Section 3. Section 4 shows a working scenario of the proposed agent in realistic situations. The conclusions and future work are discussed in Section 5.
Information sources in smartphones
Some available services in current intelligent agents include providing personalized help, assistance or suggestions, automation of common tasks, information filtering or retrieval, and selection of entertainment [1] . To provide these intelligent services, it is necessary to define the user's state by observing his or her behavior. For this purpose, information sources available in smartphones include personal information, communication logs, program usage patterns, and locations (as shown in Table 1 ). Though there is no existing research about exactly how these information sources can be utilized in smartphones, many research groups in other application domains have worked on personalized intelligent services using these information sources.
We can access various types of personal information easily because most PDAs and smartphones provide personal information management systems (PIMS) such as an address book, a schedule, a to-dolist and a memo. There have been some works on automatic management of a calendar using the user's schedule information. T. Mitchell et al. [2] have designed a calendar manager that works by learning the user's preferences with machine learning techniques. They used decision trees to learn these preferences in terms of various factors such as meeting duration, location, time, and date.
Smartphones enable various types of communication such as voice conversations, short message services (SMS), e-mail, and access to the world wide web. With information from these communications, we can collect various and highly personal communication logs. By using this type of information, we can infer social relationships and assist the e-mail program user. Boone [3] developed an e-mail management agent that performs a process of sorting, storing, and deleting e-mails automatically using the nearest neighbor and neural network classifiers.
Danah et al. [4] visualized social relationship networks using e-mail data. People can recognize hidden patterns and connections in their social relationships and make their behaviors fit more appropriately to their social situations. These studies illustrate that we can infer preferences or social relationships by using communication log data. In [5] , several intelligent applications are presented, including a personal assistant based on social network modeling and e-mail message analysis. Program usage patterns have been commonly used to provide assistance to computer users in conventional desktop domains. These patterns can be observed from human-computer interaction and they can be used to automating tasks by learning usage patterns or inferring the user's goals and needs. The Lumiere project [6] is a representative piece of research. This project employs Bayesian networks and influence diagrams in order to infer users' goals from users' actions for supporting Microsoft Office users. Lie et al. [7] designed a user-adaptive Word assistant that predicts users' intentions and provides assistance autonomously by learning the action sequences of the particular user.
With the integration of location-aware devices like global positioning systems (GPS), location of the user becomes available in smartphones. This location information is very useful when trying to understand a user's state because the smartphone constantly moves around with the user and the user's state is significantly influenced by location. Flavia [8] utilized location information for user-adaptive storytelling in museums. She built a Bayesian network that made possible to estimate the user type from his or her location and duration at each location. In other studies, location information has been commonly used for recommendations and support for tourists. D.J. Patterson et al. [9] proposed a GPS data method for current transportation modes such as taking a bus, driving a car, and walking. The method uses a dynamic Bayesian network model [10] . Domain knowledge about real world constraints (for example, the facts that cars are left in parking lots and buses pick up passengers only at bus stops) is incorporated into the Bayesian network model and the parameters of their networks are learned using an expectation-maximization (EM) algorithm. In experimental results against the real GPS data, the network model that was learned using the EM outperformed both the decision tree and the network model without domain knowledge.
A location-aware event planner designed by Z. Pousman et al. [11] integrates a friend finder application which displays locations on a given campus map. The user can organize social events in contextuallyenhanced ways. The system also includes privacy management functionality which enables the user to manage visibility to others.
Intelligent agent for smartphones
The proposed agent consists of three components: an evidence collector, an inference engine, and an action selector. The evidence collector determines the state of the variables in the Bayesian network by mining meaningful events from personal information databases and call logs. The inference engine infers the user's state (such as affect or how busy the user is) using the evidence collected. The action selector chooses the agent's action appropriate to the user's current state. Figure 1 shows an overview of the proposed agent. 
User modeling based on Bayesian networks
It is crucial to recognize the user's state in terms of emotion, goals, and needs in intelligent and pervasive services. The process of obtaining explicit input from users is very expensive. Therefore, it is necessary to collect meaningful evidence from implicit and low-level observations and infer the user's high-level state with the evidence collector. However, there is much uncertainty when attempting to recognize the user's state [6] . Bayesian probabilistic inference is one of the most famous models for inference and representation of the environment with insufficient information. The node of the Bayesian network represents a random variable, while the arc represents the dependency between the variables [12] . In order to infer the network, the structure must be designed and the probability distribution must be specified. Usually, the structure is designed by an expert while the probability distribution is calculated by an expert or by the collected data from the domain. By observing the evidence, the probability of each node can be found without excessive computation by using the Bayesian inference algorithm based on the conditional probability table and independence assumption.
An advantage of user modeling based on Bayesian networks is that an expert's pre-knowledge can be utilized easily. We can easily achieve desirable performance by utilizing domain knowledge in order to define the variables and their dependency. Moreover, in the case of smartphones, we cannot use a large dataset -the data-intensive modeling technique is not feasible because most learning algorithms are too computationally demanding. Modeling with Bayesian networks is superior to rule-based modeling techniques in terms of scalability. The user model can be extended easily by adding new variables and specifying the dependency with others. On the other hand, the rule-based approach requires much more effort because we have to update several rules related to the new coverage of the user model.
Inferring the user's state
Ways to infer the user's state include affect, how busy he/she is, and how close he/she is with someone. We employed Bayesian networks in an attempt to infer these contexts. The user's context can be estimated by specifying the dependency among certain events related to the context. The design methodology of Bayesian networks is as follows.
First, we identified the events that seemed to be related to the user's context and defined them as variables in the Bayesian network. Next, we specified the states for each variable and made concrete conditions for each state. (For instance, to infer how busy the user is, we may use "the number of missed calls" as the related variable and define "many" and "few" as possible states of this variable. The state of "the number of missed calls" is "many" if the number of unanswered calls in the last two hours is more than five, and "few" if the number is less than five.) The accuracy of user modeling hinges upon how we define the variables in the Bayesian network and the state of each variable [12] .
After defining the variables and their states, we constructed the structure of the Bayesian network considering the dependency among the variables. In this stage, we specified the topology and probability distributions. There are two ways to do this: automatically from data obtained with a learning algorithm, or manually from an expert's domain knowledge [13] . In this work, we constructed the distributions manually because it was difficult to gather sufficient personal information data.
The Bayesian network for this problem included 33 observable variables, whose state was specified by observing the user's behavior or personal information, and 19 unobservable variables, whose state was specified from the relationship with the other variables. All variables were comprised of two states and there were 56 dependencies that were defined among the variables. Figure 2 illustrates the Bayesian network built for this problem.
Inferring the user's affect
The Valence-Arousal (V-A) space was applied to infer the user's affect. The V-A space is a simple model that represents affect as a given position in a two-dimensional space. It has been commonly used in previous studies on affect recognition [14] . It uses two eigen-moods: valence and arousal. Every kind of affect can be described in terms of these eigen-moods. The valence axis ranges from negative to positive. For example, the arousal axis ranges from calm to excited. For instance, "anger" is considered low in valence while high in arousal. In this work, we used four simple emotions: joy, anger, sadness, and relaxed. Figure 3 describes the position of these emotions in the V-A space.
General commonsense knowledge was utilized to define the variables and the relationships among the variables in the Bayesian network. Commonsense knowledge that implies the influence of available clues upon the user's emotions was represented as statements. For example, many business schedules may influence the user's emotion in a negative way. Many positive words or emoticons in the user's incoming message box may imply that the user's emotion is more likely to be positive. These statements are presented as conditional probability tables of the Bayesian network. For example, the probability that 'Valence' is 'Negative' is set to 0.7 if there are 'Too Many Events'. Table 2 shows the variables for inferring affect and the relationships between these variables.
Inferring how busy the user is
If the user makes frequent calls, he or she is likely to be very busy. A busy user is likely to receive many missed calls or unanswered messages. With commonsense rules, we are able to discover possible clues for inferring how busy the user is and design the causal relationships among the variables. The defined variables are shown in Table 3 .
Inferring how close the user is to someone
In order to infer how close the user is to people who are registered in his or her address book, we used clues such as the content of incoming text messages, the name of the group the contact is added to, the frequency and duration of phone calls, etc. We show the variables that represent these clues in Table 4 . Commonsense knowledge was used to construct the Bayesian network as follows. People who frequently make contact with or are registered in the "friends" group in the user's address book can be regarded as close. People with whom there has been little contact in a long period of time can be regarded as not close.
The degree of closeness can be inferred from all the persons who are registered in the user's address book and this is updated periodically. It is used for inferring other states rather than directly for action selection. For instance, the state of "Call from familiar person #" refers to the number of phone calls from close people and is used to infer the user's affect according to the degree of closeness of the caller.
Action selection
Actions that are appropriate to the current situation are selected using predefined rules. We defined four basic actions for the agent. These rules determine whether the agent should take an action and if so, what kind of action. Figure 4 illustrates the actions of the agent.
The condition part of the rules is a Boolean expression. The condition expression consists of the variables in the Bayesian network and the states of the variables. The action taken by the agent constitutes the result part. If the condition of the rule is met, the action is executed. The action selection rules are as follows: The "Posting a message" action posts words of encouragement such as "do your best" and "cheer up!" on the home screen according to user's state. The "Execute a program" action can play music when the user is inferred as being relaxed and taking a rest. The "Change background image" action changes the background image of the home screen and it also changes the color coordination of the windows appropriate to the user's state. It changes the background image into a bright one when the user is in a good state. Finally, the "Recommend a conversation partner" action is selected if the user is considered depressed and tired. It recommends a conversation partner by randomly choosing someone who has high degree of closeness from the user's address book.
The agent is activated when each schedule begins or ends. It specifies the state of observable variables by detecting changes in personal information databases and communication logs. It updates the probability of unobservable variables by executing an inference algorithm. The updated probabilities are inputted to action selection rules and if a rule matches, the corresponding action is taken. 
Working Scenario
To develop the agent prototype, we used the Microsoft Smartphone SDK 2002 and a smartphone emulator [15] . The emulator provides a good implementation of a real smartphone device containing PIMS, voice conversation, a text message service, a web browser, and an audio/video player. The Smartphone SDK provides a development environment for a Windows mobile operating system.
We observed the agent's behavior in the following situation. Our user is a thirty-year-old company Table 5  Schedule table   Table 6 employee who utilizes the smartphone actively for managing personal information, communication, and entertainment. It is a week day and five events are scheduled (as shown in Table 5 .) He manages the information about his friends and colleagues with the address book program as shown in Table 6 . He groups them into five categories according to kind of relationship. Tables 7 and 8 illustrate telephone conversations and text messages made throughout the course of the day. Figure 5 describes the actions taken by the agent over time. The user's first activity is "team meeting" at 9 am. Unfortunately, he misses three calls on the way to the office because of having to rush. Although he barely arrives at the meeting on time, the agent is activated and begins the inference and action selection processes.
Newly gathered clues are as follows. "Missed Call #" is set as "Many" because the number of missed calls during the last 60 minutes was more than 4. "Office Hour" is set as "Yes" because it is a week day and between 7 a.m. and 6 p.m. "Business Events #" is set as "Many" because 3 scheduled events are grouped into the "work" category. No Event is set as "No" because "team meeting" is scheduled. "Today's events #" is set as "Many" because the number of events scheduled is more than 6. "Frequent Call Making" is "Yes" because the number of received or made calls is more than 5. These clues all On the other hand, there is a positive clue: the state of "Related With Close Person" is "Yes". Even though this clue influences user's state positively, the state of "Arousal" becomes "Low" with the probability of 0.57, the state of "Valence" becomes "Negative" with 0.7, the state of "Busy" becomes "Yes" with 0.58 by inference algorithm as shown in Fig. 6 . This is because the negative clues are dominant. In this case, rule 1 matches and the agent cheers up the user by posting the "Do your best!" message on the home screen.
The agent does not know the explicit facts (such as whether the user is late for the meeting and depressed.) Nevertheless, the user's state can be inferred properly by using implicit clues such as the number of missed calls, the number of remaining events, and the quality of the current event.
In the following scenario, the user visits one of his clients' sites. However, he gets lost near his destination and calls his client to ask the way several times. During the meeting, he receives a phone call from another client and also makes a call to a co-worker. The meeting finishes at 11:30 am as scheduled, and then he departs for his office.
Then, the agent is activated again. The frequent phone calls imply that the user may be actively doing something. The caller's category in his address book (co-worker, client) implies that the calls are about business. By using this implicit information, the agent figures out that the user is busy and possibly feels bad. Using rule 2, the situation is matched and the agent posts the "Cheer up!" message on the home screen again. The next event is an appointment for lunch with his friend. They exchange text messages to make sure of the appointment time. His friend sends one more text message to find out exactly when he will arrive. The agent is activated when the user parts from his friend after lunch. This action signals the end of the third event. The agent regards the user as relaxed and likely to take a break due to the exchange of text messages with a close person, many emoticons in the text messages, lunchtime, and no scheduled work. Using rule 4, the situation is matched and the agent starts to play music appropriate for taking a rest.
"Project presentation" is the user's last business event. It keeps him tense for about two hours. At the scheduled end of the last event, the user prepares to leave his office and the agent wakes up. The agent infers the user's state as not good, but he is starting to relax because of the following facts: no more remaining scheduled work, many scheduled events on this day, and long duration of the last event. Then rule 4 matches: his girlfriend is selected as his conversation partner.
After his daily routine, he is scheduled to meet for a movie with his girlfriend. Leaving his office, he discusses the meeting place by exchanging text messages. When he meets her, the activated agent concludes that he is not busy, feels good about spending time with a very close person, and many emotions in recent text messages. Finally, rule 5 matches: the background image is changed to a much brighter one.
Conclusions
In our experiments, Bayesian networks were built on the assumption of a general commonsense tendency. Personalization was not included in this study, so the agent did not consider individual differences. In future work, we will explore how personalization can be achieved by adjusting the probability distributions in the Bayesian network with different learning algorithms. Rule-based action selection techniques can achieve reasonable performance somewhat easily. However, the user can become able to predict the agent's action after a given period of time because it selects the same action in similar situations. In future work, we will also attempt to adopt more flexible action selection techniques like behavior selection networks. Other information sources also have to be exploited for more accurate user modeling.
