Aiming at the problem of wireless sensor network node coverage optimization with obstacles in the monitoring area, based on the grey wolf optimizer algorithm, this paper proposes an improved grey wolf optimizer (IGWO) algorithm to improve the shortcomings of slow convergence, low search precision, and easy to fall into local optimum. Firstly, the nonlinear convergence factor is designed to balance the relationship between global search and local search. The elite strategy is introduced to protect the excellent individuals from being destroyed as the iteration proceeds. The original weighting strategy is improved, so that the leading wolf can guide the remaining grey wolves to prey in a more reasonable way. The design of the grey wolf's boundary position strategy and the introduction of dynamic variation strategy enrich the population diversity and enhance the ability of the algorithm to jump out of local optimum. Then, the benchmark function is used to test the convergence performance of genetic algorithm, particle swarm optimization, grey wolf optimizer, and IGWO algorithm, which proves that the convergence performance of IGWO algorithm is better than the other three algorithms. Finally, the IGWO algorithm is applied to the deployment of wireless sensor networks with obstacles (rectangular obstacle, trapezoidal obstacle and triangular obstacles). Simulation results show that compared with GWO algorithm, IGWO algorithm can effectively improve the coverage of wireless sensor network nodes and obtain higher coverage rate with fewer nodes, thereby reducing the cost of deploying the network.
Introduction
Coverage optimization is a basic problem of wireless sensor networks (WSNs). 1 In WSN, the perceptual nodes are generally scattered randomly, resulting in extremely low coverage rate and even problems such as network disconnection. Therefore, many researchers have studied this and achieved rich results. [2] [3] [4] [5] In general, there are two types of network coverage optimization methods. Firstly, the coverage optimization based on geometric methods. For example, the blindzone centroid-based scheme (BCBS) proposed in Wang et al. 6 is optimized by using the geometric relationship between nodes, although the BCBS strategy has high coverage and high robustness, it still cannot achieve 100% coverage. Abo-Zahhad et al. 7 proposed a centralized immune-Voronoi deployment algorithm (CIVA) based on Voronoi diagram, which uses Voronoi diagram attributes to balance coverage and energy consumption, improves WSN coverage, and extends the lifetime of the network. CIVA has a low computational complexity, but it has a "premature" problem. Secondly, application of intelligent optimization algorithm to complete dynamic coverage optimization of node deployment. Compared with the complex geometric derivation of Voronoi diagram, the intelligent optimization algorithm has the advantages of easy implementation and strong adaptability and is widely used in node optimization deployment. For example, the genetic algorithm (GA) characterized by biological genetic evolution [8] [9] [10] and the particle swarm optimization (PSO) algorithm for the flocking foraging process. 11, 12 Xu and Yao 8 proposed a coverage method of WSN optimized by GA, but this kind of method has the problem of falling into the local optimum, and the convergence speed is slow. In Liang and Lin, 9 an adaptive GA for mutation probability and crossover probability was proposed to solve the problem of slow convergence, although this algorithm has a faster convergence rate, it is prone to fall into the problem of local optimum. Cong 11 proposed a PSO algorithm to improve the effective position of computing nodes, this algorithm improved the coverage rate of WSNs to some extent, but it still has a "premature" problem.
Grey wolf optimizer (GWO) algorithm is a metaheuristic search algorithm inspired by Grey Wolf in recent years. 13 Kamboj et al. 14 applied the GWO algorithm to solve low-carbon shop scheduling problems; the author verifies that the optimized result of GWO algorithm is best by comparison with other intelligent algorithms, but the algorithm has the disadvantage of falling into local optimum. In Kaveh and Zakian, 15 an improved grey wolf optimizer (IGWO) algorithm with additional tunable parameters was proposed and applied to the truss structure design, which can get better optimization results. In Pan et al., 16 a new GWOFPA algorithm was proposed, which combines flower pollination algorithm (FPA) and GWO, the position update strategy of FPA improves the direction and speed of grey wolf movement; the author finally verifies the effectiveness of the strategy by testing the benchmark function, but the GWOFPA is more complicated than GWO and has a longer running time. Shieh et al. 17 proposed an IGWO algorithm by enriching population diversity. Although the algorithm enhances the ability to jump out of local optimum, the search precision of the solutions is low, and the author only applies it to obstacle-free objects, but the presence of obstacles and static nodes in the actual deployment is not discussed.
Most researchers discussed the deployment of sensor nodes in a barrier-free monitoring environment. Aiming at the shortages of basic GWO with slow convergence speed, low search precision and easy to fall into local optimum, 18 and the problems encountered with the deployment of WSN nodes in the real environment, this paper discusses the deployment of sensor network with geometric obstacles (rectangle, trapezoid, and triangles) and the presence of static and dynamic sensor nodes in the monitoring area and proposes an IGWO algorithm based on the GWO algorithm, to solve the problem of slow convergence speed of GWO algorithm and easy to fall into local optimum, it can significantly improve the coverage rate of WSN and save the network deployment cost to a certain extent. The contributions of this paper are mainly reflected in the following aspects.
A nonlinear convergence factor is designed to
replace the original linear convergence factor. The nonlinear convergence factor changes faster in the early iteration, which is conductive to the global optimization search, and the later change is slower, which is conductive to the local optimization search. Thereby speeding up the convergence of the algorithm. The elite strategy is introduced so that the good individuals in the last iteration will not be lost as the iteration progresses. 2. This paper improves the original equal weighting strategy, so that it can update the weight according to the influence ratio of the leading wolf, which is more in line with the characteristics of the grey wolf predation. 3. When the grey wolf individual is not in the predation range, it is proposed to update the grey wolf position according to the proportion, so that it is near the position of the leading wolf and enriched the diversity of the population. A variation strategy is introduced to solve the problem that GWO algorithm falls into local optimum due to the decrease of population diversity.
The nonlinear convergence strategy and the elite strategy are utilized to improve the convergence speed of the algorithm, the role of dynamic weight strategy is to improve the precision of the solution, and grey wolf position strategy and mutation strategy are used to expand the diversity of the wolves and enhance the ability of the algorithm to jump out of local optimum.
Model description

Network coverage model
Assume that the sensor nodes in the WSNs are isomorphic, and the sensing radius and communication radius are R p and R c , respectively. To ensure the connectivity of the WSN, the communication radius of the node is set to be greater or equal to twice the perceived radius of the node. Suppose that the set of wireless sensor nodes is S ¼ fs 1 , s 2 , s 3 , . . . , s n g, the two-dimensional coordinates of any one sensor node s i in the set are indicated as (x i , y i ), the set of monitoring nodes is M ¼ fm 1 , m 2 , m 3 , . . . , m n g, and the coordinates of any monitoring point m j in the monitoring area as (x j , y j ), then the Euclidean distance between the two points is described as follows
The monitoring probability of the node s i to the monitoring point m j is described as follows
Then the joint sensing probability of all sensor nodes to point m j is described as follows
where s all is all sensor nodes within the measurement range. Assume that the monitored area is a rectangle of L Â W. For the convenience of calculation, the rectangle is divided into L Â W grids of equal area, and the center point of the grid is the monitoring node m. The monitoring probability of all monitoring points can be calculated, and the summation is the coverage area.
The coverage rate C r can be expressed as follows
Network connectivity model
The most basic self-organizing requirement of WSN is that the network must be connected. For ease of calculation, 2 R p ¼ R c is assumed. Set N ¼ fN 1 , N 2 , N 3 . . . , N n g is the node in the sensor network. If the distance between N i and N j is no greater than R p , then N i and N j are adjacent. Set the edge to 1, otherwise set to 0 and establish the undirected graph adjacency matrix M. According to the matrix power algorithm in Mesbahi and Egerstedt, 19 the equation of the matrix S is as follows
where n is the number of sensor nodes. If there is an element of value 0 in S, then the WSNs are not connected. Otherwise, WSNs are connected. On the basis of WSNs connectivity, the minimum spanning tree is generated according to the algorithm in Zhou et al. 20 
Standard GWO algorithm
The GWO is a heuristic algorithm proposed by Mirjalili et al. 13 The algorithm evolved from the hierarchy of wolves and the process of predation; it has good search ability and convergence.
Social hierarchy
The wolves are divided into four levels, which can be expressed as a, b, d, and x from high to low. Among them, a, b, and d indicate the grey wolves with top 3 fitness levels, which indicate the current optimal solution, suboptimal solution, and general solution, respectively, and the remaining grey wolves' population x indicates the candidate solutions. The rank of grey wolf is based on the fitness. The higher the fitness in this study denotes the higher social level. In Figure 1 , the a layer wolf has the largest fitness and the highest social level, and the level of wolves from layer a to layer x is getting lower and lower. The a layer wolf is responsible for leading the x layer to surround the prey, and the b and d layer wolves jointly assist the a layer wolf to issue the rounding command. The social level of each wolf is not fixed, it will be redistributed according to the value of the fitness.
Round up hunting
In order to make the x layer wolves move closer to the prey, the a, b, and d layer wolves with higher social ranks issued a round-up hunting command to the x layer wolves, so that the x layer wolves approach the prey from all directions and update their position. As shown in Figure 2 , among the many grey wolves, a, b, and d are closest to the prey, and the approximate positions of the prey are simulated by the positions of a, b, and d. After multiple iterations, the simulation is more accurate. After the a wolf issued a killing command to the x wolves, the x wolves updated their position to reach the prey. Calculate the distance between the x wolves and a, b, and d.
The mathematical description is as follows
where vector D Omega (x) wolves learn the distance from a, b, and d, respectively, approaching with a certain step length and eventually reaching near the prey. The location update of the x wolves is described as follows
If the x wolves only regards the a wolf as the prey, X ! 1 is the position vector of its next generation; if the x wolves only regards the b wolf as the prey, vector X ! 2 is the position vector of its next generation; and if the x wolves only regards the d wolf as the prey, X ! 3 is the position vector of its next generation. t is the current number of iterations, t max is the maximum number of iterations, a is the convergence factor, and a decreases linearly from 2 to 0 as the number of iterations increases. Vector A ! 1 is the step size of x wolves movement. When jA ! 1 j > 1, the wolves will expand the search range, and the wolves will be relatively scattered, which is conducive to global optimization search. On the contrary, the wolves will narrow the encirclement, and the position is relatively concentrated, which is conducive to local optimization search, vectors A 
Improved GWO algorithm
Nonlinear convergence factor strategy
The GWO algorithm proved to have better convergence performance than the PSO algorithm. 13 However, because the convergence factor is linearly decremented from 2 to 0, the global search and the local search have the same proportion in the whole search process, failing to balance the global search and the local search. Therefore, a nonlinear convergence factor strategy is proposed. The mathematical description is as follows
In Figure 3 , a is nonlinearly decreasing from 2 to 0. The value of a in the early iteration changes relatively quickly, which is conductive to global search. In the latter part of the iteration, the value of a changes relatively slowly, and the step-size of grey wolf movement is small, which is beneficial to local search. Therefore, the convergence speed of the algorithm is improved.
Elite strategy
In GWO algorithm, the x wolves slowly arrive near the prey with the iteration, and the superior individuals of the previous generation may be lost as the iteration progresses. Therefore, the elite strategy is introduced, replacing the three wolves with the smallest fitness in x wolves with a, b, and d in the next generation. It can be described as
Among them, wolf 1 , wolf 2 , and wolf 3 indicate the three wolves with the least fitness. This strategy can save the superior individuals of the previous generation to the next generation, so that more grey wolves can search for prey near the position of the leading wolf, thus speeding up the convergence of the algorithm.
Dynamic weighting strategy
In GWO algorithm, the three leading wolves have equal impact on the x wolves. In fact, a wolf indicates the best individual of the current iteration, so a wolf is closer to the prey than b wolf and d wolf. Therefore, the a wolf has the greatest impact on hunting prey, b wolf is second, and d wolf is the smallest. Therefore, Wen and Tie-Bin 21 proposed a strategy of using the proportion of fitness of the three leading wolves for guidance; f a corresponds to the fitnesss of a wolf, and f b and f d correspond to b and d, respectively. It can be described as
This w 1 , w 2 , andw 3 correspond to the guiding rates of a, b, and d, respectively. Then, the next position of the x wolves can be expressed as follows
If there are negative numbers in the three fitness levels, the strategy proposed in Wen and Tie-Bin 21 is not suitable for this situation; therefore, another guiding rate strategy is proposed to meet the predation characteristics of grey wolves, as shown in the following equation (16) 
Set a reference position f b , corresponding to the minimum value, and the distance from f a , f b , and f d to f b are d a , d b , and d d , respectively, and the sum of the distances of the three is d s . The distance between f a with a large fitnesss and the reference f b is the largest, and the distance between the f d with the smallest fitnesss and f b is the smallest. Then the next generation x wolves' location update strategy can be expressed as follows
As shown in the equation (17), it is known that w 1 > w 2 > w 3 . This strategy is consistent with the fact that the effects of a, b, and d wolves on x are sequentially reduced. This is in line with the original intention of the algorithm design.
Dynamic variation strategy
The GWO algorithm showed good convergence at the beginning, but with the iteration, almost all the grey wolves are distributed among the same position in the later stage, which led to the decrease of wolf population diversity, and the algorithm is easy to fall into local optimum. For this reason, a variation strategy proposed in the Xu et al. 22 is cited in this paper. Set the mutation probability pv ¼ 0.5, then the strategy is described as follows variation rand < pv Ã ðt max À tÞ=t max no variation otherwise (18) where (t max -t)/t max varies linearly from 1 to 0. At the beginning of the iteration, the dynamic mutation probability is large, which can promote global search. The mutation probability is reduced in the late iteration, which promotes local search and avoids falling into local optimum. As shown in the equation (18), when the variation requirement is met, the algorithm performs the mutation operation. It should be noted that if the value of fitness after the mutation is worse than before the mutation, it will not mutate. The mutation strategy is described as follows
Based on the position of a wolf, the distance between the upper limit l upper and lower limit l lower of the grey wolf's range and a wolf was calculated as d upper and d lower , respectively, rand is a random number, if its value is greater than 0.5, then the position of x wolves is the sum of position of a wolf and rand*d upper . On the contrary, x is the difference between a and rand*d lower . The variation strategy expands the diversity of the population and enhances the ability of the algorithm to jump out of the local optimum.
Grey wolf boundary position strategy
After multiple iterations of the GWO algorithm, the location of the x wolf may be outside the scope of the hunting prey; if this problem occurs, it is necessary to correct the position of the x wolf in time. To this end, the position vectors of X 1. If the position of grey wolf is below the lower limit of the wolves' hunting range, the x wolves' coordinate is updated to l lower , and if the grey wolf position exceeds the wolves' hunting range upper limit, the x wolves' position coordinate is updated to l upper , and the mathematical description is as follows
2. When the grey wolf position is out of range, Mirjalili et al. 13 proposed a strategy to randomly update a position in the boundary to replace the coordinates of wolves. It can be described as follows
3. Replace high-level grey wolves with grey wolves that are not in the range of hunting prey. If X
The first scheme replaces the position of the grey wolf with the boundary value of the upper and lower limits. During the iterative process, more and more grey wolves will be at the upper and lower limits, resulting in weaker wolf population diversity. Although the second scheme expands the diversity of the wolf population, it fails to make the wolves approach the leading wolf, which is not in line with the original intention of the algorithm design. The third scheme directly leads to the decline of wolf diversity, which makes the algorithm fall into local optimum. To this end, a more effective location update strategy is proposed. Take X ! 1 and a wolves X The mathematical description is as follows
When X ! 1 is less than the lower limit l lower , r lower indicates the ratio of the distance between a and X ! 1 as well as the distance between a and l lower , meanwhile, the position of X ! 1 is updated to the sum of l lower and a*r lower . When X ! 1 is greater than the upper limit l upper , r upper indicates the ratio of the distance between l upper and a and the distance between X When the grey wolf is not within the predation range, its position is updated proportionally according to the above equation. This strategy is more in line with the principle that x wolves approach three leading wolves and can increase population diversity. 3. Calculate the fitness of each grey wolf. 4. Select the three grey wolves with the highest fitness as a, b, and d and the rest as x. 5. Elite strategy processing according to equation (13). 6. Calculate the distance between x wolves and b and d according to equation (6). 7. Update the wolf position according to equations (8) , (14) , and (15).
Improved grey wolf algorithm description
8. The wolves are mutated according to equations (18) and (19) , and the wolves are processed out of range according to equation (22) . 9. Determine whether the algorithm meets the iteration stop condition, not meet then jump to step 2, otherwise output grey a wolf position, the end of the algorithm. When the IGWO algorithm is applied to the WSN node coverage optimization deployment, the coverage rate is the evaluation index. After the iteration is completed, the connectivity of the nodes is determined according to equation (5) . On the basis of connectivity, a deployment scheme (the grey wolf individual) with the largest coverage rate is selected as the final solution (Figure 4 ).
Algorithm complexity analysis
Suppose m is the maximum number of iterations of the algorithm, n is the population size, and d is the dimension of the optimization problem. The GWO algorithm first initializes the population, and its time complexity is O(dn). Secondly, the fitness is calculated according to the position of the grey wolf, the time complexity is O(n). And then sorted in ascending order according to the value of the fitness. The time complexity is O(nlogn). Finally, the position of the grey wolf population is updated according to the above equation, and the time complexity is O(n), so the total time complexity is O(m(dn þ n þ nlogn þ n)). Compared with the GWO algorithm, the IGWO algorithm adds mutation steps, and its time complexity is O(n), so the total time complexity of IGWO is O(m(dn þ n þ nlogn þ n þ n)). Comparing the two algorithms, when the value of n is very small, it is known that they belong to the same order of magnitude, and the time complexity is O(mnlogn).
Simulation experiments
In order to verify the performance of the IGWO algorithm, two experiments were performed. Experiment 1 used the test function to verify the convergence performance of the IGWO algorithm. Experiment 2 tested the precision of algorithm on the optimal deployment of the wireless sensor nodes. The experiment is carried out in Intel core i5 dual-core CPU, clocked at 2.4 GHz, memory 8GB, Windows 10 environment, experimental simulation software using matlab 2014 b.
Experiment 1-comparison of algorithm convergence
The F(x): maxf(x) ¼ xsin(x)cos(2x)-2xsin(3x) test function is used to perform function optimization and convergence test. The F(x) search range is set to [0, 30], compared with GA, 23 PSO, 24 and original GWO. GA is a classic swarm intelligence algorithm, and PSO is famous for its remarkable effect in searching for optimal solutions and superior convergence performance. All comparison algorithms set 30 search agents uniformly. The number of algorithm iterations was set to 200 times and run 20 times. Finally, the average of 20 experimental results was obtained. To reduce the error, the mean is expressed as the average of the two extremes (maximum and minimum) removed. Figure 5 depicts the test results of the four algorithms on the function F(x). It can be seen from the figure that the IGWO algorithm searches for the optimal solution after 21 iterations, while the GA, PSO, and GWO all take about 60 times, and the convergence speed of the IGWO algorithm has obvious advantages. On the one hand, because the elite strategy is introduced, the current optimal solution will not be destroyed by the iteration of the algorithm. Instead, the search solution can be continued from the vicinity of the current optimal solution, thus accelerating the convergence of the algorithm. On the other hand, because the nonlinear convergence factor is used in IGWO, the global optimization ability of the algorithm is enhanced, which effectively guides the grey wolf to approach the global optimal direction, thereby jumps out of the local optimum and speeding up the optimization. In the GA that evolves into genetic characteristics, the mutation strategy tends to destroy good individuals in the iterative process, and thus, the convergence is slower. The PSO evolved by bird flight according to the global optimal solution to the population and the individual local optimal solution dynamically updates the individual position, which makes it converge faster, but it is easy to fall into the local optimal state because of the decrease of population diversity of the later iteration. The linear convergence factor of the GWO algorithm does not weigh the time between the global optimization search and the local optimization search, and thus, the convergence is slower than IGWO. Compared with these three algorithms, the nonlinear convergence factor strategy is effective against the convergence of the IGWO algorithm. However, its performance on the running time is not excellent. The simulation time of GA, PSO, GWO, and IGWO is 0.042 s, 0.025 s, 0.029 s, and 0.033 s, respectively. GA has the longest running time because of its complicated procedures and relatively difficult to implement the details of the algorithm. PSO and GWO have fewer procedures, so the running time is shorter, and the IGWO algorithm has a slightly longer running time than the GWO algorithm due to the increased mutation operation.
Experiment 2-comparison of node coverage
This section tests the WSN node coverage optimization effect. Due to the complexity of the sensor network node deployment environment, four sets of experiments were designed, including the obstacle-free situation, the presence of rectangular obstacles, the presence of trapezoidal obstacles, and the coverage area being polygonal. In order to eliminate the error caused by randomness, 20 experiments were performed in each experimental scene, and the number of iterations was set 200 times for each experiment, and the final average results were compared. The monitoring area is 2500 m 2 , 2300 m 2 , 2050 m 2 , and 2050 m 2 , respectively. All sensor nodes are movable and isomorphic, setting the node's perceived radius to 5 m and the communication radius to 10 m. When the node movement function fails, the node sensing radius is set to 7.5 m and the communication radius is 15 m. The specific parameter settings are shown in the Table 1 . Figures 6 to 9 show the node deployment effect and algorithm coverage comparison for the case of no obstacles and no static sensor nodes. Figure 6 shows the coverage effect of nodes deployed in random mode. It can be seen that the nodes are not evenly distributed, some nodes even overlap, and the network is not connected. After the IGWO algorithm is used to optimize the node deployment location, as shown in Figure 7 , the node location is relatively uniform. On the basis of ensuring the connectivity of the node, the coverage rate is greatly improved. Figure 8 describes the coverage comparison between the optimal deployment of GWO algorithm and the optimal deployment of IGWO algorithm when the number of sensor nodes is 40. It can be seen that IGWO algorithm enters the convergence stage when it is iterated for about 150 times, and the node coverage reaches about 97.5%, while GWO algorithm does not converge when it is iterated for 200 times, and it can be seen from the figure that the GWO algorithm has been fallen into the local optimum multiple times during the iterative process. This is because the grey wolf individual gathers near the prey in the later iteration, and the population diversity will be weakened, so that the search efficiency is reduced. The IGWO algorithm can maintain the diversity of the population to some extent due to the adaptive mutation strategy, and the ability to jump out of the local optimum is also enhanced. Figure 9 describes the coverage comparison of random, GWO, and IGWO algorithms under different number of nodes. It can be known that the coverage of GWO and IGWO algorithm is significantly higher than that of random algorithm under the premise of the same number of nodes. This is because the random algorithm is aimlessly looking for the target, which is very inefficient, and the intelligent optimization algorithm is heuristic to search, evaluate the function of each search position, get a current best position, and then searching from this location to the target is a purposeful and inspiring way to search for goals, which is more efficient. In the comparison between IGWO and GWO, 100% coverage rate can be achieved when the number of nodes is greater than 55, but when the number of nodes is less than 55, the coverage rate of IGWO algorithm is higher, because it updates the location with a more reasonable dynamic weighting strategy; first get the three best node deployment scheme (a wolf, b wolf, and d wolf), and obtain the corresponding coverage rate, dynamically guide other node deployment schemes (x wolves) to optimize according to the proportion of the three coverage rate. This strategy is more flexible and reasonable than GWO's weighting strategy based on location averaging, so the network coverage rate of IGWO algorithm deployment is higher.
In order to better conform to the actual deployment environment of the sensor nodes, obstacles are set in the simulation environment, and the shapes are rectangle (200 m 2 ), trapezoid (450 m 2 ), and triangle (450 m 2 ). Because of the low cost of sensor nodes, the mobility capability after deployment may be lost, so the mobile node will be converted into a static node, but its perceived radius will also increase. Figure 10 describes the coverage deployment scheme of IGWO algorithm in the presence of rectangular obstacles and the loss of mobility of two nodes. When the number of sensor nodes reaches 35, the coverage rate reaches to 97.83%. Figure 11 describes the comparison of the coverage rate of random, GWO, and IGWO deployment networks with different number of nodes. It can be seen that when the number of nodes is 55, the optimized coverage of the IGWO and GWO algorithms reaches to 100%, and the random coverage rate is only 82%. When the number of nodes is 30, the coverage rate of the IGWO algorithm reaches to 95.43%, which are 31.05% higher than random throwing and 2.47% higher than the GWO algorithm. It is worth noting that experiments have shown that the strategy of covering the circumference tangent to the obstacle is slightly higher than the strategy of the non-tangential strategy.
In the trapezoidal obstacle environment, the optimal deployment effect of the IGWO algorithm after 200 iterations at 30 nodes is shown in Figure 12 , and the coverage rate reaches to 96.50%. Figure 13 shows the coverage rate comparison between the random Figure 10 . IGWO optimized deployment. algorithm, the GWO algorithm, and the IGWO algorithm when the number of nodes is different. At this time, the node coverage performance of IGWO is still better than the GWO algorithm, and the number of nodes to be deployed is less under the same coverage requirement. Finally, the node deployment scenario of the polygon monitoring area was tested. When the number of nodes is 30, the coverage of the network deployed with the IGWO algorithm reaches 95.63%, as shown in Figure 14 . Figure 15 shows the node coverage performance of the random algorithm, GWO algorithm, and IGWO algorithm in the case of polygon monitoring area (triangular obstacles) with different number of nodes. It can be seen that the IGWO algorithm requires only 55 nodes to achieve 100% coverage, while the GWO algorithm requires 60 nodes. Therefore, 100% coverage can be achieved with fewer nodes, thereby saving network deployment costs. In the experiment of obstacle-free situation, the GWO and IGWO algorithms performed well. When the obstacles were added to the monitoring area, the monitoring area decreased, but the number of nodes required for the two algorithms to achieve 100% coverage is not reduced. It still need about 50-55 sensor nodes, which is due to obstacles in the monitoring area, the optimization complexity increases, and the optimization effect of the two is worse than the optimization effect in the case of no obstacles. However, from the performance of GWO algorithm and IGWO algorithm in different obstacle situations, IGWO algorithm has stronger adaptability to node optimization deployment in complex obstacle environment; in terms of achieving full coverage, irrespective of the shape of the obstacle; the IGWO algorithm can always achieve 100% coverage deployment with fewer nodes. This is because the dynamic mutation strategy enables the IGWO algorithm to dynamically adjust the position of the sensor nodes when they are deployed in a complex environment, so that they do not gather in the same area, thus avoiding the problem of local optimum. When the grey wolf boundary position strategy is applied to the node deployment, the sensor nodes that are not in the monitoring area due to the location update can be returned to the monitoring area; the distance between the node and the obstacle and the distance between the node and the boundary of the monitoring area are adjusted in a more reasonable manner, so that the network coverage becomes higher.
To sum up, in summary, compared with GWO, the superiority of IGWO algorithm benefits from the design of nonlinear convergence factor and elite strategy, so that the algorithm can achieve convergence effect in fewer iterations. And dynamic weighting strategy, grey wolf boundary position strategy and mutation strategy improve the precision of the algorithm. When the IGWO algorithm is applied to the optimal deployment of wireless sensor nodes, regardless of whether there are static nodes, whether there are obstacles, and what is the shape of the obstacle, the IGWO algorithm has a good effect on the coverage optimization problem of WSN nodes.
