We present an approach for solving to optimality the budget-constrained Dynamic Uncapacitated Facility Location and Network Design problem (DUFLNDP). This is a problem where a network must be constructed or expanded and facilities placed in the network, subject to a budget, in order to satisfy a number of demands. With the demands satisfied, the objective is to minimise the running cost of the network and the cost of moving demands to facilities. The problem can be disaggregated over two different sets simultaneously, leading to many smaller models which can be solved more easily. Using disaggregated Benders decomposition and lazy constraints, we solve many instances to optimality that have not previously been solved. We use an analytic procedure to generate Benders optimality cuts which are provably Pareto-optimal.
Introduction
In this paper we apply Benders decomposition to a facility location and network design problem, specifically looking at a number of ways of improving convergence of the algorithm. In particular, we disaggregate the Benders sub-problems, use an alternative to the standard Benders feasibility cuts and analytically construct Benders optimality cuts. We also prove the Pareto-optimality of the analytic Benders cuts and discuss the importance of using Pareto-optimal cuts.
Facility location problems are important in many areas of both industry and government. From deciding the location of stores and warehouses, to important services such as police, fire and health, facility location problems can have a large impact on a population. Equally important are network design problems, such as vehicle routing, or utility network optimisation. While these problems hub location problem, with a number of improvements such as a "warm start", disaggregation of the sub-problems and modified feasibility cuts. Both studies apply Benders decomposition to their problems.
We are considering the budget-constrained Dynamic Uncapacitated Facility Location and Network Design Problem (DUFLNDP) presented by Ghaderi and Jabalameli [14] . The government sets a fixed budget every year for the construction of new health clinics and roads, and one must work within that budget to minimise the running cost of the network while satisfying all demand for health services by routing demand through the network to health clinics.
The remainder of this paper is structured as follows: Section 2 contains our reformulation of the DUFLNDP, which is the base model to which we apply disaggregated Benders decomposition in Section 3. This section also covers many details around the implementation of disaggregated Benders decomposition such as Pareto-optimality of Benders optimality cuts and feasibility of subproblems. In Section 4 we describe the use of a warm start with Benders decomposition to improve the initial LP-bound. Our computational results are in Section 5, followed by a discussion of disaggregation in Section 6, before concluding with Section 7.
Model Formulation
Ghaderi and Jabalameli [14] introduce the budget-constrained Dynamic Uncapacitated Facility Location and Network Design problem (DUFLNDP), which is defined on a network of locations.
Every location is a client, and all have the potential to host a facility for servicing clients. There is a set of potential links between locations, on which arcs of the network can be constructed.
The problem covers a number of time periods. At each time there are budgets for opening new facilities and links. Open facilities and links also have associated maintenance or operating costs, which, together with the demand routing costs, form the total cost which is to be minimised.
The main assumptions in this problem are:
• Facilities and links have unlimited capacity
• Once opened, facilities and links will remain open until at least the end of the planning horizon
• Facilities and links are opened instantaneously between time periods
Our notation is slightly different from Ghaderi and Jabalameli [14] , in particular the variable names. We also present a simplified version of the budgetary constraints which achieve the same outcome. The time periods we are optimising over start at 1, and if a network exists already, we denote that as being at time 0. We now present the model formulation:
Sets N Set of network nodes. These include clients and facilities A Set of network arcs, both existing and potential. A ⊆ N × N T Set of time periods Parameters d kt Demand of client k ∈ N at time t ∈ T g it Cost of opening facility at node i ∈ N at time t ∈ T c ijt Cost of constructing arc (i, j) ∈ A at time t ∈ T ρ ijt Cost per unit of routing demand on arc (i, j) ∈ A at time t ∈ T f it Operating cost of open facility i ∈ N at time t ∈ T h ijt Operating cost of open arc (i, j) ∈ A at time t ∈ T B t Available budget for opening facilities at time t ∈ T B t Available budget for opening arcs at time t ∈ T Variables W it 1 if facility i ∈ N is open at time t ∈ T , 0 otherwise X ijt 1 if arc (i, j) ∈ A is open at time t ∈ T , 0 otherwise Z ijkt Fraction of demand of client k ∈ N travelling along arc (i, j) ∈ A at time t ∈ T U it 1 if facility i ∈ N is constructed at time t ∈ T , 0 otherwise V ijt 1 if arc (i, j) ∈ A is constructed at time t ∈ T , 0 otherwise
Constraints
The objective function (1) is the sum of three costs: the facility operating costs, the cost of routing demand to other facilities and the arc operating costs. Constraints (2) say that if a node
k has an open facility, then it services its own demand. If not, all demand must leave the node.
Constraints (3) are flow-conservation constraints at the nodes. Constraints (4) ensure demand can not be returned to the node of origin, thus eliminating cycles. Constraints (5) restrict the routing of demand to open arcs only. Constraints (6) and (7) control the opening of facilities and arcs based on the relevant construction variables, and constraints (8) and (9) ensure that the budget is not exceeded in any time period. Finally, constraints (10) enforce bi-directionality of the arcs.
Disaggregation and Benders Decomposition
In this problem, the variables Z ijkt are continuous, where all others are integer (binary). The constraints which contain the continuous variables are (2) (3) (4) (5) , and these constraints are separate for each k ∈ N and t ∈ T . Thus it is possible to disaggregate the sub-problems by time and facility.
A discussion of disaggregation level can be found in Section 6.1. The goal of each sub-problem is to find the cheapest way of servicing the demand of that facility at that time. There are two possibilities for this: either the site is a facility and can service its own demand for free, or the demand is routed to the nearest (cheapest) open facility.
Benders Master Problem
We denote the contribution of the sub-problem (k, t) as θ kt . The master problem is:
Subject to:
Constraints (BOC) represent the disaggregated Benders cuts, which are added as necessary after solving the associated sub-problems, which will be covered in Section 3.4. Similarly, constraints (BFC) represent the added constraints required for feasible sub-problems. M and P are the number of added Benders optimality and feasibility cuts respectively. For a feasible integer solution, W * and X * , we solve each of the sub-problems and calculate their dual variables. If necessary, we add more Benders optimality or feasibility cuts.
Initial feasibility
For the solution to be feasible, it must be possible to service the demand of every client for every time period. With the current master problem and Benders optimality cuts, it is possible for the master problem to be solved to optimality while one or more sub-problems are infeasible.
The standard way of overcoming this is to add Benders feasibility cuts, however these are often ineffective [13] .
A second option is to modify the master problem to ensure the sub-problems will always be feasible. Since links and facilities are only constructed, never destroyed, if the network is feasible in the first time period, it will be feasible for every time period. To ensure this happens, we modify the model to make the first time period a special case. The objective, parameters and variables remain unchanged, we only modify some constraints and add new ones. The modified and new constraints are:
The modification to constraint (5) enforces directionality of arcs in the first time period, (7, 10) are modified appropriately, and the addition of (13) ensures only one direction is allowed for that time. Constraints (14) (15) handle the budget constraints, to ensure that if a direction is built in the first time period, the opposite direction will be built for free in the second time period.
These modifications allow us to add constraints (16) (17) , which ensure that each location has either a facility at the location or an arc leaving the location, and that at least one facility must exist, respectively. This way, either a node is a facility, or it is connected to a node which is either a facility, or connected to a node... and so on. This only fails if a cycle occurs where multiple nodes are connected to each other and none have facilities, so cycle-breaking may be necessary.
This change in formulation is more useful in the instances when there is no pre-existing network, as when there are fixed elements of the network there is less choice in its design.
IIS feasibility cuts
To handle the case where cycles occur, we add cycle-breaking feasibility cuts, where the sum of facilities in the cycle plus the sum of arcs leaving the cycle must be at least one. Using Gurobi,
we compute the Irreducible Inconsistent Subsystem (IIS), which is "a subset of the constraints and variable bounds of the original model. If all constraints in the model except those in the IIS are removed, the model is still infeasible. However, further removing any one member of the IIS produces a feasible result." [15] The IIS is then a collection of capacity constraints on nodes and arcs which, when lifted, make the sub-problem feasible. This leaves us with the nodes and arcs which can be expanded or added to resolve the infeasibility. We then add a feasibility cut of the form:
This ensures that enough facilities and arcs will be opened that the demand from the infeasible source node can be served.
Sub-Problems
If we have a feasible solution for the integer variables W * and X * , we can solve the sub-problems as a collection of linear programs. Since d kt only depends on k and t, we can leave it out of the objective of the sub-problem and instead apply it to the objective of the master problem. The contribution of each sub-problem to the master problem is represented by θ kt . For each k ∈ N and t ∈ T we have the sub-problem:
Constraint (S1) has been rearranged to show its similarity to (S2), which we will take advantage of when formulating the explicit dual. There are two collections of dual variables that we are interested in: γ i for each node constraint (S1,S2) and λ ij for each arc constraint (S4). These variables then lead to the following dual formulation:
The reason that constraints (D1) do not apply when j = k is because in those cases γ j is replaced by the unbounded dual variable associated with constraints (S3), and since this dual variable does not appear in the objective function, it can be set to positive infinity, thus ensuring feasibility of the dual constraints for those arcs.
Magnanti and Wong [5] describe a natural interpretation of the dual variables for the UFL.
In a similar way, the dual variables of this problem have a natural interpretation. Here each γ i represents the saving associated with opening a facility at location i, and λ ij is the saving from opening a new arc between i and j. Constraint (D1) ensures that the reduced cost of each arc is non-negative. This formulation yields the following Benders cut:
One can solve these sub-problems as linear programs and extract the dual variables provided by the solver in order to construct a Benders cut. Alternatively, one can solve the sub-problems and produce the required dual variables analytically.
Analytic solution to Benders sub-problems
Each sub-problem is a shortest path problem. For each location, one must find the cheapest way of servicing its demand, either at a facility at the source or by routing the demand to another location with a facility. Each sub-problem is indexed by k and t, where k is the source node and t is the time period.
Magnanti and Wong [5] note that the analytic dual variables for the UFL problem have a natural interpretation; the dual variables for the DUFLNDP also have a natural interpretation.
γ i represents the saving associated with opening a facility at location i and λ ij the saving from opening an arc from i to j. Magnanti and Wong also demonstrate for the UFL problem that there are two different possible analytic Benders cuts which can be used. The DUFLNDP shares this
property, as we now show.
First analytic Benders cut
The algorithm for computing the dual variables can be found in Algorithm 1. Note that it assumes that the facility at the source node k is closed, as otherwise the solution is trivial. We begin by constructing a shortest path tree from the source location, giving each node a distance D i from the source node. If there is no path between k and i, then D i = ∞. Now, the value of γ k is assigned the length of the shortest path to the nearest open facility i * , that is,
Next we calculate the values for the dual variables λ ij , associated with the arcs
Theorem 1. The dual variables calculated using Algorithm 1 are dual optimal.
Proof. For these dual variables to form a dual feasible solution, they must satisfy the Constraints (D1). The constraints are trivially satisfied for any arc where γ i = 0. For all closed arcs, λ ij ≥
For any open arc (i, j), λ ij = 0, so we must show that ρ ij + γ j − γ i ≥ 0. By the property of the shortest path distances,
We also have, by construction of the Algorithm 1 Algorithm for computing dual variables for first analytic Benders optimality cut for sub-problem (k, t), assuming the sub-problem is feasible.
Begin with master problem solution
Finally, we are only considering where γ i > 0, and in this case we have that γ i = γ k − D i . Combining these, we get:
So the dual variables obtained from Algorithm 1 are dual feasible. The objective value given by these dual variables is the same as the optimal objective value of the primal problem, which is the length of the shortest path (D i * = γ k ), and for all nodes, either γ i = 0 or W * it = 0, and likewise for arcs. Thus the dual variables form a dual optimal solution, and may be used to add a Benders optimality cut to the master problem.
The cuts generated using these dual variables are Pareto-optimal, which is important for improving convergence of the master problem [5] . We prove they are Pareto-optimal in Section 3.6.
In terms of the natural interpretation, we place much of the savings on the arcs, since if facilities beyond closed arcs are opened, no saving will be obtained until the arcs are open. As such, the first Algorithm 2 Algorithm for computing dual variables for second analytic Benders optimality cut for sub-problem (k, t), assuming the sub-problem is feasible.
analytic Benders cut is referred to as a λ-heavy cut. While this Benders cut is Pareto-optimal, it may not be the only Pareto-optimal analytic cut which can be derived from a given solution.
Second analytic Benders cut
Another algorithm for computing dual variables for an analytic Benders optimality cut is Algorithm 2. The construction of the second analytic cut is similar to the first, except here we also calculate the distance from each node to their closest open facility,D i . Then, before computing the distance of all nodes from the source k, we open all arcs. Again, γ k is the length of the shortest path, this time given byD k . Theorem 2. The dual variables computed using Algorithm 2 are dual optimal
Proof. Once again, the constraints are satisfied trivially for γ i = 0 and by construction for closed
arcs. For open arcs, λ ij = 0, so again we need to prove that ρ ij + γ j − γ i ≥ 0. Also by the properties of shortest distances, we haveD i ≤D j + ρ ij , or ρ ij +D j −D i ≥ 0. For these dual variables, when
If γ j ≥ γ k − D j , the proof for the first set of dual variables holds since
γ j ≥D j , the fact that γ i ≤D i leads to:
So the dual variables satisfy the dual constraints for all arcs. For the same reasons as before, these dual variables give the primal objective value for the current master problem solution, making them a dual optimal solution.
This analytic solution also yields a Pareto-optimal Benders cut, which can be proven in a similar way to the first analytic solution. Where the first was a λ-heavy cut, the second is called a γ-heavy cut, since we focus on the saving associated with opening facilities assuming the arcs are already open. We now have (up to) two unique Benders cuts that can be added at each integer solution for each node k and time t. If the two cuts are different, then they will hold exactly for different, overlapping sets of master problem solutions.
Consider the network in Figure 1 . Both cuts will be tight for the cases where (B,C) and C are the same, either both open or both closed. However, only the λ-heavy cut will be tight when C is open but (B,C) is closed, and only the γ-heavy cut will be tight when (B,C) is open but C is closed. As such, it can be beneficial to add both cuts if possible, as can be seen in the Results section. Note that these Benders cuts are not guaranteed to be different for all solutions, and it is simple to construct a network where both algorithms yield the same Benders cut. As such, one should always take care not to add duplicate Benders cuts to their model, to avoid unnecessarily burdening the solver.
Pareto-optimality of the analytically-derived Benders cuts
Magnanti and Wong [5] describe the importance of using Pareto-optimal cuts when using Benders decomposition. In this section we show that the analytic Benders cuts are Pareto-optimal.
Since a Benders cut is a linear function of the current network configuration, it can be described as θ ≥θ(y), for y ∈ Y where Y is the set of all feasible solutions to the master problem. Let the contribution to the objective value for network configuration y be given byθ * (y). The following definitions are paraphrased from Magnanti and Wong:
for all feasible y ∈ Y and is a strict inequality for at least one feasible y.
This definition leads to the following lemma:
This is easy to see, sinceθ
by definition of being a dominating cut.
Definition 2. A Benders cut θ ≥θ a (y) is Pareto-optimal if it is not dominated by any other Benders cuts.
One can prove that a Benders cut is Pareto-optimal by assuming that there exists another cut which dominates it, finding enough points y ∈ Y where the Pareto-optimal cut equals the objective value, and specifying that the dominating cut must also equal the objective value at these points.
This leads to all terms of the dominating cut being fixed to those of the Pareto-optimal cut. Thus there are no cuts which dominate the original cut, and it is Pareto-optimal. We now show that our
Benders optimality cuts are Pareto-optimal.
Theorem 3. Benders optimality cuts derived using Algorithm 1 are Pareto-optimal Proof. All Benders cuts for this problem are of the form:
Let the dual variables associated with the first analytic Benders cut (i.e. the cut generated by Algorithm 1) beγ i andλ ij . In the current solution, the closest open facility is i
We assume that the current cheapest facility i * is not the same as the location, i.e. i * = k. If i * = k, then the cut is trivial and not Pareto-optimal. We also assume that there exists another location j ∈ N such that d j < d i * , since otherwise the cut will again be trivial and not Paretooptimal. We begin by defining some partitions of the nodes and arcs of the problem:
, the set of open facilities,
, the set of closed facilities, F + = {i|d i ≥γ k }, the set of facilities at equal or greater distance than i * , Now assume there exists a Benders cut using the dual variablesγ i andλ ij , which dominates the first analytic Benders cut. As they are both Benders cuts, they must both equal the objective value, and thus each other, for the current solution to the master problem. If we open a facility at the source, k, the objective value will be zero and the first analytic cut will be tight, so the dominating cut must also equal zero for this solution. This leads to:
, and so γ i * = 0. Returning to the current solution, the two cuts must equal each other, and for both cuts, either γ i = 0 or W it = 0 ∀i ∈ N , and similarly for arcs, so we have thatγ k =γ k . Now, for any other location i ∈ N , if we open a facility at i, the first analytic cut will still be tight, so the dominating cut must also be tight. Since the only changes in both cuts is W it , we have thatγ i =γ i ∀i ∈ N . All that remains is to show thatλ ij =λ ij ∀(i, j) ∈ L c .
For any arc (i, j) ∈ L c whereγ i ≤ ρ ijt ,λ ij = 0, which will be tight since even if a facility were opened at j, it would still be further away than the closest open facility, soλ ij will also be zero.
The other case whereλ ij = 0 is whenγ j >γ i − ρ ijt , that is, the arc does not create a short-cut in the network. In this case, opening the arc does not change the objective value and the first analytic cut will be tight, soλ ij = 0 for all arcs whereλ ij = 0.
If we open the arc (i, j) and the facility j, then the first analytic cut will be:
which is the length of the shortest path between k and i plus the length of the arc from i to j.
Sinceγ i > ρ ijt , this will be lower than the original path length, and thus j will be closer than i * to k. So the first analytic cut is tight at these points, and the dominating cut must also be tight.
Sinceγ j =γ j for all j ∈ N , we have:
Soλ ij =λ ij ∀(i, j) ∈ A, and thus the dominating cut is identical to the first analytic cut. So there are no cuts which dominate the first analytic cut, and thus it is Pareto-optimal.
The same method can be used to prove that the second analytic Benders cut is also Paretooptimal by selecting different points.
Budget cover inequalities
In addition to this, we also add inequalities on the budget variables, U and V , to potentially tighten the relaxed problem. The budget constraints are effectively a knapsack problem, and as such we can add cover inequalities similar to those described by Gu, Nemhauser and Savelsbergh [16] . After a solution to the relaxed problem is found, we check, for each time period, which facilities and arcs have been partially or wholly constructed. We sum the variables over all facilities/links and time periods up to and including the current time period, and if this is not an integer value, then some facilities or links have been partially opened.
S is the sum of facilities/links that have been opened up to this point in time. We then order the facilities/links from cheapest to most expensive to open, and if the sum of opening costs of the first S facilities/links is greater than the available budget, we add a new constraint of the form:
whereS is the cheapest S facilities/links. If it is impossible to open all facilities/links inS, then turning one off to open another facility/link which is more expensive will not be possible either.
Thus, these cuts can be lifted to include all facilities/links more expensive than the most expensive member ofS.
Warm start
One potential problem from applying disaggregated Benders Decomposition to this model is that the initial LP bound is extremely loose. While it is expected that the LP bound will be lower for the Benders master problem because it is a relaxation of the original problem, for this model it is significantly lower. This can be overcome by using a "warm-start" [13, 17] , which involves solving the linear relaxation of the problem and using the results to add Benders cuts to the master problem. Performing this repeatedly until the bound does not increase substantially, or no more cuts are added, significantly tightens the bound and reduces the runtime of the solver.
This yields significant improvements to the runtime of the program, however it is sometimes more useful to use continuous analogues of the Pareto-optimal analytic Benders cuts in the warm start. Because of this, we analytically construct the dual variables to be used in the pre-cuts. This yields the strongest cuts possible, which can improve the solution speed of the master problem.
Feasibility of sub-problems
The first thing to check, as with the main algorithm, is the feasibility of the sub-problems. In the warm start, because all variables are continuous and not integer (or binary), the arcs of the network are allowed to be partially open, and likewise for facilities. As such, it is no longer enough that there be a path to an open facility, instead it must be possible to route all demand to facilities simultaneously. As with the main problem, infeasible sub-problems will only occur when a cycle exists in the network. The IIS feasibility cuts are capable of handling the relaxed problem, and as such are always used in the warm start.
Solution of the sub-problems
After having ensured the feasibility of the relaxed solutions to the master problem, we solve the flow sub-problems as LP's and extract the paths from these results. When more than one path is required, it is because partially opened arcs or facilities are restricting the flow of demand. In most cases, the longest path will not have any of these restricting factors.
If there are n paths in the solution, there will be at least n − 1 restricting factors. These restricting factors, denoted by the set C, correspond to potential non-zero values for γ or λ dual variables, and as such there are several constraints on these values. The first is that the sum of the dual variables corresponding to the arcs and final facility of each path must equal the saving from travelling along the path. That is, given a path p of length L p which ends at node dest p , and the set of arcs on that path A p :
This equation ensures the reduced cost of each path is zero. In most cases, γ k will be the length of the longest path (opening a facility allows demand from the longest path to be serviced at the source), however in the case where the longest path has restricting factors, the RHS of the above equation will be non-zero for the longest path and γ k will be greater than L p .
Another condition is that the value of the Benders cut must be equal to the objective value of the sub-problem for the current master problem solution. This is necessary for the dual variables to form a dual-optimal solution. The final condition is that the reduced cost of each arc is nonnegative. If a solution is found which satisfies these three conditions, then it is dual optimal, and the dual variables can be used to construct a Benders cut.
If there are n paths and n − 1 restricting factors, then these dual variables can be calculated directly by solving equation (22) for all paths simultaneously. In this case, the matrix will be non-singular and thus the values of the dual variables for all restricting factors can be determined.
However, as there is much degeneracy in network flow problems, often there will be more than n − 1 restricting factors for n paths. This occurs when a path has two or more restricting factors which lie only on that path. In this case, one can either determine which n − 1 factors to use by eliminating any "extra" factors, or one can solve the following linear program:
The effect of constructing analytic warm start Benders cuts this way can be seen in the Results section.
Results
We are comparing three different formulations using the public data set from Ghaderi and Jabalameli [14] . The tests are performed on a PC running Windows 8.1 with an Intel Core i7-3770
quad-core at 3.40GHz and 16GB of RAM. The implementations are written in Python 2.7 and use the Gurobi 6.5 [15] optimisation package. All software used is 64-bit. The maximum runtime for each instance is 50|N ||T | seconds, where |N | is the number of nodes and |T | is the number of time periods, which is consistent with Ghaderi and Jabalameli [14] .
All instances are grouped in threes, where each instance in a group is on the same network, tested over five, 10 and 20 time periods. Each instance has two cases: one where a network already exists, and one where it must be created from scratch. Table 1 shows the number of nodes, links and time periods of each instance, which can be used to calculate the runtime of each instance.
We start with the straightforward MIP implementation with no improvements. We then compare it to two different implementations of disaggregated Benders decomposition: the first (DBD)
is the standard implementation of disaggregated Benders decomposition with regular feasibility cuts, the second (Accelerated DBD) includes the initial time feasibility with IIS feasibility cuts.
Both implementations use warm starts without budget cover constraints. Finally, we compare the different possible cuts for the warm start and callback, and evaluate the effectiveness of the budget cover constraints. Tables 2 and 3 show the differences between the MIP, DBD and Accelerated DBD implementations on the existing and new network cases respectively. For the majority of cases, Benders decomposition is better than the straightforward MIP, especially on larger networks. There is only a minor benefit to Accelerated DBD over DBD for the existing networks, however on the new network cases Accelerated DBD is a clear winner, with DBD performing worse than the MIP.
The main reason for the difficulty of the new network cases for the DBD implementation is feasibility of the networks. In the existing network case, the networks are either already feasible or can be made feasible very easily, whereas for the new network case a brand new feasible network must be made from scratch. The standard Benders feasibility cuts used by the DBD implementation are not tight enough to help the algorithm converge, and as such none of the instances are solved to optimality in time, with many failing to find a feasible solution at all. By contrast, the IIS feasibility constraints used in Accelerated DBD allow the problems to be solved significantly faster than the MIP, and solutions were found to previously unsolved instances.
There are three other improvements to the Benders decomposition algorithm we consider here: using analytic Benders cuts (one or two) in the warm start, the budget cover constraints, and using analytic Benders cuts (one or two) during the branch and cut process. We consider the existing and new network cases separately, as the algorithm behaves differently on instances in different cases.
After each comparison, we take the best result and keep it for the next comparison.
The main statistic we report is the run time (or achieved optimality gap). We also include the mean and geometric mean of the times for each method across all instances in each case, as well as how many instances each method performed best upon. These help to determine whether or not each method is useful. The first choice we examine is the type of Benders cuts used in the warm Table 1 : Problem sizes for Ghaderi and Jabalameli instances [14] Inst. T   TP1  20  46  5  TP10  40  162  5  TP19  80  171  5   TP2  20  46  10  TP11  40  162  10  TP20  80  171  10   TP3  20  46  20  TP12  40  162  20  TP21  80  171  20   TP4  20  61  5  TP13  60  180  5  TP22  80  280  5   TP5  20  61  10  TP14  60  180  10  TP23  80  280  10   TP6  20  61  20  TP15  60  180  20  TP24  80  280  20   TP7  40  137  5  TP16  60  205  5  TP25  56  200  5   TP8  40  137  10  TP17  60  205  10  TP26  56  200  10   TP9  40  137  20  TP18  60  205  20  TP27  56  200  20 start.
Warm start
The warm start is implemented in the same way for all cases: solve the LP relaxation of the master problem, solve the sub-problems for the resulting values of the relaxed variables and check whether or not a Benders optimality or feasibility cut must be added. If so, add the necessary cuts. This is repeated until the objective value converges or no new cuts are added. All feasibility cuts used are the IIS cuts discussed in Section 3.3. There are three options for Benders optimality cuts:
non-analytic cuts (NonA) which use the dual variables returned by Gurobi to construct the cut, one analytic cut (AnOne) which is always the λ-heavy cut, or both analytic cuts (AnTwo), which adds both the λ-heavy and γ-heavy cuts if possible. The choice of using the λ-heavy cut over the γ-heavy cut for the AnOne implementation was arbitrary, as the problem can be solved using either type of cut and there was no clear-cut winner from our initial experimentation. Table 4 contains the results for the existing network case, where it is clear that using both analytic cuts in the warm start is highly beneficial. The mean and geometric means for AnTwo are significantly lower than the other two methods, and it won in 19 of 24 cases. All cases where it was slower are smaller instances which run in under 100 seconds. For many of the larger instances, it makes a significant improvement.
For the new network case, Table 4 shows that using analytic cuts in the warm start becomes a hindrance, with non-analytic cuts winning 21 of 24 times. In one instance, NonA was only 0.93s slower than the best method, and the other two instances where it lost, it is not significantly slower.
The mean and geometric mean for NonA are significantly lower than those for AnOne and AnTwo.
For the next comparison, the existing network cases will be run using a warm start with two analytic cuts, and the new network cases with a warm start with non-analytic cuts.
Budget cover constraints
The usefulness of the budget cover constraints is more difficult to determine as they make significantly less difference than the choice of warm start optimality cuts, as can be seen in Table 5 .
For the existing network case, the means and geometric means of the run times are almost identical, with a roughly 50-50 split on the number of wins. For the new network case, they yield a slight improvement, with lower mean and geometric means of the run times, and winning over 60% of the time.
The difference between the existing network and new network cases is that in the new network case the network must be built from scratch and the budget is twice as big, so there are many more arcs and facilities which will be fractionally open in the warm start solutions. For the existing network case, many arcs and facilities are already open, and so there will be fewer fractional variables in the warm start solution, meaning fewer budget cover constraints will be added.
For the next test, the existing network instances will be run with two analytic cuts and no budget cover constraints in the warm start, and the new network instances with non-analytic cuts and with budget cover constraints.
Benders optimality cuts
The last choice to make is the type of Benders optimality cuts to use in the main callback.
These are the cuts that will be added during the branch and bound process to solve the problem to optimality. Again, the options are the non-analytic dual variables returned by Gurobi (CNonA), or the analytically constructed dual variables. For the one cut case (CAnOne), the λ-heavy cut will be used for the same reason as the warm start.
For the existing network case (seen in Table 6 ), analytic cuts are clearly beneficial, with CNonA only winning on one of the 24 instances (TP12E). The difference between analytic and non-analytic run times was also clear, with non-analytic having a higher geometric mean than the analytic (it lost to CAnTwo on TP23E by 5 seconds), however it was often very close. Table 6 shows that for the new network case, using analytic cuts was again less beneficial, with
CAnOne having a lower mean and geometric mean of the run times. CAnTwo only won a few times, with the rest of the instances being split between CNonA and CAnOne. For instances 18 and above,
CNonA beat CAnOne in all but two cases (TP21N and TP23N) and tied in one (TP24N).
Discussion

Disaggregation level
In this problem it is possible to disaggregate over two different sets: the source of each demand and each separate time period. We show here that it is best to disaggregate by both sets at the same time. Disaggregation of sub-problems, and thus Benders cuts, always results in tighter bounds.
These tighter bounds allow the master problem to be solved more quickly. The trade-off is that having more sub-problems can take longer to solve, particularly if there are overheads associated with those sub-problems. In this problem, the most sub-problems we solve are 1600, which is acceptable considering the speed increases we obtain from this. In other problems, the number of sub-problems may enter the hundreds of thousands, at which point even the smallest overheads will start to add up.
A specific example is data set TP9E, which we can compare results for if we disaggregate only by nodes, only by time and by both nodes and time. For this instance there are 40 nodes and 20 time periods. Table 7 shows the number of sub-problems (S.P.'s) solved, the total time spent solving sub-problems and the total time spent solving the entire problem for the different levels of disaggregation.
We can see that disaggregating more leads to smaller sub-problems which solve significantly faster. The average solve time for each sub-problem is 43ms, 19ms and 0.85ms for time only, nodes only and both, respectively. Even though many more sub-problems must be solved when disaggregating by both nodes and time, the cumulative time spent solving them is less, and the tighter cuts provided by disaggregation leads to a faster solve time of the master problem.
Conclusion
Disaggregated Benders decomposition with lazy constraints is an effective method for solving the DUFLNDP if implemented properly. Adding constraints that enforce feasibility to avoid relying upon Benders feasibility cuts, and using a warm start are good ways of improving the effectiveness of the solver. Analytically derived Pareto-optimal Benders cuts can also be beneficial in some cases. For this particular problem, it is the disaggregation of the sub-problems and IIS feasibility cuts which provide the impressive speed increase, which has allowed us to solve almost all instances to optimality within the time limits. In the future, we would like to generalise this approach to a wide range of network design and facility location problems where similar techniques are beneficial.
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