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Abstract – We introduce the concept of time series motifs for time series analysis. Time series
motifs consider not only the spatial information of mutual visibility but also the temporal infor-
mation of relative magnitude between the data points. We study the profiles of the six triadic time
series. The six motif occurrence frequencies are derived for uncorrelated time series, which are
approximately linear functions of the length of the time series. The corresponding motif profile
thus converges to a constant vector (0.2, 0.2, 0.1, 0.2, 0.1, 0.2). These analytical results have been
verified by numerical simulations. For fractional Gaussian noises, numerical simulations unveil the
nonlinear dependence of motif occurrence frequencies on the Hurst exponent. Applications of the
time series motif analysis uncover that the motif occurrence frequency distributions are able to
capture the different dynamics in the heartbeat rates of healthy subjects, congestive heart failure
(CHF) subjects, and atrial fibrillation (AF) subjects and in the price fluctuations of bullish and
bearish markets. Our method shows its potential power to classify different types of time series
and test the time irreversibility of time series.
Introduction. – Time series analysis has been widely
used in diverse fields [1–8]. In recent years, there is a
huge increase of interest in application of complex net-
work theory [9–16] to analyze time series [17], such as
cycle networks [18, 19], nearest neighbor networks [20], n-
tuple networks [21, 22], recurrence networks [23–27], visi-
bility graphs (VGs) [28–32], the segment correlation net-
work [33], and temporal graphs [34, 35]. The methods of
visibility graphs and horizontal visibility graphs (HVGs)
[36] have been widely applied in financial markets [37–41],
biological systems [42–45], ecological systems [46,47], and
some other complex systems [48–54], to list a few.
Network motifs are usually regarded as the building
blocks of complex networks [55–57]. Their occurrence pat-
terns are used to define superfamilies of networks [55,56],
which is able to reflect the evolution dynamics of com-
plex systems [58, 59]. Based on the structural similarity
between motif distributions in nearest neighbor networks
mapped from time series, the different types of dynam-
ics in periodic, chaotic and noisy processes can be dis-
tinguished [20]. Moreover, the networks mapped from
(a)e-mail: wxzhou@ecust.edu.cn
time series with different dynamics of periodic, chaotic
and noisy processes are found to exhibit different motif
distributions [20].
Recently, Iacovacci and Lacasa introduced the sequen-
tial HVG motifs [60] and the sequential VG motifs [61].
The sequential HVG motifs of s nodes are defined as the
HVG subgraphs formed in s successive data points of the
time series and there are two distinct triadic sequential
HVG motifs and six distinct tetradic sequential HVG mo-
tifs [60]. The sequential VG motifs of size s are defined as
the VG subgraphs formed in s successive data points of the
time series and there are eight distinct tetradic sequential
HVG motifs [61].
In this Letter, we propose a new concept of time series
motifs for time series analysis. Time series motifs of size
s are determined by the relative magnitude among s data
points that are randomly chosen from the time series. We
focus on triadic motif profiles. The analytic profile of tri-
adic time series motifs can be derived for uncorrelated time
series, which is consistent with numerical results. For cor-
related time series, we determine the triadic motif profiles
numerically with fractional Brownian motions. We further
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Fig. 1: (Color online.) Definition of triadic time series motifs
and illustration of the iterative construction process.
study two real time series in physiology and finance.
Constructing triadic time series motifs. – Let
us start from diadic time series motifs. For two arbitrary
points xi and xj (i < j), a motif forms if and only if the
data points between xi and xj are less than xi and xj :
xi > xn and xj > xn, (1)
where i < n < j. As shown in the left plot of fig. 1B,
there are two admissible motifs according to their relative
magnitudes:
xi > xj or xi ≤ xj . (2)
For simplicity, we can denote respectively these two motifs
as (1, 2) and (2, 1). A monotonically increasing time series
such as the Devil’s Stair has only one type of motifs, that
is (1, 2), and vice versa.
Triadic time series motifs can form from three arbitrary
data xi, xj and xk with i < j < k that satisfy the following
conditions:{
xi > xn and xj > xn, ∀n ∈ (i, j)
xj > xm and xk > xm, ∀m ∈ (j, k)
. (3)
The admissible triadic motifs are shown in fig. 1, which
can be denoted as M1 = (1, 2, 3), M2 = (1, 3, 2), M3 =
(2, 1, 3), M4 = (2, 3, 1), M5 = (3, 1, 2) and M6 = (3, 2, 1).
Among these motifs, M1, M2, M4 and M6 are open, while
M3 and M5 are closed. Time series motifs of higher size
can be defined similarly and their symbolic expressions
are the permutations of elements (1, 2, · · · , s). Hence, the
number of admissible motifs of size s is s!. In this Letter,
we focus on triadic time series motifs.
The time series motifs defined in this Letter are different
from the sequential HVG motifs [60] and the convention
HVG motifs. If we do not distinguish respectively the four
open motifs and the two closed motifs, we obtain the two
convention HVG motifs. The concept of time series mo-
tifs is different because it considers not only the spatial
information (visibility) but also the temporal information
(relative magnitude) between the data points under con-
sideration. Nevertheless, for convenience, we can still use
the concept of HVG in our analysis. We note that both
the sequential HVG motifs and the time series motifs share
some common features with the ordinal patterns [62].
Motif profiles of uncorrelated time series. –
To derive the motif profiles of uncorrelated time series,
we adopt the iterative construction process proposed in
Ref. [54]. We first generate an uncorrelated time series of
size T and preset a one-dimensional lattice of T positions.
We then sort the data points in a decreasing order and
assign them one by one to T random positions. In the
first step, we randomly choose a position and assign the
largest number to it. In the tth step, we randomly choose
a position from the rest (T − t + 1) unassigned positions
and assign the tth largest number to it.
As a result, the new node is the smallest among the
t numbers and only two edges are added to the HVG.
As shown in fig. 1(a), the red vertical line indicates the
new node and the red horizontal lines indicate the two
new edges. We have to note that the tth node may be
placed at the beginning of or at the end of the t−1 nodes.
In this case only one edge is added. However, when t is
large enough, we can ignore this end-point effect. From
fig. 1(a), the two new edges added in the tth step don’t
affect the motifs already existing in the (t − 1)th step.
Comparing with the (t − 1)th step, the number of motifs
presented in the tth step increases. After adding the tth
node denoted a3 in fig. 1(a), we consider three cases as
illustrated respectively in fig. 1(b-d). In all cases, and the
new motifs must contain node a3 because motifs without
a3 have ready formed before the tth step.
As shown in fig. 1(b), the first case considers node a3
and all the nodes on the left to it. The new motifs in the
first case must also contain node a2 because a3 is only hor-
izontally visible to a2 on the left part, and the third node
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Fig. 2: (Color online.) Profiles of triadic time series motifs for uncorrelated time series. We simulated 1000 times for each
time series of length t. Each data point (markers) represents the average value over the 1000 repeated simulations. The solid
lines stands for analytic approximations. (a) Average occurrence numbers of the triadic time series motifs. (b) Average relative
differences of the motifs.
can be one of the nodes on the left side of node a2 which
are connected to node a2. Therefore, the number of new
motifs is the number of nodes that are on the left side of
a2 and visible to a2. In other words, the number of new
motifs is the in-degree of a2 in the corresponding directed
HVG in which a direct link of two horizontally visible data
points is formed from the left data point to the right one
[54, 63]. Since the in-degree distribution of the associated
directed horizontal visibility graph is P (kin) = (1/2)
k [63],
the average in-degree 〈kin〉 is
∑
∞
k=1 k(1/2)
k = 2. It means
that the expected number of new motifs introduced in the
first case is 2. As shown in fig. 1(c), the second case con-
siders node a3 and all the nodes on the right to it. A
similar analysis shows that the number of new motifs in
the second case is the average out-degree 〈kout〉 of node
a4, which equals to 2. As shown in fig. 1(d) for the third
case, a new triadic motif contains three nodes a2, a3 and
a4, which could be M3(2, 1, 3) or M5(3, 1, 2).
Occurrence of all motifs. On average, 5 new motifs
are introduced in each step. Denoting N(t) the number of
all motifs at the t-th step, we obtain the following iterative
equation:
N(t) = N(t− 1) + 5 + ε(t), (4a)
where ε(t) is a random variable. The approximate solution
to eq. (4a) is:
N(t) = 5t+ C(t), (4b)
where C(t) is the sum of differences between the actual
number and the theoretical approximate number 5t of mo-
tifs. We have N(1) = 0, N(2) = 0, N(3) = 1, N(4) < 5
and the number of new motifs is less than 5 when t is small.
Thus C(t) < 0. We verify the theoretical analysis through
extensive numerical experiments and the results are shown
in fig. 2. The number of motifs increases linearly with the
length of time series.
Occurrence of individual motifs. In the following, we
shall analyze the occurrence frequency of each motif.
In fig. 1(b), node a1 and node a2 in the new motif are
on the left side of node a3 and their relation satisfies the
inequality a1 < a2 or a1 > a2. Because the new node a3 is
the smallest, we have a3 < a1 and a3 < a2. In the random
sequences, we get the new motif M4(2, 3, 1) or M6(3, 2, 1)
with the same probability p = 0.5 as shown in fig. 1(b).
Hence, the average number of new motif M4(2, 3, 1) or
M6(3, 2, 1) is 2p = 1.
In fig. 1(c), node a4 and node a5 in the new motif are
on the right side of node a3 and their relation satisfies the
inequality a4 < a5 or a4 > a5. Also, we have a3 < a4
and a3 < a5. In the random sequences, we get the new
motif M1(1, 2, 3) or M2(1, 3, 2) with the same probability
p = 0.5 as shown in fig. 1(c). In this case, the average
number of new motifs M1(1, 2, 3) or M2(1, 3, 2) is 2p = 1.
In fig. 1(d), node a2 and node a4 in the new motif are
on the both sides of node a3 and their relation satisfies the
inequality a2 < a4 or a2 > a4. In the same way, we have
a3 < a2 and a3 < a4 and get the new motif M3(2, 1, 3)
or M5(3, 1, 2) with the same probability p = 0.5. In this
case, we obtain only 1 new motif and the average number
of new motifs M3(2, 1, 3) or M5(3, 1, 2) is 1p = 0.5.
For the open triadic motifs Mi (i ∈ {1, 2, 4, 6}), the
iterative equation of the number of Mi is expressed as
follows:
Ni(t) = Ni(t− 1) + 1 + εi(t), i ∈ {1, 2, 4, 6}, (5a)
where εi(t) is a random variable. The approximate solu-
tion to eq. (5a) is:
Ni(t) = t+ Ci(t), i ∈ {1, 2, 4, 6}, (5b)
in which Ci(t) is the sum of differences between the actual
number and the theoretical approximate number t of mo-
tifs. We have Ni(1) = 0, Ni(2) = 0 and the number of new
p-3
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Fig. 3: (Color online.) Dependence of the occurrence frequencies fi of motifsMi on the Hurst exponentsH for fractional Gaussian
noises of length T = 1000. The Hurst exponent H varies from 0.01 to 0.99 with a spacing of 0.01. For each H , we simulated 1000
times. The red dots stand for the average occurrence frequencies and the dashed green lines show the corresponding standard
deviations. The intersections of dashed blue lines indicate the theoretical values f = (0.2, 0.2, 0.1, 0.2, 0.1, 0.2) for H = 0.5.
motifs is less than 1 when t is small. Thus Ci(t) < 0. We
verify the theoretical analysis through extensive numerical
experiments and the results are shown in Fig. 2.
For the closed triadic motif Mi (i ∈ {3, 5}), we obtain
the following iterative equation for their numbers:
Ni(t) = Ni(t− 1) + 0.5 + εi(t), i ∈ {3, 5}, (6a)
whose approximate solution is:
Ni(t) = 0.5t+ Ci(t), i ∈ {3, 5}, (6b)
where Ci(t) is the sum of differences between the actual
number and the theoretical approximate number 0.5t of
motifs. We have Ni(1) = 0, Ni(2) = 0 and the number of
new motifs is less than 0.5 when t is small. Thus Ci(t) <
0. We verify the theoretical analysis through extensive
numerical experiments and the results are shown in fig. 2.
By definition, we have N(t) =
∑6
i=1 Ni(t) and C(t) =∑6
i=1 Ci(t). Hence, the occurrence frequencies of the six
motifs are calculated as
fi(t) = Ni(t)/N(t). (7)
Combining eq. (4b), eq. (5b) and eq. (6b), when t is suffi-
ciently large, the occurrence frequencies of the six motifs
are f = (0.2, 0.2, 0.1, 0.2, 0.1, 0.2) for uncorrelated time se-
ries.
We verify the validity of the theoretical analysis for the
occurrence frequencies of the six motifs through extensive
numerical experiments. Each data point in fig. 2 repre-
sents the average value over 1000 repeated simulations for
each length t of time series. The results shown in fig. 2(a)
are in very good agreement with the theoretical expected
value when t is large enough. In fig. 2(b), we show the
average relative differences C/5t, C/t, C/0.5t of the six
motifs and the average difference C < 0. The average ab-
solute values of C/5t, C/t, C/0.5t decrease with the time
series’ length t increases.
Motif profiles for fractional Gaussian noises. –
Through extensive numerical simulations, we determine
the triadic motif profiles extracted from fractional Gaus-
sian noises. The main purpose is to investigate the impacts
of correlations in time series as quantified by the Hurst ex-
ponent H . The Hurst exponent H varies from 0.01 to 0.99
with a spacing of 0.01. For each Hurst exponent H , we
simulate 1000 time series of fractional Gaussian noises of
length T = 1000 and determine the occurrence numbers
Ni and the occurrence frequencies fi of the six triadic mo-
tifs.
The results are illustrated in fig. 3. We find that
there are three pairs of motifs whose occurrence fre-
quency curves are identical: M1(1, 2, 3) and M6(3, 2, 1),
M2(1, 3, 2) andM4(2, 3, 1), andM3(2, 1, 3) andM5(3, 1, 2).
This observation is due to the fact that fractional Gaus-
sian noises are time reversible [63], as illustrated in fig. 1.
If three data points of a given time series {x1, · · · , xT }
form a motif M1, they form a motif M6 in the reversed
time series {xT , · · · , x1}, which holds for the other two
motif pairs as well.
We find that the occurrence frequencies of M1 (M6)
p-4
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Fig. 4: (Color online.) Occurrence frequency distributions P (fi) of the six triadic time series motifs identified from five inter-
heartbeat interval time series of healthy subjects (green), CHF patients (red) and AF patients(blue). Each time series of length
L is partitioned into ⌊L/l⌋ non-overlapping sub-series of length l = 400. The occurrence frequencies fi with i = 1, 2, · · · , 6
are obtained for each sub-series. We also draw the six analytical values of uncorrelated time series as filled yellow rhombi for
comparison.
and M3 (M5) increase with H and are convex, while the
occurrence frequency of M2 (M4) decreases with H and
is concave. A comparison of the numerical values and the
analytical approximate values of fi for H = 0.5 suggests
that the approximate analytical analysis under-estimates
f3 and f5. With the increase of time series length T , the
discrepancy narrows.
Applications to real systems. – We apply the con-
cept of triadic time series motifs to two real systems: the
human heart inter-beat intervals and the US stock mar-
ket’s DJIA index returns.
Human inter-heartbeat intervals. As the first
case, we investigate the human inter-heartbeat inter-
val time series of five healthy subjects, five con-
gestive heart failure (CHF) patients, and five sub-
jects suffering from atrial fibrillation (AF). The filtered
outlier-free data sets were retrieved from PhysioNet at
http://www.physionet.org/challenge/chaos/ [43, 44]. The
time series sizes L are respectively 99762, 86925, 101523,
86822 and 81280 for the five healthy subjects, are respec-
tively 74496, 76948, 88501, 88499 and 115062 for the five
CHF patients, and respectively 101145, 117100, 85304,
138209 and 141628 for the five AF subjects.
Each time series of length L is partitioned into ⌊L/l⌋
non-overlapping sub-series of length l = 400. The occur-
rence frequencies fi with i = 1, 2, · · · , 6 are obtained for
each sub-series. For each of three types of subjects, we
put all the fi values together and calculate the occurrence
frequency distribution P (fi). The 3×6 = 18 resulting dis-
tributions are illustrated in fig. 4, in which we also draw
the six analytical values of uncorrelated time series as filled
yellow rhombi for comparison.
The first observation is that the occurrence frequency
distributions of the AF subjects are around the analytical
values of uncorrelated time series. It shows that the heart-
beat dynamics of AF subjects are close to be stochastic
[64,65]. In contrast, except for f3 of the CHF subjects, the
occurrence frequency distributions for healthy and CHF
subjects deviate remarkably from the uncorrelated case.
In addition, the two distributions for healthy and CHF
subjects are different from each other in each plot. It sug-
gests that the heartbeat dynamics of healthy and CHF
subjects have very different features, which can be well
identified by the occurrence frequencies of triadic time se-
ries motifs.
DJIA index returns. We also study the daily DJIA
index returns from 2 June 2005 to 3 August 2010. The
return time series are divided into two parts delimited on
31 December 2007 so that we can compare the properties
of a bullish market and a bearish market before and after
the latest Great Crash [66]. We identify the triadic time
series motifs in moving windows with the length being
400 trading days. For each time series before or after
31 December 2007, we put all the fi values together and
calculate the occurrence frequency distribution P (fi).
The resulting distributions are illustrated in fig. 5. It
shows that the two time series have remarkably different
p-5
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Fig. 5: (Color online.) Occurrence frequency distributions P (fi) of the six triadic time series motifs identified from the DJIA
index returns before and after 31 December 2007. The length of moving windows is 400 trading days. The six filled yellow
rhombi indicate the analytical values of uncorrelated time series for comparison.
motif occurrence frequency distributions. Especially, the
two distributions of f3 are completely separated. It indi-
cates that different markets states reflected in stock mar-
ket return fluctuations can be identified by the occurrence
frequencies of triadic time series motifs and there are non-
linear correlations in stock market returns that can not be
modelled by geometric Brownian motions.
The concrete features of the distributions can also be
understood by considering the shapes of the triadic motifs
and the market trend. Since motif M1 = (1, 2, 3) has
a strictly upward trend, it appears more frequently in a
bullish market than in a bearish market. As a result, P (f1)
for the time series before 31 December 2007 locates on
the right in fig. 5(a). The relative locations of the two
P (f6) distributions in fig. 5(f) can be explained due to
the fact that the strictly downward motif M6 = (3, 2, 1)
occurs more often in a bearish market. Similar arguments
apply to P (f3) in fig. 5(c) for the overall upward motif
M3(2, 1, 3) and P (f5) in fig. 5(e) for the overall downward
motif M5(3, 1, 2).
Conclusion. – In this Letter, we have introduced the
concept of time series motifs for time series analysis. The
occurrence frequencies of the six triadic time series motifs
are derived for uncorrelated time series, which increase
approximately linearly with the length of the time series.
Hence, the motif profile f = (f1, f2, f3, f4, f5, f6) converges
to a constant vector f = (0.2, 0.2, 0.1, 0.2, 0.1, 0.2). These
analytical results have been verified by numerical simula-
tions. For fractional Gaussian noises, numerical simula-
tions unveil the dependence of fi on the Hurst exponent.
We apply the time series motif analysis to the human
inter-heartbeat intervals and the US stock market’s DJIA
index returns. We find that the certain motif occurrence
frequency distributions are able to capture the different
dynamics in the heartbeat rates of healthy subjects, CHF
subjects and AF subjects and in the price fluctuations of
bullish and bearish markets.
The time series motif analysis of real complex systems
suggests the potential power of the method to distinguish
different types of time series with different underlying dy-
namics. It is possible that the profile of the triadic time
series motifs can be used to design an approach that can
identify individual time series into different groups or rec-
ognize different evolutionary states of a time series. More-
over, due to the temporal information embedded in the
time series motifs, the motif profile can also be used to
investigate the time irreversibility of time series.
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