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РЕФЕРАТ 
 Выпускная квалификационная работа в форме магистерской диссертации 
по теме «Методы и средства оптимизации графических приложений для 
мобильных устройств» содержит 56 страниц текстового документа, 21 
приведенный использованный источник, 10 таблиц, 24 рисунка, 2 приложения. 
КОМПЬЮТЕРНАЯ ГРАФИКА, МОБИЛЬНОЕ УСТРОЙСТВО, 
МЕТОДЫ ОПТИМИЗАЦИИ КОМПЬЮТЕРНОЙ ГРАФИКИ, СТРАТЕГИЯ 
ОПТИМИЗАЦИИ ГРАФИЧЕСКИХ ПРИЛОЖЕНИЙ, ШЕЙДЕРЫ, OPENGL 
ES. 
В работе рассматривается проблема оптимизации графических 
приложений на мобильных устройствах. Проблема является актуальной в связи 
с низкими аппаратными характеристиками мобильных устройств и высоким 
спросом на программное обеспечение для этих устройств. 
Объектом диссертационного исследования является программное 
обеспечение использующее компьютерную графику на мобильных 
устройствах. 
Предмет исследований – методы и средства оптимизации компьютерной 
графики на мобильных устройствах. 
Цель диссертационного исследования состоит в разработке стратегии 
оптимизации приложений использующих компьютерную графику на 
мобильных устройствах. 
Поставленная цель достигается путем решения следующих задач: 
 Классификации существующих методов оптимизации; 
 Выполнении сравнительного анализа существующих методов 
оптимизации компьютерной графики; 
 Формировании стратегии оптимизации на основе данных анализа 
методов оптимизации.  
Основная идея работы состоит в разработке стратегии оптимизации 
программного обеспечения использующего компьютерную графику на 
мобильных устройствах, основанную на существующих методах оптимизации. 
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Новизна работы состоит в том, чтобы предложить общую стратегию 
оптимизации графических приложений для мобильных устройств, с учетом 
существующих технологий, методов и средств оптимизации компьютерной 
графики. Кроме того новым является сравнительный анализ существующих 
методов оптимизации компьютерной графики на мобильных устройствах. 
В результате проведенной работы были проанализированы методы и 
средства оптимизации графических приложений на мобильных устройствах. 
Была выполнена классификация методов оптимизации графических 
приложений.  Была сформирована стратегия оптимизации и доказана ее 
эффективность. 
 
 
 4 
 
ОГЛАВЛЕНИЕ 
ВВЕДЕНИЕ ..............................................................................................................6 
ГЛАВА 1. Исследование особенностей оптимизации графических приложений 
на мобильных устройствах ......................................................................................9 
1.1 Постановка задач оптимизации......................................................................9 
1.2 Анализ методов рендеринга на мобильных устройствах ...........................10 
1.3 Выводы к главе 1...........................................................................................15 
ГЛАВА 2. Классификация методов и средств оптимизации графических 
приложений на мобильных устройствах ..............................................................16 
2.1 Классификация методов оптимизации ....................................................16 
2.1.1 Классификация методов оптимизации по аппаратной архитектуре16 
2.1.2 Классификация по объекту оптимизации ......................................... 16 
2.2 Средства профилирования и отладки графических приложений ..........18 
2.2.1 Xcode Instruments .................................................................................... 19 
2.2.2  RenderDoc............................................................................................... 20 
2.2.3 Unity Profiler............................................................................................ 21 
2.3. Выводы к главе 2..........................................................................................21 
ГЛАВА 3. Анализ методов оптимизаций графических приложений и 
формирование стратегии оптимизации.................................................................22 
3.1  Методы оптимизации ресурсов...................................................................22 
3.1.1  Компрессия текстур............................................................................... 22 
3.1.2 Комбинирование текстурных карт ........................................................ 27 
3.1.3 Применение векторной графики как альтернатива текстурам............. 31 
3.2 Методы оптимизации шейдерных программ и нагрузки GPU...................34 
3.2.1 Типы данных, квалификаторы точности ............................................... 34 
3.2.2 MIP-текстурирование ............................................................................. 36 
3.3 Методы оптимизации сцены ........................................................................39 
3.3.1 Уровни детализации объектов (LOD).................................................... 39 
 5 
3.3.2 Композиция буфера глубины................................................................. 41 
3.3.3 Текстурные атласы ................................................................................. 43 
3.4 Методы оптимизации освещения.................................................................45 
3.4.1 Карты освещения .................................................................................... 45 
3.5 Стратегия оптимизации графических приложений на мобильных 
устройствах .........................................................................................................48 
3.5.1 Общие советы по оптимизации.............................................................. 50 
3.5.2 Применение стратегии оптимизации графических приложений......... 51 
3.6 Выводы к главе 3...........................................................................................52 
ЗАКЛЮЧЕНИЕ ......................................................................................................53 
СПИСОК СОКРАЩЕНИЙ ....................................................................................54 
СПИСОК ИСПОЛЬЗОВАННЫХ ИСТОЧНИКОВ ..............................................55 
ПРИЛОЖЕНИЕ А ..................................................................................................58 
ПРИЛОЖЕНИЕ Б...................................................................................................64 
 
 
 
 
 
 
 
 6 
ВВЕДЕНИЕ 
В последние годы широкий рост получила мобильная вычислительная 
техника. Повсеместное распространение мобильных устройств, таких как 
смартфоны и планшеты, повлекло за собой расширение сектора программного 
обеспечения для этих устройств. 
Одним из самых популярных видов программного обеспечения 
используемый на мобильных устройствах - является программное обеспечение 
мультимедийного характера. В основе такого программного обеспечения лежит 
применение компьютерной графики. 
На текущем уровне развития мобильных устройств, производительность 
мобильных устройств не может сравнится с производительностью 
персональных компьютеров. 
Мобильные устройства балансируют между вычислительной мощностью, 
сроком службы батареи и стоимостью. Это означает, что следующие ресурсы 
ограничены в мобильных платформ по сравнению с настольными 
платформами: 
- Вычислительная мощность; 
- Объем памяти; 
- Пропускная способность памяти; 
- Потребление энергии; 
- Физический размер. 
Персональные компьютеры не имеют этих ограничений, так что 
разработчики могут использовать гораздо больше вычислительных ресурсов. В 
следствии этих ограничений, остро встает вопрос оптимизации программного 
обеспечения с учетом специфики функционирования мобильных устройств.  
Актуальность проблемы 
Актуальность диссертационной работы обусловлена высокой 
востребованностью программного обеспечения с использованием 
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компьютерной графики на мобильных устройствах. А так же с ограничениями 
накладываемыми такими устройствами на состав  программного обеспечения. 
Объектом диссертационного исследования является программное 
обеспечение использующее компьютерную графику на мобильных 
устройствах. 
Предмет исследований – методы и средства оптимизации компьютерной 
графики на мобильных устройствах. 
Цель диссертационного исследования состоит в разработке стратегии 
оптимизации приложений использующих компьютерную графику на 
мобильных устройствах, основываясь на существующих методах и средствах 
оптимизации компьютерной графики. 
Задачи диссертационной работы 
Задачи данной работы заключаются в:  
 Классификации существующих методов оптимизации; 
 Выполнении сравнительного анализа существующих методов 
оптимизации компьютерной графики; 
 Формировании стратегии оптимизации на основе данных анализа 
методов оптимизации.  
В работе рассматривается проблема создания программного 
обеспечения использующего компьютерную графику на мобильных 
устройствах. На сегодняшний день спрос на программное обеспечение 
подобного рода чрезвычайно высок, однако уровень существующих технологий 
накладывает ограничения на вычислительные возможности мобильных 
устройств.  Проблемы оптимизации компьютерной графики на мобильных 
устройствах широко исследуются различными авторами в частности Э. Бирсом, 
Т. Ариано, А.Лима, К.Пулли и многими другими [2-5]. 
Основная идея работы состоит в разработке стратегии оптимизации 
программного обеспечения использующего компьютерную графику на 
мобильных устройствах, основанную на существующих методах оптимизации. 
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Новизна работы состоит в том, чтобы предложить общую стратегию 
оптимизации графических приложений для мобильных устройств, с учетом 
существующих технологий, средств и методов оптимизации компьютерной 
графики. Кроме того новым является сравнительный анализ существующих 
методов оптимизации компьютерной графики на мобильных устройствах. 
Основное содержание работы: 
Во введении обоснована актуальность темы диссертационной работы, дана 
постановка цели и задач, а также краткое описание содержания диссертации. 
В первой главе проанализирована предметная область диссертационной 
работы. Выполнена постановка задачи оптимизации графических приложений. 
Во второй главе произведена классификация методов оптимизации 
графических приложений и проанализированы средства профилирования 
приложений для мобильных устройств. 
В третьей главе выполнен анализ методов оптимизации графических 
приложений для мобильных устройств и сформирована стратегия оптимизации 
таких приложений.  
В заключении перечислены результаты диссертационной работы, показаны 
дальнейшие направления исследования, сформулированы основные выводы. 
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ГЛАВА 1. Исследование особенностей оптимизации графических 
приложений на мобильных устройствах 
1.1 Постановка задач оптимизации 
Оптимизация компьютерной графики может преследовать различные цели, 
такие как: 
 Увеличение частоты кадров; 
 Сокращение энергопотребления; 
— Используя меньший размер передаваемых данных;  
— Используя меньшего числа тактов для каждого кадра; 
 Уменьшение занимаемой оперативной памяти; 
 Уменьшение размера загружаемых данных. 
Различные способы оптимизации часто взаимосвязаны. Например, можно 
использовать оптимизацию частоты кадров как средство для экономии энергии. 
Этого можно достичь за счет увеличения скорости рендеринга кадра, но 
ограничивая частоту кадров до более низкого уровня. Это позволяет экономить 
энергию, поскольку GPU требует меньше времени для вычисления кадров и 
может оставаться неактивным в течение более длительных периодов времени. 
Оптимизация для уменьшения объема памяти приложения не является 
типичным для оптимизации, но это может быть полезным, поскольку 
небольшие приложения более кэшируемые. Приложения меньшего объема 
работают быстрее за счет системы кэширования. 
В оптимизации компьютерной графики для мобильных устройств выделяют 
две главные задачи оптимизации [2]: 
1) Получение максимальной производительности приложения при заданной 
занимаемой памяти; 
2) Получение минимальной занимаемой оперативной памяти при заданной 
производительности. 
Критерием оптимальности максимальной производительности является 
кадровая частота приложения на конечном устройстве.  
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Кадровая частота– это количество сменяемых кадров за единицу времени. 
Общепринятая единица измерения – кадры в секунду (FPS).  
Для компьютерной графики реального времени общеприняты два значения 
кадровой частоты 30 FPS и 60 FPS.  
Объем занимаемой оперативной памяти в байтах, является критерием задачи 
оптимизации памяти. 
 
1.2 Анализ методов рендеринга на мобильных устройствах 
Любые методы оптимизации компьютерной графики основываются на 
существующих методах рендеринга. 
Рендеринг – это процесс получения  изображения с помощью компьютерной 
графики.  
Классический метод рендеринга на персональных компьютерах и консолях – 
это Immediate Mode Rendering. На Рис. 1 показан графический конвейер для 
Immediate Mode Rendering. 
 
Рис 1. Графический конвейер IMR 
IMR состоит из основных этапов: 
1) Обработка вершин, вершинный шейдер, и проецирование вершин в 
систему координат дисплея. Так же включает чтение данных геометрии 
из системной памяти GPU; 
2) Растеризация треугольников; 
3) Фрагментная обработка, фрагментный (пиксельный) шейдер – наложение 
текстур и т.д.;  
4) Альфа тестирование; 
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5) Тест глубины фрагмента и запись финальной глубины фрагмента в буфер 
глубины; 
6) Альфа смешивания фрагмента и запись выходных данных в буфер кадра. 
Такой подход содержит существенные недостатки не позволяющие 
применять IMR в мобильных устройствах. А именно IMR обрабатывает весь 
кадр целиком что требует значительных затрат памяти, для хранения буферов, 
текстур и вершинных данных. Из за невозможности эффективно использовать 
кэш графических ядер GPU, увеличивается количество обращений к внешней 
видеопамяти, что в свою очередь накладывает жесткие требования по  
минимальной частоте работы GPU. 
Однако в мобильных устройствах невозможно применять GPU  с высокой 
частотой, так как это вызывает нагрев устройств, и сильный расход 
электроэнергии. 
В следствии этих причин основной метод рендеринга на мобильных 
устройствах – это тайловый рендеринг.  
Тайловый рендеринг (Tiled Rendering) – это процесс разбиения изображения 
на сетку в пространстве дисплея и рендеринг каждой ячейки сетки, тайла, 
отдельно. Преимущество такого метода рендеринга, в сравнении Immediate 
Mode Rendering (IMR) в том, что в рендеринг небольших тайлов изображения 
позволяет более эффективно использовать кэш память GPU, и сокращает 
количество обращений к внешней видеопамяти [5].  
На Рис. 2 представлен графических конвейер для Tile Base Deferred 
Rendering (TBDR) 
 
 
 
 
 
 
Рис. 2 Графический конвейер TBDR 
 12 
После окончания работы вершинного шейдера в TBDR происходит процесс 
разбиения изображения на тайлы. На рис. 3 представлен пример разбиения 
буфера кадра на тайлы. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис 3. Буфер кадра разбитый на тайлы 
 
Во время процесса тайлинга GPU определяет списки примитивов 
относящихся к конкретным тайлам. В дальнейшем эти списки будут 
использоваться в процессе растеризации. Одна из особенностей тайлового 
рендеринга это многократная растеризация примитивов которые попадают в 
несколько тайлов сразу (см. Рис 4). 
 
Рис. 4 Определение принадлежности примитива к тайлу 
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После окончания процесса растеризации в TBDR происходит процесс 
удаления невидимых поверхностей (Hidden Surface Removal, HSR). В 
традиционном IMR этот шаг графического конвейера отсутствует. HRS – 
предназначен для минимизации многократной перерисовки (overdraw) одних и 
тех же фрагментов, ща счет удаления тех фрагментов – которые скрыты. Для 
непрозрачной геометрии применение HSL позволяет полностью убрать 
перерисовку, что в свою очередь существенно уменьшает требования к 
использованию внешней видеопамяти. На рис 5-7. показано сравнение 
количества перерисовок с применением IMR и TBDR. 
Однако применение HSR накладывает ограничения на работу с буфером 
глубины во фрагментном шейдере. При таком подходе буфер глубины 
доступен только для чтения, но не для записи, так как все операции по 
определению глубины объекта были выполнены до процесса фрагментного 
шейдинга. 
 
 
Рис 5. Оригинальный кадр 
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Рис 6. Перерисовки с применением IMR 
Рис 7. Перерисовки с применением TBDR 
 
В целом применение тайлового рендеринга с техниками отложенного 
фрагментного шейдинга (TBDR) позволило существенно понизить требования 
к GPU, позволило эффективно применять компьютерную графику на 
мобильных устройствах.  Однако графический конвейер TBDR накладывает 
некоторые ограничения на применения техник компьютерной графики, такие 
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как работа с буфером глубины, альфа тест и альфа смешивания. Эти 
ограничения необходимо учитывать в процессе оптимизации графики под 
данную модель рендеринга. 
1.3 Выводы к главе 1 
  В первой главе были рассмотрены цели оптимизации графических 
приложений для мобильных устройств. Были сформированы задачи 
оптимизации таких приложений, а именно: 
 Получение максимальной производительности приложения при заданной 
занимаемой памяти; 
 Получение минимальной занимаемой оперативной памяти при заданной 
производительности. 
Так же был проанализирован современный подход к визуализации 
графики на мобильных устройствах. 
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ГЛАВА 2. Классификация методов и средств оптимизации графических 
приложений на мобильных устройствах 
 
2.1 Классификация методов оптимизации 
2.1.1 Классификация методов оптимизации по аппаратной архитектуре 
Графическая составляющая любого программного обеспечения основана на 
двух аппаратных подсистемах вычислительного устройства: CPU и GPU.  Все 
методы оптимизации компьютерной графики можно отнести к оптимизациям 
выполняем на CPU или GPU. Методы оптимизации для этих подсистем сильно 
отличаются. 
Для визуализации объектов на дисплее, программному обеспечению 
необходимо выполнить большое количество операций, таких как расчет 
влияния источников света на объекты, сортировка объектов в сцене, передача 
данных о рисуемых объектах на GPU с помощью графического API. 
Рост количества объектов в сцене влечет за собой падение 
производительности приложения. Большинство оптимизаций на CPU, 
направлены на уменьшение количества обрабатываемых объектов, упрощение 
алгоритмов обработки этих объектов, а так же уменьшения количества команд 
отрисовки передаваемых на GPU. 
GPU оптимизации в первую очередь основаны на используемой модели 
графического конвейера на целевой платформе. Для мобильных платформ это 
модель TBDR. Оптимизации  применяемые на GPU направлены на упрощение 
шейдерных программ и использование графики специально подготовленной 
для рендеринга с помощью целевой модели графического конвейера. 
 
2.1.2 Классификация по объекту оптимизации  
Любые методы оптимизации направлены на оптимизацию отдельных 
подсистем программного обеспечения. В компьютерной графике можно 
выделить следующую классификацию методов оптимизации: 
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1. Методы оптимизации ресурсов: 
1.1. Оптимизации моделей; 
1.2. Оптимизации текстур; 
1.3. Оптимизации шрифтов; 
2. Методы оптимизации сцены; 
3. Методы оптимизации шейдерных программ; 
4. Методы оптимизации освещения; 
5. Оптимизации работы с графическим API. 
Методы оптимизации ресурсов направлены на уменьшение объема 
используемых ресурсов и их эффективного использование во время 
выполнения программы. В компьютерной графике используются 3 основных 
вида ресурсов – это модели, текстуры и шрифты. Эти виды ресурсов могут 
занимать до 98% всей потребляемой оперативной памяти программным 
обеспечением. Их оптимизация является одним из важнейших этапов в 
процессе оптимизации приложения. Основная цель этой группы методов – 
уменьшение потребления оперативной памяти, видеопамяти, а так же 
уменьшение размера скомпилированного приложения. 
Методы оптимизации сцены и иерархии объектов направлены на 
упрощение структуры сцены, уменьшение количества объектов 
обрабатываемых CPU в каждом кадре. Основная цель этой группы методов – 
снижение нагрузки на CPU.  
Методы оптимизации шейдерные программ направлены на упрощение 
сложности вычислений используемых в шейдерах. Методы этой группы 
направлены на снижения нагрузки на GPU. 
Методы оптимизации освещения включают техники по различным 
способом обработки освещения, методы этой группы в равной мере направлены 
на снижение нагрузки на CPU и GPU. 
Методы оптимизации работы с графическим API направлены на 
эффективное использование  графического API мобильных устройств. Работа с 
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OpenGL ES, Vulcan и Metal API. Все методы этой группы  направлены на 
снижения нагрузки на CPU.  
 
2.2  Средства профилирования и отладки графических приложений 
Одним из важнейших пунктов в процессе оптимизации графических 
приложений является выявление проблемных мест в приложении. Для этого 
применяются различные средства профилирования и отладки графических 
приложений.  
Профилирование —  это процесс сбора характеристик работы программы, 
таких как время выполнения отдельных фрагментов, число верно 
предсказанных условных переходов, число кэш-промахов, объем потребляемой 
оперативной памяти и т.д. Инструмент, используемый для анализа работы, 
называют профайлером (англ. profiler). Процесс профилирования выполняется 
совместно с оптимизацией программы [7]. 
Характеристики могут быть аппаратными (время) или вызванные 
программным обеспечением (функциональный запрос). Инструментальные 
средства анализа программы чрезвычайно важны для того, чтобы понять 
поведение программы. Проектировщики ПО нуждаются в таких 
инструментальных средствах, чтобы оценить, как хорошо выполнена работа. 
Программисты нуждаются в инструментальных средствах, чтобы 
проанализировать их программы и идентифицировать критические участки 
программы. 
Основные данные которые необходимо анализировать в ходе оптимизации 
графического программного обеспечения это: 
1) Нагрузка на CPU; 
2) Нагрузка на GPU; 
3) Количество обращений к графическому API (drawcalls); 
4) Потребление оперативной памяти приложением. 
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2.2.1 Xcode Instruments  
Xcode Instruments – представляет собой набор утилит для профилирования и 
анализа производительности приложений для операционных систем OS X и 
iOS. Instruments входит в состав среды разработки Xcode (Рис. 8). 
 
 
 
 
 
 
 
 
 
 
Рис.8 Xcode Instruments 
 
В состав Instruments входят утилиты следующие утилиты, применяемые при 
анализе графических приложений: 
— Time Profiler – утилита позволяющая измерить нагрузку на CPU; 
— Allocations – утилита позволяющая отслеживать потребляемую 
приложением оперативную память; 
— Leaks – утилита позволяющая отслеживать утечки в оперативной 
памяти; 
— OpenGL ES Analytics – утилита позволяющая отслеживать обращение 
к OpenGL ES API. И нагрузку на GPU; 
— Metal System Trace – утилита позволяющая отслеживать нагрузку на 
GPU при использовании Metal API. 
Xcode instruments – является основным средством для сбора данных о 
приложениях для операционных систем OS X и iOS. 
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2.2.2  RenderDoc 
RenderDoc – графических отладчик с открытым исходным кодом, для 
операционных систем Windows и Linux (Рис. 9). 
RenderDoc – позволяет отлаживать графическую подсистему приложений 
использующих OpenGL, Vulcan и DirectX API. 
Преимуществами RenderDoc являются: 
- открытый исходный код; 
- поддержка современных графических API; 
- кроссплатформенность; 
- отладка шейдеров; 
- покадровая отладка приложения. 
 
Рис. 9 Окно отладки RenderDoc 
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2.2.3 Unity Profiler 
Unity Profiler – это утилита для профилирования графических 
приложений разработанных на движке Unity (Рис 10). Включает в себя утилиты 
для мониторинга нагрузки на CPU, GPU, количество обращений к 
графическому API и утилиту для профилирования потребляемой памяти. 
Преимуществами этого профайлера является кроссплатформенность и 
возможность профилирования приложения на целевом устройстве. 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 10 Unity Profiler 
 
2.3. Выводы к главе 2 
Во второй главе были сформированы классификации методов 
оптимизации графических приложений по аппаратной архитектуре и по 
объекту оптимизации. Так же были рассмотрены средства профилирования 
приложений на мобильных устройствах.  
Сбор и анализ данных о поведении программного обеспечения является 
первым и важнейшим шагом в процессе оптимизации. Применения 
специальных утилит для профилирования ПО позволяет эффективно 
справиться с этой задачей.  
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ГЛАВА 3. Анализ методов оптимизаций графических приложений и 
формирование стратегии оптимизации 
 
3.1  Методы оптимизации ресурсов 
В современном программном обеспечении с применением компьютерной 
графики реального времени ресурсы могут занимать до 98% всей потребляемой 
приложением оперативной памяти [12]. В свою очередь текстуры являются 
основным ресурсом используемым в таких типах ПО. Доля текстур от всех 
ресурсов ПО с компьютерной графикой может занимать до 99%, а исходные 
данные для этих ресурсов варьируются от 1Гб – 2Гб для средних проектов, и 
могут измеряться десятками гигабайт для крупных [12]. Очевидно что в 
исходном виде использовать такие ресурсы на мобильных устройствах 
невозможно. Поэтому применяются различные методы оптимизации ресурсов. 
 
3.1.1  Компрессия текстур 
Сжатие текстур или Компрессия текстур (Texture compression) — это 
технология сжатия изображения, визуально отображающее совокупность 
свойств поверхности какого-либо объекта, предназначенное для 
хранения текстурного атласа в 3D компьютерной графике систем визуализации. 
В отличие от обычных алгоритмов сжатия изображений, алгоритмы 
сжатия текстур оптимизированы для случайного доступа [9]. 
Сжатие текстур как средство оптимизации позволяет уменьшить объем 
потребляемой оперативной памяти, уменьшить количество передаваемых 
текстурных данных на GPU. 
Для методов сжатия данных текстурных карт, существенны два требования: 
сжатие практически без потери качества и обработка данных «на лету» в 
процессе преобразования и наложения текстур. В основополагающей работе по 
сжатию текстур [8], Эндрю Бирс указал четыре главных особенности сжатия 
текстур для компьютерной графики реального времени. 
 23 
Особенности сжатия текстур: 
- Скорость декодирования - Желательно иметь быструю декомпрессию, 
непосредственно из сжатых данных текстуры, чтобы не 
воздействовать на производительность визуализации; 
- Произвольный доступ - Визуализация будет затруднена без 
предсказания порядка доступа текселей, то есть любая схема сжатия 
текстур должна позволить быстрый произвольный доступ к 
декомпрессированным данным текстуры; 
- Степень сжатия и Визуальное качество - в системе рендеринга сжатие 
с потерями может быть более терпимым, чем для других случаев 
применения; 
- Скорость кодирования. 
 
3.1.1.1 Portable Network Graphics (PNG) 
PNG – это растровый формат хранения изображения, особенно заметный тем, 
что в нём используется алгоритм сжатия графических данных без потерь 
информации. Он поддерживает цветные индексированные изображения (24 
бита RGB или 32 бита RGBA), полноцветные и полутоновые изображения, а 
так же – альфа-канал. 
Преимущества: 
 Формат использует сжатие графических данных без потерь, как 
результат, PNG-изображения весьма качественны; 
 Поддерживает и 8-ми битную и 16-битную прозрачность. 
Недостатки: 
 Файлы имеют большие размеры. Это увеличивает размер приложений и 
потребление памяти; 
 Сравнительно высокая потребность в вычислительных ресурсах (что 
ведет к ухудшению производительности). 
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  3.1.1.2 Ericsson Texture Compression (ETC) 
Ericsson Texture Compression – это формат сжатия текстур, который 
оперирует блоками пикселей размером 4x4. Изначально Khronos использовал 
ETC как стандартный формат для Open GL ES 2.0. (эта версия ещё называется 
ETC1). В результате этот формат доступен практически на всех Android-
устройствах. С выходом OpenGL ES 3.0. в качестве нового стандарта 
использован формат ETC2 – переработанная версия ETC1. Основное различие 
между этими двумя стандартами заключается в алгоритме, который оперирует 
пиксельными группами. Улучшения в алгоритме привели к более высокой 
точности вывода мелких деталей изображений. Как результат, качество 
изображений улучшилось, а размер файлов – нет. 
ETC1 и ETC2 поддерживают сжатие 24-битных RGB-данных, но они не 
поддерживают сжатие изображений с альфа-каналом. Кроме того, есть два 
разных формата файлов, относящихся к алгоритму ETC: это KTX и PKM.  
KTX – это стандартный формат файла Khronos Group, он предоставляет 
контейнер, в котором можно хранить множество изображений. Когда MIP-
карта создаётся с использованием KTX, генерируется единственный KTX-файл. 
Формат PKM-файла гораздо проще, такие файлы, в основном, используют для 
хранения отдельных изображений. Как результат, при использовании PKM в 
ходе создания MIP-карты получатся несколько PKM-файлов вместо 
единственного KTX. Поэтому для хранения MIP-карт использовать формат 
PKM не рекомендуется. 
Преимущества: 
 Размер ETC-файлов, заметно меньше чем размер PNG-файлов; 
 Формат поддерживает аппаратное ускорение практически на всех 
Android-устройствах. 
Недостатки: 
 Качество не так высоко, как у PNG (ETC – это формат сжатия 
изображений с потерями информации); 
 Нет поддержки прозрачности. 
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Для сжатия изображений в ETC можно использовать Mali GPU Texture 
Compression Tool и ETC-Pack Tool. 
 
3.1.1.3 PowerVR Texture Compression (PVRTC) 
PowerVR Texture Compression – это формат компрессии графических данных 
с потерями, с фиксированным уровнем сжатия, который используется, 
преимущественно, в устройствах Imagination Technology PowerVR MBX, SGX и 
Rogue. Он применяется в качестве стандартного метода сжатия изображений в 
iPhone, iPod, iPad.  
В отличие от ETC и S3TC, алгоритм PVRTC не работает с фиксированными 
блоками пикселей. В нём используется билинейное увеличение и смешивание с 
низкой точностью двух изображений низкого разрешения. В дополнение к 
уникальному процессу сжатия, PVRTC поддерживает формат RGBA (с 
прозрачностью) и для варианта 2-bpp (2 бита на пиксель), и для варианта 4-bpp 
(4 бита на пиксель). 
Преимущества: 
 Поддержка альфа-каналов; 
 Поддержка RGBA для варианта 2-bpp (2 бита на пиксель) и для варианта 
4-bpp (4 бита на пиксель); 
 Размер файлов намного меньше, чем у PNG; 
 Поддержка аппаратного ускорения на GPU PoverVR. 
Недостатки: 
 Качество не так высоко, как при использовании PNG (PVRTC – это 
формат сжатия изображений с потерями); 
 PVRTC поддерживается только на аппаратном обеспечении PoverVR; 
 Обеспечивается поддержка квадратных POT-текстур, то есть текстур, 
ширина и высота которых являются степенью числа 2, хотя в некоторых 
случаях имеется поддержка прямоугольных текстур; 
 Сжатие текстур в этот формат может быть медленным. 
Для сжатия можно использовать PVRTexTool. 
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В таблице 1 представлен сравнительный анализ степени сжатия 
различных алгоритмов сжатия для текстур с размером 2048*2048 пикселей, с 
альфа каналом и без. 
 
Таблица 1 – Данные тестирования степени сжатия текстур различных форматов 
Формат Разрешение 
текстуры (в пкс) 
Альфа-канал Размер текстуры 
PNG 2048 Нет 16 Mb 
PNG 2048 Да 21.3 Mb 
ETC 4 bit 2048 Нет 2.7 Mb 
ETC 8 bit 2048 Да 5.3 Mb 
PVRTC 2048 Нет 2.7 Mb 
PVRTC 2048 Да 2.7 Mb 
PNG 1024 Нет 4 Mb 
PNG 1024 Да 5.3 Mb 
ETC 4 bit 1024 Нет 0.7 Mb 
ETC 8 bit 1024 Да 1.3 Mb 
PVRTC 1024 Нет 0.7 Mb 
PVRTC 1024 Да 0.7 Mb 
 
Из таблицы видно что применение алгоритмов сжатия текстур с потерями 
позволяет значительно сократить объем текстур. Следует так же заметить что 
из за особенностей алгоритма сжатия PVRTC, альфа канал не влияет на размер 
выходной текстуры.  
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3.1.2 Комбинирование текстурных карт 
 
Комбинирование текстурных карт – это метод оптимизации текстур в 
котором объединяют несколько черно-белых текстур в разных каналах одной 
текстуры [13]. На рис. 11 – 13 показаны 3 текстуры объединённые в разных 
каналах в одной текстуре – рис. 14. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 11 Маска отражений (R-канал) 
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Рис. 12 Маска области покраски (G-канал) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 13  Маска Ambient Occlusion (B-канал) 
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Рис. 14 Комбинированная текстура 
 
Метод комбинирования нескольких текстур в одной позволяет сократить 
объем ресурсов до 4 раз, при использовании всех 4х каналов комбинированной 
текстуры. Помимо оптимизации памяти, такой подход хранения текстур 
позволяет значительно оптимизировать фрагментный шейдер.  
Пример неоптимизированного шейдера: 
 
fixed reflections = tex2D(_reflections, i.uv).r; 
fixed colorMask = tex2D(_colorMask, i.uv).r; 
fixed ambientOcclusion = tex2D(_ao, i.uv).r; 
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В данном случае выполняется чтение данных из трех разных текстур, что 
является затратной операцией при выполнении шейдерной программы, так как 
происходит обращение к внешней видеопамяти. 
При использовании комбинированной текстуры, чтение из памяти 
выполняется один раз: 
 
fixed4 combine = tex2D(_MainTex, i.uv); 
fixed reflections = col.r; 
fixed colorMask = col.g; 
fixed ambientOcclusion = col.b; 
 
Такой подход позволяет существенно увеличить скорость работы 
фрагментного шейдера. В таблице 2 приведены данные исследования скорости 
работы шейдеров с чтением из раздельных и комбинированных текстур на 
различных мобильных устройствах, для 100 объектов в сцене. 
 
Таблица 2 – Данные тестирования оптимизации комбинированных текстур на 
скорость работы фрагментного шейдера  
Тип текстур Мобильное устройство Скорость 
Отрисовки сцены (FPS) 
Раздельные текстуры Samsung Galaxy A7 50 
Комбинированная 
текстура 
Samsung Galaxy A7 41 
Раздельные текстуры iPad Mini 2 35 
Комбинированная 
текстура 
iPad Mini 2 33 
Раздельные текстуры Sony Xperia E1 Dual 
 
70 
Комбинированная 
текстура 
Sony Xperia E1 Dual 
 
45 
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3.1.3 Применение векторной графики как альтернатива текстурам 
 
Традиционный подход при отображении 2д сцен и объектов UI 
заключается в отрисовке объектов с помощью наложения текстур на 
прямоугольные модели (см. Рис. 15). 
 
Рис. 15 Текстура наложенная на прямоугольную модель состоящую из 2х 
треугольников 
 
Однако такой подход требует значительных расходов оперативной 
памяти для хранения текстур и плохо подходит для проектов с большим 
количеством 2D графики. 
Оптимизация с помощью применения векторной графики позволяет 
значительно сократить объем текстур в приложении. 
Векторная графика —  это способ представления объектов и изображений 
в компьютерной графике, основанный на математическом описании 
элементарных геометрических объектов, обычно называемых примитивами, 
таких как: точки, линии, сплайны, кривые Безье, круги и окружности, 
многоугольники. 
Объекты векторной графики являются графическими изображениями 
математических объектов. 
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Оптимизация с применением векторной графики заключается в 
следующем: исходные ресурсы представляются в виде векторной графики: 
SVG, CDR, CGM, DFX и т.п. Следующий этап это конвертация векторного 
объекта в 3D модель. Сконвертированная 3D модель включается в приложение 
как ресурс и используется для отрисовки, вместо  текстур. Данные о цвете 
хранятся в вершинах модели или в специально сгенерированных атласах 
градиента. На рис. 15 показан результат конвертации SVG объекта в 3D модель 
с разным уровнем детализации. 
 
Рис. 16 Сгенерированная 3д модель по векторному объекту 
 
 Этот метод оптимизации подходит для оптимизации графического 
интерфейса пользователя и 2D объектов. В зависимости от степени детализации 
сгенерированных моделей объем ресурсов возможно уменьшить на 80% — 
90%.   
В таблице 3 представлены результаты анализа характеристик метода для 
различных устройств.  
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Таблица 3 - Данные тестирования применения векторной графики  
Использование 
традиционных 
текстур 
Использование 
векторной графики 
без полупрозрачных 
объектов 
Использование 
векторной графики с 
полупрозрачными 
объектами Устройств
о 
Объем 
Ресурсо
в 
Скорость 
Отрисовк
и сцены 
(ms) 
Объем 
Ресурсо
в 
Скорость 
Отрисовк
и сцены 
(ms) 
Объем 
Ресурсо
в 
Скорость 
Отрисовк
и сцены 
(ms) 
Samsung 
Galaxy A7 
5.4 Mb 35 890 Kb 37 890 Kb 38 
iPad Mini 2 4.1  Mb 33 890 Kb 33 890 Kb 35 
Sony 
Xperia E1 
Dual 
5.4  Mb 41 890 Kb 41 890 Kb 43 
Sumsung 
galaxy S2 
5.4  Mb 38 890 Kb 40 890 Kb 40 
ASUS 
Google 
Nexus 7 
5.4  Mb 35 890 Kb 34 890 Kb 35 
Apple 
iPhone 6 
retina  
4.1  Mb 33 890 Kb 33 890 Kb 34 
Samsung 
S5 
5.4  Mb 37 890 Kb 38 890 Kb 38 
  
Использование векторной позволяет эффективно экономить оперативную 
память, однако следует отметить что такой подход увеличивает нагрузку на 
GPU в следствии увеличения количества вершин, которые необходимо 
отрисовать. Так же следует отметить, что в связи с тем что TBDR модель 
 34 
рендеринга не позволяет эффективно отрисовывать полупрозрачную 
геометрию нагрузка на GPU значительно выше, чем при отрисовки сцены с 
использованием текстур. 
 
3.2 Методы оптимизации шейдерных программ и нагрузки GPU 
3.2.1 Типы данных, квалификаторы точности 
Большинство вычислений в шейдерах выполняется на числах с 
плавающей запятой. Существует несколько вариантов типов с плавающей 
запятой: Highp, mediump и lowp (в языке CG: float, half и fixed). Эти типы 
отличаются точностью и следовательно производительностью и потреблением 
энергии на операции с ними. 
 Highp – высшая точность. В большинстве современных GPU – 32 бита. 
Обычно используется при вычислений позиций в пространстве и uv-
координат; 
 Mediump – средняя точность. В большинстве случаев 16 бит. 
Применяется в большинстве случаев, если не требуется повышенная 
точность операций; 
 Lowp – низшая точность, ниже чем medium, но достаточная для 
представления всех цветов. В большинстве GPU  - 11 бит, с диапазоном 
от -2.0 до +2.0 и точностью 1/256.  Применяется для работы с 
текстурными данными. 
В современных GPU для персональных компьютеров все вычисления 
выполняются в высокой точности (32 bit), однако применение пониженной 
точности на мобильных устройствах является простейшей оптимизацией. 
Следует отметить что реальная точность в битах может отличаться на 
различных устройствах. В таблице 4 представлен обзор того, как различные 
линейки GPU обрабатывают различные типы с плавающей запятой (в битах). 
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Таблица 4. Точность типов с плавающей запятой в различных линейках GPU 
Линейка GPU Highp Mediump Lowp 
PowerVR Series 
6/7 
32 16 
PowerVR SGX 
5xx 
32 16 11 
Qualcomm Adreno 
4xx/3xx 
32 16 
Qualcomm Adreno 
2xx 
32 вершинный шейдер, 16 фрагментный 
ARM Mali 
T6xx/7xx 
32 16 
ARM Mali 
400/450 
32 вершинный шейдер, 16 фрагментный 
NVIDIA X1 32 16  
NVIDIA K1 32 
NVIDIA Tegra 3/4 32 16 
 
Изменение точности вычислений позволяет существенно снизить нагрузку 
на GPU и понизить объем потребляемой видеопамяти.   
Пример оптимизированного фрагментного шейдера:  
fixed4 frag (v2f i) : SV_Target 
{ 
 half2 st = i.uv.xy/_Size.xy; 
    st.x *= _Size.y/_Size.x; 
    half2 pos = st*3.; 
    half DF = 0.0; 
    half a = 0.0; 
    half2 vel = half2(_Time.y*_Speed.x, _Time.y*_Speed.y); 
    DF += ridgedMF(pos+vel)*_Size.z+_GradientSize.z; 
    DF += ridgedMF(pos+vel*2)*_Size.z+_GradientSize.z; 
    a = snoise(pos*half2(cos(_Time.y*0.15),sin(_Time.y*0.1))*0.1)*3.1415; 
    vel = half2(cos(a),sin(a)); 
    half q = smoothstep(_GradientSize.x,_GradientSize.y,frac(DF)); 
    fixed alpha = clamp(0,1, (q+i.color.r))*i.color.g*_wc.a; 
    fixed3 finalWaves = _wc; 
    return  fixed4(finalWaves*alpha+_mc*(1-alpha),alpha+_mc.a);} 
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Полный исходный текст оптимизированного шейдера находится в 
приложении А.  
 
Таблица 5 Данные тестирования оптимизации шейдера с помощью 
квалификаторов точности 
Скорость отрисовки сцены (ms) Устройство 
Highp Mediump Lowp 
Samsung Galaxy A7 45 35 35 
iPad Mini 2 40 33 33 
Sony Xperia E1 Dual 55 42 40 
Sumsung galaxy S2 50 42 40 
ASUS Google Nexus 7 41 34 30 
Apple iPhone 6 retina  37 33 33 
Samsung S5 40 33 33 
 
3.2.2 MIP-текстурирование 
MIP-текстурирование — метод наложения текстур, в котором 
используются несколько копий одной текстуры с разного разрешения. 
Качество изображения наилучшее, когда разрешение текстуры близко к 
разрешению экрана. Если разрешение экрана высокое (текстура слишком 
маленькая/объект очень близко), получается размытое изображение. Если же 
разрешение текстуры слишком высокое, получаем случайные пиксели — а 
значит, потерю мелких деталей, муар и мерцание. Излишняя детализация плоха 
и по производительности — излишне нагружает видеошину и даёт большой 
процент кэш-промахов. Из этого следует то, что лучше иметь несколько 
текстур разного разрешения и накладывать на объект ту, которая наиболее 
подходит в данной ситуации. В отдельных случаях прирост в скорости 
текстурирования может увеличиваться многократно. 
Многое современное программное обеспечение позволяет пользователю 
вручную установить качество текстурирования, в настройках, сделав выбор 
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между производительностью и качеством. В случае установки «низкого» 
качества текстур, вместо оригинальных текстур программное обеспечение 
будет использовать их уменьшенные копии. 
 
 
Рис. 17. Пример mip-текстуры 
 
3.2.2.1 Принцип действия 
Создаётся последовательность текстур с разрешением от максимального 
до 1×1. Например: 1×1, 2×2, 4×4, 8×8, 16×16, 32×32, 64×64, 128×128, 256×256, 
512×512 и 1024×1024. Каждая из этих текстур называется MIP-уровнем  
или уровнем детализации. 
На каждой из этих текстур находится одно и тоже изображение. Из этого 
следует, MIP-текстурирование увеличивает расход памяти на треть: 
 
            
При текстурировании необходимо вычислить расстояние до объекта.  
Номер текстуры можно получить согласно формуле: 
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где resolution — разрешение виртуальной камеры (количество пикселей, 
которое будет в объекте размером в 1 ед., расположенном в 1 ед. от 
камеры), texelsize — размер текселя в единицах сцены, dist — расстояние до 
объекта в тех же единицах, mipbias — число, позволяющее выбирать более или 
менее детальную текстуру, чем даёт формула. 
Полученная цифра округляется до целого, и текстура с соответствующим 
номером (нулевая — самая детальная, каждая последующая – вдвое меньше) 
накладывается на объект. 
 
3.2.2.2 Недостатки и способы решения 
Расход видеопамяти увеличивается на треть (однако взамен 
увеличивается скорость отрисовки объектов на экране). 
MIP-текстурирование не позволяет решить проблему текстур, которые 
находятся под острым углом к зрителю (например, дорога в автосимуляторе). У 
таких текстур разрешение по одной оси сильно отличается от разрешения по 
другой — и, например, по оси X изображение явно размыто, в то время как по 
оси Y видны мерцания, свойственные завышенному разрешению текстуры. 
Анизотропной фильтрация — метод текстурирования, который направлен 
именно на решение этой проблемы. 
Существует проблема видимости чёткой границы между MIP-уровнями. Эту 
проблему возможно решить с помощью трилинейной фильтрации. 
Так же применение mip-текстур вместе с упаковкой текстур в атласы может 
повлечь смешивание различных текстур в атласе на низких уровнях mip.  
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3.2.2.3 Тестирование применения mip-текстур 
Применение mip-текстур в сценах с большим количество 3D объектов 
разных размеров позволяет существенно уменьшить нагрузку на GPU и 
увеличить скорость отрисовки сцены. В таблице 6 приведены данные о 
результатах тестирования применения mip-текстур в сцене с большим 
количеством объектов. 
 
Таблица 6 – Данные тестирования применения mip-текстур 
Скорость отрисовки сцены (ms) Устройство 
Без mip-текстур С mip-текстурами 
Samsung Galaxy A7 40 33 
iPad Mini 2 56 33 
Sony Xperia E1 Dual 45 39 
Sumsung galaxy S2 46 36 
ASUS Google Nexus 7 40 33 
Apple iPhone 6 retina  47 33 
Samsung S5 49 34 
 
3.3 Методы оптимизации сцены 
3.3.1 Уровни детализации объектов (LOD) 
Количество видимых на объекте деталей существенно снижается при 
значительном отдалении от камеры. Однако, при отрисовке объекта всё ещё 
будет использоваться то же количество треугольников, даже не смотря на то, 
что часть из них визуально будет незаметно. Существует техника оптимизации, 
которая позволяет снижать количество отрисовываемых треугольников по мере 
удаления объекта от камеры: уровни детализации (Levels Of Detail, LOD). Если 
весь объект не находится близко к камере,  LOD снизит нагрузку на 
оборудование и повысит производительность отрисовки. 
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LOD (Levels Of Detail — уровни детализации) — приём в 
программировании трёхмерной графики, заключающийся в создании 
нескольких вариантов одного объекта с различными степенями детализации, 
которые переключаются в зависимости от удаления объекта от виртуальной 
камеры (Рис 18) [15].   
 
 
Рис 18. Уровни детализации объекта 
 
Смысл метода заключается в том, что отображать высоко-детализированные 
объекты, находящиеся на большом расстоянии от виртуальной камеры, 
нецелесообразно по вычислительным ресурсам. Использование LOD способно 
существенно снизить требования к ресурсам компьютера при выводе графики 
на экран, будь то рендеринг или вывод в реальном времени.  
В таблице 7 приведены результаты тестирования применения LOD объектов 
в сцене. 
 Таблица 7 – Данные тестирования применения LOD объектов 
Скорость отрисовки сцены (ms) Устройство 
Без применения LOD С применением LOD 
Samsung Galaxy A7 40 33 
iPad Mini 2 56 33 
Sony Xperia E1 Dual 45 39 
Sumsung galaxy S2 46 36 
ASUS Google Nexus 7 40 33 
Apple iPhone 6 retina  47 33 
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3.3.2 Композиция буфера глубины 
Метод композиции буфера глубины позволяет добиться значительного 
прироста производительности на мобильных платформах [14]. 
Суть метода заключается в объединении пре-рендеренной статической 
сцены с динамическими объектами в сцене. Статическая сцена запекается в 
несколько текстур: 
 Текстура цветов (RGB) – базовая текстура содержащая основной цвет 
сцены; 
 Текстуру глубины (Grayscale) – необходима для композиции 
динамических объектов со статической сценой (Рис. 19); 
 Текстура освещения (RGB) – опционально, применяется для наложения 
освещения на динамические объекты. 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 19 Текстура глубины статической сцены 
 
Во время выполнения приложения статическая сцена смешивается с 
динамическими объектами с помощью шейдеров. На рис. 20 – 21 
продемонстрированы результаты такого объединения. 
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Рис. 20 Композиция статической сцены с динамическими объектами (вид из редактора) 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 21 Композиция статической сцены с динамическими объектами (realtime) 
Полный текст шейдера выполняющего смешивание объектов в сцене 
представлен в приложении Б.  
Данный метод оптимизации позволяет создать иллюзию 3D-сцены без 
реального просчета большого количества объектов, освещения, отражений и 
т.д. 
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Однако такой подход имеет существенные недостатки: 
 Метод возможно использовать только в случае фиксированной камеры и 
неизменного угла обзора в сцене; 
 Данный метод работает только на устройствах с поддержкой OpenGL ES 
3.0, т.к. в ранних версиях OpenGL ES отсутствует поддержка записи в 
буфер глубины из фрагментного шейдера. 
Данный метод рекомендуется применять только в случае визуализации 
сложных 3d-сцен, с небольшим количеством динамических объектов и 
фиксированной камерой. 
 
3.3.3 Текстурные атласы 
Одним из методов оптимизации компьютерной графики является 
применение текстурных атласов. Этот метод, в большей степени, применяется 
для оптимизации скорости отображения графического интерфейса 
пользователя (GUI) [1]. 
Переключение между множествами отдельных текстур негативно 
сказывается на скорости отображения кадра. В приложениях нередко 
используется множество маленьких текстур при отображении GUI (кнопки, 
иконки, и т.п.). Поэтому в подобных ситуациях бывает целесообразно 
применение одного большого изображения вместо множества маленьких.  
Текстурный атлас — это изображение, содержащее набор под-
изображений, каждое из которых является текстурой для некоторого 2D или 3D 
объекта. Для отображения под-текстуры на объекте применяется UV-
преобразование, при этом UV-координаты в атласе задают, какую часть 
изображения нужно использовать.  
Атласы могут содержать как под-текстуры одинаковых размеров, так и под-
текстуры отличающихся размеров. Для составления атласов используются как 
программы-генераторы, так и ручное составление.  На рис. 22 показан пример 
сгенерированного атласа текстур для GUI компьютерной игры. 
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Рис. 22 Текстурный атлас 
 
Преимущества использования текстурных атласов [1,3] : 
1. Позволяет сократить количество смен состояний до одного для всего 
атласа; 
2. Уменьшает количество занятых текстурных слотов до одного для 
всего атласа; 
3. Минимизируется фрагментация видеопамяти; 
4. Появляется возможность использования NPOT "текстур, то есть атлас 
будет соблюдать размерность кратного степени 2 (256, 512, 1024 
пикс.), а его элементы можно делать произвольного размера.  
Однако, использование атласов может приводить к возникновению новых 
проблем: 
1. Совмещение краёв под-текстур становится нетривиальной задачей; 
2. Становится сложно или невозможно использовать мипмаппинг; 
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3. При использовании фильтрации текстуры необходимо добавлять 
отступы, чтобы соседние под-текстуры не смешивалась с нужной; 
4. Создание атласов вручную может быть трудоёмко, поэтому 
потребуется использовать специальные программы для 
генерирования атласов; 
5. Возникают небольшие потери памяти, так как часть атласа может 
быть не занята текстурами. 
В таблице 8 представлены данные оптимизации GUI c применением 
текстурных атласов. 
 
Таблица 8 – данные оптимизации GUI с применением текстурных атласов 
Скорость отрисовки сцены (ms) Устройство 
Без текстурных 
атласов 
С текстурными 
атласами 
Samsung Galaxy A7 48 33 
iPad Mini 2 45 33 
Sony Xperia E1 Dual 53 39 
Sumsung galaxy S2 58 36 
ASUS Google Nexus 7 38 33 
Apple iPhone 6 retina  45 33 
Samsung S5 42 36 
 
В целом применение текстурных атласов для оптимизации GUI 
существенно упрощает рендеринг кадра и применяется в большинстве 
программ компьютерной графики как на мобильных устройствах так и на 
персональных компьютерах. 
 
3.4 Методы оптимизации освещения 
3.4.1 Карты освещения 
 Карты освещения – это метод оптимизации освещения в котором 
освещение для статических объектов в сцене запекается в текстуры. Данный 
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метод позволяет избавиться от просчета динамического освещения и теней для 
окружения в сцене.  
При создании карта заполняется черными пикселями. Далее, для каждого 
тексела карты освещения находятся трехмерные координаты точки на 
полигоне. Для этой точки необходимо построить список всех источников света, 
которые влияют на её освещение: вектора из данной точки до источников света 
проверяются на пересечение с геометрией сцены, и если пересечение имеет 
место — то этот источник света не освещает точку (относительно него точка в 
тени). Остальные источники увеличивают значение тексела карты освещения 
на величину, зависящую от используемой модели освещения и положения 
источника света относительно точки. В целях улучшения внешнего вида 
картинки, к картам освещения часто применяется билинейная фильтрация [10]. 
Эти операции повторяются для каждого освещаемого полигона сцены. На рис. 
22 показан пример запеченного освещения сцены в карту освещения. 
 
 
 
 
 
 
 
 
 
 
 
Рис. 22 Карта освещения 
 
Однако такой подход имеет один существенный недостаток – 
невозможность создать карты освещения для динамических объектов в сцене. 
Использование комбинированных источников освещения позволяет частично 
 47 
обойти это ограничение. В таком подходе создаются карты освещения для 
статического окружения и выполняется просчет освещения в реальном времени 
для динамических объектов. В таблице 9 представлены результаты 
тестирования полностью динамического освещения и использование карт 
освещения для статического освещения. 
 
Таблица 9 – данные тестирования эффективности карт освещения 
Скорость отрисовки сцены (ms) Устройство 
Динамическое 
освещение 
Карты освещения 
Samsung Galaxy A7 75 35 
iPad Mini 2 64 33 
Sony Xperia E1 Dual 93 39 
Sumsung galaxy S2 87 36 
ASUS Google Nexus 7 60 33 
Apple iPhone 6 retina  62 33 
Samsung S5 73 36 
 
В том или ином виде карты освещения используются практически во всех 
современных 3D-приложениях реального времени. Этот метод применяется для 
создания всего статического освещения сцены. Освещение генерируется для 
статической геометрии до начала цикла рендеринга, и во время рендеринга в 
основном не изменяется. На современном оборудовании реализация полностью 
динамического освещения с использованием карт освещения невозможна из-за 
большой ресурсоемкости процесса создания карт освещения. Этот подход 
рассматривается как основа для большинства других алгоритмов рендеринга 
теней в реальном времени. 
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3.5 Стратегия оптимизации графических приложений на мобильных 
устройствах 
Процесс оптимизации включает в себя выявление проблемных мест 
приложения и использования различных методов для устранения этих мест. 
Процесс оптимизации состоит из нескольких шагов: 
1) Сбор данных о производительности приложения; 
2) Анализ этих данных и выявление проблемных мест; 
3) Определение подходящих методов оптимизации; 
4) Выбор и применение методов оптимизации; 
5) Повторный сбор данных о производительности, для проверки результатов 
оптимизации. 
Этот процесс представлен на диаграмме рис. 23. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 23 Процесс оптимизации приложения 
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Сбор данных – это первый этап в процессе оптимизации. На этом этапе 
применяются программное обеспечение – профайлеры. При сборе данных 
необходимо выполнять следующие правила: 
 Данные нужно собирать только с целевых устройств. Только настоящее 
аппаратное обеспечение позволят получить точные данные о 
производительности приложения. 
 Вертикальная синхронизация (VSYNC) – должна быть выключена, так 
как эта процедура влияет на показатели нагрузки на GPU, и не позволяет 
собрать точные данные о производительности приложения. 
Для определения проблемных мест в приложении собранные данные 
необходимо проанализировать. Большинство профайлеров позволяют 
представить  данные в виде графа или диаграмм.  
Выбор методов оптимизации будет зависеть от качества анализа 
проблемных мест в приложении. Большинство из них связано со следующими 
областями: 
 Код приложения; 
 Неправильное использование API; 
 Вершинные шейдеры; 
 Фрагментные шейдеры; 
 Пропускная способность памяти; 
 Объем памяти; 
После применения оптимизации необходимо выполнить повторный сбор 
данных о производительности приложения и провести их анализ. Существует 
вероятность того что оптимизация может иметь незначительный эффект на 
производительность приложения. Причины этого: 
 Существуют другие проблемные места в приложении которые 
ограничивают производительность 
 Измерения и анализ данных были проведены не верно, в следствии этого 
были выбраны неверные методы оптимизации. 
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Оптимизация приложения – итеративный процесс. Для достижения 
необходимых показателей производительности необходимо повторять шаги 
сбора, анализа данных, выбора методов и их реализация. Так же следует 
отметить что в процессе оптимизации узких мест в приложении могут 
создаваться новые проблемные места так как большинство методов 
оптимизации имеют как положительные так и отрицательные эффекты. 
3.5.1 Общие советы по оптимизации 
3.5.1.1. Эксперименты с различными подходами к оптимизации 
Различные реализации GPU имеют различные ресурсы и могут использовать 
различные версии драйверов. Эти различия влияют на производительность по-
разному, поэтому важно экспериментировать с различными подходами к 
графическому программированию и оптимизации для достижения 
максимальной производительности. 
Различные приложения могут реагировать на оптимизацию по-разному. В 
одном приложении конкретная оптимизация может иметь большое влияние на 
производительность, чем в другом. 
Не все методы оптимизации повышают производительность приложения. 
Графический конвейер состоит из нескольких компонентов и различных 
ресурсов, каждый из которых может быть проблемным местом. Оптимизации, 
которые не устраняют проблемное место, не влияют на производительность, до 
тех пор пока узкие места не будут устранены. 
Часто существуют несколько вариантов оптимизаций проблемного места, 
тестирование и анализ позволяют выбрать метод наиболее подходящий для 
решения данной проблемы. 
3.5.1.2 Использования времени отрисовки кадря вместо частоты кадров 
Количество кадров в секунду (FPS) – это простейший и базовый способ 
измерить производительность  приложения, однако время отрисовки кадра 
(Frame time) лучше подходит для измерения эффективности оптимизаций [8]. 
Время отрисовки – это линейная величина, а частота кадров – нелинейная. 
На рис. 24 показывает как FPS зависит от скорости отрисовки кадра. 
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Рис. 24 Зависимость количества кадров в секунду от скорости отрисовки кадра 
 
При использовании FPS невозможно просчитать эффект от нескольких  
методов оптимизаций, в следствии нелинейности этой величины. Однако это 
возможно сделать с помощь времени кадра. 
В таблице 9 приведен пример изменения времени кадра на одинаковую 
величину и изменения FPS. 
 
Таблица 9 – нелинейное изменение FPS при изменении времени кадра 
Изменения FPS Разница в FPS Разница времени кадра 
С 20 до 22.2 2.2 5ms 
50 to 66.6 16.6 5ms 
100 to 200 100 5ms 
 
3.5.2 Применение стратегии оптимизации графических приложений 
Предложенная стратегия оптимизации графических приложений была 
использована в процессе разработке коммерческого проекта My Nano World 
[18]. Проект My Nano World это видеоигра для мобильных устройств под 
управлением Android и iOS, в которой игроку необходимо развивать 
собственный город.  
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В данном проекте были применены следующие методы оптимизации: 
 Компрессия текстур 
 Текстурные атласы 
 Mip-текстурирование 
 Понижение точности вычислений шейдеров 
 Комбинирование текстурный карт 
В таблице 10 приведены результаты процесса оптимизации проекта. 
 
Таблица 10 – Данные о результатах процесса оптимизации проекта My Nano 
World 
 До процесса 
оптимизации 
После процесса 
оптимизации 
Объем занимаемых ресурсов на 
жестком диске  
2.5 Гб 250 Мб 
Объем занимаемых ресурсов в 
оперативной памяти 
2.7 Гб 320 Мб 
Скорость отрисовки кадра в мс.  200 мс. 33 мс. 
 
В процессе оптимизации проекта удалось снизить объем ресурсов в 10 
раз а скорость отрисовки кадра в 6 раз. Что доказывает эффективность 
использованных методов оптимизации и предложенной стратегии 
оптимизации. 
 
3.6 Выводы к главе 3 
В третьей главе была проанализирована эффективность различных 
методов оптимизации графических приложений на мобильных устройств. На 
основе полученных данных была сформирована стратегия оптимизации таких 
приложений и продемонстрирована ее эффективность. 
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ЗАКЛЮЧЕНИЕ 
 
В данной работе был проведен анализ современных подходов к 
оптимизации графических приложений для мобильных устройств. Была 
рассмотрена архитектура графического конвейера применяемого на мобильных 
GPU.  Так же были исследованы различные методы оптимизации 
компьютерной графики для мобильных устройств, произведена оценка 
эффективности этих методов на современных мобильных устройствах. И была 
выполнена классификация методов оптимизации.  
Статистические данные полученные в ходе исследований характеристик 
методов оптимизаций позволили составить общую стратегию оптимизации 
графических приложений для мобильных устройств. Эффективность стратегии 
оптимизации была проверена на реальном проекте для мобильных устройств. 
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СПИСОК СОКРАЩЕНИЙ 
 
CPU – Центральный процессор, central processing unit. 
FPS – Количество кадров в секунду, frame per second. 
GPU – Графический процессор, graphics processing unit. 
HSR – Удаление невидимых поверхностей, hidden surface removal. 
IMR – Режим немедленной визуализации, immediate mode rendering. 
LOD – Уровень детализации, level of detail. 
TBDR – Отложенная тайловая визуализация, tile based deferred rendering. 
TBR – Тайловая визуализация, tile based rendering. 
UI – Интерфейс пользователя, user interface. 
 55 
 
СПИСОК ИСПОЛЬЗОВАННЫХ ИСТОЧНИКОВ 
 
1.  Дюдя А.С. Оптимизация GUI с применением текстурных атласов // 
EurasiaScience. – Москва, 2017. – С. 115 – 116. 
2.  Ginsburg D., Purnomo B., Shreiner D., Munshi A.  OpenGL ES 3.0 
Programming Guide 2nd ed., - 2014. – 322 c. 
3.  Pulli K.,  Aarnio T.,  Roimela K.,  Vaarala J. Designing graphics 
programming interfaces for mobile devices //  IEEE Computer Graphics and 
Applications.  – нояб. – дек. 2005. -  С. 66 – 75, doi:10.1109/MCG.2005.129. 
4.  Alex de Souza Campelo Lima,  Edson Alves da Costa. Experimental 
Approach of the Asymptotic Computational Complexity of Shaders for Mobile 
Devices with OpenGL ES // 2014 Brazilian Symposium on Computer Games and 
Digital Entertainment – нояб. 2014. – С. 173-182. doi:10.1109/SBGAMES.2014.9. 
5.  Chun-Fa Chang , Shyh-Haur Ger. Enhancing 3D Graphics on Mobile 
Devices by Image-Based Rendering // Advances in Multimedia Information 
Processing — PCM 2002. – C. 1105-1111. doi:10.1007/3-540-36228-2_137; 
6.  Вольф Д. OpenGL 4. Язык шейдеров. Книга рецептов. : Пер. с англ. 
– А. Киселев, «ДМК Пресс», 2015. – 368 с. 
7.  Rideout P. iPhone 3D Programming: Developing Graphical Applications 
with OpenGL ES, Publisher: O’Reilly Media, 2010. – 440 с. 
8.  OpenGL ES Application Optimization Guide, ARM, 2013. – 176 c. 
9.  A. Beers Rendering from Compressed Textures // Computer Graphics, 
Proc.  1996. – C 373-378. 
10.  Jacson S.  Unity3D UI Essential., - TR Press, 2015. – 280 с. 
11.  McDermott W. Creating 3D Game Art for the iPhone with Unity: 
Featuring modo and Blender pipelines., - Focal Press, 2010. – 272 с. 
12.  Hughes J., Dam A., McGuire M., Computer Graphics: Principles and 
Practice (3rd Edition) 3rd Edition., Addison-Wesley Professional, 2013. – 1264 с. 
13.  Malizia A. Mobile 3D Graphics, Springer, 2006. – 162 с. 
 56 
14.  Guha S. Computer Graphics Through OpenGL: From Theory to 
Experiments, Second Edition., –  Focal Press, 2014, –  951 с. 
15.  Lengyel E. Mathematics for 3D Game Programming and Computer 
Graphics, Third Edition., –  Cengage Learning PTR, 2011, –  576 с. 
16.  Marschner S. Fundamentals of Computer Graphics., –  A K Peters/CRC 
Press, 2015, –  748 с. 
17.  Xcode Instruments [Электронный ресурс] // Документация по Xcode 
Instruments. – Режим доступа: 
https://developer.apple.com/library/content/documentation/DeveloperTools/Conceptu
al/InstrumentsUserGuide/ 
18.  My Nano World [Электронный ресурс] // Оптимизируемый проект. – 
Режим доступа: 
https://play.google.com/store/apps/details?id=com.nanorealitygames.mynanoworld&
hl=ru 
19.   OpenGL Registry [Электронный ресурс] // Документация по 
OpenGL и OpenGL ES. – Режим доступа: 
https://www.khronos.org/registry/OpenGL/index_gl.php 
20.   Shadertoy [Электронный ресурс] // База данных шейдеров. – Режим 
доступа: https://www.shadertoy.com/ 
21.   OpenGL for MacOS [Электронный ресурс] // Документация по 
OpenGL для MacOS и iOS. – Режим доступа: https://developer.apple.com/opengl/ 
 57 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ПРИЛОЖЕНИЯ 
 58 
 
ПРИЛОЖЕНИЕ А 
Шейдер с пониженной точностью вычислений и генерацией процедурной 
текстуры 
 
Shader "Unlit/River" 
{ 
Properties 
{ 
_mc("River Main Color", COLOR) = (1,1,1,1) 
_wc("Waves Color", COLOR) = (1,1,1,1) 
_Size("xy - size of the waves, z - waves count, w - waves speed", VECTOR) = 
(1,1,0,0) 
_GradientSize("Gradient size (xy) FractalSize(zw)", VECTOR)= (0.1,0.9,0,0) 
_Speed("River speed (xy)", VECTOR) = (1,1,0,0) 
[Toggle] _Invert("Invert color mesh color?", Float) = 0 
} 
SubShader 
{ 
Tags { "RenderType"="Transparent" "Queue"="Transparent"} 
LOD 100 
Blend SrcAlpha OneMinusSrcAlpha 
Pass 
{ 
CGPROGRAM 
#pragma vertex vert 
#pragma fragment frag 
#pragma target 3.0 
#include "UnityCG.cginc" 
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struct appdata 
{ 
float4 vertex : POSITION; 
float2 uv : TEXCOORD0; 
fixed4 color : COLOR; 
}; 
 
struct v2f 
{ 
float2 uv : TEXCOORD0; 
float4 vertex : SV_POSITION; 
fixed4 color : COLOR; 
}; 
 
fixed4 _wc; 
fixed4 _mc; 
half4 _Size; 
half2 _Speed; 
fixed _Invert; 
fixed4 _GradientSize; 
 
half3 mod289(half3 x) { return x - floor(x * (1.0 / 289.0)) * 289.0; } 
half2 mod289(half2 x) { return x - floor(x * (1.0 / 289.0)) * 289.0; } 
half3 permute(half3 x) { return mod289(((x*34.0)+1.0)*x); } 
 
half snoise(half2 v) 
{ 
 60 
const half4 C = half4( 
0.211324865405187,  // (3.0-sqrt(3.0))/6.0 
0.366025403784439,  // 0.5*(sqrt(3.0)-1.0) 
-0.577350269189626, // -1.0 + 2.0 * C.x 
0.024390243902439   // 1.0 / 41.0 
); 
 
// First corner 
half2 i = floor( v + dot(v, C.yy) ); 
half2 x0 = v - i + dot(i, C.xx); 
int2 i1 = (x0.x > x0.y) ? half2(1.0, 0.0) : half2(0.0, 1.0); 
half4 x12 = x0.xyxy + C.xxzz; 
x12.xy -= i1; 
// Permutations 
i = mod289(i); // Avoid truncation effects in permutation 
half3 p = permute 
( 
permute(i.y + half3(0.0, i1.y, 1.0 )) 
 + i.x + half3(0.0, i1.x, 1.0 ) 
); 
half3 m = max( 
0.5 - half3( 
    dot(x0, x0), 
    dot(x12.xy, x12.xy), 
    dot(x12.zw, x12.zw) 
), 
0.0 
); 
m = m*m ; 
m = m*m ; 
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// Gradients: 41 points uniformly over a line, mapped onto a diamond. 
// The ring size 17*17 = 289 is close to a multiple of 41 (41*7 = 287) 
 
half3 x = 2.0 * frac(p * C.www) - 1.0; 
half3 h = abs(x) - 0.5; 
half3 ox = floor(x + 0.5); 
half3 a0 = x - ox; 
 
// Normalise gradients implicitly by scaling m 
// Approximation of: m *= inversesqrt( a0*a0 + h*h ); 
m *= 1.79284291400159 - 0.85373472095314 * ( a0*a0 + h*h ); 
 
// Compute final noise value at P 
half3 g = half3(0,0,0); 
g.x = a0.x * x0.x + h.x * x0.y; 
g.yz = a0.yz * x12.xz + h.yz * x12.yw; 
return 130.0 * dot(m, g); 
} 
 
// Ridged multifractal 
// See "Texturing & Modeling, A Procedural Approach", Chapter 12 
half ridge(half h, half offset) 
{ 
h = abs(h);     // create creases 
h = offset - h; // invert so creases are at top 
h = h * h;      // sharpen creases 
return h; 
} 
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half ridgedMF(half2 p) 
{ 
half lacunarity = 1.0; // do noting we don't need fractals 
half gain = 0.5; 
half offset = 0.9; 
half sum = 0.0; 
half freq = 1.0, amp = 0.5; 
half prev = 1.0; 
for(int i=0; i < 2; i++) 
{ 
half n = ridge(snoise(p*freq), offset); 
sum += n*amp; 
sum += n*amp*prev;  // scale by previous octave 
prev = n; 
freq *= lacunarity; 
amp *= gain; 
} 
return sum; 
} 
 
v2f vert (appdata v) 
{ 
v2f o; 
o.vertex = UnityObjectToClipPos(v.vertex); 
o.uv = v.uv; 
o.color = v.color; 
o.color.r = abs(_Invert - o.color.r); 
return o; 
} 
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fixed4 frag (v2f i) : SV_Target 
{ 
half2 st = i.uv.xy/_Size.xy; 
st.x *= _Size.y/_Size.x; 
half2 pos = st*3.; 
half DF = 0.0; 
// Add a random position 
half a = 0.0; 
half2 vel = half2(_Time.y*_Speed.x, _Time.y*_Speed.y); 
DF += ridgedMF(pos+vel)*_Size.z+_GradientSize.z; 
DF += ridgedMF(pos+vel*2)*_Size.z+_GradientSize.z; 
// Add a random position 
a = snoise(pos*half2(cos(_Time.y*0.15),sin(_Time.y*0.1))*0.1)*3.1415; 
vel = half2(cos(a),sin(a)); 
half q = smoothstep(_GradientSize.x,_GradientSize.y,frac(DF)); 
fixed alpha = clamp(0,1, (q+i.color.r))*i.color.g*_wc.a; 
fixed3 finalWaves = _wc; 
return  fixed4(finalWaves*alpha+_mc*(1-alpha),alpha+_mc.a); 
} 
ENDCG 
}} 
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ПРИЛОЖЕНИЕ Б 
Шейдер композиции буфера глубины статической сцены 
Shader "Custom/Depth From Texture" { 
 Properties { 
  _DepthMultipler("Depth Multipler", Float) = 0 
  _MainTex("Base (RGB), Opacity (A)", 2D) = "white" 
  _DepthTexture("Depth (R)", 2D) = "white" 
  _ViewDir("Camera Direction", Vector) = (0,0,1,0) 
 } 
 SubShader  
 { 
  Tags {  
   "Queue"="Transparent"  
   "IgnoreProjector"="True"  
   "RenderType"="Transparent"  
   } 
  LOD 200 
   
  
  Pass 
  { 
   ZWrite On 
   Blend SrcAlpha OneMinusSrcAlpha // use alpha blending 
   CGPROGRAM 
   #pragma vertex vert 
   #pragma fragment frag 
   #include "UnityCG.cginc" 
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   uniform float4 _MainColor; 
   uniform float _DepthMultipler; 
   uniform float4 _ViewDir; 
  
   sampler2D _MainTex; 
   sampler2D _DepthTexture; 
  
   struct vertOut 
   { 
    float4 pos : POSITION; 
    float4 worldPos : TEXCOORD1; 
    float2 uv : TEXCOORD; 
   }; 
  
   struct fragOut 
   { 
    float4 color : COLOR; 
    float depth : DEPTH; 
   }; 
  
  
   vertOut vert(float4 pos : POSITION, float2 uv : TEXCOORD) 
   { 
    vertOut OUT; 
    OUT.pos = mul(UNITY_MATRIX_MVP, pos); 
    OUT.worldPos = mul(_Object2World, pos);   
    OUT.uv = uv; 
    return OUT; 
   } 
  
 66 
   fragOut frag(vertOut IN) 
   { 
    fragOut OUT; 
    OUT.color=tex2D(_MainTex, IN.uv); 
    float4 depthColor = tex2D(_DepthTexture,IN.uv); 
   
    // EVALUATE DEPTH 
    float4 worldPos = IN.worldPos; 
    worldPos+= _ViewDir * (1-depthColor.r)*_DepthMultipler; 
// move world position to new depth 
  
    float4 projPos = mul(UNITY_MATRIX_VP, worldPos); 
    float depth = projPos.z / projPos.w; 
  
    OUT.depth = depth; 
  
    
    #if SHADER_API_MOBILE  
     OUT.depth = OUT.depth*.5 + .5; 
    #endif 
  
    return OUT; 
   } 
  ENDCG 
  } 
 }  
 FallBack "Diffuse" 
}  
