An earthquake forecast testing experiment for Japan, the first of its kind, is underway within the framework of the Collaboratory for the Study of Earthquake Predictability (CSEP) under a controlled environment. Here we give an overview of the earthquake forecast models, based on the RI algorithm, which we have submitted to the CSEP Japan experiment. Models have been submitted to a total of 9 categories, corresponding to 3 testing classes (3 years, 1 year, and 3 months) and 3 testing regions. The RI algorithm is originally a binary forecast system based on the working assumption that large earthquakes are more likely to occur in the future at locations of higher seismicity in the past. It is based on simple counts of the number of past earthquakes, which is called the Relative Intensity (RI) of seismicity. To improve its forecast performance, we first expand the RI algorithm by introducing spatial smoothing. We then convert the RI representation from a binary system to a CSEP-testable model that produces forecasts for the number of earthquakes of predefined magnitudes. We use information on past seismicity to tune the parameters. The final submittal consists of 36 executable computer codes: 4 variants corresponding to different smoothing parameters for each of the 9 categories. They will help to elucidate which categories and which smoothing parameters are the most meaningful for the RI hypothesis. The main purpose of our participation in the experiment is to better understand the significance of the relative intensity of seismicity for earthquake forecastability in Japan.
Introduction
The wide variety of approaches, which have so far been applied to earthquake forecasting, can be grouped into two major categories (Turcotte, 1991) . The first consists of approaches based on empirical observations of precursory changes in seismicity, ground motions and other quantities, and many others. Their main purpose is to provide reliable short-term forecasts (days to months) on a consistent basis. No promising approach has so far been identified, and the subject is beyond the focus of the present paper.
Approaches of the second category, aimed at longer-term forecasts, have larger potential for earthquake forecasting. A promising approach is one that is based on statistical patterns of seismicity. The Earth's crust has an extremely complex structure, and it is generally accepted that earthquakes are a chaotic phenomenon (Turcotte, 1997) . Therefore, like weather forecasting, earthquake forecasting should be considered on a statistical basis (Rundle et al., 2003) . A number of scientists have systematically developed statistical algorithms. A school of Russian researchers have studied seismic activation using the "CN" algorithm for a number of strong earthquakes in California and Nevada and using the "M8" algorithm for magnitude M > 8 earthquakes worldwide (e.g., Keilis-Borok, 1990 ; Keilis-Borok and Rotwain, al Tiampo et al., 2002; Holliday et al., 2005 Holliday et al., , 2006a Nanjo et al., 2006a, b, c; Zechar and Jordan, 2008) . The challenge we face is to move toward a systematic, prospective testing of the RI hypothesis under a well-controlled environment.
Amid resurgence in earthquake predictability research, the working group on Regional Earthquake Likelihood Models (RELM) established a facility for prospective testing of scientific earthquake predictions in California (Field, 2007 and reference therein). It was succeeded by an international partnership to develop a Collaboratory for the Study of Earthquake Predictability (CSEP), designed to support a global program of research on earthquake predictability (Jordan, 2006) . Prospective testing experiments are underway, under the CSEP framework, in California and elsewhere (http://www.cseptesting.org/). Japan is one of the newly designated regions. The Japan area is characterized by one of the highest seismic risks in the world, with very strong earthquakes of magnitudes M up to 8 or larger occurring offshore and up to 7 or larger occurring inland. To make the most of this condition, a CSEP prospective testing experiment, hosted by the Japanese testing center, was officially launched on 1 November 2009 (Nanjo et al., 2011 this issue) . The experiment consists of 12 categories, corresponding to 4 testing classes (1 day, 3 months, 1 year and 3 years) and 3 testing regions, each called "All Japan," "Mainland," and "Kanto" (Fig. 1) . Details of the experiment's "Rules of the Game" are given on the website: http://wwweic.eri.u-tokyo.ac.jp/ZISINyosoku/.
In this paper, we present an overview of the RI-based models that we have submitted to the testing center for 9 categories, corresponding to the 3-year, 1-year and 3-month classes and all three testing regions. We have submitted a total of 36 models: 4 variants, corresponding to slightly different representations of the RI hypothesis, for each of the 9 categories. They will help to elucidate which categories and which representations are the most meaningful for the RI hypothesis. The main purpose of our participation in the CSEP experiment is to better understand the significance of the relative intensity of seismicity for earthquake forecastability.
Evidence in Support of RI as a Seismicity Forecast Method
RI is a very simple algorithm, but it offers a viable approach to earthquake forecasting. Evidence in support of RI comes from three lines summarized below.
Advantage of RI over random forecasting
The RI method, along with the PI method, has been applied to prospective forecasting in a variety of tectonic regimes such as California and Japan, as well as worldwide (e.g., Rundle et al., 2002 Rundle et al., , 2003 Tiampo et al., 2002; Holliday et al., 2005; Nanjo et al., 2006a, b, c) . The output is a map of areas, within the seismogenic region, where earthquakes are forecast to occur within a 10-year time interval in the future. ROC (Relative Operational Characteristics) diagrams (Mason, 2003) and log-likelihood tests have indicated that both methods outperform random guessing under most circumstances. Holliday et al. (2006a, b) showed, in retrospective testing for California using ROC diagrams, that PI and RI had comparable accuracy at spatial forecasting (Mason, 2003) . They investigated the relative forecast accuracies of PI and RI as a function of time and found that their time variations were highly correlated with the occurrence of large earthquakes: RI outperformed PI during time intervals after 1960 within which M ≥ 6 earthquakes occurred. They also found that their approach was applicable to the Sumatra region and showed that RI performed better than PI during time intervals after 1980 within which M ≥ 8 earthquakes occurred. These studies suggest that RI is more effective than PI in forecasting large earthquakes. 2.3 Significant advantage of RI over the U.S. Geological Survey National Seismic Hazard Map (NSHM) Zechar and Jordan (2008) presented a method for testing alarm-based earthquake predictions by using the Molchan diagram (Molchan, 1990) , which is a plot of the miss rate ν as a function of the fraction τ of space-time occupied by alarm. To illustrate the method, they took the example of a 10-year experiment by Rundle et al. (2002 Rundle et al. ( , 2003 to predict M ≥ 5 earthquakes in California, and tested forecasts from three models: RI, PI, and the NSHM (a model that comprises seismicity smoothed over distances as large as 60 km, zones of background seismicity, and explicit fault information). The authors used the RI alarm function as the prior distribution, and computed the Molchan trajectories for the PI and NSHM forecasts. The Molchan trajectories for PI and the NSHM were close to the descending diagonal, indicating that neither PI nor the NSHM provided significant performance gains over the RI reference model. Their Molchan diagram, however, presents an incomplete test where only one forecast model (RI) was considered for setting up the null hypothesis. We used the same data and program, given as part of their online article, and took the NSHM as a reference. Figure 2 shows that both PI and RI lie far below the descending diagonal at >95% confidence (α < 5%) in the range ν = 0.0-0.5. This means that both PI and RI can deliver performance that is statistically superior to the NSHM at low miss rates ν, even though RI is the simplest algorithm among the three. When we took PI as a reference, we found that neither RI nor the NSHM provided significant performance gains over the PI reference model.
RI forecast associated with large earthquake occurrence
The challenge that remains is to depart from specific case studies like this one and move toward a systematic, prospective testing under the well-controlled environment of the CSEP Japan experiment.
Formulation

Alarm-based RI and its modification
In this section, we first give basics of the RI algorithm and then describe how we have modified it by introducing spatial smoothing of seismicity. This modification does not violate the RI hypothesis. Rather, our idea was to investigate whether the introduction of smoothing into RI modeling could enhance the performance of earthquake forecasting. A majority of seismicity-based forecast models use smoothing (Kagan and Jackson, 2000; Kafka, 2002;  Data points lying below these boundaries reject the alarm region null hypothesis. In this plot, both PI and RI are significantly better than the NSHM at forecasting future earthquakes in the range ν = 0.0-0.5 at the 95% confidence level (or α < 5%). We used the same data and program as in the online supplement to the Zechar and Jordan (2008) paper. Kossobokov, 2004; Rhoades and Evison, 2004; Helmstetter et al., 2006 Helmstetter et al., , 2007 . Introduction of smoothing into modeling is meant to reflect the fact that earthquakes are more prone to occur in the neighborhood of locations where earthquakes happened in the past. A physical basis for this likelihood enhancement can be found in the concept of fault interactions via the Coulomb Failure Function (CFF). The locations of subsequent earthquakes occurring off the main shock fault can be explained by spatial variations of the CFF (e.g., Stein et al., 1992) . The influence of an earthquake is neither isotropic nor uniform. As a simple solution, however, we use uniform and isotropic smoothing in the wake of previous studies (Nanjo et al., 2006a; Holliday et al., 2007) . We do not consider distance-dependent smoothing, although most of the existing smoothing procedures take distance into account (e.g., Kagan and Jackson, 2000) . This is only an initial attempt, and future modifications of our RI modeling may involve the introduction of distance-dependent and anisotropic smoothing. Ogata (2011 this issue), for example, modified the space-time variant of the epidemic type aftershock sequence (ETAS) model (e.g., Ogata, 1998) to deal with anisotropic clustering.
There are still more reasons in favor of smoothing. First, all earthquake catalogs that researchers use have limited time coverage. For example, the data we use start only from 1998. This means that, on a high-resolution grid such as the one used in the CSEP Japan experiment, many bins can remain statistically "empty," even in areas of high seismicity. Smoothing helps to compensate for such insufficiency of data. Second, uncertainties in epicentral locations can be larger than the grid size, particularly in older parts of catalogs. Smoothing can be used to account for such location errors. In our case, however, this second reason does not apply, because the location errors are smaller than the grid size. At any rate, the fundamental question is whether smoothing enhances the performance of earthquake forecasting.
The RI formulation involves two periods: a forecast period from t 2 to t 3 (t 2 < t 3 ), which is fixed under a predefined rule, and a learning period from t 0 to t 1 (t 0 < t 1 < t 2 ), which may be defined by the modeler. We forecast seismicity during the period from t 2 to t 3 using information on earthquakes that occurred during the learning period.
In the original RI approach, the first step is to divide the region of interest into a grid of boxes. We count the number of earthquakes, of M larger than the lower cutoff magnitude (M L ), that occurred in the ith box during the period from t 0 to t 1 , and denote it by n i (t 0 , t 1 , M L ). The corresponding number is counted for all boxes. The relative share of the number, or the relative intensity of seismicity, is defined by
where the sum over j is taken over all boxes. RI hypothesizes that large earthquakes are likely to occur, during the period from t 2 to t 3 , in boxes with large
values. This type of approach is called alarm-based forecast. RI forecast is binary: an earthquake is forecast to occur in the ith box if P i (t 0 , t 1 , M L ) exceeds a given threshold, whereas it is forecast not to occur if P i (t 0 , t 1 , M L ) is smaller than the threshold. The standard approach to evaluate a binary forecast is to use the Molchan diagram (Molchan, 1990) and the ROC diagram (Mason, 2003) .
We modify the original RI approach by introducing a process of data binning. This idea was first introduced to improve PI forecasts (Nanjo et al., 2006a; Holliday et al., 2007) , but we take a slightly revised approach to RI modeling. We introduce a smoothing parameter (S) and count the number (n sb ) of boxes that lie within a distance S of the center of the ith box: the larger the parameter S, so is the number n sb . Data binning is implemented by averaging the seismicity in the ith box and in the n sb surrounding boxes. For example, if an earthquake of M ≥ M L occurred in the ith box during the period from t 0 to t 1 , we assign (n sb + 1) −1 to the ensemble of the ith box and the n sb boxes that surround it. This smoothens spatial patterns of seismicity: the larger the S value, the smoother. When S is so small that n sb = 0, the situation becomes the same as the original approach with no smoothing.
Limitation of the CSEP testing
A limitation of the CSEP testing is that the N-, L-, and Rtests, as defined by the CSEP , cannot evaluate a forecast that involves zero-probability boxes if a target earthquake occurs in one of them. To make an RI forecast model testable, we artificially assign the smallest among all non-zero values of
Given that the sum of all probabilities i P i (t 0 , t 1 , M L ) should be equal to 1 and that the number of zero-value boxes can be very large, this procedure can significantly lower the probabilities in the nonzero-value boxes. This is therefore a simple but imperfect process. There is currently no logical basis for assigning a non-zero value to every box with P i (t 0 , t 1 , M L ) = 0 in the RI framework. We shall address this point in more details in a companion paper by Yamashina and Nanjo (2011 in press) , which discusses how best to assign probabilities to zero-value boxes in order to optimize the RI model for earthquake forecasting in Japan.
CSEP-testable representation
Within the CSEP testing framework, any model must forecast the number of earthquakes, λ i M , that occur in the ith box and fall into the magnitude bin M. Each bin represented by M ranges from M − 0.05 to M + 0.05. The consecutive magnitude bins are M = 4.0, 4.1, ..., 9.0 for the 3-month class and 5.0, 5.1, ..., 9.0 for the 1-year and 3-year classes. Our challenge was to convert RI from the original alarm-based forecast to a CSEP-compatible one. Below we briefly explain how we did this.
We first estimate the total number of events with M ≥ M L during the learning period t 0 to t 1 and call this N T . We next infer the number of events with M ≥ M L to occur within a time interval of length t ≡ t 3 − t 2 by the formula
by N T t (t 1 − t 0 ) −1 to estimate the number of events with M ≥ M L that occur in the ith box during the forecast period of length t.
To extrapolate our forecast to any magnitude bin represented by M 1 ≤ M < M 2 , we use the Gutenberg-Richter (GR) frequency-magnitude law:
where the parameters A and b are constants and N is the number of earthquakes with
. This is the formula to forecast the number of events with M ≥ m that occur in the ith box during the period from t 2 to t 3 . Subtracting the value of N = 10 β(m) calculated for m = M 2 from that calculated for m = M 1 , we finally obtain the forecast number (λ i M ) of events in the ith box that fall within the bin M 1 ≤ M < M 2 during the period from t 2 to t 3 :
Data
Following the CSEP "Rules of the Game," the testing center has provided all modelers with a JMA earthquake catalog for them to use in their forecast modeling. The catalog contains earthquakes that occurred from 1965 on, and was complete up to 31 January 2009 as it was provided to the test participants.
A majority of earthquakes form parts of sequences, such as swarms or aftershocks. It is generally recognized that attempts to eliminate earthquake clusters, or decluster them, usually end up imperfect. In fact, "traditional" declustering techniques (e.g., Gardner and Knopoff, 1974; Reasenberg, 1985) are fairly arbitrary in the choice of parameters and often fail to provide satisfactory results. Recently, new stochastic methods have been presented (e.g., Zhuang et al., 2002; Marsan and Lengline, 2008 ) that address such concerns and seem to be quite suitable for studies that work in a probabilistic framework (like in the present study). Nonetheless, as stated in different ways by a number of researchers, declustering is still not a unique process because there is no unique and authorized definition for mutually dependent events. In the light of this situation, we have decided to avoid the introduction of such ambiguity relevant to declustering, and instead to make forecasts on the basis of a non-declustered catalog (the original catalog where aftershocks and swarms have not been eliminated). Declustering earthquake catalogs for RI-type models presents a major challenge, because no previous study has ever investigated whether it improves forecast ability (Rundle et al., 2002 (Rundle et al., , 2003 Tiampo et al., 2002; Holliday et al., 2005 Holliday et al., , 2007 Nanjo et al., 2006a, b, c) . We shall come back to this point in more details in Section 5.
Seismic networks used for compiling the JMA catalog have gradually been modernized over time. To complement its own nationwide network, the JMA started, in October 1997, real-time processing of waveform data from a number of other seismic networks in Japan. Nowadays, about 1,200 seismometers are in operation under the JMA hybrid network. These changes have significantly expanded the network coverage and have greatly enhanced earthquake detection capabilities. For model optimization and forecast generation, we restrict our analysis to the period after 1998.
By way of preliminary analysis, we did a simple test of location errors for M ≥ 2 events from 1998 onward that are listed in the JMA catalog. As we will explain later, the catalog can be considered complete above M = 2. We found that typical errors were on the order of 1 km in latitude, longitude, and depth, which is smaller than the grid size. We therefore assume that errors are not taken into account in the input dataset.
In fact, the depth accuracy tends to be poorer in offshore areas. In some cases, the errors are fairly large even in inland regions, because the 1D model used by the JMA does not take lateral velocity heterogeneities into account. For example, a Joint Hypocenter Relocation (JHR) study on the aftershocks of the 2004 Mid-Niigata Prefecture earthquake (Shibutani et al., 2005) showed biases of the original JMA hypocenters of about 3 km, both vertically and horizontally. However, such errors are unlikely to affect the results of this study, because the grid size still remains larger than the location errors (about 3 km).
Application to the Japan Experiment
Previously, RI was used in 10-year experiments to predict earthquakes in California, in Japan, and on a worldwide basis (Rundle et al., 2002 (Rundle et al., , 2003 Tiampo et al., 2002; Holliday et al., 2005 Holliday et al., , 2007 Nanjo et al., 2006a, b, c) . Following these studies, we first applied RI to the long-term (3-year and 1-year) classes. These classes are suitable for the application of RI models, which tend to produce time-invariant forecast patterns, whether the application is based on a nondeclustered catalog, or on the use of declustering as was done by Helmstetter et al. (2006) . Because RI models cannot cope with the effects of aftershocks, the application of RI to shorter-term classes presents challenges, but we have applied RI to the 3-month class as well to assess the potentials and limitations of RI-based short-term forecasting. We shall address this point in Section 6.
In computing λ i M in an RI-based forecast, the parameters (t 0 , t 1 , M L , b, S, depth, and the box size) can be tuned by the modeler, whereas t 2 and t 3 (and therefore the interval t) are predefined by the "Rules of the Game." To tune the parameters, we have used available data on past seismicity. We have also carried out a comparative test to decide whether we should use a declustered or a non-declustered catalog for generating the input. A set of parameters, tuned to produce the best retrospective forecast for the seismicity of a certain time interval in the past, does not necessarily best forecast the seismicity of other time intervals, including intervals in the future. We have therefore preferred to determine the individual parameters independently rather than determine their optimal set by retrospective forecasting. Below we briefly describe the target depth range and the box size, and explain the rationale for the choice of each parameter. All parameter values are summarized in Table 1 .
Depth range and the box size
We considered all events down to a depth of d = 100 km in the forecast generation for the testing regions "All Japan" and "Kanto," because for these regions, forecast should be targeted at earthquakes of d ≤ 100 km according to the "Rules of the Game". For the same reason, all events down to 30 km depth were considered for the testing region "Mainland."
The testing center has provided modelers of "All Japan" with a list of nodes (longitude and latitude pairs), at each of which λ i M has to be computed. The node spacing is 0.1
• in both latitude and longitude. In RI modeling, we considered a set of boxes sized 0.1
• in both latitude and longitude and centered at each of the prescribed nodes. We repeated the same procedure for "Mainland" and "Kanto," except that the node spacing was 0.05
• for the "Kanto" region. The angles of 0.1
• and 0.05
• roughly correspond to lengths of 10 and 5 km, respectively. Because these lengths are obviously larger than the location errors described in Section 4, the errors were not taken into account during the data binning stage of the modeling.
Completeness magnitude
M L should desirably be smaller because, as previous studies have indicated, the making of any RI forecast map should ideally involve as small events as possible (e.g., Rundle et al., 2002 Rundle et al., , 2003 Tiampo et al., 2002; Holliday et al., 2005; Nanjo et al., 2006a, b, c) . However, small events more often fail to be detected than larger ones. It is therefore necessary to evaluate the completeness magnitude (M C ), above which all events can be relied upon to have been catalogued. Various techniques to compute M C and their practical applications were reviewed by Wiemer and Wyss (2002) . A method frequently used is to define M C as the point of deviation from the GR distribution (Eq. (1)).
We adopt a GR-based approach called the EMR (EntireMagnitude-Range) method (Woessner and Wiemer, 2005) , which is implemented in ZMAP, a seismicity analysis software (Wiemer, 2001) . To map the distribution of M C , we have used a grid with a node spacing of 0.3
• . At each node, we sample the 300 nearest earthquakes and, by setting an upper limit of 100 km on the distance to sampled earthquakes, exclude low-or no-seismicity areas from the mapping nodes, because larger distances no longer reflect local seismicity.
For "All Japan" and "Kanto," we have considered events of depths d ≤ 100 km from 1 January 1998 onward to make the M C map in Fig. 3(a) . The polygons in the figure delineate these testing regions. M C is typically smaller than 2.0 on the mainland of Japan. As is naturally expected, M C is higher in offshore regions than within the coverage of the seismic network, and exceeds 2.5 more than 100 km off the shores. In the "Kanto" region including coastal areas, the maximum M C is about 2.5. We have therefore chosen M L = 2.5 for this region. M C values of over 3.0 can be observed near the outer boundaries of the "All Japan" region, but we have set M L = 3.0 for "All Japan" by visual inspection, because the areas of M C ≥ 3.0 are not significant.
We did the same M C mapping to determine M L for the "Mainland" region, except that the depth range was limited to d = 0-30 km (Fig. 3(b) ). On Japan's mainland, the pattern of M C is much the same as in the case of d = 0-100 km ( Fig. 3(a) ). This is natural because, in both cases, a majority of the earthquakes used were shallow inland events. In offshore regions, however, there are some differences. For one thing, M C tends to be larger in Fig. 3 (a) than in Fig. 3(b) along the Pacific Ocean and Philippine Sea coasts. For another, M C is mapped, in Fig. 3(a) , in the waters between the Izu and the Bonin Islands but not in Fig. 3(b) . This is partly because deep subduction-zone events were included in the mapping of M C for Fig. 3(a) but not for Fig. 3(b) , and partly because the detection capabilities tend to be poorer for deep events than for shallow events. At any rate, the "Mainland" does not include the offshore regions. We have chosen M L = 2.0 by the inspection of Fig. 3(b) .
b-value
According to a recent study (Ishibe and Shimazaki, 2009) , b typically takes values of 0.8-1.0 for earthquakes in Japan. We first examine the validity of this statement by using three datasets: (a) earthquakes of d ≤ 100 km in and around Japan, or in the testing region "All Japan"; (b) earthquakes of d ≤ 30 km on Japan's mainland and in coastal areas, or in the testing region "Mainland"; and (c) earthquakes of d ≤ 100 km in the "Kanto" region. The target period is from 1 January 1998 to 31 January 2009 for all cases. In Fig. 4(a-c) Table 1 . These results validate the statement that b typically lies between 0.8 and 1.0.
In hazard-and forecast-related projects, the b-value in Eq. (1) is either taken as a global constant or is allowed to vary spatially, and there is currently no clear-cut scientific basis to determine which approach is better (e.g., Wiemer and Schorlemmer, 2007) . Because RI is based on simple counts of the number of past earthquakes, the A-value in Eq. (1) is definitely more important than the b-value for forecasting future events. We therefore assume that b = 0.9 is a good enough approximation for highlighting the features of the RI-type approach, and use it for all testing regions.
Smoothing parameter
No recommended value is known for S, although we have explained the physical basis and other reasons of importance of this parameter in Section 3. As stated above, we did not tune S by retrospective forecasts of seismicity. We have produced four variants of forecast models, each corre- sponding to S = 10, 30, 50, and 100 km.
Learning period
The learning period should preferably be longer in any RI-type forecast modeling (e.g., Rundle et al., 2002 Rundle et al., , 2003 Tiampo et al., 2002; Holliday et al., 2005; Nanjo et al., 2006a, b, c) . We therefore set t 0 as old as 1 January 1998, and used all events up to time t 2 in the forecast generation: t 1 = t 2 .
Declustering versus non-declustering
An RI-type model based on a non-declustered catalog may overestimate future seismicity rates near the epicenters of large earthquakes in the past, because aftershocks that dominate seismicity near those epicenters are included in the forecast generation. Declustering earthquake catalogs for use in RI-type forecasts is a challenging subject because, as discussed in Section 4, no clear-cut and authorized definition of aftershocks has so far been agreed upon.
The time-invariant forecast model, discussed by Helmstetter et al. (2006) , is essentially an RI model that involves catalog declustering. Unfortunately, however, it is not always easy to investigate whether such a declusteringbased RI algorithm has poorer or better forecast accuracy. This is because declustering reduces the number of earthquakes in a catalog, typically to less than half the original number, although details may depend on the algorithm used. This means that, unless a large smoothing factor is used, the target earthquake locations may very likely fall into "empty" boxes when the region in question has low to moderate seismicity. Japan, on the contrary, is one of the most seismically active regions in the world, so it offers a precious locale for testing whether non-declustering, or declustering, has better accuracy in retrospective seismicity forecasts. To decluster the JMA catalog from 1998 onward for the depth range d ≤ 100 km, we have decided to use the approach of Reasenberg (1985) , because it is simple in idea, is easily implementable being a constituent function of the ZMAP software (Wiemer, 2001) , and also because it is popularly used by a large number of researchers (e.g., Wiemer and Schorlemmer, 2007) . We recognize that the test results can differ according to what specific method of declustering is used.
Our statistical test is based on log-likelihood (LL) that is used to evaluate the consistency of a forecast (a set of λ i M ) with observations (a set of target earthquakes). We define LL as LL = i {−θ i + ω i log θ i − log(ω i !)}, where θ i is the sum of λ i M over all target magnitude bins (θ i ≡ M λ i M ) for the ith box, and ω i is the number of target earthquakes. This is a simplified version of the CSEP test . Our test compares forecasts in terms of LL: the larger the LL value, the better the agreement between forecast and observation. A useful measure for comparison here is the logarithm probability gain per earthquake: LG = (LL nd − LL d )/N t , where N t is the total number of target earthquakes (N t = i ω i ), and LL nd and LL d are the log-likelihoods for the non-declustered and declustered catalogs, respectively. LG was modified from a measure used by Helmstetter et al. (2007) . A positive LG > 0 would indicate that the use of the original, non-declustered catalog has better forecast capabilities than the use of the declustered catalog.
The results are shown in Fig. 5 . In generating the forecast, we used the parameter values listed in Table 1 and smoothing parameters of S = 10, 30, 50, and 100 km. The parameters in Table 1 were selected on the basis of the nondeclustering case, but we have assumed that they are applicable to the declustering case as well. We conducted tests for the "Kanto," "Mainland," and "All Japan" regions. We considered three testing classes, with two different forecast periods for each case: the starting days were t 2 = 1 Jan- Fig. 6 . Retrospective forecasts for the testing region "All Japan." The top, middle, and bottom rows correspond to the 3-year (a, b, c, d), 1-year (e, f, g, h) , and 3-month (i, j, k, l) classes. The four columns correspond to smoothing parameters of S = 10 (a, e, i), 30 (b, f, j), 50 (c, g, k) , and 100 km (d, h, l) In other words, the use of the declustered catalog has, in some cases, better abilities to retrospectively forecast seismicity than the use of the original, non-declustered catalog, but the reverse is true in other cases. Further, LG does not vary significantly with S, which means that smoothing seldom affects the relationship between non-declustering and declustering in terms of the forecast accuracy.
To conclude, declustering a seismic catalog does not necessarily improve the forecast capabilities of our RI-based approach. There is therefore no clear-cut scientific basis for preferring either the use or the non-use of declustering. As discussed in Section 4, declustering so far remains an imperfect and unauthorized procedure, and so we prefer to avoid the introduction of ambiguity relevant to declustering. This is why we have decided to use the original, nondeclustered catalog.
Final Models
Based on the RI hypothesis, we prospectively forecast the number (λ i M ) of earthquakes at each node for each of the magnitude bins 4 ≤ M ≤ 9 for the predefined, consecutive 3-month periods (starting at t 2 = 1 November 2009, 1 February 2010, ...). Similarly, we forecast the corresponding number for each of the magnitude bins 5 ≤ M ≤ 9 for the predefined, consecutive 1-year periods (starting at The combination of these testing classes and the 3 testing regions, "All Japan," "Mainland," and "Kanto," defines a total of 9 forecast categories. For each category, we submitted 4 executable computer codes, corresponding to the different smoothing parameters, to the Japanese testing center. By creating a total of 36 models, we have intended to investigate which categories and which smoothing parameters were the most (or the least) meaningful for the RI hypothesis. For RI modeling, we set the parameters as listed in Table 1 . The time t 3 is fixed at t 2 + t ( t = 3 months, 1 year, and 3 years) for the 3 testing classes. In forecast implementation, for each given set of t 2 and t 3 , we equated t 1 to t 2 and asked the testing center to provide a JMA catalog that contained earthquakes up to t 1 (= t 2 ) as the input information. Figure 6 shows images of the models submitted for the testing region "All Japan": the 3-year, 1-year, and 3-month classes were used to create the images in the top, middle, and bottom rows, respectively. The four columns correspond to the smoothing parameters of S = 10, 30, 50, and 100 km, respectively, from left to right. To create these images, we used the non-declustered ( A notable exception is the Miyakejima Island to the south of Tokyo (marked in red in Fig. 6(a) ). An earthquake swarm, associated with volcanic eruptions on the island, started on 26 June 2000. Since then, there have been 74 earthquakes of 5 ≤ M < 6 and 6 earthquakes of M ≥ 6. Fig. 6 for the "Kanto" testing region. The number of earthquakes (squares) that actually happened in the forecast periods is 9, 5, and 14 for the 3-month, 1-year, and 3-year classes, respectively.
This swarm enhanced the forecast seismicity rates on and around the Miyakejima Island, whereas no earthquake occurred in the target magnitude ranges during the forecast periods. This exemplifies why more elaborated models are needed for all classes, especially for the short-term, 3-month class, because our approach cannot take into account earthquake swarms such as this one. Despite this small incongruence, however, visual inspection basically seems to at least justify the use of our approach as a reference forecast model that can be invoked for comparative tests such as the one under the CSEP environment. Images for the "Mainland" and "Kanto" regions are given in Figs. 7 and 8 respectively. For the former, the total number ( i θ i ) of forecast events is 38.9, 12.3, and 24.9 for the 3-year, 1-year, and 3-month classes, respectively, and for the latter, the corresponding numbers are 11.5, 3.8, and 7.62, respectively. Again, general agreement between forecast and reality is visible in all images, even in the ones for the 3-month class.
Summary and Discussion
This paper presents at least two very important implications. First, the RI algorithm has most commonly been regarded as a reference against which to test other forecast models within the alarm-based framework. We have expanded RI from the original, alarm-based approach to a more general one based on probabilities. RI has thus evolved into a natural reference for comparative tests with any type of forecast models. Such tests will give an important answer to the question: "Does any specific forecast model give more information on earthquakes to happen in the future than just the known spatial distribution of seismicity rates in the past?" Second, we have incorporated spatial smoothing of seismicity rates into our RI-type models using four different values of the smoothing distance parameter S. Our goal is to understand which smoothing distance produces the best performance in prospective earthquake forecasting.
Smoothing also has negative effects. Seismicity is usually strongly concentrated in the neighborhood of faults. Smoothing "redistributes" seismicity rates by imparting them to less active areas outside of faults. When different forecast models are compared, therefore, it is not recommendable to use a reference model with too heavy smoothing. The significant advantage of RI over the NSHM (Fig. 2) may, accordingly, be an artifact of a similar effect, because both PI and RI have much lower degrees of smoothing than the NSHM. This is similar to the advantage of just any forecast model over a uniform reference model: practically any model is expected to lie far below the diagonal in that case. To better assess the effects of smoothing on prospective forecasting, we have created a variety of RIbased models with different smoothing distances.
In summary, the RI models we have submitted allow for a systematic test of the hypothesis that the relative intensity of past seismicity based on simple counts can be used to forecast future moderate-to-large earthquakes in Japan. A possible future modification of RI modeling includes the incorporation of regional variations in the b-value , whereas in the present study, we used a constant b = 0.9 for all testing regions. Another possible modification is the use of a tapered Gutenberg-Richter law with a corner magnitude (Helmstetter et al., 2007) to avoid overestimating the forecast number of large events, whereas we have taken the standard GR formula of Eq. (1). It might be of interest to compare the currently implemented model with one with the proposed modifications to investigate whether those modifications significantly improve the forecasts of future seismicity. Although these possible modifications remain yet to be done, the results that we will obtain through the ongoing prospective forecast experiment in Japan are expected to provide essential materials for understanding the significance (or insignificance) of the simple relative intensity (RI) of seismicity for earthquake forecastability.
