We consider a problem of inference for the output of a computationally expensive computer model. We suppose that the model is to be used in a context where the values of one or more inputs are uncertain, so that the input configuration is a random variable. We require to make inference about the induced distribution of the output. This distribution is called the uncertainty distribution, and the general problem is known to users of computer models as uncertainty analysis. To be specific, we develop Bayesian inference for the distribution and density functions of the model output. Modelling the output, as a function of its inputs, as a Gaussian process, we derive expressions for the posterior mean and variance of the distribution and density functions, based on data comprising observed outputs at a sample of input configurations. We show that direct computation of these expressions may encounter numerical difficulties. We develop an alternative approach based on simulating approximate realisations from the posterior distribution of the output function. Two examples are given to illustrate our methods.
U 
We consider a deterministic complex computer model which computes an output y from input x. Since x will typically be a vector we refer to it as the input configuration, and to individual elements of x as inputs. The output y will be a scalar, typically one element of an output vector. We formally represent y as a function of x, y=g(x). A common scenario is that the values of one or more inputs are uncertain, typically because it is impracticable to measure the input. We therefore consider X, the 'true' input configuration, to be a random variable with distribution G(x). Consequently the output Y =g(X) is a random variable, and it is the distribution of Y, known as the uncertainty distribution, that is of interest.
If the model can be run at a large number of distinct input configurations with little computational effort, then the problem of uncertainty analysis has a straightforward solution. We first draw a large sample of random input configurations from the input distribution G(x), and then evaluate the output of the computer model at each sampled input configuration to obtain a random sample of outputs. From this Monte Carlo sample one can then make the required inferences for the uncertainty distribution. In this paper we are interested in the case where the computer model is computationally expensive, to the extent that the Monte Carlo approach is not practicable. This is because the sample of outputs will usually need to be large, to be certain of obtaining accurate inferences about the distribution of Y. Thus we need to find a way of learning about the uncertainty distribution without having to run the computer model a large number of times. We consider a Bayesian approach, which uses the information from each single model run to learn about the model as a whole, and so reduces the total number of runs needed.
It is important to note that, in an uncertainty analysis, we are considering the output of the model only, not the true value of the quantity that the model is attempting to predict. One may question whether or not deriving the distribution of Y should be of interest when the model is unlikely to predict reality correctly, in that the true value of Y will probably not be the true value of the unknown quantity of interest. First note that a good model can still be rendered ineffective by an unknown input, if the resulting uncertainty in Y is high. In general our goal is simply to quantify the information that is lost by not knowing the exact value of an input in a model. A decision to invest more resources in learning the true value of an input could follow from an uncertainty analysis.
Uncertainty analysis is one example of a variety of problems encountered by users of complex computer codes. Other issues include choosing design points at which to run the model so as to gain the maximum possible amount of information from a small number of runs of the model, determining the sensitivity of the output to different inputs, and how to calibrate the model to observations of reality. The use of statistical methods in computer experiments is the subject of Sacks et al. (1989) , and a Bayesian approach to various inference problems is given in O' Hagan et al. (1999) . The calibration issue is also considered in Craig et al. (1996) , and sensitivity analysis is the subject of Saltelli et al. (2000) .
Various summaries of the uncertainty distribution may be of interest to the model user. Previous work in the Bayesian approach to uncertainty analysis by Haylock & O'Hagan (1996) includes estimates of the mean and variance of the uncertainty distribution. In their examples the Bayesian estimates achieved accuracy comparable with Monte Carlo estimates, but with considerably fewer model runs. Haylock & O'Hagan (1996) also considered the posterior distribution function of the output at a specified input configuration. In this paper we follow on from their work by considering the distribution and density functions of the unknown output Y.
The central theory used in the Bayesian approach is modelling an unknown function as a Gaussian process, and this is discussed in the next section. In practice, the computation required for various inferences for the output is not always itself a simple task, and so in § 3 we present a simulation-based approach which can avoid some of the complications of more analytical methods. In § 4, we estimate the distribution function of the output of the computer model, and comment on some of the problems that are encountered. We show how these can be resolved by applying the simulation method. In § 5 we estimate the density function of the output, again by means of the simulation method. We apply our methods to a model which predicts the long-term dose following exposure to a unit quantity of radioactive iodine. This is a computationally cheap model, and so we can compare our inferences with Monte Carlo estimates based on very large sample sizes. We also give an application involving a computationally expensive computer model of patients suffering from osteoporosis.
I    G 
Gaussian processes have been used before for modelling computer codes; see Currin et al. (1991) and Haylock & O'Hagan (1996) . The key requirement is that g(.) be a smooth function, so that, if we know the value of g(x), we should have some idea about the value Bayesian analysis of computer experiments of g(x∞) for x close to x∞. It is this property of g(.) that will give us the opportunity to improve on Monte Carlo sampling, since the extra information that is available after each code run is ignored in the Monte Carlo approach.
For any set of points {x 1 , . . . , x n }, we represent our uncertainty about {g(x 1 ), . . . , g(x n )} through a multivariate normal distribution. The mean of g(x) is given by E{g(x) | b}=h(x)Tb, conditional on b. The vector h(.) consists of q known regression functions of x, and b is a vector of coefficients. The choice of h(.) is arbitrary, though it should be chosen to incorporate any beliefs we might have about the form of g(.). The covariance between g(x) and g(x∞) is given by cov{g(x), g(x∞) | s2}=s2c(x, x∞), conditional on s2, where c(x, x∞) is a function which decreases as |x−x∞| increases, and also satisfies c(x, x)=1 for all x. The function c(. , .) must ensure that the covariance matrix of any set of outputs {y
where B is a diagonal matrix of positive roughness parameters. For convenience, the conjugate prior for b and s2, the normal inverse gamma distribution, is assumed:
(2) In the examples given in this paper, we use the weak form of this prior, p(b, s2)3s−2. This implies an infinite prior variance of g(x), and we expect there to be cases when the model developer can provide some proper prior knowledge about the function g(.). We would not expect them to propose values for a, r, z and V in (2) directly, but suitable values can be found by asking the developer to estimate various percentiles of g(x), and then finding a, r, z and V such that the implied percentiles through the Gaussian process model are similar. This process is described in detail in Oakley (2002) .
The output of g(.) is observed at n design points, x 1 , . . . , x n , to obtain data d. We simply spread the design points to cover X, the sample space of X. The choice of design points is addressed in Sacks et al. (1989) . Given these data it can be shown that
where
Hence the outputs corresponding to any set of inputs will now have a multivariate t distribution, with covariance between any two outputs given by (4). Full details of the prior to posterior analysis can be found in O'Hagan (1994, pp. 244-6) . In the present paper we will simply condition on a posterior estimate of B, rather than taking into account the uncertainty that we may have. To allow for uncertainty in B, perhaps by the use of Markov chain Monte Carlo methods, we would have to elicit a proper prior distribution, since the posterior distribution for B with an improper prior is also improper.
For the small samples of data that we will typically be dealing with the likelihood can be quite flat. This is discussed in J. E. Oakley's 1999 Ph.D. Thesis from the University of Sheffield.
3. I       3·1. Generating random functions It is important to note that any summary of Y is also a random variable. For example, the mean of Y,
is a function of the random variable g(.), and so is also random. Hence Haylock & O'Hagan (1996) derive the distribution of E(Y ) and the mean and variance of var(Y ), when X has a normal distribution. The user may be interested in other summaries of Y, and in principle we could derive these from the posterior distribution of g(.). However, the analytical approach is only practicable for the simplest summaries. Haylock & O'Hagan (1996) could not, for instance, derive the distribution of var(Y ). Our focus in the present paper is to make inference about the distribution function and density function of Y, but first we present here a general computational method that can be applied to derive inference about any summary of Y, and may be used when analytical approaches are intractable.
Recall that deriving any summary of Y when the function g(.) is computationally cheap is straightforward, using the Monte Carlo approach. If we can generate functions from the distribution of g(.) that are themselves computationally cheap, then we can use the Monte Carlo approach to obtain realisations from the distribution of any summary of Y. For example, we could determine the distribution of E(Y ) through the following steps.
Step 1. Generate a random function g (i) (.) from the distribution of g(.), with the property that g (i) (x) can be evaluated quickly for any input x.
Step 2. Calculate
Step 3. Repeat Steps 1 and 2 to obtain a sample
We have the posterior distribution for the output at any input, given by (3). We cannot obtain an exact realisation of g(.), since in practice the set X of possible values of x is infinite, and to sample g(.) means to sample g(x) for all xµX. Instead we use the following procedure to obtain approximate draws from the distribution of g(.).
We choose n∞ points x∞ 1 , x∞ 2 , . . . , x∞ n∞ , which we will refer to as the simulation design points, as distinct from the original n design points, x 1 , . . . , x n , used to obtain the data vector d. We denote the random function we wish to generate by g (i)
(.). Noting Bayesian analysis of computer experiments that g(x∞ 1 ), . . . , g(x∞ n∞ ) have a joint t distribution as shown in § 2, we generate random data
also has a t distribution as given in (3), with the variance of g (i) (x) very small, if x∞ 1 , . . . , x∞ n∞ are well chosen and n∞ is large enough. Consequently, we can now approximate g (i) (.) by m* (i) (.), which is the posterior mean of g (i) (.) given the original n observations and the n∞ new sampled observations. For suitably chosen x∞ 1 , x∞ 2 , . . . , x∞ n∞ , the error in approximating g (i)
(.) by m* (i) (.) should be minimal. This process is then repeated to obtain a new realisation, g (j) (.).
3·2. Simulation design
One issue in the implementation of this technique is the choice of simulation design points. To do so optimally in any sense would be a complex issue, although one worthy of serious consideration. We will be restricted to sampling outputs at inputs which are some minimum distance apart, because to determine the distribution of g (i) (x) we need to invert the matrix A, the variance covariance matrix of the outputs g(
) and g(x j ) will be highly correlated, since c(x, x∞) increases as |x−x∞| decreases. Consequently, there will be two rows and two columns in A that are very similar. This in turn will make it difficult to invert A, and so the sampling process will become unreliable because of numerical error.
In our examples, we have applied the following simple 'greedy algorithm'. After generating a random function g (i)
(.) we will determine the corresponding summary such as
} by Monte Carlo methods, and so the only inputs at which we will want to know the outputs of g (i) (.) will be the inputs in the Monte Carlo sample. Denoting the Monte Carlo sample of inputs by D={x* 1 , . . . , x* N }, we choose the first design point to be the element of D that maximises c*(x)=c*(x, x). The next design point is then chosen to maximise c*(x) with the first simulation design point added to the original data; note that c*(x) is not dependent on the output values. This process is repeated to choose the remaining simulation design points.
3·3. Simulation error
The Monte Carlo error in this simulation technique can be estimated in the usual way, and can be made as small as is desired by drawing a large number of realisations of g(.), and by drawing a large number of X values to evaluate the summary for each g (i)
(.). However, a third source of error lies in the approximation of g (i)
(.) by m* (i) (.). If we denote the inference of interest by S{g(.), G(x)}, then the error results from approximating
. This can be reduced by increasing n∞, but in order to assess whether or not n∞ is large enough we need to assess the magnitude of this kind of error.
Suppose first that the required inference satisfies the condition that
}, for some particular inference. If we can find upper and lower bounds for the function g(.), we can find upper and lower bounds for S{g (i) (.), G(x)}. Thus, if the distance between the upper and lower bounds for S{g (i) (.), G(x)} is small, then S{m* (i) (.), G(x)} will be an adequate approximation of S{g (i) (.), G(x)}. An example of this is when we wish to estimate the distribution function, pr{g (i) (x)∏s}, which we denote by F (i) (s), for a randomly generated function g (i) (.). We estimate
where (x* 1 , . . . , x* N ) are randomly drawn from G(x). We can also obtain conservative lower and upper bounds,
for some appropriate value of a, such as the 99th percentage point from the posterior distribution of g (i) (x). If FL (i) (y) and FU (i) (y) are sufficiently close, or preferably indistinguishable, then we would be confident that the error in the approximation is acceptable.
It may not always be possible, or even necessary, to have n∞ large enough to obtain lower and upper bounds that are very close together. For large values of n∞, inverting the variance-covariance matrix of the simulation design points can be difficult because of numerical errors. There will also be inferences of interest that are not monotone functionals of g(.), such as the density function of Y. The main concern in approximating S{g (i) (.), G(x)} by S{m* (i) (.), G(x)} is that we will underestimate the posterior uncertainty about S{g(.), G(x)}. We should therefore examine the effect of increasing n∞ on quantities such as extreme percentiles of S{g(.), G(x)}.
3·4. Simulation example
We illustrate our simulation method with a simple one-dimensional example. We use the function g(x)=5+x+cos x, where x~N(0, 4). We set h(x)T=(1 x) and use the correlation function c(x, x∞)= exp{−0·5(x−x∞)2}. After evaluating g(x) at 5 points we derive the posterior distribution of g(.). We then sample g(.) at a further 16 points in the interval (−4·5, 4·5) to obtain one realisation. In Fig. 1(a) we have 5 realisations of g(.), shown by the solid lines, and a 95 percent interval for g(x) given the 5 original observations, shown by the dotted lines. Note that each realisation must pass through all the observed outputs. In Fig. 1(b) we have a 99 percent interval for one realisation g (i) (x), given the 5 original observations and the additional 16 sampled points. The 99% bounds only deviate enough from m* (i) (.) to be visible when |x|>4, which is outside the range of inputs where g(.) has been sampled or observed. As x~N(0, 4), we have been able to obtain a negligibly small variance of g (i) (x) for all x of interest.
E    4·1. T he mean and variance of the distribution function
Suppose there is some particular value of the output s which is considered critical in some sense. It is natural to ask what the probability is that the true output g(X) will exceed s. This motivates us to consider inference about the distribution function of Y, which we write as
where X is the sample space of x, and I{.} denotes the indicator function. Whilst the problem of estimating distribution functions has itself attracted much attention (Walker et al., 1999) , a novel approach will be necessary here. First, the data may not be a sample from the distribution of Y, if the design points are not chosen at random from G(x). In addition, we also have the opportunity here to use the information that the data give us about g(.). The set {x : g(x)<s} will be unknown, but we can derive the first two posterior moments of F(s). For the posterior mean we have
where the integrand pr{g(x)∏s} is evaluated with respect to the marginal posterior distribution (3). We may therefore evaluate this expectation for any s from (8) by numerical integration, but there are difficulties with this approach to inference about F(s). Care will be needed when evaluating (8) at points s=y j when g(x j )=y j has been observed. In this case we will have pr{g(x j )∏y j }=1 but, since we know little about the derivative of g(.) at x j , we will have considerably less certainty as to whether or not g(x j +e) exceeds y j for any infinitesimal e. Thus there is a discontinuity in the integrand at x=x j . We illustrate the discontinuity in (8) using a simple function with two inputs:
We set
We evaluate g(.) at 9 points, including the input (0, 0) where we observe g(0, 0)=7. In Fig. 2 we plot pr{g(x 1 , x 2 )∏7} for different values of x 1 and x 2 . (8) at s=7 using the example function
). The output g(0, 0)=7 has been observed.
The integrand in (8) is also an integral:
where the integral is over (−2, {s−m*(x)}/[s @ {c*(x)}D]) and where f T n−q (t) is the density function of a Student t random variable with n−q degrees of freedom. In his thesis, Oakley shows that, for small d, the function m*(x j +dx 0 ) is of order d and c*(x+dx 0 ) is of order d2. It follows that
with the result that
for any constant x 0 . The posterior covariance between F(s 1 ) and F(s 2 ), and in particular the posterior variance of F(s), may be obtained from
where the integrand is evaluated from the joint posterior distribution of g(x) and g(z), which is a bivariate t distribution. However, for the reasons just discussed, this integrand Bayesian analysis of computer experiments is discontinuous along the line x=z, the discontinuity being most marked if s 1 =s 2 , corresponding to computing the variance of F(s 1 ). Consequently, calculating the variance of the distribution function at any output involves integrating a function with discontinuities, and intensive computation may be involved. In some cases, the reduction in computing times that we are aiming to achieve using the Bayesian approach may be small.
4·2. Using simulation
Thus, although we can use expressions (8) and (9) to derive the posterior moments of F(.), for computational and other reasons the simulation approach is more useful. We extend the approach outlined in § 3 to simulate draws F (i) (.) from the posterior distribution of F(.). We first obtain a realisation g (i)
(.) using the method described previously. We now draw a random sample of inputs x* 1 , . . . , x* K from G(.), for some large value of K. Then, for the realisation g (i) (.), we can approximate F (i) (.), using the empirical cumulative distribution function
We obtain L realisations ) , and from this sample of random distribution functions we can obtain any required inference about F(.). For instance, the sample mean,
is an alternative to (8). However, since F(s) is constrained to take values between zero and one, the distribution of F(s) may be skewed for low and high values of s. Hence the mean of this distribution may be a poor location summary; it may overestimate F(s) at low values of s and underestimate F(s) at high values of s. Consequently, the sample median might be preferred as a location summary. Order statistics of the F (i) (s)'s will provide posterior probability bounds for F(s).
In addition to inference about F(.) we can consider the corresponding quantile function. Define p a to be the 100a percentile, such that F( p a )=a. The distribution of p a is given by
where pr{F(t)Áa} can be estimated using the method just described. We can then estimate p a by its median. Alternatively, we can find p (i)a , the 100a percentile for realisation i, for i=1, . . . , L , and then estimate p a by its sample mean.
4·3. Example: the 131I model We test these ideas with a computer code that models the behaviour of radioactive iodine in the human body. The model predicts the committed effective dose equivalent, a measure of detriment over a 50-year period after the exposure, following the ingestion of a unit quantity of radioactive iodine. The iodine accumulates in the thyroid gland, and there are two unknown parameters in the model, namely the mass of the thyroid gland, w, and the fraction of iodine absorbed by the thyroid, f. In view of a study by Dunning et al. (1981) , lognormal input distributions are used. We have log w~N(2·889, 0·4632) and log f~N(−1·315, 0·3552). Independence is assumed between log w and log f, and this completes the specification of G(.). We write x=(log w, log f ) and set h(x)T= (1, log w, log f ). For c(x, x∞) we use
Note that the transformation to the log scale has implications for the correlation structure; the correlation function is now only isotropic on the log scale. In his 1997 University of Nottingham Ph.D. Thesis, R. Haylock believed this to be appropriate for the 131I model, as correlations were expected to be smaller at inputs near the origin. We evaluate the function g(.) at 9 points, and estimate b 1 and b 2 by their posterior mode, as in Haylock's thesis.
The expected distribution function is calculated using (8), and is plotted as the dotted line in Fig. 3(a) . The 131I model is not computationally expensive, and so we are able to calculate the true distribution function, based on 100 000 algorithm evaluations, which is shown by the solid line. We have written 'dose' as the committed effective dose equivalent multiplied by 108. It can be seen that our estimate from just the nine observations is very accurate. We can also plot quantile distribution functions using the simulation method. We sample from the posterior distribution function of g(.) at 16 values of x to obtain one realisation g (i)
(.), then take a sample of 1000 random inputs x* k , evaluate m* (i) (.) at each of the inputs x* k to determine F (i) (.), and do this for 1000 realisations g (i) (.). In Fig. 3 (b) we plot the 2·5, 50 and 97·5 percentile curves. These can be used to make inferences about the quantile functions. If the 100a percentile estimate of F(s) is p, then the 100(1−a) percentile estimate of the p percentile is s. However, it is possible that these estimates of the upper and lower percentiles are over-confident, as we have not allowed for the uncertainty that we have about b 1 and b 2 .
E    5·1. T he mean and variance of the density function
Another useful summary will be the density function of Y, which may highlight features of the distribution of Y not apparent from the distribution function, such as multimodality. Bayesian analysis of computer experiments
We write the density function as f Y (s), which is defined by
As in § 4, density estimation is itself a large area of interest. Various methods are described in Silverman (1986) , and examples of the Bayesian approach are Escobar & West (1995) , Hjort (1996) and Roeder & Wasserman (1997) . For the same reasons as given previously, a novel approach particular to this scenario is required here. We first note that the true density function may not be defined everywhere, since the first derivative of g(x) may be zero at some input values. For simplicity we consider a one-dimensional input x. Let X have the distribution function F X (x). Assuming that g(x) is known for all x, we require the density of Y =g(X). Now suppose that there is a local maximum at g(x j ), and that g(x j )=c j , g∞(x j )=0, and g◊(x j )=k<0. Assume also that c j is not a local minimum for g(x) for some other value of x. Consider the density of g(X) at c j . For a positive, small value of h we write
which will be infinite. However if we write
then this limit is finite. Hence the density at c j does not exist. If g(x) has a point of inflection at x=x j then the density is infinite at c j . We can use a similar argument to show that the density may not be defined everywhere for functions with higher-dimensional inputs.
Depending on our observed data g(x 1 ), . . . , g(x n ), we may either have certainty that g∞(x)=0 at some value x, or at least nonzero probability that this is case, since if g(x j )<g(x j+1 ) then for all xµ(x j , x j+1 ) it is true that pr{g(x)<g(x j )}>0, assuming that the inputs x 1 , . . . , x n are arranged in ascending order, and similarly if g(x j )>g(x j+1 ).
We now derive the posterior moments of f Y (y). We have
Similarly, it can be shown that
Clearly, if we have observed g(x j )=y j then it follows that f g(x j ) (y j ) is infinite. For onedimensional inputs it is shown in Oakley's thesis that the integrand is of the form 1/(x j −x) for x close to x j , and so the integral diverges. In addition, by considering the distribution of the derivative of g(x), Oakley shows in his thesis that the density is finite with probability one. From the data we may have certainty that the density function will be infinite at certain outputs, but not necessarily where the posterior expected value of the density is infinite. We now consider obtaining an alternative estimator of the density function.
5·2. Density estimation via the simulation approach
We proceed on the basis that estimating the density of
(.) is relatively straightforward. We draw a large sample of inputs
. . , k, and estimate the density function f g (i) (X) (.) by kernel density estimation. Repeating this a large number of times will give us a sample of density functions f Y (1)
Other percentiles can be used to give pointwise bounds for f Y (y). A difficulty is that the median density function will not necessarily integrate to one. As an example, suppose we had randomly drawn three density functions which are all uniform,
The median density function of these three functions is given by
which integrates to 5 6 .
5·3. Example: T he 131I algorithm
Returning to the iodine model example, we now estimate the density function of the true output, using the simulation approach. We generate 1000 functions from the distribution of g(.), and for each function g (i) (.) we estimate the density of g (i) (X) using kernel density estimation based on 1000 sampled values of g (i) (X). In Fig. 4 we plot the 5th, 50th and 95th percentiles of the distribution of the density function, in addition to the 'true' density function, shown by the dotted line. In this case, there is very little difference between the mean and median density functions, and so the integral of the median density function should be very close to one.
6. E: O  We now apply these methods to a computationally expensive computer that models patients suffering from osteoporosis. The model is to be used in a cost-effectiveness study of various treatments for osteoporosis sufferers. Inputs in the model include risks of various bone fractures, relative to a patient receiving no treatment, and there is uncertainty about these risks for any particular treatment. Information about the efficacy of any treatment would come from clinical trial data. The model includes other nonrandom inputs, such as the age of the patient. Several outputs are returned by the model, relating to both the health of the patient and various costs incurred by the health provider. The output that we consider here is the treatment cost resulting from bone fractures that the patient might suffer. To be specific, the output is the population mean cost for all patients of a certain age. Obtaining a single run of the model currently takes the user around four hours of computing time. We consider a scenario where a patient receives a particular drug and there are uncertain relative risks of hip, spine, forearm and humerus fractures. Each of these relative risks is given a lognormal distribution. The true unknown value of the cost is then the output of the model when run at the true values of the four relative risks.
We first estimate the distribution function of the true population mean cost, using the simulation approach. Forty-seven runs of the code are available. Again, the covariance function given in (1) is used, with a diagonal matrix B, and we estimate the elements of B by their joint posterior mode. Note that the design points were not chosen optimally for this specific input distribution G, as here we are just reporting one result from a much broader study of the model involving many different input distributions. A further 350 simulation design points are chosen, using the algorithm described in § 3·2. Since the distribution function is a monotone functional of g(.), we can test to see if 350 points are sufficient. For one generated function g (1)
, we plot FL (1) (s) and FU (1) (s), as defined in (6) and (7), in Fig. 5(a) .
These two functions are very similar, and so we can be confident of not losing variability by approximating g (1) by m* (1) . Each single distribution function is estimated using a Monte Carlo sample of 1000 inputs, and we generate 1000 functions. In Fig. 5(b) we plot the median distribution function, and pointwise 95 percent intervals. For comparison, we also show the width of a 95 percent pointwise confidence interval of a Monte Carlo estimate based on 200 runs. It can be seen that the accuracy is comparable with our estimate.
Although 350 simulation design points were used, in this example 50 would be sufficient. Repeating the exercise using just 50 simulation design points results in a median distribution function and pointwise intervals that are almost identical to those obtained using 350 points, though with 50 points there is typically a clear gap between FL (i) (s) and FU (i) (s). Finally, we give an estimate of the density function of the true cost. The density function for each generated function is estimated using kernel density estimation. The kernel esti-Bayesian analysis of computer experiments mate is based on the same random sample of 1000 outputs for each function, and the same 1000 generated functions are used. The pointwise median and 95 percent intervals from the distribution of the density function are plotted in Fig. 5(c) . In this case, numerically integrating the median function gives a result very close to one, and so this function is already correctly scaled. The pointwise bounds show that there is reasonable scope for our estimate of the density function to change if we were to run the computer model more times.
D
We have extended the Bayesian approach to uncertainty analysis to include inference about the distribution and density functions of the unknown input Y. The simulation approach described in § 3 can in principle be used to obtain any inference about the uncertainty distributions. It also allows greater flexibility in choosing distributions for the unknown input parameters, since no assumption about the input distribution is made.
We have demonstrated that the Bayesian approach can be significantly more efficient in terms of computing time for smooth functions. In the examples considered, we were able to obtain estimates of the distribution function, with narrow posterior intervals, using a small number of model runs. There was more posterior uncertainty when estimating the density function, though this was to be expected. It is possible however that the uncertainty was underestimated in each case because of conditioning on fixed values of the roughness parameters. More research is needed on eliciting proper prior distributions for these parameters.
Finally, a general issue that should be considered is the sensitivity of the uncertainty distribution to G(x). This is an issue that is relevant to both the Bayesian and Monte Carlo approaches to uncertainty analysis. The expert is unlikely to be able to specify a distribution for X with absolute precision. It may be possible to make small modifications to G(x) and still have an acceptable description of the expert's uncertainty. Once the expert has specified G(x), there is no updating to a posterior distribution of X, and so G(X) must be elicited carefully.
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