In this paper we address the problem of e ciently implementing HiLog, a logic programming language with higher-order syntax and rst-order semantics. In contrast to approaches proposed in the literature that modify, or abandon the WAM framework in order to implement HiLog, our approach to the problem stems from a belief that the WAM should be an adequate abstract machine for the execution of any logic language with rst-order semantics.
Introduction
In 1], Chen, Kifer, and Warren explored the fundamental principles underlying higher-order logic programming, and, in particular, shed new light on why and how the \higher-order" Prolog features appear to work in practice. The key insight of that work is that what many applications require is a higher-order syntax and a rst-order semantics. As a result, a novel logic was proposed, called HiLog, that expands the limits of rst-order logic programming and provides a clean rst-order declarative semantics to much of higher-order logic programming, obviating the need for several non-logical features of Prolog.
Since its rst proposal, HiLog has gained noticeable popularity among many researchers in several di erent areas. Besides the area of logic programming, where it has been proposed as a framework to specify polymorphic types 23] and set abstractions 2], HiLog has also been used as a declarative query language for deductive 6, 16] and object-oriented databases 11, 12] . Despite its popularity, the viability of HiLog as a logic programming language depends on whether it can be implemented e ciently. In particular, the performance of a HiLog implementation must be able to compete with that of modern Prolog systems. Before we can expect Prolog programmers to use HiLog, it is absolutely critical that Prolog programs do not degrade in performance when run under HiLog implementations.
As mentioned, HiLog has a rst-order semantics and HiLog programs admit a natural encoding in predicate calculus. Direct use of this encoding provides a naive implementation of HiLog. The remaining issue in claiming an actual implementation of HiLog is the very poor performance of the encoded programs, especially when compiled in a WAM-based Prolog system using standard compilation techniques. The encoded HiLog programs generally contain few predicates with many clauses, and calls to these predicates do not execute e ciently with the discrimination provided by one argument indexing alone. Another problem is that WAM-based execution of HiLog encodings may generate extra overhead due to excessive record copying. The poor performance of the encoded programs has caused several research groups to abandon the idea of encoding HiLog in predicate calculus, and investigate alternative ways of implementing HiLog. The Glue-Nail system from Stanford 6] implements a subset of HiLog by an expensive adaptive optimisation technique that optimises queries to HiLog predicates at run time. An ongoing e ort from the University of Cape Town 14] proposes a WAM extension to implement HiLog. The basic proposed change is in the cell representation of structures; the functor position of a structure is stored as a normal cell, as opposed to the WAM, where it is stored as a special functor cell. Also, the arity must be stored separately in an arity cell, thus requiring an extra cell for each structure (at least for WAM implementations that store cells in a single machine word). Besides the space overhead, there is a corresponding increase in the time cost of manipulating structures and choice-point frames. As a result, programs that do not use any higher-order features (i.e. Prolog programs) are unnecessarily penalised by these overheads.
There are a number of reasons why we believe that it is better not to modify the underlying WAM implementation in an attempt to implement HiLog. All low-level Prolog optimisations and compilation techniques 5, 8, 20, 22] developed throughout the years would be immediately applicable; Prolog programs would not incur the extra cost of the WAM modi cations; and HiLog programs could run on any Prolog implementation. Indeed, in principle, the WAM 21] should be an adequate abstract machine for the execution of any logic language with rst-order semantics.
In this paper we propose a simple, yet complete solution to the HiLog compilation problem that satis es these requirements. To resolve the issue of e ciently implementing HiLog in the WAM we present a compile-time program transformation algorithm that specialises partially instantiated calls in HiLog programs. While doing so, it also transforms away the sources of ine ciency from the encoded HiLog programs. More speci cally, the main contributions of this paper are as follows:
1. A complete solution to the problem of HiLog implementation, which stays within the WAM framework. 2. A formal proof that HiLog programs that do not use any higher-order features execute at the same speed as Prolog programs, when compiled with the proposed scheme. 3. A completely automated call specialisation algorithm that uses global static information, but does not require user supplied annotations, information about the queries, or approximation of the dynamic behaviour of HiLog programs using abstract interpretation 3]. 4. Performance results showing that generic HiLog predicates execute much faster than generic Prolog predicates, and with only minimal overhead compared to non-generic Prolog ones. The syntax of HiLog and the compilation scheme presented in this paper have already been incorporated in XSB 17] . Various versions of XSB have been installed in hundreds of sites for educational, research and commercial use. Furthermore, the implementation of the HiLog compilation is available through anonymous ftp from cs.sunysb.edu and can be used in any Prolog system as a source-to-source transformation preprocessing step. This allows for implementations of HiLog in any Prolog system by simply changing its input/output predicates.
We conclude this section by mentioning that the technique presented in this paper is novel when viewed from the perspective of HiLog compilation. However, it shares ideas with compilation techniques whose purpose is to nd specialised, more e cient implementations of programs for some set of known (or derived) initial goals. More speci cally, it is in the same spirit as techniques developed in the areas of meta interpretation 7], program specialisation 22], and partial evaluation 9, 10] of logic programs. Although it shares some properties with the above works, (the closest being the work in 7]), there are also considerable di erences. Besides the di erences mentioned in consequence 3 above, our technique automatically handles impure constructs such as cuts, side-e ects and meta calls. Also, since it does not perform any unfolding 18] , it is independent of the selection strategy, and it is always guaranteed to terminate. Although we believe that the specialisation technique developed in this paper and its formulation are of interest in itself, the emphasis of this paper is not on the technique, but on its properties and the consequences that these properties have for the e cient evaluation of HiLog programs on any WAM-based Prolog implementation. In view of the results in this paper, we claim that HiLog provides a familiar, extremely simple, and promising logical framework for the e cient incorporation of higher-order features in declarative programming languages.
HiLog
We begin by brie y reviewing the syntax of HiLog and the encoding of HiLog terms in predicate calculus. We then discuss the reasons for the poor performance characteristics of the encoded programs, and, based on these reasons, we present requirements for e ciently executing HiLog on WAM-based Prolog implementations.
Syntax and Encoding of HiLog
HiLog provides a higher-order syntax for logic programs, allowing arbitrary terms to occur as the functor of a term (or predicate symbol of an atom). As an example, X(a,1) is a well-formed HiLog term. In HiLog, the distinction between individual terms on the one hand and predicates, functions, and atomic formulas on the other is eliminated. Thus, all terms can be manipulated as rst-class objects. Without going through all the formal details of HiLog, logic programs in HiLog are de ned as follows.
In addition to parentheses, connectives, and quanti ers, the alphabet of a language L of HiLog contains a countably in nite set V of variables and a countable set S of logical symbols. It is assumed that sets V and S are disjoint. Though the syntax of HiLog is higher-order, HiLog terms can be encoded into rst-order logic using a family of apply function and predicate symbols. A full development is given in 1]; we brie y sketch the encoding here. For a HiLog term t, of arity N 1, the encoding uses the apply symbol of arity N + 1, where the rst argument of apply/(N + 1) is the encoding of the term in the functor position of t, and the remaining N arguments are the encodings of the N arguments of t. The encoding of a term t 2 V S is simply t. For example, the HiLog term X(a,1) would translate into the term apply(X,a,1). This encoding provides a rst-order semantics for HiLog.
XSB 17] implements HiLog using a variant of the above translation. Logically, rst order terms are simply a subset of HiLog terms, but operationally, they can be encoded using the somewhat more e cient Prolog term representation. To allow exploitation of this fact, users can partition the set of logical symbols S into two sets, by using a hilog declaration. Symbols not declared as hilog are not encoded using the apply symbols when appearing in the functor position of a term of arity N 1.
Example 2.1 The HiLog program H in gure 1(a) would be encoded as program P in gure 1(b). Note that program P can be compiled in any Prolog system since it is a Prolog program. The only problem may be its e ciency. From here on and unless otherwise speci ed we use the term HiLog programs to mean HiLog programs that are encoded in predicate calculus using the presented encoding.
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Requirements for e cient HiLog execution
The main advantage of encoding HiLog in predicate calculus is that HiLog programs can execute on exactly the same abstract machine in which Prolog programs execute. Its main disadvantage is that the encoded HiLog programs, when compiled in WAM-based Prolog systems using standard compilation techniques, cannot execute as e ciently as their Prolog counterparts. This is primarily due to the loss of most of the indexing capabilities of the Warren Abstract Machine (WAM). The WAM allows compiled code to be indexed on a predicate basis rst, and, within the same predicate, clauses to be indexed on the outer functor of one of their arguments. Traditionally, hash-based indexing on the rst argument is used for clauses of the same predicate. The indexing of clauses not only speeds up the process of selecting the appropriate clauses to execute, but often prevents the creation of choice-points, and so results in less trailing. Both of these operations are among the most expensive operations of the WAM.
The issue of e cient clause discrimination is more important for HiLog programs than for typical Prolog programs. This is because HiLog programs generally contain very few predicates with many clauses. Notice that in example 2.1 all atoms are encoded with the same predicate symbol (apply/3). As a result, calls to HiLog predicates cannot execute e ciently with the discrimination provided by WAM-style indexing alone.
Even though loss of indexing is a major source of ine ciency, it is not the only one. Due to the encoding of the term in the functor position as the rst argument of the apply predicate and function symbols, HiLog clauses contain more head uni cation (get * or unify *) and more argument register (put *) WAM instructions than comparable Prolog clauses. For an instance of this, notice the recursive calls of the map(P)/2 and closure(Graph)/2 predicates of example 2.1. During execution on a structure-copying Prolog implementation, these calls build the same structures on the heap over and over again. As a result, more WAM instructions are executed for each recursive step, and heap consumption is increased. 1 With the risk of oversimplifying the requirements of an optimal HiLog compilation scheme, we expect that in most HiLog programs there will be a fair number of partially instantiated calls. The reason that we expect this property to hold generally, is that the rst argument of the apply predicates encodes the predicate name of the corresponding Prolog predicate. Most probably, at least all recursive calls to the same predicate will be partially instantiated. Since recursive calls are used in logic-based languages to express loops, we can expect that there is much to be gained by optimising even these calls only. By optimising calls here we mean a compile-time selection of the clauses that might be tried by these calls during execution. For example, a reasonable compilation requirement for the recursive call of the map(P)/2 predicate is to constrain at compile-time the set of clauses that have to be examined at run-time, and generate an instruction that is more e cient than an "execute apply/3" WAM instruction.
To satisfy these requirements, we present in the next section a compile-time program transformation that specialises (partially instantiated) calls in HiLog programs.
Optimising the HiLog encoding through Specialisation
In addition to the standard de nitions of logic programming, in our description of the specialisation algorithm we will also need the following de nitions. For the rst de nition, we assume that every 1 We note that these problems could be avoided on a structure-sharing Prolog system; however, all WAM-based, and most of modern Prolog implementations are structure-copying systems (see discussion in 19]).
clause in the program is labelled by a unique identi er.
De nition 3.1 (Immediately Selected Set) Let c be an atomic formula with predicate symbol p. We de ne the set of Horn clauses that are immediately selected by c, as the set of identi ers of clauses whose heads unify with c. We denote this set as Sel(c), and use Heads(Sel(c)) to denote the set of atoms in the heads of clauses in Sel(c). For every call c, Sel(c) is a safe compile-time approximation of the set of clauses that might be selected by c during run-time for its execution. Run-time instantiations of the call, or cuts in the bodies of the immediately selected clauses can further constrain the Sel(c) set. However, in the absence of any program analysis technique that infers the context conditions of c or the success conditions 4] of the body literals of the clauses in Sel(c), Sel(c) is the safest approximation of the selected clauses. An important concept for the optimisation of the HiLog encoding is the most speci c generalisation (or anti-uni er) of a set of atoms.
De nition 3.2 (Most Speci c Generalisation) Let T be a non empty set of atoms of predicate symbol p. A generalisation of T is an atom t g such that for all t 2 T, t is an instance of t g . A most speci c generalisation (or anti-uni er) of T is a generalisation t msg such that for all other generalisations t g of T, t msg is an instance of t g . It can be proven 15] that the most speci c generalisation of a non empty set of atoms always exists and is unique up to variable renaming. For notational convenience, we write msg(T) = t msg , although the most speci c generalisation is not a function.
De nition 3.3 (Bene ts from Specialisation) Let P be a program, c be an atom with predicate symbol p de ned in P, R be the set of identi ers of the clauses of p, Sel(c) be the set of clauses immediately selected by c, and g be a most speci c generalisation of the set Heads(Sel(c)) fcg. We say that c bene ts from specialisation if and only if either of the following conditions is satis ed:
Sel(c) is a proper subset of R. There exists an argument of g that is not a variable.
We say that a HiLog program P bene ts from specialisation if and only if it contains a call that bene ts from specialisation; otherwise we say that P is optimally specialised.
Let C be a set of calls (not necessarily to the same HiLog predicate). We partition C into a nite number of sets C g 1 S 1 ; C g 2 S 2 ; . . .; C g k S k where C g i S i = fcjc 2 C^Sel(c) = S i^m sg(Heads(S i ) fcg) is a variant of g i g:
Intuitively, calls end up in the same equivalence class if and only if they have the same set of immediately selected clauses S i , and their most speci c generalisations with the heads of the clauses in S i are identical (modulo variable renaming). For notational convenience we drop the g i superscript, and use the notation Sel(C S i ) to denote the set of immediately selected clauses of the equivalence class C S i .
De nition 3.4 (Representative) Let C be an equivalence class of calls to a predicate symbol p and let S = Sel(C) be the set of clauses immediately selected by the calls in C. Note that the notion of a representative of S 6 = ; for C is well-de ned since H is always nonvariable. This happens because all elements of the set C Heads(S) are atoms of the same predicate symbol p.
De nition 3. 
The specialisation algorithm
Algorithm Specialise in Figure 2 provides a very high-level description of the proposed specialisation of calls in a HiLog program. Given a program P, the algorithm produces a computationally equivalent residual program P 0 in which all partially instantiated calls to predicates that are de ned in P and bene t from specialisation are replaced by calls to specialised versions of these predicates. The expectation from this process is that the calls of the residual program can be executed more e ciently than their non-specialised counterparts. This expectation is justi ed mainly because of the following two basic properties of the algorithm.
Compile-time Clause Selection The specialised calls of the residual program P 0 directly select (at compile time) a subset containing only the clauses that the corresponding calls of P would otherwise have to examine during their execution (at run time). By doing so, laying down unnecessary choice points is at least partly avoided, and so is the need to select clauses through indexing.
Factoring of Common Subterms Non-variable subterms of the partially instantiated calls that are common with subterms in the heads of the selected clauses are factored out from these terms during the specialisation process. As a result, some head uni cation (get * Algorithm Specialise begins by collecting all (partially instantiated) calls to predicates that are de ned in program P. We allow for open HiLog programs, that is HiLog programs for which the de nitions of some predicates are missing or are imported from other modules. The second step of the algorithm nds and associates with each call c i , the set of program clauses Sel(c i ) whose heads unify with c i . Each of these sets contains the program clauses that have the potential of being selected for the execution of call c i during run-time. As mentioned in the previous section, in the absence of any information about the context conditions of c i , or the success conditions of each clause in Sel(c i ), the Sel(c i ) set is the best safe approximation of clauses that might be chosen for the execution of c i at run-time. Not all collected calls, however, can bene t from specialisation; calls that do not are eliminated in the third step. The ltering is based on de nition 3.3, and ensures that all remaining calls satisfy at least one of the previously mentioned properties of the algorithm. Even if step 1 collects all calls to predicates de ned in P, instead of the partially instantiated ones, all calls that are not partially instantiated will be eliminated in this third step. The fourth step groups the remaining calls into equivalence classes based on equality of their associated clause selection, and variance of the most speci c generalisations. We note that, in principle, this partitioning is not necessary, or can be based on any other clause containment hierarchy. It is essential, however, for the avoidance of unnecessary code explosion.
The actual specialisation of the calls is performed in the fth and sixth steps of the algorithm. The specialisation of partially instantiated calls is performed for one equivalence class of calls, C S i , at a time. In step 5:i: , a p 0 i -representative R i = (H i B i ) of the selected clauses Sel(C S i ) for the equivalence class of calls C S i is non-deterministically chosen. The head H i factors out all common ground subterms from the heads of the immediately selected clauses and from the calls that selected these clauses. In the body B i of the representative, p 0 i is a new predicate symbol of the appropriate arity that does not appear anywhere either in the HiLog original program, or in the portion of the residual program generated so far. So that the generated residual program P 0 has the same interface with other modules as P, we require that these new predicate symbols are internal to P 0 , i.e. we require that they are not accessible from other modules or the top-level. . We use the notation Specialise(P) for a residual program of P generated by algorithm Specialise. and that the recursive calls of the HiLog predicates map(P)/2 and closure(Graph)/2 that were specialised do not need indexing in order to select the appropriate clauses of predicate apply/3. Also, note that apply map/3 and apply closure/3 are Prolog predicate symbols, and WAM-style indexing is su cient for these predicates.
Properties of the HiLog Specialisation
In this section we present some properties of algorithm Specialise. Proofs for most theorems appear in the appendix. The rst theorem describes a basic property of the optimisation of the HiLog encoding. It states that for any goal G, the generated residual program P 0 of P gives exactly the same answers for G as P does, and furthermore, P 0 preserves the nite failure of calls to P. From the way algorithm Specialise is formalised (as one pass) it follows that it always terminates. However, we can prove an even stronger result. The following theorem shows that applying the same kind of specialisation to a residual program will never result in any further specialisations. Thus, one pass of the algorithm is su cient to guarantee an optimally specialised program (according to de nition 3.3). Theorem 4.2 (Idempotence of the Specialisation Algorithm) Let P be a HiLog program.
Then Specialise(Specialise(P)) = Specialise(P).
We now present a theorem that relates HiLog encoding of the predicates in a Prolog program and specialisation. We hold that this theorem is very important for HiLog. As pointed out by Nadathur and Miller 13], a challenge for any implementation of a higher-order logic programming language is to be as e cient on programs that do not use any higher-order features as standard Prolog implementations. What the following theorem shows is that calls in a Prolog program whose predicate symbols are encoded in HiLog and specialised by algorithm Specialise never execute slower than calls in the original Prolog program. To prove this, we will need the following de nitions.
De nition 4.1 (Identical up to Predicate Renaming) Let De nition 4.2 (Internally Called Predicate) Let P be a program. A predicate symbol p is said to be internally called in P if and only if it is de ned in P and P contains at least one call to p.
Given a HiLog program P, and a set of logical symbols S, we use the notation Encode(P; S) for the program obtained by applying the HiLog encoding to P, treating all symbols of S as symbols to be encoded, when in functor position, using the apply predicate and function symbols. We also use the notation Extract(P) for the program obtained by removing from P all apply/N clauses, for every arity N 2. Now we can prove the following. Theorem 4.3 Let P be a Prolog program, and R be the set of internally called predicate symbols of P. Provided that the sets of predicate and function symbols of P are disjoint, the following holds:
Extract(Specialise(Encode(P; R))) = Specialise(P)
Since Datalog programs do not contain any function symbols, the following is an immediate corollary of the previous theorem. are identical up to predicate renaming. We nally note that the requirement that only used predicate symbols are encoded, does not seriously restrict the class of programs for which the theorem holds. Instead of requiring all encoded predicates to be used, the same result could be achieved by simply adding open calls (calls having variables as arguments) for all unused predicate symbols of a program. In summary, using XSB, the specialised HiLog programs execute 2 to 4 times faster than those compiled using no specialisation (the last column gives the geometric mean of the speed-up ratio). To verify that these results generally hold, and do not depend on possible idiosyncrasies of XSB, the programs were source-transformed 3 and run under Quintus Prolog (release 3.0), and SICStus Prolog (version 2.1 #9). Similar speed-ups were observed (see Table 2 : Speed-ups obtained by using Quintus and SICStus Prolog.
general the speed-up obtained by using the specialisation algorithm is a function of the number of 2 Program qsort-> is similar to qsort but for the partition/4 predicate which is written using an if-then-else construct that in many Prolog systems avoids choice point creation. All benchmarks were run on a SPARCstation 2 with 64MB of main memory running SunOS 4.1.3. All programs are available by contacting one of the authors.
predicates of a particular arity. As mentioned in section 2, all predicates of arity N get encoded using the same apply/(N + 1) predicate. By simply adding to the programs more predicates of used arities, arbitrarily bigger speed-ups than those reported can be achieved. An advantage of specialisation is that the performance of the residual programs does not depend on the number of predicates of a particular arity.
The next set of benchmarks compares the e ciency of programs that use higher-order features. More speci cally, we compare, under XSB, the performance of di erent versions of the generic maplist and closure higher-order predicates, both operating on an extensional database (EDB) predicate forming a chain of 50 elements. The generic HiLog predicates are the ones given in example 2.1, and are optimised as in example 3.2. In each benchmark two Prolog predicates were used; a generic in which the EDB predicate is a parameter, and a non-generic in which the EDB predicate is hard-coded. The recursive clauses of the Prolog maplist predicates are shown below. Given these clauses, the base clauses of these predicates, and the similarly-looking Prolog predicates for closure should be easily deducible. Generic Prolog (=../2): map(P, H1|T1], H2|T2]) :-C =.. P,H1,H2], C, map(P,T1,T2).
Non-Generic Prolog: map of p( H1|T1], H2|T2]) :-p(H1,H2), map of p(T1,T2). Table 3 shows two sets of times for these benchmarks normalised to the specialised HiLog, and the non-generic Prolog case, respectively. In XSB, HiLog using specialisation clearly outperforms the set of generic predicates; HiLog programs run between 7 and 8 times faster than generic Prolog programs. Furthermore, compared to the specialised generic HiLog predicates, the non-generic Prolog predicates execute only 10-13% faster. This small overhead is due to the extra argument of the generic HiLog predicates (see predicates apply map/3 and apply closure/3 of example 3.2). Finally, to verify the performance gain of using HiLog for generic logic programming across di erent Prolog implementations, we compared the performance of generic Prolog, generic HiLog, and non-generic Prolog programs under Quintus and SICStus. For Quintus, a generic Prolog program using the library predicate call/N (implemented in Prolog) was also tested.
Generic Prolog (call/N): map(P, H1|T1], H2|T2]) :-call(P,H1,H2), map(P,T1,T2). The results, shown in Table 4 , generally resemble those obtained using XSB; but were somewhat unexpected for the expense of running generic Prolog predicates under Quintus.
Discussion
HiLog allows the incorporation of certain higher-order constructs in a declarative way within logic programming, while retaining a rst-order semantics. In this paper we addressed the issue of e cient execution of HiLog on WAM-based Prolog implementations. We identi ed the reasons for Table 4 : Normalised benchmarks of generic predicates using Quintus and SICStus.
the ine ciency of naively encoded HiLog programs in predicate calculus, and presented a complete solution to the problem of HiLog implementation. We have shown theoretically that the specialised encoding allows all HiLog programs that do not use any higher-order features to execute at the same speed as Prolog programs. Furthermore, we presented experimental results indicating that generic HiLog executes much faster than generic Prolog, and with only a minimal overhead compared to non-generic Prolog. The implementation of HiLog specialisation is available through anonymous ftp and can be used in any WAM-based Prolog system as a source-to-source transformation preprocessing step. This, and the fact that an e cient implementation of HiLog requires no changes to the underlying Prolog abstract machine, should allow for \portable" implementations of HiLog by simply changing the input and output predicates of Prolog (i.e. read/1, write/1, etc.) to accept and display terms that are expressed using the exible higher-order syntax of HiLog.
The above reasons allow us to claim that HiLog provides a familiar, extremely simple, and e cient logical framework for the incorporation of higher-order features in logic programming languages. In light of the results in this paper, and the given interest of the research community in HiLog, Prolog programmers would rightfully demand furure logic programming systems extended to support HiLog functionality. It is reasonable to expect that HiLog may become an interesting successor of Prolog.
