We propose a Newton algorithm to characterize the Hamiltonian of a quantum system interacting with a given laser field. The algorithm is based on the assumption that the evolution operator of the system is perfectly known at a fixed time. The computational scheme uses the Crank-Nicholson approximation to explicitly determine the derivatives of the propagator with respect to the Hamiltonians of the system. In order to globalize this algorithm, we use a continuation method that improves its convergence properties. This technique is applied to a two-level quantum system and to a molecular one with a double-well potential. The numerical tests show that accurate estimates of the unknown parameters are obtained in some cases. We discuss the numerical limits of the algorithm in terms of basin of convergence and non uniqueness of the solution.
Introduction
The control of quantum systems by means of intense laser pulses has been a topic of increasing interest in the past decades [1, 2, 3] . It has now become a well-recognized field of research with applications ranging from chemistry and physics to material science and nanotechnology. In this context, several advances have been achieved extending, on the theoretical side, from the discovery of elementary basic mechanisms of field-induced dynamics [1, 2] to optimal control algorithms [4, 5, 6, 7, 8, 9, 10, 11] . The recent progress of numerical optimization techniques has made possible the design of control fields able to manipulate quantum systems of growing complexity. However, to be efficient, such open-loop control methods require the accurate knowledge of the dynamics of the system [12, 13, 14, 15, 16, 17] . In this framework, on the basis of different measurements of the system from different quantum states, quantum process tomography (QPT) is a set of techniques allowing to identify the dynamical map, which relates the initial states to the final ones (see, e.g. [25, 26, 27] and references therein). Such data can then be used to characterize the Hamiltonian or other parameters of the system [21, 22, 23, 24, 29, 30, 31, 32, 33] . In this paper, we assume that a full and ideal QPT is available on the system under concern. This leads to a perfect knowledge of the evolution operator at a given fixed time. Starting from this identification, the goal of our approach is thus to determine the Hamiltonians of the system, i.e. the field-free Hamiltonian and the interaction operator. For that purpose, we also assume that a known time-dependent external field is applied to the system during the identification process. The framework of the method can be described more precisely as follows. We study a quantum system whose dynamics is ruled by the time-dependent Schrödinger equation. The control field is known at any time, only one control field being used. From the final evolution operator of the system, we propose a Newton algorithm to compute the Hamiltonian of the system and the operator describing the interaction with the field. Note that the computational scheme uses the Crank-Nicholson approximation to explicitly determine the derivatives of the propagator with respect to the Hamiltonians of the system. A continuation method on the target state is used to improve the convergence properties of the algorithm. We also discuss the singularities that can occur in our method.
The paper is organized as follows. In Sec. 2, we present the theoretical framework and we introduce the numerical procedures that will be used. Section 3 is devoted to the application of this approach to two basic quantum systems, a two-level system and a molecular one with a double-well potential. Conclusion and prospective views are given in Sec. 4 . Technical computations about the singularities of the Newton algorithm are reported in the A.
Theoretical framework
We start with a presentation of the model system and we introduce the different numerical algorithms.
Hamiltonian characterization problem
Let us consider a quantum system interacting with an electromagnetic field, whose dynamics is governed by the time-dependent Schrödinger equation. We consider one (scalar) control field E(t) but the method could be generalized to several fields. We assume that the field enters linearly in the Hamiltonian through a dipole coupling, the non linear interaction being neglected [34, 35] . In this framework, the evolution equation reads:
where U (t) is an unitary operator that describes the state of the system at time t and H 0 and H 1 are the field-free and the coupling Hamiltonians respectively. Note that the formalism presented here can be extended to pure or mixed quantum states. Without loss of generality, we assume that the entries on the diagonal of H 1 are zero, which is the case for a dipole coupling. The matrix U 0 is the initial condition of the dynamical system. Units such that = 1 are used throughout the paper. The Hamiltonian characterization is an inverse engineering control problem where for given initial and targets states, U 0 and U tar respectively and a known electromagnetic field, E(t), the goal consists in identifying the pair (H 0 , H 1 ) such that:
where t f is the fixed final time of the control. We introduce the mapping
where,
are the sets of hermitian Hamiltonians and hermitian Hamiltonians with diagonal entries equal to zero, respectively. The set U
denotes the set of unitary matrices of size N d × N d . From a mathematical point of view, the operator characterization control problem is equivalent to the investigation of the surjectivity of ϕ. This means determining the pre-image of U (t f ) by the mapping ϕ. Here, we focus on the case of real Hamiltonians, which covers a wide range of applications.
The Newton method to solve the corresponding equations requires to differentiate the function under consideration. For the sake of completeness, we recall that in the case of the mapping ϕ defined in Eq. (3), the differential is given by:
where, for a given pair (H 0 , H 1 ), A H0,H1 is the tangent space of 
Numerical algorithms
Before defining the Newton solver, we introduce a relevant time discretization of Eq. (1).
Crank-Nicholson scheme
The approach is based on a Crank-Nicholson time discretization of Eq. (1). We give some details about this numerical scheme. We consider an equidistant time discretization grid and we denote by N t f the number of sampling points of the time interval [0, t f ], dt = t f /N t f being the time step, and by U n ≈ U (t n ), n = 0, · · · , N t f , the approximation of U at a given time grid point t n . The Crank-Nicholson algorithm is based on the following recursive relation:
with E n = E(t n + dt 2 ). Equation (6) can be rewritten in a more compact form as follows:
where 1 1 is the identity operator and
. This scheme provides a second order approximation with respect to time, which enables to compute an accurate approximation of the trajectory U (t). In addition, note that the Crank-Nicholson propagator preserves the norm.
Differentiating Eq. (7) with respect to (H 0 , H 1 ), we obtain:
where
Combining Eq. (6) and Eq. (8) provides:
The initial unitary operator U 0 being fixed, δU 0 = 0, and we get from Eq. (9),
Note that the properties of the Crank-Nicholson scheme is crucial in the latter computation, since Eq. (10), which represents the central point of the algorithm used here, is based on the Crank-Nicholson relation, i.e. Eq. (6).
Newton method
In this section, we define the Newton method used to solve the characterization problem. Denoting by ϕ dt (H 0 , H 1 ) := U Nt f the time discretized version of ϕ (see Eq. (3)) and byφ dt (H 0 , H 1 ) = ϕ dt (H 0 , H 1 ) − U tar , the Newton iteration applied to the equation
where δH k 0 and δH k 1 are the correction terms added to
As in Eq. (4), the left-hand side of Eq. (12) corresponds to δU k Nt f and the latter equation gives rise to:
Combining Eq. (10) and Eq. (13), we obtain
Although the left-hand side of Eq. (14) is an hermitian operator, its righthand side may not be necessary hermitian. The right-hand side is therefore approximated by an hermitian operator, S k , defined by
In spite of this approximation, numerical simulations reveal that the Hamiltonians of the system can be determined with a very good accuracy by this approach. The resulting equation is
Solving Equation (16) with respect to δH k p with p = 0, 1 requires an inversion of linear systems. In view of practical implementations, we rewrite Eq. (16) in a more explicit form. By denoting X M the vector representation of a given matrix M in a column-major order, Eq. (16) is given by:
where ⊗ denotes the Kronecker product, andŪ T n is the transposed matrix of U n .
The properties of symmetry of δH k 0 , δH k 1 and S k , induce redundancies in Eq. (17) . The linear system stated in Eq. (17) cannot be directly solved in this form. The system of scalar equations associated with Eq. (17) is partially redundant. Indeed, the equations deal with symmetric matrices (see Eq. (16)), so that one shall only consider the scalar equations that correspond, e.g., to the entries above the diagonal in Eq. (16) . Since the matrices δH k 0 and δH k 1 are symmetric, there are also redundancies in the coefficients of the unknowns X δH k 0 and X δH k
1
. As a consequence, the columns of the matrices involved in Eq. (17) have to be merged (by adding) in the case they correspond to the same unknown coefficient of δH
the system obtained from Eq. (17) after these reductions. In this reduced form, note that the number of equations is equal to the number of unknowns, i.e.
The Newton algorithm for the operator characterization problem can then be summarized as follows. 
Continuation method
It is well known that the convergence of the Newton algorithm is guaranteed only under restrictive conditions [36] . In this way, the method may not converge when the initial guess is not close enough to the solution. If no accurate approximate solution of the problem is known, obtaining convergence of the Newton algorithm can be difficult. To bypass this difficulty, we propose a globalization strategy based on a continuation method [38, 39] .
Before summarizing the continuation method itself, we first introduce the key idea of the strategy: For a given hermitian operator U tar , there exist symmetric and antisymmetric operators, S and A, respectively, such that
The matrices A and S can be computed easily by means of a standard eigenvector solver. The continuation method consists in solving iteratively operator identification problem by using intermediate target states defined as:
where N c is the number of intermediate targets. We summarize the iterative algorithm of the continuation method as follows: Note that only the knowledge of the initial and target operators and the final time, t f , is required. Through this strategy, the problem is decomposed into a set of smaller problems of the same nature which are solved sequentially with the Newton algorithm.
is an exact solution of Eq. (2). As a consequence, these matrices may not solve from Eq. (11), which includes an approximation, due to time discretization. Instead, one may use Algorithm 1 with m = 0 to compute accurately a solution associated with the discretized setting and the target U 
Application to quantum systems
To test the efficiency of our procedures, we consider the problem of the Hamiltonian identification on two key examples.
A driven two-level quantum system
As a first example, we consider a two-level quantum system. The Hamiltonian for a two-level atom driven resonantly by a laser field in the rotating-wave approximation reads [37] 
where ∆ is the detuning term, i.e. the difference between the laser frequency and the frequency of the two-level. The envelope of the control field is assumed to be of the form
where E(t) is defined by
The strength of the dipole coupling is taken to be µ = 1 a.u. and the final propagation time is t f = 9000 a.u.
Test of the Newton algorithm
The Hamiltonian considered in Eq. (21) can be decomposed as
with
The test of the Newton algorithm is performed as follows:
1. We consider the Hamiltonian given in Eq. (21) and the initial state
We compute the corresponding final state U Nt f for the given final time t f . The states U 0 and U tar = U Nt f are respectively chosen as the initial and final states of the Newton algorithm, so that (H 0 , H 1 ) is the solution of the characterization problem.
2. Secondly, we start the Newton algorithm by considering an initial guess of the form:
where δH 0 and δH 1 are chosen randomly with entries in [−1, 1]. More precisely, these matrices are determined such that they have the same symmetry properties as H 0 and H 1 , i.e. δH 0 and δH 1 belong respectively to
. The parameter η represents the magnitude of the perturbation.
Since for U tar = U Nt f , the solution (H 0 , H 1 ) is known, the goal is here to analyze the convergence of the Newton procedure with respect to η when the initial guess is given by Eq. (27) . In the following, the detuning is set to 10 −7 a.u. The convergence of the algorithm is analyzed by averaging over 15 random initial guesses.
We first investigate the convergence of the Newton algorithm with respect to the number of iterations for a fixed value of η. At each iteration of the Newton algorithm, the deviation from the solution (H 0 , H 1 ) is measured by taking the log 10 of the norm of the difference between H p and H k p , where k is the iteration index (see Algorithm 1) and p = 0, 1. The matrix norm is defined here as the maximum absolute value of the eigenvalues of the matrix. In the case η = 10 −3 , Table 1 illustrates the typical quadratic convergence of a Newton algorithm [36] . Starting from a randomly perturbed Hamiltonian, the initial pair (H 0 , H 1 ) is recovered after few iterations. Figure 2 shows the convergence behavior of the Newton algorithm as a function of the parameter η. Here again, the accuracy is evaluated by taking the log 10 of the norm of the difference between the Hamiltonians obtained after k max = 9 iterations of the algorithm 1 and the solution of the problem. As could be expected, the algorithm is efficient for small values of η. In Fig. 2 , we observe three cases of convergence behavior:
1. Convergence to the initial solution (H 0 , H 1 ) for η ≤ 2.10 −3 (log 10 H p − H kmax p < −11, with p = 0, 1). For small perturbations, the algorithm is able to find the expected solution.
Convergence to another pair of Hamiltonians for 2.10
−3 ≤ η ≤ 3.10 −3 . It can be seen in Fig. 2 that the target is reached with a fidelity close to 100%. However, the Hamiltonians found by the algorithm are not exactly the same as the initial ones since log 10 H 0 − H 
Test of the continuation procedure
In this section, the convergence of the continuation algorithm is tested on the previous two-level quantum system. We keep the same target state U tar and the same pair of Hamiltonian solution (H 0 , H 1 ) as in Sec. 3.1. The convergence behavior is illustrated in Fig. 3 with N c = 20, the number of intermediate target states. At each iteration of the continuation algorithm, a very good convergence of the initial state to the corresponding intermediate target is reached, as can be seen in Fig. 3(a) . For each iteration m, the number of required iterations of the Newton algorithm is of the order of 12. In the lower panel, except for m = N c , the deviation of the field free and interaction Hamiltonians from the solutions of the problem is larger than 10 −5 . However, for m = N c , the solution obtained is approximatively the expected one, log 10 H 0 − H 0,Nc ≈ −12 and log 10 H 1 − H 1,Nc ≈ −10.
Driven double well potential
As a second example, we consider an asymmetric double well potential of mass M = 1000 a.u.. Figure 4 displays the energy potential curve of the onedimensional molecular system used in the computations. The time-dependent Hamiltonian governing the dynamics of the system is given by
where r is the reaction coordinate and E(t) is the electric field. The final time is set to t f = 2 ps. To solve the Schrödinger equation, we use as basis the eigenvectors of the field-free Hamiltonian H 0 , which is defined in Eq. (28). We consider the control field that transfers the population from the ground eigenstate with v = 0 to the excited eigenstate with v = 3:
where µ 0,3 is the matrix element of the coupling Hamiltonian associated with the eigenstates v = 0 and v = 3 and ω 0,3 is the energy difference between the eigenstates v = 0 and v = 3. Figure 5 shows the time evolution of the population on the states v = 0 and v = 3 and the corresponding control field. As in the case of the two-level quantum system, we apply the Newton algorithm by considering a target operator U tar = U Nt f where U Nt f is the final state obtained with the field of Eq. (29) . We consider a finite Hilbert space of size N d = 12, which is sufficient for the intensity of the electric field used here. Setting η = 10 −6 , Table  2 illustrates the convergence behavior of the Newton algorithm. For η = 10 −6 , the target is reached with a high accuracy, log 10 U Nt f − U kmax tar < −11, with k max = 11. However, the Hamiltonian H 1 found by the algorithm is slightly different from the expected one since log 10 H 1 − H 
Discussion
We discuss in this final paragraph the numerical cost of the algorithm with respect to the complexity of the quantum system under concern. To illustrate this analysis, we have plotted in Fig. 7 the computer time (CPU) used. More precisely, Fig. 7 displays the CPU time for the two models as a function of the number of iterations of the continuation method. For a given number of iterations, we see that the computational time roughly increases by a factor 3 from two to six quantum energy levels, that is a quasi-linear increase of the time with the number of levels. However, note that the total duration of the computation is multiplied by a factor 6 when going from 6 to 12 energy levels. This exponential explosion of the CPU time shows that the algorithm cannot be applied actually to more complex systems having, for instance, several dozens of energy levels. The current numerical procedure is therefore too costly and improvements will be required in order to extend this approach to a wider family of quantum systems. 
Conclusion
We have proposed a Newton algorithm to characterize the Hamiltonians of the system in a dynamical setting, i.e. when a control field is applied to the system. A crucial prerequisite of the computational scheme is the perfect knowledge at a given time of the evolution operator of the system. The procedure can be combined with a continuation method in order to enlarge its basin of convergence. We demonstrate the efficiency of this technique on two key examples, namely a two-level quantum system and a simple molecular model described by a double-well potential. This work also provides important insights into the different features of this algorithm such as the size of the basin of the convergence and the non uniqueness of the solution. Such drawbacks could be removed by considering over-determined data, which is not the case in this paper. The general applicability of the method makes it an interesting and possibly useful tool to complete techniques of quantum state tomography. In this work, we have assumed that the evolution operator is perfectly know at a given time without any error. This ideal model has allowed us to highlight the properties of the numerical algorithm. At this point, in view of applications to more realistic physical systems, the question which naturally arises is the generalization of this approach to a non-ideal situation in which the propagator can only be estimated to a given accuracy. Another open question would be to consider more complicated quantum systems such as molecular ones with a large number of energy levels. This would require a modification of the present algorithm in order to avoid the explosion of the computational time, as shown in Fig. 6 . We are currently working on these open questions. 
A Singularity problem of the Newton method
The Newton method is based on the matrix inversion of a Jacobian, and consequently can lead to a numerical explosion if the rank of the latter becomes small. For the continuation method discussed in this paper, we can find some examples of intermediate targets for which singularities can occur. We describe such an example. Consider the case of the two-level quantum system presented in Sec. 3.1 with a target defined by
After decomposition into N c intermediate targets, the continuation algorithm starts with the pair (H 0,0 , H 1,0 ) = (S/t f , 0 N d ), see the Step 1 of the summary of the continuation method. For the target given by Eq. (30), the corresponding Hamiltonian H 0,0 is
where V denotes the matrix of eigenvectors and V † , its adjoint. At each time, the system is described by
In the next step of the continuation algorithm (see Step 2 of the summary of the continuation method), the Newton algorithm is used to determine δH 0 and δH 1 from Eq. (16) . In the following, we prove that the Newton algorithm cannot be applied because of the occurrence of singularities. First, let us recall 
