This is revision #1 of the original manusript. The authors have improved the manuscript substantially and I appreciate that many of the reviewers' comments have been taken seriously and discussed properly. Thank you!
The paper is ready to go -pending a few minor edits which I list below but which do not require further attention from my side.
L103-L105: I agree that the katabatic winds are responsible for generation of coastal polynyas and for keeping them open by more or less constantly advecting the new ice formed to the leeward side of the polynya. However, I am wondering how far away from the coast the sea ice still "feels" the impact of the katabatic winds which I would expect to loose their influence within a few 10 kilometers from the coast with the synoptic winds taking over. I am wondering what the authors' reflection on this is and whether this sentence isn't perhaps misleading a bit.
This is an interesting question that is difficult to give a precise answer for. But we agree that coastal polynyas, while formed by katabatic winds and/or ocean upwelling may also be influenced by meridional winds that in turn drive the increase in extent. Comiso and Gordon 1988 discuss how years with peak polynya extents in the Weddell Sea are also years with peak sea ice extent. We slightly changed the sentence to state instead of "thus" to be "in part", included mention of the Weddell Sea and the Comiso and Gordon reference.
We also added the following sentence: However, few coastal polynyas are solely a result of katabatic outflow: topography, bathymetry and winds also play a large role [Massom et al., 1998 ].
L122:
The authors stated in their rebuttal letter that they could not find the TC reference for Ivanova et al. 2015 . Here it is: Ivanova, N., Pedersen, L. T., Tonboe, R. T., Kern, S., Heygster, G., Lavergne, T., Sorensen, A., Saldo, R., Dybkjaer, G., Brucker, L., and Shokr, M.: Satellite passive microwave measurements of sea ice concentration: an optimal algorithm and challenges, The Cryosphere, 9, 1797-1817, doi:10.5194/tc-9-1797-2015, 2015.
Thank you we have found it and referenced it.
L149-161: I see that the authors have kept their definition of the MIZ. While I am fine with that, because a change of this definition would have meant to redo the study, I would have hoped to see two notes: i) waves often penetrate well beyond the 80% sea-ice concentration isoline (they break of consolidated sea ice). ii) the sea-ice type along most of the Antarctic sea-ice cover is pancake ice which differs from the Arctic.
Done
I did not find a notion about how to define the sea-ice concentration threshold to delineate polynyas in Strong and Rigor (2013) . Therefore I feel that the authors also could have underlined the choice of SIC < 0.80 for defining the ice class "potential coastal polynya" with a reference as suggested in my previous review (e.g. Massom et al. 1998 , Annals of Glaciology, 27, 420-426)
As we mentioned we also have compared using 0.75 and 0.85 thresholds in another new paper (Li et al., 2016) . We now also mention the Massom et al. paper but do so in the following paragraph as it fits better there.
L203-211:
The authors are using data on the NSIDC polar-stereographic grid which is not a true-area grid. How did the authors compute the grid-cell area? Did they take the readily available grid-cell area data files from NSIDC? I suggest to mention this in the manuscript. A reader taking your manuscript as a model to carry out a similar study might not want to run into biased ice-category extent estimates because of the latitude-dependent variation of the grid-cell area of the grid used. Done L362/363: Please check sentence: "... switch to positive in the while remaining ..." Done L375: "... as a function longitude ..." I guess an "of" is missing here. Done L392: I suggest to also write "Bellingshausen / Amundsen Sea" here, instead of "B/A Sea". The same applies to L625. Done I have one minor general editoral comment: The authors could check usage of a capital "S" in seas when they refer to two regions such as "Ross and Weddell Seas". Currently, this is written in an inconsistent way, sometimes with small "s", sometimes with capital "S". We replaced with small "s" when more than one Sea is being referred to. Only one instance was found.
Abstract

13
Sea ice variability within the marginal ice zone (MIZ) and polynyas plays an important role for 14 phytoplankton productivity and krill abundance. Therefore, mapping their spatial extent, 15 seasonal and interannual variability is essential for understanding how current and future changes 16 in these biologically active regions may impact the Antarctic marine ecosystem. Knowledge of 17 the distribution of MIZ, consolidated pack ice and coastal polynyas to the total Antarctic sea ice 18 cover may also help to shed light on the factors contributing towards recent expansion of the 19
Antarctic ice cover in some regions and contraction in others. The long-term passive microwave 20 satellite data record provides the longest and most consistent record for assessing the proportion 21 of the sea ice cover that is covered by each of these ice categories. However, estimates of the 22 amount of MIZ, consolidated pack ice and polynyas depends strongly on what sea ice algorithm 23 is used. This study uses two popular passive microwave sea ice algorithms, the NASA Team and 24
Bootstrap, and applies the same thresholds to the sea ice concentrations to evaluate the 25 distribution and variability in the MIZ, the consolidated pack ice and coastal polynyas. Results 26 reveal that the seasonal cycle in the MIZ and pack ice is generally similar between both 27
algorithms, yet the NASA Team algorithm has on average twice the MIZ and half the 28 consolidated pack ice area as the Bootstrap algorithm. Trends also differ, with the Bootstrap 29 algorithm suggesting statistically significant trends towards increased pack ice area and no 30 statistically significant trends in the MIZ. The NASA Team algorithm on the other hand 31
indicates statistically significant positive trends in the MIZ during spring. Potential coastal 32 polynya area and broken ice within the consolidated ice pack is also larger in the NASA Team 33 algorithm. The timing of maximum polynya area may differ by as much as 5 months between 34 algorithms. These differences lead to different relationships between sea ice characteristics and 35 biological processes, as illustrated here with the breeding success of an Antarctic seabird. 36
Introduction
37
Changes in the amount of the ocean surface covered by sea ice play an important role in the 38 global climate system. For one, sea ice and its snow cover have a high surface reflectivity, or 39 albedo, reflecting the majority of the sun's energy back to space. This helps to keep the polar 40 2 regions cool and moderates the global climate. When sea ice melts or retreats, the darker (lower 41 albedo) ocean is exposed, allowing the ocean to absorb solar energy and warm, which in turn 42 melts more ice, creating a positive feedback loop. During winter, sea ice helps to insulate the 43 ocean from the cold atmosphere, influencing the exchange of heat and moisture to the 44 atmosphere with impacts on cloud cover, pressure distribution and precipitation. Using the binary classification scheme, daily gridded fields at each 25 km pixel are obtained. 212
Using this gridded data set we then obtain regional averages using the true area per pixel for the 213 polar stereographic grid and area weighting for five different regions as defined previously by 214
Parkinson and Cavalieri [2012] . These regions are shown in 
224
We begin with an assessment of the consistency of the outer ice edge between both sea ice 225 algorithms [ Figure 4 ]. As a result of the large emissivity difference between open water and sea 226 ice, estimates of the outer ice edge location has high consistency between the two algorithms 227 despite having large differences in SIC [e.g. Ivanova et al., 2014; . This results in similar 228 total sea ice extents between both algorithms during all calendar months, except for a small 229 southward displacement of the Bootstrap ice edge during summer, and similar long-term trends. 230 This is where the similarities end however. 231 Figure 5 summarizes the climatological mean seasonal cycle in the extent of the different ice 232 categories listed in Table 1 for both sea ice algorithms, averaged for the total hemispheric-wide 233
Antarctic sea ice cover. The one standard deviation is given by the colored shading. The first 234 notable result is that the BT algorithm has a larger consolidated ice pack than the NT algorithm, 235 which comes at the expense of a smaller MIZ. Averaged over the entire year, the NT MIZ area is 236 twice as large as that from BT [see also The timing of the ice edge advance and retreat are generally similar, reflecting the fact that 244 both algorithms do well in distinguishing open water from sea ice. In regards to the consolidated 245 pack ice, it advances in March, with the BT algorithm showing a distinct peak in September, 246 reaching a maximum extent of 14.89 10 6 km 2 . The NT algorithm shows a somewhat broader 247 peak, extending from July to October, with the peak extent also reached in September. In 248
September the NT pack ice extent is a little more than twice the spatial extent of the MIZ; 11.31 249 10 6 km 2 vs. 5.41 10 6 km 2 [ Table 2 ]. BT on the other hand has a much smaller fraction (41% less) 250 of ice classified as MIZ (3.19 10 6 km 2 ). In both algorithms the MIZ also begins to expand in 251
March, and continues to expand until November or December, after which it rapidly declines. 252
However, in the NT algorithm, an initial peak in MIZ coverage is also reached around 253 September, coinciding with the peak in the consolidated pack ice extent and stays nearly constant 254 until the end of November. The further increase in the MIZ coverage after the consolidated ice 255 pack begins to retreat implies that as the pack ice begins to retreat, it does so in part by first 256 converting to MIZ over a wider area. This is consistent with the idea that in spring, the pack ice 257 on average undergoes divergence first (in relation to the circumpolar trough being poleward and 258 south of the ice edge, as reflected by the Semi-Annual Oscillation, SAO, of the trough algorithm. On an annual basis, the NT algorithm shows about equal proportion of MIZ and 287 consolidated pack ice in the B/A Sea whereas, the BT algorithm indicates a little more than a 288 third of the total ice cover is MIZ. Note also that the B/A Sea is the only region where the 289 maximum MIZ extent does not occur after the maximum pack ice extent during spring. This is 290 true for both sea ice algorithms. 291
In the Ross Sea there is also a very broad peak in the maximum extent of the consolidated 292 pack ice, stretching between July and October in the NT algorithm, and a peak in MIZ extent in 293 late August/early September with a secondary peak in December as the pack ice continues to 294
retreat. The BT algorithm shows a similar broad peak in the pack ice extent, but with less 295 interannual variability, and a nearly constant fraction of MIZ throughout the advance and retreat 296 of the pack ice. Annually the NT algorithm shows about 56% more MIZ in the Ross Sea than the 297 BT algorithm. Note that in both algorithms, the pack ice retreats rapidly after the maximum 298 extent is reached. 299
In the Weddell Sea, the pack ice extent advances in March in both algorithms and peaks in 300
August in the NT algorithm, September in BT. The MIZ also begins its expansion in March and 301 continues to increase until September in NT, and then again until December (both algorithms) as 302 the pack ice quickly retreats [ Figure 6 ( While the above discussion focused on regional differences in the MIZ and the consolidated 319 pack ice, the spatial extent and timing of coastal polynyas also varies between the algorithms. 320
For example, in the B/A sea region, the maximum polynya area occurs in July in NT (0.17 10 6 321 km 2 ) and in December in the BT algorithm (0.11 10 6 km 2 ). Thus, while the overall maximum 322 spatial extent in polynya area is not all that different in the two algorithms, the timing of when 323 the maximum is reached differs by 5 months. This is also the case in the Pacific Ocean where the 324 NT algorithm reaches its largest spatial extent in polynya area in August (0.14 10 6 km 2 ) whereas 325
BT shows the maximum polynya area occurring in November (0.11 10 6 km 2 ). In other regions, 326 such as the Indian Ocean, the Ross Sea and the Weddell Sea, the timing of the maximum 327 polynya area occurs similarly in both algorithms, 
333
As mentioned earlier, estimates of the outer ice edge location are similar between both 334 algorithms. This is also true in terms of the locations where the outer edge is expanding or 335 contracting. A way to illustrate this is shown in Figure 7 (top), which shows a spatial map of the 336 trend in the outer edge of the entire ice pack (defined as the 15% SIC contour, equivalent to the 337 total sea ice extent) for both algorithms during the month of September, the month at which the 338 ice pack generally reaches its maximum extent. Somewhat surprisingly, the spatial pattern of expansion/contraction of the MIZ is broadly 358 similar between both algorithms, despite overall smaller changes in the BT algorithm. This 359 highlights the fact that the spatial trends in SIC are similar to the spatial trends in SIE as well as 360 to the timing of advance/retreat/duration, so that the spatial trends in the MIZ and pack ice will 361
show the same overall pattern because they rely on SIC. This also highlights the fact that the 362 spatial pattern persists throughout the regional ice covered area, i.e. from the edge to the coastal 363 area, which may imply that climate-related regional wind-driven changes at the ice edge are felt 364 all the way to the coast. Alternatively it may imply that the ocean is also responding to the same 365 climate-related wind changes, thus communicating the change all the way to the coast. 366
Circumpolar and Regional Daily Trends
367
Figure 8 summarizes daily circumpolar Antarctic trends in the extent of pack ice, MIZ and 368 polynyas for both algorithms, with monthly mean trends listed in Table 3 . Both algorithms are 369 broadly similar during the ice expansion phase, indicating positive trends in the consolidated ice 370 pack and mostly negative trends in the MIZ until the pack ice reaches its peak extent. Thus, 371 during these months, the positive trends in total SIE are a result of expansion of the consolidated 372 pack ice. However, during retreat of the pack ice, trends in the NT MIZ switch to positive while 373 remaining mostly negative in the BT algorithm. At the same time, daily trends in the pack ice 374 become noisy in the NT algorithm, alternating between positive and negative trends while BT 375 trends remain positive. Table 3 indicates that the positive trends in the consolidated pack during 376 the ice expansion/retreat phase (March through November) are statistically significant (p<0.01) 377
for the BT algorithm, and from March to July in the NT algorithm (p<0.05). Trends in the NT 378 MIZ are not statistically significant, except during September and October (p<0.10). Trends in 379 the pack ice are larger in the BT algorithm, particularly in August through November, in part 380 reflecting a shrinking MIZ whereas the NT algorithm shows positive trends in the MIZ during 381 those months. Trends in possible polynyas near the continent are negative throughout most of the 382 year in both algorithms, except for December and January. However, none of the polynya trends 383 are statistically significant. 384
Regionally, there are larger differences between the two algorithms. Figure 9 shows monthly 385 trends as a function of longitude (x-axis) and month (y-axis) for the pack ice (top) and MIZ 386 (bottom). Monthly trends averaged for each of the 5 sectors are also listed in Table 3 . Focusing 387 first on the pack ice trends, we find the spatial patterns of statistically significant positive and 388 negative trends are generally consistent between both algorithms, though the magnitudes of the 389 trends tend to be larger in the Bootstrap algorithm. For example, in the Ross Sea, the sign of the 390 pack ice trends are spatially consistent between both algorithms, though not all trends are 391 statistically significant, particularly for the NT algorithm. The largest consistency occurs in the 392 the western Ross Sea, where positive trends are seen in both algorithms, statistically significant 393 from March to November (p<0.01) in the BT algorithm, and from January to July and October to 394
November in the NT algorithm. Note also that both algorithms show statistically significant 395 positive trends in the MIZ from January to March in the western Ross Sea and generally negative 396 trends in the eastern Ross Sea. This pattern switches from June to December, with mostly 397 negative MIZ trends in the western Ross Sea and positive trends in the eastern Ross Sea. In 398 particular, the statistically significant positive trends in the MIZ in the NT algorithm occur at the 399 time of year with the largest overall trends in the SIE in this region. This would suggest perhaps 400 different interpretation of processes impacting the overall ice expansion in the Ross Sea 401 depending on which algorithm is used. 402 
Implications for a Seabird
476
Here we use data on the MIZ and the consolidated ice pack from both algorithms to 477 understand the role of sea ice habitat on breeding success of a seabird, the snow petrel 478
Pagodroma nivea. As mentioned in the introduction, the MIZ is a biologically important region 479 because it is an area of high productivity and provides access to food resources needed by 480 seabirds [Ainley et al., 1992] . During winter, productivity is reduced at the surface in open water, 481 while it is concentrated within the ice habitat, especially within the ice floes [Ainley et al., 1986] . 482
This patchy distribution of food availability within the MIZ and pack ice provides feeding 483 opportunities for seabirds such as the snow petrel. Observations suggest that the snow petrel 484 forages more successfully in areas close to the ice edge and within the MIZ than in consolidated 485 ice conditions [Ainley et al., 1984 [Ainley et al., , 1992 . 486 Breeding success of snow petrels depends on sufficient body condition of the females, which 487 in part reflects favorable environmental and foraging conditions prior to the breeding season. 488
Indeed, female snow petrels in poor early body condition are not able to build up the necessary 489 body reserves for successful breeding [Barbraud and Chastel, 1999] . Breeding success was 490 found to be higher during years with extensive sea ice cover during the preceding winter 491 [Barbraud and Weimerskirch, 2001] . This is in part because winters with extensive sea ice are 492 associated with higher krill abundance the following summer [Flores et To select the covariate that most impacts the breeding success of snow petrels, we applied the 522 information-theoretic (I-T) approaches [Burnham et al., 2011] . This is based on quantitative 523 measures of the strength of evidence for each hypothesis (Hi) rather than on "testing" null 524 hypotheses based on test statistics and their associated P values. To quantify the strength of 525 evidence for each hypothesis (Hi) -here the effect of each covariate on the breeding success-526 we used the common criteria AIC (the Akaike's Information Criteria), where AIC = -2 log(L) + 527 2K [Akaike, 1973] . The term, -2 log(L), is the "deviance" of the model, with log(L) the 528 maximized log-likelihood and K the total number of estimable parameters in the model. The 529 chosen model is the one that minimizes the AIC, in orther words, minimizes the Kullback-530
Leibler distance between the model and truth. The ability of two models to describe the data was 531 assumed to be "not different" if the difference in their AIC was < 2 [Burnham and Anderson, 532 2002] . Note the AIC is a way of selecting a model from a set of models based on information 533 theory [Burnham and Anderson, 2002] , and is largely used in biological sciences. While non-534 linear models may be more appropriate as ecological system relationships are likely more 535 complex than linear relationships, without a priori knowledge of the mechanisms that could lead 536 to such non-linear relationships, it is extremely difficult to set meaningful hypothesis to be 537 included in the model selection. 538 climate models have focused on the net circumpolar sea ice extent, it is the regional variability 574 that becomes more important. For example, Hobbs et al. [2015] argue that when viewing trends 575 on a regional basis, the observed summer and autumn trends fall outside of the range of natural 576 variability as simulated by present-day climate models, with the signal dominated by opposing 577 trends in the Ross Sea and the Bellingshausen/Amundsen seas. These results have questioned the 578 ability of climate models to correctly simulate processes at the regional level and within the 579 southern ocean-atmosphere-sea ice coupled system. 580
The net take-away point from these studies is that the net circumpolar changes in sea ice 581 extent do not enhance our understanding of how the Antarctic sea ice is changing. Instead our 582 focus should be on what drives regional and seasonal sea ice changes, including feedbacks and 583 competing mechanisms. The results of this study may help to better understand regional and total 584 14 changes in Antarctic sea ice by focusing not only on the total ice area, but also on how the 585 consolidated pack ice, the marginal ice zone and coastal polynyas are changing. Differences in 586 climatologies and trends of the different ice classes may suggest different processes are likely 587 contributing to their seasonal and interannual variability. In addition, the different contributions 588 of ice categories towards the overall expansion of the Antarctic sea ice cover between algorithms 589 may in turn influence attribution of the observed increase in SIE. For example, within the highly 590 dynamic MIZ region, intense atmosphere-ice-ocean interactions take place [e.g. Lubin and 591
Massom, 2006] and thus an expanding or shrinking MIZ may help to shed light on the relative 592 importance of atmospheric or oceanic processes impacting the observed trends in total SIE. 593
Another issue is whether or not new ice is forming along the outer edge of the pack ice or if it is 594 all being dynamically transported from the interior. 595
However, a complication exists, what sea ice algorithm should be used for such assessments? 596
In this study we focused on using passive microwave satellite data for defining the different ice 597 categories used here as it is the longest time-series available and is not limited by polar darkness 598 or clouds. However, results are highly dependent on which sea ice algorithm is used to look at 599 the variability in these ice classes, which will also be important in assessing processes 600 contributing to these changes as well as implications of these changes to the polar marine 601 ecosystem. In this study, the positive trends in circumpolar sea ice extent over the satellite data 602 record are primarily driven by statistically significant trends (p<0.05) in expansion of the 603 consolidated pack ice in both sea ice algorithms. However, an exception occurs in the NASA 604
Team sea ice algorithm after the ice pack reaches its seasonal maximum extent when the positive 605 trends in the pack ice are no longer as large, nor statistically significant. Instead, positive trends 606 in the MIZ dominate during September and October (p<0.10). This is in stark contrast to the 607 Bootstrap algorithm, which shows a declining MIZ area from March through November. 608
The algorithms also give different proportions of how much the total ice cover consists of 609 consolidated ice, MIZ or polynya area. In some regions, such as the Pacific Ocean sector, the NT 610 algorithm suggests the MIZ is the dominant ice category whereas in the BT algorithm, the pack 611 ice is dominant, which is true for all sectors analyzed in the Bootstrap algorithm. Ross Sea cause a more compacted and growing consolidated ice cover in the BT algorithm at the 626 expense of a shrinking MIZ, whereas in the NT algorithm the area of the MIZ is increasing more 627 than the pack ice during autumn, which may suggest a smaller sensitivity to thin ice growing in 628 openings and leads for BT than for NT. While this is true as averaged over the entire Ross Sea 629 sector, Figure 9 highlights that the area-averaged trends hide important spatial variability. 630
In the Weddell Sea, expansion of the overall ice cover is only statistically significant during 631 the autumn months (MAM) [e.g. Turner et al., 2015] . During this time-period, both algorithms 632 agree on statistically significant positive trends in the pack ice area, that extend through May for 633 NT (p<0.05) and through June for BT (p<0.05). Statistically significant trends are also seen 634 during March in the MIZ, with larger trends in the NT algorithm (p<0.01). Thus, overall 635 expansion of sea ice in the Weddell during autumn is in part driven by expansion of the MIZ 636 early in the season, after which it is controlled by further expansion of the consolidated pack. 637
In contrast, the Bellingshausen/Amundsen Sea is a region undergoing declines in the overall 638 ice cover [e.g. Parkinson and Cavalieri, 2012; Stammerjohn et al., 2012] . Separating out trends 639 for both the pack ice and the MIZ reveals positive trends during winter (JJA), and negative 640 trends in the consolidated pack ice during the start of ice expansion in March and April. 641 However, when averaging over the entire region, the trends are generally not statistically 642 significant except for positive trends during winter in the NT algorithm. This is the only region 643 where the BT algorithm does not show statistically significant trends in the pack ice. In the NT 644 algorithm, the overall sea ice decline is largely a result of negative trends in the MIZ, consistent 645 with the observation that the SIE trends in the Bellingshausen/Amundsen Sea are largely wind-646 driven, so it would be expected that the wind-driven compaction would lead to decreased MIZ 647 and increased pack ice. In regards to potential coastal polynyas, the largest expansion of polynya 648 area is found in the Bellingshausen/Amundsen Sea during November, whereas small increases in 649 polynya area are found in both the Indian and Pacific sector during the ice expansion phase. 650
Outside of these regions/months, no significant changes in coastal polynya area are observed. What is clear is that more validation is needed to assess the accuracy of these data products, 689 especially for discriminating the consolidated pack ice from the MIZ. Errors likely are larger in 690 the MIZ because of the coarse spatial resolution of the satellite sensors. The MIZ is very 691 dynamic in space and time, making it challenging to provide precise delimitations using sea ice 692
concentrations that are in turn sensitive to melt processes and surface conditions. Another 693 concern is that mapping of the consolidated ice pack does not always mean a compact ice cover. 694
The algorithms may indicate 100% sea ice concentration (e.g. a consolidated pack ice), when in 695 reality the ice consists of mostly brash ice and small ice floes more representative of the MIZ. 696
Future work will focus on validation with visible imagery. 697
Conclusions
698
Antarctic sea ice plays an important role in the polar marine ecosystem. While total Antarctic 699 sea ice cover is expanding in response to atmospheric and oceanic variability that remains to be 700 fully understood, one may expect that these increases would also be manifested in either 701 equatorward progression of the MIZ or the consolidated pack ice or both, that in turn would 702 impact the entire trophic web, from primary productivity, to top predator species, such as 703 seabirds. In this study we identified several different ice categories using two different sets of 704 passive microwave sea ice concentration data sets. The algorithms are in agreement as to the 705 location of the northern edge of the total sea ice cover, but differ in regards to how much of the 706 ice cover consists of the marginal ice zone, the consolidated ice pack, the size of potential 707 polynyas as well as the amount of broken ice and open water within the consolidated ice pack. 708
Here we use sea ice concentration thresholds of 0.15 < SIC < 0.80 to define the width of the MIZ 709 and 0.80 < SIC < 1.0 to define the consolidated pack ice. 
