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a b s t r a c t
In this paper,we study the convergence of theHermite–Fejér and theHermite interpolation
polynomials, which are constructed by taking equally spaced nodes on the unit circle.
The results that we obtain are concerned with the behaviour outside and inside the unit
circle, when we consider analytic functions on a suitable domain. As a consequence, we
achieve some improvements on Hermite interpolation problems on the real line. Since
the Hermite–Fejér and the Hermite interpolation problems on [−1, 1], with nodal systems
mainly based on sets of zeros of orthogonal polynomials, have been widely studied, in our
contribution we develop a theory for three special nodal systems. They are constituted by
the zeros of the Tchebychef polynomial of the second kind joint with the extremal points
−1 and 1, the zeros of the Tchebychef polynomial of the fourth kind joint with the point
−1, and the zeros of the Tchebychef polynomial of the third kind joint with the point 1.We
present a simple and efficient method to compute these interpolation polynomials and we
study the convergence properties.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Hermite–Fejér interpolation problem and the Hermite interpolation problem for functions defined on bounded
intervals have been the subject of investigation for a long time. In particular, the convergence properties of theHermite–Fejér
interpolation polynomial and the Hermite interpolation polynomial on the zeros of the Jacobi polynomials have been
extensively considered (see [1,2]).
On the contrary, there are few results about the Hermite interpolation problem on the unit circle. Recently, the
convergence of the Hermite–Fejér interpolation polynomials for continuous functions defined on the unit circle by using
Laurent polynomials has been studied in [3].
In the present paper, we consider this last problem and study the convergence of the Hermite–Fejér interpolation
polynomial on the n roots of the unity for analytic functions defined on open sets containing the unit disk. Our results
are concerned with the convergence outside and inside the unit disk and they are extended to the case of the Hermite
interpolation.
Like in the case of intervals, it seems that we arrive to better results when we take non-vanishing values for the
derivatives, that is, when we consider Hermite interpolation problems. Moreover, in this case we give a necessary and
sufficient condition for the convergence of the Hermite interpolation polynomial on the unit circle for continuous functions.
Our results are based on the exact knowledge of the interpolation polynomials which can be computed by using an efficient
algorithm (FFT) with an easy computation (see [4]).
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In the second part of the paper, we give some improvements to the well-known results about Hermite interpolation on
[−1, 1]. Indeed, we describe how to compute the Hermite interpolation polynomial when the nodal system contains one
or both extremal points of the interval and the other nodes are the zeros of an orthogonal family. Three nodal systems with
these properties are considered: the first one is constituted by the zeros of the Tchebychef polynomial of the fourth kind
Vn−1(x) joint with−1, the second one is constituted by the zeros of the Tchebychef polynomial of the second kind Un−1(x)
jointwith the extremal points−1 and 1, and the last one is constituted by the zeros of the Tchebychef polynomial of the third
kind Wn−1(x) joint with the extremal point 1. Finally, we study the convergence of the Hermite interpolation polynomials
corresponding to these nodal systems on [−1, 1] for continuous functions and we deal with the convergence outside the
interval for analytic functions on [−1, 1].
The organization of the paper is as follows. In Section 2, we study the convergence of the Hermite–Fejér interpolation
polynomials corresponding to equally spaced nodes on the unit circle. We give new results about convergence outside
and inside the unit circle when we consider analytic functions on a suitable domain. Moreover, we also study the
case of the Hermite interpolation with non-vanishing derivatives. Section 3 is devoted to study the convergence of the
Hermite approximants on the unit circle in the case of continuous functions. Finally, in the last section we present some
improvements on Hermite interpolation problems on the real line, using the three nodal systems on the interval [−1, 1]
mentioned above.
2. Convergence of Hermite–Fejér approximants outside and inside the unit circle
When we deal with approximation problems, we often want to approximate a function in some dominion as a first goal,
and later we ask ourselves about the behaviour of the approximant outside this dominion. This type of problem is studied
in [5,6], where it is shown that the Hermite–Fejér interpolation in [−1, 1] has poor results of convergence when we work
outside [−1, 1].
In this section, we study a similar problem on the unit circle. Indeedwe establish the behaviour of sets outside and inside
the unit circle for the Hermite–Fejér interpolation polynomials related to equally spaced nodal systems on the unit circle. In
order to obtain the results we must request for some conditions to the function to be approximated; in this sense we work
with analytic functions. So our problem can be posed as follows.
Let {zi}n−1i=0 be the set of the n roots of the unity, let F(z) be an analytic function on an open disk D(0, R), with R > 1, and
let HF−n,n−1(z) be the Hermite–Fejér interpolation polynomial of F(z)with nodal system {zi}n−1i=0 , that is, the unique Laurent
polynomial ofΛ−n,n−1 = span{zk : −n ≤ k ≤ n− 1} such that
HF−n,n−1(zi) = F(zi), i = 0, . . . , n− 1; HF (1)−n,n−1(zi) = 0, i = 0, . . . , n− 1. (1)
We recall, as it is shown in [3], that HF−n,n−1(z) uniformly converges to F(z) on T = {z : |z| = 1}, when F(z) is a continuous
function on T. We also recall that in [4] we have presented an efficient way to obtain its explicit expression by using the Fast
Fourier Transform. Now the question is to study the convergence outside and inside T.
Note that the interpolation problem also can be considered: find the unique Laurent polynomial ofΛ−(n−1),n = span{zk :
−(n− 1) ≤ k ≤ n} such that
HF−(n−1),n(zi) = F(zi), i = 0, . . . , n− 1; HF (1)−(n−1),n(zi) = 0, i = 0, . . . , n− 1. (2)
In what follows, we work with problem (1), although problem (2) can be solved in the same way.
Theorem 1. Let F(z) be an analytic function on an open disk D(0, R), with R > 1, and let HF−n,n−1(z) be the Hermite–Fejér
interpolation polynomial on the n roots of the unity. Then
(i) HF−n,n−1(z) converges uniformly to F(z) on compact subsets of {z ∈ C : |z| > 1} ∩ D(0, R);
(ii) HF−n,n−1(z) diverges from F(z), if 0 < |z| < 1, and F (1)(z) ≠ 0.
Proof. First we prove the theorem for polynomials. Taking into account the results in [4], we obtain for F(z) = zk, with
k < n, that HF−n,n−1(z) is n−kn z
k + kn z−(n−k). An alternative way to get this result is to see that this last polynomial belongs
toΛ−n,n−1 and it satisfies the interpolation conditions. Then for these functions:
F(z)− HF−n,n−1(z) = zk −

n− k
n
zk + k
n
z−(n−k)

= kz
k
n

1− 1
zn

.
Taking into account the above expression, it is easy to obtain for a polynomial P(z) =∑Kk=0 akzk, with n > K , that
P(z)− HF−n,n−1(z) =
K−
k=0
kzk
n
ak

1− 1
zn

= zP
(1)(z)
n

1− 1
zn

,
and hence, it is immediate to prove the result for polynomials.
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Next, we study the case of analytic functions.
(i) Since for F(z) = znj+k, with j ≥ 1 and k < n, HF−n,n−1(z) is given by n−kn zk + kn z−(n−k), then for an analytic function
F(z) =∑∞k=0 akzk which converges in |z| < R, with R > 1, we have
F(z)− HF−n,n−1(z) =
∞−
k=0
akzk −

n−1
k=0
ak

n− k
n
zk + k
n
z−(n−k)

−
n−1
k=0
 ∞−
j=1
ak+jn

n− k
n
zk + k
n
z−(n−k)

=
∞−
k=n
akzk +
n−1
k=0

k
n
akzk

+
n−1
k=0
−k
n
akz−(n−k)

+
n−1
k=0
 ∞−
j=1
ak+jn

n− k
n
zk
+
n−1
k=0
 ∞−
j=1
ak+jn

k
n
z−(n−k). (3)
Let z be in the compact set K contained in D(0, R) ∩ {z : |z| > 1}with R > 1. So let us assume that 1 < |z| ≤ r < R. If R1 is
such that r < R1 < R, then we have that |an| < 1Rn1 for n large enough.
In these conditions it is easy to see that the three first terms in (3) uniformly converge to 0. The two last terms also go to
0 because they can be bounded as followsn−1
k=0
 ∞−
j=1
ajn+k

k− n
n
zk
 ≤ n−1
k=0


1
R1
n+k
1− 1R1
 |z|k ≤ R−n1
1− R−11
n−1
k=0
 |r|
R1
k
,
n−1
k=0
 ∞−
j=1
ajn+k

−k
n
z−(n−k)
 ≤ R−n11− R−11
n−1
k=0
 |r|
R1
k
.
(ii) We take 0 < |z| < 1 and R1 such that 1 < R1 < R. Then, if we rewrite (3) as follows
F(z)− HF−n,n−1(z) =
∞−
k=n
akzk +
n−1
k=0

k
n
akzk

+
n−1
k=0
 ∞−
j=1
ak+jn

k− n
n
zk
+ −1
nzn

n−1
k=0
kakzk +
n−1
k=0
 ∞−
j=1
ak+jn

kzk

,
then it is easy to prove that the three first terms go to zero when n →∞. For studying the last term, we take into account
that
n−1
k=0
kakzk +
n−1
k=0
 ∞−
j=1
ak+jn

kzk − zF (1)(z) =
n−1
k=0
 ∞−
j=1
ak+jn

kzk −
∞−
k=n
kakzk.
It is easy to see that this last expression goes to zero when n →∞.
Therefore, when F (1)(z) ≠ 0 and |z| < 1, we obtain that |HF−n,n−1(z)− F(z)| diverges. 
Remark 1. Note that
(i) for Laurent polynomials or Laurent series defined in the variable 1z we obtain uniform convergence of HF−n,n−1(z) on
compact sets inside the unit disk and divergence outside the unit disk;
(ii) for Laurent polynomials or Laurent series in the variables z and 1z we obtain divergence inside and outside the unit disk.
As a consequence of the previous results, we will do some changes which lead to better results of convergence. A
natural idea is to fix non-vanishing values for the derivatives in the nodes. In this case, for polynomials, we clearly recover
convergence in the whole plane.
Next theorem shows the situation for analytic functions. Although we can construct a convergence theorem like that of
classical interpolation given in page 82 of [7], our result is based on the exact knowledge of the interpolation polynomial,
which enables us to manipulate the error with major precision.
Theorem 2. Let F(z) be an analytic function on an open disk D

0, 1r

, with r < 1, and let H−n,n−1(z) be the Laurent Hermite
interpolation polynomial which solves the problem
H−n,n−1(zi) = F(zi), i = 0, . . . , n− 1; H(1)−n,n−1(zi) = F (1)(zi), i = 0, . . . , n− 1. (4)
Then H−n,n−1(z) converges uniformly to F(z) on compact subsets of

z ∈ C : r < |z| < 1r

.
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Proof. Whenwe use derivatives, theway to obtain the interpolants is quite different. Indeed zk, with k < n, has the Hermite
interpolator H−n,n−1(z) = zk and z jn+k (j > 0) has the Hermite interpolator H−n,n−1(z) = (1 + j)zk − jz−(n−k). So for
F(z) =∑∞k=0 akzk, we have
H−n,n−1(z) =
n−1
k=0
akzk +
n−1
k=0
 ∞−
j=1
ak+nj(1+ j)

zk +
n−1
k=0
 ∞−
j=1
ak+nj(−j)

z−(n−k),
and
H−n,n−1(z)− F(z) = −
∞−
k=n
akzk +
n−1
k=0
 ∞−
j=1
ak+nj(1+ j)

zk +
n−1
k=0
 ∞−
j=1
ak+nj(−j)

z−(n−k).
Let K be a compact subset of

z ∈ C : r < |z| < 1r

. Let us assume that for z ∈ K it holds that r2 ≤ |z| ≤ 1r3 . Since
lim n
√|an| = r < 1, given r1 such that r < r1 < 1, then it holds that |an| < rn1 for n large enough. Let us assume that
r1 satisfies r1 < r2 and r1 < r3, then we have that the three terms above converge uniformly to 0 on the target set because ∞−
k=n
akzk
 ≤

r1
r3
n
1− r1r3
,
n−1
k=0
 ∞−
j=1
ak+nj(1+ j)

zk
 ≤ n−1
k=0

r1
r3
k  ∞−
j=1
rnj1 (1+ j)

=
1−

r1
r3
n
1− r1r3
2rn1 (1− rn1 )+ r2n1
(1− rn1 )2

,
and n−1
k=0
 ∞−
j=1
ak+nj(−j)

z−(n−k)
 ≤ n−1
k=0

r1
r3
k 1
|z|n
∞−
j=1
rnj1 j <
1−

r1
r3
n
1− r1r3
 r2n1
(1− rn1 )2
. 
Corollary 1. (i) Let F
 1
z

be an analytic function on the exterior of the disk D(0, r) with r < 1. If H−n,n−1(z) is the Laurent
Hermite interpolation polynomial which solves the problem
H−n,n−1(zi) = F

1
zi

, i = 0, . . . , n− 1; H(1)−n,n−1(zi) = F (1)

1
zi

, i = 0, . . . , n− 1,
then H−n,n−1(z) uniformly converges to F
 1
z

on compact subsets of

z ∈ C : r < |z| < 1r

.
(ii) Let G(z) be an analytic function on an annulus

z : r < |z| < 1r

, with r < 1. If H−n,n−1(z) is the Laurent Hermite
interpolation polynomial which solves the problem
H−n,n−1(zi) = G(zi), i = 0, . . . , n− 1; H(1)−n,n−1(zi) = G(1)(zi), i = 0, . . . , n− 1,
then H−n,n−1(z) uniformly converges to G(z) on compact subsets of the annulus.
Proof. (i) It is an immediate consequence of Theorem 2.
(ii) It follows from (i) and Theorem 2. 
Note that the interpolation conditions in (4) are necessary for Theorem 2, as we can see in the next result.
Theorem 3. Let F(z) be an analytic function on an open diskD

0, 1r

, with r < 1, and let H−n,n−1(z) be theHermite interpolation
polynomial which solves the problem
H−n,n−1(z) = F(zi), i = 0, . . . , n− 1; H(1)−n,n−1(zi) = F (1)(zi), i = 1, . . . , n− 1,
and H(1)−n,n−1(z0) = v0, with |F (1)(z0)− v0| > M > 0. (5)
Then H−n,n−1(z) diverges from F(z), when |z| < 1.
Proof. Using the expressions for the Hermite interpolation polynomials given in [3], we know that the difference between
the Hermite interpolation polynomials satisfying (4) and (5) is just
(F (1)(z0)− v0)(zn − 1)2z20
n2zn(z − z0) .
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Then, for z such that |z| < 1 we have (F (1)(z0)− v0)(zn − 1)2z20n2zn(z − z0)
 > M|zn − 1|2n2|z|n|z − z0| ,
which diverges to infinity, when n goes to infinity. 
3. Convergence of Hermite approximants on the unit circle
In the previous section we have shown, for an important class of functions, that we can improve the convergence of the
Hermite interpolation polynomials outside and inside the unit circle, if we use suitable conditions for the derivatives. Now
we study if these changes in the values of the derivatives perturb the convergence on T for more general functions.
So let us continue assuming that {zi}n−1i=0 are the n roots of the unity and let F(z) be a continuous function onT. We denote
by H−n,n−1 ∈ Λ−n,n−1 the Laurent Hermite interpolation polynomial which satisfies
H−n,n−1(zi) = F(zi), i = 0, . . . , n− 1, H(1)−n,n−1(zi) = υi,n, i = 0, . . . , n− 1. (6)
We will refer to the set {υi,n}n−1i=0 by using the vector Υn.
We know (see [3]) that H−n,n−1(z) uniformly converges to F(z) on T when Υn = 0. The question now is to determine
conditions for Υn in order to retain this property. The answer is just given in the next theorem.
Theorem 4. Let F(z) be a continuous function on T and let H−n,n−1(z) be the Hermite interpolation polynomial on the n roots
of the unity satisfying the interpolation conditions given in (6). Then
(i) if ‖Υn‖2n converges to 0 then H−n,n−1(z) uniformly converges to F(z) on T;
(ii) the previous condition is also necessary.
Proof. (i) First of all, we take into account that we can determine H−n,n−1(z) as the sum of two Hermite interpolation
polynomials, the first one with null conditions for the derivatives, which uniformly converges to F(z) on T, and the second
onewith null conditions for the function evaluations. Therefore, it is sufficient to analyze underwhat conditions the solution
of the problem
H−n,n−1(zi) = 0, i = 0, . . . , n− 1, H(1)−n,n−1(zi) = υi,n, i = 0, . . . , n− 1 (7)
uniformly converges to 0 on the unit circle.
The interpolation polynomial H−n,n−1(z) satisfying (7) is just
H−n,n−1(z) =
n−1
i=0
υi,nz2i
n2
(zn − 1)2
zn(z − zi) .
Moreover, since it can be proved that 1
n2
∑n−1
i=0
|zn−1|2
|z−zi|2 = 1, ∀z ∈ T (see [3] for the details) we have thatn−1
i=0
υi,nz2i
n2
(zn − 1)2
zn(z − zi)
 = |zn − 1|
n−1
i=0
υi,nz2i
n2
(zn − 1)
zn(z − zi)

≤ |zn − 1| ‖Υn‖2
n2

n−1
i=0
|zn − 1|2
|z − zi|2
 1
2
= |zn − 1| ‖Υn‖2
n
, ∀z ∈ T, (8)
and therefore (i) is proved.
(ii) If we choose z˜ an n root of−1, we can take Υn such that the inequality in (8) be an equality for z˜ and |H−n,n−1(z˜)| =
2 ‖Υn‖2n . Thus, we can conclude (ii). 
4. Improvements on Hermite interpolation problems on the real line
In this section, we obtain algorithms for solving Hermite interpolation problems using three special nodal systems on
the real line. These algorithms are based on the use of the FFT and therefore they have an easy computation, requiring a
small number of operations (see [4]). We also obtain results about convergence like the result of Fejér (see [8]) concerning
the uniform convergence of the Hermite interpolation polynomials for the Tchebychef nodes. Moreover, we generalize the
results about convergence for analytic functions.
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It is very well known that the zeros of the Tchebychef polynomials of the first kind are good nodes for polynomial
interpolation. Indeed Fejér proved that the Tchebychef nodes succeed where Lagrange interpolation failed, that is, given
a continuous function, the Hermite–Fejér interpolation polynomial converges to the function (see [7]). Later on, Fejér
improved his result by weakening the requirement of the derivatives vanish at the Tchebychef nodes (see [8]).
Particular interesting nodal systems are those such that they contain the extremal points of the interval and which are
not zeros of the classical orthogonal polynomials. We present three systems with these properties, where the nodes are
closely related to the classical families of the Tchebychef polynomials of the fourth kind, the second kind, and the third kind
(see [9,10]). An interesting contribution in a similar direction can be seen in [11]. Another important contribution is [12], in
which similar problems were solved. There the setting is more general and the techniques followed are different from ours.
Moreover, these type of problems were also studied in [13,14], although the results obtained there are less general than
ours.
Our first nodal system is constituted by the zeros of Vn−1(x) joint with the point−1, the second one is constituted by the
zeros of Un−1(x) joint with {−1, 1}, and the third one is constituted by the zeros ofWn−1(x) joint with the point−1.
In order to solve these situations, that we call Cases I–III, we recall the results given in [4], about the computation of the
Hermite interpolation Laurent polynomial on the unit circle for equally spaced nodes.
Theorem 5 (See [4]). Let {αj}n−1j=0 be the n roots of λ, with |λ| = 1 and assume that αj = eıβzj, where {zj}n−1j=0 are the n roots of the
unity. Let p(n) and q(n) be two nondecreasing sequences of nonnegative integers such that p(n)+ q(n) = 2n− 1, n ≥ 1. Then
there exists a unique Laurent polynomial H−p(n),q(n)(z) ∈ Λ−p(n),q(n) such that H−p(n),q(n)(αk) = uk, H(1)−p(n),q(n)(αk) = vk, k =
0, . . . , n− 1, where {uk}n−1k=0 and {vk}n−1k=0 are fixed values, and H−p(n),q(n)(z) can be computed by the following expression
H−p(n),q(n)(z) =
2n−1−
k=0
(c˜k,β + d˜k,β + dˆk,β)Zk(z;β)zp(n) ,
with
c˜k,β = e
ı(p−k)β
(1+ k2)
1
n
n−1
j=0
zpj ujzj
k, c˜n+k,β = −ke
ı(−n−k+p)β
n
1
n
n−1
j=0
zpj ujzj
k,
d˜k,β = pke
ı(p−k)β
(1+ k2)
1
n
n−1
j=0
zpj ujzj
k, d˜n+k,β = pe
ı(−n−k+p)β
n
1
n
n−1
j=0
zpj ujzj
k
and
dˆk,β = ke
ı(p+1−k)β
(1+ k2)
1
n
n−1
j=0
zp+1j vjzj
k, dˆn+k,β = e
ı(−n−k+p+1)β
n
1
n
n−1
j=0
zp+1j vjzj
k,
where Zk(z;β) = zk, and Zn+k(z;β) = zn+k − eıβn 1+(n+k)k1+k2 zk for k = 0, . . . , n− 1.
When β = 0, that is, when we work with the roots of the unity, for simplicity we write Zk(z) instead of Zk(z; 0).
4.1. Case I
Let us choose on [−1, 1] the following nodal system of n points {xj}n−1j=0 with xj = cos
 2jπ
2n−1

. Note that one of the points
is x0 = 1. Indeed these nodes are the zeros of the polynomial Tn(x) − Tn−1(x) (see [8]). Through the Szegő transformation
x = z+ 1z2 this system changes to the system {zj}2n−1j=0 constituted by the 2n − 1 roots of the unity, that is, zj = eı

2jπ
2n−1

for
j = 0, . . . , 2n−2. Note that z2n−1−1 = 0 is equivalent to zn−1− 1zn −

1
zn−1 − zn

= 0, which leads to Tn(x)−Tn−1(x) = 0
(see [9]). Moreover, it is easy to see that the nodes {xj}n−1j=0 are the zeros of the Tchebychef polynomial of the fourth kind,
Vn−1(x), joint with the extremal point 1 (see [10]).
In this subsection, we solve the following Hermite type interpolation problem using this particular nodal system.
Problem. Find the polynomial g2n−2(x) ∈ P2n−2[x] such that
g2n−2(xj) = mj, (j = 0, . . . , n− 1), g(1)2n−2(xj) = nj, (j = 1, . . . , n− 1), (9)
where {mj}n−1j=0 and {nj}n−1j=1 are fixed values.
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Our method consists in solving the following transformed problem obtained by applying the Szegő transformation:
Find the Laurent polynomial H−(2n−2),2n−1(z) ∈ Λ−(2n−2),2n−1 such that
H−(2n−2),2n−1(z0) = m0, H−(2n−2),2n−1(zj) = H−(2n−2),2n−1(zj) = mj for j = 1, . . . , n− 1
H(1)−(2n−2),2n−1(z0) = 0,
H(1)−(2n−2),2n−1(zj) = nj

1− x2j zjı, H(1)−(2n−2),2n−1(zj) = −nj

1− x2j zjı for j = 1, . . . , n− 1.
(10)
By applying the preceding result given in Theorem 5, changing n by 2n− 1 and taking p(n) = 2n− 2, and β = 0, we get
H−(2n−2),2n−1(z) =
2n−2−
k=0
(c˜k + d˜k + dˆk) Zk(z)z2n−2 +
2n−2−
k=0
(c˜2n−1+k + d˜2n−1+k + dˆ2n−1+k)Z2n−1+k(z)z2n−2
=
2n−2−
k=0

(c˜k + d˜k + dˆk)− [1+ (2n− 1+ k)k]1+ k2 (c˜2n−1+k + d˜2n−1+k + dˆ2n−1+k)

1
z2n−2−k
+
2n−2−
k=0
(c˜2n−1+k + d˜2n−1+k + dˆ2n−1+k)zk+1,
where
c˜k = 2
(2n− 1)(1+ k2)ℜ

m0
2
+
n−1
j=1
mjzk+1j

, c˜2n−1+k = − 2k
(2n− 1)2ℜ

m0
2
+
n−1
j=1
mjzk+1j

,
d˜k = 2k(2n− 2)
(2n− 1)(1+ k2)ℜ

m0
2
+
n−1
j=1
mjzk+1j

, d˜2n−1+k = 2(2n− 2)
(2n− 1)2 ℜ

m0
2
+
n−1
j=1
mjzk+1j

,
dˆk = 2k
(2n− 1)(1+ k2)ℑ

n−1
j=1
nj

1− x2j zk+1j

, dˆ2n−1+k = 2
(2n− 1)2ℑ

n−1
j=1
nj

1− x2j zk+1j

.
Note that the preceding values can be easily computed by using the Fast Fourier transform (see [4,15,16]).
After some computations, we obtain
H−(2n−2),2n−1(z) =
2n−2−
k=0

2(k+ 1)
(2n− 1)2ℜ

m0
2
+
n−1
j=1
mjzk+1j

− 2
(2n− 1)2ℑ

n−1
j=1
nj

1− x2j zk+1j

1
z2n−k−2
+
2n−2−
k=0

2(−k+ 2n− 2)
(2n− 1)2 ℜ

m0
2
+
n−1
j=1
mjzk+1j

+ 2
(2n− 1)2ℑ

n−1
j=1
nj

1− x2j zk+1j

zk+1.
Since the coefficient of z2n−1 is zero, then H−(2n−2),2n−1(z) ∈ Λ−(2n−2),2n−2 and it can be written as follows
H−(2n−2),2n−1(z) = 22n− 1ℜ

m0
2
+
n−1
j=1
mj

+
2n−2−
l=1

2(2n− l− 1)
(2n− 1)2 ℜ

m0
2
+
n−1
j=1
mjz lj

+ 2
(2n− 1)2ℑ

n−1
j=1
nj

1− x2j z lj

z l + 1
z l

. (11)
Now, let us take z = eıx and let us define g2n−2(x) = H−(2n−2),2n−1(z). Then we obtain the following polynomial
g2n−2(x) = 22n− 1ℜ

m0
2
+
n−1
j=1
mj

+ 4
2n−2−
l=1

(2n− 1− l)
(2n− 1)2 ℜ

m0
2
+
n−1
j=1
mjz lj

+ 1
(2n− 1)2ℑ

n−1
j=1
nj

1− x2j z lj

Tl(x), (12)
which is the solution of the problem posed in (9).
Remark 2. The preceding interpolation problem can be posed like an Hermite interpolation problem by adding a condition
for the derivative at x0, that is, find the polynomial k2n−1(x) ∈ P2n−1[x] such that
k2n−1(xj) = mj, k(1)2n−1(xj) = nj, (j = 0, . . . , n− 1). (13)
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Through the Szegő transformation this problem changes to the problem whose solution H−(2n−2),2n−1(z)was given in (11).
Taking z = eıx and g2n−2(x) = H−(2n−2),2n−1(z), we can compute g(1)2n−2(1) by applying l’Hospital rule as follows:
lim
z→1
H(1)−(2n−2),2n−1(z)z
ı

1−

z+1/z
2
2 = limz→1−2H
(1)
−(2n−2),2n−1(z)z
z − 1z
= −H(2)−(2n−2),2n−1(1).
Therefore g(1)2n−2(1) = −H(2)−(2n−2),2n−1(1).
Thus, in order to solve our problem, let us take G2n−1(x) ∈ P2n−1[x] defined by
G2n−1(x) = n0 − g
(1)
2n−2(1)
n−1∏
j=1
(1− xj)2
(x− x0)
n−1∏
j=1
(x− xj)2.
Then, it is clear that G2n−1(x) satisfies the following conditions:
G2n−1(xi) = 0, (0 ≤ i ≤ n− 1), G(1)2n−1(xi) = 0, (1 ≤ i ≤ n− 1), G(1)2n−1(1) = n0 − g(1)2n−2(1).
Hence, if we define
k2n−1(x) = g2n−2(x)+ G2n−1(x),
it is immediate that k2n−1(x) is the solution of the problem posed in (13).
Next we reformulate the problem posed in (9) in order to obtain a result about convergence.
Theorem 6. Let f be a continuous function on [−1, 1] such that f (xj) = mj for j = 0, . . . , n− 1 and let {nj}n−1j=1 be a set of real
numbers. Let g2n−2(x) be the Hermite interpolation polynomial such that g2n−2(xj) = mj for j = 0, . . . , n−1 and g(1)2n−2(xj) = nj
for j = 1, . . . , n−1. If we denote Nn−1 = (n1

1− x21, . . . , nn−1

1− x2n−1) and limn→∞ ‖Nn−1‖22n−1 = 0, then g2n−2(x) converges
to f (x) uniformly on [−1, 1].
Proof. Let F(z) = f (x) with x = z+ 1z2 for z ∈ T. It is clear that F ∈ C(T) and F(z0) = m0, F(zj) = F(zj) = mj for
j = 1, . . . , n− 1.
Let H−(2n−2),2n−1(z) ∈ Λ−(2n−2),2n−1 be the Laurent polynomial obtained in (11), such that it fulfills (10). If we denote by
γ2n−1 = (0, n1

1− x21z1ı, . . . , nn−1

1− x2n−1zn−1ı,−n1

1− x21z1ı, . . . ,−nn−1

1− x2n−1zn−1ı),
then ‖γ2n−1‖22n−1 = ‖Nn−1‖22n−1 and therefore limn→∞ ‖γ2n−1‖22n−1 = 0.
Applying Theorem 4, we obtain that H−(2n−2),2n−1(z) converges to F(z) uniformly on T. Since F(z) = f (x) and
H−(2n−2),2n−1(z) = g2n−2(x), given in (12), we obtain that the polynomial g2n−2 ∈ P2n−2[x] converges to f (x) uniformly
on [−1, 1]. 
4.2. Case II
Let us consider on [−1, 1] the following nodal system {xj}nj=0, with xj = cos
 jπ
n

, j = 0, . . . , n, that is, the nodes are the
n− 1 zeros of Un−1(x) joint with {−1, 1}.
The problem that we want to solve is the following.
Problem. Find the polynomial h2n−1(x) ∈ P2n−1[x] such that
h2n−1(xj) = mj, for j = 0, . . . , n, h(1)2n−1(xj) = nj, for j = 1, . . . , n− 1. (14)
Through the Szegő transformation the nodal system changes to the 2n roots of the unity, {zj}2n−1j=0 =

e
ıjπ
n
2n−1
j=0
. Therefore
we transform the problem as follows:
Find the Laurent polynomial H−(2n−1),2n(z) ∈ Λ−(2n−1),2n satisfying the following interpolation conditions:
H−(2n−1),2n(z0) = m0, H−(2n−1),2n(zj) = H−(2n−1),2n(zj) = mj, j = 1, . . . , n− 1,
H−(2n−1),2n(zn) = mn, H(1)−(2n−1),2n(z0) = 0,
H(1)−(2n−1),2n(zj) = nj

1− x2j zjı,H(1)−(2n−1),2n(zj) = −nj

1− x2j zjı, j = 1, . . . , n− 1,
H(1)−(2n−1),2n(zn) = 0.
(15)
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For solving the transformed problem we apply the result given in Theorem 5. Now we change n by 2n and we take
p(n) = 2n− 1, and β = 0. Then
H−(2n−1),2n(z) =
2n−1−
k=0
(c˜k + d˜k + dˆk) Zk(z)z2n−1 +
2n−1−
k=0
(c˜2n+k + d˜2n+k + dˆ2n+k)Z2n+k(z)z2n−1
=
2n−1−
k=0

(c˜k + d˜k + dˆk)− [1+ (2n+ k)k]1+ k2 (c˜2n+k + d˜2n+k + dˆ2n+k)

1
z2n−1−k
+
2n−1−
k=0
(c˜2n+k + d˜2n+k + dˆ2n+k)zk+1,
where
c˜k = 22n(1+ k2)ℜ

n−
j=0
Mjzk+1j

, c˜2n+k = − 2k
(2n)2
ℜ

n−
j=0
Mjzk+1j

,
d˜k = 2k(2n− 1)2n(1+ k2)ℜ

n−
j=0
Mjzk+1j

, d˜2n+k = 2(2n− 1)
(2n)2
ℜ

n−
j=0
Mjzk+1j

,
withM0 = m02 ,Mj = mj, (j = 1, . . . , n− 1), andMn = mn2 ,
dˆk = 2k2n(1+ k2)ℑ

n−1
j=0
nj

1− x2j zk+1j

, dˆ2n+k = 2
(2n)2
ℑ

n−1
j=0
nj

1− x2j zk+1j

.
By substituting these expressions in H−(2n−1),2n(z), we get
H−(2n−1),2n(z) =
2n−1−
k=0

2(k+ 1)
(2n)2
ℜ

n−
j=0
Mjzk+1j

− 2
(2n)2
ℑ

n−1
j=0
nj

1− x2j zk+1j

1
z2n−k−1
+
2n−1−
k=0

2(−k+ 2n− 1)
(2n)2
ℜ

n−
j=0
Mjzk+1j

+ 2
(2n)2
ℑ

n−1
j=0
nj

1− x2j zk+1j

zk+1.
It is easy to see that H−(2n−1),2n(z) can be rewritten as follows
H−(2n−1),2n(z) = 1n
n−
j=0
Mj +
2n−1−
l=1

2(2n− l)
(2n)2
ℜ

n−
j=0
Mjz lj

+ 2
(2n)2
ℑ

n−1
j=0
nj

1− x2j z lj

z l + 1
z l

. (16)
Now, let us take z = eıx and let us define h2n−1(x) = H−(2n−1),2n(z). Then we obtain the following polynomial
h2n−1(x) = 1n
n−
j=0
Mj +
2n−1−
l=1

2(2n− l)
(2n)2
ℜ

n−
j=0
Mjz lj

+ 2
(2n)2
ℑ

n−1
j=0
nj

1− x2j z lj

2Tl(x), (17)
which is the solution of problem (14).
Remark 3. The preceding interpolation problem can be posed like an Hermite interpolation problem by adding the
conditions for the derivative at x0 and xn, that is, find the polynomial q2n+1(x) ∈ P2n+1[x] such that
q2n+1(xj) = mj, q(1)2n+1(xj) = nj, (j = 0, . . . , n). (18)
Through the Szegő transformation, this problem changes to the problem whose solution H−(2n−1),2n(z) was given in (16).
Taking z = eıx and h2n−1(x) = H−(2n−1),2n(z)we can compute h(1)2n−2(1) and h(1)2n−2(−1) by applying l’Hospital rule as follows:
lim
z→1
H(1)−(2n−1),2n(z)z
ı

1−

z+1/z
2
2 = limz→1−2H
(1)
−(2n−1),2n(z)z
z − 1z
= −H(2)−(2n−1),2n(1),
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and
lim
z→−1
H(1)−(2n−1),2n(z)z
ı

1−

z+1/z
2
2 = limz→−1−2H
(1)
−(2n−1),2n(z)z
z − 1z
= H(2)−(2n−1),2n(−1).
Therefore h(1)2n−1(1) = −H(2)−(2n−1),2n(1) and h(1)2n−1(−1) = H(2)−(2n−1),2n(−1).
Thus, in order to solve problem (18), let us take H2n+1(x),K2n+1(x) ∈ P2n+1[x] defined by
H2n+1(x) = n0 − h
(1)
2n−1(1)
n∏
j=1
(1− xj)2
(x− x0)
n∏
j=1
(x− xj)2,
and
K2n+1(x) = nn − h
(1)
2n−1(−1)
n−1∏
j=0
(1+ xj)2
(x− xn)
n−1∏
j=0
(x− xj)2.
Then H2n+1(x) and K2n+1(x) satisfy the following conditions
H2n+1(xi) = 0, (0 ≤ i ≤ n), H(1)2n+1(xi) = 0, (1 ≤ i ≤ n), H(1)2n+1(1) = n0 − h(1)2n−1(1),
K2n+1(xi) = 0, (0 ≤ i ≤ n), K(1)2n+1(xi) = 0, (0 ≤ i ≤ n− 1), K(1)2n+1(−1) = nn − h(1)2n−1(−1).
If we define
q2n+1(x) = h2n−1(x)+ H2n+1(x)+ K2n+1(x),
it is clear that q2n+1(x) is the solution of the problem posed in (18).
Next, we reformulate the problem posed in (14) in order to obtain a result about convergence.
Theorem 7. Let f be a continuous function on [−1, 1] such that f (xj) = mj for j = 0, . . . , n and let {nj}n−1j=1 be a set of real
numbers. Let h2n−1(x) be theHermite type interpolation polynomial such that h2n−1(xj) = mj for j = 0, . . . , n and h(1)2n−1(xj) = nj
for j = 1, . . . , n−1. If we denote Nn−1 = (n1

1− x21, . . . , nn−1

1− x2n−1) and limn→∞ ‖Nn−1‖22n = 0 then h2n−1(x) converges
to f (x) uniformly on [−1, 1].
Proof. It is analogous to the proof of Theorem 6. 
4.3. Case III
Let us consider on [−1, 1] the nodal system {xj}n−1j=0 , with xj = cos

(2j+1)π
2n−1

, j = 0, . . . , n− 1, that is, the nodes are the
point−1 joint with the n− 1 zeros ofWn−1(x).
The problem that we want to solve is the following.
Problem. Find the polynomial j2n−2(x) ∈ P2n−2[x] such that
j2n−2(xj) = mj, for j = 0, . . . , n− 1, j(1)2n−2(xj) = nj, for j = 0, . . . , n− 2, (19)
where {mj}n−1j=0 and {nj}n−2j=0 are fixed values.
Through the Szegő transformation the nodal system changes to the 2n−1 roots of−1, {yj}2n−2j=0 =

eı
(2j+1)π
2n−1
2n−2
j=0
. Therefore,
we transform the problem into the following one:
Find the Laurent polynomial H−(2n−2),2n−1(z) ∈ Λ−(2n−2),2n−1 such that
H−(2n−2),2n−1(yj) = H−(2n−2),2n−1(yj) = mj for j = 0, . . . , n− 2, H−(2n−2),2n−1(yn−1) = mn−1,
H(1)−(2n−2),2n−1(yj) = nj

1− x2j yjı, H(1)−(2n−2),2n−1(yj) = −nj

1− x2j yjı for j = 0, . . . , n− 2,
H(1)−(2n−2),2n−1(yn−1) = 0.
(20)
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For solving the problem, we apply the result given in Theorem 5, changing n by 2n − 1 and taking p(n) = 2n − 2 and
β = π2n−1 obtaining
H−(2n−2),2n−1(z) =
2n−2−
k=0
(c˜k,β + d˜k,β + dˆk,β)Zk(z;β)z2n−2 +
2n−2−
k=0
(c˜2n−1+k,β + d˜2n−1+k,β + dˆ2n−1+k,β)Z2n−1+k(z;β)z2n−2
=
2n−2−
k=0

(c˜k,β + d˜k,β + dˆk,β)+ [1+ (2n− 1+ k)k]1+ k2 (c˜2n−1+k,β + d˜2n−1+k,β + dˆ2n−1+k,β)

× 1
z2n−2−k
+
2n−1−
k=0
(c˜2n+k,β + d˜2n+k,β + dˆ2n+k,β)zk+1,
where
c˜k,β = − 1
(1+ k2)
2
(2n− 1)ℜ

mn−1yk+1n−1
2
+
n−2
j=0
mjyk+1j

,
c˜2n−1+k,β = − k
(2n− 1)
2
(2n− 1)ℜ

mn−1yk+1n−1
2
+
n−2
j=0
mjyk+1j

,
d˜k,β = − 2n− 2
(1+ k2)
2k
(2n− 1)ℜ

mn−1yk+1n−1
2
+
n−2
j=0
mjyk+1j

,
d˜2n−1+k,β = 2n− 2
(2n− 1)
2
(2n− 1)ℜ

mn−1yk+1n−1
2
+
n−2
j=0
mjyk+1j

,
dˆk,β = − k
(1+ k2)
2
(2n− 1)ℑ

n−2
j=0
nj

1− x2j yk+1j

,
dˆ2n−1+k,β = 1
(2n− 1)
2
(2n− 1)ℑ

n−2
j=0
nj

1− x2j yk+1j

.
After some computations, we obtain
H−(2n−2),2n−1(z) =
2n−2−
k=0

− 2(k+ 1)
(2n− 1)2ℜ

mn−1yk+1n−1
2
+
n−2
j=0
mjyk+1j

+ 2
(2n− 1)2ℑ

n−2
j=0
nj

1− x2j yk+1j

× 1
z2n−k−2
+
2n−2−
k=0

2(−k+ 2n− 2)
(2n− 1)2 ℜ

mn−1yk+1n−1
2
+
n−2
j=0
mjyk+1j

+ 2
(2n− 1)2ℑ

n−2
j=0
nj

1− x2j yk+1j

× zk+1.
Since the coefficient of z2n−1 is zero, then H−(2n−2),2n−1(z) ∈ Λ−(2n−2),2n−2 and it can be written as follows
H−(2n−2),2n−1(z) = 12n− 1

mn−1 + 2
n−2
j=0
mj

+
2n−2−
l=1

2(2n− l− 1)
(2n− 1)2 ℜ

mn−1yln−1
2
+
n−2
j=0
mjylj

+ 2
(2n− 1)2ℑ

n−2
j=0
nj

1− x2j ylj

z l + 1
z l

. (21)
Now, let us take z = eıx and let us define j2n−2(x) = H−(2n−2),2n−1(z). Then we obtain the following polynomial
j2n−2(x) = 12n− 1 (mn−1 + 2
n−2
j=0
mj)+ 4
2n−2−
l=1

(2n− 1− l)
(2n− 1)2 ℜ

mn−1(−1)l
2
+
n−1
j=1
mjz lj

+ 1
(2n− 1)2ℑ

n−1
j=1
nj

1− x2j ylj

Tl(x), (22)
which is the solution of the problem posed in (19).
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Remark 4. The preceding interpolation problem can be posed like an Hermite interpolation problem by adding a condition
for the derivative at xn−1, that is, find the polynomial m2n−1(x) ∈ P2n−1[x] such that
m2n−1(xj) = mj, m(1)2n−1(xj) = nj, (j = 0, . . . , n− 1). (23)
Through the Szegő transformation this problem changes to the problem whose solution H−(2n−2),2n−1(z)was given in (21).
Taking z = eıx and j2n−2(x) = H−(2n−2),2n−1(z), we can compute j(1)2n−2(−1) by applying l’Hospital rule as follows:
lim
z→−1
H(1)−(2n−2),2n−1(z)z
ı

1−

z+1/z
2
2 = limz→−1−2H
(1)
−(2n−2),2n−1(z)z
z − 1z
= H(2)−(2n−2),2n−1(−1).
Therefore j(1)2n−2(−1) = H(2)−(2n−2),2n−1(−1).
To solve our problem we takeM2n−1(x) ∈ P2n−1[x] defined by
M2n−1(x) = nn−1 − m
(1)
2n−2(−1)
n−2∏
j=0
(1+ xj)2
(x− xn−1)
n−2∏
j=0
(x− xj)2.
Then, it is easy to see thatM2n−1(x) satisfies the following conditions:
M2n−1(xi) = 0, (0 ≤ i ≤ n− 1), M(1)2n−1(xi) = 0, (0 ≤ i ≤ n− 2), M(1)2n−1(−1) = nn−1 − m(1)2n−2(−1).
Hence, if we define
m2n−1(x) = j2n−2(x)+M2n−1(x),
it is immediate that m2n−1(x) is the solution of the problem posed in (23).
Next we reformulate the problem posed in (19) in order to obtain a result about convergence.
Theorem 8. Let f be a continuous function on [−1, 1] such that f (xj) = mj for j = 0, . . . , n− 1 and let {nj}n−1j=1 be a set of real
numbers. Let j2n−2(x) be the Hermite interpolation polynomial such that j2n−2(xj) = mj for j = 0, . . . , n− 1 and j(1)2n−2(xj) = nj
for j = 0, . . . , n−2. If we denote Nn−1 = (n0

1− x20, . . . , nn−2

1− x2n−2) and limn→∞ ‖Nn−1‖22n−1 = 0, then j2n−2(x) converges
to f (x) uniformly on [−1, 1].
Proof. It is analogous to the proof of Theorem 6. 
4.4. Convergence outside the interval for analytic functions
Next we generalize the results about convergence, given in cases I, II, and III, to the case of analytic functions. For
this generalization, we recall a result due to Szegő related to the expansion of an analytic function in terms of the Jacobi
polynomials, in particular the Tchebychef polynomials (see [9, Theorem 9.1.1]).
Theorem 9 (Expansion of an Analytic Function in a Jacobi Series). Let f (x) be an analytic function on [−1, 1]. The expansion of
f (x) in a Jacobi series
f (x) ∼
∞−
n=0
anP (α,β)n (x)
is convergentwith sum f (x) in the interior of the greatest ellipsewith foci at±1, inwhich f (x) is regular. The expansion is divergent
in the exterior of this ellipse. Moreover, the convergence is uniform on every closed set lying in the interior of the ellipse ER and
the sum R of the semi-axes of the ellipse of convergence is R = lim 1n√|an| .
Indeed Szegő has proved a similar result for general orthogonal polynomials (see [9, Theorem 12.7.3]).
Theorem 10. Let f (x) be an analytic function on the interval [−1, 1]. Let g2n−2(x) be the Hermite interpolation polynomial such
that g2n−2(xj) = mj for j = 0, . . . , n− 1 and g(1)2n−2(xj) = nj for j = 1, . . . , n− 1, where {mj}n−1j=0 and {nj}n−1j=1 are fixed values,
and the nodal system is {xj}n−1j=0 , with xj = cos
 2jπ
2n−1

, corresponding to Case I. Then g2n−2(x) converges to f (x) uniformly on
compact subsets of the ellipse ER.
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Proof. Let us consider the Tchebychef expansion of f given by f (x) ∼∑∞n=0 anTn(x), which converges to f (x) in the ellipse
ER, with R > 1. Let us define the function F(z) = ∑∞n=0 anzn, which is analytic on the disk D(0, R), and let us consider
G(z) = 12

F(z)+ F  1z , which is analytic on the annulus 1R < |z| < R. Moreover, if x ∈ ER and we apply the Szegő
transformation, x = z+ 1z2 , then f (x) = G(z).
As we have done in Case I, for finding the polynomial g2n−2(x) ∈ P2n−2[x], we transform the problem and we compute
the Laurent polynomial H−(2n−2),2n−1(z) ∈ Λ−(2n−2),2n−1 such that H−(2n−2),2n−1(z0) = G(z0) = m0,H−(2n−2),2n−1(zj) =
H−(2n−2),2n−1(zj) = G(zj) = G(zj) = mj for j = 1, . . . , n − 1 and H(1)−(2n−2),2n−1(z0) = G(1)(z0) = 0,H(1)−(2n−2),2n−1(zj) =
G(1)(zj) = nj

1− x2j zjı,H(1)−(2n−2),2n−1(zj) = G(1)(zj) = −nj

1− x2j zjı for j = 1, . . . , n− 1.
The interpolation polynomial H−(2n−2),2n−1(z) is given in Eq. (11), and it holds that g2n−2(x) = H−(2n−2),2n−1(z).
By applying Corollary 1 we have that H−(2n−2),2n−1(z) uniformly converges to G(z) on compact subsets of the annulus
1
R < |z| < R, and therefore we have that g2n−2(x) uniformly converges to f (x) on compact subsets of the ellipse ER. 
Remark 5. Similar results about convergence can be done for analytic functions with nodal systems used in Cases II and III.
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