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Abstract
This paper investigates some important characteristics of available Internet bandwidth in commercial wireless
environment which have become increasingly available everywhere. Through extensive experiments and performance
analysis, the paper identiﬁes three important characteristics. First, the bandwidth bottleneck in a commercial wireless
environment lies on the edge of the Internet. Second, the available downstream bandwidth is usually larger than the
available upstream bandwidth. Finally, available bandwidth remains relatively persistent and piecewise stationary.
1. Introduction
A commercial wireless environment consists of a wireless infrastructure connected to the broadband Internet via
a router. Clients access Internet services by connecting their laptops to the wireless infrastructure. As of 2009, a
signiﬁcant number of mobile network operators, such as T-Mobile and AT&T (to name a few) have provided wire-
less Internet connection with broadband speed for their hotspot subscribers. Throughout much of North America,
hotspots can typically be found in coﬀee shops and various other public establishments. An important factor that
aﬀects user experience while accessing various Internet services is the amount and quality of download and upload
bandwidths. This paper investigates some important characteristics of available Internet bandwidth in commercial
wireless environment. Through extensive experiments and performance analysis, the paper identiﬁes three important
characteristics. First, the bandwidth bottleneck in a commercial wireless environment lies on the edge of the Inter-
net. Second, the available downstream bandwidth is usually larger than the available upstream bandwidth. Finally,
available bandwidth remains relatively persistent and piecewise stationary.
2. Related Work
Prior research has investigated the characteristics of wireless environments. But as far as we are aware, no single
study has investigated wireless features in the context of commercial wireless environment. In the space of inves-
tigating the features of networks, our prior research work reveals that the tight link of a home wireless broadband
environment is usually on the edge of the Internet [1], but does not investigate commercial wireless environment
such as university and airport wireless infrastructure. [2] explores the fundamental metrics that determine end user
throughput in 802.11 wireless networks, but it does not look into the bandwidth variance features. [3] investigates the
characteristics of wireless networks in terms of beacon signal strengths, with little consideration to wireless bandwidth
characteristics as proposed here.
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In the area of Internet bandwidth estimation, several techniques have been proposed over the last ten years. These
bandwidth estimation techniques can be classiﬁed into two categories: Both-end software tool and single-end software
tool. Both-end software tools require installation of the measurement software on hosts at both ends of the commu-
nication path whose bandwidth is being measured. Single-end software tools on the other hand require installation of
the measurement software on a host at only one end of the communication path.
Two common both-end software tools for estimating end-to-end available bandwidth are TOPP[4] and SLoPS[5]
(implemented as Pathload[6]). The primary idea in TOPP and SLoPS is based on variation in one-way delays of
the probing packets. The source host sends a periodic packet stream to the destination host (recipient) at a certain
rate. The recipient observes the queuing delays of successive periodic probing packets increase when the probing
rate is higher than the available bandwidth in the path. To achieve better accuracy than TOPP and SLoPS as well as
shorter measurement latency, a number of new measurement tools, such as IGI[7], pathChirp[8], Spruce[9] have been
proposed. In [9], these mainstream available bandwidth measurement tools have been classiﬁed based onmeasurement
approaches underlying the estimation techniques. Spruce, IGI and Delphi are classiﬁed into the probe gap model,
which utilizes the information in the time gap between the arrivals of two successive probes at the receiver. Instead of
using the gap model, tools classiﬁed as probe rate model such as Pathload, TOPP and pathChirp harness the concept
of self-induced congestion to estimate available bandwidth.
Although there are a few of single-end software tools for bandwidth measurement, such as Pathneck[10], Sting[11]
and SProbe[12], none of them accomplish quantitative measurement of available bandwidth. Pathneck is a single-end-
control bottleneck detection tool for identifying the location of bottlenecks on an Internet path. Sting, a TCP-based
network measurement tool, is designed to accurately measure the packet loss rate on a dual channel between a pair
of hosts. SProbe exploits properties of the TCP protocol to estimate the bottleneck bandwidth (i.e. the narrow link).
To the best of our knowledge, abget[13] is the only single-end software tool for available bandwidth measurement. It
harnesses the properties of TCP and forces a remote TCP-support server to generate a traﬃc ﬂow at a certain rate. By
performing a recursive algorithm similar to the algorithm in [6], abget can approximately estimate a range of end-to-
end available bandwidth. However, according to our previous quantitative/qualitative analysis on abget in [1], abget
is not suitable in the context of wireless networks.
3. Characteristics of Commercial Wireless Environments
3.1. The Bottleneck of the Internet
In a commercial wireless environment, providers of wireless services connect their wireless infrastructure to a
ﬁxed-line broadband interface. Since 802.11 made its debut, net bit rate in 802.11 family has been increasing at a sig-
niﬁcant rate from 11 Mbps of 802.11b to 600 Mbps of 802.11n. Notice that a common strategy for many commercial
wireless service providers is still to set up 802.11g wireless infrastructure. Wireless infrastructure for experiments in
the paper has been set up to operate in 802.11g mode. The maximum throughput of 802.11g protocol is theoretically
limited to 24 Mbps [14]. To understand the bottleneck in available bandwidth in a commercial wireless environment,
we measured available bandwidth using abget in conjunction with Multi-Router Traﬃc Grapher (MRTG) for a large
number of web servers distributed all over the globe.
MRTG [15] is a tool to monitor the traﬃc load forwarded by a router interface. It harnesses Simple Network Man-
agement Protocol (SNMP) to collect measurement results from Management Information Base (MIB) and generate
HTML pages containing a live visual representation of the traﬃc load. Given a link that connects to a router with
MRTG installation, MRTG is able to allow a user to calculate the average available bandwidth every ﬁve minutes.
According to the functionality of MRTG, our experiment utilizes a Linux box with an MRTG installation to monitor
the traﬃc load of a Cisco Aironet 1131AG series wireless router. The linux box has two Ethernet cards and bridges
the wireless router traﬃc to the Internet. One of the Ethernet cards is plugged into wired GigE infrastructure, and the
other is connected to the wireless router. Furthermore, to ensure that the wireless router is running in a competitive
share mode (i.e. wireless available bandwidth is not equal to the theoretical maximum throughput of the wireless
medium), we set the wireless router to operate in an open mode and deployed it on campus at University of Colorado
at Boulder. Based on our observation from MRTG, the available bandwidth of the wireless router ﬂuctuates between
18 Mbps and 24 Mbps.
In our experiment, a laptop with an 802.11b/g wireless adapter is connected to our wireless router. By run-
ning abget at the laptop, we estimated the available bandwidth to 31 diﬀerent web servers that are distributed over
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Table 1: Avi-bw estimation from a wireless environment at CU-Boulder
Institute Remote Server LA (Mbps) UA (Mbps) Delay (sec.) Location
Carnegie Mellon Univ. cs@cmu 16 18 64.87 Pittsburgh
Univ. of Massachusetts cs@umass 20 24 12.83 Amherst
Univ. of Maryland cs@umd 20 24 11.58 College Park
Univ. of California eecs@berkeley 20 24 23.38 Berkeley
Univ. of Toronto eecg@toronto 20 22 26.22 Toronto
Brown Univ. cs@brown 20 22 83.45 Providence
Indiana Univ. informatics@indiana 20 22 21.23 Bloomington
Univ. of Wisconsin cs@wisc 20 22 128.36 Madison
Univ. of Minnesota cs@umn 14 16 112.96 Twin Cities
Univ. of Virginia cs@virginia 16 18 202.48 Charlottesville
Yale Univ. cs@yale 20 22 11.44 New Haven
California Institute of Tech. cs@caltech 16 18 32.33 Pasadena
Univ. of North Carolina cs@unc 20 24 11.13 Chapel Hill
Texas A&M Univ. cs@tamu 16 18 65.43 College Station
Harvard Univ. eecs@harvard 20 22 10.64 Cambridge(US)
Univ. of Oxford comlab@oxford 20 24 187.55 Oxford
Univ. of Tokyo is@tokyo 18 20 72.06 Tokyo
Imperial College doc@imperial 20 24 22.61 London
Univ. of Calgary cpsc@ucalgary 20 22 6.78 Calgary
Massachusetts Institute of Tech. nms@mit 20 24 14.95 Cambridge(US)
McGill Univ. cs@mcgill 20 22 10.75 Montreal
Hong Kong Univ. of Sci. and Tech. cse@hkust 24 26 67.83 Hong Kong
Univ. of Hong Kong cs@hku 18 20 118.43 Hong Kong
Univ. of Cambridge cl@cambridge 20 22 22.74 Cambridge(UK)
Foundation for Research and Tech. ics@forth 20 22 40.48 Hellas
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North America, Europe and Asia. The upstream available bandwidth and downstream available bandwidth as well
as estimated latency are illustrated in Table 1. As shown in this table, all available bandwidth estimation results ap-
proximately approach the actual available bandwidth (about 18-24 Mbps) of the link between the laptop and wireless
router. These results indicate that the bandwidth bottleneck of the Internet is usually on the edge of the network in the
context of a commercial wireless environment.
The key observation is that in order to measure the available bandwidth to a web server in a commercial wireless
environment, it is suﬃcient to measure the available bandwidth over only a few hops from the WiFi device on the path
to the server. This is because the bottleneck of the Internet is most likely to be with in these small number of hops.
As a result, current available bandwidth measurement tools like abget that require large data transfer of the complete
path impose too much overhead in a commercial wireless environment.
3.2. Downstream vs Upstream Bandwidths
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Figure 1: Downstream vs. upstream traﬃc (Gallup campus, Taos campus, Los Alamos campus, and Valencia County campus).
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Unlike traditional wired networks, wireless networks are constrained to lower throughput because of several rea-
sons: (1) The characteristics of wireless radio have a signiﬁcant impact on the throughput of wireless networks.
Theoretically, a 802.11g wireless network can achieve approximately 24 Mbps of throughput [14]. However, the
actual available bandwidth is dependent on achievable wireless signal strength at the client side. The available band-
width at the client side is typically low because the achievable signal strength at the client side is low. (2) The feature
of 802.11g wireless network constrains the capacity of wireless networks. 802.11g operates at a maximum physical
layer bit rate of 54 Mbps exclusive of forward error correction codes (i.e. 24 Mbps average throughput). Therefore,
the maximum achievable end-to-end bandwidth for a client is only 24 Mbps. (3) Commercial wireless networks are
shared by multiple clients. Take an example of university wireless environment, where an on-campus wireless router
is simultaneously shared by hundreds or maybe thousands of college students. [16] reported that the majority of Inter-
net traﬃc is web based. This gives rise to an obvious situation that the volume of downstream traﬃc for a commercial
wireless router is greater than the volume of upstream traﬃc because of the fact that the web-based applications usu-
ally involve more download traﬃc than upload traﬃc. Therefore, we predict that the downstream available bandwidth
is lower than upstream one.
To validate this, we conducted a long-term experiment at the University of New Mexico. The University has four
branch campuses - Gallup campus, Los Alamos campus, Taos campus and Valencia County campus. On each campus,
a wireless router is deployed, serving for college students’ Internet connectivity. Every day, our network administrators
use MRTG to record 12-hour incoming and outgoing traﬃc (starting from 7:00am and ending at 7:00pm) through the
wireless routers. According to our observation from September 1st 2009 to December 31th 2009, we found out
that the average incoming traﬃc is greater than outgoing traﬃc most of the time. This implies that the average
downstream available bandwidth is lower than upstream available bandwidth. Figure 1 shows an MRTG snapshot
of incoming/outgoing traﬃc on September 5th 2009. Except Taos campus at 15:00 o’clock, the volume of incoming
traﬃc is greater than the volume of outgoing traﬃc.
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Figure 2: Time series plot of available bandwidth at a wireless router in CU-Boulder.
3.3. Temporal stability of available Bandwidth
Now we turn our attention to the analysis of the stability of available bandwidth over time. The purpose of this
analysis is to 1) explore how the bandwidth observed at a single wireless access point (AP) varies as a function of
time, and 2) identify the relative stability of available bandwidth over diﬀerent time scales.
3.3.1. Data collection
The bandwidth data used for this analysis is collected from one public wireless router, located in University of
Colorado at Boulder. This wireless router is accessed and used daily by students and faculty. We monitored available
bandwidth B(t) of the wireless AP every 20-30 seconds. The time series plot of available bandwidth are shown in
Figure 2.
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3.3.2. Persistence
We ﬁrst take a look at the amount by which successive bandwidth samples change. If many abrupt changes
over short time scales occur, the available bandwidth is unstable. We compute the CDF of the amount of available
bandwidth change between successive samples and analyze it. Figure 3 shows the CDF of persistence for the measured
AP, whose time series plot are shown in Figure 2. We ﬁnd that successive samples of our AP vary by less than 30
Mbps over the entire trace period. However more than 90% of the successive bandwidth samples vary by less than 3
Mbps. Therefore, we can conclude that the measured bandwidth B(t) is relatively persistent.
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Figure 3: CDF of relative change in bandwidth between successive samples.
3.3.3. Time scales of stability
A persistent stable bandwidth B(t) might not be stationary stable, where the mean and variance do not change
over time or space. For example, consider a stochastic process X(t) in which variable Xi keeps increasing by a small
amount with increase in i. In this case, X(t) is persistent, but not stationary stable. If we take a close look at the time
series plot in Figure 2, we notice that the available bandwidth varies quite a lot over the entire observation period.
Indeed, B(t) is not stationary stable in general. We need to verify whether B(t) is piecewise stationary, i.e. whether
B(t) is stationary stable over shorter time scales.
To check the piecewise stationary stability of B(t), we set a time window w of some length, and slide this window
over the measurement interval over the entire trace period. For each instance of slide window, we calculate mean and
relative deviation. Figure 4 shows the percentage of slide windows in which the relative deviation is less than 10%,
20%, and 30% for diﬀerent window sizes ranging from 5 minutes to 60 minutes. For example, when we set time
window w = 20 minutes, 81% windows on the trace have a relative deviation less than 20%. This means that the
chance that the available bandwidth varies by more than 20% with in a 20-minute period is about 19%. As expected,
we note that the bandwidth is less stationary stable for larger window sizes. These results show that B(t) is piecewise
stationary for time intervals of the order of 20 to 30 minutes.
The results reported here are only from one experiment conducted over a period of about 70 hours, and so they
cannot be generalized. However, we do believe that a majority of wireless access points exhibit similar behavior. We
plan to conduct more experiments from diﬀerent wireless access points to conﬁrm this and gain better understanding
of temporal stability of available bandwidth in commercial wireless environment.
4. Discussion
This paper identiﬁes three important characteristics of the available bandwidth in a commercial wireless envi-
ronment. The ﬁrst observation that the bandwidth bottleneck in a commercial wireless environment lies at the edge
of the Internet indicates that it is suﬃcient to focus on the available bandwidth over only a few hops from a WiFi
device to estimate the available to a distant server. In conjunction with the second observation that the downstream
bandwidth is typically lower than the upstream bandwidth can be used to design eﬃcient bandwidth estimation tools
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Figure 4: Percentage of slide windows in which the relative deviation is with in 10%, 20% and 30%.
that can estimate both upstream and downstream available bandwidths. Finally, the third observation that the avail-
able bandwidth remains persistent and piecewise stationary stable indicates that a client can choose one access point
over another based on the bandwidth observed at the start and be fairly conﬁdent that he/she will experience similar
bandwidth over a duration of at least 30 minutes or so.
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