The geometric discord D of a state is a measure of the quantumness of the state, and a measure of the entanglement of a state is the negativity N . It was proved by D. Girolami and G. Adesso that for states on C 2 ⊗ C 2 , the geometric discord is always greater than or equal to the square of the negativity. We show that this relation does not hold for states on C 2 ⊗ C 3 , by producing several simple counter-examples. Certain upper and lower bounds for N 2 − D are obtained for states on C m ⊗ C n for any m, n ∈ N.
Introduction
The entanglement of a state is related to quantum correlations. From recent finding, it has turned out that the notion of quantum discord is a good measure of quantum correlations. Let Ω 0 be the set of classical-quantum states, given by p k |ψ k ψ k | ⊗ ρ k . We denote M m ⊗ M n by m ⊗ n.
For an m ⊗ n (m n) state ρ, the geometric discord (GD) is a variant of quantum discord which is defined as
where C 2 = Tr (C † C) is the Hilbert-Schmidt norm for any matrix C, and in the last equality (cf. [4] ), the minimization is over all possible von Neumann measurements Π A = {Π A k } (i.e., a set consisting of one-dimensional orthogonal projectors summing to the identity) on ρ A and Π A (ρ) := k (Π A k ⊗ I B )ρ(Π A k ⊗ I B ). Here, A and B has been used to indicate the first part C m and the second part C n , respectively, of the system C m ⊗ C n , and ρ A is the marginal of ρ on C m . Let ζ = (ζ 1 , ζ 2 , . . . , ζ d 2 −1 ) T and ζ i be the generators of SU(d) for dimension d = m or n. Suppose ρ have the Bloch form
The following inequality, derived by [7] ,
gives a tight lower bound on GD, where λ ↓ k (G) denotes the eigenvalues of G := xx T + 2 n T T T sorted in nonincreasing order. The equality holds in (1.3) for all 2 ⊗ n states (cf. [1] ).
To calculate GD of a given 2 ⊗ 3 state, we use the formula given by the equality in (1.3) . For this we first find the Bloch form (1.2) for the given state by fixing the generators of SU(2) as the Pauli matrices, namely,
and the generators of SU(3) as the Gell-Mann matrices, namely,
Define the linear partial transpose on M m ⊗ M n by Γ = T ⊗ id n , i.e., it maps |i j| ⊗ |k l| to |j i| ⊗ |k l|. A popular measure for the entanglement of a state ρ is the negativity (cf. [8] ) of ρ, which is defined as
where X 1 denotes the trace norm given by X 1 = Tr |X|. For 2 ⊗ 2 states, it is shown in [2] , that D N 2 . S. Rana and P. Parashar discussed 2 ⊗ n case in [6] , and justify that this D N 2 does not hold for n > 2. But they also deduced that the occurrence of the violation of this inequality is very rare and the example of the state provided by them was for n = 3 for which D < N 2 involves long decimals and complex entries. The quantity N 2 − D is very small in their example. We find several parametrized families of 2 ⊗ 3 states when D < N 2 in Section 2. We have examples where the entries of the matrices are simple fractions or integers and N 2 − D is not so small.
In Section 3 we show that for an m ⊗ n state ρ
This makes use of a result proved by S. Rana [5] which states that for any m ⊗ n state ρ, the number (m − 1)(n − 1) is an upper bound for the number of negative eigenvalues of ρ Γ . N. Johnston in [3] showed that for all m and n, there exists a m ⊗ n state ρ such that ρ Γ has (m − 1)(n − 1) negative eigenvalues. In particular, for any 2 ⊗ n state ρ the upper bound of (1.5) can be improved to
For a, b ∈ R with b > 0, consider the following element in M 2 ⊗ M 3 :
(2.1)
The eigenvalues of ρ 1 (a, b) are 0 with multiplicity 4 and 1 2 with multiplicity 2. Since ρ 1 (a, b) is
, all with multiplicity 2. Clearly, it has two negative eigenvalues for a = 0, namely,
, with multiplicity 2. This is the maximum number of negative eigenvalues possible for the partial transpose of any 2 ⊗ 3 state. The negativity of ρ 1 (a, b) can be calculated from the second equality of (1.4) as
for a = 0. Observe that N (ρ 1 (a, b)) = 0 when a = 0, and this coincides with the expression for
For the state ρ 1 (a, b), the Bloch form of (2.1) is determined by x T = (0, 0, 0), y T = 0, 0,
Thus,
If a 2 2b 2 , then the eigenvalues of G in nonincreasing order are 3a 4 2(a 2 + b 2 ) 2 ,
Similarly, it can be shown that
> 0. Thus, for a 2 > 2b 2 with b > 0, the state ρ 1 (a, b) , violates the inequality D N 2 . In particular, for a = 5 and b = 2, we obtain the following state: . Then, N (ρ 1 (a, b)) 2 takes the form
Using this representation, we obtain the following figure: Similarly, for the following three families of 2 ⊗ 3 states, it can be shown that the inequality D N 2 is violated: The first family is given by
for which the graphs of D and N 2 are illustrated in the following figure: The second family is given by
for which the graphs of D and N 2 are illustrated in the following figure: Finally, the third family is given by
for which the graphs of D and N 2 are illustrated in the following figure: 3 Bounds for N 2 − D In this section, we obtain upper and lower bounds for N 2 − D of an m ⊗ n state. We first find bounds for N and D individually which together would give bounds for N 2 − D. Later for any 2 ⊗ n state we find a upper bound for N 2 − D directly which improves the previously obtained upper bound. From the definition, it follows that both of N and D are nonnegative, and which give obvious lower bounds 0 for both of them. To find an upper bound for N , we use the following theorem by S. Rana (cf. [5] ):
Theorem 3.1. Let ρ be an m ⊗ n state.
(1) ρ Γ cannot have more than (m − 1)(n − 1) number of negative eigenvalues.
(2) All eigenvalues of ρ Γ always lie in [−1/2, 1].
Proposition 3.2. For any m ⊗ n state ρ, 0 N (ρ) (n − 1).
Proof. By Theorem 3.1
Therefore,
Thus, 0 N (ρ) (n − 1).
Proof. Here, we use the second expression for D of (1.1) to find the upper bound. Let Π A be a von Neumann measurement on ρ A , that is, there is an orthonormal basis {|ψ k : 1 k m} of
(|ψ k ψ k | ⊗ I n )ρ(|ψ k ψ k | ⊗ I n ). For any von Neumann measurement Π A , we have the following:
=Tr (ρ 2 ) − 2Tr ((Π A (ρ)) 2 ) + Tr (ρΠ A (ρ)) =Tr (ρ 2 ) − Tr ((Π A (ρ)) 2 ) 1.
Theorem 3.4. If ρ be an m ⊗ n state, then we have
Proof. The proof follows from Propositions 3.2 and 3.3.
For any 2 ⊗ n state we have better upper bound for N 2 − D.
Theorem 3.5. Let ρ be a 2 ⊗ n state. Then
Proof. Let χ denote the optimal classical-quantum 2 ⊗ n state and ρ be any 2 ⊗ n state. Then, χ satisfies Tr [χ 2 ] = Tr [ρχ], and hence
the last equality holds due to the invariance of the Hilbert-Schmidt norm under partial transpose. When there is no negative eigenvalue of ρ Γ , it is obvious that N (ρ) 2 − D(ρ) 0. Assume that the number of negative eigenvalues of ρ Γ is n − k, where 1 k n − 1. Let the eigenvalues of ρ Γ and χ be
respectively. The Hoffman-Wielandt theorem yields Let us consider the following function:
By using (3.5), we obtain
We are interested in finding an upper bound for g under the following constraints: Therefore, g(λ, ξ) N (ρ) 2 2 − N (ρ)(2 + N (ρ)) 4(n + k) − N (ρ) 2 4(n − k) = N (ρ) 2(n 2 − k 2 ) (n 2 − k 2 − n)N (ρ) − (n − k) .
Since, n 2 −k 2 −n and (n 2 −k 2 −n)(n−k)−(n−k) are positive, using the fact that N (ρ) ≤ n−k, an upper bound for g is obtained as g(λ, ξ) n − k 2(n + k) (n 2 − k 2 − n − 1) = n − k 2(n + k) ((n + 1)(n − 2) − (k 2 − 1)) 1 2 (n − 1)(n − 2), and hence N (ρ) 2 − D(ρ) (n − 1)(n − 2). Therefore, for any 2 ⊗ n state ρ, N (ρ) 2 − D(ρ) (n − 1)(n − 2).
