The inner-outer predictive wall model of Mathis et al.
I. Introduction
Many articles have been written on the existence and organization of coherent structures in wall bounded turbulent flows. The idea of a hairpin, or horseshoe, vortex was first introduced in 1952 by Theodorsen. 2 
Adrian, Meinhart and Tomkins
3 and also Ganapathisubramani, Longmire, and Marusic 4 observed that these hairpin vortices align themselves into very long regions of 'packet' groupings that can extend as much as 20δ in the streamwise direction thus earning the name 'superstructures' as coined by Hutchins and Marusic. 5 These structures are known to induce low momentum streaks beneath them which are felt through the inner layer down to the wall surface. 6 The majority of the past research on near-wall structures in turbulent boundary layers has been done using incompressible data. 3, [5] [6] [7] [8] [9] [10] [11] A few studies have been done on the structure of compressible turbulent boundary layers and in general the same structural behavior is observed. The series of papers by Lian, Beekman, and Martin 12-14 on DNS of hypersonic turbulent boundary layers demonstrates the existence of large scale coherent structures in boundary layers of freestream Mach numbers ranging from 0 to 12 by using two-point correlations of the streamwise momentum fluctuations. In the same series of papers Duan et al. also provided contour plots of momentum fluctuations in the near-wall region where long, low momentum streaks similar to the results from incompressible data could be seen. Other works on the structure of compressible turbulent boundary layers are by Riguette, Wu, and Martin 15 who investigated structures in a Mach 3 boundary layer, O'Farrel and Martin 16 who developed a method of tracking hairpin packets in Mach 3 DNS data, and Beekman, Priebe, and Martin 17 who performed spectral analysis on DNS data of a Mach 3 spatially developing turbulent boundary layer.
There is reason to believe that the large-scale coherent structures that reside in the logarithmic layer have an effect on the near-wall turbulence cycle. It was proposed by Mathis, Hutchins, and Marusic 18 that the large-scale momentum fluctuations caused by superstructures in the logarithmic layer modulate the energized, small-scale fluctuations in the viscous sublayer. The same authors later developed a predictive model for the streamwise velocity fluctuations in the inner-layer based on this modulating effect.
1 They were able to show that a statistically accurate inner velocity signal can be constructed using only what they refer to as a 'universal' signal that is independent of Reynolds number effects and a signal of the large-scale component of the streamwise velocity taken from a point roughly in the middle of the logarithmic layer. This model is especially appealing for use as a wall boundary condition in a large eddy simulation (LES) since, assuming the universal signal is known, a filtered velocity signal from the logarithmic layer would be [12] [13] [14] are included in the model. The wall model is applied to two DNS data sets of turbulent boundary layers with free stream Mach numbers of 3 and 7. In Section II the two flow fields and a short description of the computational methods are presented. In Section III evidence of the small scale modulating effect in the compressible DNS data are shown. In Section IV the universal signals are obtained from the DNS and in Section V predicted signals are constructed and compared statistically to the original DNS data. Lastly, conclusions are given in Section IV.
II. Computational Setup and Flow Details
The data sets are two direct numerical simulations of spatially developing, zero pressure gradient turbulent boundary layers with adiabatic wall-temperature conditions. The two flows are at freestream Mach numbers of 2.9 and 7.2 referred to throughout this paper as the Mach 3 and Mach 7 cases. The simulations were initialized using the method outlined by Martin. 19 The boundary conditions at the inflow were prescribed using the recycling-rescaling method of Xu and Martin. 20 Supersonic exit boundary conditions were applied to the top and outlet of the domain. Periodic boundary conditions were prescribed in the spanwise direction. A bandwidth optimized, weighted essentially non-oscillatory or WENO method was used for the computation of the inviscid fluxes 21 while the viscous fluxes were computed using a 4th-order accurate central differencing scheme. A 3rd-order, explicit Runge-Kutta scheme was used for time integration.
In order to prevent any forcing by large, coherent eddies in the rescaling method, very long computational domains were used for both simulations with streamwise lengths on the order of 60 boundary layer thicknesses. Because the analysis presented in this paper is done using these time signals, a list of important flow conditions evaluated at the recycling plane are listed in table 1. In the table, δ is the local boundary layer thickness and U ∞ is the freestream velocity. The friction velocity u τ is defined as u τ = ρ w /τ w and the viscous length scale is defined as z τ = ν w /u τ where ν w is the dynamic viscosity at the wall. The Reynolds number is Re τ = δ/z τ .
III. Amplitude Modulation
Before the wall model can be applied to the supersonic boundary layers, it is necessary to demonstrate that the physics behind the model, that is the modulating effect, occurs in compressible conditions and on the DNS data. Mathis et al. 18 showed that the energized, small-scale motions in the inner layer of wallbounded flows are subject to a modulating effect by the large-scale fluctuations in the logarithmic layer. That is, positive, large-scale momentum fluctuations in the logarithmic layer intensify the inner layer smallscale fluctuations beneath them and negative, large-scale momentum fluctuations suppress these small-scale fluctuations. Mathis et al. 18 were able to quantify this observation by using a Hilbert transform to acquire a time signal representative of the envelope of the inner, small-scale fluctuations and then correlating it with a time signal of the outer, large-scale fluctuations. In addition, Mathis et al. 18 have shown that the modulating effect diminishes with Reynolds number and, since the Reynolds number of the data they used to demonstrate the modulating effect is significantly greater than in the current DNS data sets (Re τ = 7300 compared to our Re τ ≈ 600), it seems obligatory to verify that the Reynolds number in the current simulations is not too 
Before it is possible to apply equation 1 to our DNS data, a low-pass filter must be defined for the large/small-scale decomposition. A cutoff wavelength for the filter must be chosen so that all scales bellow the cutoff are representative of the energized small scales and all scales above the cutoff are representative of the superstructure signals. Mathis et al.
18 used a cutoff normalized by z τ of λ + = 7000 which, if plotted over the pre-multiplied power spectra k x φ uu of the Mach 3 and Mach 7 data as shown in figures 1 (a) and (b), seems to be a reasonable cutoff for our data as well. As can be seen in figures 1 (a) and (b), the inner layer peak in the spectra is well within the cutoff. Once the cutoff wavelength is determined, the low-pass filter can be defined. In this analysis a finite impulse response (FIR) filter is used. The parameters of this filter are provided in table 2.
To quantify the amount of global amplitude modulation in the inner layer, R is calculated for a range of wall-normal locations, z + . When calculating R, the large-scale signal is always taken at z + = 100 and the small-scale amplitude envelope is taken at the local z + . The location z + = 100 coincides roughly with the center of the logarithmic layer as can be seen in the van Driest transformed velocity profiles plotted in figure 2. The resulting correlation curves are shown plotted versus wall-normal distance in figure 3. For both Mach number cases large values of R are seen throughout the inner region of the boundary layer below z + ≈ 10. The correlation curves decrease rapidly and cross the zero point at z + ≈ 20 and become negative in the logarithmic layer and the wake. This trend is very similar to that seen by Mathis et al., 18 however, in their data the zero crossing of the curve occurs closer to the center of their logarithmic layer and there is a slight plateau between this point and the inner peak in R. This difference may be attributed to the existence of a second energy peak in their data located at larger frequencies in the logarithmic layer. This outer peak forms at higher Reynolds number conditions. 18 At any rate, the correlation provides evidence that the near-wall, small-scale turbulence is being modulated by the large fluctuations in the logarithmic layer in the DNS data.
IV. The Universal Signals
Two sets of universal signals are calibrated from the DNS data time signals that are output at the rescaling planes near the domain ends. The purpose of producing two sets of universal signals is to demonstrate through comparison of the two signals that the method outlined below properly removes any effects of compressibility. The reader is referred to the paper of Mathis et al.
1 for details of the calibration process, but in short the universal signal is obtained by taking known data from either a simulation or experiment and removing the Reynolds number effect by simply removing the modulating effect and any linear superposition of the outer signal onto the inner layer. 
Here u + P is the predicted signal of streamwise fluctuations and u * is the universal signal. Both the predicted and universal signals are functions of the wall-normal location z + . As mentioned, equation 2 shows that the inner predicted signal is a combination of (i) the modulation of the universal signal by the large-scale motions in the logarithmic layer (first term on the right hand side) and (ii) the linear superposition of the large scale motions onto the universal signal (second term on the right hand side). The large-scale signal in the logarithmic layer is indicated by u
1 use experimental subsonic hotwire probe data in a calibration experiment to determine values for the universal parameters and u * . The same calibration procedure is carried out for both our DNS data sets to obtain two sets of uinversal parameters and two universal inner signals. To do this, u figure 4 show similar trends between the Mach 3 and Mach 7 solutions and both curves show an identical trend to the curves of the modulation coefficient in figure 3 .
Since the data are compressible the effect of density scaling must also be removed (in addition to the modulation and superposition) from the raw signals in order to obtain truly be universal signals. Duan, Beekman, and Martin [12] [13] [14] showed that the streamwise turbulence intensities profiles u ′ rms /u τ collapse quite well when the density scaling of Morkovin's hypothesis is applied. This was demonstrated with turbulent boundary layers of freestream Mach numbers ranging from M0 to M12. The universal signal must then be divided by the density scaling ( ρ(z + )/ √ ρ w ) whereρ and ρ w are from the data set used for calibrating u * . As a result, u * (z + ) in equation 2 must be replaced with ( √ ρ w / ρ(z + ))u * where ρ w andρ are profiles of the flow conditions being modeled. In figure 5 , (a) the streamwise turbulence intensity profiles for the universal signals are plotted before scaling and in figure 5 (b) after scaling. There is better agreement in the profile shape and the wall-normal location of the maximum value in the density weighted profiles.
V. The Predicted Signals and Statistical Evaluation
The model of equation 2 is next tested using the universal signals and parameters to create predicted inner layer signals at the same flow conditions as the original DNS simulations. A predicted signal of the Mach 3 boundary layer is made using first the universal signals and parameters calibrated from the Mach 3 flow and then again using the universal signal and parameters calibrated from the Mach 7 flow. The same is done for predictions of the Mach 7 inner layer. This process is explained below.
First, by assuming Taylor's Hypothesis, the universal signals are converted from time signals to a spatial volume by using the mean velocity profile of the flow conditions being modeled. The size of the volume for the predicted signals is chosen to be 10δ in the streamwise direction and the same size as the original DNS domain in the spanwise direction. The wall-normal extent of the volumes is limited by the location of z + O as defined in Section III. The input to the model u + OL is taken from a single timestep spatial volume of the DNS data set of the conditions being modeled. The u + OL is then filtered using the same filter as described in Section III. Before being input into the model, the spatial outer signal has to be trimmed from the streamwise length of the DNS domain to the same length as the predicted signal domain. The outer signal is trimmed so that the desired 10δ long section is taken as a section centered about the recycling plane of the original DNS. The purpose of this is to produce predicted signals with the same flow conditions as at the recycling planes of the DNS.
To converge the statistics of the predicted flowfields multiple volumes are computed and the statistics are averaged over the volumes. The outer signals for the series of volumes are taken from DNS volumes separated in time by a flow-through time that is based on the superstructure convection velocity and the streamwise extent of the predicted signal domain. That is, the outer signal is taken from single timestep volumes of the DNS that are separated in time by ∆t = 10δ * U c where the convection velocity U c is the mean velocity at z + O . For both Mach number conditions only six volumes are needed to converge the statistics. In figures 6 (a) and 6 (b) are shown the profiles of the density weighted streamwise velocity intensities of the predicted Mach 3 and Mach 7 flows respectively. The statistics of the modeled flows match the DNS profile quite well and in both figures very little difference is seen between the prediction from the u * calibrated from the Mach 3 data and the prediction from the u * calibrated from the Mach 7 data. This suggests that the density scaling of the universal signal is sufficient in removing the compressibility effects from the universal signal.
An inner signal of temperature fluctuations can be constructed from the predicted velocity fields by using the Strong Reynolds Analogies (SRA)s. Morkovin proposed five SRAs two of which are equations 3 and 4.
Here 'RMS' stands for 'root-mean-squared', γ is the ratio of specific heats taken to be 1.4, and M a is the local Mach number. A predicted inner temperature signal can be modeled by replacing u 12-14 The equations in the form presented here were found to be reasonably accurate for the current Mach number and wall temperature conditions. In figures 7 (a) and 7 (b) are the predicted T ′ RMS /T profiles for the Mach 3 and Mach 7 flow conditions respectively. All four predicted curves show good agreement with the DNS data.
In addition to temperature signals, the inner density fluctuations can be estimated from the modeled temperature fluctuations if the variations in pressure throughout the inner layer are assumed to be negligible. The relation of equation 5 follows from the ideal gas law.
The 
The supersonic turbulent boundary layer data of Duan, Beekman, and Martin 13 is used to determine the function f (M ) empirically. This data ranges in freestream Mach numbers between 3 and 12. A line is fit to data points of (ρ ′ RMS /ρ)/(T ′ RMS /T ) plotted against Mach number and the result is shown in figure 9 . The error in the line fit ranges from approximately 5% at Mach 3 to 10% at Mach 12. The curve is also very nearly 1 at M = 0 as would be expected for incompressible flow. This new density scaling is next applied to the predictions of ρ ′ RMS /ρ with a factor of 1.13 for the Mach 3 case and a factor of 1.25 for the Mach 7. As is seen in figures 10 (a) and (b) for Mach numbers 3 and 7 respectively, a much more accurate prediction is obtained.
VI. Conclusions
Using data from two direct numerical simulations of Mach 3 and Mach 7 turbulent boundary layers, two sets of universal signals and parameters were calibrated. In keeping with the term 'universal' very little difference was seen between the resulting superposition coefficients α and very similar trends were observed between the structure lean angle θ L and the superposition coefficient β. The universal signals corrected for the Morkovin density scaling were also found to compare quite well when profiles of streamwise fluctuation intensities were compared. Ideally one could obtain just one set of the universal inner velocity signal and the corresponding parameters and be able to construct predicted inner signals for a range of flow conditions such as for different Reynolds numbers or Mach numbers for example. The successful reproduction of the statistics of the streamwise fluctuation intensities by using either set of universal signal and parameters as shown in Section IV seems to provide further confirmation that this is the case. In addition to the predicted streamwise velocity signals, temperature and density fluctuations were also predicted by using the strong Reynolds analogies and the equation of state. The Temperature statistics compared well with the DNS however, for the Mach 7 case, the density is not so well matched. To correct this a scaling of the density fluctuations with Mach number was introduced resulting in more accurate predictions. 
