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SIMPLICITY OF TENSOR PRODUCTS OF KIRILLOV–RESHETIKHIN
MODULES: NONEXCEPTIONAL AFFINE AND G TYPES
SE-JIN OH AND TRAVIS SCRIMSHAW
Abstract. We show the denominator formulas for the normalized R-matrix involving two arbitrary
Kirillov–Reshetikhin (KR) modules W
(k)
m,a and W
(l)
p,b in all nonexceptional affine types, D
(3)
4 , and
G
(1)
2 . To achieve our goal, we prove the existence of homomorphisms, which can be understood as
generalization of Dorey rule to KR modules. We also conjecture a uniform denominator formulas for
all simply-laced types; in particular, type E
(1)
n . With the denominator formulas, we determine the
simplicity of tensor product of KR modules and degrees of poles of normalized R-matrices between
two KR modules completely in nonexceptional affine types, D
(3)
4 , and G
(1)
2 . As an application, we
prove that the certain sets of KR modules for the untwisted affine types, suggested by Hernandez
and Leclerc as clusters, form strongly commuting families, which implies that all cluster monomials
in the clusters are real simple modules.
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Introduction
The Yang–Baxter (or star–triangle) equation originates in mathematical physics and is seen as
the essential property in studying integrable systems. As a method to solve integrable systems,
the Bethe ansatz was introduced [Bet31] and then rederived by the Leningrad school with the
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quantum inverse scattering method, leading the introduction of the Yangian (see, e.g., [Fad95] and
references therein). As part of their study of the Yang–Baxter, Drinfel’d and Jimbo independently
in 1985 [Dri85, Jim85] introduced the quantum group Uq(g). We take g to be an affine Kac–Moody
Lie algebra over k, an algebraic closed field of characteristic 0. However, we will be interested in the
quantum affine algebra U ′q(g), which is the quantum group associated with g′ := [g, g], as Uq(g) does
not admit any finite-dimensional representations. These quantum groups have all been extensively
studied with deep connections to numerous fields of mathematics and physics such as statistical
mechanics, algebraic geometry, dynamical systems, and number theory. For instance, there is an
analog of the classical Schur–Weyl duality for U ′q(g) (resp. Yangian) in type A
(1)
n , where the role of
the symmetric group is replaced by the (degenerate) affine Hecke algebra [CP96b, Dri86].
The finite-dimensional representations of the Yangian were classified by Drinfel’d [Dri87] by us-
ing a tuple of polynomials (Pi | i ∈ I0), where I0 is the set of nodes of the Dynkin diagram of the
finite-dimensional simple Lie algebra g0 corresponding to g, now known as Drinfel’d polynomials.
Based on this, Chari and Pressley gave an analogous classification for the finite-dimensional repre-
sentations of the quantum affine algebra [CP91, CP95b], where the Drinfel’d polynomials should be
considered as an affine analog of the highest weight. Since we are working over an algebraic closed
field, these polynomials factor into a product of linear factors. Thus we can write the roots of the
Drinfel’d polynomials as a monomial in variables Yi,a, where a is the inverse of a root of Pi, and
so the q-character introduced by Frenkel and Reshetikhin [FR99] (see also [FM01, Her10a, Kni95])
can be considered as the character using an affine analog of a weight space decomposition (which is
a refinement of the usual weight space decomposition). Therefore, simple modules are in bijection
with dominant monomials, and also products of q-characters correspond to tensor products of mod-
ules. Hence every simple U ′q(g)-module can be constructed as a subquotient of a tensor product of
fundamental modules V (i)a, which has several explicit constructions such as being the evaluation
module of the projection of a level-zero extremal weight module [Kas02].
Kirillov–Reshetikhin (KR) modules V (im), where i ∈ I0 and m is a positive integer, and their
spectral shifts V (im)a, where a ∈ k×, are an important class of modules first introduced for the
Yangian in [KR87] and are characterized by their Drinfel’d polynomials. Therefore, we can make
the analogous definition for the quantum affine algebra, and KR modules have many amazing (con-
jectural) properties. KR modules can be constructed as the head of a tensor product of fundamental
modules and their q-characters are known or computable [FM01, Her10a, HL10, Nak10]. KR mod-
ules are prime modules in the category Cg of finite-dimensional integrable U ′q(g)-modules [CP95a,
CP96a], i.e., they are not isomorphic to a tensor product of U ′q(g)-modules. KR modules are con-
jectured to have crystal (pseudo)bases [HKO+02, HKO+99], which is known for all but a few nodes
in exceptional types [BS19, Nao18, NS19, OS08] that are simple (resp. (generally) perfect) crystals,
which is known in nonexceptional types [Oka13] (resp. [FOS10]). KR modules and their q-characters
appear in the study of integrable systems (see, e.g., [IKT12, KNS11] and references therein), such
as being solutions to T-systems [Her06, Her10a, Nak04, Nak10]. This implies characters of their
tensor products are given by fermionic formulas; see [HKO+02, Kir83, Kir84, KR87, OSS18] and
references therein.
In the q → 1 limit (i.e., the universal enveloping algebra U(g′)), the representation theory has
an elegant description and structure due to Chari and Pressley [Cha86, CP86] akin to the Yangian
case. Furthermore, we have M ⊗N ∼= N ⊗M . However, the problem of determining the structure
of the representations is much harder for U ′q(g) as it is no longer cocommutative, so M ⊗N is not
necessarily isomorphic to N ⊗M , and the q-character of a simple module can have more than one
dominant monomial. Despite this, there is a very interesting structure in Cg as it is a rigid abelian
monoidal category: the tensor functor is exact and every U ′q(g)-module has a left and right dual.
Moreover, as previously mentioned, the q-characters solve the T-system, so they have an natural
cluster algebra structure (see, e.g., [FZ02, HL16] for more on cluster algebras). This also works in
the reverse, where cluster algebras can be used to compute the q-characters [HL16].
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Furthermore, by using the above facts, there is a rigid monoidal subcategory C0g ⊆ Cg (see [HL10,
Section 10] and [KKKO16, Section 3.1]) that contains all simple modules in Cg up to parameter shifts
whose Grothendieck ring K(C0g) has a Poincare´–Birkhoff–Witt-type (PBW-type) basis where each
monomial is a finite tensor product
⊗
i,a V (i)a given in a certain order [AK97, Cha02, Kas02, VV02].
This order is determined by the denominator formula di,j(z) := dV (i),V (j)(z), which is a polynomial
dM,N (z) ∈ k[z] that determines when the homomorphism rM,N : Ma⊗Nb → Nb⊗Ma called the R-
matrix, which satisfies the Yang–Baxter equation, is an isomorphism or not for z = (a/b)±1 [FM01].
Thus, we can say that roughly the representation theory of U ′q(g) is controlled by the denominator
formulas, which has now subsequently be computed for all affine types [KKK15, KKKO16, KO18,
OS19a, OS19b] (see also [KKO19]).
It is this reducibility of tensor products that allows morphisms V (i)a ⊗ V (j)b ։ V (k)c to exist.
These morphisms are called Dorey’s rules as they are the quantum group interpretation (due to
Chari and Pressley [CP96c]) of the relations between three point couplings in the simply-laced affine
Toda field theories and Lie theories described by Dorey [Dor91, Dor93]. Indeed, the interpretation
of Chari and Pressley uses the connection with (twisted) Coxeter elements for types A
(1)
n and
D
(1)
n (resp. B
(1)
n and C
(1)
n ) noticed by Dorey with analogous results for the other types in [FH15,
KKKO16, Oh19, OS19b, OS19a, YZ11]. The first named author reinterpreted Dorey’s rule and
the PBW ordering in terms of properties of the Auslander–Reiten (AR) quiver corresponding to
a Dynkin quiver in simply-laced types [Oh17, Oh16]. Then he and Suh introduced the notion of
a folded AR quiver to give the corresponding statements for non-simply-laced types by using the
natural diagram foldings [OS19c, OS19d].
By considering the subcategory C(t)Q ⊆ C0g (t = 1, 2, 3) generated by the U ′q(g)-modules associated
to the (folded) AR quiver Υ̂Q (which there is one for every positive root), we obtain a categorification
of the lower half of a corresponding finite type quantum group U−q (g) using Dorey’s rule [KKKO16].
This approach differs from the approach taken in [HL15], which uses another categorification of
U−q (g) using the representation ring Rep(Rg) of the quiver Hecke algebra or Khovanov–Lauda–
Rouquier (KLR) algebra [KL09, KL11, Rou08]. Indeed, by using the PBW-type basis was given
by the (folded) AR quiver in [BKM14, Kat14, KR11, McN15], an exact functor can be constructed
from C(t)Q to Rep(Rg) called the generalized Schur–Weyl duality functor [KKK15, KKK18, KKKO16,
KKO19, KO18, OS19b, OS19a]. Furthermore, the Grothendieck ring K(C(2)Q ) for g a twisted type
is isomorphic to K(C(1)Q ) for the untwisted affine type of the Langlands dual of the underlying finite
type g0; this is known as the geometric Langlands correspondence (see [FH11a, FH11b, FR98]).
Now these results are essentially for the category of simple U ′q(g)-modules that are generated by
the fundamental modules (up to spectral shifts). However, KR modules form a set of prime modules
for Cg, and so a natural question to ask would be if we can construct a similar PBW-type basis for a
subcategory C−g ⊆ C0g for an untwisted affine type generated by all KR modules with certain spectral
shifts. This category was constructed by Hernandez and Leclerc using the quiver in their algorithm
compute q-characters using cluster algebras [HL16]. Given this connection, they make the natural
conjecture that C−g is a categorification of the corresponding cluster algebra called a monoidal
categorification. This conjecture is known to be true for type A
(t)
n (t = 1, 2) [KKOP19a] and simply-
laced types for certain subcategories CN ⊂ Cg (N ∈ Z≥1) [Qin17] (see also [KKOP19a] for B(1)n ).
A key initial step is showing that the KR modules in the initial seed form a (strongly) commuting
family, which is known by using the results of [Nak01, Her06] (see also [HL16, Proposition 3.10]
and [FH15, Theorem 4.11]). From a result of Hernandez [Her10b], it is sufficient to consider if any
two (possibly the same) KR modules in the initial seed (strongly) commute. Thus, the denominator
formula dlp,km(z) := dV (lp),V (km)(z) between two KR modules gives another proof of this step in
showing this conjectured monoidal categorification.
4 S.-J. OH AND T. SCRIMSHAW
Our main result is the computation of the denominator formulas between any two KR modules
in all nonexceptional types, G
(1)
2 , and D
(3)
4 . We show that in types A
(1)
n−1 and D
(1)
n , the higher
level denominator formulas dlp,km(z) can be constructed from the corresponding fundamental one
dl,k(z). As such, we conjecture this holds for type E
(1)
n , and we believe it is a shadow of a property
or construction in simply-laced types, possibly using quiver varieties in some form in a similar
direction as Fujita [Fuj18]. Then with the denominator formulas between KR modules, the result
of Hernandez [Her10b] and [KKKO15a, KKOP19a], we can determine the simplicity of tensor
product of KR modules and orders of roots for dlp,km(z) completely in types we are considering.
We then apply the denominator formulas to show the families of KR modules conjecturally defining
the cluster algebra structure on C−g form strongly commuting families, providing evidence of the
conjecture that C−g is a monoidal categorification [HL16] for the untwisted affine types: B(1)n , C(1)n ,
D
(1)
n , G
(1)
2 . Note that such familes arise from the seuqneces of mutation suggested in [HL16].
Now let us discuss our proofs. For the twisted types, we essentially use the generalized Schur–
Weyl duality functor to reduce the problem to the untwisted types. For untwisted types, as is well
known, all highest weight representations of g0 can be constructed from sufficiently many tensor
products of the minuscule (or adjoint in type G2) representation V (Λ1) and the spin representa-
tion(s) in types Bn and Dn. Thus, we first show the denominator formulas d1,1m(z) and similarly
for the spin nodes, and then we use this to bootstrap up to show dl,1m(z) and then dl,km(z) in
parallel to the g0 construction using various Dorey’s rules, [AK97, Lemma C.15], and the universal
coefficients. For a few small values, we are required to directly compute the denominator formula.
Finally we proceed to the general case of dlp,km(z), where we use the morphism defining the KR
module construction
V (lp−1)(−q) ⊗ V (l)(−q)1−p ։ V (lp).
While this gives most of the denominator formula, there are some ambiguities when |m− p| is
small that cannot be resolved using any of the known Dorey’s rules nor the universal coefficient.
To resolve the ambiguities, we show a higher level version of the Dorey’s rule: For all m ∈ Z≥1,
V (im)a ⊗ V (jm)b ։ V (ktm)c for certain a, b, c ∈ k× and t determined by i, j, k ∈ I0.
A key part of our proof is showing that V (im)a⊗V (jm)b has composition length 2 (see Theorem 5.1
for details) as a consequence of the initial steps of the bootstrap procedure. We expect our tech-
niques to extend to the remaining exceptional types following the computations done in [OS19b].
We remark that all of the standard known Dorey’s rules could not prove any information on the
ambiguities, often times providing the exact same information, and it might be interesting to de-
termine why this is the case.
This paper is organized as follows. We give the necessary background on the algebraic, combina-
torial, and categorical aspects in Section 1, representation theoretical aspects in Section 2, and on
Dorey’s rule and generalized Schur–Weyl duality functors in Section 3. In Section 4, we present the
denominator formulas. In Section 5, we present our new higher level Dorey’s rules. In Section 6,
we give the universal coefficient formulas. In Section 7, we describe how our results can be seen
as further evidence of the Hernandez–Leclerc conjecture that C−g is a monoidal categorification. In
the remaining sections, we prove our main results.
1. Quantum affine algebras, convex orders, and categories
In this section, we briefly review the definition of quantum affine algebras, their finite-dimensional
representations, convex order of the positive roots of finite types, (folded) Auslander–Reiten quivers,
and certain categories of finite-dimensional representations of quantum affine algebras. We follow
the notation in [KKK15, KKK18, Kas02].
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E
(1)
6 :
◦0
◦2
◦
1
◦
3
◦
4
◦
5
◦
6
E
(1)
7 :
◦2
◦
0
◦
1
◦
3
◦
4
◦
5
◦
6
◦
7
E8 :
◦2
◦
1
◦
3
◦
4
◦
5
◦
6
◦
7
◦
8
◦
0
E
(2)
6 : ◦0 ◦1 ◦ ks2 ◦3 ◦4 F
(1)
4 : ◦0 ◦1 ◦2 +3◦3 ◦4 G
(1)
2 : ◦0 ◦1 +3◦2 D
(3)
4 : ◦0 ◦ ks1 ◦2
Figure 1. Dynkin diagrams △ for the exceptional affine types.
1.1. Quantum affine algebras. Let I = {0, 1, . . .} be a finite index set (for simple roots). We
denote by (A,P,Π,P∨,Π∨) an affine Cartan datum consisting of
(i) an affine Cartan matrix A = (aij)i,j∈I with corank 1,
(ii) a free abelian group P called the weight lattice,
(iii) a set Π = {αi ∈ P | i ∈ I} of linearly independent elements called simple roots,
(iv) the group P∨ := HomZ(P,Z) called the coweight lattice,
(v) a set Π∨ = {hi | i ∈ I} ⊂ P∨ of simple coroots,
which satisfies
(a) 〈hi, αj〉 = aij for all i, j ∈ I
(b) for each i ∈ I, there exists Λj ∈ P such that 〈hi,Λj〉 = δij for all j ∈ I.
We call Λi the i-th fundamental weights. Note that there exist a diagonal matrix D = diag(di ∈
Z≥1 | i ∈ I) such that DA is symmetric. We take the diagonal matrix D such that min(di)i∈I = 1.
The free abelian group Q :=
⊕
i∈I Zαi is called the root lattice. Set Q
+ =
∑
i∈I Z≥0αi ⊂ Q
and Q− =
∑
i∈I Z≤0αi ⊂ Q. We choose the imaginary root δ =
∑
i∈I aiαi ∈ Q+ and the central
element c =
∑
i∈I cihi ∈ (Q+)∨ such that {λ ∈ Q | 〈hi, λ〉 = 0 for every i ∈ I} = Zδ and
{h ∈ P∨ | 〈h, αi〉 = 0 for every i ∈ I} = Zc (see [Kac90, Chapter 4]). We denote by ρ ∈ Q (resp.
ρ∨ ∈ P∨) the element satisfying 〈hi, ρ〉 = 1 (resp. 〈ρ∨, αi〉 = 1) for all i ∈ I.
Set h :=Q⊗Z P∨. Then there exists the symmetric bilinear form ( , ) on h∗ satisfying
〈hi, λ〉 = 2(αi, λ)
(αi, αi)
and 〈c, λ〉 = (δ, λ) for any i ∈ I and λ ∈ h∗.
Let γ be the smallest positive integer such that γ(αi, αi)/2 ∈ Z for every i ∈ I
We denote by g the affine Kac-Moody algebra associated with (A,P,Π,P∨,Π∨) and by W := 〈si |
i ∈ I〉 ⊆ GL(h∗) the Weyl group of g, where si(λ) := λ − 〈hi, λ〉αi for λ ∈ h∗. We will use the
standard convention in [Kac90] for labeling of affine Dynkin diagrams △ for nonexceptional affine
types except A2n(2)-case in which case we take the longest simple root as α0. For the exceptional
types, we use the labeling given in Figure 1 mostly following [Bou02]. We denote by d△(i, j) the
number of edge between vertices i and j in △.
We define g0 to be the subalgebra of g generated by the Chevalley generators ei, fi and hi for
i ∈ I0 := I \ {0} and W0 = 〈si | i ∈ I0〉 to be the subgroup of W generated by si for i ∈ I0. Note
that g0 is a finite-dimensional simple Lie algebra and W0 contains the longest element w0.
Let q be an indeterminate. For m,n ∈ Z≥0 and i ∈ I, we define qi = q(αi,αi)/2 and
[n]i =
qni − q−ni
qi − q−1i
, [n]i! =
n∏
k=1
[k]i,
[
m
n
]
i
=
[m]i!
[m− n]i![n]i! , (z; q)∞ :=
∞∏
s=0
(1− qsz).
Definition 1.1. For an affine Cartan datum (A,P,Π,P∨,Π∨), the corresponding quantum affine
algebra Uq(g) is the associative algebra over Q(q
1/γ) with 1 generated by ei, fi (i ∈ I) and qh
(h ∈ γ−1P∨) satisfying following relations: Set e(k)i = eki /[k]i! and f (k)i = fki /[k]i!.
(i) q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ γ−1P∨,
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(ii) qheiq
−h = q〈h,αi〉ei, qhfiq−h = q−〈h,αi〉fi for h ∈ γ−1P∨, i ∈ I,
(iii) eifj − fjei = δijKi −K
−1
i
qi − q−1i
, where Ki = q
hi
i ,
(iv)
1−aij∑
k=0
(−1)ke(1−aij−k)i eje(k)i =
1−aij∑
k=0
(−1)kf (1−aij−k)i fjf (k)i = 0 for i 6= j.
We denote by U ′q(g) the subalgebra of Uq(g) generated by ei, fi,K
±1
i (i ∈ I), and we also call it
the quantum affine algebra. Throughout this paper, we primarily work with U ′q(g), so there will be
no danger of confusion.
Let denote the bar involution of U ′q(g) defined by
ei 7→ ei, fi 7→ fi, Ki 7→ K−1i , q1/γ → q−1/γ .
1.2. Finite-dimensional integrable modules and Kirillov–Reshetikhin modules. Let k be
an algebraic closure of C(q) in
⋃
m>0 C((q
1/m)). All U ′q(g)-modules have a base field of k and tensor
products will be over k unless otherwise stated. For a Uq(g)-module M , let soc(M) (resp. hd(M))
denote the socle (resp. head) of M , the largest semisimple submodule (resp. quotient) of M .
We say that a U ′q(g)-module M is integrable if M decomposes into Pcl(:=P/Zδ)-weight spaces;
that is, M =
⊕
µ∈Pcl Mµ, where Mµ := {v ∈ M | Kiv = q〈hi,µ〉v}, and ei and fi (i ∈ I) act on M
nilpotently. For an integrable U ′q(g)-module M , we set wt(M) := {µ ∈ Pcl |Mµ 6= 0}.
We denote by Cg the category of finite-dimensional integrable U ′q(g)-modules. Note that Cg is a
tensor category with the coproduct of U ′q(g):
∆(qh) = qh ⊗ qh, ∆(ei) = ei ⊗ 1 +K−1i ⊗ ei, ∆(fi) = fi ⊗Ki + 1⊗ fi.
A simple moduleM in Cg contains a non-zero vector u of weight λ ∈ Pcl such that (i) 〈hi, λ〉 ≥ 0 for
all i ∈ I0, (ii) all the weight of M are contained in λ−
∑
i∈I0 Z≥0cl(αi), where cl : P→ Pcl denotes
the canonical projection. Such a λ is unique and u is unique up to a constant multiple. We call λ
the dominant extremal weight of M and u the dominant extremal weight vector of M .
For an integrable U ′q(g)-module M , the affinization Mz := k[z, z−1]⊗M of M is considered as a
vector space over k and is equipped with a U ′q(g)-module structure
ei(uz) = z
δi,0(eiu)z, fi(uz) = z
−δi,0(fiu)z, Ki(uz) = (Kiu)z,
for all i ∈ I. Here uz denotes 1⊗ u ∈Mz for u ∈M . We sometimes write zM as the action of z on
Mz to emphasize the module M . For ζ ∈ k×, we define
Mζ :=Mz/(zM − ζ)Mz.
We call ζ the spectral parameter . Note that, for a module M ∈ Cg and ζ ∈ k×, we have Mζ ∈ Cg.
For each i ∈ I0, we set
̟i := gcd(c0, ci)
−1 cl(c0Λi − ciΛ0) ∈ Pcl.
Then there exists a unique simple module V (̟i) in Cg, called the fundamental module of (level 0)
weight ̟i, satisfying the certain conditions (see, e.g., [Kas02, §5.2]).
For a U ′q(g)-module M , we denote by M = {u¯ | u ∈ M} the U ′q(g)-module whose module
structure is given as xu¯ := xu for x ∈ U ′q(g). Then we have
Ma ∼= (M) a, M ⊗N ∼= N ⊗M.(1.1)
In particular, V (̟i) is bar-invariant ; i.e., V (̟i) ∼= V (̟i) (see [AK97, Appendix A]).
Remark 1.2. Let mi be a positive integer such that
W (Λi − diΛ0) = (Λi − diΛ0) + Zmiδ.
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We have mi = (αi, αi)/2 in the case g is the dual of an untwisted affine algebra, and mi = 1 in the
other case. Then, for x, y ∈ k×, we have [AK97, §1.3]
V (̟i)x ∼= V (̟i)y if and only if xmi = ymi .
Thus, for twisted types, we will simply write Mz instead of Mzmi .
For a moduleM in Cg, let us denote the right and the left dual ofM by ∗M andM∗, respectively.
That is, we have isomorphisms
HomU ′q(g)(M⊗X,Y )∼=HomU ′q(g)(X,∗M⊗Y ), HomU ′q(g)(X⊗∗M,Y )∼=HomU ′q(g)(X,Y ⊗M),
HomU ′q(g)(M
∗⊗X,Y )∼=HomU ′q(g)(X,M⊗Y ), HomU ′q(g)(X⊗M,Y )∼=HomU ′q(g)(X,Y ⊗M∗),
which are functorial in U ′q(g)-modules X and Y . In particular, V (̟i)x (x ∈ k×) has the left dual
and right dual as follows:(
V (̟i)x
)∗ ∼= V (̟i∗)x(p∗)−1 , ∗(V (̟i)x) ∼= V (̟i∗)xp∗
where p∗ := (−1)〈ρ∨,δ〉q(ρ,δ) and i∗ is the image of i under the involution of I0 determined by the
action of w0 (see [AK97, Appedix A]); i.e., w0(αi) = −αi∗ .
We say that a U ′q(g)-module M is good if it has a bar involution, a crystal basis with simple
crystal graph, and a global basis (see [Kas02] for the precise definitions). We call a U ′q(g) module
M quasi-good if M ∼= Vc for some good module V and c ∈ k×. Note that every quasi-good module
is a simple U ′q(g)-module. Moreover the tensor power
M⊗k :=M ⊗ · · · ⊗M︸ ︷︷ ︸
k-times
for a quasi-good module M and k ∈ Z≥1 is again quasi-good.
For simple modules M and N in Cg, we say that M and N strongly commute (or M strongly
commutes with N) if M ⊗N is simple, sometimes we simply say M and N commute. We say that
a simple module L in Cg is real if L strongly commutes with itself, i.e., if L⊗L is simple.
Recall that the simple objects in Cg are parameterized by I0-tuples of polynomials P = (Pi(u) |
i ∈ I0), where Pi(u) ∈ k[u] and Pi(0) = 1 for i ∈ I0 [CP95b, CP98]. We denote by PVi (u)
the polynomials corresponding to a simple module V , and call PVi (u) the Drinfel’d polynomials
of V . The Drinfel’d polynomials PVi (u) are determined by the eigenvalues of the simultaneously
commuting actions of some Drinfeld generators of U ′q(g) on a subspace of V (see, e.g., [CP95b] for
more details).
The Kirillov-Reshetikhin(KR) module, denoted by W
(k)
m,a for k ∈ I0, m ≥ 1, and a ∈ k×, is a
simple module of dominant extremal weight m̟k in Cg whose Drinfel’d polynomials P = (Pi, | i ∈
I0) are
Pi(u) =
{
(1− au)(1− aq2ku)(1 − aq4ku) · · · (1− aq2m−2k u) if i = k,
1 otherwise,
unless k = n and g = A
(2)
2n , in which case
Pi(u) =
{
(1− au)(1− aq2u)(1 − aq4u) · · · (1− aq2m−2u) if i = n,
1 otherwise.
Let qˇk = qk unless g = A
(2)
2n and k = n, in which case qˇn = q. With the convention on V (̟i)z in
Remark 1.2 and Theorem 2.1 below, V (km) :=W
(k)
m,(−qˇk)1−m can be described as follows:
V (km) ∼=
{
hd
(
V (̟k)(−qk)m−1 ⊗V (̟k)(−qk)m−3 ⊗· · · ⊗V (̟k)(−qk)1−m
)
if g is untwisted,
hd
(
V (̟k)(−q)m−1 ⊗V (̟k)(−q)m−3 ⊗ · · · ⊗V (̟k)(−q)1−m
)
otherwise,
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for k ∈ I0 and m ∈ Z≥1 (see also [Her10a, OS08]). The module V (km)ζ is also called as a KR
module, usually written as W
(k)
m,(−qˇk)1−mζ . Note (V (k
m)a)
∗ ∼= V ((k∗)m)a(p∗)−1 (see [Cha02, (2.20)]).
When g is classical affine type, the fundamental modules are good modules. Furthermore, V (km)ζ
is also close to being a quasigood module as it is known to be a real simple module with a crystal
(pseudo)basis with a simple crystal graph [FOS09, Oka13].
1.3. Convex orders. Next, we will briefly review convex orders on the set of positive roots of
finite type g. We denote by Φ+g and Πg = {αi | i ∈ I0} the set of positive roots and the set of
simple roots for g, respectively. We usually drop g if there is no danger of confusion.
It is well-known that for any reduced expression w˜0 = si1si2 · · · sir of w0
Φ+ = {βw˜0k = si1si2 · · · sik−1(αik) | 1 ≤ k ≤ r} and
∣∣Φ+∣∣ = r.(1.2)
Thus, we can define a total order <w˜0 on Φ
+ as βw˜0k ≤w˜0 βw˜0l if k ≤ l.
We say that two reduced words w˜0 and w˜
′
0 are commutation equivalent if one can obtain w˜
′
0
from w˜0 by applying the commutation relation sisj = sjsi (|i− j| > 1). We denote by [w˜0] the
commutation class of w˜0 under this equivalence.
We say that a partial order ≺ on Φ+ is convex if α, β, α+β ∈ Φ+, we have either α ≺ α+β ≺ β
or β ≺ α+ β ≺ α. In [Pap94, Zhe87], the following order ≺[w˜0] is shown to be convex for any [w˜0]:
α ≺[w˜0] β if and only if α <w˜′0 β for all w˜′0 ∈ [w˜0].
Consider a sequence m = (m1,m2, . . . ,mN) ∈ ZN≥0, and we define wtw˜0(m) =
∑N
i=1miβ
w˜0
i ∈ Q+.
Definition 1.3 ([McN15, Oh19]). We define the partial orders <bw˜0 and ≺b[w˜0] on ZN≥0 as follows:
(i) <bw˜0 is the bi-lexicographical partial order induced by <w˜0 . Namely, m <
b
w˜0
m′ if there exist
j and k (1 ≤ j ≤ k ≤ N) such that
• (i) ms = m′s for 1 ≤ s < j and mj < m′j , and (ii) ms = m′s for k < s ≤ N and mk < m′k.
(ii) For sequences m and m′, we have m ≺b[w˜0] m′ if and only if wtw˜0(m) = wtw˜0(m′) and n <bw˜′0 n
′
for all w˜′0 ∈ [w˜0], where n and n′ are sequences such that nw˜′0 = mw˜0 and n′w˜′0 = mw˜0 .
We say a sequence m = (m1,m2, . . . ,mN) ∈ ZN≥0 is [w˜0]-simple if it is minimal with respect to
the partial order ≺b[w˜0]. For a given [w˜0]-simple sequence s = (s1, . . . , sN) ∈ ZN≥0, we call a cover of
s under ≺b[w˜0] a [w˜0]-minimal sequence of s. The [w˜0]-distance of a sequence m is the largest integer
k ≥ 0 such that
m(0) ≺b[w˜0] · · · ≺b[w˜0] m(k) = m
and m(0) is [w˜0]-simple. We denote by the number k as dist[w˜0](m).
We call a sequence m a pair if |m| :=∑Ni=1mi = 2 and mi ≤ 1 for 1 ≤ i ≤ N. We mainly use
the notation p for a pair. Consider a pair p such that there exists a unique [w˜0]-simple sequence s
satisfying s b[w˜0] p, we call s the [w˜0]-socle of p and denoted it by soc[w˜0](p).
1.4. Auslander–Reiten quivers. We briefly review Auslander–Reiten (AR) quivers and folded
AR-quivers as Hasse quivers (or diagrams)1 of ≺[w˜0] for special [w˜0]’s of finite type g. We also
assume that g is of simply-laced finite type. We refer [OS19d] for details.
Let Q be an Dynkin quiver, which is an oriented Dynkin diagram. For a sink i of Q, we denote
by riQ the quiver obtained from Q by reversing all arrows incident with i. For a reduced expression
w˜0 = si1si2 · · · sir of w0, we say that w˜0 is adapted to Q if
ik is a sink of rik−1 · · · ri2ri1Q for all 1 ≤ k ≤ r.
1A Hasse quiver is a graphical representation of the cover relations of a poset, where an arrow a→ b corresponds
to a ≻ b.
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It is well-known that the set of all reduced expression of w˜0 adapted to Q forms a com-
mutation class [Q], and [Q] 6= [Q′] unless Q 6= Q′ [Be´d99]. Furthermore, if Q′ = riQ and
w˜0 = si1si2 · · · sir ∈ [Q], then si2 · · · sirsi∗1 ∈ [riQ]. In general, for w˜0 = si1si2 · · · sir that is not
necessarily adapted to Q, then w˜′0 = si2 · · · sirsi∗1 is also a reduced expression of w0 and [w˜0] 6= [w˜′0].
This operation is sometimes referred to as a reflection functor and denoted by w˜0
ri1∼ w˜′0. This
yields a reflection equivalent relation
r∼ on the set of commutation classes of w0. In particular, the
set {[Q] | Q is a Dynkin quiver} forms a reflection equivalent class [[△]] called the adapted r-cluster
point . We call a commutation class [Q′] ∈ [[△]] an adapted class.
Note that for each Q, there exists a unique Coxeter element τQ = si1 · · · sin (I0 = {i1, . . . , in}),
all of whose reduced expressions are adapted to Q.
The Auslander–Reiten (AR) quiver ΓQ associated to Q is the combinatorial object that reflects
the representation theory of the path algebra CQ [Gab80]. In addition, ΓQ can be understood
as a Hasse quiver of the convex order ≺[Q], whose vertices are Φ+ via the dimension vectors of
indecomposable modules {Pβ | β ∈ Φ+} over CQ, arrows represent the irreducible homomorphisms
between Pβ ’s. More precisely, α ≺[Q] β if and only if there exist a path from β to α in ΓQ.
Example 1.4.
(1) The AR-quiver ΓQ associated to Q = ◦ oo1 ◦oo2 ◦oo3 ◦ oo4 ◦5 of type A5 is
[5]
$$■■
■ [4]
&&▲▲
▲▲
[3]
&&▲▲
▲▲
[2]
&&▲▲
▲▲
[1]
[4, 5]
88rrrr
&&▲▲
▲
[3, 4]
88rrrr
&&▲▲
▲
[2, 3]
88rrrr
&&▲▲
▲
[1, 2]
::✉✉✉
[3, 5]
88rrr
&&▲▲
▲
[2, 4]
88rrr
&&▲▲
▲
[1, 3]
88rrr
[2, 5]
88rrr
&&▲▲
▲
[1, 5]
88rrr
[1, 5]
88rrr
(1.3)
Here [a, b] (1 ≤ a, b ≤ 5) denotes the positive root ∑bk=a αk and [a] := αa.
(2) The AR-quiver ΓQ associated to Q =
◦
3rr❢❢❢
❢❢❢◦oo
1
◦ ll
2
❳❳❳❳❳❳ ◦
4
ll of type D4 is
〈1, 3〉
''❖❖
❖❖
〈2,−3〉
((◗◗◗
〈1,−2〉
〈2, 3〉
77♦♦♦♦
❄
❄❄
❄❄
❄❄
❄
''❖❖
❖❖
〈1, 2〉
❄
❄❄
❄❄
❄❄
❄
77♦♦♦
''❖❖
❖
〈1,−3〉
66♥♥♥
〈3,−4〉
77♦♦♦
〈2, 4〉
77♦♦♦♦
〈1,−4〉
66♥♥♥
〈3, 4〉
??⑧⑧⑧⑧⑧⑧⑧⑧
〈2,−4〉
??⑧⑧⑧⑧⑧⑧⑧⑧
〈1, 4〉
>>⑤⑤⑤⑤⑤⑤⑤⑤
(1.4)
Here 〈a,±b〉 denotes ǫa ± ǫb.
Let ∨ and ∨˜ be the non-trivial Dynkin diagram automorphisms of △ = △A2n−1 , △Dn+1 , △E6 and
△D4 whose orbits yield the Dynkin diagrams △∨ = △Bn , △Cn , △F4 and △∨˜ = △G2 , respectively,
in a usual sense. More explicitly, we have
A2n−1
n+ 1n+ 22n− 22n− 1
n− 1n− 221 n
Bn
1 2 n− 2 n− 1 n
i∨ =
{
i, if i ≤ n,
2n− i, if i > n,(1.5a)
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Dn+1
1 2 n− 3 n− 2 n
n− 1
Cn
1 2 n− 2 n− 1 n
i∨ =

i if i ≤ n− 1,
n+ 1 if i = n,
n if i = n+ 1,
(1.5b)
E6
24
56
31
F4
1 2 3 4

1∨ = 6, 6∨ = 1,
3∨ = 5, 5∨ = 3,
2∨ = 2, 4∨ = 4,
(1.5c)
D4
1
2
3
4
G2
1 2
{
1∨˜ = 3, 3∨˜ = 4, 4∨˜ = 1,
2∨˜ = 2.
(1.5d)
Note that ∨ and ∨˜ can be understood as an element in GL(CΦ).
Let {Π1, . . . ,Πk} be all orbits of Πg in Φ+g with respect to ∨ (resp. ∨˜). For each r ∈ {1, . . . , k},
choose αir ∈ Πr arbitrarily, and let sir ∈W denote the corresponding simple reflection. Let τQ be
the product of si1 , . . . , sik in any order. The element τQ∨ ∈ W0∨ (resp. τQ∨ ∈ W0∨˜) is called a
(triply) twisted Coxeter element (resp. ∨˜ in (1.5d)).
Theorem 1.5 ([OS19d]). For each twisted Coxeter element τQ∨ = si1si2 · · · sik∨
Q :=
|Φ+|/k−1∏
t=0
(si1si2 · · · sik)t∨ is a reduced expression of w0,
where
(sj1 · · · sjℓ)∨ := sj∨1 · · · sj∨ℓ and (sj1 · · · sjℓ)
t∨ := (· · · ((sj1 · · · sjℓ )∨)∨ · · · )∨︸ ︷︷ ︸
t-times
.(1.6)
Furthermore, for twisted Coxeter elements τQ 6= τQ′ , [Q] is reflection equivalent to [Q′] and [Q′] 6=
[Q]. Similar result holds for a triply twisted Coxeter element ∨˜.
We denote by [[△∨]] (resp. [[△∨˜]]) the reflection equivalent class associated to any (triply) twisted
Coxeter element and call it (triply) twisted adapted r-cluster point . Note that, in A2n−1-case and
E6-case, there exist commutation classes in [[△∨]] that are not associated to any twisted Coxeter
elements, while the other cases do not contain such classes. We remark that the number of com-
mutation classes in [[△∨]] coincides with the ones of [[△]] when their types are the same. We call a
commutation class [Q′] ∈ [[△∨]] a twisted adapted class. We call a commutation class [Q′] ∈ [[△∨˜]] a
triply twisted adapted class.
We denote by Υ̂Q′ (resp. Υ̂Q′) the Hasse quiver of ≺[Q′] for [Q′] ∈ [[△∨]] (resp. ≺[Q′] for [Q′] ∈
[[△∨˜]]) and call it the (triply) folded AR-quiver associated with [Q′] (resp. [Q′]). We will give
an example Υ̂Q (resp. Υ̂Q) in the next subsection with its construction. Also, we will give the
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constructions of ΓQ , Υ̂Q and Υ̂Q in a uniform way by using Coxeter and (triply) twisted Coxeter
elements.
1.5. AR-quivers and Hernandez–Leclerc subcategories. In this subsection, we will review
the construction of AR-quivers and folded AR-quivers with coordinate systems by following [HL15,
OS19d]. However, we give a neat description for folded AR-quivers based on [OS19d, Remark
8.33], which can be understood as a canonical twisted analogue of [HL15, Section 2.2]. Then we
introduce certain subcategories of Cg for all g, which are introduced by Hernandez–Leclerc when g
is of simply-laced untwisted affine type.
For each untwisted quantum affine algebra g = g
(1)
n , we construct a simply-laced finite type Lie
algebra g by choosing a set of positive roots Φ+g and Weyl group W0 of type g as follows: g
(1)
n 7→ g
A(1)n 7→ An, B(1)n 7→ A2n−1, C(1)n 7→ Dn+1, D(1)n 7→ Dn, E(1)n 7→ En, F (1)4 7→ E6, G(1)2 7→ D4.
(1.7)
For each quantum affine algebras g, we choose an element τ in W0 of type g in (1.7) whose
reduced expression is given as follows:
τ = s1s2 · · · sn−1sn (resp. τ = s1s3s4s2 if g = F (1)4 ).(1.8)
Note that τ is a Coxeter element of W0 if g is of simply-laced affine type and a (triply) twisted
Coxeter element otherwise. For each τ , we can associate the subset Φτg of Φ
+
g as in (1.2):
Φτg = {βτk = sk−1 · · · s1(αk) | 1 ≤ k ≤ n} ⊂ Φ+g .
Let D = diag(di ∈ Z≥1 | 1 ≤ i ≤ n) be the diagonal matrix associated to g0 as defined in
Section 1.1. We also choose a Dynkin diagram automorphism σ on △g:
σ = id if g is of simply-laced affine type and σ = ∨ (resp. ∨˜) otherwise.(1.9)
Note that (i) if σ = ∨ or ∨˜, then g0 is of non simply-laced finite type while g is of simply-laced
finite type, (ii) △g0 = △σg . For each △g0 , we define a height function ξ : △g0 → Z as follows:
ξj = ξi −min(di, dj) if d△g0 (i, j) = 1 and j > i.
Since △g0 is connected, ξ is uniquely determined up to an integer.
We define an injection φ from Φ+g → [1, n]× Z in an inductive way as follows:
(1.10)
(a) φ(βk) = (i, ξi) (1 ≤ k ≤ n);
(b) if φ(β) = (j, p) and γ = τσ(β) ∈ Φ+g , then φ(γ) = (j, p − 2).
We call φ(β) the coordinate of β in Γ.
Now we shall construct a quiver Γ as follows: Take its set of vertices as Φ+g with coordinates
φ(Φ+g ) and the set of arrows as follows:
(i, p)→ (j, q) if d△g0 (i, j) = 1 and q − p = min(di, dj).(1.11)
Example 1.6.
(1) Let us consider the case when g = B
(1)
3 . In that case, g = A5, g0 = B3 σ = ∨, D = diag(2, 2, 1),
τ = s1s2s3 ∈ WA5 and ΦτA5 = {βτ1 = [1], βτ2 = [1, 2], βτ3 = [1, 3]}. Then, by the construction, Γ
with a height function ξ such that ξ1 = 12 can be depicted as follows: ◦12 ◦10 +3◦9
(1.12a)
(i \ p) 1 2 3 4 5 6 7 8 9 10 11 12
1 [3, 5]
**❱❱❱
❱❱❱❱
❱❱❱❱
❱ [1, 4]
**❱❱❱
❱❱❱❱
❱❱❱❱
❱
τ∨oo [2]
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
τ∨oo [5]τ∨oo [1]τ∨oo
2 [3, 4]
%%❏❏
❏❏
44✐✐✐✐✐✐✐✐✐✐
[2, 4]
&&▼▼
▼▼
44❤❤❤❤❤❤❤❤❤❤❤❤τ∨oo [2, 5]
&&▼▼
▼▼
44❤❤❤❤❤❤❤❤❤❤❤❤❤τ∨oo [1, 5]
&&▼▼
▼▼
44❤❤❤❤❤❤❤❤❤❤❤❤❤τ∨oo [1, 2]
55❥❥❥❥❥❥❥❥❥❥τ∨oo
3 [3]
99tttt
[4]
99ttttτ∨oo [2, 3]
88qqqq
τ∨oo [4, 5]
88qqqq
τ∨oo [1, 3]
88qqqq
τ∨oo
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(2) Let us consider the case when g = C
(1)
3 . In that case, g = D4, g0 = C3 σ = ∨, D = diag(1, 1, 2),
τ = s1s2s3 ∈ WD4 and ΦτD4 = {βτ1 = 〈1,−2〉, βτ2 = 〈1,−3〉, βτ3 = 〈1,−4〉}. Then, by the
construction, Γ with ξ1 = 9 can be depicted as follows: ◦9 ◦ks8 ◦7
(1.12b)
(i \ p) 1 2 3 4 5 6 7 8 9
1 〈1, 4〉
&&◆◆
◆◆
〈3,−4〉
((PP
PP
τ∨oo 〈2,−3〉
((PP
PP
τ∨oo 〈1,−2〉τ∨oo
2 〈2, 4〉
88♣♣♣♣
&&◆◆
◆◆
〈1, 3〉
77♦♦♦♦
''❖❖
❖❖❖
τ∨oo 〈2,−4〉
66♥♥♥♥
((PP
PP
τ∨oo 〈1,−3〉
66♥♥♥♥
τ∨oo
3 〈3, 4〉
88♣♣♣♣
〈2, 3〉
88♣♣♣♣
τ∨oo 〈1, 2〉
66♥♥♥♥♥τ∨oo 〈1,−4〉
66♥♥♥♥
τ∨oo
(3) Let us consider the case when g = G
(1)
2 . In that case, g = D4, g0 = G2 σ = ∨˜, D = diag(1, 3),
τ = s1s2 ∈ WD4 and ΦτD4 = {βτ1 = 〈1,−2〉, βτ2 = 〈1,−3〉}. Then, by the construction, Γ with
ξ1 = 9 can be depicted as follows: ◦ks12 ◦11
(1.12c)
1 2 3 4 5 6 7 8 9 10 11 12
1 〈2, 4〉
&&▼▼▼
〈2, 3〉
''❖❖
❖
τ ∨˜oo 〈1, 2〉
&&▼▼▼
τ ∨˜oo 〈1, 3〉
''❖❖
❖
τ ∨˜oo 〈1,−4〉
((◗◗◗
τ ∨˜oo 〈1,−2〉τ ∨˜oo
2 〈2,−3〉
77♦♦♦
〈3, 4〉
88qqq
τ ∨˜oo 〈2,−4〉
77♦♦♦
τ ∨˜oo 〈1, 4〉
88qqq
τ ∨˜oo 〈3,−4〉
66♥♥♥
τ ∨˜oo 〈1,−3〉
66♥♥♥
τ ∨˜oo
Proposition 1.7 ([HL15, OS19d]). As quivers, we have
Γ ≃
{
ΓQ if g is of simply-laced affine type,
Υ̂Q (resp. Υ̂Q) otherwise,
where
(a) Q is a Dynkin quiver whose orientation is given by j → i for d△g0 (i, j) = 1 with i < j,
(b) [Q] (resp.[Q]) is a (triply-)twisted adapted class containing
(|Φ+g |/n)−1∏
t
(τ)t∨ (resp.
(|Φ+D4 |/2)−1∏
t
(τ)t∨˜).
Assume that αi ∈ Φ+g is a sink of Γ = ΓQ, Υ̂Q or Υ̂Q. Then we define a quiver riΓ as follows:
(1.13)
(a) (si(β)) is located at (j, p) in riΓ if β is located at (j, p) in Γ and β 6= αi.
(b) αi is located at (i
∗, q −max(di | 1 ≤ i ≤ n)× (ρ, δ)) in riΓ if αi is located at (i, q) in
Γ. Here ∗ is the involution on [1, n] induced by w0 of type g0.
(c) The arrows are assigned as in (1.11).
We call ri the reflection functor as it satisfies the following:
Theorem 1.8 ([HL15, OS19d]). Every AR-quiver and folded AR-quiver can be obtained from Γ in
Proposition 1.7 by applying sequence of reflection functors. More precisely, we have
riΓ ≃
{
ΓriQ if g is of simply-laced affine type,
Υ̂riQ (resp. Υ̂riQ) otherwise,
where Υ̂riQ (resp. Υ̂riQ) is a folded AR-quiver associated to ri[Q] (resp. ri[Q]).
Example 1.9.
(1) The folded AR-quiver Υ̂r1Q of Υ̂Q in (1.12a) can be depicted as follows: Set τ
′ = s2s3s5.
(i \ p) 1 2 3 4 5 6 7 8 9 10
1 [1]
**❯❯❯
❯❯❯
❯❯❯
❯❯ [3, 5]
**❱❱❱
❱❱❱❱
❱❱❱❱
❱
τ ′∨oo [2, 4]
**❱❱❱
❱❱❱❱
❱❱❱❱
❱
τ ′∨oo [1, 2]
**❯❯❯
❯❯❯❯
❯❯❯❯
❯
τ ′∨oo [5]τ∨oo
2 [3, 4]
%%❏❏
❏❏
44✐✐✐✐✐✐✐✐✐✐
[1, 4]
&&▼▼
▼▼
44❤❤❤❤❤❤❤❤❤❤❤❤τ ′∨oo [1, 5]
&&▼▼
▼▼
44❤❤❤❤❤❤❤❤❤❤❤❤τ ′∨oo [2, 5]
&&▼▼
▼▼
44✐✐✐✐✐✐✐✐✐✐✐✐τ ′∨oo [2]τ
′∨oo
3 [3]
99tttt
[4]
99ttttτ ′∨oo [1, 3]
88qqqq
τ ′∨oo [4, 5]
88qqqq
τ ′∨oo [2, 3]
99tttt
τ ′∨oo
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(2) The folded AR-quiver Υ̂r1Q of Υ̂Q in (1.12b) can be depicted as follows: Set τ
′ = s2s3s1.
(i \ p) 1 2 3 4 5 6 7 8
1 〈1,−2〉
''❖❖
❖❖
〈2, 4〉
&&◆◆
◆◆
τ ′∨oo 〈3,−4〉
((PP
PP
τ ′∨oo 〈1,−3〉
((PP
PP
τ ′∨oo
2 〈1, 4〉
88♣♣♣♣
&&◆◆
◆◆
〈2, 3〉
77♦♦♦♦
''❖❖
❖❖❖
τ ′∨oo 〈1,−4〉
66♥♥♥♥
((PP
PP
τ ′∨oo 〈2,−3〉τ ′∨oo
3 〈3, 4〉
77♦♦♦♦♦
〈1, 3〉
88♣♣♣♣
τ ′∨oo 〈1, 2〉
66♥♥♥♥♥τ ′∨oo 〈2,−4〉
66♥♥♥♥
τ ′∨oo
(3) The folded AR-quiver Υ̂r1Q of Υ̂Q in (1.12c) can be depicted as follows: Set τ
′ = s2s3.
0 1 2 3 4 5 6 7 8 9 10 11
1 〈1,−2〉 〈1, 4〉
&&▼▼▼
τ ′∨˜oo 〈1, 3〉
''❖❖
❖
τ ′∨˜oo 〈1, 2〉
&&▼▼▼
τ ′∨˜oo 〈2, 3〉
''❖❖
❖
τ ′∨˜oo 〈2,−4〉
((◗◗◗
τ ′∨˜oo
2 〈1,−3〉
77♦♦♦
〈3, 4〉
88qqq
τ ′∨˜oo 〈1,−4〉
77♦♦♦
τ ′∨˜oo 〈2, 4〉
88qqq
τ ′∨˜oo 〈3,−4〉
66♥♥♥
τ ′∨˜oo 〈2,−3〉τ ′∨˜oo
Now we shall introduce a family of fundamental modules {V (1)Q (β) | β ∈ Φ+g } of Cg(1) depending
on if Q = Q,Q,Q. As we have done, if g(1) is of simply-laced affine type, then Q = Q for some
Dynkin quiver Q, and if g(1) is not, Q = Q or Q for some (triply) twisted adapted class [Q]
(resp. [Q]). For β ∈ Φ+g and Q with a coordinate (i, p), we assign the fundamental module V (1)Q (β)
as follows:
V
(1)
Q (β) =

V (̟i)(−q)p if g is of simply-laced affine type,
V (̟i)(−1)n+iqps if g is of type B
(1)
n ,
V (̟i)(−qs)p if g is of type C
(1)
n ,
V (̟i)(−1)i+pqps if g is of type F
(1)
4 ,
V (̟i)(−qt)p if g is of type G
(1)
2 ,
where q = q2s = q
3
t .
Next let us consider twisted affine g(t) (t ≥ 2); i.e., g = A(2)N , D(2)n+1, E(2)6 , or D(3)4 . For a statement
P , define δ(P ) = 1 if P is true and 0 if P is false. With Q of g(1), g of g(1) and β ∈ Φ+g with a
coordinate (i, p), we assign the fundamental module V
(t)
Q (β) as follows:
V
(2)
Q (β) = V (̟i⋆)((−q)p)⋆ (resp. V
(3)
Q (β) = V (̟i†)((−q)p)†), where
i⋆ :=

δ(i ≤ ⌈N/2⌉)i + δ(i > ⌈N/2⌉)(N + 1− i) if g(2) = A(2)N ,
δ(i ≤ n− 1)i+ δ(i > n− 1)n if g(2) = D(1)n+1,
σ(i) if g(2) = E
(1)
6 ,
(1.14a)
(
(−q)p)⋆ :=

(
δ
(
i ≤ σ(i)) + δ(i > σ(i))(−1)N)(−q)p if g(2) = A(2)N ,(
δi,σ(i)(
√−1)n+1−i + δ(n ≤ i ≤ n+ 1)(−1)i)(−q)p if g(2) = D(2)n+1,(
δ(i < σ(i))− δ(i > σ(i)) + δi,σ(i)
√−1)(−q)p if g(2) = E(2)6 ,
(1.14b)
i† := σ(i),
(
(−q)p)† := (δi,1 − δi,2 + δi,3ω + δi,4ω2)(−q)p if g(3) = D(3)4 .(1.14c)
Here ω is the third root of unity.
Definition 1.10 ([HL10, HL15, KKKO15b, KO18, OS19d, OS19b]). Let g(t) be a quantum affine
algebra (t = 1, 2 or 3).
(i) We denote by C
(t)
Q the smallest abelian full subcategory of the category Cg(t) such that
(a) it is stable under subquotient, tensor product and extension,
(b) it contains V
(t)
Q (β) for all β ∈ Φ+g , and the trivial module 1.
(ii) We denote by C 0g the smallest abelian full subcategory of the category Cg
(a) it is stable under subquotient, tensor product and extension,
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(b) it contains V
(t)
Q (β)
k∗ for all β ∈ Φ+g and k ∈ Z,
where
V
(t)
Q (β)
k∗ := (· · · ((VQ(β) )∗)∗ · · · )∗︸ ︷︷ ︸
k-times
if k ≥ 0 and V (t)Q (β)k∗ := ∗(· · · ∗(∗(︸ ︷︷ ︸
(−k)-times
VQ(β))) · · · ) if k < 0.
Note that the definition of C 0g does not depend on the choice of Q.
These categories for simply-laced affine type g(1) were introduced in [HL10, HL15]. Note that
every simple module in Cg is a tensor product of certain parameter shifts of some simple modules
in C0g [HL10, Section 3.7]. The Grothendieck ring K(C 0g ) of C 0g is the polynomial ring generated
by the classes of modules in {V (t)Q (β)k∗} [FR99].
2. R-matrices, denominators, and q-characters
2.1. R-matrices and universal coefficients. In this subsection, we review the notion of R-
matrices on U ′q(g)-modules and their coefficients by following [Kas02, §8] and [AK97, Appendices
A and B] mainly. Let us choose the universal R-matrix in the following way: Take a basis {Pν}ν of
U+q (g) and a basis {Qν}ν of U−q (g) dual to each other with respect to a suitable coupling between
U+q (g) and U
−
q (g). Then for U
′
q(g)-modules M and N define
RunivM,N(u⊗ v) = q(wt(u),wt(v))
∑
ν
Pνv ⊗Qνu ,(2.1)
so that RunivM,N gives a U
′
q(g)-linear homomorphism from M ⊗N to N ⊗M provided that the infinite
sum has a meaning.
For modules M and N in Cg, it is known that RunivM,Nz converges in the z-adic topology. Hence
we have a morphism of k((z))⊗k[z±1] U ′q(g)-modules
RunivM,Nz : k((z)) ⊗
k[z±1]
(M ⊗Nz)→ k((z)) ⊗
k[z±1]
(Nz ⊗M).(2.2)
Moreover it is an isomorphism. Note that the diagram
k((z))⊗k[z±1](M ⊗N ⊗Lz)
M ⊗RunivN,Lz ++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
RunivM ⊗N,Lz // k((z))⊗k[z±1](Lz ⊗M ⊗N)
k((z))⊗k[z±1](M ⊗Lz⊗N)
RunivM,Lz ⊗N
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
commutes for L,M,N ∈ Cg.
If there exists an a(z) ∈ k((z)) and a k[z±1]⊗U ′q(g) -linear homomorphism
R : M ⊗Nz → Nz ⊗M
such that a(z)RunivM,Nz = R, then we say that R
univ
M,Nz
is rationally renormalizable. Now assume further
that M and N are non-zero. Then, we can choose cM,N (z) ∈ k((z)) and RrenM,Nz := cM,N (z)RunivM,Nz ,
so that for any ζ ∈ k×, the specialization of RrenM,Nz at z = ζ
RrenM,Nz
∣∣
z=ζ
: M ⊗Nζ → Nζ ⊗M
does not vanish. Such an RrenM,Nz is unique up to a multiple k[z
±1]× =
⊔
n∈Z k
×zn. We write
r
M,N
:=RrenM,Nz
∣∣
z=1
: M ⊗N → N ⊗M
and call it the R-matrix . The R-matrix rM,N is well-defined up to a constant multiple k
× when
RunivM,Nz is rationally renormalizable. By the definition, rM,N never vanishes.
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Now assume that M and N are non-zero simple U ′q(g)-modules in Cg. Then the universal R-
matrix RunivM,Nz is rationally renormalizable. Furthermore, we have the following: Let u and v be
dominant extremal weight vectors of M and N , respectively. Then there exists aM,N (z) ∈ k[[z]]×
such that
RunivM,Nz
(
u⊗ vz
)
= aM,N (z)
(
vz ⊗u
)
.
Then RnormM,Nz := aM,N (z)
−1RunivM,Nz is a unique k(z)⊗U ′q(g)-module isomorphism
RnormM,Nz : k(z)⊗k[z±1]
(
M ⊗Nz
) ≃−→ k(z)⊗k[z±1] (Nz ⊗M)
satisfying
RnormM,N
(
u⊗ vz
)
= vz ⊗ u.
We call aM,N (z) the universal coefficient of M and N and R
norm
M,Nz
the normalized R-matrix .
2.2. Denominator formulas. Let dM,N (z) ∈ k[z] be a monic polynomial of the smallest degree
such that the image of dM,N (z)R
norm
M,Nz
is contained in Nz ⊗M . We call dM,N (z) the denominator
of RnormM,N . Then we have
(2.3) RrenM,Nz := dM,N (z)R
norm
M,N : M ⊗Nz → Nz ⊗M up to a constant multiple of k[z±1],
and the R-matrix
r
M,N
: M ⊗N → N ⊗M
is equal to the specialization of RrenM,Nz at z = 1 up to a constant multiple.
The following theorem tells that the denominators between good modules control the represen-
tation theory of U ′q(g):
Theorem 2.1 ([AK97, Cha02, Kas02, KKKO15a]; see also [KKK18, Theorem 2.2]).
(a) For good modules M,N , the zeros of dM,N (z) belong to C[[q
1/m]]q1/m for some m ∈ Z>0.
(b) For simple modules M and N such that one of them is real, Mx and Ny strongly commute to
each other if and only if dM,N (z)dN,M (z
−1) does not vanish at z = x/y.
(c) Let Mk be a good module with a dominant extremal vector uk of weight λk and ak ∈ k× for
k = 1, . . . , t. Assume that aj/ai is not a zero of dMi,Mj(z) for any 1 ≤ i < j ≤ t. Then the
following statements hold.
(i) (M1)a1 ⊗ · · · ⊗ (Mt)at is generated by u1 ⊗ · · · ⊗ ut.
(ii) The head of (M1)a1 ⊗ · · · ⊗ (Mt)at is simple.
(iii) Any non-zero submodule of (Mt)at ⊗ · · · ⊗ (M1)a1 contains the vector ut ⊗ · · · ⊗ u1.
(iv) The socle of (Mt)at ⊗ · · · ⊗ (M1)a1 is simple.
(v) r: (M1)a1 ⊗ · · · ⊗ (Mt)at → (Mt)at ⊗ · · · ⊗ (M1)a1 be the specialization of RnormM1,...,Mt :=∏
1≤j<k≤t
RnormMj ,Mk at zk = ak. Then the image of r is simple and it coincides with the head
of (M1)a1 ⊗ · · · ⊗ (Mt)at and also with the socle of (Mt)at ⊗ · · · ⊗ (M1)a1 .
(d) For a simple integrable U ′q(g)-module M , there exists a finite sequence(
(i1, a1), . . . , (it, at)
) ∈ I × k×
such that dV (̟ik ),V (̟ik′ )
(ak′/ak) := dik ,ik′ (ak′/ak) 6= 0 for 1 ≤ k < k′ ≤ t, and M is isomorphic
to the head of V (̟i1)a1 ⊗ · · · ⊗ V (̟it)at . In particular, M has the dominant extremal weight∑t
k=1̟ik .
By Theorem 2.1 and the definition of V (im), we have surjective homomorphisms as follows:
V (km−1)(−qk) ⊗ V (k)(−qk)1−m ։ V (km) and V (k)(−qk)m−1 ⊗ V (km−1)(−qk)−1 ։ V (km),
for k ∈ I0 and m ∈ Z≥2.
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For k, l ∈ I0, the universal coefficient al,k(z) := aV (l),V (k)(z) is described as follows (see [AK97,
Appendix A]):
al,k(z) ≡
∏
ν(p
∗yνz; q)∞(p∗yνz; q)∞∏
ν(xνz; q)∞(p∗2xνz; q)∞
(mod k[z]×),(2.4)
where
dl,k(z) =
∏
ν
(z − xν) and dl∗,k(z) =
∏
ν
(z − yν).
Note that the denominators of the normalized R-matrices dl,k(z) and hence the universal co-
efficients al,k(z) were calculated in [AK97, DO94, KKK15, Oh15] for classical affine types and
in [OS19a, OS19b] for exceptional affine types.
Equation (2.4) can be generalized to KR modules for V (lp) and V (km) (m, p ∈ Z≥1) by following
the same argument in [AK97, Appedix A]:
alp,km(z) := aV (lp),V (km)(z) ≡
∏
ν(p
∗yνz; q)∞(p∗yνz; q)∞∏
ν(xνz; q)∞(p∗2xνz; q)∞
(mod k[z]×),(2.5)
where
dlp,km(z) := dV (lp),V (km)(z) =
∏
ν
(z − xν), d(l∗)p,km(z) := dV ((l∗)p),V (km)(z) =
∏
ν
(z − yν).
Lemma 2.2 (cf. [Cha02]). For l, k ∈ I0, assume that the zeros of dlp,km(z) belong to C[[q1/m]]q1/m
for some m ∈ Z>0. Then we have
dlp,km(z) ≡ dkm,lp(z) (mod k[z±1]×).
Proof. Since (M ⊗N) = N ⊗M and V (km) = V (km) for k ∈ I0, we have
dlp,km(z) = dkm,lp(z−1) ≡ dkm,lp(z) (mod k[z±1]×)
by our assumptions on the roots. 
Remark 2.3. Throughout this paper, we will write dkm,lp(z) = f(z) instead of dkm,lp(z) ≡ f(z)
(mod k[z±1]×) for simplicity of notation.
Lemma 2.4. Let k′ (resp. l′) be in the orbit of k (resp. l) under some (classical type) Dynkin
diagram symmetry. Then
dlp,km(z) = d(l′)p,(k′)m(z).
Proof. Conjugate the action on V (lp) and V (km) by the corresponding automorphisms of the
quantum group. 
The following proposition will be our crucial tool throughout this paper.
Proposition 2.5 ([AK97, Lemma C.15]). Let M,M ′,M ′′ and N be simple U ′q(g)-modules. Assume
that we have a surjective U ′q(g)-homomorphism
M ′ ⊗M ′′ ։M.
Then we have
dN,M ′(z)dN,M ′′(z)aN,M (z)
dN,M (z)aN,M ′(z)aN,M ′′(z)
∈ k[z±1](2.6a)
and
dM ′,N (z)dM ′′,N (z)aM,N (z)
dM,N (z)aM ′,N (z)aM ′′,N (z)
∈ k[z±1].(2.6b)
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Definition 2.6 ([KKOP19a]). For simple modules M and N in Cg, we define
d(M,N) = zeroz=1
(
dM,N (z)dN,M (z
−1)
)
,
where zeroz=a f(z) denotes the order of zero of f(z) at z = a.
Note that for simple real modules M,N ∈ Cg, if d(M,N) = 0, then M and N strongly commute.
Proposition 2.7 ([KO18, Lemma 7.3]). Let M and N be simple modules in Cg. Assume that one
of them is real and d(M,N) = 1. Then we have an exact sequence
0→ soc(M ⊗N)→M ⊗N → hd(M ⊗N)→ 0.
In particular, M ⊗N has composition length 2.
The following proposition can be understood as a quantum affine algebra version of [KKOP19b,
Corollary 3.18] using the results in [KKOP19c]:
Proposition 2.8. Let M be a real simple module in Cg. Let X be a module in Cg. Let n ∈ Z≥0 and
assume that any simple subquotient S of X satisfies d(M,S) ≤ n. Then any simple subquotient
S of M ⊗ X satisfies d(M,S) < n. In particular, any simple subquotient of M⊗n ⊗ X strongly
commutes with M .
2.3. q-characters. From [FR99], for an untwisted affine Lie algebra g, the q-character is the in-
jective ring morphism
χq : K(Cg)→ Z[Y ±1i,a ]i∈I0,a∈k× ,
where K(Cg) is the Grothendieck ring of Cg, such that the q-character of every simple finite-
dimensional Uq(g)-module is generated from a maximal dominant monomial , a monomial m =∏
i,a Y
yi,a
i,a such that yi,a ≥ 0 (maximal here is in the usual sense on weights). Furthermore, the
q-character reduces to the usual character when sending Yi,a 7→ eΛi (i.e., forgetting about the
second parameter). A Uq(g)-module is called special if there is a unique dominant monomial in
the q-character, and consequently, every special module is simple. KR modules are known to be
special [Her06, Her10a, Nak03a]. Additionally, Hernandez showed in [Her10a] that the twisted
q-characters can be defined in terms of the corresponding untwisted type and sends KR modules
to KR modules.
There are a number of explicit formulas for q-characters known [Che87, FM02, Her10a, KKS04,
Nak03b, NN06, NN07, NT98]. We will use the tableaux representation to compute q-characters,
where the monomials for the q-characters correspond to certain tableaux and are a product of the
q-characters of each box. We follow the description from [HN06, Her10a] (see also [FR99, Sec. 5.4]
and [Nak03b, Sec. 4]). We set Y0,b = 1 for all b ∈ k×. The single box q-characters are given in each
untwisted nonexceptional affine type, D
(2)
n+1, and D
(3)
4 is given as follows.
Type A
(1)
n−1. Consider Yn,b = 1 for all b ∈ k×, and then full width boxes are
i
a
= Y −1
i−1,aqiYi,aqi−1 .
Type B
(1)
n . Let J = {1, . . . , n− 1} and J = {n− 1, . . . , 1}. Then full and half width boxes are
i
a
=

Y −1
i−1,aq2is Yi,aq2(i−1)s if i ∈ J,
Y −1
n−1,aq2ns Yn,aq2n−3s Yn,aq2n−1s if i = n,
Y −1
n,aq2n+1s
Yn,aq2n−3s if i = 0,
Yn−1,aq2n−2s Y
−1
n,aq2n−1s
Y −1
n,aq2n+1s
if i = n,
Y
i−1,aq2(2n−i−1)s Y
−1
i,aq
2(2n−i)
s
if i ∈ J,
i
a
=

Y −1
i−1,aqi−1s
Yi,aqi−2s if i ∈ J,
Y −1
n,aqn−1s
if i = n,
Yn,aqns if i = 0,
Y −2
n,aqn+2s
if i = n,
1 if i ∈ J.
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Type C
(1)
n . The full width boxes are
i
a
=
{
Y −1
i−1,aqisYi,aqi−1s if i = 1, . . . , n− 1, n
Yi−1,aq2n−i+2s Y
−1
i,aq2n−i+3s
if i = n, n− 1, . . . , 1.
Type D
(1)
n . Let J = {1, . . . , n− 2} and J = {n− 2, . . . , 1}. Then full and half width boxes are
i
a
=

Y −1
i−1,aqiYi,aqi−1 if i ∈ J,
Y −1
n−2,aqn−1Yn−1,aqn−2Yn,aqn−2 if i = n− 1,
Y −1n−1,aqnYn,aqn−2 if i = n,
Yn−1,aqn−2Y
−1
n,aqn if i = n,
Yn−2,aqn−1Y
−1
n−1,aqnY
−1
n,aqn if i = n− 1,
Yi−1,aq2n−i−2Y
−1
i,aq2n−i−1
if i = J,
i
a
=

Y −1
i−1,aqi−1Yi,aqi−2 if i ∈ J,
Y −1
n−2,aqn−2 if i = n− 1,
Yn,aqn−1 if i = n,
Yn−1,aqn−1 if i = n,
Y −1
n−1,aqn+1Y
−1
n,aqn+1
if i = n− 1,
1 if i ∈ J.
Type G
(1)
2 . The full width boxes are
1
a
= Y2,a, 2 a = Y1,aqtY
−1
2,aq2t
, 3
a
= Y −1
1,aq7t
Y2,aq4t Y2,aq6t , 0 a = Y2,aq4t Y
−1
2,aq8t
,
3
a
= Y1,aq5t Y
−1
2,aq6t
Y −1
2,aq8t
, 2
a
= Y −1
1,aq12t
Y2,aq10t , 1 a = Y
−1
2,aq12t
,
Type D
(2)
n+1. Let J = {1, . . . , n − 1} and J = {n − 1, . . . , 1}. Then for b2 = a, full and half width
boxes are
i
a
=

Y −1
i−1,aq2iYi,aq2(i−1) if i ∈ J,
Y −1n−1,aqnYn,bqn−1Yn,−bqn−1 if i = n,
Y −1
n,bqn+1
Yn,−bqn−1 if i = n+ 1,
Yn,bqn−1Y
−1
n,−bqn+1 if i = n+ 1,
Yn−1,aq2nY
−1
n,bqn+1
Y −1
n,−bqn+1 if i = n,
Yi−1,aq2(2n−i)Y
−1
i,aq2(2n+1−i)
if i = J,
i
a
=

Y −1
i−1,a2q2(i−1)Yi,a2q2(i−2) if i ∈ J,
Y −1
n−1,a2q2(n−2) if i = n,
Yn,aqn if i = n+ 1,
Yn,−aqn if i = n+ 1,
Y −1
n,aqn+2
Y −1
n,−aqn+2 if i = n,
1 if i ∈ J.
Type D
(3)
4 . Let ω be a third root of unity. Then the full width boxes are
1 = Y1,a, 2 = Y
−1
1,aq2
Y2,a3q3 , 3 = Y
−1
2,a3q9
Y1,aωq2Y1,aω2q2 , 4 = Y1,aωq2Y
−1
1,aω2q4
,
4 = Y1,aω2q2Y
−1
1,aωq4
, 3 = Y −1
1,aωq4
Y −1
1,aω2q4
Y2,a3q9 , 2 = Y1,aq4Y
−1
2,a3q15
, 1 = Y −1
1,aq6
.
General shape. For a rectangular tableau Ta, we construct its q-character as follows. For a column
Ca = [i1 < · · · < ik], the q-character is given by
χq(Ca) :=
k∏
h=1
ih aq˜k+1−2h ,
where q˜ = q unless g is type B
(1)
n (resp. G
(1)
2 ), where q˜ = qs (resp. q˜ = qt). For Ta given by the
columns C(1) · · ·C(m) (read left-to-right), we have
χq(Ta) :=
m∏
j=1
χq(C
(j)
aq1−m+2j
).
Thus, we have
χq
(
V (km)
)
=
∑
T
χq(T ),
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where the sum is taken over an appropriate set of tableaux. In particular, the tableaux are all
semistandard with respect to the ordering given by the Uq(g0)-crystal B(Λ1) (take B(Λ2) for type
G
(1)
2 ) considered as a poset (see, e.g., [KN94, BS17]):
1 < 2 < · · · < n < 0 < n < · · · < 2 < 1 if g 6= D(1)n ,
1 < 2 < · · · < n− 1 < n
n
< n− 1 < · · · < 2 < 1 if g = D(1)n ,
omitting 0 for type C
(1)
n , all values larger than n for type A
(1)
n−1, and take n = 3 for type G
(1)
2 .
Moreover, the type D
(2)
n+1 tableaux are the same as type D
(1)
n+1 tableaux.
We will require some more specific data. Indeed, let Ca tableaux whose shape is a column of
height k (i.e., contributes a monomial in χq(V (k)a)). If i, i + 1 ∈ Ca or i, i + 1 /∈ Ca, then if
χq(Ca) =
∏
j,b Y
yj,b
j,b , then yi,b = 0 for all b ∈ k×. If i ∈ Ca at height h (note h < i) but i− 1 /∈ Ca,
we have
(2.7) χq(Ca) =
∏
j<i−1
b∈k×
Y
yj,b
j,b × Y −1i−1,aqk+1−2h+is ×
∏
j≥i
b∈k×
Y
yj,b
j,b .
Finally, if i /∈ Ca, but i− 1 ∈ Ca occurring at height h, we have
(2.8) χq(Ca) =
∏
j<i−1
b∈k×
Y
yj,b
j,b × Yi−1,aqk−2h+i−1s ×
∏
j≥i
b∈k×
Y
yj,b
j,b .
Similar computations can be done for the other cases in each type.
3. Dorey’s rule and Schur–Weyl duality
In this section, we first review the morphisms
HomU ′q(g)
(
V (̟i)a⊗V (̟j)b, V (̟k)c
)
for i, j, k ∈ I0 and a, b, c ∈ k×(3.1)
that are studied by [CP96c, FH15, KKK15, Oh15, Oh19, YZ11]. The morphisms in (3.1) are called
Dorey’s type morphisms due to their origin from the work of Dorey [Dor91, Dor93]. For all classical
untwisted types, such morphisms are studied by Chari and Pressley [CP96c] using the connection
with Coxeter elements and twisted Coxeter elements first noticed by Dorey. The first author and
his collaborators investigated the morphisms to classical twisted affine types and exceptional affine
types [KKKO16, OS19b] and generalized by replacing V (̟k)c to the simple head of a tensor product
of KR modules based on the results in [KKKO15a] (see also [CP96c, KO18, Oh19]). Note that,
interestingly, Dorey’s type morphisms can be described in terms of VQ(β)’s with consideration on
the convex order ≺b[Q] [OS19d, OS19b].
Next, we will briefly review the generalized Schur–Weyl duality functor constructed by Kang,
Kashiwara, and Kim in [KKK18], which can be understood as a vast generalization of the classical
Schur–Weyl duality.
3.1. Generalized Dorey’s rule. We keep the notation g for a given g
(1)
n as defined in (1.7).
Proposition 3.1 ([BKM14, Lemma 2.6]). For γ ∈ Φ+g \ Πg and any w˜0 of w0, a [w˜0]-minimal
sequence of γ is indeed a pair (α, β) for some α, β ∈ Φ+g such that α+ β = γ.
The Dorey’s rule for simply-laced affine type g(1) can be described as follows.
Theorem 3.2 ([CP96c, Oh17, Oh16, Oh19]). For simply-laced affine g
(1)
n , let (i, x), (j, y), (k, z) ∈
I × k×. Then
HomU ′q(g)
(
V (̟j)y ⊗ V (̟i)x, V (̟k)z
) 6= 0
if and only if there exists an adapted class [Q] ∈ [[△]] and α, β, γ ∈ Φ+g such that
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(i) (α, β) is a pair of positive roots such that α+ β = γ,
(ii) V (̟j)y = V
(1)
Q (β)t, V (̟i)x = V
(1)
Q (α)t, V (̟k)z = V
(1)
Q (γ)t for some t ∈ k×.
Furthermore the followings holds: Assume that p = (α, β) is a non [Q]-simple pair. Then there
exits a unique [Q]-simple sequence s = (γ1, . . . , γs) such that s = soc[Q](p) and
hd(V
(1)
Q (β)⊗ V (1)Q (α)) ∼= V (1)Q (γ1)⊗ · · · ⊗ V (1)Q (γs) is simple.
Theorem 3.2 for simply-laced affine g(1) can be extended to the twisted affine g(2) by the gener-
alized Schur–Weyl duality [KKKO16, OS19b] we review later (see Corollary 3.11 below).
Example 3.3. In (1.4), consider the pair (〈1,−2〉, 〈1, 2〉). It is a [Q]-minimal pair for the [Q]-simple
sequence (〈1,−4〉, 〈1, 4〉). Then Theorem 3.2 tells that we have a surjective homomorphism
V
(1)
Q (〈1, 2〉) ⊗ V (1)Q (〈1,−2〉)։ V (1)Q (〈1, 4〉) ⊗ V (1)Q (〈1,−4〉), which is simple.
Now we will review the Dorey’s rule for non simply-laced affine g(1).
Theorem 3.4 ([CP96c, KO18, OS19b]). For non simply-laced affine g
(1)
n , let (i, x), (j, y), (k, z) ∈
I × k×. For a sequence m ∈ ZrN, we set (Q = Q or Q)
V
(1)
Q (m) := V
(1)
Q (β1)
⊗m1 ⊗V (1)Q (β2)⊗m2 ⊗ · · · ⊗V (1)Q (βr)⊗mr for m = (m1, . . . ,mr).
Then
HomU ′q(g)
(
V (̟j)y ⊗ V (̟i)x, V (̟k)z
) 6= 0
if and only if there exists an (triply) twisted adapted class [Q] ∈ [[△∨]] (resp. [Q] ∈ [[△∨˜]]) and
α, β, γ ∈ Φ+g such that
(i) (α, β) is a [Q]-minimal pair of positive roots such that α+ β = γ,
(ii) V (̟j)y = V
(1)
Q (β)t, V (̟i)x = V
(1)
Q (α)t, V (̟k)z = V
(1)
Q (γ)t for some t ∈ k×.
Furthermore the followings holds: Let (α, β) be a non [Q]-simple pair, then the following holds:
(a) if dist[Q](p) = 1, hd(V
(1)
Q (β)⊗ V (1)Q (α)) ∼= V (1)Q (soc[Q](α, β)) which is simple,
(b) if dist[Q](p) = 2 and there exist a unique sequence m satisfying
soc[Q](p) ≺b[Q] m ≺b[Q] p,
then we have hd(V
(1)
Q (β)⊗ V (1)Q (α)) ∼= hd(V (1)Q (m)) which is simple and KR module.
Let us see morphisms described in (b) of (3.2) with examples: In (1.12a), one can see that there
exists a unique chain of sequences satisfying the condition:
[1, 5] ≺b[Q] ([1, 3], [4, 5]) ≺b[Q] ([1], [2, 5]).
Then we have
hd(V
(1)
Q
([2, 5]) ⊗ V (1)
Q
([1])) ∼= hd(V (1)
Q
([1, 3]) ⊗ V (1)
Q
([4, 5])) ∼= V (n2)−q8s .
In (1.12b), one can see also that there exists a unique chain of sequences satisfying the condition:
〈1, 3〉 ≺b[Q] (〈1, 4〉, 〈3,−4〉) ≺b[Q] (〈1,−4〉, 〈3, 4〉).
Then we have
hd(V
(1)
Q
(〈3, 4〉) ⊗ V (1)
Q
(〈1,−4〉)) ∼= hd(V (1)
Q
(〈3,−4〉) ⊗ V (1)
Q
(〈1, 4〉)) ∼= V (12)q4s .
By the combinatorics of folded AR-quivers developed in [OS19d], we can find the following special
families of homomorphisms in (3.2) that are crucial for this paper.
Corollary 3.5.
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(a) For 1 ≤ k ≤ n− 1, there exists a U ′q(B(1)n )-module surjective homomorphism
V (k)(−1)n+1−kq−n+k ⊗ V (n− k)(−1)k+1qk ։ V (n2).(3.2a)
(b) For 1 ≤ k ≤ n− 1, there exists a U ′q(C(1)n )-module homomorphism
V (n)(−qs)−1−n+k ⊗ V (n)(−qs)n+1−k ։ V (k2).(3.2b)
3.2. Categorifications and Generalized Schur–Weyl dualities. In this section, we briefly
recall the construction of generalized Schur–Weyl duality functors in [KKK15, KKK18] between
the category over quiver Hecke algebras R and Cg’s. For our purpose, we briefly introduce the
quiver Hecke algebra R, introduced by Khovanov and Lauda [KL09, KL11] and independently
Rouquier [Rou08], and the corresponding categorification. Using the functors, there are interest-
ing results telling the relations among various subcategories of Cg over quantum affine algebras
(see [KKKO15b, KKKO16, KKO19, KO18, OS19b]).
For a given symmetrizable Cartan datum (A,P,Π,P∨,Π∨), we choose a polynomial Qij(u, v) ∈
k[u, v] for i, j ∈ I which is of the form
(3.3) Qij(u, v) = (1− δij)
∑
(p,q)∈Z2≥0
p(αi,αi)+q(αj ,αj)=−2(αi,αj)
ti,j;p,qu
pvq
with ti,j;p,q = tj,i;q,p and ti,j:−aij,0 ∈ k×. Then we have Qi,j(u, v) = Qj,i(v, u).
For n ∈ Z≥0 and β =
∑
i∈I miαi ∈ Q+ such that
∑
i∈I mi = n, we set
Iβ = {ν = (ν1, . . . , νn) ∈ In | αν1 + · · · + ανn = β}.
We denote by R(β) the quiver Hecke algebra at β associated with (A,P,Π,P∨,Π∨) and (Qi,j)i,j∈I .
It is the Z-graded k-algebra generated by {e(ν)}ν∈Iβ , {xk}1≤k≤n, {τm}1≤m<n with the certain
defining relations (see [KKK18, Definition 1.2]).
Definition 3.6. We say that the quiver Hecke algebra R is symmetric if A is symmetric and
Qij(u, v) is a polynomial in u− v for all i, j ∈ I.
Let Rep(R(β)) be the category consisting of finite-dimensional graded R(β)-modules, and let
K
(
Rep(R(β))
)
be the Grothendieck group of Rep(R(β)). Then K
(
Rep(R(β))
)
has a natural
Z[q±1]-module structure induced by the grading shift. In this paper, we often ignore grading
shifts.
For M ∈ Rep(R(a)) and N ∈ Rep(R(β)), we denote by M ◦N the convolution product of M
and N . Then Rep(R) :=
⊕
β∈Q+
Rep(R(β)) has a monoidal category structure by the convolution
product and its Grothendieck ring K
(
Rep(R)
)
has a natural Z[q±1]-algebra structure induced by
the convolution product ◦ and the grading shift functor q.
For M ∈ Rep(β) and Mk ∈ Rep(βk) (1 ≤ k ≤ n), we denote by
M◦ 0 := k, M◦r =M ◦ · · · ◦M︸ ︷︷ ︸
r
,
n◦
k=1
Mk =M1 ◦ · · · ◦Mn.
The quiver Hecke algebras are a vast generalization of affine Hecke algebras of type A, and they
were introduced to provide a categorification of the lower half of quantum groups:
Theorem 3.7 ([KL09, Rou08]). For a given symmetrizable Cartan datum, let U−A (g)
∨ (A = Z[q±1])
the dual of the integral form of the negative part of quantum groups Uq(g). Let R be the quiver
Hecke algebra related to the datum. Then we have
U−A (g)
∨ ≃ K(Rep(R)).
Recall we have assigned a simply-laced finite simple Lie-algebra g for each g in (1.7) and (1.14).
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Theorem 3.8 ([HL15, KKKO16, KO18, OS19b]). For any Q of type g, we have
K
(
C
(t)
Q
)
≃ U−A (g)∨|q=1,
where K
(
C
(t)
Q
)
denotes the Grothendieck ring of C
(t)
Q .
Now, let us briefly review the generalized Schur–Weyl duality functor which can be understood
as a vast generalization of Schur–Weyl duality functor and was constructed in [KKK15, KKK18].
A Schur–Weyl datum Ξ is a quadruple (U ′q(g), J,X, {Vs}s∈J) consisting of (a) a quantum affine
algebra U ′q(g), (b) an index set J , (c) a map X : J → k×, (d) a family of quasi-good U ′q(g)-modules
{Vs} indexed by J .
For a given Ξ, we define a quiver ΓΞ = (ΓΞ0 , Γ
Ξ
1 ) in the following way: (i) Γ
Ξ
0 = J , (ii) for
i, j ∈ J , we assign dij many arrows from i to j, where dij is the order of the zero of dVi,Vj(z2/z1)
at X(j)/X(i). We call ΓΞ the Schur–Weyl quiver associated to Ξ.
For a Schur–Weyl quiver ΓΞ, we have
• a symmetric Cartan matrix AΞ = (aΞij)i,j∈J by
aΞij =
{
2 if i = j,
−dij − dji if i 6= j,
(3.4)
• and the set of polynomials (QΞi,j(u, v))i,j∈J with
QΞi,j(u, v) =
{
0 if i = j,
(u− v)dij (v − u)dji if i 6= j.
We denote by RΞ the symmetric quiver Hecke algebra associated with (QΞi,j(u, v)).
Theorem 3.9 ([KKK18]). For a given Ξ, there exists a functor
F : Rep(RΞ)→ Cg.
Moreover, F satisfies the following properties:
(1) F is a tensor functor; that is, there exist U ′q(g)-module isomorphisms
F(RΞ(0)) ∼= k and F(M1 ◦M2) ∼= F(M1)⊗F(M2)
for any M1,M2 ∈ Rep(RΞ).
(2) If the underlying graph of ΓΞ is a Dynkin diagram of finite type ADE, then F is exact and
RΞ is isomorphic to the quiver Hecke algebra associated to g of finite type ADE.
We call the functor F the generalized Schur–Weyl duality functor .
Theorem 3.10 ([KKK15, KKKO16, KO18, OS19b]). Let U ′q(g(t)) be a quantum affine algebra,
and let Q be a commutation class associated to g(t). Take J as the set of simple roots Π of type Q.
For α ∈ Π with φ(α) = (i, p), we define
Vα =

V (̟i) if t = 1,
V (̟i⋆) if t = 2,
V (̟i†) if t = 3,
X(α) =

(−q)p if t = 1,
((−q)p)⋆ if t = 2,
((−q)p)† if t = 3.
Then we have the following:
(1) The underlying graph of ΓΞ coincides with the Dynkin diagram of type Q. Hence the functors
F (t)Q : Rep(RΞ)→ C (t)Q (t = 1, 2, 3)
from Theorem 3.9 are exact.
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(2) The functor F (t)Q induces a bijection from the set of the isomorphism classes of simple objects
of Rep(RΞ) to that of C
(t)
Q .
(3) The functors F (t)Q ’s induce the ring isomorphisms in between K(C (t)Q )’s.
For instance, Rep(RD4) relates to the following 5-CQ’s:
C
(1)
Q ⊂ CD(1)4
C
D
(2)
4
⊃ C (2)Q′
C
D
(3)
4
⊃ C (3)Q′′
C
(1)
Q
⊂ C
C
(1)
3
C
(1)
Q ⊂ CG(1)2
Rep(RD4)
F
(1)
Q
F
(2)
Q′
F
(3
)
Q
′
′
FQ
F
Q
Corollary 3.11 ([KKKO16, OS19b]). For g(2) = A
(2)
n ,D
(2)
n+1, E
(2)
6 or D
(3)
4 , let (i, x), (j, y), (k, z) ∈
I × k×. Then
HomU ′q(g)
(
V (̟j)y ⊗ V (̟i)x, V (̟k)z
) 6= 0
if and only if there exists an adapted class [Q] ∈ [[△]] and α, β, γ ∈ Φ+g such that
(i) (α, β) is a pair of positive roots such that α+ β = γ,
(ii) V (̟j)y = V
(t)
Q (β)u, V (̟i)x = V
(t)
Q (α)u, V (̟k)z = V
(t)
Q (γ)u for some u ∈ k×.
Furthermore the followings holds: When p = (α, β) is a non [Q]-simple pair, then there exits a
unique [Q]-simple sequence s = (γ1, . . . , γs) such that s = soc[Q](p) and
hd(V
(t)
Q (β)⊗ V (t)Q (α)) ∼= V (t)Q (γ1)⊗ · · · ⊗ V (t)Q (γs) is simple.
Corollary 3.12. Let M and N be a simple module in CQ such that one of them is real, and let Q′
be another commutation class of the same type of Q. Then, for the induced functor F : CQ → CQ′,
the order of root at 1 for dF(M),F(N)(z) is the same as the one for dM,N (z).
Proof. Note that the induced functor F sends simples to simples bijectively. Then our assertion
is the consequence of [KKK18, Proposition 1.6.2] and [KKKO18, Lemma 3.2.1] arising from the
R-matrices of symmetric quiver Hecke algebras. 
The generalized Schur–Weyl duality functors extended to the bigger category C0g when g is of
type A
(t)
N or B
(1)
n as follows: We take J = Z. When g = A
(t)
N , we define
Vj = V (̟1) and X(j) = (−q)2j for j ∈ Z.
When g = B
(1)
n and j ∈ Z, we define
Vj =
{
V (̟n) if j ≡ −1, 0 (mod 2n),
V (̟1) otherwise,
and the map X : Z→ k× is defined by
X(j + 2nk) :=X(j)qk(4n−2) = X(j)p∗2k for 0 ≤ j ≤ 2n − 1 and k ∈ Z,
X(0) := q0 = 1, X(j) := qκq
2(j−1) (1 ≤ j ≤ 2n− 2), X(2n − 1) := q6n−5,
where qκ := (−1)n+1q2n+1s .
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Theorem 3.13 ([KKK18, KKKO15b, KKO19]). Let g be of type A
(t)
N or B
(1)
n . With the Schur–
Weyl datum
Ξ = (U ′q(g),Z,X, {Vs}s∈Z)
taken as above, we have the following:
(1) The underlying graph of ΓΞ coincides with the Dynkin diagram of type A∞. Hence the functor
FgZ : Rep(RA∞)→ C0g
in Theorem 3.9 is exact.
(2) There exist a localized category TN+1 (resp. T2n) of Rep(R
A∞) and a functor
F˜A
(t)
N
Z : TN+1 → C0A(t)N (resp. F˜
B
(1)
n
Z : T2n → C0B(1)n ),
which induces a bijection between the set of the isomorphism classes of simple objects, and a
ring isomorphisms between their Grothendieck rings.
In particular, we have the following:
(a) The induced functor F˜A
(2)
N
Z ◦ (F˜
A
(1)
N
Z )
−1 sends KR modules to KR modules as follows:
V (km)(−q)p 7−→ V (k⋆m)((−q)p)⋆ .
(b) The induced functor F˜B(1)nZ ◦ (F˜
A
(t)
2n−1
Z )
−1 sends simple objects to simple objects, and provides the
isomorphism between K
(
C0
B
(1)
n
)
and K
(
C0
A
(t)
2n−1
)
.
4. Results and conjectures
In this section, we will present our main result on the denominator formulas dkm,lp(z). For the
rest of this paper, we will deal with the quantum affine algebras whose types are not E
(t)
n nor F
(1)
4 .
Theorem 4.1. For untwisted affine types A
(1)
n , B
(1)
n , and D
(1)
n , we have
dkm,lp(z) =
min(m,p)−1∏
t=0
dk,l
(
(−q)−|p−m|−2tz) (k, l ∈ I0)(4.1)
unless g = B
(1)
n and max(k, l) = n. In that case, take l < k = n, and we have
dB
(1)
n
lp,nm(z) = d
B
(1)
n
nm,lp(z) =
min(2p,m)−1∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+|2p−m|+4s+2t),
dB
(1)
n
np,nm(z) =
min(m,p)−1∏
t=0
dn,n
(
(−qs)−|p−m|−2tz
)
.
For affine type C
(1)
n , max(m, p) > 1, and 1 ≤ k, l < n, we have
dC
(1)
n
km,lp(z) =
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−qs)|k−l|+|m−p|+2(s+t))(z − (−qs)2n+2−k−l+|m−p|+2(s+t)),
dC
(1)
n
lp,nm(z) = d
C
(1)
n
nm,lp(z) =
min(p,2m)−1∏
t=0
l∏
s=1
(z − (−1)n+p+l+mqn+1−l+|2m−p|+2s+2ts ),
dC
(1)
n
np,nm(z) =
min(p,m)−1∏
t=0
n∏
s=1
(z − (−1)m+pq2+|2m−2p|+2s+4ts ).
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while we have
dC
(1)
n
k,l (z) =
min(k,l,n−k,n−l)∏
s=1
(
z − (−qs)|k−l|+2s
)min(k,l)∏
i=1
(
z − (−qs)2n+2−k−l+2s
)
(k, l ∈ I0).
Theorem 4.2. For untwisted affine types A
(2)
N−1, D
(2)
n+1, and D
(3)
4 , we have
dkm,lp(z) =
min(m,p)−1∏
t=0
dk,l
(
(−q)−|p−m|−2tz) (k, l ∈ I0)
unless g = D
(2)
n+1 and max(k, l) = n. In that case, take l < k = n, and we have
d
D
(2)
n+1
lp,nm(z) = d
D
(2)
n+1
nm,lp(z) =
min(p,m)−1∏
t=0
l∏
s=1
(z2 + (−1)n+l+p+mqn−l+|p−m|+2(s+t)),
d
D
(2)
n+1
np,nm(z) =
min(p,m)−1∏
t=0
n∏
s=1
(z + (−1)s+t+p+mq2s+2t+|p−m|).
Theorem 4.3. For type G
(1)
2 , we have
d1p,1m(z) =
min(m,p)−1∏
t=0
d1,1
(
(−q)−|p−m|−2tz) (p,m ≥ 1),
d1p,2m(z) = d2m,1p(z) =
min(3p,m)−1∏
t=0
d1,2
(
(−qt)−|3p−m|+2−2tz
)
(p,m ≥ 1),
and for p,m ≥ 1 except for (m, p) = (1, 1) or (2, 2), we have
d2p,2m(z) =
min(m,p)−1∏
t=0
2∏
s=1
(z − (−qt)−2+|m−p|+4s+2t)(z − (−qt)4+|m−p|+4s+2t).
In those cases, we have
d2,2(z) = (z − q2t )(z − q8t )(z − q12t ),
d22,22(z) = (z − q2t )(z − q4t )(z − q8t )2(z − q10t )(z − q12t )(z − q14t ).
As previously mentioned, our main tool will be Proposition 2.5, which means we will be com-
puting formulas of the form
f(z)
dM,N (z)
∈ k[z±1], and dM,N (z)
g(z)
∈ k[z±1],
where f, g ∈ k[z] split (i.e., equal a product of linear factors), to determine dM,N (z). If ρ is a root
of f(z) (resp. g(z)) with multiplicity mρ, then the multiplicity of the root ρ in dM,N (z) is bounded
above (resp. below) by mρ. We say there is an ambiguity for the root ρ if the multiplicity of ρ
has not been uniquely determined. Our proof of Theorem 4.2 relies on the generalized Schur–Weyl
duality functors.
Now let us state a conjecture based on data we have computed and our results.
Conjecture 4.4. For untwisted affine type E
(1)
n , then the denominator formulas are given by (4.1).
Note that the denominator formula dlp,km(z) for all simply-laced affine types (among others) is
presented uniformly and based solely on the dl,k(z) values. Furthermore, showing Conjecture 4.4
would allow us to prove the denominator formulas for type E
(2)
6 by the generalized Schur–Weyl
duality functor similar to the other twisted types.
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The rest paper starting from Section 8 is devoted to proving these results. We will give full
details in type A
(1)
n−1, and then we will proceed by skipping some the intermediate computations as
the additional calculations, while lengthy and slightly technical, are all similar and straightforward.
5. Higher level Dorey’s rule
In this section, we will compute new higher level versions of Dorey’s rule, which will be essential
in proving the final general case of our denominator formulas.
Theorem 5.1. Let g be of nonexceptional affine type.
(1) Let 1 < k, l < n. If g is of non-simply-laced type, assume k + l < n, and for type D
(1)
n , assume
k + l < n− 1. Let K = k + l. Then,
V (Km) is the simple head of V (lm)(−q)−k ⊗ V (km)(−q)l ,
where we consider V (0m) to be the trivial module.
(2) For g = B
(1)
n and 1 ≤ k ≤ n− 1,
V (n2m) is a simple head of V (km)(−1)n+m−kq−(n−k) ⊗ V ((n − k)m)(−1)k+mqk .
(3) For g of type C
(1)
n and 1 ≤ k ≤ n− 1,
V (k2m) is a simple head of V (nm)(−1)−n−m+kq−1−n+ks ⊗ V (n
m)(−1)n+m−kqn+1−ks .
(4) For g of type D
(1)
n and 1 ≤ k, l ≤ n− 2 and n′, n′′ ∈ {n− 1, n} such that n′−n′′ ≡ n− l mod 2,
V (lm) is a simple head of V (n′m)(−q)−n+l+1 ⊗ V (n′′m)(−q)n−l−1 .
(5) For g of type D
(1)
n and k + l = n− 1,
V ((n − 1)m)⊗ V (nm) is a simple head of V (lm)(−q)−k ⊗ V (km)(−q)l .
(6) For g of type G
(1)
2 ,
V (23m) is the simple head of V (1m)(−qt)−3 ⊗ V (1m)(−qt)3 .
(7) For g of type D
(2)
n+1,
V (km) is a simple head of V (nm)±√−1(−q2)−(n−k)/2 ⊗ V (nm)∓√−1(−q2)(n−k)/2 .
(8) For g of type D
(3)
4 ,
V (2m) is a simple head of V (1m)(−q)−1 ⊗ V (1m)(−q).
Proof. We prove (1) and (3) here as the other remaining cases are all similar.
Without loss of generality, assume l ≤ k. We shall apply an induction on m. Note that we have
injective homomorphisms
V (km)a֌ V (k
m−1)a(−q)−1 ⊗ V (k)a(−q)m−1 .
By the denominator formula, we have
V (l)(−q)m−k−1 ⊗ V (km−1)(−q)l−1 ∼= V (km−1)(−q)l−1 ⊗ V (l)(−q)m−k−1 is simple.
Thus
(5.1)
V (lm)(−q)−k ⊗ V (km)(−q)l
֌ V (lm−1)(−q)−k−1 ⊗ V (l)(−q)m−k−1 ⊗ V (km−1)(−q)l−1 ⊗ V (k)(−q)l+m−1
∼= V (lm−1)(−q)−k−1 ⊗ V (km−1)(−q)l−1 ⊗ V (l)(−q)m−k−1 ⊗ V (k)(−q)l+m−1
։ V ((k + l)m−1)(−q)−1 ⊗ V (k + l)(−q)m−1
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Now we claim that the composition does not vanish. Once we prove our claim then our assertion
follows from the following argument: Since
(a) V (lm)(−q)−k ⊗ V (km)(−q)l has composition length at most 2, and V ((k + l)m−1)(−q)−1 ⊗
V (k + l)(−q)m−1 has composition length 2 by Proposition 2.7,
(b) V ((k + 1)m−1)(−q)−1 ⊗ V (k + 1)(−q)m−1 has the simple socle V ((k + 1)m),
the facts that
(i) V (lm)(−q)−k ⊗ V (km)(−q)l has the simple head,
(ii) V (lm)(−q)−k ⊗ V (km)(−q)l 6∼= V ((k + l)m−1)(−q)−1 ⊗ V (k + l)(−q)m−1
imply our assertion.
We shall prove the claim above by showing the dominant monomial{
Yk,(−qk)m−1Yk,(−qk)m−3 · · · Yk,(−qk)1−m if g is untwisted,
Yk,(−q)m−1Yk,(−q)m−3 · · ·Yk,(−q)1−m otherwise,
(5.2)
appears in the q-characters of
• V (lm)(−q)−k ⊗ V (km)(−q)l and
• V (lm−1)(−q)−k−1 ⊗ V (km−1)(−q)l−1 ⊗ V (l)(−q)m−k−1 ⊗ V (k)(−q)l+m−1
exactly once. Then it shows that the composition in (5.1) does not vanish. Note that the monomial
in (5.2) is the unique dominant monomial in χq(V ((k + 1)
m)).
We consider the q-character of the more general tensor product
T =
 m⊗
j=1
V (l)(−q)−k−m−1+2j
⊗ V (km)(−q)l .
We now restrict ourselves to consider only the m̟k+l weight space, and we will show there exists
a unique dominant monomial corresponding to V (Km). Assume k+ l < n. Consider the monomial
M in χq(T ) corresponding to the tableaux
⊗m
j=1C
(j) ⊗ U . Recall that we have
V (km)(−q)l ⊆
m⊗
j=1
V (k)(−q)l−m−1+2j ,
which means we can write the semistandard tableau U =
⊗m
j=1 U
(j) for the columns U (j). Suppose
U (j) is the column such that there exists an i such that i ∈ U (j) at height h but i+ 1 /∈ U (j). Let
i be the minimal such value, and in order to be in the weight space m̟k+l, we must have h = 1
as otherwise 〈hh−1,wt(M)〉 > 0 by the pigeonhole principle (i.e., the number of 1’s that appear in
M is more than m). Furthermore, we can take j = m since U is semistandard. Hence, by (2.7) we
need to cancel Y −1
i−1,ql+m+k+i−2 for the monomial to be dominant. Since V (k
m)a is special, we can
only cancel Y −1
i−1,ql+m+k+i−2 with a monomial from a column C
(j′). Hence, we have
(5.3) j′ = m+ k + h′ > m
by (2.8), which is impossible. Therefore, U must be the monomial Yk,ql+m−1 · · ·Yk,ql+1−m . By weight
considerations, we must have C(j
′) = Y −1
k,ql−m−1+2j′
Yk+l,q−m−1+2j′ from (2.7). Hence the claim follows
in this case. The case for k + l ≥ n in type A(1)n−1 is similar except with h = k + l − n.
Next, let us prove (3). The proof is similar to before except now when doing the q-character
computation, we have h = k+1 and have i+ 1 ∈ U (m) but no ı ∈ U (m). Therefore, we must cancel
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A
(1)
n−1 B
(1)
n C
(1)
n D
(1)
n G
(1)
2 A
(2)
N D
(2)
n+1 D
(3)
4
(−q)n −(−q)2n−1 (−qs)2n+2 (−q)2n−2 q12 −qN+1 −(−q2)n q6,
Table 1. The value p∗ for the nonexceptional affine types, G(1)2 , and D
(3)
4 .
Y −1
i−1,(−q)n+m−kq4n−3k+m−i+4s
. This transforms (5.3) into
j′ = n− 2k +m+ h′ > m canceling ı ≥ n or
j′ = 2(n− k + 1) + h′ − i+m > n+ 1− i+m > m canceling i ≤ n
as h′ > k as otherwise we could not obtain the correct weight by the pigeonhole principle, which is
a contradiction in either case. 
Remark 5.2. We note that while we have used the denominator formula for dlp,km(z) with ambi-
guities, as in Lemma 8.7, in the proof of these new higher level homomorphisms, but we do not use
any of these homomorphisms in the proofs of those denominator formulas. We only require these
new higher level homomorphisms for removing the ambiguities of dlp,km(z).
6. Universal coefficient formulas
In this section, we collect the universal coefficient formulas. We will use the following notation
[a] := ((−qs)az; p∗2)∞, 〈a] := (−(−q)az; p∗2)∞,
s[a](t) := ((−1)tqas z; p∗2)∞, s[a] := ((−qs)az; p∗2)∞,
{a} :=
∞∏
s=0
(1− (−q)36s+3az3), 〈a〉 :=
∞∏
s=0
(1 + (−q)12s+az + (−q)24s+2az2).
Proposition 6.1. Let g be of type A
(1)
n−1. For k, l ∈ I0 and p,m ∈ Z≥1, set µ1 :=min(k, l, n−k, n−l)
and µ2 := min(p,m)− 1. We have
alp,km(z) =
µ1∏
s=1
µ2∏
t=0
[n+ |n− k − l|+ |p−m|+ 2(s+ t)][n − |n− k − l| − |p−m| − 2(s + t)]
[|k − l|+ |p−m|+ 2(s + t)][2n− |k − l| − |p−m| − 2(s+ t)] .
(6.1)
Proof. We prove the claim by using Theorem 2.1, (8.1) and a sequence of inductions. Indeed, we
first show that
a1,1m(z) =
[1−m][2n +m− 1]
[m+ 1][2n − (m+ 1)]
by induction on m. Note that
V (1)⊗ V (1m−1)(−q)1z ⊗ V (1)(−q)1−mz
V (1)⊗− //
Runiv
1,1m−1
((−q)1z)⊗V (1)(−q)1−mz

V (1)⊗ V (1m)z
Runiv1,1m (z)

V (1m−1)(−q)1z ⊗ V (1)⊗ V (1)(−q)1−mz
V (1m−1)(−q)1z⊗Runiv1,1 ((−q)1−mz)

V (1m−1)(−q)1z ⊗ V (1)(−q)1−mz ⊗ V (1) // V (1m)z ⊗ V (1)
(6.2)
SIMPLICITY OF TENSOR PRODUCTS OF KR MODULES: ABCDG TYPES 29
and hence
u1 ⊗ u1m−1 ⊗ u1 ✤ /❴

u1 ⊗ u1m❴

a1,1m−1((−q)z)u1m−1 ⊗ u1 ⊗ u1
❴

a1,1m−1((−q)z)a1,1((−q)l−mz)u1m−1 ⊗ u1 ⊗ u1 ✤ / a1,1(z)u1m ⊗ u1
(6.3)
where u∗ denotes the dominant extremal weight vector. Then, by induction hypothesis, we have
a1,1m(z) = a1,1m−1((−q)z)a1,1((−q)1−mz)
=
[3−m][2n +m− 1]
[m+ 1][2n −m+ 1] ×
[1−m][2n + 1−m]
[3−m][2n − 1−m] =
[1−m][2n +m− 1]
[m+ 1][2n −m− 1] .
We can then apply the same arguments as in (6.2) and (6.3) and a straightforward induction to
obtain
a1,(n−1)m(z) =
[n+m+ 1][n−m− 1]
[n+m− 1][n−m+ 1] ,
ak,1m =
[k −m][2n − k +m]
[k +m][2n − k −m] , and ak,(n−1)m(z) =
[n+m+ k][n−m− k]
[n−m+ k][n+m− k] .
Next, by a similar argument we compute
a1,km(z) =
[k −m][2n+m− k]
[m+ k][2n − k −m] and a(n−1),km(z) =
[n+m+ k][n −m− k]
[n−m+ k][n +m− k] .
By again using the same arguments as in (6.2) and (6.3), we have
al,km(z) =
µ1∏
s=1
[n+ |n− l − k|+m− 1 + 2s][n− |n− l − k| −m+ 1− 2s]
[|k − l|+m− 1 + 2s][2n− |k − l| −m+ 1− 2s](6.4)
by assuming l ≤ k without loss of generality and an induction on min(l, k, n − k, n − l), where we
split the induction step into the cases l ≤ n− k and l > n− k. Note that our assertion for m = 1
holds by (2.4) and (8.1). Finally, we have
µ1∏
s=1
µ2∏
t=0
[n+ |n− k − l|+ |p−m|+ 2(s+ t)][n − |n− k − l| − |p−m| − 2(s + t)]
[|k − l|+ |p−m|+ 2(s + t)][2n − |k − l| − |p−m| − 2(s+ t)]
by a straightforward induction on p. Note that we can assume that min(p,m) = p since dlp,km(z) =
dkm,lp(z) (implying alp,km(z) = akm,lp(z)) and splitting the induction step into cases when l ≤ n−k
and l > n− k. 
The sequence of steps we used to prove Proposition 6.1 will be the same those used to prove
Theorem 4.1. This will hold for all types and all proofs will be similar to the proof of Proposition 6.1,
but the proof does not require Theorem 4.1. Therefore, we omit the proofs for the remaining cases.
Proposition 6.2. Let g be of type B
(1)
n . For 1 ≤ k, l < n and m, p ≥ 1, set µ1 := min(p,m) − 1,
µ2 := min(p, 2m)− 1, and d :=m+ n+ l + p. Then we have
alp,km(z) =
min(k,l)∏
s=1
µ1∏
t=0
(
[k + l − |m− p| − 2(s + t)] 〈2n− |k − l| − |m− p| − 1− 2(s + t)]
[|k − l|+ |m− p|+ 2(s+ t)] 〈2n+ k + l − |m− p| − 1− 2(s + t)]
×〈2n + |k − l|+ |m− p| − 1 + 2(s + t)] [4n − k − l + |m− p| − 2 + 2(s + t)]〈2n − k − l + |m− p| − 1 + 2(s+ t)] [4n− |k − l| − |m− p| − 2− 2(s + t)]
)
,
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alp,nm(z) =
l∏
s=1
µ2∏
t=0
s[2n+ 2l − |2p−m| − 4s − 2t](d) s[6n− 2l − 4 + |2p −m|+ 4s+ 2t](d)
s[2n− 2l − 2 + |2p−m|+ 4s+ 2t](d) s[6n − 2 + 2l − |2p−m| − 4s − 2t](d)
,
anp,nm(z) =
n∏
s=1
µ1∏
t=0
s[4n+ 4s+ 2t− 4 +m− p](m−p) s[4n − 4s− 2t−m+ p](m−p)
s[4s+ 2t− 2 +m− p](m−p) s[8n− 2− 4s − 2t−m+ p](m−p)
.
Proof. The proof of alp,km(z) and anp,nm(z) is similar to the proof of Proposition 6.1, but we split
the induction step into the cases k − l ≤ 0 or not and m− p ≤ 0 or not.
The computation of akm,np(z) begins a little different than the previous calculations. Our asser-
tion for a1,n2(z) is a direct consequence of the computation a1,nm(z) = a1,n((−qs)z)a1,n((−qs)−1z).
Therefore, our assertion for a1,nm(z), for m ≥ 3, can be obtained by the usual induction a1,nm(z) =
a1,nm−1((−qs)z)a1,n((−qs)1−mz). Next, we compute al,nm(z) from induction on l with al,nm(z) =
al−1,nm((−q)−1z)a1,nm((−q)l−1z). Similarly, we compute ap,n(z) from induction on pwith alp,n(z) =
alp−1,n((−q)z)al,n((−q)1−pz). Based on the previous computation, we can obtain our desired for-
mula by the induction steps into cases |2p−m| ≤ 0 and |2p −m| > 0. 
Proposition 6.3. Let g be of type C
(1)
n . For 1 ≤ k, l < n and m, p ≥ 1, set µ1 := min(p,m) − 1,
µ2 := min(p, 2m)− 1, and d :=m+ n+ l + p. Then we have
alp,km(z) =
min(k,l)∏
s=1
µ1∏
t=0
(
s[k + l − |m− p| − 2s − 2t]s[4n+ 4− k − l + |m− p|+ 2s + 2t]
s[|k − l|+ |m− p|+ 2s + 2t]s[4n+ 4− |k − l| − |m− p| − 2s− 2t]
× s[2n+ 2 + |k − l|+ |m− p|+ 2s+ 2t]s[2n + 2− |k − l| − |m− p| − 2s − 2t]
s[2n + 2− k − l + |m− p|+ 2s+ 2t]s[2n + 2 + k + l − |m− p| − 2s− 2t]
)
.
alp,nm(z) =
l∏
s=1
µ2∏
t=0
s[n+ 1 + l − |2m− p| − 2s− 2t](d)s[3n + 3− l + |2m− p|+ 2s+ 2t](d)
s[n+ 1− l + |2m− p|+ 2s+ 2t](d)s[3n + 3 + l − |2m− p| − 2s− 2t](d)
,
anp,nm(z) =
n∏
s=1
µ1∏
t=0
s[2n + 4 + 2m− 2p+ 2s+ 4t](m+p)s[2n − 2m+ 2p− 2s − 4t](m+p)
s[2 + 2m− 2p+ 2s+ 4t](m+p)s[4n + 2− 2m+ 2p− 2s− 4t](m+p)
.
Proposition 6.4. Let g be of type D
(1)
n . For 1 ≤ k, l < n− 1 and m, p ≥ 1, set µ :=min(p,m)− 1,
and we have
alp,km(z) =
min(k,l)∏
s=1
µ∏
t=0
(
[k + l − |m− p| − 2(s+ t))][2n − 2 + |k − l|+ |m− p|+ 2(s + t)]
[|k − l|+ |m− p|+ 2(s+ t)][2n − 2 + k + l − |m− p| − 2(s + t)]
× [2n− 2− |k − l| − |m− p| − 2(s + t)][4n − k − l + |m− p| − 4 + 2(s + t))]
[2n − k − l + |m− p| − 2 + 2(s+ t)][4n − 4− |k − l| − |m− p| − 2(s+ t)]
)
.
alp,nm(z) =
l∏
s=1
µ∏
t=0
[3n − l − 3 + |p−m|+ 2(s + t)][n− 1 + l − |p−m| − 2(s + t)]
[n− l − 1 + |p−m|+ 2(s + t)][3n− 3 + l − |p−m| − 2(s + t)] ,
anp,nm(z) = a(n−1)p,(n−1)m(z) =
p−1∏
t=0
⌊n/2⌋∏
s=1
[2n+ 4s+ 2t− 4 +m− p][2n− 4s − 2t−m+ p]
[4s+ 2t− 2 +m− p][4n − 2− 4s− 2t−m+ p] ,
a(n−1)p ,nm(z) =
p−1∏
t=0
⌊(n−1)/2⌋∏
s=1
[2n + 4s + 2t+ |m− p| − 2][2n − 4s − 2t− |m− p| − 2]
[4s+ 2t+ |m− p|][4n − 4s− 2t− |m− p| − 4]
Proposition 6.5. Let g be of type G
(1)
2 . We have
a1p,1m(z) =
4∏
s=1
p−1∏
t=0
[16 + 2s+ 3m− 3p+ 6t][8− 2s − 3m+ 3p− 6t]
[4 + 2s+ 3m− 3p + 6t][20− 2s − 3m+ 3p− 6t] ,
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a1p,2m(z) =
min(3p,m)−1∏
t=0
[3− 2t−m+ 3p][7− 2t−m+ 3p][17 + 2t+m− 3p][21 + 2t+m− 3p]
[5 + 2t+m− 3p][9 + 2t+m− 3p][15 − 2t−m+ 3p][19− 2t−m+ 3p] ,
a2p,2m(z) =
min(p,m)−1∏
t=0
[m− p+ 14 + 2t][m− p+ 18 + 2t][m− p+ 20 + 2t][m− p+ 24 + 2t]
[m− p+ 2 + 2t][m− p+ 6 + 2t][m− p+ 8 + 2t][m− p+ 12 + 2t]
× [10−m+ p− 2t][6−m+ p− 2t][4−m+ p− 2t][−m+ p− 2t]
[22 −m+ p− 2t][18 −m+ p− 2t][16 −m+ p− 2t][12 −m+ p− 2t] .
Proposition 6.6. Let g be of type D
(3)
4 , and set µ := min(m, p)− 1. We have
a1p,1m(z) =
µ∏
t=0
[8 +m− p+ 2t][4−m+ p− 2t][12 +m− p+ 2t][−m+ p− 2t]
[2 +m− p+ 2t][10 −m+ p− 2t][6 +m− p+ 2t][6 −m+ p− 2t]
× 〈10 +m− p+ 2t〉 〈2−m+ p− 2t〉〈4 +m− p+ 2t〉 〈8−m+ p− 2t〉 ,
a1p,2m(z) =
µ∏
t=0
{|m− p|+ 9 + 2t} {3− |m− p| − 2t} {|m− p|+ 11 + 2t} {1− |m− p| − 2t}
{|m− p|+ 3 + 2t} {9− |m− p| − 2t} {|m− p|+ 5 + 2t} {7− |m− p| − 2t} ,
a2m,2p(z) =
µ∏
t=0
{m− p+ 2t+ 8} {4−m+ p− 2t} {m− p+ 2t+ 10}2
{m− p+ 2t+ 2} {10−m+ p− 2t} {m− p+ 2t+ 4}2
× {2−m+ p− 2t}
2 {m− p+ 2t+ 12} {−m+ p− 2t}
{8−m+ p− 2t}2 {m− p+ 2t+ 6} {6−m+ p− 2t} .
7. Applications
In this section, we will apply the denominator formulas we computed. More precisely, we deter-
mine the simplicity of tensor product of KR modules and prove that certain sets of KR modules
suggested by Hernandez and Leclerc in [HL16] form a commuting family. Throughout this section,
we assume g is not of type E
(1)
6,7,8, E
(2)
6 , and F
(1)
4 .
Theorem 7.1 ([Her10b]). Let Mt (1 ≤ t ≤ m) be simple modules in Cg. Then Mt (1 ≤ t ≤ m)
pairwise strongly commutative if and only if
M1 ⊗ · · · ⊗Mm ∼=Mσ(1) ⊗ · · · ⊗Mσ(m) is simple,
for every permutation σ on m letters.
Based on the denominator formulas dkm,lp(z), the first author and his collaborators proved that
all KR modules over quantum affine algebras under our consideration are real, which is already
known for classical types [Oka13].
Theorem 7.2 ([KKOP19d]). Let g be of nonexceptional affine type, type G
(1)
2 , or type D
(3)
4 . Then
every KR module is real.
With the above two theorems, Theorem 2.1 (b) implies that we can determine the simplicity of
arbitrary tensor product of KR modules using the denominator formulas dkm,lp(z) we computed.
Theorem 7.3. An arbitrary tensor product of KR modules
V (im11 )a1 ⊗V (im22 )a2 ⊗ · · · ⊗V (imtt )at ,
is simple if and only if ax/ay and ay/ax are not roots of dimxx ,i
my
y
(z) for all 1 ≤ x 6= y ≤ t.
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Figure 2. Some examples of the quivers Ψ− for untwisted affine types.
In [HL16], Hernandez and Leclerc introduced the subcategory C−g , which is a full subcategory
of Cg stable under taking tensor products, subquotients, extensions when g is of untwisted affine
type. They proved that the Grothendieck ring K(C−g ) has a cluster algebra structure of infinite
rank, whose initial seed can be obtained from a countably infinite set of KR modules and a certain
quiver, which will be introduced shortly. We refer the reader to [FZ02, HL16] for an introduction to
cluster algebras and their terminology and cluster algebras of infinite rank. We also refer to [HL10,
KKKO18] for the notion of monoidal categorification.
Let us take a vertex set V˜ = I0 × Z. Writing the symmetric matrix B := DA as (bij)i,j∈I , we
assign arrows between vertices in V˜ as follows:
(i, r) −−→ (j, s) ⇐⇒ (bij 6= 0 and s = r + bij).
Then we can obtain a quiver Ψ˜ with the vertex set V˜. Since Ψ˜ has two connected components,
we pick one component Ψ of Ψ˜, and denote by V the vertex set of Ψ. By relabeling (i, r) ∈ V with
(i, r+di), we obtain a quiver Ψ whose labels are different from the one of Ψ. With the new labeling,
we denote by Ψ− the full subquiver of Ψ whose vertices are contained in I × Z≤0. We denote by
V− the vertex set of Ψ−.
For each (i, r) ∈ V−, we define ki,r to be the unique positive integer k satisfying
0 < kbii − |r| ≤ bii
and assign a KR module as follows:
V− ∋ (i, r) 7−→W (i)ki,r,(−qd)r ,(7.1)
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where q
max(di|i∈I)
d = q. For instance, by replacing vertices with their corresponding KR modules in
Ψ of type B
(1)
2 from Figure 2, we obtain the following quiver:
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(7.2)
Let C−g be the smallest full subcategory of Cg that contains {V (i)(−qd)r | (i, r) ∈ V−} and is stable
under subquotients, tensor products, and extensions.
Theorem 7.4 ([HL16]). For the seed [S ] = ({[W (i)ki,r ,(−qd)r ]},Ψ−), the Grothendieck ring K(C−g )
has a cluster algebra structure isomorphic to A ([S ]) generated by the seed [S ].
Consider a subcategory C ⊆ Cg stable under taking tensor products, subquotients, and extensions.
Definition 7.5 ([KKKO18]). For a pair S = ({Mi}i∈K ,Q) consisting of a family {Mi}i∈K of
simple objects in C and quiver Q, we say that S is a monoidal seed if
(1) Mi ⊗Mj ∼=Mj ⊗Mi for any i, j ∈ K and
(2)
⊗
i∈K M
⊗ai
i is simple for any (ai)i∈K ∈ Z⊕K≥0 .
Equivalently, the family {Mi}i∈K is a commuting family of real simples.
Definition 7.6 ([HL10, KKKO18]). A category C is called a monoidal categorification of a cluster
algebra A if
(1) the Grothendieck ring K(C) is isomorphic to A and
(2) there exists a monoidal seed S = ({Mi}i∈K ,Q) in C such that [S ] = ({[Mi]}i∈K ,Q) is the
initial seed of A and S admits successive mutations in all directions.
Conjecture 7.7 ([HL16]). The category C−g is a monoidal categorification of a cluster algebra
A([S ]) generated by the initial seed S = ({[W (i)ki,r ,(−qd)r ]},Ψ−).
We give a new proof of the following theorem, which can be shown using q-characters from the
work of [Nak01, Her06] as the result is right-negative (see also [HL16, Proposition 3.10] and [FH15,
Theorem 4.11]).
Theorem 7.8. The KR modules
{W (i)ki,r ,(−qd)r | (i, r) ∈ V
−}
form a commuting family of real simple modules in Cg.
We prove Theorem 7.8 largely type-by-type, but the fundamental proof is the same and the
denominator formula is the linchpin of our proof.
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Proof for types A
(1)
n and D
(1)
n . In this case, the KR modules {W (i)ki,r ,(−qs)r} can be re-written explic-
itly as follows:{
W
(k)
m,(−q)−2m+1 | d(1, k) ≡ 0 (mod 2)), m ∈ Z≥1
}
⊔ {
W
(l)
p,(−q)−2p+2 | d(1, l) ≡ 1 (mod 2)), p ∈ Z≥1
}
.
Then, the set can be expressed in terms of V (ik)ξ as follows:{
V (km)(−q)−m | d(1, k) ≡ 0 (mod 2), m ∈ Z≤1
}⊔ {
V (lp)(−q)−p+1 | d(1, l) ≡ 1 (mod 2), p ∈ Z≥0
}
.
Then our assertion comes from the denominator formulas dkm,lp(z) we have computed since we
know (−q)|m−p|±1 cannot be a root. 
Proof for type B
(1)
n . In this case, the KR modules {W (i)ki,r,(−qs)r} can be re-written explicitly as
follows: {
W
(k)
m,(−qs)−4m+1 ,W
(k)
m,(−qs)−4m+3 | k < n, m ∈ Z≥1
} ⊔ {
W
(n)
p,(−qs)−2p+2 | p ∈ Z≥1
}
.
Then, the set can be expressed in terms of V (ik)ξ as follows:{
V (km)(−1)mq−2m±1s , | k < n, m ∈ Z≥1
} ⊔ {
V (np)(−qs)−p+1 | p ∈ Z≥0
}
.
Then our assertion comes from the denominator formulas dkm,lp(z) we have computed. 
Proof for type C
(1)
n . In this case, the KR modules {W (i)ki,r,(−qs)r} can be re-written explicitly as
follows:{
W
(k)
m,(−qs)−2m+1 | k < n, d(1, k) ≡ 0 (mod 2), m ∈ Z≥1
}
⊔ {
W
(k)
m,(−qs)−2m | k < n, d(1, k) ≡ 1 (mod 2), m ∈ Z≥1
}
⊔
{
W
(n)
p,(−qs)−4p+3 ,W
(n)
p,−(−qs)4p+1 | p ∈ Z≥1
}
if n ≡ 1 (mod 2),{
W
(n)
p,(−qs)−4p+4 ,W
(n)
p,(−qs)−4p+2 | p ∈ Z≥1
}
if n ≡ 0 (mod 2).
Then, the set can be expressed in terms of V (ik)ξ as follows:{
V (km)(−qs)−m | k < n, d(1, k) ≡ 0 (mod 2)), m ∈ Z≥1
}⊔ {
V (km)(−qs)−m−1 | k < n, d(1, k) ≡ 1 (mod 2), m ∈ Z≥1
}
⊔
{
V (np)
(−1)1+pq−2p+1s , V (n
p)
(−1)1+pq−2p−1s | p ∈ Z≥1
}
if n ≡ 1 (mod 2),{
V (np)(−1)pq−2p+2s , V (n
p)(−1)pq−2ps | p ∈ Z≥1
}
if n ≡ 0 (mod 2).
Then our assertion comes from the denominator formulas dkm,lp(z) we have computed. 
Proof for type G
(1)
2 . In this case, the KR modules {W (i)ki,r ,(−qt)r} can be re-written explicitly as
follows:{
W
(1)
m,(−qt)−6m+6 ,W
(1)
m,(−qt)−6m+4 ,W
(1)
m,(−qt)−6m+2 | m ∈ Z≥1
} ⊔ {
W
(2)
p,(−qt)−2p+1 | p ∈ Z≥1
}
.
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Then, the set can be expressed in terms of V (ik)ξ as follows:{
V (1m)(−1)mq−3m+3s , V (1
m)(−1)mq−3m+1s , V (1
m)(−1)mq−3m−1s | m ∈ Z≥1
}
⊔ {
V (2p)(−qs)−p | p ∈ Z≥0
}
.
Then our assertion comes from the denominator formulas dkm,lp(z) we have computed. 
We now briefly review the T-system and the sequence of mutations suggested in [HL16]. The
T-system was introduced in [KNS94] as a system of differential equations associated with solvable
lattice models. The (twisted) q-characters of KR modules were shown to solve the T-system [Her06,
Her10a, Nak04, Nak10]. The T-system can be written as a short exact sequence in Cg, whose middle
term is of composition length 2, while the other terms are simples. We refer to Appendix A for an
interpretation of the T-system as short exact sequences using W
(k)
m,a and V (km)a in both ways.
In [HL16], authors suggested an infinite sequence of mutations Σ, where at each step the mutation
corresponds to a T-system relation under the identification of Ψ− with KR modules in (7.1). Then,
at each step, the cluster variables of the mutated seed consists of variables corresponding to KR
modules, since the mutated variable corresponds to another KR module appeared in T-system.
Example 7.9. Let us consider g of type B
(1)
2 . The sequence of mutations Σ for (7.2) is
Σ = ((2, 0), (2,−2), (2,−4), . . . , (1,−1), (1,−5), (1,−9), . . . ,
(2, 0), (2,−2), (2,−4), . . . , (1,−3), (1,−7), (1,−11), . . .),
and T-system for B
(1)
2 is given as follows: For m ≥ 1,
0→W (1)m,a⊗W (1)m,aq →W (2)2m,a(−qs)1 ⊗W
(2)
2m,a(−qs)−1 →W
(2)
2m−1,a(−qs)1 ⊗W
(2)
2m+1,a(−qs)−1 → 0,
0→W (1)m+1,a⊗W (1)m,aq → W (2)2m+1,a(−qs)⊗W
(2)
2m+1,a(−qs)−1 →W
(2)
2m,a(−qs)⊗W
(2)
2m+2,a(−qs)−1 → 0.
Then the first mutated variable along Σ at (2, 0) can be computed as follows:
[W
(2)
1,(−qs)0 ]
′ =
[W
(2)
2,(−qs)−2 ] + [W
(1)
1,(−qs)−1 ]
[W
(2)
1,(−qs)0 ]
,
which must be [W
(2)
1,(−qs)−2 ] by T-system. Thus, we have the mutated cluster of the initial monoidal
seed S = ({W (i)ki,r ,(−qd)r},Ψ−) can be computed as follows:
µ(2,0)({W (i)ki,r ,(−qs)r | (i, r) ∈ V
−})
=
{
W
(1)
m,(−qs)−4m+1 ,W
(1)
m,(−qs)−4m+3 | m ∈ Z≥1
}
⊔ (({
W
(2)
p,(−qs)−2p+2 | p ∈ Z≥1
}
\
{
W
(2)
1,(−qs)0
}) ⊔ {
W
(2)
1,(−qs)−2
})
,
which can be re-written in the form of V (im)a as follows:{
V (1m)(−1)mq−2m−1s | m ∈ Z≥1
} ⊔ (({
V (2p)(−qs)−p+1 | p ∈ Z≥0
} \ {V (2)}) ⊔ {V (2)(−qs)−2}) .
Then the denominator formulas dkm,lp(z) implies that the mutated cluster is also a monoidal
seed. In this way, one can check every cluster along Σ is a commuting family of KR modules:
Corollary 7.10. Every cluster along Σ is a commuting family of KR modules. Hence every cluster
monomial in the clusters along Σ corresponds to a real simple module in Cg.
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8. Proof for type A
(1)
n−1
In this section, we will prove our assertion for A
(1)
n−1. Throughout this section, we will apply the
basic framework of [KKK15, Oh15]. For simplicity, set
µ1 := min(k, l, n − k, n− l) and µ2 = min(p,m)− 1.
Recall
dk,l(z) =
µ1∏
s=1
(
z − (−q)2s+|k−l|), ak,l(z) ≡ [|k − l|][2n− |k − l|]
[k + l][2n− k − l] ,(8.1)
and
V (im) := hd
(
V (̟i)(−q)m−1 ⊗ V (̟i)(−q)m−3 ⊗ · · · ⊗ V (̟i)(−q)1−m
)
.
Note also that we have surjective homomorphisms
V (k − 1)(−q)−1 ⊗ V (1)(−q)k−1 ։ V (k) and V (1)(−q)1−l ⊗ V (l − 1)−q1 ։ V (l)
for all 1 < k, l < n, as special cases in Theorem 3.2.
However, we start with the lemma below on d1,k2(z) :=dV (1),V (k2) and dn−1,k2(z) :=dV (n−1),V (k2),
for k ∈ I0 as we require this special case by a direct computation.
Lemma 8.1. For k ∈ I0, we have
d1,k2(z) = (z − (−q)k+2) and dn−1,k2(z) = (z − (−q)n−k+2).
Proof. We show d1,k2(z) = (z − (−q)k+2) as the proof of dn−1,k2(z) = (z − (−q)n−k+2) is similar
under the diagram symmetry i ↔ n − i. Since V (1) ∼= V (Λ1) and V (k2) ∼= V (2Λk) as Uq(g0)-
modules, a straightforward computation using, e.g., crystals [BS17] yields
V (1) ⊗ V (k2) ∼= V (Λ1 + 2Λk)⊕ V (Λk + Λk+1)
as Uq(g0)-modules. We compute the classically highest weight elements in V (1)x ⊗ V (k2)y:
vλ := v1 ⊗ vk2 ,
vµ := (fkfk−1fk−2 · · · f1v1)⊗ vk2 + (−q)/[2]k(fk−1fk−2 · · · f1v1)⊗ (fkvk2)
+ (−q)2/[2]k(fk−2 · · · f1v1)⊗ (fk−1fkvk2)
+ · · ·+ (−q)k/[2]kv1 ⊗ (f1 · · · fk−2fk−1fkvk2),
where λ = Λ1 + 2Λk and µ = Λk + 2Λk+1. Next, by a direct computation we have
f0fn−1 · · · fk+1vµ = (q−2x−1 + (−q)ky−1)vλ.
Now we compute the classically highest weight elements in V (k2)y ⊗ V (1)x:
v′λ := vk2 ⊗ v1,
v′µ := (f1f2 · · · fk−1fkvk2)⊗ v1 + (−q)(f2 · · · fk−1fkvk2)⊗ (f1v1)
+ · · · + (−q)k−1(fkvk2)⊗ (fk−1 · · · f2f1v1)
+ (−q)kq[2]kvk2 ⊗ (fkfk−1 · · · f2f1v1)
A direct computation yields
f0fn−1 · · · fk+1v′µ = [2]k
(
(−q)kqx−1 − q−1y−1)v′λ.
Now by U ′q(g)-linearity and the definition of the normalized R-matrix, we have Rnorm(vλ) = v′λ and
Rnorm(vµ) = aµv
′
µ, and to solve to aµ, we have
Rnorm(f0fn−1 · · · fk+1vµ) = (q−2x−1 + (−q)n−1y−1)Rnorm(vλ) = (q−2x−1 + (−q)ky−1)v′λ
= f0fn−1 · · · fk+1aµv′µ = aµ[2]k
(
(−q)kqx−1 − q−1y−1)v′λ.
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Therefore, if we write z = x/y, we obtain
aµ =
q−1
[2]k
× 1 + (−q)
k+2z
(−q)k+2 − z ,
and hence, the claim follows. 
In proving the following lemmas, we will often invoke Proposition 2.5 without reference.
Lemma 8.2. For any m ∈ Z≥1, we have
d1,1m(z) = (z − (−q)m+1) and d1,(n−1)m(z) = (z − (−q)n+m−1).(8.2)
Proof. By the homomorphism,
V (1m−1)(−q) ⊗ V (1)(−q)1−m ։ V (1m),
(2.6a) in Proposition 2.5 says that
d1,1m−1((−q)z)d1,1((−q)1−mz)
d1,1m(z)
≡ (z − (−q)
m−1)(z − (−q)m+1)
d1,1m(z)
∈ k[z±1],(8.3)
by an induction on m. Here
a1,1m(z)
a1,1m−1((−q)z)a1,1((−q)1−mz)
= 1.
By the homomorphism,
V (1)(−q)m−1 ⊗ V (1m−1)(−q)−1 ։ V (1m),
we have also
d1,1((−q)m−1z)d1,1m−1((−q)−1z)
d1,1m(z)
≡ (z − (−q)
3−m)(z − (−q)m+1)
d1,1m(z)
∈ k[z±1](8.4)
by (2.6a) in Proposition 2.5. Then an ambiguity happens at m = 2 for (−q)1 by comparing (8.3)
and (8.4). However, we already proved the case in Lemma 8.1.2
On the other hand, the homomorphism
V (1m)⊗ V ((n − 1))(−q)n+m−1 ։ V (1m−1)(−q)−1
tells that we have
d1,1m(z)d1,(n−1)((−q)−n−m+1z)
d1,1m−1((−q)1z)
× a1,1m−1((−q)
1z)
a1,1m(z)a1,(n−1)((−q)−n−m+1z)
∈ k[z±1],
by Lemma 2.2 and (2.6b) in Proposition 2.5. Applying the induction, we have
d1,1m(z)d1,(n−1)((−q)−n−m+1z)
d1,1m−1((−q)1z)
≡ d1,1m(z)(z − (−q)
2n+m−1)
(z − (−q)m−1) ,
and hence
a1,1m−1((−q)1z)
a1,1m(z)a1,(n−1)((−q)−n−m+1z)
=
[2n −m− 1][1 −m]
[−m− 1][2n −m+ 1] =
(z − (−q)m−1)
(z − (−q)m+1) .
Thus, we have
d1,1m(z)(z − (−q)2n+m−1)
(z − (−q)m−1) ×
(z − (−q)m−1)
(z − (−q)m+1) =
d1,1m(z)(z − (−q)2n+m−1)
(z − (−q)m+1) ∈ k[z
±1].(8.5)
Hence the first assertion follows from (8.3), (8.4) and (8.5). Similarly, the second assertion follows.

2Throughout this paper, we have to remove such ambiguities, which will be the main obstacle to overcome.
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Lemma 8.3. For any 1 < k < n− 1 and m ∈ Z≥1, we have
dk,1m(z) = (z − (−q)m+k) and dk,(n−1)m(z) = (z − (−q)n−k+m).(8.6)
Proof. Our assertion for k = 1 or n− 1 already is shown.
By an induction on m, the homomorphism
V (1m−1)(−q) ⊗ V (1)(−q)1−m ։ V (1m),
implies that we have
dk,1m−1((−q)z)dk,1((−q)1−mz)
dk,1m(z)
≡ (z − (−q)
m+k−2)(z − (−q)m+k)
dk,1m(z)
∈ k[z±1].(8.7)
By the homomorphism
V (k − 1)(−q)−1 ⊗ V (1)(−q)k−1 ։ V (k),
Equation (2.6a) in Proposition 2.5 implies that
dk−1,1m((−q)−1z)d1,1m((−q)k−1z)
dk,1m(z)
× ak,1m(z)
ak−1,1m((−q)−1z)a1,1m((−q)k−1z) ∈ k[z
±1].(8.8)
As in Lemma 8.2, (8.8) is summarized as follows:
(z − (−q)m+k)(z − (−q)−m−k+2)
dk,1m(z)
∈ k[z±1].(8.9)
Similarly, we can obtain
(z − (−q)m+k)(z − (−q)k−m−2)
dk,1m(z)
∈ k[z±1].(8.10)
from the homomorphism
V (1)(−q)1−k ⊗ V (k − 1)(−q)1 ։ V (k),
by applying the same argument. By (8.9) and (8.10), an ambiguity happens at k = 2 for (−q)−m.
However, (−q)−m cannot be a root by (8.7).
On the other hand, the homomorphism
V (1m)⊗ V ((n − 1))(−q)n+m−1 ։ V (1m−1)(−q)−1
implies that we have
dk,1m(z)dk,(n−1)((−q)−n−m+1z)
dk,1m−1((−q)1z)
× ak,1m−1((−q)
1z)
ak,1m(z)ak,(n−1)((−q)−n−m+1z)
∈ k[z±1].(8.11)
By applying the same argument, (8.11) is summarized as follows:
dk,1m(z)(z − (−q)2n+m−k)
(z − (−q)m−2+k) ×
(z − (−q)m+k−2)
(z − (−q)m+k) =
dk,1m(z)(z − (−q)2n+m−k)
z − (−q)m+k ∈ k[z
±1].(8.12)
Thus, (8.9), (8.10) and (8.12) imply the first assertion. Similarly, the second assertion follows. 
Lemma 8.4. For any m ∈ Z>0 and 1 ≤ k ≤ n− 1, we have
d1,km(z) = (z − (−q)m+k),(8.13a)
d1,(n−k)m(z) = dn−1,km(z) = (z − (−q)n+m−k).(8.13b)
Proof. We begin by showing (8.13a). By the homomorphism
V (km−1)(−q) ⊗ V (k)(−q)1−m ։ V (km),
we have
d1,km−1((−q)z)d1,k((−q)1−mz)
d1,km(z)
≡ (z − (−q)
m+k−2)(z − (−q)m+k)
d1,km(z)
∈ k[z±1].
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Next, by the homomorphism
V (k)(−q)m−1 ⊗ V (km−1)(−q)−1 ։ V (km),
we have
d1,k((−q)m−1z)d1,km−1((−q)−1z)
d1,km(z)
≡ (z − (−q)
2+k−m)(z − (−q)m+k)
d1,km(z)
∈ k[z±1]
by (2.6a) in Proposition 2.5. We note there is an ambiguity when m = 2, where in this case (−q)k
might be a root. However, the case of m = 2 is proven in Lemma 8.1, showing this does not occur.
On the other hand, the homomorphism
V (km)⊗ V ((n− k))(−q)n+m−1 ։ V (km−1)(−q)−1
implies that we have
d1,km(z)d1,(n−k)((−q)−n−m+1z)
d1,km−1((−q)1z)
× a1,km−1((−q)
1z)
a1,km(z)a1,(n−k)((−q)−n−m+1z)
=
d1,km(z)(z − (−q)2n+m−k)
z − (−q)m+k ∈ k[z
±1].
Hence the first assertion follows. Similarly, the second assertion follows. 
Lemma 8.5. For any m ∈ Z>0 and 1 ≤ k, l ≤ n− 1, we have
dl,km(z) = dn−l,(n−k)m(z) =
min(k,l,n−k,n−l)∏
s=1
(z − (−q)|k−l|+m−1+2s).
Proof. Since dl,km(z) = dn−l,(n−k)m(z), we assume that l ≤ k without loss of generality.
(a) Assume l ≤ n− k. By the homomorphisms,
V (1)(−q)1−l ⊗ V (l − 1)−q1 ։ V (l) and V (l)⊗ V (n− 1)(−q)n−l+1 ։ V (l − 1)(−q)1
we have
d1,km((−q)1−lz)dl−1,km((−q)1z)
dl,km(z)
× al,km(z)
a1,km((−q)1−lz)al−1,km((−q)1z)
=
l∏
s=1
(
z − (−q)k−l+m−1+2s
)
dl,km(z)
∈ k[z±1],
dl,km(z)dn−1,km((−q)−n+l−1z)
dl−1,km((−q)−1z) ×
al−1,km((−q)−1z)
al,km(z)an−1,km((−q)−n+l−1z)
=
dl,km(z)× (z − (−q)2n+m−l+1−k)
l∏
s=1
(z − (−q)k−l−1+m+2s)
× (z − (−q)k−l−m+1) ∈ k[z±1],
which implies our assertion since
2n+m− l + 1− k 6= k − l − 1 +m+ 2s and k − l − 1 +m+ 2s 6= k − l −m+ 1
for each 1 ≤ s ≤ l ≤ n− k.
(b) We assume that l > n− k. By the homomorphisms,
V (1)(−q)1−l ⊗ V (l − 1)−q1 ։ V (l) and V (l − 1)(−q)−1 ⊗ V (1)−ql−1 ։ V (l),
40 S.-J. OH AND T. SCRIMSHAW
we have
d1,km((−q)1−lz)dl−1,km((−q)1z)
dl,km(z)
=
(z − (−q)m+l−1+k)×
n−k∏
s=1
(z − (−q)k−l+m−1+2s)
dl,km(z)
∈ k[z±1],
dl−1,km((−q)−1z)d1,km((−q)l−1z)
dl,km(z)
=
(z − (−q)−l+m+1+2n−k)×
n−k∏
s=1
(z − (−q)k−l+m−1+2s)
dl,km(z)
∈ k[z±1].
The only ambiguity that can occur by the above equations is at l = 1, which would contradict our
assumption that l > n− k. Finally, the homomorphism
V (km)⊗ V ((n− k))(−q)n+m−1 ։ V (km−1)(−q)−1
implies that we have
dl,km(z)dl,(n−k)((−q)−n−m+1z)
dl,km−1((−q)1z)
× al,km−1((−q)
1z)
al,km(z)al,(n−k)((−q)−n−m+1z)
=
dl,km(z)
n−k∏
s=1
(z − (−q)m+k+l−1+2s)
n−k∏
s=1
(z − (−q)k−l+m−1+2s)
∈ k[z±1],
which implies our assertion since
m+ k + l − 1 + 2s′ 6= k − l +m− 1 + 2s and m+ l + k − 1 6= m+ k + l − 1 + 2s′
for any 1 ≤ s, s′ ≤ n− k < l. 
Lemma 8.6. For 1 ≤ k, l ≤ n− 1 and m, p ≥ 1,
dlp,km(z) divides
min(k,l,n−k,n−l)∏
s=1
min(p,m)−1∏
t=0
(z − (−q)|k−l|+|p−m|+2(s+t)).
Proof. We assume that p < m. Since dlp,km(z) = d(n−l)p,(n−k)m(z), we assume that l ≤ k without
loss of generality. By the homomorphism
V (lp−1)(−q)1 ⊗ V (l)(−q)1−p ։ V (lp),
we have
dlp−1,km((−q)1z)dl,km((−q)1−pz)
dlp,km(z)
∈ k[z±1],
since
alp,km(z)
alp−1,km((−q)1z)al,km((−q)1−pz)
= 1. By an induction on p, we have
dlp−1,km((−q)1z) divides
min(l,n−k)∏
s=1
p−2∏
t=0
(z − (−q)k−l+m−p+2(s+t)),
and we know
dl,km((−q)1−pz) =
min(l,n−k)∏
s=1
(
z − (−q)k−l+m+p−2+2s
)
.
Therefore, our assertion holds for this case. The remaining case can be proved in a similar way. 
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Lemma 8.7. Let µ1 = min(l, k, n − k, n − l). For 1 ≤ k, l ≤ n − 1, min(m, p) > 1 and |m− p| ≥
µ1 − 1, we have
dlp,km(z) =
µ1∏
s=1
min(p,m)−1∏
t=0
(z − (−q)|k−l|+|p−m|+2(s+t)).(8.14)
In particular, there is no ambiguity when µ1 = 1.
Proof. Since dlp,km(z) = d(n−l)p,(n−k)m(z), we assume that l ≤ k without loss of generality. Note
that we can assume that min(p,m) = p since dlp,km(z) = dkm,lp(z).
(a) Now we assume that l ≤ n− k and m− p ≥ l. By the homomorphism
V (lp)⊗ V (n− l)(−q)n+p−1 ։ V (lp−1)(−q)−1 ,
we have
dlp,km(z)d(n−l),km((−q)−n−p+1z)
dlp−1,km((−q)1z)
× alp−1,km((−q)
1z)
alp,km(z)a(n−l),km((−q)−n−p+1z)
∈ k[z±1].(8.15)
By the descending induction on m− p, we have
dlp,km(z)d(n−l),km((−q)−n−p+1z)
dlp−1,km((−q)1z)
=
dlp,km(z)
l∏
s=1
(z − (−q)2n−k−l+m+p−2+2s)
l∏
s=1
p−2∏
t=0
(z − (−q)k−l+m−p+2(s+t))
and, by direct computation, we have
alp−1,km((−q)1z)
alp,km(z)a(n−l),km((−q)−n−p+1z)
=
l∏
s=1
(z − (−q)k+l−m+p−2s)
(z − (−q)k−l+m+p−2+2s) .
Hence (8.15) can be re-written as follows:
dlp,km(z)
l∏
s=1
(z − (−q)2n−k−l+m+p−2+2s)
l∏
s=1
p−2∏
t=0
(z − (−q)k−l+m−p+2(s+t))
×
l∏
s=1
(z − (−q)k+l−m+p−2s)
l∏
s=1
(z − (−q)k−l+m+p−2+2s)
=
dlp,km(z)×
l∏
s=1
(z − (−q)2n−k−l+m+p−2+2s)(z − (−q)k−l−m+p−2+2s)
l∏
s=1
p−1∏
t=0
(z − (−q)k−l+m−p+2(s+t))
∈ k[z±1].
(8.16)
Note that
n− k + p− 1 > s− s′ + t and p−m < s− s′ + t
since −l < (s − s′) < l ≤ n − k, the assumption m − p ≤ µ1 − 1 = l − 1, and 0 ≤ t ≤ p − 1.
Thus (8.16) implies that
dlp,km(z)
l∏
s=1
p−1∏
t=0
(z − (−q)k−l+m−p+2(s+t))
∈ k[z±1],
which implies our assertion with Lemma 8.6.
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(b) Now we assume that l > n− k. By the homomorphism
V (lp)⊗ V (n− l)(−q)n+p−1 ։ V (lp−1)(−q)−1 ,
we have
dlp,km(z)d(n−l),km((−q)−n−p+1z)
dlp−1,km((−q)1z)
× alp−1,km((−q)
1z)
alp,km(z)a(n−l),km((−q)−n−p+1z)
∈ k[z±1].(8.17)
By the descending induction on |m− p|, we have
dlp,km(z)d(n−l),km((−q)−n−p+1z)
dlp−1,km((−q)1z)
=
dlp,km(z)×
n−k∏
s=1
(z − (−q)l+k+p+m−2+2s)
n−k∏
s=1
p−2∏
t=0
(z − (−q)k−l+m−p+2(s+t))
and, by direct computation, we have
alp−1,km((−q)1z)
alp,km(z)a(n−l),km((−q)−n−p+1z)
=
n−k∏
s=1
(z − (−q)2n−k−l+p−m−2s)
(z − (−q)k−l+m+p−2+2s) .
Hence (8.17) can be re-written as follows:
dlp,km(z)×
n−k∏
s=1
(z − (−q)l+k+p+m−2+2s)
n−k∏
s=1
p−2∏
t=0
(z − (−q)k−l+m−p+2(s+t))
×
n−k∏
s=1
(z − (−q)2n−k−l+p−m−2s)
n−k∏
s=1
(z − (−q)k−l+m+p−2+2s)
=
dlp,km(z)×
n−k∏
s=1
(z − (−q)l+k+p+m−2+2s)× (z − (−q)2n−k−l+p−m−2s)
n−k∏
s=1
p−1∏
t=0
(z − (−q)k−l+m−p+2(s+t))
∈ k[z±1].
(8.18)
By writing m = p+ n− k + u for some u ≥ −1, we have
(8.19)
dlp,km(z)×
n−k∏
s=1
(z − (−q)l+2p+n+u−2+2s)× (z − (−q)2k−l−n−u−2+2s)
n−k∏
s=1
p−1∏
t=0
(z − (−q)−l+n+u+2(s+t))
∈ k[z±1]
Since
l + p− 1 6= s− s′ + t and k − n− u− 1 6= s− s′ + t,
for 1 ≤ s, s′ ≤ n− k, u ≥ −1 and 0 ≤ t ≤ p− 1, (8.18) is equivalent to
dlp,km(z)
n−k∏
s=1
p−1∏
t=0
(z − (−q)k−l+m−p+2(s+t))
,
which implies our assertion with Lemma 8.6. The last assertion for m = p and k = l follows
from [Nak03a, Nak04] (see [Her10a] also) and Lemma 8.6. 
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Proof of Theorem 4.1 for type A
(1)
n . Without loss of generality, assume l ≤ k and p ≤ m. Also, by
Lemma 8.7, it suffices to consider when |m− p| < min(k, l, n − k, n − l)− 1. We also assume that
ℓ ≤ n− k.
From the homomorphism in Theorem 5.1
V (1m)(−q)−(k+1) ⊗ V (km)։ V ((k + 1)m)(−q)−1 ,
we have
dlp,1m((−q)k+1z)dlp,km(z)
dlp,(k+1)m((−q)1z)
× alp,(k+1)m((−q)
1z)
alp,1m((−q)k+1z)alp,km(z) ∈ k[z
±1].
By direct computation, we have
alp,(k+1)m((−q)1z)
alp,1m((−q)k+1z)alp,km(z) =
p−1∏
t=0
(z − (−q)l−k−m+p−2t−2)
(z − (−q)l−k+|m−p|+2t) .
Furthermore, by descending induction on k, we have
dlp,1m((−q)k+1z)dlp,km(z)
dlp,(k+1)m((−q)1z)
=
dlp,km(z)
p−1∏
t=0
(z − (−q)l−k+m−p+2t)
l∏
s=1
p−1∏
t=0
(z − (−q)k−l+m−p+2(s+t))
,
since we know dlp,(k+1)m(z) and dlp,1m(z) completely. Therefore, we have
dlp,km(z)
l∏
s=1
p−1∏
t=0
(z − (−q)k−l+m−p+2(s+t))
×
p−1∏
t=0
(z − (−q)l−k−m+p−2t−2) ∈ k[z±1].
We note that
k − l +m− p+ 2(s + t) 6= l − k −m+ p− 2t′ − 2
can never occur since k ≥ l and m ≥ p and s ≥ 1 and t, t′ ≥ 0. Therefore, our assertion claim holds
by Lemma 8.6. The remaining cases also hold by the similar argument. 
9. Proof for type B
(1)
n
In this section, we first prove our assertion on dkm,lp(z) for 1 ≤ k, l < n, which we can apply the
similar argument in Section 8. Then we will prove our assertion on dlm,np(z) for 1 ≤ l ≤ n. We
emphasize that we have to apply (i) the generalized Schur–Weyl duality between CA
(1)
2n−1
Q and CB
(1)
n
Q
when we remove ambiguities for orders of roots for dkm,lp(z) for 1 ≤ k, l < n, and (ii) new Dorey’s
type homomorphisms given in (3.2a) when we get our result on dlm,np(z) for 1 ≤ l ≤ n. Recall that
qn = qs and q
2
s = q.
9.1. dkm,lp(z) for 1 ≤ k, l < n. Recall that
(9.1)
dk,l(z) =
min(k,l)∏
s=1
(
z − (−q)|k−l|+2s)(z + (−q)2n−k−l−1+2s),
ak,l(z) ≡ [|k − l|] 〈2n+ k + l − 1] 〈2n− k − l − 1] [4n− |k − l| − 2]
[k + l] 〈2n+ k − l − 1] 〈2n− k + l − 1] [4n− k − l − 2] .
Note also that we have surjective homomorphisms
V (k − 1)(−q)−1 ⊗ V (1)(−q)k−1 ։ V (k) and V (1)(−q)1−l ⊗ V (l − 1)−q1 ։ V (l)
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for all 1 < k, l < n, as special cases in Theorem 3.4.
Lemma 9.1. For any m ∈ Z>0, we have
d1,1m(z) = (z − (−q)m+1)(z + (−q)2n+m−2).(9.2)
Proof. By the homomorphisms,
V (1m−1)(−q) ⊗ V (1)(−q)1−m ։ V (1m) and V (1)(−q)m−1 ⊗ V (1m−1)(−q)−1 ։ V (1m)
we have
d1,1m−1((−q)z)d1,1((−q)1−mz)
d1,1m(z)
≡ (z − (−q)
m−1)(z + (−q)2n+m−4)(z − (−q)m+1)(z + (−q)2n+m−2)
d1,1m(z)
∈ k[z±1],(9.3a)
d1,1((−q)m−1z)d1,1m−1((−q)−1z)
d1,1m(z)
≡ (z − (−q)
3−m)(z + (−q)2n−m)(z − (−q)m+1)(z + (−q)2n+m−2)
d1,1m(z)
∈ k[z±1].(9.3b)
Then an ambiguity happens at m = 2 for (−q)1 and −(−q)2n−2 by comparing (9.3a) and (9.3b).
By taking
Q = ◦ oo
1
◦oo
2
◦oo
3
◦ oo
2n−2 ◦2n−1 and Q =
|Φ+A2n−1 |/n−1∏
t=0
(s1s2 · · · sn)t∨ of type A2n−1(9.4)
as in (1.3) and (1.12a), the generalized Schur–Weyl duality functor F : CQ → CQ maps
V (12)(−q) ∼= hd(VQ(α1)⊗ VQ(α2)) 7−→ V (12)−(−1)n+1q ∼= hd(VQ(α1)⊗ VQ(α2)),
V (1) ∼= VQ(α1) 7−→ V (1) ∼= VQ(α1)(−1)n+1 .
Here we take the height functions on △A2n−1 and △Bn as ξ1 = 0. Since (−q)1 is not a root of
d
A
(1)
2n−1
1,12
, we can conclude that (−q)1 cannot be a root of d1,12(z) by Theorem 3.10. Then we can
also conclude that (−q)2n−2 cannot be a root because of the following reason: If (−q)2n−2 is a root,
[4n− 3][1]
〈2n − 2] 〈2n] 6∈ k
× should be a factor of a1,12(z) by (2.5). However this contradicts Proposition 6.2.
On the other hand, the homomorphism
V (1m)⊗ V (1)−(−q)2n+m−2 ։ V (1m−1)(−q)−1 ,
yields
d1,1m(z)d1,1(−(−q)−2n−m+2z)
d1,1m−1((−q)1z)
× a1,1m−1((−q)
1z)
a1,1m(z)a1,1(−(−q)−2n−m+2z)
≡ d1,1m(z − (−q)
4n+m−3)(z + (−q)2n+m)
(z − (−q)m+1)(z + (−q)2n+m−2) ∈ k[z
±1].
by induction. Then our assertion follows with (9.3a) and (9.3b). 
One can prove the following lemma by applying the argument in the proof of Lemma 8.3.
Lemma 9.2. For any 1 < k < n and m ∈ Z>0, we have
dk,1m(z) = (z − (−q)k+m)(z + (−q)2n−k+m−1).
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Lemma 9.3. For any m ∈ Z>0 and 1 ≤ k ≤ n− 1, we have
d1,km(z) = (z − (−q)k+m)(z + (−q)2n−k+m−1).
Proof. It is enough to consider when k ≥ 2. By the homomorphisms
V (km−1)(−q) ⊗ V (k)(−q)1−m ։ V (km) and V (k)(−q)m−1 ⊗ V (km−1)(−q)−1 ։ V (km),
we have
d1,km−1((−q)z)d1,k((−q)1−mz)
d1,km(z)
≡ (z − (−q)
k+m−2)(z + (−q)2n−k+m−3)(z − (−q)k+m)(z + (−q)2n−k+m−1)
d1,km(z)
∈ k[z±1],(9.5a)
d1,k((−q)m−1z)d1,km−1((−q)−1z)
d1,km(z)
≡ (z − (−q)
k−m+2)(z + (−q)2n−m−k+1)(z − (−q)k+m)(z + (−q)2n−k+m−1)
d1,km(z)
∈ k[z±1].(9.5b)
Then an ambiguity happens at m = 2 for (−q)k and −(−q)2n−k−1 by comparing (9.5a) and (9.5b).
Note that the factor of a1,k2 arising from (−q)k and −(−q)2n−k−1 is 1 as follows:
〈2n− 1− k] 〈2n − 1 + k]
[k][4n − 2− k] ×
[k][4n − 2− k]
〈2n− 1− k] 〈2n− 1 + k] = 1.
Hence it is enough to show that (−q)k cannot be a root of d1,k2(z).
With the same choice in (9.4), the generalized Schur–Weyl duality functor F : CQ → CQ maps
V (k2)(−q) ∼= hd(VQ([1, k]) ⊗ VQ([2, k + 1])) 7−→ V (k2)−(−1)n+kqk ∼= hd(VQ([1, k]) ⊗ VQ([2, k + 1])),
V (1) ∼= VQ(α1) 7−→ V (1) ∼= VQ(α1)(−1)n+1 .
Since (−q)k are not roots of dA
(1)
2n−1
1,k2
(z), we can conclude that (−q)k is not a root of d1,k2(z) by
Theorem 3.10. Thus, we see that (−q)k and −(−q)2n−k−1 are not roots of d1,k2(z) as in Lemma 9.1.
On the other hand, the homomorphism
V (km)⊗ V (k)−(−q)2n+m−2 ։ V (km−1)(−q)−1 ,
yields
d1,km(z)d1,k(−(−q)−2n−m+2z)
d1,km−1((−q)1z)
× a1,km−1((−q)
1z)
a1,km(z)a1,k(−(−q)−2n−m+2z)
=
d1,km(z)(z + (−q)2n+m+k−1)(z − (−q)4n+m−k−2)
(z − (−q)k+m−2)(z + (−q)2n−k+m−3) ×
(z − (−q)m+k−2)(z + (−q)2n+m−k−3)
(z − (−q)m+k)(z + (−q)2n+m−k−1)
≡ d1,km(z)(z − (−q)
4n+m−k−2)(z + (−q)2n+m+k−1)
(z − (−q)m+k)(z + (−q)2n+m−k−1) ∈ k[z
±1].
by induction. Hence our assertion follows from (9.5). 
Lemma 9.4. For 1 ≤ k, l ≤ n− 1 and m, p ≥ 1, we have
dlp,km(z) divides
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−q)|k−l|+|m−p|+2(s+t))(z + (−q)2n−k−l+|m−p|−1+2(s+t)).
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Proof. Since dlp,km(z) = dkm,lp(z), we assume that l ≤ k without loss of generality. We assume
that min(p,m) = p. By the homomorphism
V (lp−1)(−q)1 ⊗ V (l)(−q)1−p ։ V (lp),
we have
dlp−1,km((−q)1z)dl,km((−q)1−pz)
dlp,km(z)
∈ k[z±1]
since
alp,km(z)
alp−1,km((−q)1z)al,km((−q)1−pz)
= 1. By induction hypothesis,
dlp−1,km((−q)1z) divides
p−2∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z + (−q)2n−k−l+m−p−1+2(s+t))
and we know
dl,km((−q)1−pz) =
l∏
s=1
(z − (−q)k−l+m+p−2+2s))(z + (−q)2n−k−l+m+p−3+2s)).
A direct computation using induction on p shows that our assertion holds for this case. The other
case can be proved in a similar way. 
With the previous statements and the analogous proofs, we have the analog of Lemma 8.7.
Lemma 9.5. For 1 ≤ k, l ≤ n− 1 and |m− p| ≥ min(k, l)− 1, we have
dlp,km(z) =
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−q)|k−l|+|m−p|+2(s+t))(z + (−q)2n−k−l+|m−p|−1+2(s+t))(9.6)
In particular, there is no ambiguity when l = 1.
Proof of Theorem 4.1 for max(l, k) < n in type B
(1)
n . Without loss of generality, we assume that
p ≤ m and |m− p| < l − 1. We also assume l ≤ k.
From the homomorphism in Theorem 5.1
V (lp)⊗ V (1p)−(−q)2n−l ։ V ((l − 1)p)(−q)1 ,
we obtain
dlp,km(z)d1p ,km(−(−q)2n−lz)
d(l−1)p ,km((−q)z)
× a(l−1)p ,km((−q)z)
alp,km(z)a1p ,km(−(−q)2n−lz) ∈ k[z
±1].
By direct computation,
a(l−1)p,km((−q)z)
alp,km(z)a1p,km(−(−q)2n−lz) =
p−1∏
t=1
(z − (−q)−k+l−m+p−2−2t)(z + (−q)−2n+k+l−m+p−1−2t)
(z − (−q)l−k+m−p+2t)(z + (−q)−2n+k+l+m−p+1+2t) .
Furthermore, by an induction on l, we have
dlp,km(z)d1p ,km(−(−q)2n−lz)
d(l−1)p ,km((−q)z)
=
dlp,km(z)
p−1∏
t=0
(z − (−q)−k+l+m−p+2t)(z + (−q)−2n+k+l+m−p+1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z + (−q)2n−k−l+m−p−1+2(s+t))
.
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Therefore, we have
dlp,km(z)
p−1∏
t=0
(z − (−q)−k+l+m−p+2t)(z + (−q)−2n+k+l+m−p+1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z + (−q)2n−k−l+m−p−1+2(s+t))
×
p−1∏
t=1
(z − (−q)−k+l−m+p−2−2t)(z + (−q)−2n+k+l−m+p−1−2t)
(z − (−q)l−k+m−p+2t)(z + (−q)−2n+k+l+m−p+1+2t)
=
dlp,km(z)d1p ,km(−(−q)2n−lz)
d(l−1)p ,km((−q)z)
× a(l−1)p ,km((−q)z)
alp,km(z)a1p ,km(−(−q)2n−lz)
=
dlp,km(z)
p−1∏
t=1
(z − (−q)−k+l−m+p−2−2t)(z + (−q)−2n+k+l−m+p−1−2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z + (−q)2n−k−l+m−p−1+2(s+t))
∈ k[z±1]
⇒ dlp,km(z)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z + (−q)2n−k−l+m−p−1+2(s+t))
∈ k[z±1].
(9.7)
On the other hand, the homomorphism
V (km)⊗ V (k)(−q)−m−1 ։ V (km+1)(−q)−1 ,
provides
dlp,km(z)dlp,k((−q)−m−1z)
dlp,km+1((−q)−1z)
× alp,km+1((−q)
−1z)
alp,km(z)alp,k((−q)−m−1z) ∈ k[z
±1].
By direct computation, we have
alp,km+1((−q)−1z)
alp,km(z)alp,k((−q)−m−1z) = 1,
and
dlp,km(z)dlp,k((−q)−m−1z)
dlp,km+1((−q)−1z)
=
dlp,km(z)
l∏
s=1
(z − (−q)|k−l|+m+p+2s)(z + (−q)2n−k−l+m+p+2s−1)
p−1∏
t=0
l∏
s=1
(z − (−q)k−|+(m−p)+2(s+t)+2)(z + (−q)2n−k−l+(m−p)+2(s+t)+1)
=
dlp,km(z)
p−1∏
t=1
l∏
s=1
(z − (−q)k−l+(m−p)+2(s+t))(z + (−q)2n−k−l+(m−p)+2(s+t)−1)
∈ k[z±1],(9.8)
which follows from the descending induction on |m− p|. Then our assertion holds by compar-
ing (9.7) and (9.8) since
k+ l+m−p+2t 6= k− l+m−p+2s, and 2n−k− l+m−p+2s−1 = 2n−k+ l+m−p+2t−1,
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unless t = 0 and s = l, in which case, the universal coefficient from Proposition 6.2 does not vanish
under our assumption that m−p < l−1, our assertion follows. The remaining cases can be proved
in a similar way. 
9.2. dlm,np(z) for 1 ≤ l < n.
(9.9) dn,l(z) =
l∏
s=1
(
z − (−1)n+lq2n−2l−1+4ss
)
an,l(z) ≡
s[2n− 2l − 1](n+k) s[6n + 2l − 3](n+k)
s[2n+ 2l − 1](n+k) s[6n − 2l − 3](n+k)
,
Recall that we have surjective homomorphisms
V (1)(−1)nq−2n+2s ⊗ V (n− 1)q2s ։ V (n
2),
as a special case of (3.2a).
Lemma 9.6. For m ≥ 1, we have
d1,nm(z) =
min(2,m)−1∏
t=0
(z − (−1)n+m(qs)2n+|2−m|+2t),
Proof. We first prove our assertion for m = 2. By the homomorphisms
V (n)(−qs) ⊗ V (n)(−qs)−1 ։ V (n2) and V (n2)⊗ V (n)−q4n−1s ։ V (n)(−qs)−1 ,
we have
d1,n((−qs)z)d1,n((−qs)−1z)
d1,n2(z)
≡ (z − (−1)
n+2(qs)
2n)(z − (−1)n+2(qs)2n+2)
d1,n2(z)
∈ k[z±1],
d1,n2(z)d1,n(−q−4n+1s z)
d1,n((−qs)z) ×
a1,n((−qs)z)
a1,n2(z)a1,n(−q−4n+1z)
≡ d1,n2(z)(z − (−1)
n+2q6ns )
(z − (−1)n+2q2ns )
× (z − (−1)
n+2q2n−2s )
(z − (−1)n+2q2n+2s )
∈ k[z±1],
which implies our assertion for m = 2.
Now let us assume that m ≥ 3. By the homomorphisms
V (nm−1)(−qs) ⊗ V (n)(−qs)1−m ։ V (nm) and V (n)(−qs)m−1 ⊗ V (nm−1)(−qs)−1 ։ V (nm)
we have
d1,nm−1((−qs)z)d1,n((−qs)1−mz)
d1,nm(z)
≡ (z − (−1)
n+m(qs)
2n+m−4)(z − (−1)n+m(qs)2n+m−2)(z − (−1)n+m(qs)2n+m)
d1,nm(z)
∈ k[z±1],
(9.10)
d1,n((−qs)m−1z)d1,nm−1((−qs)−1z)
d1,nm(z)
≡ (z − (−1)
n+m(qs)
2n−m)(z − (−1)n+m(qs)2n+m−2)(z − (−1)n+m(qs)2n+m)
d1,nm(z)
∈ k[z±1].
(9.11)
By (9.10) and (9.11), the ambiguity happens at m = 2 which we already cover.
On the other hand, the homomorphism
V (nm)⊗ V (n)(−qs)4n+m−3 ։ V (nm−1)(−qs)−1 .
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implies that we have
d1,nm(z)d1,n(−q−4n−m+3s z)
d1,nm−1((−qs)1z)
× a1,nm−1((−qs)
1z)
a1,nm(z)a1,n(−q−4n−m+3s z)
=
d1,nm(z)(z − (−1)n+mq6n+m−2s )
(z − (−1)n+m(qs)2n+m−2)(z − (−1)n+mq2n+ms )
∈ k[z±1],
which implies our assertion for m ≥ 3 with (9.10) and (9.11) 
Lemma 9.7. For m ≥ 1 and 1 ≤ l ≤ n− 1, we have
dl,nm(z) =
min(2,m)−1∏
t=0
l∏
s=1
(z − (−1)n+l+1+m(qs)2n−2l−2+|2−m|+4s+2t).
Proof. By the homomorphism
V (l − 1)(−q)−1 ⊗ V (1)(−q)l−1 ։ V (l),
we have
dl−1,nm((−q)−1z)d1,nm((−q)l−1z)
dl,nm(z)
≡
1∏
t=0
l∏
s=1
(z − (−1)n+l+1+m(qs)2n−2l+m−4+4s+2t)
dl,nm(z)
∈ k[z±1].
Next, by the homomorphism
V (l)⊗ V (1)−(−q)2n+l−2 ։ V (l − 1)(−q),
we have
dl,nm(z)d1,nm(−(−q)−2n−l+2z)
dl−1,nm((−q)1z) ×
al−1,nm((−q)1z)
al,nm(z)a1,nm(−(−q)−2n−l+2z) ∈ k[z
±1].
Let us focus on m = 2 first. By an induction hypothesis on l, we have
dl,n2(z)d1,n2(−(−q)−2n−l+2z)
dl−1,n2((−q)1z)
=
dl,n2(z) ×
1∏
t=0
(z − (−1)n+1+l(qs)6n+2l−4+2t)
1∏
t=0
l−1∏
s=1
(z − (−1)n+l+1(qs)2n−2l−2+4s+2t)
∈ k[z±1].
Note that there exists a homomorphism
V (n2)⊗ V (1)(−1)nq2ns ։ V (n − 1)q2s .
by (3.2a). As a consequence, we have
dl,n2(z)d1,l((−1)nq−2ns z)
dl,n−1(q−2s z)
× al,n−1(q
−2
s z)
al,n2(z)a1,l((−1)nq−2ns z)
=
dl,n2(z) × (z − (−1)n+lq6n−2ls )× (z − (−1)n+l+1q2n−2l−2s )
1∏
t=0
l∏
s=1
(z − (−1)n+l+1+m(qs)2n−2l−2+4s+2t)
∈ k[z±1],
which implies (z − (−1)n+l+1q2n+2l−4s ) is a divisor of dl,n2(z). Finally, by the fact that
6n− 2l 6= 2n− 2l − 2 + 4s+ 2t and 2n− 2l − 2 6= 2n− 2l − 2 + 4s+ 2t (1 ≤ s ≤ l, t ∈ {0, 1}),
we obtain our assertion for m = 2.
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Now we assume that m ≥ 3. Note that we have a homomorphism
V (nm)⊗ V (n)(−qs)4n+m−3 ։ V (nm−1)(−qs)−1 .
Then we have
dl,nm(z)dl,n((−qs)−4n−m+3z)
dl,nm−1((−qs)1z)
× al,nm−1((−qs)z)
al,nm(z)al,n((−qs)−4n−m+3z)
=
dl,nm(z)
l∏
s=1
(z − (−1)n+l+m+1(qs)6n−2l+m−4+4s)
1∏
t=0
l∏
s=1
(z − (−1)n+l+1+m(qs)2n−2l+m−4+4s+2t)
∈ k[z±1],
which yields our assertion since
6n− 2l +m− 4 + 4s′ 6= 2n− 2l +m− 4 + 4s+ 2t
for 1 ≤ s, s′ < n and t ∈ {0, 1}. 
The following lemma can be proved with new Dorey’s type homomorphisms from (3.2a) with
k = 1.
Lemma 9.8. For 1 ≤ l ≤ n− 1 and p > 1, we have
dlp,n2(z) =
l∏
s=1
(z − (−1)n+l+p(qs)2n−2l+2p−4+4s)(z − (−1)n+l+p(qs)2n−2l+2p−2+4s).
Now we shall prove dlp,n(z). Interestingly, in order to prove dlp,n(z), we need dlp,n2(z) in
Lemma 9.8.
Lemma 9.9. For 1 ≤ l ≤ n− 1 and p > 1, we have
dlp,n(z) =
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p−3+4s)
Proof. By the homomorphisms
V (lp−1)(−q) ⊗ V (l)(−q)1−p ։ V (lp) and V (l)(−q)p−1 ⊗ V (lp−1)(−q)−1 ։ V (lp),
we have
dlp−1,n((−q)z)dl,n((−q)1−pz)
dlp,n(z)
≡
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p−7+4s)
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p−3+4s)
dlp,n(z)
∈ k[z±1],(9.12a)
dl,n((−q)p−1z)dlp−1,n((−q)−1z)
dlp,n(z)
≡
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l−2p+1+4s)
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p−3+4s)
dlp,n(z)
∈ k[z±1].(9.12b)
On the other hand, the homomorphism
V (lp)⊗ V (l)−(−q)2n+p−2 ։ V (lp−1)(−q)−1
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implies that we have
dlp,n(z)dl,n(−(−q)−2n−p+2z)
dlp−1,n((−q)1z)
× alp−1,n((−q)
1z)
alp,n(z)dl,n(−(−q)−2n−p+2z)
=
dlp,n(z)
l∏
s=1
(z − (−1)n+l+p+1q6n−2p−2l+3+4ss )
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p−3+4s)
∈ k[z±1].
Note that 6n − 2p − 2l + 3 + 4s′ 6= 2n − 2l + 2p − 3 + 4s, for 1 ≤ s, s′ ≤ l. Thus we can conclude
that
dlp,n(z) =
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l−2p+1+4s)ǫs ×
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p−3+4s)
for some ǫs ∈ {0, 1}.
The homomorphism
V (n2)⊗ V (n)−q4n−1s ։ V (n)(−qs)−1
implies
dlp,n2(z)dlp,n(−q−4n+1s z)
dlp,n((−qs)z) ×
alp,n((−qs)z)
alp,n2(z)alp,n(−q−4n+1z)
=
l∏
s=1
(z − (−1)n+l+p(qs)6n−2l−2p+4s)ǫs(z − (−1)n+l+p(qs)6n−2l+2p−4+4s)
l∏
s=1
(z − (−1)n+l+p(qs)2n−2l−2p+4s)ǫs
×
l∏
s=1
(z − (−1)n+l+pq2n−2p−2l−2+4ss ) ∈ k[z±1]
⇐⇒
l∏
s=1
(z − (−1)n+l+p(qs)6n−2l−2p+4s)ǫs(z − (−1)n+l+p(qs)6n−2l+2p−4+4s)
l∏
s=1
(z − (−1)n+l+p(qs)2n−2l−2p+4s)ǫs
∈ k[z±1]
Since
2n− 2l − 2p + 4s′ 6= 6n − 2l + 2p− 4 + 4s and 2n− 2l − 2p + 4s′ 6= 6n− 2l − 2p+ 4s
we can conclude that ǫs = 0 for all 1 ≤ s ≤ l as in our assertion. 
Lemma 9.10. For 1 ≤ l ≤ n− 1 and m, p ≥ 1,
dlp,nm(z) divides
min(2p,m)−1∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+|2p−m|+4s+2t).
Proof. We assume that min(2p,m) = m. By the homomorphism
V (nm−1)(−qs)1 ⊗ V (n)(−qs)1−m ։ V (nm),
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we have
dlp,nm−1((−qs)1z)dlp,n((−qs)1−mz)
dlp,nm(z)
∈ k[z±1]
since
alp,nm(z)
alp,nm−1((−qs)1z)alp,n((−qs)1−mz)
= 1. By the induction, we have
dlp,nm−1((−qs)1z) divides
m−2∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+2p−m+4s+2t),
and we know
dlp,n((−q)1−mz) =
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2p+m−4+4s).
Thus our assertion holds for this case. The remaining case can be proved in a similar way. 
Lemma 9.11. For 1 ≤ l ≤ n− 1, min(m, p) ≥ 2 and 2p−m ≥ l + 2 or m− 2p ≥ l, we have
dlp,nm(z) =
min(2p,m)−1∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+|2p−m|+4s+2t).(9.13)
Proof. (a) Let us assume that 2p−m ≥ l + 2. By the homomorphism
V (nm)⊗ V (n)(−qs)4n+m−3 ։ V (nm−1)(−qs)−1 ,
we have
dlp,nm(z)dlp ,n((−qs)−4n−m+3z)
dlp,nm−1((−qs)1z)
× alp,nm−1((−qs)
1z)
alp,nm(z)alp,n((−qs)−4n−m+3z) ∈ k[z
±1].
Note that
dlp,nm(z)dlp ,n((−qs)−4n−m+3z)
dlp,nm−1((−qs)1z)
=
dlp,nm(z)×
l∏
s=1
(z − (−1)n+l+p+m(qs)6n−2l+2p+m−6+4s)
m−2∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+2p−m+4s+2t)
by the descending induction on 2p −m, and note that
alp,nm−1((−q)1z)
alp,nm(z)alp,n((−qs)−4n−m+3z) =
l∏
s=1
(z − (−1)n+l+p+mq2n+2l−2p+m−4ss )
(z − (−1)n+l+p+mq2n−2l+2p+m−4+4ss )
.
Thus we have
dlp,nm(z) ×
l∏
s=1
(z − (−1)n+l+p+m(qs)6n−2l+2p+m−6+4s)
m−2∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+2p−m+4s+2t)
×
l∏
s=1
(z − (−1)n+l+p+mq2n+2l−2p+m−4ss )
(z − (−1)n+l+p+mq2n−2l+2p+m−4+4ss )
=
dlp,nm(z)×
l∏
s=1
(z − (−1)d(qs)6n−2l+2p+m−6+4s)(z − (−1)dq2n−2l−2p+4+m+4ss )
m−1∏
t=0
l∏
s=1
(z − (−1)d(qs)2n−2l−2+2p−m+4s+2t)
∈ k[z±1],
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where d = n+ l + p+m. Note that
6n− 2l + 2p +m− 6 + 4s 6= 2n − 2l − 2p+ 4 +m+ 4s′,
for 1 ≤ s, s′ ≤ l and 0 ≤ t ≤ m− 1. Thus the above equation tells that
dlp,nm(z)×
l∏
s=1
(z − (−1)dq2n−2l−2p+4+m+4ss )
m−1∏
t=0
l∏
s=1
(z − (−1)d(qs)2n−2l−2+2p−m+4s+2t)
∈ k[z±1].(9.14)
Thus we see that there is no cancellation, and hence our assertion follows with Lemma 9.10.
(b) Let us assume that 2p < m. By the homomorphism
V (lp)⊗ V (l)−(−q)2n+p−2 ։ V (lp−1)(−q)−1 ,
we have
dlp,nm(z)dl,nm(−(−q)−2n−p+2z)
dlp−1,nm((−q)1z)
× alp−1,nm((−q)
1z)
alp,nm(z)dl,nm(−(−q)−2n−p+2z) ∈ k[z
±1].
Note that
dlp,nm(z)dl,n(−(−q)−2n−p+2z)
dlp−1,nm((−q)1z)
=
dlp,nm(z)
1∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)6n−2l+2p+2+m−2+4s+2t)
2p−3∏
t=0
l∏
s=1
(z − (−1)n+l+p+m(qs)2n−2l−2+m−2p+4s+2t)
by the descending induction on m− 2p, and (d = m+ n+ l + p) note that
alp−1,nm((−q)1z)
alp,nm(z)dl,nm(−(−q)−2n−p+2z) =
1∏
t=0
l∏
s=1
(z − (−1)dq2n+2l+2p−m−4s−2ts )
(z − (−1)dq2n−2l+m+2p−6+4s+2ts )
Thus we have
dlp,nm(z)
1∏
t=0
l∏
s=1
(z − (−1)dq6n−2l+2p+2+m−2+4s+2ts )
2p−3∏
t=0
l∏
s=1
(z − (−1)dq2n−2l−2+m−2p+4s+2ts )
×
1∏
t=0
l∏
s=1
(z − (−1)dq2n+2l+2p−m−4s−2ts )
(z − (−1)dq2n−2l+m+2p−6+4s+2ts )
=
dlp,nm(z)
1∏
t=0
l∏
s=1
(z − (−1)dq6n−2l+2p+2+m−2+4s+2ts )
2p−1∏
t=0
l∏
s=1
(z − (−1)dq2n−2l−2+m−2p+4s+2ts )
×
1∏
t=0
l∏
s=1
(z − (−1)dq2n+2l+2p−m−4s−2ts ) ∈ k[z±1].
Since
6n− 2l + 2p + 2 +m− 2 + 4s+ 2t′ 6= 2n+ 2l + 2p −m− 4s− 2t
for 1 ≤ s, s′ ≤ l, 0 ≤ t′ ≤ 1 and 0 ≤ t ≤ 2p− 1, we have
dlp,nm(z)
2p−1∏
t=0
l∏
s=1
(z − (−1)dq2n−l−2+u+4s+2ts )
×
1∏
t=0
l∏
s=1
(z − (−1)dq2n+l−u−4s−2ts ) ∈ k[z±1]
by replacing m with 2p+ l + u for some u ≥ 0. Then our assertion follows with Lemma 9.10. 
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Lemma 9.12. For 1 ≤ l ≤ n− 1 and m, p ∈ Z>0, we have
dlp,n2m(z) =
min(2p,2m)−1∏
t=0
l∏
s=1
(z − (−1)n+l+pqn−l+|p−m|+2s+t−1).
Proof. We first assume that p ≤ m. From the homomorphism in Theorem 5.1
V (n2m)⊗ V (1m)(−1)n+m−1qn ։ V ((n − 1)m)(−1)1+mq,
we have (set d = l + n+ p)
dlp,n2m(z)dlp ,1m((−1)n+m−1qnz)
dlp,(n−1)m((−1)1+mq)
× alp,(n−1)m((−1)
1+mq)
alp,n2m(z)alp,1m((−1)n+m−1qnz)
∈ k[z±1].
By direct computation, we have
alp,(n−1)m((−1)1+mq)
alp,n2m(z)alp,1m((−1)n+m−1qnz)
=
p−1∏
t=0
(z − (−1)l+l+pql−n−1−m+p−2t)
(z − (−1)l+l+pql−n+m−p+1+2t)
and (set d = l + n+ p)
dlp,n2m(z)dlp,1m((−1)n+m−1qnz)
dlp,(n−1)m((−1)1+mq)
=
dlp,n2m(z)
p−1∏
t=0
(z − (−1)dql−n+1+m−p+2t)(z − (−1)dqn−l+m−p+2t)
p−1∏
t=0
l∏
s=1
(z − (−1)dqn−2−l+m−p+2(s+t))(z − (−1)dqn−l+m−p−1+2(s+t))
Then we have
dlp,n2m(z)
p−1∏
t=0
(z − (−1)dql−n+1+m−p+2t)(z − (−1)dqn−l+m−p+2t)
p−1∏
t=0
l∏
s=1
(z − (−1)dqn−2−l+m−p+2(s+t))(z − (−1)dqn−l+m−p−1+2(s+t))
×
p−1∏
t=0
(z − (−1)dql−n−1−m+p−2t)
(z − (−1)dql−n+m−p+1+2t)
=
dlp,n2m(z)
p−1∏
t=0
(z − (−1)dql−n−1−m+p−2t)
p−1∏
t=0
(
l∏
s=2
(z − (−1)dqn−2−l+m−p+2(s+t))
l∏
s=1
(z − (−1)dqn−l+m−p−1+2(s+t))
) ∈ k[z±1]
⇒ dlp,n2m(z)
p−1∏
t=0
(
l−1∏
s=1
(z − (−1)dqn−l+m−p+2(s+t))
l∏
s=1
(z − (−1)dqn−l+m−p−1+2(s+t))
) ∈ k[z±1],
which is equivalent to
dlp,n2m(z)
p−1∏
t=0
(z − (−1)dqn+l+m−p+2t)
2p−1∏
t=0
l∏
s=1
(z − (−1)dqn−l+m−p+2s+t−1)
∈ k[z±1].(9.15)
On the other hand, the homomorphism
V (n2m)⊗ V (n)(−qs)−2m−1 ։ V (n2m+1)(−qs)−1 ,
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implies that
dlp,n2m(z)dlp,n((−qs)−2m−1z)
dlp,n2m+1((−qs)−1z)
∈ k[z±1]
since
alp,n2m+1((−qs)−1z)
alp,n2m(z)alp,n((−qs)−2m−1z)
= 1. By direct computation, we have
dlp,n2m(z)dlp,n((−qs)−2m−1z)
dlp,n2m+1((−qs)−1z)
=
dlp,n2m(z)
l∏
s=1
(z − (−1)n+l+pqn−l+(m+p)+2s−1)
2p−1∏
t=0
l∏
s=1
(z − (−1)n+l+pqn−l+(m−p)+2s+t)
=
dlp,n2m(z)
2p−1∏
t=1
l∏
s=1
(z − (−1)n+l+pqn−l+(m−p)+2s+t−1)
∈ k[z±1],(9.16)
which follows from the descending induction on |2m − p|. Then our assertion holds by compar-
ing (9.15) and (9.16) as
n+ l +m− p+ 2t 6= n− l +m− p+ 2s− 1
for 0 ≤ t ≤ 2p− 1 and 1 ≤ s ≤ l. The remaining cases can be proved in a similar way. 
Proof of Theorem 4.1 for 1 ≤ l < n = k in type B(1)n . It suffices to show that when m is odd. Thus
shall consider only dlp,n2m+1(z) and hence we have to prove that
dlp,n2m+1(z) =
min(2p,2m+1)−1∏
t=0
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+|2p−2m−1|+4s+2t−2).
Assume first that 2p ≤ 2m+ 1. By the homomorphism in Theorem 5.1
V (lp)⊗ V (l)−(−q)2n+p−2 ։ V (lp−1)(−q)−1 ,
we have (set d = n+ l + p+ 1)
dlp,n2m+1(z)dl,n2m+1(−(−q)−2n−p+2z)
dlp−1,n2m+1((−q)z)
× alp−1,n2m+1((−q)z)
alp,n2m+1(z)al,n2m+1(−(−q)−2n−p+2z)
∈ k[z±1].
By direct computation,
alp−1,n2m+1((−q)z)
alp,n2m+1(z)al,n2m+1(−(−q)−2n−p+2z)
=
1∏
t=0
l∏
s=1
(z − (−1)n+l+p+1(qs)2n+2l+2p−2m−1−4s−2t)
(z − (−1)n+l+p+1(qs)2n−2l+2p+2m−3+4s−2t)
and
dlp,n2m+1(z)dl,n2m+1(−(−q)−2n−p+2z)
dlp−1,n2m+1((−q)z)
=
dlp,n2m+1(z)
1∏
t=0
l∏
s=1
(z − (−1)n+l+p+1(qs)6n−2l+2p+2m−7+4s+2t)
2p−3∏
t=0
l∏
s=1
(z − (−1)n+l+p+1(qs)2n−2l+2m−2p+4s+2t−1)
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which follows from the descending induction. Thus we have (set d = n+ l + p+ 1)
dlp,n2m+1(z)
1∏
t=0
l∏
s=1
(z − (−1)d(qs)6n−2l+2p+2m−7+4s+2t)
2p−3∏
t=0
l∏
s=1
(z − (−1)d(qs)2n−2l+2m−2p+4s+2t−1)
×
1∏
t=0
l∏
s=1
(z − (−1)d(qs)2n+2l+2p−2m−1−4s−2t)
(z − (−1)d(qs)2n−2l+2p+2m−3+4s−2t)
=
dlp,n2m+1(z)
1∏
t=0
l∏
s=1
(z − (−1)d(qs)6n+2l+2p+2m−1−4s−2t)(z − (−1)d(qs)2n+2l+2p−2m−1−4s−2t)
2p−1∏
t=0
l∏
s=1
(z − (−1)d(qs)2n−2l+2m−2p+4s+2t−1)
∈ k[z±1]
⇒ dlp,n2m+1(z)
2p−1∏
t=0
l∏
s=1
(z − (−1)d(qs)2n−2l+2m−2p+4s+2t−1)
∈ k[z±1],
which implies our assertion with Lemma 9.10. The remaining cases can be proved in a similar
way. 
9.3. dnm,np(z). Recall
dn,n(z) =
n∏
s=1
(
z − (qs)4s−2
)
, an,n(z) =
n∏
s=1
s[4n+ 4s− 4](0) s[4n− 4s](0)
s[4s− 2](0) s[8n− 4s− 2](0)
.(9.17)
The following lemma can be easily proved by using homomorphisms
V (1)(−1)nq−2n+2s ⊗ V (n− 1)q2s ։ V (n
2) and V (n2)⊗ V (1)(−1)nq2ns ։ V (n− 1)q2s .
Lemma 9.13. For any m ∈ Z>0, we have
dn,n2(z) =
n∏
s=1
(z − (−qs)4s−1).
Lemma 9.14. For any p ∈ Z≥2, we have
dnp,n2(z) =
n∏
s=1
(z − (−qs)4s+p−4)(z − (−qs)4s+p−2).
Proof. By the homomorphisms
V (1)(−1)nq−2n+2s ⊗ V (n− 1)q2s ։ V (n
2) and V (n2)⊗ V (1)(−1)nq2ns ։ V (n− 1)q2s ,
we have
dnp,1((−1)nq−2n+2s z)dnp,n−1(q2s z)
dnp,n2(z)
=
n∏
s=1
(z − (−qs)p−4+4s)(z − (−qs)p−2+4s)
dnp,n2(z)
∈ k[z±1],
dnp,n2(z)d1,np((−1)nq−2ns z)
dnp,n−1(q−2s z)
× anp,n−1(q
−2
s z)
anp,n2(z)a1,np((−1)nq−2ns z)
≡ dnp,n2(z)(z − (−qs)
4n+p)
n∏
s=1
(z − (−qs)p+4s−4)
n−1∏
s=1
(z − (−qs)p+4s−2)
× (z − (−qs)−p)(z − (−qs)−p+2) ∈ k[z±1],
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respectively. Then our assertion comes from the fact that the factor of anp,n2(z) arising from
(−qs)p+4n−2 is not in k×; that is to say
s[8n + p− 4](p) s[−p](p)
s[4n+ p− 2](p) s[4n− p− 2](p)
6∈ k×. 
Lemma 9.15. For any m ∈ Z≥3, we have
dn,nm(z) =
n∏
s=1
(z − (−qs)4s+m−3).
Proof. By the homomorphisms
V (nm−1)(−qs) ⊗ V (n)(−qs)1−m ։ V (nm) and V (n)(−qs)m−1 ⊗ V (nm−1)(−qs)−1 ։ V (nm),
we have
dn,nm−1((−qs)z)dn,n((−qs)1−mz)
dn,nm(z)
≡
n∏
s=1
(z − (−qs)4s+m−5)×
n∏
s=1
(z − (−qs)4s+m−3)
dn,nm(z)
∈ k[z±1],
dn,n((−qs)m−1z)dn,nm−1((−qs)−1z)
dn,nm(z)
≡
n∏
s=1
(z − (−qs)4s−m−1)×
n∏
s=1
(z − (−qs)4s+m−3)
dn,nm(z)
∈ k[z±1].
Note there are double roots in the numerator only at m ≡ 0 (mod 2).
On the other hand, the homomorphism
V (nm−2)(−qs)2 ⊗ V (n2)(−qs)2−m ։ V (nm),
implies that we have
dnm−2,n((−qs)2z)dn2,n(−q2−ms z)
dnm,n(z)
=
n∏
s=1
(z − (−qs)4s+m−7)
n∏
s=1
(z − (−qs)4s+m−3)
dnm,n(z)
∈ k[z±1],
and note there are double roots in the numerator only at m ≡ 1 (mod 2). Therefore, every root in
dn,nm(z) = dnm,n(z) can appear with multiplicity at most 1. Finally, by the homomorphism
V (nm)⊗ V (n)(−qs)4n+m−3 ։ V (nm−1)(−qs)−1
we have
dn,nm(z)dn,n(−q−4n−m+3s z)
dn,nm−1((−qs)1z)
× an,nm−1((−qs)
1z)
an,nm(z)an,n(−q−4n−m+3s z)
=
dn,nm(z)
n∏
s=1
(z − (qs)4n+m−5+4s)
n∏
s=1
(z − (−qs)m−3+4s)
∈ k[z±1],
and thus our assertion follows. 
As Lemma 8.6, we have the following:
Lemma 9.16. For 1 ≤ k, l ≤ n− 1 and m, p ≥ 1, we have
dnp,nm(z) divides
min(p,m)−1∏
t=0
n∏
s=1
(z − (−qs)4s+2t−2+|p−m|).
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Lemma 9.17. For any |m− p| ≥ 2n − 2, we have
dnp,nm(z) =
min(p,m)−1∏
t=0
n∏
s=1
(z − (−qs)4s+2t−2+|p−m|).
Proof. Without loss of generality, we can assume that 2 ≤ p ≤ m. Then our assertion can be
re-written as follows:
dnp,nm(z) =
p−1∏
t=0
n∏
s=1
(z − (−qs)4s+2t−2+m−p).
By the homomorphism
V (np)⊗ V (n)(−qs)4n+p−3 ։ V (np−1)(−qs)−1
and descending induction on |m− p|, we have
dnp,nm(z)dn,nm((−qs)−4n−p+3z)
dnp−1,nm((−qs)1z)
× anp−1,nm((−qs)
1z)
anp,nm(z)an,nm((−qs)−4n−p+3z) ∈ k[z
±1].
By descending induction on |m− p|, we have
dnp,nm(z)dn,nm((−qs)−4n−p+3z)
dnp−1,nm((−qs)1z)
=
dnp,nm(z)
n∏
s=1
(z − (−qs)4n+4s+m+p−6)
p−2∏
t=0
n∏
s=1
(z − (−qs)4s+2t−2+m−p)
and, note that
anp−1,nm((−qs)1z)
anp,nm(z)an,nm((−qs)−4n−p+3z) =
n∏
s=1
(z − (−1)m−pqp−m−4+4ss )
(z − (−1)m−pqp+m−4+4ss )
.
Thus we have
dnp,nm(z)
n∏
s=1
(z − (−qs)4n+m+p−6+4s)
p−2∏
t=0
n∏
s=1
(z − (−qs)m−p−2+4s+2t)
×
n∏
s=1
(z − (−1)m−pq−m+p−4+4ss )
(z − (−1)m−pqm+p−4+4ss )
=
dnp,nm(z)
n∏
s=1
(z − (−qs)4n+m+p−6+4s)
p−1∏
t=0
n∏
s=1
(z − (−qs)m−p−2+4s+2t)
×
n∏
s=1
(z − (−1)m−pq−m+p−4+4ss ) ∈ k[z±1].
Since 4n +m+ p− 6 + 4s 6= m− p− 2 + 4s + 2t, the above equation can be written as
dnp,nm(z)
n∏
s=1
(z − (−qs)4n−m+p−4s)
p−1∏
t=0
n∏
s=1
(z − (−qs)m−p−2+4s+2t)
∈ k[z±1].
Since 4n − m + p − 4s′ 6= m − p − 2 + 4s + 2t under our assumption, our claim follows with
Lemma 9.16. 
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Lemma 9.18. For m, p ∈ Z>0, we have
dnp,n2m(z) =
min(p,2m)−1∏
t=0
n∏
s=1
(z − (−qs)|p−2m|+4s+2t−2).
Proof. We assume that p ≤ m. From homomorphism
V (n2m)⊗ V (1m)(−1)n+m−1qn ։ V ((n − 1)m)(−1)1+mq,
we have
dnp,n2m(z)dnp ,1m((−1)n+m−1q−nz)
dnp,(n−1)m((−1)1+mq−1)
× anp,(n−1)m((−1)
1+mq−1)
anp,n2m(z)anp,1m((−1)n+m−1q−nz)
∈ k[z±1].
By direct computation, we have
anp,(n−1)m((−1)1+mq−1)
anp,n2m(z)anp,1m((−1)n+m−1q−nz)
=
p−1∏
t=0
s[2m− p+ 2t](p) s[8n− 2m+ p− 6− 2t](p)
s[8n+ 2m− p− 4 + 2t](p) s[−2m+ p− 2− 2t](p)
=
p−1∏
t=0
(z − (−1)p(qs)p−2m−2t)
(z − (−1)p(qs)2m−p+2+2t)
and
dnp,n2m(z)dnp,1m((−1)n+m−1q−nz)
dnp,(n−1)m((−1)1+mq−1)
=
dnp,n2m(z)
p−1∏
t=0
(z − (−1)p(qs)4n+2m−p+2t)
p−1∏
t=0
n∏
s=2
(z − (−1)p(qs)2m−p−2+4s+2t)
Thus we have
dnp,n2m(z)
p−1∏
t=0
(z − (−qs)4n+2m−p+2t)
p−1∏
t=0
n∏
s=2
(z − (−qs)2m−p−2+4s+2t)
×
p−1∏
t=0
(z − (−qs)p−2m−2t)
(z − (−qs)2m−p+2+2t)
dnp,n2m(z)
p−1∏
t=0
(z − (−qs)4n+2m−p+2t)(z − (−qs)p−2m−2t)
p−1∏
t=0
n∏
s=1
(z − (−qs)2m−p−2+4s+2t)
∈ k[z±1]
⇒
dnp,n2m(z)
p−1∏
t=0
(z − (−qs)4n+2m−p+2t)
p−1∏
t=0
n∏
s=1
(z − (−qs)2m−p−2+4s+2t)
∈ k[z±1].
On the other hand, the homomorphism
V (n2m)⊗ V (n)(−qs)−2m−1 ։ V (n2m+1)(−qs)−1 ,
implies that
dnp,n2m(z)dnp,n((−qs)−2m−1z)
dnp,n2m+1((−qs)−1z)
× anp,n2m+1((−qs)
−1z)
anp,n2m(z)anp,n((−qs)−2m−1z)
∈ k[z±1].
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By direct computation, we have
anp,n2m+1((−qs)−1z)
anp,n2m(z)anp,n((−qs)−2m−1z)
= 1
dnp,n2m(z)dnp,n((−qs)−2m−1z)
dnp,n2m+1((−qs)−1z)
=
dnp,n2m(z)
n∏
s=1
(z − (−qs)(2m+p)+4s−2)
p−1∏
t=0
n∏
s=1
(z − (−qs)(2m−p)+4s+2t)
=
dnp,n2m(z)
p−1∏
t=1
n∏
s=1
(z − (−qs)(2m−p)+4s+2t−2)
∈ k[z±1],
since
anp,n2m+1((−qs)−1z)
anp,n2m(z)anp,n((−qs)−2m−1z)
= 1. Here we apply descending induction on |2m− p|. From
the fact that 4n+2m− p+2t 6= 2m− p+4s− 2 for 0 ≤ t ≤ p− 1 and 1 ≤ s ≤ p− 1, our assertion
holds. The other case is proved in a similar way. 
Proof of Theorem 4.1 for l = k = n in type B
(1)
n . In suffices to prove that m is odd; i.e., we have
to prove that
dnp,n2m+1(z) =
min(p,2m+1)−1∏
t=0
n∏
s=1
(z − (−qs)|2m+1−p|+4s+2t−2).
Let us assume that p ≤ 2m+ 1. From the homomorphism
V (n2m+1)⊗ V (n)(−qs)−2m−2 ։ V (n2m+2)(−qs)−1 ,
we obtain
dnp,n2m+1(z)dnp,n((−qs)−2m−2z)
dnp,n2m+2((−qs)−1z)
× anp,n2m+2((−qs)
−1z)
anp,n2m+1(z)anp,n((−qs)−2m−2z)
∈ k[z±1].
By direct computation, we have
anp,n2m+2((−qs)−1z)
anp,n2m+1(z)anp,n((−qs)−2m−2z)
= 1
dnp,n2m+1(z)dnp,n((−qs)−2m−2z)
dnp,n2m+2((−qs)−1z)
=
dnp,n2m+1(z)
n∏
s=1
(z − (−qs)p+2m−1+4s)
p−1∏
t=0
n∏
s=1
(z − (−qs)2m−p+4s+2t+1)
=
dnp,n2m+1(z)
p−1∏
t=1
n∏
s=1
(z − (−qs)2m−p+4s+2t−1)
∈ k[z±1].(9.18)
On the other hand, the homomorphism
V (np)⊗ V (n)(−qs)4n+p−3 ։ V (np−1)(−qs)−1
implies that
dnp,n2m+1(z)dn,n2m+1((−qs)−4n−p+3z)
dnp−1,n2m+1((−qs)1z)
× anp−1,n2m+1((−qs)
1z)
anp,n2m+1(z)an,n2m+1((−qs)−4n−p+3z)
∈ k[z±1].
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By direct computation, we have
anp−1,n2m+1((−qs)1z)
anp,n2m+1(z)an,n2m+1((−qs)−4n−p+3z)
=
n∏
s=1
(z − (−1)p+1(qs)4n−2m+p−1−4s)
(z − (−1)p+1(qs)2m+p−3+4s)
and
dnp,n2m+1(z)dn,n2m+1((−qs)−4n−p+3z)
dnp−1,n2m+1((−qs)1z)
=
dnp,n2m+1(z)
n∏
s=1
(z − (−qs)4n+4s+2m+p−5)
p−2∏
t=0
n∏
s=1
(z − (−qs)2m−p+4s+2t−1)
,
which follows from the descending induction. Thus we have
dnp,n2m+1(z)
n∏
s=1
(z − (−qs)4n+4s+2m+p−5)
p−2∏
t=0
n∏
s=1
(z − (−qs)2m−p+4s+2t−1)
×
n∏
s=1
(z − (−1)p+1(qs)4n−2m+p−1−4s)
(z − (−1)p+1(qs)2m+p−3+4s)
dnp,n2m+1(z)
n∏
s=1
(z − (−qs)4n+4s+2m+p−5)(z − (−1)p+1(qs)4n−2m+p−1−4s)
p−1∏
t=0
n∏
s=1
(z − (−qs)2m−p+4s+2t−1)
∈ k[z±1]
⇒
dnp,n2m+1(z)
n∏
s=1
(z − (−1)p+1(qs)4n−2m+p−1−4s)
p−1∏
t=0
n∏
s=1
(z − (−qs)2m−p+4s+2t−1)
∈ k[z±1].(9.19)
Thus our assertion hold for odd p, since 2m−p+4s−1 6= 4n−2m+p−1−4s by comparing (9.18)
and (9.19).
Finally assume that p is even (i.e., p = 2p′). From the homomorphism
V (n2p
′
)⊗ V (1p′)(−1)n+p′−1qn ։ V ((n− 1)p
′
)(−1)1+p′ q,
we have
dnp,n2m+1(z)d1p′ ,n2m+1((−1)n+p
′−1q−nz)
d(n−1)p′ ,n2m+1((−1)1+p′q−1)
×
a(n−1)p′ ,n2m+1((−1)1+p
′
q−1)
anp,n2m+1(z)a1p′ ,n2m+1((−1)n+p′−1q−nz)
∈ k[z±1]
By direct calculation, we have
a(n−1)p′ ,n2m+1((−1)1+p
′
q−1)
anp,n2m+1(z)a1p′ ,n2m+1((−1)n+p′−1q−nz)
=
p−1∏
t=0
(z − (−1)p+1(qs)−2m+p−1−2t)
(z − (−1)p+1(qs)2m−p+3+2t)
and
dnp,n2m+1(z)d1p′ ,n2m+1((−1)n+p
′−1q−nz)
d(n−1)p′ ,n2m+1((−1)1+p′q−1)
=
dnp,n2m+1(z)
p−1∏
t=0
(z − (−1)p+1(qs)4n+2m−p+1+2t)
p−1∏
t=0
n−1∏
s=1
(z − (−1)p+1(qs)2m−p+3+4s+2t)
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Thus we have
dnp,n2m+1(z)
p−1∏
t=0
(z − (−1)p+1(qs)4n+2m−p+1+2t)
p−1∏
t=0
n∏
s=2
(z − (−1)p+1(qs)2m−p−1+4s+2t)
×
p−1∏
t=0
(z − (−1)p+1(qs)−2m+p−1−2t)
(z − (−1)p+1(qs)2m−p+3+2t)
dnp,n2m+1(z)
p−1∏
t=0
(z − (−1)p+1(qs)4n+2m−p+1+2t)(z − (−1)p+1(qs)−2m+p−1−2t)
p−1∏
t=0
n∏
s=1
(z − (−1)p+1(qs)2m−p−1+4s+2t)
∈ k[z±1]
⇒
dnp,n2m+1(z)
p−1∏
t=0
(z − (−1)p+1(qs)4n+2m−p+1+2t)
p−1∏
t=0
n∏
s=1
(z − (−1)p+1(qs)2m−p−1+4s+2t)
∈ k[z±1],(9.20)
which implies our assertion since 4n + 2m − p + 1 + 2t 6= 4n − 2m + p − 1 − 4s for 0 ≤ t ≤ p − 1
and 1 ≤ s ≤ n, by comparing (9.18) and (9.20). 
10. Proof for type C
(1)
n
In this section, we first prove our assertion on dkm,np(z) for 1 ≤ k < n. Then we will prove our
assertion on dkm,lp(z) for 1 ≤ k, l < n, by applying the similar argument in Section 8. Finally, we
prove our assertion on dnm,np(z). Comparing with A
(1)
n−1-case and B
(1)
n -case, we have to (i) apply
new Dorey’s type homomorphisms given in (3.2b) when we prove our assertion on dkm,lp(z) for
1 ≤ k, l < n, and (ii) calculate the d1,n2(z), by observing the module structures of V (1) and V (n2),
when we get our result on dkm,np(z) for 1 ≤ k ≤ n.
Recall, for 1 ≤ k, l ≤ n, we have
(10.1)
dk,l(z) =
min(k,l,n−k,n−l)∏
s=1
(
z − (−qs)|k−l|+2s
)min(k,l)∏
i=1
(
z − (−qs)2n+2−k−l+2s
)
,
ak,l(z) ≡ s[|k − l|] s[2n + 2− k − l] s[2n + 2 + k + l] s[4n + 4− |k − l|]
s[k + l] s[2n + 2− k + l] s[2n + 2 + k − l] s[4n + 4− k − l] ,
Note also that we have surjective homomorphisms
V (k − 1)(−qs)−1 ⊗ V (1)(−qs)k−1 ։ V (k) and V (1)(−qs)1−l ⊗ V (l − 1)−q1s ։ V (l)
for all 1 < k, l ≤ n, as special cases in Theorem 3.4, and surjective homomorphisms
V (̟n)(−qs)−1−n+k ⊗ V (̟n)(−qs)n+1−k ։ V (k2)
given in (3.2b) for 1 ≤ k < n.
10.1. dlm,np(z) for 1 ≤ l < n. Note that the KR modules V (1) and V (n2) are still simple as
Uq(g0)-modules. Thus we can compute d1,n2 as follows:
Lemma 10.1. We have d1,n2(z) = (z + (−qs)n+5).
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Proof. Since V (1) ∼= V (Λ1) and V (n2) ∼= V (2Λn) as Uq(g0)-modules, a straightforward computation
using, e.g., crystals [BS17] yields
V (1)⊗ V (n2) ∼= V (Λ1 + 2Λn)⊕ V (Λn−1 + Λn)
as Uq(g0)-modules. We compute the classically highest weight elements in V (1)x ⊗ V (n2)y:
vλ := v1 ⊗ vn2 ,
vµ := (fnfn−1fn−2 · · · f1v1)⊗ vn2 +
(−qs)1qs
[2]n
(fn−1fn−2 · · · f1v1)⊗ (fnvn2)
+
(−qs)2qs
[2]n−1[2]n
(fn−2 · · · f1v1)⊗ (fn−1fnvn2)
+ · · ·+ (−qs)
nqs
[2]n−1[2]n
v1 ⊗ (f1 · · · fn−2fn−1fnvn2),
where λ = Λ1 + 2Λn and µ = Λn−1 + Λn. Next, by a direct computation we have
f0f1 · · · fn−1vµ = (q−4s x−1 + (−qs)n+1y−1)vλ,
noting that
f0f1 · · · fn−2fn−1f1 · · · fn−3fn−2fn−1fnvn2 = f0f1 · · · fn−2f1 · · · fn−3fn−1fn−2fn−1fnvn2
= −f0f1 · · · fn−2f1 · · · fn−3f (2)n−1fn−2fnvn2
− f0f1 · · · fn−2f1 · · · fn−3fn−2f (2)n−1fnvn2
= −f0f1 · · · fn−2f1 · · · fn−3fn−2f (2)n−1fnvn2
= · · · = (−1)nf0f21 f (2)2 · · · f (2)n−1fnvn2 = (−1)n[2]1[2]nvn2
by the Serre relations. Now we compute the classically highest weight elements in V (n2)y ⊗V (1)x:
v′λ := vn2 ⊗ v1,
v′µ := (f1f2 · · · fn−2fn−1fnvn2)⊗ v1 + (−qs)(f2 · · · fn−2fn−1fnvn2)⊗ (f1v1)
+ · · ·+ (−qs)n−2(fn−1fnvn2)⊗ (fn−2 · · · f2f1v1)
+ (−qs)n−1qs[2]n−1(fnvn2)⊗ (fn−1fn−2 · · · f2f1v1)
+ (−qs)n+4[2]n−1[2]nvn2 ⊗ (fnfn−1fn−2 · · · f2f1v1)
A direct computation yields
f0f1 · · · fn−1v′µ = [2]n−1[2]n
(
(−qs)n+4x−1 − q−1s y−1
)
v′λ.
Now by U ′q(g)-linearity and the definition of the normalized R-matrix, we have Rnorm(vλ) = v′λ and
Rnorm(vµ) = aµv
′
µ, and to solve to aµ, we have
Rnorm(f0 · · · fn−1vµ) = (q−4s x−1 + (−q)n+1y−1)Rnorm(vλ) = (q−4s x−1 + (−qs)n+1y−1)v′λ
= f0 · · · fn−1aµv′µ = aµ[2]n−1[2]n
(
(−qs)n+4x−1 − q−1s y−1
)
v′λ.
Therefore, if we write z = x/y, we obtain
aµ =
−q−3s
[2]n−1[2]n
× 1 + (−qs)
n+5z
(−qs)n+5 + z ,
and hence, the claim follows. 
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Proposition 10.2. For l < n and m, p ≥ 1, set
d = m+ n+ l + p.
Then we have
alp,nm =
min(p,2m)−1∏
t=0
l∏
s=1
s[n+ 1 + l − |2m− p| − 2s− 2t](d)s[3n+ 3− l + |2m− p|+ 2s+ 2t](d)
s[n+ 1− l + |2m− p|+ 2s+ 2t](d)s[3n+ 3 + l − |2m− p| − 2s− 2t](d)
.
Proof. Our assertion can be obtained by the induction steps into cases p ≤ 2m and p > 2m. Here
2m appears since qn = q = q
2
s as in akp,nm(z) of affine type B
(1)
n . 
With Lemma 10.1, we can prove the following lemma.
Lemma 10.3. For m ≥ 1 and 1 ≤ l < n, we have
dl,nm(z) =
l∏
s=1
(z − (−1)(n+m+l+1)qn−l+2m+2ss ).
Lemma 10.4. For p ≥ 1 and 1 ≤ l < n, we have
(10.2) dlp,n(z) =
min(p,2)−1∏
t=0
l∏
s=1
(z − (−1)(n+p+l+1)qn+1−l+|2−p|+2s+2ts ).
Proof. Our assertion is known for p = 1. Therefore, we assume p ≥ 2. By the homomorphism,
V (l)(−qs)1 ⊗ V (l)(−qs)−1 ։ V (l2),
we have
dl,n((−qs)1z)dl,n((−qs)−1z)
dl2,n(z)
=
1∏
t=0
l∏
s=1
(z − (−1)n+lqn+1−l+2s+2ts ).
dl2,n((−qs)1z)
∈ k[z±1].
On the other hand, the homomorphism
V (n)⊗ V (1)(−qs)n+3 ։ V (n− 1)(−qs)1
implies that we have
dl2,n(z)dl2,1((−qs)−n−3z)
dl2,n−1((−qs)−1z)
× al2,n−1((−qs)
−1z)
al2,n(z)al2,1((−qs)−n−3z)
=
dl2,n(z)(z − (−1)n+lqn−l+1s )(z − (−1)n+lq3n−l+7s )
l∏
s=1
(z − (−1)n+lqn−l+1+2ss )(z − (−1)n+lqn−l+3+2ss )
∈ k[z±1],
which implies our assertion when p = 2. For p ≥ 3, we can apply the similar argument. 
As Lemma 8.6 and Lemma 9.4, we have the following analogous statement by splitting it into
the cases when p ≤ 2m and p > 2m.
Lemma 10.5. For m, p ≥ 1 and 1 ≤ l < n, we have
dlp,nm(z) divides
min(p,2m)−1∏
t=0
l∏
s=1
(z − (−1)n+p+l+mqn+1−l+|2m−p|+2s+2t).
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Proof. (a) Let us assume that p ≤ 2m. By the homomorphism
V (lp−1)(−q)1 ⊗ V (l)(−q)1−p ։ V (lp),
we have
dlp−1,nm((−q)z)dl,nm((−q)1−pz)
dlp,nm
∈ k[z±1].
By induction,
dlp−1,nm((−q)z) divides
p−2∏
t=0
l∏
s=1
(z − (−1)n+p+l+mqn+1−l+2m−p+2s+2t)
and we know
dl,nm((−q)1−pz) =
l∏
s=1
(z − (−1)n+m+l+1qn−l+2m+p−1+2s).
Thus our assertion follows. The remaining case can be proved in a similar way. 
Lemma 10.6. For m, p ≥ 1 with |2m− p| ≥ l − 1 and 1 ≤ l < n, set d = n+ p+ l +m. Then we
have
dlp,nm(z) =
min(p,2m)−1∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+|2m−p|+2s+2t).
Proof. Note that we have proved when min(m, p) = 1. Thus we will consider when min(m, p) > 1.
(a) Let us assume that p ≤ 2m. By the homomorphism
V (lp)⊗ V (l)(−q)2n+p+1 ։ V (lp−1)(−q)−1 ,
we have
dlp,nm(z)dl,nm((−q)−2n−p−1z)
dlp−1,nm((−q)1z)
× alp−1,nm((−q)
1z)
alp,nm(z)al,nm((−q)−2n−p−1z) ∈ k[z
±1].
By descending induction on |2m− p|, we have
dlp,nm(z)dl,nm((−q)−2n−p−1z)
dlp−1,nm((−q)1z)
=
dlp,nm(z)
l∏
s=1
(z − (−1)dq3n−l+2m+p+1+2s)
p−2∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
and, note that
alp−1,nm((−q)1z)
alp,nm(z)al,nm((−q)−2n−p−1z) =
l∏
s=1
(z − (−1)dqn−l+p−1−2m+2s)
(z − (−1)dqn−l+p−1+2m+2s) .
Thus we have
dlp,nm(z)
l∏
s=1
(z − (−1)dq3n−l+2m+p+1+2s)
p−2∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
×
l∏
s=1
(z − (−1)dqn−l+p−1−2m+2s)
(z − (−1)dqn−l+p−1+2m+2s)
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=
dlp,nm(z)
l∏
s=1
(z − (−1)dq3n−l+2m+p+1+2s)
p−1∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
×
l∏
s=1
(z − (−1)dqn−l+p−1−2m+2s) ∈ k[z±1].
Since 3n − l + 2m+ p+ 1 + 2s′ 6= n+ 1− l + 2m− p+ 2s + 2t, the above implies
dlp,nm(z)
l∏
s=1
(z − (−1)dqn−l+p−1−2m+2s)
p−1∏
t=0
l∏
s=1
(z − (−1)dqn−l+2m−p+1+2s+2t)
∈ k[z±1],(10.3)
which proves our assertion with Lemma 10.5.
(b) Assume that 2m < p. By the homomorphism
V (nm)⊗ V (n)(−1)1−mq2n+2m ։ V (nm−1)(−q2)−1 ,
we have by descending induction on |p− 2m|
dlp,nm(z)dlp ,n((−1)1−mq−2n−2mz)
dlp,nm−1((−q2)z)
× alp,nm−1((−q
2)z)
alp,nm(z)alp,n((−1)1−mq−2n−2mz) ∈ k[z
±1].
By the descending induction on |p− 2m|, we have
dlp,nm(z)dlp ,n((−1)1−mq−2n−2mz)
dlp,nm−1((−q2)z)
=
dlp,nm(z)
p−1∏
t=0
l∏
s=1
(z − (−1)n+p+l+mq3n+1−l+p+2m−2+2s+2t)
2m−3∏
t=0
l∏
s=1
(z − (−1)n+p+l+mqn+1−l+p−2m+2s+2t)
and, note that
alp,nm−1((−q2)z)
alp,nm(z)alp,n((−1)1−mq−2n−2mz) =
1∏
t=0
l∏
s=1
(z − (−1)dqn+l−p+2m+1−2s−2t)
(z − (−1)dqn−l+p+2m−3+2s+2t) .
Thus we have
dlp,nm(z)
p−1∏
t=0
l∏
s=1
(z − (−1)dq3n+1−l+p+2m−2+2s+2t)
2m−3∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+p−2m+2s+2t)
×
1∏
t=0
l∏
s=1
(z − (−1)dqn+l−p+2m+1−2s−2t)
(z − (−1)dqn−l+p+2m−3+2s+2t)
=
dlp,nm(z)
p−1∏
t=0
l∏
s=1
(z − (−1)dq3n+1−l+p+2m−2+2s+2t)
2m−1∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+p−2m+2s+2t)
×
1∏
t=0
l∏
s=1
(z − (−1)dqn+l−p+2m+1−2s−2t) ∈ k[z±1].
Since
3n+ 1− l + p+ 2m− 2 + 2s+ 2t 6= n+ 1− l + p− 2m+ 2s′ + 2t′
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for 1 ≤ s, s′ ≤ l and 0 ≤ t, t′ ≤ 1, we have
dlp,nm(z)
1∏
t=0
l∏
s=1
(z − (−1)dqn+l−p+2m+1−2s−2t)
2m−1∏
t=0
l∏
s=1
(z − (−1)dqn+1−l+p−2m+2s+2t)
∈ k[z±1],(10.4)
which implies our assertion with Lemma 10.5. 
Proof of Theorem 4.1 for 1 ≤ l < n = k in type C(1)n . We first assume that p ≤ 2m. From the ho-
momorphism
V (lp)⊗ V (1p)(−q)2n−l+3 ։ V ((l − 1)p)(−q)1 ,
we obtain (set d = n+ p+ l +m)
dlp,nm(z)d1p ,nm((−q)2n−l+3z)
d(l−1)p,nm((−q)z)
× a(l−1)p,nm((−q)z)
alp,nm(z)a1p,nm((−q)2n−l+3z) ∈ k[z
±1].
By direct computation, (set d = n+ p+ l +m)
a(l−1)p,nm((−q)z)
alp,nm(z)a1p ,nm((−q)2n−l+3z) =
p−1∏
t=0
(z − (−q)−n+l−2m+p−3−2t)
(z − (−q)l−n+2m−p−1+2t) .
Furthermore, by an induction on l, we have
dlp,nm(z)d1p ,nm((−q)2n−l+3z)
d(l−1)p,nm((−q)z)
=
dlp,nm(z)
p−1∏
t=0
(z − (−1)dq−n+2m−p+l−1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
Thus we have
dlp,nm(z)
p−1∏
t=0
(z − (−1)dq−n+2m−p+l−1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
×
p−1∏
t=0
(z − (−q)−n+l−2m+p−3−2t)
(z − (−q)l−n+2m−p−1+2t)
=
dlp,nm(z)
p−1∏
t=0
(z − (−q)−n+l−2m+p−3−2t)
p−1∏
t=0
l−1∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
∈ k[z±1]
⇒ dlp,nm(z)
p−1∏
t=0
l−1∏
s=1
(z − (−1)dqn+1−l+2m−p+2s+2t)
∈ k[z±1],(10.5)
by induction on l.
On the other hand, the homomorphism
V (nm)⊗ V (n)(−q2)−m−1 ։ V (nm+1)(−q2)−1
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implies that we have
dlp,nm(z)dlp ,n((−q2)−m−1z)
dlp,nm+1((−q2)−1z)
× alp,nm+1((−q
2)−1z)
alp,nm(z)alp,n((−q2)−m−1z) ∈ k[z
±1].
By direct computation, we have
alp,nm+1((−q2)−1z)
alp,nm(z)alp,n((−q2)−m−1z) = 1
and
dlp,nm(z)dlp,n((−q2)−m−1z)
dlp,nm+1((−q2)−1z)
=
dlp,nm(z)
l∏
s=1
(z − (−1)dqn+1−l+2m+p+2s)(z − (−1)dqn+3−l+2m+p+2s)
p−1∏
t=0
l∏
s=1
(z − (−1)dqn−l+2m−p+5+2s+2t)
=
dlp,nm(z)
p−1∏
t=2
l∏
s=1
(z − (−1)dqn−l+2m−p+1+2s+2t)
∈ k[z±1],(10.6)
which follows from the descending induction on |2m− p|. Then we have
n− l + 2m− p+ 1 + 2s+ 2t′ 6= n+ 1 + l + 2m− p+ 2t for 0 ≤ t′ ≤ 1, 1 ≤ s ≤ l, 0 ≤ t ≤ p− 1,
unless (t′, t, s) = (0, 0, l), (1, 0, l − 1) or (1, 1, l) when we compare (10.5) and (10.6). Thus our
assertion follows from (2.5). The remaining case is proved similarly. 
10.2. dkm,lp(z) for 1 ≤ k, l < n.
Lemma 10.7. For m ≥ 1, we have
d1,1m(z) = (z − (−qs)m+1)(z − (−q)2n+m+1).
Proof. By the homomorphisms
V (1m−1)(−qs) ⊗ V (1)(−qs)1−m ։ V (1m) and V (1)(−qs)m−1 ⊗ V (1m−1)(−qs)−1 ։ V (1m),
we have by induction on m
d1,1m−1((−qs)z)d1,1((−qs)1−mz)
d1,1m(z)
≡ (z − (−qs)
m−1)(z − (−qs)2n+m−1)× (z − (−qs)m+1)(z − (−qs)2n+m+1)
d1,1m(z)
∈ k[z±1],
d1,1((−qs)m−1z)d1,1m−1((−qs)−1z)
d1,1m(z)
≡ (z − (−qs)
−m+3)(z − (−qs)2n−m+3)× (z − (−qs)m+1)(z − (−qs)2n+m+1)
d1,1m(z)
∈ k[z±1].
Therefore, there is an ambiguity when at m = 2 or m = n + 2. For the case of m = 2, we have a
homomorphism
V (n)(−qs)−n ⊗ V (n)(−qs)n ։ V (12),
which resolves the ambiguity since
d1,n((−qs)−nz)d1,n((−qs)nz)
d1,k2(z)
=
(z − (−qs)2n+3)(z − (−qs)3)
d1,k2(z)
∈ k[z±1].
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For the case of m = n+ 2, the homomorphism
V (12)(−qs)n ⊗ V (1n)(−qs)−2 ։ V (1n+2)
resolves the ambiguity since it implies
d1,12((−qs)nz)d1,1n((−qs)−2z)
d1,1n+2(z)
≡ (z − (−qs)
3−n)(z − (−qs)n+3)× (z − (−qs)n+3)(z − (−qs)3n+3)
d1,1n+2(z)
∈ k[z±1].
On the other hand, the homomorphism
V (1m)⊗ V (1)(−qs)2n+m+1 ։ V (1m−1)(−qs)−1
implies that we have
d1,1m(z)d1,1((−qs)−2n−m−1z)
d1,1m−1((−qs)1z)
× a1,1m−1((−qs)
1z)
a1,1m(z)a1,1((−q)−2n−m−1z)
=
d1,1m(z)(z − (−qs)2n+m+3)(z − (−qs)4n+m+3)
(z − (−qs)2n+m+1)(z − (−qs)m+1) ∈ k[z
±1],
from which our assertion follows. 
With Lemma 10.7, one can check the following lemma.
Lemma 10.8. For 1 ≤ k ≤ n− 1 and m ≥ 1, we have
dk,1m = (z − (−qs)m+k)(z − (−qs)2n+m−k+2).
Lemma 10.9. For 1 ≤ k ≤ n− 1 and m ≥ 1, we have
d1,km = (z − (−qs)m+k)(z − (−qs)2n+m−k+2).
Proof. By the homomorphisms
V (km−1)(−qs) ⊗ V (k)(−qs)1−m ։ V (km) and V (k)(−qs)m−1 ⊗ V (km−1)(−qs)−1 ։ V (km),
we have
d1,km−1((−qs)z)d1,k((−qs)1−mz)
d1,km(z)
≡ (z − (−qs)
m+k−2)(z − (−qs)2n+m−k)(z − (−qs)m+k)(z − (−qs)2n+m−k+2)
d1,km(z)
∈ k[z±1],
(10.7a)
d1,k((−qs)m−1z)d1,km−1((−qs)−1z)
d1,km(z)
≡ (z − (−qs)
2+k−m)(z − (−qs)2n−m−k+4)(z − (−qs)m+k)(z − (−qs)2n+m−k+2)
d1,km(z)
∈ k[z±1].
(10.7b)
By (10.7a) and (10.7b), there is an ambiguity when m = 2. In the case of m = 2, we have a
homomorphism
V (n)(−qs)−n+k−1 ⊗ V (n)(−qs)n−k+1 ։ V (k2)
that implies
d1,n((−qs)−n+k−1z)d1,n((−qs)n−k+1z)
d1,k2(z)
=
(z − (−qs)2n−k+4)(z − (−qs)k+2)
d1,k2(z)
∈ k[z±1],
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resolving the ambiguity. Now we consider m ≥ 3, and by the homomorphism
V (km)⊗ V (k)(−qs)2n+m+1 ։ V (km−1)(−qs)−1 ,
our insertion follows since we have
d1,km(z)d1,k((−qs)−2n−m−1z)
d1,km−1((−qs)1z)
× a1,km−1((−qs)
1z)
a1,km(z)a1,k((−qs)−2n−m−1z)
=
d1,km(z)(z − (−qs)2n+m+2+k)(z − (−qs)4n+m−k+4)
(z − (−qs)m+k)(z − (−qs)2n+m−k+2) ∈ k[z
±1]. 
Lemma 10.10. For 1 ≤ k, l < n, we have
dl,k2(z) =
min(k,l)∏
s=1
(z − (−qs)|k−l|+1+2s)(z − (−qs)2n−k−l+3+2s).
Proof. By the homomorphisms
V (k)(−qs) ⊗ V (k)(−qs)−1 ։ V (k2),
we have
min(k,l,n−k,n−l)∏
s=1
(z − (−qs)|k−l|±1+2s)
min(k,l)∏
i=1
(z − (−qs)2n+2−k−l±1+2s)
dl,k2(z)
∈ k[z±1](10.8)
On the other hand, by the homomorphism
V (l − 1)(−qs)−1 ⊗ V (1)(−qs)l−1 ։ V (l),
we have
(10.9)
dl−1,k2((−qs)−1z)d1,k2((−qs)l−1z)
dl,k2(z)
× al,k2(z)
al−1,k2((−qs)−1z)a1,k2((−qs)l−1z)
=

l∏
s=1
(z − (−qs)k−l+1+2s)(z − (−qs)2n−k−l+3+2s)
dl,k2(z)
∈ k[z±1] if k ≥ l,(
k∏
s=1
(z − (−qs)l−k+1+2s)(z − (−qs)2n−k−l+3+2s)
)
dl,k2(z)
×(z − (−qs)k−l−1)(z − (−qs)2n+k−l+5) ∈ k[z±1] if k < l.
Next, by the homomorphism
V (1)(−qs)1−l ⊗ V (l − 1)(−qs)1 ։ V (l),
we have
(10.10)
d1,k2((−qs)1−lz)dl−1,k2((−qs)1z)
dl,k2(z)
× al,k2(z)
a1,k2((−qs)1−lz)al−1,k2((−qs)1z)
k∏
s=1
(z − (−qs)l−k+1+2s)(z − (−qs)2n−k−l+3+2s)
dl,k2(z)
× (z − (−qs)l−k−3)(z − (−qs)2n−k+l+3) ∈ k[z±1].
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By (10.9) and (10.10), there is a possible ambiguity when k − l = −1, where (−qs)−2 and
(−qs)2n+4 might be roots of dl,k2(z). However, (−qs)−2 cannot be a root by (10.8) and (−qs)2n+4
cannot be since the factor arising from (−q)2n+4 is
[−2][4n + 6]
[2n+ 4][2n]
6∈ k×.
(a) We assume that l ≤ k.
(a-1) We assume further that l ≤ n− k. Then the homomorphism
V (k2)⊗ V (k)(−qs)2n+3 ։ V (k)(−qs)−1
implies that we have
dk2,l(z)dk,l((−qs)−2n−3z)
dk,l((−q)1z) ×
ak,l((−qs)1z)
ak2,l(z)ak,l((−qs)−2n−3z)
=
dl,k2(z)
l∏
s=1
(z − (−qs)2n+k−l+3+2s)(z − (−qs)4n+5−k−l+2s)
l∏
s=1
(z − (−qs)k−l+1+2s)(z − (−qs)2n+3−k−l+2s)
∈ k[z±1],
which implies our assertion in this case.
(a-2) We assume further that n− k < l. By the homomorphism
V (l)⊗ V (1)(−qs)2n−l+3 ։ V (l − 1)(−qs)1 ,
we have
dk2,l(z)dk2,1((−qs)−2n+l−3z)
dk2,l−1((−qs)−1z)
× ak2,l−1((−qs)
−1z)
ak2,l(z)ak2,1((−qs)−2n+l−3z)
=
dk2,l(z)× (z − (−qs)2n+k−l+5)(z − (−qs)4n−k−l+7)
l∏
s=1
(z − (−qs)k−l+1+2s)(z − (−qs)2n−k−l+3+2s)
× (z − (−qs)k−l−1)(z − (−qs)2n−k−l+1) ∈ k[z±1]
⇐⇒ dk2,l(z)× (z − (−qs)
k−l−1)(z − (−qs)2n−k−l+1)
l∏
s=1
(z − (−qs)k−l+1+2s)(z − (−qs)2n−k−l+3+2s)
∈ k[z±1],
which implies that
l∏
s=1
(z − (−qs)k−l+1+2s)(z − (−qs)2n−k−l+3+2s)
(z − (−qs)2n−k−l+1)
is a factor of dk2,l(z). Then our assertion follows from al,k2(z) since the factor from (−qs)2n−k−l+1
[4n− k − l + 3][k + l + 1]
[2n − k − l + 1][2n + k + l + 3] 6∈ k
×.
under our assumption that n− k < l.
(b) Let us assume that l > k.
(b-1) We assume further that k ≤ n− l. Then the homomorphism
V (k2)⊗ V (k)(−qs)2n+3 ։ V (k)(−qs)−1
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implies that we have
dk2,l(z)dk,l((−qs)−2n−3z)
dk,l((−qs)1z) ×
ak,l((−qs)1z)
ak2,l(z)ak,l((−qs)−2n−3z)
=
dk2,l(z)
k∏
s=1
(z − (−qs)2n+l−k+3+2s)(z − (−qs)4n+5−k−l+2s)
k∏
s=1
(z − (−qs)l−k+1+2s)(z − (−qs)2n+3−k−l+2s)
∈ k[z±1],
which implies our assertion in this case.
(b-2) Now we assume that n− l < k. By the homomorphism
V (l)⊗ V (1)(−qs)2n−l+3 ։ V (l − 1)(−qs)1 ,
we have
dl,k2(z)d1,k2((−qs)−2n+l−3z)
dl−1,k2((−qs)−1z)
× al−1,k2((−qs)
−1z)
al,k2(z)a1,k2((−qs)−2n+l−3z)
=
dl,k2(z)(z − (−qs)2n−k−l+1)(z − (−qs)4n−k−l+7)
k∏
s=1
(z − (−qs)l−k+1+2s)(z − (−qs)2n−k−l+3+2s)
∈ k[z±1],
which implies our assertion in this case. 
As Lemma 8.6 and Lemma 9.4, we have the following analogous statement.
Lemma 10.11. For 1 ≤ k, l ≤ n− 1 and max(m, p) > 1, we have
dlp,km(z) divides
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−qs)|k−l|+|m−p|+2s+2t)(z − (−qs)2n+2−k−l+|m−p|+2s+2t).
Now we have to overcome the hardest parts for computing dkm,lp for type C
(1)
n for 1 ≤ k, l < n.
To begin, we obtain the following lemma by applying the similar arguments we have been using.
Lemma 10.12. For any m, p ∈ Z≥1 with max(m, p) ≥ 2, 1 ≤ k, l < n and
|m− p| ≥ µ := max(n −max(k, l),min(k, l)− 1),
we have
dlp,km(z) =
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−q)|k−l|+|m−p|+2s+2t)(z − (−q)2n+2−k−l+|m−p|+2s+2t).
Lemma 10.13. Assume max(l, k) < n. For any m, p ∈ Z≥1, we have
dlp,k2m(z) =
min(2m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−q)|k−l|+|2m−p|+2s+2t)(z − (−q)2n+2−k−l+|2m−p|+2s+2t).
Proof. Recall that we have a homomorphism
V (nm)(−1)−n−m+kq−1−n+k ⊗ V (nm)(−1)n+m−kqn+1−k ։ V (k2m),
which yields the homomorphism
V (k2m)⊗ V (nm)(−1)−n−m+kqn+1+k ։ V (nm)(−1)n+m−kqn+1−k
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by duality. Then we have
dlp,k2m(z)dlp,nm((−1)−n−m+kqn+1+kz)
dlp,nm((−1)n+m−kqn+1−kz) ×
alp,nm((−1)n+m−kqn+1−kz)
alp,k2m(z)alp,nm((−1)−n−m+kqn+1+kz)
∈ k[z±1].
We assume that l ≤ k and p ≤ 2m with 2m− p < max(n−max(k, l),min(k, l)− 1). By a direct
calculation, we have
alp,nm((−1)n+m−kqn+1−kz)
alp,k2m(z)alp,nm((−1)−n−m+kqn+1+kz)
=
p−1∏
t=0
l∏
s=1
(z − (−q)l−k−2m+p−2s−2t)
(z − (−q)−l−k+2m−p+2s+2t)
and
dlp,k2m(z)dlp,nm((−1)−n−m+kqn+1+kz)
dlp,nm((−1)n+m−kqn+1−kz) =
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)−l−k+2m−p+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)−l+k+2m−p+2s+2t)
Thus we have
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)−l−k+2m−p+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)−l+k+2m−p+2s+2t)
×
p−1∏
t=0
l∏
s=1
(z − (−q)l−k−2m+p−2s−2t)
(z − (−q)−l−k+2m−p+2s+2t)
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)l−k−2m+p−2s−2t)
p−1∏
t=0
l∏
s=1
(z − (−q)−l+k+2m−p+2s+2t)
∈ k[z±1]
⇒ dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)−l+k+2m−p+2s+2t)
∈ k[z±1].(10.11)
Similarly, we have
dlp,k2m(z)dlp ,nm((−1)−n−m+kq−n−1−kz)
dlp,nm((−1)n+m−kq−n−1+kz) ×
alp,nm((−1)n+m−kq−n−1+kz)
alp,k2m(z)alp,nm((−1)−n−m+kq−n−1−kz)
∈ k[z±1].
By direct calculation, we have
alp,nm((−1)n+m−kq−n−1+kz)
alp,k2m(z)alp,nm((−1)−n−m+kq−n−1−kz)
=
l∏
s=1
p−1∏
t=0
(z − (−q)l+k−2m+p−2s−2t)
(z − (−q)−l+k+2m−p+2s+2t)
and
dlp,k2m(z)dlp ,nm((−1)−n−m+kq−n−1−kz)
dlp,nm((−1)n+m−kq−n−1+kz) =
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l+k+2m−p+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l−k+2m−p+2s+2t)
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Thus we have
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l+k+2m−p+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l−k+2m−p+2s+2t)
×
l∏
s=1
p−1∏
t=0
(z − (−q)l+k−2m+p−2s−2t)
(z − (−q)−l+k+2m−p+2s+2t)
=
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l+k+2m−p+2s+2t)(z − (−q)l+k−2m+p−2s−2t)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l−k+2m−p+2s+2t)(z − (−q)k−l+2m−p+2s+2t)
∈ k[z±1].(10.12)
Under our assumption that 2m− p ≥ max(n−max(k, l),min(k, l)− 1), we have (10.12) implying
dlp,k2m(z)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l+k+2m−p+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+2−l−k+2m−p+2s+2t)(z − (−q)k−l+2m−p+2s+2t)
∈ k[z±1],
which guarantees that
l∏
s=1
(z − (−q)2n+2−l−k+2m−p+2s) is a factor.(10.13)
Finally, from the homomorphism
V (k2m)⊗ V (k)(−q)−2m−1 ։ V (k2m+1)(−q)−1 ,
we obtain
dlp,k2m(z)dlp,k((−q)−2m−1z)
dlp,k2m+1((−q)−1z)
× alp,k2m+1((−q)
−1z)
alp,k2m(z)alp,k((−q)−2m−1z)
∈ k[z±1].
By direct computation, we have
alp,k2m+1((−q)−1z)
alp,k2m(z)alp,k((−q)−2m−1z)
= 1
and
dlp,k2m(z)dlp,k((−q)−2m−1z)
dlp,k2m+1((−q)−1z)
=
dlp,k2m(z)
l∏
s=1
(z − (−q)k−l+2m+p+2s)(z − (−q)2n−k−l+2m+p+2+2s)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+2m+2−p+2s+2t)(z − (−q)2n−k−l+2m+4−p+2s+2t)
=
dlp,k2m(z)
p−1∏
t=1
l∏
s=1
(z − (−q)k−l+2m−p+2s+2t)(z − (−q)2n+2−k−l+2m−p+2s+2t)
∈ k[z±1](10.14)
following from the descending induction. Therefore, our assertion follows from (10.11), (10.13),
and (10.14). The remaining cases can be proved in a similar way. 
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Proof of Theorem 4.1 for max(l, k) < n in type C
(1)
n . We note that when max(p,m) = 1, then the
result is known [AK97]. Thus we assume max(p,m) > 1. By Lemma 10.13, it suffices to show that
when m is odd. Thus we shall consider only dlp,k2m+1(z). We assume that l ≤ k and p ≤ 2m + 1
with 2m+ 1− p < max(n−max(k, l),min(k, l)− 1). Hence we have to prove that
dlp,k2m+1(z) =
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+2m+1−p+2s+2t)(z − (−q)2n+2−k−l+2m+1−p+2s+2t).
From the homomorphism
V (k2m+1)⊗ V (k)(−q)−2m−2 ։ V (k2m+2)(−q)−1 ,
we obtain
dlp,k2m+1(z)dlp,k((−q)−2m−2z)
dlp,k2m+2((−q)−1z)
× alp,k2m+2((−q)
−1z)
alp,k2m+1(z)alp,k((−q)−2m−2z)
∈ k[z±1].
By direct computation, we have
alp,k2m+2((−q)−1z)
alp,k2m+1(z)alp,k((−q)−2m−2z)
= 1
and
dlp,k2m+1(z)dlp ,k((−q)−2m−2z)
dlp,k2m+2((−q)−1z)
=
dlp,n2m+1(z)
l∏
s=1
(z − (−q)k−l+p+2m+1+2s)(z − (−q)2n+3−k−l+p+2m+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+2m+3−p+2s+2t)(z − (−q)2n−k−l+2m+5−p+2s+2t)
=
dlp,n2m+1(z)
p−1∏
t=1
l∏
s=1
(z − (−q)k−l+2m+1−p+2s+2t)(z − (−q)2n−k−l+2m+3−p+2s+2t)
∈ k[z±1].(10.15)
On the other hand, the homomorphism
V (lp)⊗ V (l)(−q)2n+p+1 ։ V (lp−1)(−q)−1
and a direct calculation yields
dlp,k2m+1(z)dl,k2m+1((−q)−2n−p−1z)
dlp−1,k2m+1((−q)1z)
× alp−1,k2m+1((−q)
1z)
alp,k2m+1(z)al,k2m+1((−q)−2n−p−1z)
∈ k[z±1].
By direct calculation, we have
alp−1,k2m+1((−q)1z)
alp,k2m+1(z)al,k2m+1((−q)−2n−p−1z)
=
l∏
s=1
(z − (−q)k+l−2m+p−1−2s)(z − (−q)2n−k+l−2m+p+1−2s)
(z − (−q)k+1+2m+p−1+2s)(z − (−q)2n−k−l+2m+p+1+2s)
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and
dlp,k2m+1(z)dl,k2m+1((−q)−2n−p−1z)
dlp−1,k2m+1((−q)1z)
=
dlp,k2m+1(z)
l∏
s=1
(z − (−q)2n+k−l+2m+p+1+2s)(z − (−q)4n+3−k−l+2m+p+2s)
p−2∏
t=0
l∏
s=1
(z − (−q)k−l+2m+1−p+2s+2t)(z − (−q)2n−k−l+2m+3−p+2s+2t)
Thus we have
dlp,k2m+1(z)
l∏
s=1
(z − (−q)2n+k−l+2m+p+1+2s)(z − (−q)4n+3−k−l+2m+p+2s)
p−2∏
t=0
l∏
s=1
(z − (−q)k−l+2m+1−p+2s+2t)(z − (−q)2n−k−l+2m+3−p+2s+2t)
×
l∏
s=1
(z − (−q)k+l−2m+p−1−2s)(z − (−q)2n−k+l−2m+p+1−2s)
(z − (−q)k+1+2m+p−1+2s)(z − (−q)2n−k−l+2m+p+1+2s)
dlp,k2m+1(z)
l∏
s=1
(z − (−q)2n+k+l+2m+p+3−2s)(z − (−q)4n+5−k+l+2m+p−2s)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+2m+1−p+2s+2t)(z − (−q)2n−k−l+2m+3−p+2s+2t)
×
l∏
s=1
(z − (−q)k+l−2m+p−1−2s)(z − (−q)2n−k+l−2m+p+1−2s) ∈ k[z±1]
⇒
dlp,k2m+1(z)
l∏
s=1
(z − (−q)k−l−2m+p+1+2s)(z − (−q)2n−k−l−2m+p−1+2s)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+2m+1−p+2s+2t)(z − (−q)2n−k−l+2m+3−p+2s+2t)
∈ k[z±1].(10.16)
Thus our assertion holds when k + l ≤ n by (10.15) and (10.16).
Now let us apply an induction on k + l. From the homomorphism
V (lp)⊗ V (1p)(−q)2n−l+3 ։ V ((l − 1)p)(−q)1 ,
we obtain
dlp,k2m+1(z)d1p ,k2m+1((−q)2n−l+3z)
d(l−1)p ,k2m+1((−q)z)
× a(l−1)p,k2m+1((−q)z)
alp,k2m+1(z)a1p,k2m+1((−q)2n−l+3z)
∈ k[z±1].
By direct calculation, we have
a(l−1)p,k2m+1((−q)z)
alp,k2m+1(z)a1p,k2m+1((−q)2n−l+3z)
=
p−1∏
t=0
(z − (−q)l−k−2m+p−3−2t)(z − (−q)−2n+k+l−2m+p−5−2t)
(z − (−q)l−k+2m−p+1+2t)(z − (−q)−2n+k+l+2m−p−1+2t)
and
dlp,k2m+1(z)d1p ,k2m+1((−q)2n−l+3z)
d(l−1)p,k2m+1((−q)z)
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=
dlp,k2m+1(z)
p−1∏
t=0
(z − (−q)−2n+k+l+2m−p−1+2t)(z − (−q)−k+l+2m−p+1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+2m−p+1+2s+2t)(z − (−q)2n−k−l+2m−p+3+2s+2t)
Thus we have
dlp,k2m+1(z)
p−1∏
t=0
(z − (−q)−2n+k+l+2m−p−1+2t)(z − (−q)−k+l+2m−p+1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+2m−p+1+2s+2t)(z − (−q)2n−k−l+2m−p+3+2s+2t)
×
p−1∏
t=0
(z − (−q)l−k−2m+p−3−2t)(z − (−q)−2n+k+l−2m+p−5−2t)
(z − (−q)l−k+2m−p+1+2t)(z − (−q)−2n+k+l+2m−p−1+2t)
dlp,k2m+1(z)
p−1∏
t=0
(z − (−q)l−k−2m+p−3−2t)(z − (−q)−2n+k+l−2m+p−5−2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+2m−p+1+2s+2t)(z − (−q)2n−k−l+2m−p+3+2s+2t)
∈ k[z±1]
⇒ dlp,k2m+1(z)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+2m−p+1+2s+2t)(z − (−q)2n−k−l+2m−p+3+2s+2t)
∈ k[z±1].(10.17)
On the other hand, the homomorphism
V (k2m+1)⊗ V (k)(−q)−2m−2 ։ V (k2m+2)(−q)−1 ,
implies that we have
dlp,k2m+1(z)dlp,k((−q)−2m−2z)
dlp,k2m+2((−q)−1z)
× alp,k2m+2((−q)
−1z)
alp,k2m+1(z)alp,k((−q)−2m−2z)
∈ k[z±1].
By direct computation, we have
alp,k2m+2((−q)−1z)
alp,k2m+1(z)alp,k((−q)−2m−2z)
= 1
and
dlp,k2m+1(z)dlp,k((−q)−2m−2z)
dlp,k2m+2((−q)−1z)
=
dlp,k2m+1(z)
l∏
s=1
(z − (−q)k−l+2m+p+1+2s)(z − (−q)2n−k−l+2m+p+3+2s+2t)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+2m−p+3+2s+2t)(z − (−q)2n−k−l+2m−p+5+2s+2t)
=
dlp,k2m+1(z)
p−1∏
t=1
l∏
s=1
(z − (−q)k−l+2m−p+1+2s+2t)(z − (−q)2n−k−l+2m−p+3+2s+2t)
∈ k[z±1].(10.18)
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Therefore our assertion follows by comparing (10.17) and (10.18). The remaining cases can be
proved in a similar way. 
10.3. dnp,nm(z).
Lemma 10.14. For m ≥ 1, we have
dn,nm(z) =
n∏
s=1
(z − (−1)m+1q2+|2m−2|+2ss ).
Proof. The case for m = 1 is already known. Thus, we assume m ≥ 2.
By the homomorphism
V (1)(−qs)1−n ⊗ V (n− 1)(−qs)1 ։ V (n),
we have
d1,nm((−qs)1−nz)dn−1,nm((−qs)1z)
dn,nm(z)
=
n∏
s=1
(z − (−1)m+1q2m+2ss )
dn,nm(z)
∈ k[z±1].
Next the homomorphism
V (n)⊗ V (1)(−qs)n+3 ։ V (n− 1)(−qs)1
implies that we have
dn,nm(z)d1,nm((−qs)−n−3z)
dn−1,nm((−qs)−1z) ×
an−1,nm((−qs)−1z)
an,nm(z)a1,nm((−qs)−n−3z)
=
dn,nm(z)(z − (−1)m+1q2n+2m+4s )(z − (−qs)2−2m)
n∏
s=1
(z − (−1)m+1q2+2m+2ss )
∈ k[z±1].
Hence our claim follows. 
Following the proof of, e.g., Lemma 8.6, we have the following analogous statement.
Lemma 10.15. For m, p ≥ 1, we have
dnp,nm(z) divides
min(p,m)−1∏
t=0
n∏
s=1
(z − (−1)m+pq2+|2m−2p|+2s+4ts ).
Lemma 10.16. For |m− p| ≥ ⌈n/2⌉, we have
dnp,nm(z) =
min(p,m)−1∏
t=0
n∏
s=1
(z − (−1)m+pq2+|2m−2p|+2s+4ts ).
Proof. Without loss of generality, we assume that p ≤ m. The case when min(m, p) = 1 was proven
above, hence let us consider when min(m, p) ≥ 2. By the homomorphism
V (np)⊗ V (n)(−1)1−mq2n+2ps ։ V (n
p−1)(−q2s )−1 ,
we have
dnp,nm(z)dn,nm((−1)1−mq−2n−2ps z)
dnp−1,nm((−qs)2z)
× anp−1,nm((−qs)
2z)
anp,nm(z)an,nm((−1)1−mq−2n−2ps z)
∈ k[z±1].
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By descending induction on |m− p|, we have
dnp,nm(z)dn,nm((−1)1−mq−2n−2ps z)
dnp−1,nm((−q2s )z)
=
dnp,nm(z)
n∏
s=1
(z − (−1)dq2n+2m+2p+2ss )
p−2∏
t=0
n∏
s=1
(z − (−1)dq2+2m−2p+2s+4ts )
and, note that
anp−1,nm((−q2s )z)
anp,nm(z)an,nm((−1)1−mq−2n−2ps z)
=
n∏
s=1
(z − (−1)dq−2m+2p−2+2ss )
(z − (−1)dq2m+2p−2+2ss )
Thus we have
dnp,nm(z)
n∏
s=1
(z − (−1)dq2n+2m+2p+2ss )
p−2∏
t=0
n∏
s=1
(z − (−1)dq2+2m−2p+2s+4ts )
×
n∏
s=1
(z − (−1)dq−2m+2p−2+2ss )
(z − (−1)dq2m+2p−2+2ss )
=
dnp,nm(z)
n∏
s=1
(z − (−1)dq2n+2m+2p+2ss )
p−1∏
t=0
n∏
s=1
(z − (−1)dq2+2m−2p+2s+4ts )
×
n∏
s=1
(z − (−1)dq−2m+2p−2+2ss ) ∈ k[z±1],
which implies
dnp,nm(z)
n∏
s=1
(z − (−1)dq−2m+2p−2+2ss )
p−1∏
t=0
n∏
s=1
(z − (−1)dq2+2m−2p+2s+4ts )
∈ k[z±1].
Thus our assertion follows. 
Proof of Theorem 4.1 for l = k = n in type C
(1)
n . We assume without loss of generality that p ≤ m.
From the homomorphism
V (nm)⊗ V (n)(−q2s )−m−1 ։ V (nm+1)(−q2s )−1
and descending induction on |m− p|, we obtain
dnp,nm(z)dnp ,n((−q2s )−m−1z)
dnp,nm+1((−q2s )−1z)
× anp,nm+1((−q
2
s )
−1z)
anp,nm(z)anp,n((−q2s )−m−1z)
∈ k[z±1].
By direct computation, we have
anp,nm+1((−q2s )−1z)
anp,nm(z)anp,n((−q2s )−m−1z)
= 1
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and
dnp,nm(z)dnp,n((−q2s )−m−1z)
dnp,nm+1((−q2s )−1z)
=
dnp,nm(z)
n∏
s=1
(z − (−1)p+mq2p+2m+2+2ss )
p−1∏
t=0
n∏
s=1
(z − (−1)m+pq2m+6−2p+2s+4ts )
=
dnp,nm(z)
p−1∏
t=1
n∏
s=1
(z − (−1)m+pq2m+2−2p+2s+4ts )
∈ k[z±1].
Thus we conclude
dnp,nm(z) =
p−1∏
t=1
n∏
s=1
(z − (−1)m+pq2+2m−2p+2s+4ts )×
n∏
s=1
(z − (−1)m+pq2+2m−2p+2ss )ǫs
for some ǫs ∈ {0, 1}.
From the homomorphism
V (12m)(−1)−n−m+1q−n−2s ⊗ V (n
m)։ V (nm)(−qs)−2 ,
we obtain
dnp,12m((−1)−n−m+1q−n−2s z)dnp,nm(z)
dnp,nm((−qs)−2z) ×
anp,nm((−qs)−2z)
anp,12m((−1)−n−m+1q−n−2s z)anp,nm(z)
∈ k[z±1].
By direct calculation,
anp,nm((−qs)−2z)
anp,12m((−1)−n−m+1q−n−2s z)anp,nm(z)
=
p−1∏
t=0
(z − (−1)m+pq2p−2m−4ts )
(z − (−1)m+pq2m−2p+4+4ts )
and
dnp,nm(z)dnp ,12m((−1)−n−m+1q−n−2s z)
dnp,nm((−qs)−2z)
=
p−1∏
t=1
n∏
s=1
(z − (−1)m+pq2+2m−2p+2s+4ts )×
n∏
s=1
(z − (−1)m+pq2+2m−2p+2ss )ǫs
p−1∏
t=1
n∏
s=1
(z − (−1)m+pq4+2m−2p+2s+4ts )×
n∏
s=1
(z − (−1)m+pq4+2m−2p+2ss )ǫs
×
p−1∏
t=0
(z − (−1)m+pq2n+2m−2p+4+4ts )(z − (−1)m+pq2n+2m−2p+6+4t)
Thus we have
p−1∏
t=1
n∏
s=1
(z − (−1)m+pq2+2m−2p+2s+4ts )×
n∏
s=1
(z − (−1)m+pq2+2m−2p+2ss )ǫs
p−1∏
t=1
n∏
s=1
(z − (−1)m+pq4+2m−2p+2s+4ts )×
n∏
s=1
(z − (−1)m+pq4+2m−2p+2ss )ǫs
×
p−1∏
t=0
(z − (−1)m+pq2n+2m−2p+4+4ts )(z − (−1)m+pq2n+2m−2p+6+4ts )
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×
p−1∏
t=0
(z − (−1)m+pq2p−2m−4ts )
(z − (−1)m+pq2m−2p+4+4ts )
n∏
s=1
(z − (−1)m+pq2+2m−2p+2ss )ǫs
n∏
s=1
(z − (−1)m+pq4+2m−2p+2ss )ǫs
×
p−1∏
t=0
(z − (−1)m+pq2n+2m−2p+6+4ts )(z − (−1)m+pq2p−2m−4ts )
× (z − (−1)
m+pq2n+2m−2p+4s )
(z − (−1)m+pq2m−2p+4s )
∈ k[z±1]
⇒
n∏
s=1
(z − (−1)m+pq2+2m−2p+2ss )ǫs
n∏
s=1
(z − (−1)m+pq4+2m−2p+2ss )ǫs
× (z − (−1)
m+pq2n+2m−2p+4s )
(z − (−1)m+pq2m−2p+4s )
∈ k[z±1].
Thus ǫ1 must be 1 and hence ǫk = 1 for all 1 ≤ s ≤ n, which implies our assertion. 
11. Proof for type D
(1)
n
In this section, we will prove our assertion forD
(1)
n . In the previous three sections, we have applied
the following techniques: (1) Computing dl,k2(z) directly, when V (l) and V (k
2) are classically
simple, (2) applying the generalized Schur–Weyl duality between CQ and CQ, and (3) applying new
Dorey’s type homomorphism. In D
(1)
n -case, we can apply three of them and the other arguments
from the previous three sections. Two extraordinary features of D
(1)
n are that (i) it has two spin
representations V (̟n−1) and V (̟n) and (ii) the computations depend on the parity of n sometimes.
11.1. dlp,nm(z) for 1 ≤ l < n − 1. We recall that by the diagram symmetry, we have dlp,nm(z) =
dlp,(n−1)m(z). For 1 ≤ l < n− 1, we have
dk,n−1(z) = dk,n(z) =
k∏
s=1
(
z − (−q)n−k−1+2s), ak,n−1(z) = ak,n(z) ≡ [n− k − 1][3n + k − 3]
[n+ k − 1][3n − k − 3] .
For 1 ≤ k ≤ n − 2 and n′, n′′ ∈ {n, n − 1} such that n′ − n′′ ≡ n − k mod 2, there exist a
surjective homomorphism
V (n′)(−q)−n+k+1 ⊗ V (n′′)(−q)n−k−1 → V (k).
as a special case of Theorem 3.4.
Recall that, for 1 ≤ l ≤ n− 2, we have
al,n(z) =
[n− l − 1][3n + l − 3]
[n+ l − 1][3n − l − 3](11.1)
Lemma 11.1. We have d1,n2(z) = (z − (−q)n+1).
Proof. Since V (1) ∼= V (Λ1) and V (n2) ∼= V (2Λn) as Uq(g0)-modules, a straightforward computation
using, e.g., crystals [BS17] yields
V (1)⊗ V (n2) ∼= V (Λ1 + 2Λn)⊕ V (Λn−1 + Λn)
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as Uq(g0)-modules. We compute the classically highest weight elements in V (1)x ⊗ V (n2)y:
vλ := v1 ⊗ vn2 ,
vµ := (fnfn−2fn−3 · · · f1v1)⊗ vn2 + (−q)/[2]n(fn−2fn−3 · · · f1v1)⊗ (fnvn2)
+ (−q)2/[2]n(fn−3 · · · f1v1)⊗ (fn−2fnvn2)
+ · · ·+ (−q)n−1/[2]nv1 ⊗ (f1 · · · fn−2fnvn2).
Next, by a direct computation we have
f0f1 · · · fn−1vµ = (q−2x−1 + (−q)n−1y−1)vλ.
Now we compute the classically highest weight elements in V (n2)y ⊗ V (1)x:
v′λ := vn2 ⊗ v1,
v′µ := (f1f2 · · · fn−3fn−2fnvn2)⊗ v1 + (−q)(f2 · · · fn−2fnvn2)⊗ (f1v1)
+ · · ·+ (−q)n−2(fnvn2)⊗ (fn−2 · · · f2f1v1)
+ (−q)n−1q[2]nvn2 ⊗ (fnfn−1fn−2 · · · f2f1v1)
A direct computation yields
f0f1 · · · fn−1v′µ = [2]n
(
(−q)nx−1 − q−1y−1)v′λ.
Now by U ′q(g)-linearity and the definition of the normalized R-matrix, we have Rnorm(vλ) = v′λ and
Rnorm(vµ) = aµv
′
µ, and to solve to aµ, we have
Rnorm(f0 · · · fn−1vµ) = (q−2x−1 + (−q)n−1y−1)Rnorm(vλ) = (q−2x−1 + (−q)n−1y−1)v′λ
= f0 · · · fn−1aµv′µ = aµ[2]n
(
(−q)nx−1 − q−1y−1)v′λ.
Therefore, if we write z = x/y, we obtain
aµ =
q−1
[2]n
× 1 + (−q)
n+1z
(−q)n+1 − z ,
and hence, the claim follows. 
Lemma 11.2. For m ≥ 3, we have
d1,nm(z) = (z − (−q)n+m−1) and d1,(n−1)m(z) = (z − (−q)n+m−1).
Proof. By the homomorphism
V (nm−1)(−q) ⊗ V (n)(−q)1−m ։ V (nm),
we have
(11.2)
d1,nm−1((−q)z)d1,n((−q)1−mz)
d1,nm(z)
≡ (z − (−q)
n+m−3)(z − (−q)n+m−1)
d1,nm(z)
∈ k[z±1].
By the homomorphism
V (n)(−q)m−1 ⊗ V (nm−1)(−q)−1 ։ V (nm),
we have
(11.3)
d1,n((−q)m−1z)d1,nm−1((−q)−1z)
d1,nm(z)
≡ (z − (−q)
n−m+1)(z − (−q)n+m−1)
d1,nm(z)
∈ k[z±1].
Thus a possible ambiguity happens at m = 2 which is already covered in the previous lemma.
On the other hand, the homomorphism
V (nm)⊗ V (n)(−q)2n+m−3 ։ V (np−1)(−q)−1
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implies that
d1,nm(z)d1,n((−q)−2n−m+3z)
d1,nm−1((−q)1z)
× a1,nm−1((−q)
1z)
a1,nm(z)a1,n((−q)−2n−m+3z) ∈ k[z
±1].
By our induction hypothesis, we have
d1,nm(z)d1,n((−q)−2n−m+3z)
d1,nm−1((−q)1z)
=
d1,nm(z)(z − (−q)3n+m−3)
(z − (−q)n+m−3) .
On the other hand, we have
a1,nm−1((−q)1z)
a1,nm(z)a1,n((−q)−2n−m+3z) =
(z − (−q)n+m−3)
(z − (−q)n+m−1) .
Thus we have
(11.4)
d1,nm(z)(z − (−q)3n+m−3)
(z − (−q)n+m−3) ×
(z − (−q)n+m−3)
(z − (−q)n+m−1) =
d1,nm(z)(z − (−q)3n+m−3)
(z − (−q)n+m−1) ∈ k[z
±1],
which implies our assertion for m ≥ 2. 
Lemma 11.3. For 1 ≤ l ≤ n− 2 and m ≥ 1, we have
dl,nm(z) =
l∏
s=1
(z − (−q)n−l+m−2+2s).
Proof. By the homomorphism
V (l − 1)(−q)−1 ⊗ V (1)(−q)l−1 ։ V (l),
we have
(11.5)
dl−1,nm((−q)−1z)d1,nm((−q)l−1z)
dl,nm(z)
≡
l∏
s=1
(z − (−q)n−l+m−2+2s)
dl,nm(z)
By the homomorphism
V (nm)⊗ V (n)(−q)2n+m−3 ։ V (nm−1)(−q)−1 ,
we have
dl,nm(z)dl,n((−q)−2n−m+3z)
dl,nm−1((−q)1z)
× al,nm−1((−q)
1z)
al,nm(z)al,n((−q)−2n−m+3z) ∈ k[z
±1].
By induction, we have
dl,nm(z)dl,n((−q)−2n−m+3z)
dl,nm−1((−q)1z)
≡
dl,nm(z)
l∏
s=1
(z − (−q)3n+m−l−4+2s)
l∏
s=1
(z − (−q)n−l+m−4+2s)
.
On the other hand, we have
al,nm−1((−q)1z)
al,nm(z)al,n((−q)−2n−m+3z) =
(z − (−q)n+m−l−2)
(z − (−q)n+m+l−2) .
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Thus we have
dl,nm(z)
l∏
s=1
(z − (−q)3n+m−l−4+2s)
l∏
s=1
(z − (−q)n−l+m−4+2s)
× (z − (−q)
n+m−l−2)
(z − (−q)n+m+l−2)
=
dl,nm(z)
l∏
s=1
(z − (−q)3n+m−l−4+2s)
l∏
s=1
(z − (−q)n−l+m−2+2s)
∈ k[z±1],
which implies our assertion, since n− l +m− 2 + 2s′ 6= 3n +m− l − 4 + 2s. 
Lemma 11.4. For 1 ≤ l ≤ n− 2 and p ≥ 1, we have
dlp,n(z) =
l∏
s=1
(z − (−q)n−l+p−2+2s).
Proof. Since alp,n(z) = al,np(z), we can apply the same argument of the previous lemma. 
Lemma 11.5. Let 1 ≤ l ≤ n− 2 and p 6= m ≥ 1, then
dlp,nm(z) divides
min(p,m)−1∏
t=0
l∏
s=1
(z − (−q)n−l−1+|p−m|+2(s+t)).
Proof. Assume that p ≤ m. By the homomorphism
V (lp−1)(−q) ⊗ V (l)(−q)1−p ։ V (lp),
we have
dlp−1,nm((−q)z)dl,nm((−q)1−pz)
dlp,nm(z)
∈ k[z±1],
since
alp,nm(z)
alp−1,nm((−q)z)al,nm((−q)1−pz)
= 1.
By our induction hypothesis,
dlp−1,nm((−q)z) divides
p−2∏
t=0
l∏
s=1
(z − (−q)n−l−1+m−p+2(s+t)),
and we know
dl,nm((−q)1−pz) =
l∏
s=1
(z − (−q)n−l+m+p−3+2s).
Hence our assertion follows. The remaining case can be proved in a similar way. 
Lemma 11.6. For 1 ≤ l ≤ n− 2 and |m− p| ≥ l − 1, we have
dlp,nm(z) =
min(p,m)−1∏
t=0
l∏
s=1
(z − (−q)n−l−1+|p−m|+2(s+t)).
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When |m− p| < l − 1, we have
dlm,nm(z) divides
min(p,m)−1∏
t=0
l∏
s=1
(z − (−q)n−l−1+2(s+t)).
Proof. Assume that p ≤ m and m− p ≥ l. By the homomorphism
V (lp)⊗ V (l)(−q)2n+p−3 ։ V (lp−1)(−q)−1 ,
we have
dlp,nm(z)dl,nm((−q)−2n−p+3z)
dlp−1,nm((−q)1z)
× alp−1,nm((−q)
1z)
alp,nm(z)al,nm((−q)−2n−p+3z) ∈ k[z
±1].
By induction, we have
dlp,nm(z)dl,nm((−q)−2n−p+3z)
dlp−1,nm((−q)1z)
=
dlp,nm(z)
l∏
s=1
(z − (−q)3n+p−l+m−5+2s)
p−2∏
t=0
l∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
On the other hand, we have
alp−1,nm((−q)1z)
alp,nm(z)al,nm((−q)−2n−p+3z) =
l∏
s=1
(z − (−q)n−l−m+p−3+2s)
(z − (−q)n−l+m+p−3+2s) .
Thus we have
(11.6)
dlp,nm(z)
l∏
s=1
(z − (−q)3n+p−l+m−5+2s)
p−2∏
t=0
l∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
×
l∏
s=1
(z − (−q)n−l−m+p−3+2s)
(z − (−q)n−l+m+p−3+2s)
=
dlp,nm(z)
l∏
s=1
(z − (−q)3n+p−l+m−5+2s)
p−1∏
t=0
l∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
×
l∏
s=1
(z − (−q)n−l−m+p−3+2s) ∈ k[z±1].
Note that 3n+p− l+m−5+2s′ 6= n− l−m+p−3+2s. Thus the above equation can be written
as follows:
dlp,nm(z)×
l∏
s=1
(z − (−q)n+l−m+p−1−2s)
p−1∏
t=0
l∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
∈ k[z±1].
Thus our assertion follows. The case when min(m, p) = m can be proved in a similar way. 
Proof of Theorem 4.1 for l < n− 1 and k = n in type D(1)n . We first assume that p ≤ m. Consider
the homomorphism
V (lp)⊗ V (1p)(−q)2n−l−1 ։ V ((l − 1)p)(−q)1
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we have
dlp,nm(z)d1p ,nm((−q)2n−l−1z)
d(l−1)p,nm((−q)z)
× a(l−1)p,nm((−q)z)
alp,nm(z)a1p,nm((−q)2n−l−1z) ∈ k[z
±1].
By direct computation,
a(l−1)p,nm((−q)z)
alp,nm(z)a1p ,nm((−q)2n−l−1z) =
p−1∏
t=0
(z − (−q)−n+l−1−m+p−2t)
(z − (−q)−n+l+1+m−p+2t)
Furthermore, by an induction on l, we have
dlp,nm(z)d1p,nm((−q)2n−l−1z)
d(l−1)p,nm((−q)z)
=
dlp,nm(z)
p−1∏
t=0
(z − (−q)−n+l+m−p+1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
Here the induction works because the range of |m − p| happening ambiguity depends on l. Thus
we have
dlp,nm(z)
p−1∏
t=0
(z − (−q)−n+l+m−p+1+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
×
p−1∏
t=0
(z − (−q)−n+l−1−m+p−2t)
(z − (−q)−n+l+1+m−p+2t)
=
dlp,nm(z)
p−1∏
t=0
(z − (−q)−n+l−1−m+p−2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
∈ k[z±1]
⇒ dlp,nm(z)
p−1∏
t=0
l−1∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
∈ k[z±1]
Consider the homomorphism
V (nm)⊗ V (n)(−q)−m−1 ։ V (nm+1)(−q)−1
then we have
dlp,nm(z)dlp,n((−q)−m−1z)
dlp,nm+1((−q)−1z)
× alp,nm+1((−q)
−1z)
alp,nm(z)alp,n((−q)−m−1z) ∈ k[z
±1].
By direct computation, we have
alp,nm+1((−q)−1z)
alp,nm(z)alp,n((−q)−m−1z) = 1
and
dlp,nm(z)dlp ,n((−q)−m−1z)
dlp,nm+1((−q)−1z)
=
dlp,nm(z)
l∏
s=1
(z − (−q)n−l+p+m−1+2s)
p−1∏
t=0
l∏
s=1
(z − (−q)n−l+1+m−p+2(s+t))
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=
dlp,nm(z)
p−1∏
t=1
l∏
s=1
(z − (−q)n−l−1+m−p+2(s+t))
∈ k[z±1]
which follows from the descending induction on |m − p|. Then our assertion follows from the
comparison. The remaining case of p > m can be proved similarly. 
11.2. dkm,lp(z) for 1 ≤ k, l < n− 1. For 1 ≤ k, l < n− 1, we have
dk,l(z) =
min(k,l)∏
s=1
(
z − (−q)|k−l|+2s)(z − (−q)2n−2−k−l+2s),
ak,l(z) ≡ [|k − l|][2n + k + l − 2][2n − k − l − 2][4n − |k − l| − 4]
[k + l][2n + k − l − 2][2n − k + l − 2][4n − k − l − 4] ,
and surjective homomorphisms
V (k − 1)(−q)−1 ⊗ V (1)(−q)k−1 ։ V (k) and V (1)(−q)1−l ⊗ V (l − 1)−q1 ։ V (l),
as special cases in Theorem 3.4.
Lemma 11.7. For any m ∈ Z≥1, we have
d1,1m(z) = (z − (−q)m+1)(z − (−q)2n+m−3).(11.7)
Proof. By the homomorphism,
V (1m−1)(−q) ⊗ V (1)(−q)1−m ։ V (1m),
we have
d1,1m−1((−q)z)d1,1((−q)1−mz)
d1,1m(z)
≡ (z − (−q)
m−1)(z − (−q)2n+m−5)(z − (−q)m+1)(z − (−q)2n+m−3)
d1,1m(z)
∈ k[z±1].(11.8)
By the homomorphism,
V (1)(−q)m−1 ⊗ V (1m−1)(−q)−1 ։ V (1m),
we have
d1,1((−q)m−1z)d1,1m−1((−q)−1z)
d1,1m(z)
≡ (z − (−q)
3−m)(z − (−q)2n−m−1)(z − (−q)m+1)(z − (−q)2n+m−3)
d1,1m(z)
∈ k[z±1].(11.9)
Thus a possible ambiguity happens at m = 2, but it cannot occur because (−q)1 cannot be a root
of d1,12(z) by taking M = V (̟1)(q) and S = X = V (̟1)(q)−1 in Proposition 2.8.
On the other hand, the homomorphism
V (1m)⊗ V (1)(−q)2n+m−3 ։ V (1m−1)(−q)−1
implies that we have
d1,1m(z)d1,1((−q)−2n−m+3z)
d1,1m−1((−q)1z)
× a1,1m−1((−q)
1z)
a1,1m(z)a1,1((−q)−2n−m+3z) ∈ k[z
±1].
By induction, we have
d1,1m(z)d1,1((−q)−2n−m+3z)
d1,1m−1((−q)1z)
≡ d1,1m(z)(z − (−q)
2n+m−1)(z − (−q)4n+m−5)
(z − (−q)m−1)(z − (−q)2n+m−5) .
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Additionally, we have
a1,1m−1((−q)1z)
a1,1m(z)a1,1((−q)−2n−m+3z) =
(z − (−q)m−1)(z − (−q)2n+m−5)
(z − (−q)m+1)(z − (−q)2n+m−3) ,
and so we have
(11.10)
d1,1m(z)(z − (−q)2n+m−1)(z − (−q)4n+m−5)
(z − (−q)m−1)(z − (−q)2n+m−5) ×
(z − (−q)m−1)(z − (−q)2n+m−5)
(z − (−q)m+1)(z − (−q)2n+m−3)
d1,1m(z)(z − (−q)2n+m−1)(z − (−q)4n+m−5)
(z − (−q)m+1)(z − (−q)2n+m−3) ∈ k[z
±1].
Thus our assertion follows. 
Lemma 11.8. For any 1 ≤ k ≤ n− 2 and m ∈ Z≥1, we have
dk,1m(z) = (z − (−q)k+m)(z − (−q)2n−k+m−2).(11.11)
Proof. Our assertion for k = 1 holds already. Now we consider the case when k > 1. By the
homomorphism
V (k − 1)(−q)−1 ⊗ V (1)(−q)k−1 ։ V (k),
we have
dk−1,1m((−q)−1z)d1,1m((−q)k−1z)
dk,1m(z)
× ak,1m(z)
ak−1,1m((−q)−1z)a1,1m((−q)k−1z) ∈ k[z
±1]
Note that
ak,1m(z)
ak−1,1m((−q)−1z)a1,1m((−q)k−1z) =
(z − (−q)−m−k+2)
(z − (−q)m−k+2)
dk−1,1m((−q)−1z)d1,1m((−q)k−1z)
dk,1m(z)
=
(z − (−q)k+m)(z − (−q)2n−k+m)(z − (−q)m−k+2)(z − (−q)2n+m−k−2)
dk,1m(z)
,
and so we have
(z − (−q)k+m)(z − (−q)2n−k+m)(z − (−q)m−k+2)(z − (−q)2n+m−k−2)
dk,1m(z)
× (z − (−q)
−m−k+2)
(z − (−q)m−k+2)
=
(z − (−q)k+m)(z − (−q)2n−k+m)(z − (−q)−m−k+2)(z − (−q)2n+m−k−2)
dk,1m(z)
∈ k[z±1].(11.12)
By the homomorphism
V (1)(−q)1−k ⊗ V (k − 1)(−q)1 ։ V (k),
we have
d1,1m((−q)1−kz)dk−1,1m((−q)1z)
dk,1m(z)
× ak,1m(z)
a1,1m((−q)1−kz)ak−1,1m((−q)1z) ∈ k[z
±1]
Note that
ak,1m(z)
a1,1m((−q)1−kz)ak−1,1m((−q)1z) =
(z − (−q)k−m−2)
(z − (−q)k+m−2)
d1,1m((−q)1−kz)dk−1,1m((−q)1z)
dk,1m(z)
=
(z − (−q)m+k)(z − (−q)2n+m+k−2)(z − (−q)k+m−2)(z − (−q)2n−k+m−2)
dk,1m(z)
,
and so we have
(z − (−q)m+k)(z − (−q)2n+m+k−2)(z − (−q)k+m−2)(z − (−q)2n−k+m−2)
dk,1m(z)
× (z − (−q)
k−m−2)
(z − (−q)k+m−2)
=
(z − (−q)m+k)(z − (−q)2n+m+k−2)(z − (−q)k−m−2)(z − (−q)2n−k+m−2)
dk,1m(z)
∈ k[z±1].(11.13)
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On the other hand, the homomorphism
V (1m)⊗ V (1)(−q)2n+m−3 ։ V (1m−1)(−q)−1
implies that we have
dk,1m(z)dk,1((−q)−2n−m+3z)
dk,1m−1((−q)1z)
× ak,1m−1((−q)
1z)
ak,1m(z)ak,1((−q)−2n−m+3z) ∈ k[z
±1].
By induction, we have
dk,1m(z)dk,1((−q)−2n−m+3z)
dk,1m−1((−q)1z)
=
dk,1m(z)× (z − (−q)2n+m+k−2)(z − (−q)4n+m−k−4)
(z − (−q)k+m−2)(z − (−q)2n−k+m−4) .
Furthermore, we have
ak,1m−1((−q)1z)
ak,1m(z)ak,1((−q)−2n−m+3z) =
(z − (−q)m+k−2)(z − (−q)2n+m−k−4)
(z − (−q)2n+m−k−2)(z − (−q)m+k) .
Thus we have
dk,1m(z)× (z − (−q)2n+m+k−2)(z − (−q)4n+m−k−4)
(z − (−q)k+m−2)(z − (−q)2n−k+m−4) ×
(z − (−q)m+k−2)(z − (−q)2n+m−k−4)
(z − (−q)2n+m−k−2)(z − (−q)m+k)
dk,1m(z)× (z − (−q)2n+m+k−2)(z − (−q)4n+m−k−4)
(z − (−q)2n+m−k−2)(z − (−q)m+k) ∈ k[z
±1],
which implies our assertion with (11.12) and (11.13). 
Lemma 11.9. For any 1 ≤ k ≤ n− 2 and m ∈ Z≥1, we have
d1,km(z) = (z − (−q)k+m)(z − (−q)2n−k+m−2).(11.14)
Proof. Our assertion for k = 1 holds already. Now we consider the remaining cases.
By the homomorphism
V (km−1)(−q) ⊗ V (k)(−q)1−m ։ V (km),
we have
(11.15)
d1,km−1((−q)z)d1,k((−q)1−mz)
d1,km(z)
≡ (z − (−q)
k+m−2)(z − (−q)2n−k+m−4)(z − (−q)k+m)(z − (−q)2n+m−k−2)
d1,km(z)
∈ k[z±1].
By the homomorphism
V (k)(−q)m−1 ⊗ V (km−1)(−q)−1 ։ V (km),
we have
(11.16)
d1,k((−q)m−1z)d1,km−1((−q)−1z)
d1,km(z)
≡ (z − (−q)
k−m+2)(z − (−q)2n−k−m)(z − (−q)k+m)(z − (−q)2n−k+m−2)
d1,km(z)
∈ k[z±1].
By (11.15) and (11.16), an ambiguity possible happens when m = 2. In that case, (−q)k and
(−q)2n−k−2 might be roots of d1,km(z) simultaneously and the factor arising from (−q)k and
(−q)2n−k−1 is
[2n− 2− k][2n − 2 + k]
[k][4n − 4− k] ×
[k][4n − 4− k]
[2n− 2− k][2n− 2 + k] = 1.
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However, by the generalized Schur–Weyl duality between CC
(1)
n
Q
and C
D
(1)
n+1
Q implies that
3
V C
(1)
n (1)⊗ V C(1)n (k2)qk is simple if and only if V D
(1)
n+1(1) ⊗ V D(1)n+1(k2)qk ,
where
• Q =
◦44
n✐✐✐✐
✐✐◦
1
//◦
2
// · · · //◦
n−1 **❯❯❯❯
❯❯
◦**
n+1
,
• [Q] =
[
n∏
k=0
(s1s2s3 · · · sn)k∨
]
of WDn+1 .
Then the result follows similar to the previous cases. 
Lemma 11.10. For any 1 ≤ l, k ≤ n− 2 and m ∈ Z≥1, we have
dl,km(z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+m−1+2s)(z − (−q)2n−k−l+m−3+2s).(11.17)
Proof. (a) Let us assume that l ≤ k. By the homomorphism
V (l − 1)(−q)−1 ⊗ V (1)(−q)l−1 ։ V (l),
we have
dl−1,km((−q)−1z)d1,km((−q)l−1z)
dl,km(z)
≡
l−1∏
s=1
(z − (−q)k−l+m+1+2s)(z − (−q)2n−k−l+m−1+2s)× (z − (−q)k+m−l+1)(z − (−q)2n−k+m−l−1)
dl,km(z)
=
min(k,l)∏
s=1
(z − (−q)k−l+m−1+2s)(z − (−q)2n−k−l+m−3+2s)
dl,km(z)
.
By an homomorphism
V (km)⊗ V (k)(−q)2n+m−3 ։ V (km−1)(−q)−1 ,
we have
dl,km(z)dl,k((−q)−2n−m+3z)
dl,km−1((−q)1z)
× al,km−1((−q)
1z)
al,km(z)al,k((−q)−2n−m+3z) ∈ k[z
±1].
By induction, we have
dl,km(z)dl,k((−q)−2n−m+3z)
dl,km−1((−q)1z)
≡
dl,km(z)
l∏
s=1
(z − (−q)2n+m+k−l−3+2s)(z − (−q)4n+m−k−l−5+2s)
l∏
s=1
(z − (−q)k−l+m−3+2s)(z − (−q)2n−k−l+m−5+2s)
On the other hand, we have
al,km−1((−q)1z)
al,km(z)al,k((−q)−2n−m+3z) =
(z − (−q)m+k−l−1)(z − (−q)2n+m−k−l−3)
(z − (−q)m+k+l−1)(z − (−q)2n+m−k+l−3) ,
3 That is the main reason why dC
(1)
n
1,km(z) = d
D
(1)
n+1
1,km (z).
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and thus we have
dl,km(z)
l∏
s=1
(z − (−q)2n+m+k−l−3+2s)(z − (−q)4n+m−k−l−5+2s)
l∏
s=1
(z − (−q)k−l+m−3+2s)(z − (−q)2n−k−l+m−5+2s)
× (z − (−q)
m+k−l−1)(z − (−q)2n+m−k−l−3)
(z − (−q)m+k+l−1)(z − (−q)2n+m−k+l−3)
=
dl,km(z)
l∏
s=1
(z − (−q)2n+m+k−l−3+2s)(z − (−q)4n+m−k−l−5+2s)
l∏
s=1
(z − (−q)k−l+m−1+2s)(z − (−q)2n−k−l+m−3+2s)
,
which implies our assertion.
(b) The case when l > k can be proved in a similar way. 
Lemma 11.11. For 1 ≤ k, l ≤ n− 2 and max(m, p) ≥ 1, we have
dlp,km(z) divides
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−q)|k−l|+|m−p|+2(s+t))(z − (−q)2n−k−l+|m−p|−2+2(s+t)).
Proof. Since dlp,km(z) = dkm,lp(z), we assume that l ≤ k without loss of generality. We assume
that min(p,m) = p. By the homomorphism
V (lp−1)(−q)1 ⊗ V (l)(−q)1−p ։ V (lp),
we have
dlp−1,km((−q)1z)dl,km((−q)1−pz)
dlp,km(z)
∈ k[z±1],
since
alp,km(z)
alp−1,km((−q)1z)al,km((−q)1−pz)
= 1.
By an induction hypothesis,
dlp−1,km((−q)1z) divides
p−2∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t)),
and we know
dl,km((−q)1−pz) =
l∏
s=1
(z − (−q)k−l+m+p−2+2s)(z − (−q)2n−k−l+m−p−4+2s).
Thus our assertion follows in this case. The remaining case (min(m, p) = m) can be proved in a
similar way. 
Lemma 11.12. For any 1 ≤ l, k ≤ n− 2 and |m− p| ≥ max(min(k, l)− 1, n− |k− l| − 2), we have
dlp,km =
min(m,p)−1∏
t=0
min(k,l)∏
s=1
(z − (−q)|k−l|+|m−p|+2(s+t))(z − (−q)2n−k−l+|m−p|−2+2(s+t)).(11.18)
Proof. Since dlp,km(z) = dkm,lp(z), we assume that l ≤ k without loss of generality. We assume
that min(p,m) = p. By the homomorphism
V (lp)⊗ V (l)(−q)2n+p−3 ։ V (lp−1)(−q)−1
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implies that we have
dlp,km(z)dl,km((−q)−2n−p+3z)
dlp−1,km((−q)1z)
× alp−1,km((−q)
1z)
alp,km(z)al,km((−q)−2n−p+3z) ∈ k[z
±1].
Furthermore, we have
alp−1,km((−q)1z)
alp,km(z)al,km((−q)−2n−p+3z) =
l∏
s=1
(z − (−q)2n+p−k−l−m−4+2s)(z − (−q)k−l−m+p−2+2s)
(z − (−q)k−l+m+p−2+2s)(z − (−q)2n−k−l+m+p−4+2s) .
Additionally, we have
dlp,km(z)dl,km((−q)−2n−p+3z)
dlp−1,km((−q)1z)
=
dlp,km(z)
l∏
s=1
(z − (−q)2n+p+k−l+m−4+2s)(z − (−q)4n+p−k−l+m−6+2s)
p−2∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
by induction. Thus we have
dlp,km(z)dl,km((−q)−2n−p+3z)
dlp−1,km((−q)1z)
=
dlp,km(z)
l∏
s=1
(z − (−q)2n+p+k−l+m−4+2s)(z − (−q)4n+p−k−l+m−6+2s)
p−2∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
×
l∏
s=1
(z − (−q)2n+p−k−l−m−4+2s)(z − (−q)k−l−m+p−2+2s)
(z − (−q)k−l+m+p−2+2s)(z − (−q)2n−k−l+m+p−4+2s)
=
dlp,km(z)
l∏
s=1
(z − (−q)2n+p+k−l+m−4+2s)(z − (−q)4n+p−k−l+m−6+2s)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
×
l∏
s=1
(z − (−q)2n+p−k−l−m−4+2s)(z − (−q)k−l−m+p−2+2s) ∈ k[z±1]
Since
({2n+ p+ k − l +m− 4 + 2s} ∪ {4n + p− k − l +m− 6 + 2s})∩
({k − l +m− p+ 2(s + t)} ∪ {2n − k − l +m− p− 2 + 2(s+ t)}) = ∅
the above equation can be written as follows:
dlp,km(z)
l∏
s=1
(z − (−q)k+l−m+p−2s)(z − (−q)2n+p−k+l−m−2−2s)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
∈ k[z±1],(11.19)
which implies our assertion. The remaining case (min(m, p) = m) can be proved similarly. 
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Proof of Theorem 4.1 for max(l, k) < n− 1 in type D(1)n . Without loss of generality, assume p ≤
m. We first consider the case when l ≤ k. Recall that, for 1 ≤ k, l ≤ n− 2 and n′, n′′ ∈ {n − 1, n}
such that n′ − n′′ ≡ n− k mod 2, we have
V (n′m)(−q)−n+k+1 ⊗ V (n′′m)(−q)n−k−1 ։ V (km).
By duality, we have
V (km)⊗ V (n′m)(−q)n+k−1 ։ V (n′′m)(−q)n−k−1 .
Assume that n− l ≡2 0 and take n′ = n′′ = n. Then we have
dkm,lp(z)dnm,lp((−q)n+k−1z)
dnm,lp((−q)n−k−1z) ×
anm,lp((−q)n−k−1z)
akm,lp(z)anm,lp((−q)n+k−1z) ∈ k[z
±1].
We also assume that m− p < max(min(k, l)− 1, n − |k − l| − 2). By direct calculation, we have
anm,lp((−q)n−k−1z)
akm,lp(z)anm,lp((−q)n+k−1z) =
p−1∏
t=0
l∏
s=1
(z − (−q)l−k−m+p−2(s+t))
(z − (−q)−l−k+m−p+2(s+t)) ,
dkm,lp(z)dnm,lp((−q)n+k−1z)
dnm,lp((−q)n−k−1z) =
dkm,lp(z)
p−1∏
t=0
l∏
s=1
(z − (−q)−l−k+m−p+2(s+t))
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))
.
Thus we have
dkm,lp(z)
p−1∏
t=0
l∏
s=1
(z − (−q)−l−k+m−p+2(s+t))
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))
×
p−1∏
t=0
l∏
s=1
(z − (−q)l−k−m+p−2(s+t))
(z − (−q)−l−k+m−p+2(s+t))
=
dkm,lp(z)
p−1∏
t=0
l∏
s=1
(z − (−q)l−k−m+p−2(s+t))
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))
∈ k[z±1]
⇒ dkm,lp(z)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))
∈ k[z±1].
Similarly, we have
dkm,lp(z)dnm,lp((−q)−n−k+1z)
dnm,lp((−q)−n+k+1z) ×
anm,lp((−q)−n+k+1z)
akm,lp(z)anm,lp((−q)−n−k+1z) ∈ k[z
±1].
By direct calculation, we have
anm,lp((−q)−n+k+1z)
akm,lp(z)anm,lp((−q)−n−k+1z) =
p−1∏
t=0
l∏
s=1
(z − (−q)k+l−m+p−2(s+t))
(z − (−q)k−l+m−p+2(s+t)) ,
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dkm,lp(z)dnm,lp((−q)−n−k+1z)
dnm,lp((−q)−n+k+1z) =
dkm,lp(z)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+k−l−2+m−p+2(s+t))
p−1∏
t=0
l∏
s=1
(z − (−q)2n−k−l−2+m−p+2(s+t))
.
Thus we have
dkm,lp(z)
p−1∏
t=0
l∏
s=1
(z − (−q)2n+k+l−2+m+p−2(s+t))
p−1∏
t=0
l∏
s=1
(z − (−q)2n−k−l−2+m−p+2(s+t))
×
p−1∏
t=0
l∏
s=1
(z − (−q)k+l−m+p−2(s+t))
(z − (−q)k−l+m−p+2(s+t)) ∈ k[z
±1].
Hence when k + l ≤ n, we can guarantee that
p−1∏
t=0
l∏
s=1
(z − (−q)2n−k−l−2+m−p+2(s+t)) is a factor.
By the homomorphism
V (km)⊗ V (k)(−q)−m−1 ։ V (km+1)(−q)−1 ,
we have
dlp,km(z)dlp ,k((−q)−m−1z)
dlp,km+1((−q)−1z)
=
dlp,km(z)
l∏
s=1
(z − (−q)k−l+m+p+2s)(z − (−q)2n−k−l+m+p−2+2s)
p−1∏
t=0
l∏
s=1
(z − (−q)k−l+m−p+2+2(s+t))(z − (−q)2n−k−l+m−p+2(s+t))
=
dlp,km(z)
p−1∏
t=1
l∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−2−k−l+m−p+2(s+t))
∈ k[z±1].
Thus our assertion for k + l ≤ n follows.
Now let us apply an induction on k + l. Consider the homomorphism
V (lp)⊗ V (1p)(−q)2n−l−1 ։ V ((l − 1)p)(−q)1 ,
and so we have
dlp,km(z)d1p ,km((−q)2n−l−1z)
d(l−1)p,km((−q)z)
× a(l−1)p,km((−q)z)
alp,km(z)a1p ,km((−q)2n−l−1z) ∈ k[z
±1].
By direct calculation, we have
a(l−1)p,km((−q)z)
alp,km(z)a1p ,km((−q)2n−l−1z) =
p−1∏
t=0
(z − (−q)l−k−m+p−2−2t)(z − (−q)−2n+k+l−m+p−2t)
(z − (−q)l−k+m−p+2t)(z − (−q)−2n+2+k+l+m−p+2t) ,
dlp,km(z)d1p ,km((−q)2n−l−1z)
d(l−1)p ,km((−q)z)
=
dlp,km(z)
p−1∏
t=0
(z − (−q)−2n+k+l+m−p+2+2t)(z − (−q)−k+l+m−p+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
.
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Therefore we have
dlp,km(z)
p−1∏
t=0
(z − (−q)−2n+k+l+m−p+2+2t)(z − (−q)−k+l+m−p+2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
×
p−1∏
t=0
(z − (−q)l−k−m+p−2−2t)(z − (−q)−2n+k+l−m+p−2t)
(z − (−q)l−k+m−p+2t)(z − (−q)−2n+2+k+l+m−p+2t)
=
dlp,km(z)
p−1∏
t=0
(z − (−q)l−k−m+p−2−2t)(z − (−q)−2n+k+l−m+p−2t)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
∈ k[z±1]
⇒ dlp,km(z)
p−1∏
t=0
l−1∏
s=1
(z − (−q)k−l+m−p+2(s+t))(z − (−q)2n−k−l+m−p−2+2(s+t))
∈ k[z±1].
Thus our assertion follows since the factor arising from (−q)2n−k+l+m−p do not vanish under our
assumption. The remaining cases can be proved in a similar way. 
11.3. dnp,nm(z) and d(n−1)p,nm(z). In this subsection, we will prove our assertion on dnp,nm(z) and
d(n−1)p,nm(z). Throughout this section, we assume that n is even. When n is odd, we can prove in
the similar way. Note that i∗ = i, and recall that
dn,n−1(z) =
⌊n−1
2
⌋∏
s=1
(
z − (−q)4s), dn,n(z) = dn−1,n−1(z) = ⌊
n
2
⌋∏
s=1
(
z − (−q)4s−2),
an,n−1(z) ≡
∏n−1
s=1 [4s− 2]
[2n− 2]∏n−2s=1 [4s] , an,n(z) = an−1,n−1(z) ≡
∏n−1
s=0 [4s]
[2n − 2]∏n−1s=1 [4s− 2] .
Also, as special cases of Theorem 3.4, we have the following: For 1 ≤ l ≤ n−2 and n′, n′′ ∈ {n, n−1}
such that n′ − n′′ ≡ n− l (mod 2), there exist a surjective homomorphisms (see Example 3.3):
V (n′)(−q)−n+l+1⊗V (n′′)(−q)n−l−1 → V (l), and V (l)(−q)−n+l+1⊗V (n− l−1)(−q)l ։ V (n−1)⊗V (n).
Recall that our conjectures are given as follows:
d(n−1)p,nm =
min(p,m)−1∏
t=0
⌊n−1
2
⌋∏
s=1
(z − (−q)4s+2t+|p−m|).
and
dnp,nm =
min(p,m)−1∏
t=0
⌊n
2
⌋∏
s=1
(z − (−q)4s+2t−2+|p−m|).
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Recall also the universal coefficients:
an,n−1(z) ≡
n−1∏
s=1
[4s − 2]
[2n − 2]×
n−2∏
s=1
[4s]
an,n(z) ≡
n−1∏
s=0
[4s]
[2n − 2]×
n−1∏
s=1
[4s − 2]
Lemma 11.13. For m ∈ Z≥1, we have
dn,nm(z) =
⌊n
2
⌋∏
s=1
(z − (−q)4s+m−3) and dn−1,nm(z) =
⌊n−1
2
⌋∏
s=1
(z − (−q)4s+m−1).
Proof. (a-1) For simplicity, write n′ =
n
2
. By the homomorphism
V (nm−1)(−q) ⊗ V (n)(−q)1−m ։ V (nm),
we have
(11.20) dn,nm−1((−q)z)dn,n((−q)1−mz)
dn,nm(z)
≡
n′∏
s=1
(z − (−q)4s+m−5)(z − (−q)4s+m−3)
dn,nm(z)
∈ k[z±1].
By the homomorphism
V (n)(−q)m−1 ⊗ V (nm−1)(−q)−1 ։ V (nm),
we have
(11.21) dn,n((−q)m−1z)dn,nm−1((−q)−1z)
dn,nm(z)
≡
n′∏
s=1
(z − (−q)4s−m−1)(z − (−q)4s+m−3)
dn,nm(z)
∈ k[z±1].
On the other hand, the homomorphism
V (nm)⊗ V (n)(−q)2n+m−3 ։ V (nm−1)(−q)−1
implies that
dn,nm(z)dn,n((−q)−2n−m+3z)
dn,nm−1((−q)1z)
× an,nm−1((−q)
1z)
an,nm(z)an,n((−q)−2n−m+3z) ∈ k[z
±1].
By our induction hypothesis and a direct computation, we have
an,nm−1((−q)1z)
an,nm(z)an,n((−q)−2n−m+3z) =
n′∏
s=1
(z − (−q)m−5+4s)
(z − (−q)m−3+4s) ,
dn,nm(z)dn,n((−q)−2n−m+3z)
dn,nm−1((−q)1z)
=
dn,nm(z)
n′∏
s=1
(z − (−q)2n+m−5+4s)
n′∏
s=1
(z − (−q)4s+m−5
.
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Therefore, we have
dn,nm(z)
n′∏
s=1
(z − (−q)2n+m−5+4s)
n′∏
s=1
(z − (−q)4s+m−5)
×
n′∏
s=1
(z − (−q)m−5+4s)
(z − (−q)m−3+4s) =
dn,nm(z)
n′∏
s=1
(z − (−q)2n+m−5+4s)
n′∏
s=1
(z − (−q)m−3+4s)
∈ k[z±1]
Thus we can conclude that
dn,nm(z) =
n′∏
s=1
(z − (−q)4s+m−5)ǫ′s
n′∏
s=1
(z − (−q)4s+m−3)
for some ǫ′s ∈ {0, 1}.
(b-1) For simplicity, write n′′ =
⌊
n− 1
2
⌋
. By the homomorphism
V (nm−1)(−q) ⊗ V (n)(−q)1−m ։ V (nm),
we have
(11.22)
dn−1,nm−1((−q)z)dn−1,n((−q)1−mz)
dn−1,nm(z)
≡
n′′∏
s=1
(z − (−q)4s+m−3)(z − (−q)4s+m−1)
dn−1,nm(z)
∈ k[z±1].
By the homomorphism
V (n)(−q)m−1 ⊗ V (nm−1)(−q)−1 ։ V (nm),
we have
(11.23)
dn−1,n((−q)m−1z)dn−1,nm−1((−q)−1z)
dn−1,nm(z)
≡
n′′∏
s=1
(z − (−q)4s−m+1)(z − (−q)4s+m−1)
dn−1,nm(z)
∈ k[z±1].
On the other hand, the homomorphism
V (nm)⊗ V (n)(−q)2n+m−3 ։ V (nm−1)(−q)−1
implies that we have
dn−1,nm(z)dn−1,n((−q)−2n−m+3z)
dnm−1,n−1((−q)1z)
× a(nm−1,n−1((−q)
1z)
an−1,nm(z)an−1,n((−q)−2n−m+3z) ∈ k[z
±1].
By induction and a direct computation, we have
anm−1,n−1((−q)1z)
an−1,nm(z)an−1,n((−q)−2n−m+3z) =
n′′∏
s=1
(z − (−q)m−3+4s)
(z − (−q)m−1+4s) ,
dn−1,nm(z)dn−1,n((−q)−2n−m+3z)
d(n−1)m−1,n((−q)1z)
=
dn−1,nm(z)
n′′∏
s=1
(z − (−q)2n+m−3+4s)
n′′∏
s=1
(z − (−q)4s+m−3)
.
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Thus we have
dn−1,nm(z)
n′′∏
s=1
(z − (−q)2n+m−3+4s)
n′′∏
s=1
(z − (−q)4s+m−3)
×
n′′∏
s=1
(z − (−q)m−3+4s)
(z − (−q)m−1+4s)
=
dn−1,nm(z)
n′′∏
s=1
(z − (−q)2n+m−3+4s)
n′′∏
s=1
(z − (−q)m−1+4s)
∈ k[z±1].
Note that 2n+m− 3 + 4s′ 6= m− 1 + 4s. Thus we can conclude that
dn−1,nm(z) =
n′′∏
s=1
(z − (−q)4s+m−3)ǫ′′s
n′′∏
s=1
(z − (−q)4s+m−1)
for some ǫ′′s ∈ {0, 1}.
By (11.20), (11.21), (11.22) and (11.23), it is enough to consider when m ≤ n.
(a,b) Note that we have a surjective homomorphism
V (1)(−q)−n+2 ⊗ V (n− 2)(−q)1 ։ V (n− 1)⊗ V (n),
which implies
d1,nm((−q)−n+2z)dn−2,nm((−q)1z)
dn−1,nm(z)dn,nm(z)
∈ k[z±1].
Note that
d1,nm((−q)−n+2z)dn−2,nm((−q)1z)
dn−1,nm(z)dn,nm(z)
=
n−1∏
s=1
(z − (−q)m−1+2s)
n′′∏
s=1
(z − (−q)4s+m−3)ǫ′′s
n′′∏
s=1
(z − (−q)4s+m−1)
n′∏
s=1
(z − (−q)4s+m−5)ǫ′s
n′∏
s=1
(z − (−q)4s+m−3)
∈ k[z±1]
Thus we can conclude that ǫ′s = ǫ′′s = 0 for all cases. Hence our assertion follows. 
Lemma 11.14. For m 6= p ∈ Z≥1, we have
dnp,nm(z) divides
min(p,m)−1∏
t=0
⌊n
2
⌋∏
s=1
(z − (−q)4s+2t−2+|p−m|).
Proof. Without loss of generality, we can assume that 2 ≤ p ≤ m. By the homomorphism
V (np−1)(−q) ⊗ V (n)(−q)1−p ։ V (np),
we have
dnp−1,nm((−q)z)dn,nm((−q)1−pz)
dnp,nm(z)
∈ k[z±1],
since
anp,nm(z)
anp−1,nm((−q)z)an,nm((−q)1−pz)
= 1
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By induction,
dnp−1,nm((−q)z) divides
p−2∏
t=0
⌊n
2
⌋∏
s=1
(z − (−q)4s+2t−2+m−p),
and we know
dn,nm((−q)1−pz) =
⌊n
2
⌋∏
s=1
(z − (−q)4s+m+p−4).
Thus our assertion follows. 
Lemma 11.15. For |m− p| ≥ n− 2, we have
dnp,nm(z) =
min(p,m)−1∏
t=0
⌊n
2
⌋∏
s=1
(z − (−q)4s+2t−2+|p−m|).
Proof. For simplicity, write n′ =
n
2
. Without loss of generality, we can assume that 2 ≤ p ≤ m.
Then our assertion can be re-written as follows:
dnp,nm(z) =
p−1∏
t=0
n′∏
s=1
(z − (−q)4s+2t−2+m−p).
By the homomorphism
V (np)⊗ V (n)(−q)2n+p−3 ։ V (np−1)(−q)−1
tells that we have
dnp,nm(z)dn,nm((−q)−2n−p+3z)
dnp−1,nm((−q)1z)
× anp−1,nm((−q)
1z)
anp,nm(z)an,nm((−q)−2n−p+3z) ∈ k[z
±1].
By induction, we have
dnp,nm(z)dn,nm((−q)−2n−p+3z)
dnp−1,nm((−q)1z)
=
dnp,nm(z)
n′∏
s=1
(z − (−q)2n+p+m−6+4s)
p−2∏
t=0
n′∏
s=1
(z − (−q)4s+2t−2+m−p)
On the other hand, we have
anp−1,nm((−q)1z)
anp,nm(z)an,nm((−q)−2n−p+3z) =
n′∏
s=1
(z − (−q)p−m−4+4s)
(z − (−q)m+p−4+4s)
Thus we have
dnp,nm(z)
n′∏
s=1
(z − (−q)2n+p+m−6+4s)
p−2∏
t=0
n′∏
s=1
(z − (−q)4s+2t−2+m−p)
×
n′∏
s=1
(z − (−q)p−m−4+4s)
(z − (−q)m+p−4+4s)
=
dnp,nm(z)
n′∏
s=1
(z − (−q)2n+p+m−6+4s)
p−1∏
t=0
n′∏
s=1
(z − (−q)m−p−2+4s+2t)
×
n′∏
s=1
(z − (−q)p−m−4+4s) ∈ k[z±1].
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Since 2n + p+m− 6 + 4s′ 6= m− p− 2 + 4s+ 2t, the above equation is equivalent to
dnp,nm(z)
n′∏
s=1
(z − (−q)p−m−4+4s)
p−1∏
t=0
n′∏
s=1
(z − (−q)m−p−2+4s+2t)
∈ k[z±1].(11.24)
Therefore, it is straightforward to see our assertion holds. The remaining cases can be proved in a
similar way. 
Lemma 11.16. For m, p ≥ 1,
d(n−1)p ,nm(z) divides
min(p,m)−1∏
t=0
⌊n−1
2
⌋∏
s=1
(z − (−q)4s+2t+|p−m|).
Proof. (1) We first assume that 2 ≤ p ≤ m. By the homomorphism
V ((n − 1)p−1)(−q) ⊗ V (n− 1)(−q)1−p ։ V ((n− 1)p),
we have
d(n−1)p−1,nm((−q)z)dn−1,nm((−q)1−pz)
d(n−1)p,nm(z)
∈ k[z±1]
since
a(n−1)p,nm(z)
a(n−1)p−1,nm((−q)z)an−1,nm((−q)1−pz)
= 1.
By induction, we have
d(n−1)p−1,nm((−q)z) divides
p−2∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m−p),
and we know
dn−1,nm((−q)1−pz) =
⌊n−1
2
⌋∏
s=1
(z − (−q)4s+m+p−2).
Thus our assertion follows. 
Lemma 11.17. For |m− p| ≥ n− 2, we have
d(n−1)p,nm(z) =
min(p,m)−1∏
t=0
⌊n−1
2
⌋∏
s=1
(z − (−q)4s+2t+|p−m|).
Proof. For simplicity, write n′′ = ⌊n−12 ⌋.
(1) We first assume that 2 ≤ p ≤ m. Then our assertion can be re-written as follows:
d(n−1)p,nm(z) =
p−1∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m−p).
By the homomorphism
V ((n− 1)p)⊗ V (n − 1)(−q)2n+p−3 ։ V ((n− 1)p−1)(−q)−1
tells that we have
d(n−1)p,nm(z)d(n−1),nm((−q)−2n−p+3z)
d(n−1)p−1,nm((−q)1z)
× a(n−1)p−1,nm((−q)
1z)
a(n−1)p ,nm(z)a(n−1),nm((−q)−2n−p+3z)
∈ k[z±1].
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By induction, we have
d(n−1)p,nm(z)d(n−1),nm((−q)−2n−p+3z)
dn−1p−1,nm((−q)1z)
=
d(n−1)p,nm(z)
n′′∏
s=1
(z − (−q)2n+p+m−4+4s)
p−2∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m−p)
.
A direct computation shows
a(n−1)p−1,nm((−q)1z)
a(n−1)p,nm(z)a(n−1),nm((−q)−2n−p+3z)
=
n′′∏
s=1
(z − (−q)−m+p−2+4s)
(z − (−q)m+p−2+4s) .
Thus we have
d(n−1)p,nm(z)
n′′∏
s=1
(z − (−q)2n+p+m−4+4s)
p−2∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m−p)
×
n′′∏
s=1
(z − (−q)−m+p−2+4s)
(z − (−q)m+p−2+4s)
=
d(n−1)p ,nm(z)
n′′∏
s=1
(z − (−q)2n+p+m−4+4s)
p−1∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m−p)
×
n′′∏
s=1
(z − (−q)−m+p−2+4s) ∈ k[z±1].
Note that 2n + p +m− 4 + 4s′ 6= 4s + 2t +m− p for 1 ≤ s, s′ ≤ n′′ and 0 ≤ t ≤ p − 1. Thus the
above equation can be written as
d(n−1)p,nm(z) ×
n′′∏
s=1
(z − (−q)−m+p−2+4s)
p−1∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m−p)
∈ k[z±1].
It is straightforward to see our assertion follows with Lemma 11.16. The remaining case can be
proved in a similar way. 
Proof of Theorem 4.1 for d(n−1)p,nm(z) and dnp,nm(z) in type D
(1)
n . Consider the homomorphism
V (nm)⊗ V (n)(−q)−m−1 ։ V (nm+1)(−q)−1
then we have
dnp,nm(z)dnp,n((−q)−m−1z)
dnp,nm+1((−q)−1z)
× anp,nm+1((−q)
−1z)
anp,nm(z)anp,n((−q)−m−1z) ∈ k[z
±1].
By direct computation, we have
anp,nm+1((−q)−1z)
anp,nm(z)anp,n((−q)−m−1z) = 1
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and
dnp,nm(z)dnp,n((−q)−m−1z)
dnp,nm+1((−q)−1z)
=
dnp,nm(z)
n′∏
s=1
(z − (−q)4s+2t+m+p−2)
p−1∏
t=0
n′∏
s=1
(z − (−q)4s+2t+m−p)
=
dnp,nm(z)
p−1∏
t=1
n′∏
s=1
(z − (−q)4s+2t+m−p−2)
∈ k[z±1]
which follows from the descending induction on |m− p|. Thus we can conclude that
dnp,nm =
p−1∏
t=1
n′∏
s=1
(z − (−q)4s+2t+m−p−2)×
n′∏
s=1
(z − (−q)4s+m−p−2)ǫs
for some ǫs ∈ {0, 1}.
Similarly, we have
d(n−1)p,nm(z)d(n−1)p ,n((−q)−m−1z)
d(n−1)p,nm+1((−q)−1z)
× a(n−1)p ,nm+1((−q)
−1z)
a(n−1)p ,nm(z)a(n−1)p ,n((−q)−m−1z)
∈ k[z±1].
By direct computation, we have
a(n−1)p,nm+1((−q)−1z)
a(n−1)p,nm(z)a(n−1)p ,n((−q)−m−1z)
= 1
and
d(n−1)p,nm(z)d(n−1)p ,n((−q)−m−1z)
d(n−1)p ,nm+1((−q)−1z)
=
d(n−1)p,nm(z)
n′′∏
s=1
(z − (−q)4s+2t+p+m)
p−1∏
t=0
n′′∏
s=1
(z − (−q)4s+2t+m+2−p)
=
d(n−1)p ,nm(z)
p−1∏
t=1
n′′∏
s=1
(z − (−q)4s+2t+m−p)
∈ k[z±1]
which follows from the descending induction on |m− p|. Thus we can conclude that
d(n−1)p ,nm =
p−1∏
t=1
n′′∏
s=1
(z − (−q)4s+2t+m−p)×
n′′∏
s=1
(z − (−q)4s+m−p)ǫ′s
for some ǫ′s ∈ {0, 1}.
By the homomorphism
V ((n− 1)m)⊗ V (nm)⊗ V (1m)(−q)n ։ V ((n − 2)m)(−q),
we have
dnp,(n−1)m(z)dnp ,nm(z)dnp,1m((−q)nz)
dnp,(n−2)m((−q)z)
× anp,(n−2)m((−q)z)
anp,(n−1)m(z)anp,nm(z)anp,1m((−q)nz)
∈ k[z±1].
SIMPLICITY OF TENSOR PRODUCTS OF KR MODULES: ABCDG TYPES 103
By direct computation, we have (n = 2n′)
anp,(n−2)m((−q)z)
anp,(n−1)m(z)anp,nm(z)anp,1m((−q)nz)
=
p−1∏
t=0
(z − (−q)p−m−2−2t)
(z − (−q)m−p+2t)
and
dnp,(n−1)m(z)dnp,nm(z)dnp ,1m((−q)nz)
dnp,(n−2)m((−q)z)
=
n′′∏
s=1
(z − (−q)4s+m−p)ǫ′s ×
n′∏
s=1
(z − (−q)4s+m−p−2)ǫs ×
p−1∏
t=0
(z − (−q)m−p+2t)
p−1∏
t=1
n−2∏
s=1
(z − (−q)m−p+2(s+t))×
n−2∏
s=1
(z − (−q)m−p+2s)
×
p−1∏
t=1
n−1∏
s=1
(z − (−q)2s+2t+m−p)×
p−1∏
t=0
(z − (−q)p−m−2−2t)
(z − (−q)m−p+2t)
=
n′′∏
s=1
(z − (−q)4s+m−p)ǫ′s ×
n′∏
s=1
(z − (−q)4s+m−p−2)ǫs
n−2∏
s=1
(z − (−q)m−p+2s)
×
p−1∏
t=1
(z − (−q)2n−2+2t+m−p)×
p−1∏
t=0
(z − (−q)p−m−2−2t) ∈ k[z±1]
⇒
n′′∏
s=1
(z − (−q)4s+m−p)ǫ′s ×
n′∏
s=1
(z − (−q)4s+m−p−2)ǫs
n−2∏
s=1
(z − (−q)m−p+2s)
∈ k[z±1],
which implies ǫs = ǫ
′
s = 1 for 1 ≤ s ≤ n′−1. Hence, ǫn′ = 1 by universal coefficient. The remaining
cases can be proved in a similar way. 
12. Proofs for twisted A and D types
In this section, prove Theorem 4.2 by using the generalized Schur–Weyl duality functors from
C0
g(1)
to C0
g(t)
, or from C
(1)
Q to C
(t)
Q to transplant our results on g
(1) to g(t). We will only give details
for (i) d1,1m(z) in type A
(2)
2n−1 and (ii) d2,2m(z) in type D
(3)
4 showing how to apply the results on
A
(1)
2n−1 and D
(1)
4 with the generalized Schur–Weyl duality functors. The other cases are similar.
Lemma 12.1. Let g = A
(2)
2n−1. For any m ∈ Z≥1, we have
d1,1m(z) = (z − (−q)m+1)(z + (−q)2n+m−1).(12.1)
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Proof. Recall that
dk,l(z) =
min(k,l)∏
s=1
(
z − (−q)|k−l|+2s)(z + (−q)2n−k−l+2s),
ak,l(z) ≡ [|k − l|][4n− |k − l|] 〈2n+ k + l] 〈2n− k − l]
[k + l][4n − k − l] 〈2n+ |k − l|] 〈2n − |k − l|] ,
for 1 ≤ k, l ≤ n.
The homomorphism
V (1m)⊗ V (1)−(−q)2n+m−1 ։ V (1m−1)(−q)−1
and induction on m implies that
d1,1m(z)
(z − (−q)m+1)(z + (−q)2n+m−1) ∈ k[z
±1].
On the other hand, by the homomorphisms
V (1m−1)(−q) ⊗ V (1)(−q)1−m ։ V (1m) and V (1)(−q)m−1 ⊗ V (1m−1)(−q)−1 ։ V (1m),
we have
(z − (−q)m−1)(z + (−q)2n+m−3)(z − (−q)m+1)(z + (−q)2n+m−1)
d1,1m(z)
∈ k[z±1],
(z − (−q)3−m)(z + (−q)2n+1−m)(z − (−q)m+1)(z + (−q)2n+m−1)
d1,1m(z)
∈ k[z±1],
by the induction hypothesis on m. Therefore, there are ambiguities when m = 2 as (−q)1 and
−(−q)2n+1 might be roots. However neither can occur as roots by the generalized Schur–Weyl
duality between C0
A
(1)
2n−1
and C0
A
(2)
2n−1
from Theorem 3.13 as neither d
A
(1)
2n−1
1,12
(z) has a root at (−q)1 nor
d
A
(1)
2n−1
1,(2n−1)2(z) has a root at (−q)2n+1. Hence our assertion follows. 
Lemma 12.2. Let g = D
(3)
4 . For m ≥ 1, we have
d2m,2(z) = (z
3 − (−q)3m+3)(z3 − (−q)3m+9)2(z3 − (−q)3m+15).
Proof. Recall that
d2,2(z) = (z
3 − q6)(z3 − q12)2(z3 − q18) and a2,2(z) = {10} {2} {12} {0}{4} {8} {6}2 .
The homomorphism
V (2m)⊗ V (2)(−q)m+5 ։ V (2m−1)(−q)−1
implies that by induction on m
d2,2m(z)(z
3 − (−q)3m+21)(z3 − (−q)3m+27)2(z3 − (−q)3m+33)
(z3 − (−q)3m+3)(z3 − (−q)3m+9)2(z3 − (−q)3m+15) ∈ k[z
±1].
On the other hand, by the homomorphisms
V (2m−1)(−q) ⊗ V (2)(−q)1−m ։ V (2m) and V (2)(−q)m−1 ⊗ V (2m−1)(−q)−1 ։ V (2m),
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we have
d2,2m−1((−q)z)d2,2((−q)1−mz)
d2,2m(z)
≡ (z
3 − (−q)3m−3)(z3 − (−q)3m+3)2(z3 − (−q)3m+9)
d2,2m(z)
× (z3 − (−q)3m+3)(z3 − (−q)3m+9)2(z3 − (−q)3m+15) ∈ k[z±1],
d2,2((−q)m−1z)d2,2m−1((−q)−1z)
d2,2m(z)
≡ (z
3 − (−q)9−3m)(z3 − (−q)15−3m)2(z3 − (−q)21−3m)
d2,2m(z)
× (z3 − (−q)3m+3)(z3 − (−q)3m+9)2(z3 − (−q)3m+15) ∈ k[z±1].
Thus ambiguities occur when m = 2, 3, 4. For the following, we take Q of type D4 in (1.4).
m = 2: We have ambiguities for the roots (−q)1, (−q)3 and (−q)5. By the generalized Schur–Weyl
duality between C
(1)
Q and C
(3)
Q , (−q)1 cannot be roots, since d
D
(1)
4
2,22
(z) does not have a root
at (−q)1. Note that V (2) is a real simple. By Corollary 3.12, (−q)3 should be of order 1
since the order of (−q)3 in dD
(1)
4
2,22
(z) is 1. By a2,22(z), we see (−q)5 should be a root of order
2. Thus the ambiguities are removed in this case.
m = 3: We have an ambiguity for (−q)2. However, by generalized Schur–Weyl duality between C (1)Q
and C
(3)
Q , (−q)2 cannot be a root by the same reason.
m = 4: We have an ambiguity for (−q)3. On the other hand, the homomorphism
V (22)(−q)2 ⊗ V (22)(−q)−2 ։ V (24)
implies that
(z3 − (−q)3)(z3 − (−q)15)2(z3 − (−q)21)(z3 − (−q)15)(z3 − (−q)21)2(z3 − (−q)27)
d1,1m(z)
∈ k[z±1],
which removes the ambiguity.
Therefore, our assertion follows. 
12.1. Type D
(2)
n+1. By using the similar argument, one can show that
d
D
(2)
n+1
lp,km(z; q) =

d
D
(1)
n+1
lp,km(z
2; q2) if k, l ≤ n− 1
d
D
(1)
n+1
lp,nm(−z2; q2) if l ≤ n− 1 and k = n,
d
D
(1)
n+1
np,nm(−z; q2)× d
D
(1)
n+1
np,n+1m(−z; q2) if k = l = n.
This follows by the similarities of their universal coefficients, Dorey’s rule and the generalized
Schur–Weyl duality between C
(1)
Q and C
(2)
Q .
13. Proof for type G
(1)
2
In affine types from A to D, the main obstacle we had overcome is to compute first several
dk,lm(z)’s, when m is relatively small. We solved such problems by computing it directly or by
using the generalized Schur–Weyl duality. Unfortunately, in type G
(1)
2 both V (1) and V (2) are
not simple as Uq(g0)-modules and the generalized Schur–Weyl duality functor does not sends KR
modules in CQ to KR modules in CQ, even in the case of V (k
2). Fortunately, in type G
(1)
2 , we can
use SageMath [Dev19, SCc08] to compute first several dk,lm(z) in a meaningful time using the
crystal structure of G
(1)
2 [MMO10, OS19d, Yam98]. The denominator formulas we have obtained
from SageMath are given as follows:
• d1,12(z) = (z + q9t )(z + q11t )(z + q13t )(z + q15t ), d1,13(z) = (z− q12t )(z − q14t )(z − q16t )(z − q18t ),
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• d12,2(z) = (z − q10t )(z − q14t ), d1,22(z) = (z − q6t )(z − q8t )(z − q10t )(z − q12t ),
• d1,23(z) = (z + q5t )(z + q9t )(z + q7t )(z + q11t )(z + q9t )(z + q13t ),
• d1,24(z) = (z − q6t )(z − q8t )(z − q10t )2(z − q12t )(z − q14t ),
• d2,22(z) = (z + q3t )(z + q7t )(z + q9t )(z + q13t ), d2,23(z) = (z − q4t )(z − q8t )(z − q10t )(z − q14t ),
• d22,22(z) = (z − q2t )(z − q4t )(z − q8t )2(z − q10t )(z − q12t )(z − q14t ).
Based on the above computations, we can obtain the similar result as classical affine types:
Lemma 13.1. For m, p ≥ 1, we have
d1p,1m(z) =
min(m,p)−1∏
t=0
4∏
s=1
(z − (−q)4+2s+3|m−p|+6t),
d1p,2m(z) =
min(3p,m)−1∏
t=0
(z − (−q)5+2t+|3p−m|)(z − (−q)9+2t+|3p−m|).
For |m− p| ≥ 5 with max(m, p) ≥ 3, we have
d2p,2m(z) =
min(m,p)−1∏
t=0
2∏
s=1
(z − (−q)−2+|m−p|+4s+2t)(z − (−q)4+|m−p|+4s+2t).
Lemma 13.2. Theorem 4.3 holds for d2p,23m(z).
Proof. From Lemma 13.1, it is sufficient to compute d2p,2m(z) when |3m− p| < 5. We assume that
3m ≥ p. From the homomorphism in Theorem 5.1
V (1m)(−q)−3 ⊗ V (1m)(−q)3 ։ V (23m),
we have the homomorphism
V (23m)⊗ V (1m)(−q)9 ։ V (1m)(−q)3 .
Then we have
d2p,23m(z)
p−1∏
t=0
(z − (−q)p−3m−2−2t)(z − (−q)p−3m−6−2t)
p−1∏
t=0
(z − (−q)2+2t+3m−p)(z − (−q)6+2t+3m−p)
∈ k[z±1],
which implies
d2p,23m(z)
p−1∏
t=0
(z − (−q)2+2t+3m−p)(z − (−q)6+2t+3m−p)
∈ k[z±1].(13.1)
Similarly, we can obtain
d2p,23m(z)
p−1∏
t=0
(z − (−q)14+2t+3m−p)(z − (−q)18+2t+3m−p)(z − (−q)p−3m+4−2t)(z − (−q)p−3m−2t)
p−1∏
t=0
(z − (−q)3m−p+6+2t)(z − (−q)3m−p+2+2t)(z − (−q)8+2t+3m−p)(z − (−q)12+2t+3m−p)
∈ k[z±1],
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which implies
d2p,23m(z)
p−1∏
t=0
(z − (−q)14+2t+3m−p)(z − (−q)18+2t+3m−p)
p−1∏
t=0
∏
s∈{2,6,8,12}
(z − (−q)3m−p+s+2t)
∈ k[z±1](13.2)
On the other hand, by a homomorphism
V (23m)⊗ V (2)(−q)−3m−1 ։ V (23m+1)(−q)−1
we have
d2p,23m(z)
p−1∏
t=1
∏
s∈{2,6,8,12}
(z − (−q)3m−p+s+2t)
∈ k[z±1](13.3)
which follows from the descending induction. Then our assertion follows from (13.1), (13.2)
and (13.3) with the assumption that 3m ≥ p. The remaining cases can be proved in a similar
way. 
The final two lemmas complete the proof of Theorem 4.3.
Lemma 13.3. For m, p ≥ 1 with max(m, p) ≥ 3, we have
d2p,23m−1(z) =
min(3m−1,p)−1∏
t=0
2∏
s=1
(z − (−q)−2+|3m−1−p|+4s+2t)(z − (−q)4+|3m−1−p|+4s+2t).
Proof. Assume 3m− 1 ≥ p. By the homomorphism
V (23m−1)⊗ V (2)(−q)−3m ։ V (23m)(−q)−1 ,
we have
d2p,23m−1(z)d2p ,2((−q)−3mz)
d2p,23m((−q)−1z)
=
d2p,23m−1(z)(z − (−q)3m+p+1)(z − (−q)3m+p+5)(z − (−q)3m+p+7)(z − (−q)3m+p+11)
p−1∏
t=0
(z − (−q)3m+3−p+2t)(z − (−q)7+3m−p+2t)(z − (−q)9+3m−p+2t)(z − (−q)13+3m−p+2t)
=
d2p,23m−1(z)
p−1∏
t=1
(z − (−q)3m+1−p+2t)(z − (−q)5+3m−p+2t)(z − (−q)7+3m−p+2t)(z − (−q)11+3m−p+2t)
∈ k[z±1].
On the other hand, the homomorphism
V (2p)⊗ V (2)(−q)p+11 ։ V (2p−1)(−q)−1
implies that
d2p,23m−1(z)d2,23m−1((−q)−p−11z)
d2p−1,23m−1((−q)1z)
× a2p−1,23m−1((−q)
1z)
a2p,23m−1(z)a2,23m−1((−q)−p−11z)
∈ k[z±1].
Note that
d2p,23m−1(z)d2,23m−1((−q)−p−11z)
d2p−1,23m−1((−q)1z)
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=
d2p,23m−1(z)(z − (−q)3m+p+11)(z − (−q)3m+p+15)(z − (−q)3m+p+17)(z − (−q)3m+p+21)
p−2∏
t=0
(z − (−q)3m−p+1+2t)(z − (−q)3m−p+5+2t)(z − (−q)3m−p+7+2t)(z − (−q)3m−p+11+2t)
and
a2p−1,23m−1((−q)1z)
a2p,23m−1(z)a2,23m−1((−q)−p−11z)
=
(z − (−q)p−(3m−1))(z − (−q)p−(3m−1)+4)(z − (−q)p−(3m−1)+6)(z − (−q)p−(3m−1)+10)
(z − (−q)(3m−1)+p)(z − (−q)(3m−1)+p+4)(z − (−q)(3m−1)+p+6)(z − (−q)(3m−1)+p+10)
Thus we have
d2p,23m−1(z)(z − (−q)3m+p+11)(z − (−q)3m+p+15)(z − (−q)3m+p+17)(z − (−q)3m+p+21)
p−2∏
t=0
(z − (−q)3m−p+1+2t)(z − (−q)3m−p+5+2t)(z − (−q)3m−p+7+2t)(z − (−q)3m−p+11+2t)
× (z − (−q)
p−(3m−1))(z − (−q)p−(3m−1)+4)(z − (−q)p−(3m−1)+6)(z − (−q)p−(3m−1)+10)
(z − (−q)(3m−1)+p)(z − (−q)(3m−1)+p+4)(z − (−q)(3m−1)+p+6)(z − (−q)(3m−1)+p+10)
=
d2p,23m−1(z)(z − (−q)3m+p+11)(z − (−q)3m+p+15)(z − (−q)3m+p+17)(z − (−q)3m+p+21)
p−1∏
t=0
(z − (−q)3m−p+1+2t)(z − (−q)3m−p+5+2t)(z − (−q)3m−p+7+2t)(z − (−q)3m−p+11+2t)
× (z − (−q)p−3m+1)(z − (−q)p−3m+5)(z − (−q)p−3m+7)(z − (−q)p−3m+11) ∈ k[z±1]
⇒ d2p,23m−1(z)(z − (−q)
p−3m+1)(z − (−q)p−3m+5)(z − (−q)p−3m+7)(z − (−q)p−3m+11)
p−1∏
t=0
(z − (−q)3m−p+1+2t)(z − (−q)3m−p+5+2t)(z − (−q)3m−p+7+2t)(z − (−q)3m−p+11+2t)
∈ k[z±1]
which implies our assertion under our assumption that 3m − 1 ≥ p. The remaining cases can be
proved in a similar way. 
The following lemma also can be proved in a similar way.
Lemma 13.4. For m, p ≥ 1 with max(m, p) ≥ 3, we have
d2p,23m+1(z) =
min(3m+1,p)−1∏
t=0
2∏
s=1
(z − (−q)−2+|3m+1−p|+4s+2t)(z − (−q)4+|3m+1−p|+4s+2t).
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Appendix A. T-system
In this appendix, we present T -systems in terms of W
(i)
k,a and V (i
k)a′ for reader’s convenience
([Her06, Her10a, KNS94, Nak03a]).
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A.1. W
(i)
k,a. The T -system among the KR modules over untwisted quantum affine algebras can be
presented as follows:
Type ADE(1)n :
0→
⊗
j∈I0
cij=−1
W
(j)
k,a(−q) →W
(i)
k,a(−q)2 ⊗W
(i)
k,a →W (i)k−1,a(−q)2 ⊗W
(i)
k+1,a → 0.
Type B(1)n : For 1 ≤ i ≤ n− 2:
0→W (i−1)k,a(−q)⊗W
(i+1)
k,a(−q) →W
(i)
k,a(−q)2 ⊗W
(i)
k,a →W (i)k−1,a(−q)2 ⊗W
(i)
k+1,a → 0.
0→W (n−2)k,a(−q)⊗W
(n)
2k,a(−qs) → W
(n−1)
k,a(−q)2 ⊗W
(n−1)
k,a →W (n−1)k−1,a(−q)2 ⊗W
(n−1)
k+1,a → 0.
0→W (n−1)k,a ⊗W (n−1)k,aq →W (n)2k,a(−qs)1 ⊗W
(n)
2k,a(−qs)−1 →W
(n)
2k−1,a(−qs)1 ⊗W
(n)
2k+1,a(−qs)−1 → 0.
0→W (n−1)k+1,a ⊗W (n−1)k,aq →W (n)2k+1,a(−qs)⊗W
(n)
2k+1,a(−qs)−1 →W
(n)
2k,a(−qs)⊗W
(n)
2k+2,a(−qs)−1 → 0.
Type C(1)n : For 1 ≤ i ≤ n− 2
0→W (i−1)
k,a(−qs)⊗W
(i+1)
k,a(−qs) →W
(i)
k,a(−qs)2 ⊗W
(i)
k,a →W (i)k−1,a(−qs)2 ⊗W
(i)
k+1,a → 0.
0→W (n−2)2k,a(−qs)⊗W
(n)
k,a(−qs)⊗W
(n)
k,a(−qs)3 → W
(n−1)
2k,a(−qs)2 ⊗W
(n−1)
2k,a
→W (n−1)
2k−1,a(−qs)2 ⊗W
(n−1)
2k+1,a → 0.
0→W (n−2)2r+1,a(−qs)⊗W
(n)
r+1,a(−qs)⊗W
(n)
r,a(−qs)3 →W
(n−1)
2r+1,a(−qs)2 ⊗W
(n−1)
2r+1,a
→W (n−1)
2r,a(−qs)2 ⊗W
(n−1)
2r+2,a → 0.
0→W (n−1)2k,a(−qs) →W
(n)
k,a(−qs)4 ⊗W
(n)
k,a →W (n)k−1,a(−qs)4 ⊗W
(n)
k+1,a → 0.
Type F
(1)
4 :
0→W (2)k,a(−q) →W
(1)
k,a(−q)2 ⊗W
(1)
k,a → W (1)k−1,a(−q)2 ⊗W
(1)
k+1,a → 0.
0→W (1)k,a(−q)⊗W
(3)
2k,aqs
→W (2)
k,a(−q)2 ⊗W
(2)
k,a →W (2)k−1,a(−q)2 ⊗W
(2)
k+1,a → 0.
0→W (2)k,a(−q)⊗W
(2)
k,a(−q)3 ⊗W
(4)
2k,a(−q) →W
(3)
2k,a(−q)2 ⊗W
(3)
2k,a →W (3)2r−1,a(−q)2 ⊗W
(3)
2r+1,a → 0.
0→W (2)k+1,a(−qs)⊗W
(2)
k,a(−qs)3 ⊗W
(4)
2k+1,a(−qs) →W
(3)
2k+1,a(−qs)2 ⊗W
(3)
2k+1,a
→W (3)
2k,a(−qs)2 ⊗W
(3)
2k+2,a → 0.
0→W (3)k,a(−qs) →W
(4)
k,a(−qs)2 ⊗W
(4)
k,a → W (4)k−1,a(−qs)2 ⊗W
(4)
k+1,a → 0.
Type G
(1)
2 :
0→W (2)3k,a(−qt) →W
(1)
k,a(−qt)6 ⊗W
(1)
k,a →W (1)k−1,a(−qt)6 ⊗W
(1)
k+1,a → 0.
0→W (1)k,a(−qt)⊗W
(1)
k,a(−qt)3 ⊗W
(1)
k,a(−qt)5 →W
(2)
3k,a(−qt)2 ⊗W
(2)
3k,a
→W (2)
3k−1,a(−qt)2 ⊗W
(2)
3k+1,a → 0.
0→W (1)k+1,a(−qt)⊗W
(1)
k,a(−qt)3 ⊗W
(1)
k,a(−qt)5 →W
(2)
3k+1,a(−qt)2 ⊗W
(2)
3k+1,a
→W (2)
3k,a(−qt)2 ⊗W
(2)
3k+2,a → 0.
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0→W (1)k+1,a(−qt)⊗W
(1)
k+1,a(−qt)3 ⊗W
(1)
k,a(−qt)5 →W
(2)
3k+2,a(−qt)2 ⊗W
(2)
3k+2,a
→W (2)
3k+1,a(−qt)2 ⊗W
(2)
3k+3,a → 0.
The T -system among the KR modules over twisted quantum affine algebras can be presented as
follows:
Type A
(2)
2 :
0→Wk,aq →Wk,a(−q)2 ⊗Wk,a →Wk−1,a(−q)2 ⊗Wk+1,a → 0.
Type A
(2)
2n : For 1 ≤ i ≤ n− 1:
0→W (i−1)k,a(−q)⊗W
(i+1)
k,a(−q) →W
(i)
k,a(−q)2 ⊗W
(i)
k,a →W (i)k−1,a(−q)2 ⊗W
(i)
k+1,a → 0.
0→W (n−1)k,a(−q)⊗W
(n)
k,aq →W (n)k,a(−q)2 ⊗W
(n)
k,a →W (n)k+1,a⊗W (n)k−1,a(−q)2 → 0.
Type A
(2)
2n−1: For 1 ≤ i ≤ n− 2:
0→W (i−1)k,a(−q)⊗W
(i+1)
k,a(−q) →W
(i)
k,a(−q)2 ⊗W
(i)
k,a →W (i)k−1,a(−q)2 ⊗W
(i)
k+1,a → 0.
0→W (n−2)k,a(−q)⊗W
(n)
k,a2(−q)2 →W
(n−1)
k,a(−q)2 ⊗W
(n−1)
k,a →W (n−1)k+1,a ⊗W (n−1)k−1,a(−q)2 → 0.
0→W (n−1)k,a′(−q)⊗W
(n−1)
k,a′q →W (n)k,a(−q)4 ⊗W
(n)
k,a →W (n)k+1,a⊗W (n)k−1,a(−q)4 → 0.
Type D
(2)
n+1: For 1 ≤ i ≤ n− 2:
0→W (i−1)
k,a(−q)2 ⊗W
(i+1)
k,a(−q)2 →W
(i)
k,a(−q)4 ⊗W
(i)
k,a →W (i)k−1,a(−q)4 ⊗W
(i)
k+1,a → 0.
0→W (n−2)
k,a(−q)2 ⊗W
(n)
k,a′(−q)⊗W
(n)
k,a′(−q) →W
(n−1)
k,a(−q)4 ⊗W
(n−1)
k,a →W (n−1)k+1,a ⊗W (n−1)k−1,a(−q)4 → 0.
0→W (n−1)
k,a2(−q)2 →W
(n)
k,a(−q)2 ⊗W
(n)
k,a →W (n)k+1,a⊗W (n)k−1,a(−q)2 → 0.
Type E
(2)
6 :
0→W (2)k,a(−q) → W
(1)
k,a(−q)2 ⊗W
(1)
k,a →W (1)k−1,a(−q)2 ⊗W
(1)
k+1,a → 0.
0→W (1)k,a(−q)⊗W
(3)
k,a2(−q)2 →W
(2)
k,a(−q)2 ⊗W
(2)
k,a →W (2)k+1,a⊗W (2)k−1,a(−q)2 → 0.
0→W (2)k,a′(−q)⊗W
(2)
k,a′q ⊗W (4)k,a(−q)2 →W
(3)
k,a(−q)4 ⊗W
(3)
k,a →W (3)k+1,a⊗W (3)k−1,a(−q)4 → 0.
0→W (3)
k,a(−q)2 →W
(4)
k,a(−q)4 ⊗W
(4)
k,a →W (4)k+1,a⊗W (4)k−1,a(−q)4 → 0.
Type D
(3)
4 :
0→W (1)
k,a3(−q)3 →W
(2)
k,a(−q)2 ⊗W
(2)
k,a →W (2)k−1,a(−q)2 ⊗W
(2)
k+1,a → 0.
0→W (2)k,a′′(−q)⊗W
(2)
k,a′′(−q)⊗W
(2)
k,a′′2(−q) → W
(1)
k,a(−q)6 ⊗W
(1)
k,a →W (1)k+1,a⊗W (1)k−1,a(−q)6 → 0.
Here (a′)2 = a, (a′′)3 = a and  denotes the primitive third root of unity.
A.2. V (ik)a′ . The T -system among the KR modules over untwisted quantum affine algebras can
be presented in terms of V (ik)a′ as follows:
Type ADE(1)n :
0→
⊗
j∈I0
cij=−1
V (jk)a → V (ik)a(−q)⊗V (ik)(−q)−1 → V (ik−1)a⊗V (ik+1)a → 0.
Type B(1)n : For 1 ≤ i ≤ n− 2:
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0→ V ((i − 1)k)a⊗V ((i+ 1)k)a → V (ik)a(−q)⊗V (ik)a(−q)−1 → V (ik−1)a⊗V (ik+1)a → 0.
0→ V ((n − 2)k)a⊗V (n2k)(−1)ka → V ((n − 1)k)a(−q)⊗V ((n− 1)k)a(−q)−1
→ V ((n − 1)k−1)a⊗V ((n − 1)k+1)a → 0.
0→ V ((n − 1)k)(−1)kaq−1s ⊗V ((n− 1)
k)(−1)k+1aqs → V (n2k)a(−qs)⊗V (n2k)a(−qs)−1
→ V (n2k−1)a⊗V (n2k+1)a → 0.
0→ V ((n − 1)k+1)(−1)ka⊗V ((n− 1)k)(−1)k+1a → V (n2k+1)a(−qs)⊗V (n2k+1)a(−qs)−1
→ V (n2k)a⊗V (n2k+2)a → 0.
Type C(1)n : For 1 ≤ i ≤ n− 2
0→ V ((i − 1)k)a⊗V ((i+ 1)k)a → V (ik)a(−qs)⊗V (ik)a(−qs)−1 → V (ik−1)a⊗V (ik+1)a → 0.
0→ V ((n − 2)2k)a⊗V (nk)(−1)ka(qs)−1 ⊗V (nk)(−1)ka(qs) →
V ((n− 1)2k)a(−qs)−1 ⊗V ((n− 1)2k)a(−qs) → V ((n− 1)2k−1)a⊗V ((n − 1)2k+1)a → 0.
0→ V ((n − 2)2k+1)a⊗V (nk+1)(−1)ka⊗V (nk)(−1)ka →
V ((n − 1)2k+1)a(−qs)⊗V ((n− 1)2k+1)a(−qs)−1 → V ((n− 1)2k)a⊗V ((n − 1)2k+2)a → 0.
0→ V ((n − 1)2k)(−1)1+ka → V (nk)a(−q)⊗V (nk)a(−q)−1 → V (nk−1)a⊗V (nk+1)a → 0.
Type F
(1)
4 :
0→ V (2k)a → V (1k)a(−q)⊗V (1k)a(−q)−1 → V (1k−1)a⊗V (1k+1)a → 0.
0→ V (1k)a⊗V (32k)(−1)1+ka → V (2k)a(−q)⊗V (2k)a(−q)−1 → V (2k−1)a⊗V (2k+1)a → 0.
0→ V (2k)(−1)raq−1s ⊗V (2
k)(−1)raq1s ⊗V (42k)a
→ V (32k)a(−qs)⊗V (32k)a(−qs)−1 → V (32k−1)a⊗V (32k+1)a → 0.
0→ V (2k+1)(−1)ra⊗V (2k)(−1)k−1a⊗V (42k+1)a
→ V (32k+1)a(−qs)⊗V (32k+1)a(−qs)−1 → V (32k)a⊗V (32k+2)a → 0.
0→ V (3k)a → V (4k)a(−qs)⊗V (4k)a(−qs)−1 → V (4k−1)a⊗V (4k+1)a → 0.
Type G
(1)
2 :
0→ V (23k)a → V (1k)a(−q)⊗V (1k)a(−q)−1 → V (1k−1)a⊗V (1k+1)a → 0.
0→ V (1k)a(−qt)−2 ⊗V (1k)a⊗V (1k)a(−qt)2 →
V (23k)a(−qt)⊗V (23k)a(−qt)−1 → V (23k−1)a⊗V (23k+1)a → 0.
0→ V (1k+1)a⊗V (1k)a(−qt)−1 ⊗V (1k)a(−qt) →
V (23k+1)a(−qt)⊗V (23k+1)a(−qt)−1 → V (23k)a⊗V (23k+2)a → 0.
0→ V (1k+1)a(−qt)−1 ⊗V (1k+1)a(−qt)⊗V (1k)a →
V (23k+2)a(−qt)⊗V (23k+2)a(−qt)−1 → V (23k+1)a⊗V (23k+3)a → 0.
The T -system among the KR modules over twisted quantum affine algebras can be presented in
terms of V (ik)a′ as follows:
Type A
(2)
2 :
0→ V (1k)−a → V (1)a(−q)⊗V (1)a(−q)−1 → V (1k−1)a⊗V (1k+1)a → 0.
Type A
(2)
2n : For 1 ≤ i ≤ n− 1:
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0→ V ((i− 1)k)a⊗V ((i+ 1)k)a → V (ik)a(−q)⊗V (ik)a(−q)−1 → V (ik−1)a⊗V (ik+1)a → 0.
0→ V ((n− 1)k)a⊗V (nk)−a → V (nk)a(−q)⊗V (nk)a(−q)−1 → V (nk−1)a⊗V (nk+1)a → 0.
Type A
(2)
2n−1: For 1 ≤ i ≤ n− 1:
0→ V ((i− 1)k)a⊗V ((i+ 1)k)a → V (ik)a(−q)⊗V (ik)a(−q)−1 → V (ik−1)a⊗V (ik+1)a → 0.
0→ V ((n− 1)k)a⊗V ((n− 1)k)−a → V (nk)a(−q)⊗V (nk)a(−q)−1 → V (nk−1)a⊗V (nk+1)a → 0.
Type D
(2)
n+1: For 1 ≤ i ≤ n− 2: ι :=
√−1
0→ V ((i− 1)k)a⊗V ((i+ 1)k)a → V (ik)a(−q)⊗V (ik)a(−q)−1 → V (ik−1)a⊗V (ik+1)a → 0.
0→ V ((n− 2)k)a⊗V (nk)aι⊗V (nk)−aι
→ V ((n − 1)k)a(−q)⊗V ((n − 1)k)a(−q)−1 → V ((n− 1)k−1)a⊗V ((n − 1)k−1)a → 0.
0→ V ((n− 1)k)a → V (nk)a(−q)⊗V (nk)a(−q)−1 → V (nk−1)⊗V (nk+1)a → 0.
Type E
(2)
6 :
0→ V (2k)a → V (1k)a(−q)⊗V (1k)a(−q)−1 → V (1k−1)a⊗V (1k+1)a → 0.
0→ V (1k)a⊗V (3k)a → V (2k)a(−q)⊗V (2k)a(−q)−1 → V (2k−1)a⊗V (2k+1)a → 0.
0→ V (2k)aι⊗V (2k)−aι⊗V (4k)a → V (3k)a(−q)⊗V (3k)a(−q)−1 → V (3k−1)a⊗V (3k+1)a → 0.
0→ V (3k)a → V (4k)a(−q)⊗V (4k)a(−q)−1 → V (4k−1)a⊗V (4k+1)a → 0.
Type D
(3)
4 :
0→ V (2k)a → V (1k)a(−q)⊗V (1k)a(−q)−1 → V (1k−1)a⊗V (1k+1)a → 0.
0→ V (1k)a⊗V (1k)a⊗V (1k)a2 → V (2k)a(−q)⊗V (2k)a(−q)−1 → V (2k−1)a⊗V (2k+1)a → 0.
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