Introduction
One day long ago, I wrote Stirling's formula like this: log Γ(x) = x − 1 x log x − x + log(2π) 2 + ∞ n=1 B 2n 2n(2n − 1)x 2n−1 .
But my teacher gently told me that the series diverges for every x. What a disappointment! Leonhard Euler (the master of us all [10] ) wrote:
where the exponential integral function is defined by the principal-value integral Ei(x) := PV (Euler's surprisingly modern point of view is in [13] .) But later mathematicians sneered at this, saying that the series diverges wildly. There are even some positive x with Ei(x) < 0. So they asked: "How can a series with only positive terms have a negative sum?" To study a sequence a j , it is sometimes useful to consider the "generating function"
(The change of variables z = 1/x was made so that we can consider not z near zero but x near infinity, as we will do henceforth.) In fact, it is quite useful to consider such a series "formally" even if the series diverges [28] . The generating function for the sequence 2 j is of course
But who among you has not secretly substituted x = 1 to get
and wondered at it? To study asymptotic behavior of functions, G. H. Hardy promoted the class of "exp-log functions": all functions (near ∞) obtained starting with constants and x, then applying the field operations, exp, and log repeatedly in any order. Function xe x is a valid member of that class. Liouville had shown that its inverse function isn't. What cruel classification would admit a function but not its inverse?
Undergraduate courses in ordinary differential equations tell us how to solve a linear differential equation with analytic coefficients in terms of power series-at least at ordinary points, and at regular singular points. But power series solutions do not work at irregular singular points. Is it hopeless to understand solutions near these points?
Solving linear homogeneous differential equations with constant coefficients can be approached by factoring of operators. Take, for example, 3Y − 5Y − 2Y = 3x. Writing ∂ for the derivative operator, this can be written 
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Well, brothers and sisters, I am here today to tell you: If you love these formulas, you need no longer hide in the shadows! The answer to all of these woes is here.
Transseries.
The differential field of transseries was discovered 1 independently in various parts of mathematics: asymptotic analysis, model theory, computer algebra, surreal numbers. Some feel it was surprisingly recent for something so natural. I am not tracing the history here (see, for example, [22] for that). Roots of the subject go back toÉcalle [12] working in asymptotic analysis, Dahn and Göring [8] , [9] working in model theory, Geddes & Gonnet [15] working in computer algebra, Kruskal working in surreal numbers (unpublished: see the Epilog in the Second Edition of On Numbers and Games [3] ). They arrived at eerily similar mathematical structures, although they did not have all the same features. It isÉcalle who recognized the power of these objects, coined the term, developed them systematically and in their own right, found "the" way to associate functions to them.
We hope this paper will show that knowledge of model theory or asymptotic analysis or computer algebra or surreal numbers is not required in order to understand this new, beautiful, complex object.
In this paper, we consider only series used for x → ∞. Limits at other locations, and from other directions, are related to this by a change of variable. For example, to consider z → 1 from the left, write z = 1 − 1/x or x = 1/(1 − z).
What Is a Transseries?
There is an ordered group G of transmonomials and a differential field T of transseries. But G and T are each defined in terms of the other, in the way logicians like to do. There is even some spiffy notation (taken from [22] 
(a) A log-free transmonomial has the form x b e L , where b is real and L is a purely large log-free transseries; "x" and "e" are just symbols. Examples:
The group operation "multiplication" is defined by x b1 e L1 ·x b2 e L2 = x b1+b2 e L1+L2 , with identity x 0 e 0 = 1. The ordering (read "far larger than", sometimes written instead) is defined for G lexicographically:
(b) A log-free transseries is a (possibly infinite) formal sum T = j c j g j , where the coefficients c j are real and the g j are log-free transmonomials. "Formal" means that we want to contemplate the sum as-is, not try to assign a "value" to it. The sum could even be transfinite (indexed by an ordinal), but for each term c j g j , the monomial g j is far smaller than all previous terms. Example:
Transseries are added termwise (even series of transseries, but each monomial should occur only a finite number of times, so we can collect them). Transseries are multiplied in the way suggested by the notation-"multiply it out"-but again we have to make sure that each monomial occurs in the product only a finite number of times. The transseries c j g j is purely large iff g j 1 for all terms c j g j . A nonzero transseries T = c j g j has a dominant term c 0 g 0 with g 0 g j for all other terms c j g j . If c 0 > 0 we say T > 0. An ordering > is then defined by: S > T iff S − T > 0.
(c) Differentiation is defined as in elementary calculus:
Write log m x for log log · · · log x with m logs, where m is a nonnegative integer. A general transseries is obtained by substitution of some log m x for x in a logfree transseries. Example:
A general transmonomial is obtained similarly from a log-free transmonomial.
There are a few additional features in the development, as we will see. But for now let's proceed to some examples. Computations with transseries can seem natural in many cases, even without the technical definitions. And-as with generating functions-even if they do not converge. Example 2.1. Let us multiply
Example 2.2. Both transseries
are divergent. For the product: the combinatorial identity
Example 2.3. Now consider
When ST is multiplied out, each monomial x −k e −jx occurs only once, so our result is a transseries with order type ω 2 .
(For an explanation of order type, see [19, p. 27] , [26, p. 127] , or [27] .) Example 2.4. Every nonzero transseries has a multiplicative inverse. What is the inverse of e x + x? Use the Taylor series for 1/(1 + z) like this:
Example 2.5. The hyperbolic sine is a two-term transseries, sinh x = (1/2)e x − (1/2)e −x . Let's compute its logarithm. Use the Taylor series for log(1 − z).
j .
Wasn't that easy? Example 2.6. How about the inverse of
We can compute as many terms as we want, with enough effort. First,
Searching the On-Line Encyclopedia of Integer Sequences [25] shows that these coefficients are sequence A003319. Example 2.7. Function xe x has compositional inverse known as the Lambert W function. So W (x)e W (x) = x. The transseries for W (x) is: log x − log log x + log log x log x + (log log x)
log log x (log x) 3 + (log log x) 4 4(log x) 4 − 11(log log x) 3 6(log x) 4 + 3(log log x)
2
(log x) 4 + · · ·
We will see below (Problem ??) how to compute this. But for now, let's see how to compute e W (x) . The two terms log x and log log x are large, the rest is small. If W (x) = log x − log log x + s, then e W (x) = e log x e − log log x e s = x log x Then put in s = log log x/ log x + · · · , as many terms as needed, to get e W (x) = x log x + x log log x (log x) 2 + x(log log x)
(log x) 3 − x log log x (log x) 3 + · · · .
This is e W (x) . Now we can multiply this by the original W :
where the missing terms are of order higher than computed. In fact, the claim is that all higher terms cancel.
This has been the first 5 pages of an expository account. More will be available.
