Confidence intervals (CIs) are widely used in reporting statistical analyses of research data, and are usually considered to be more informative than P values from significance tests.
1 2 Some published articles, however, report estimated effects and P values, but do not give CIs (a practice BMJ now strongly discourages). Here we show how to obtain the confidence interval when only the observed effect and the P value were reported.
The method is outlined in the box below in which we have distinguished two cases.
(a) Calculating the confidence interval for a difference
We consider first the analysis comparing two proportions or two means, such as in a randomised trial with a binary outcome or a measurement such as blood pressure.
For example, the abstract of a report of a randomised trial included the statement that "more patients in the zinc group than in the control group recovered by two days (49% v 32%, P=0.032)." 5 The difference in proportions was Est = 17 percentage points, but what is the 95% confidence interval (CI)?
Following the steps in the box we calculate the CI as follows: 
(b) Calculating the confidence interval for a ratio (log transformation needed)
The calculation is trickier for ratio measures, such as risk ratio, odds ratio, and hazard ratio. We need to log transform the estimate and then reverse the procedure, as described in a previous Statistics Note. 6 For example, the abstract of a report of a cohort study includes the statement that "In those with a [diastolic blood pressure] reading of 95-99 mm Hg the relative risk was 0.30 (P=0.034)." 
Limitations of the method
The methods described can be applied in a wide range of settings, including the results from meta-analysis and regression analyses. The main context where they are not correct is in small samples where the outcome is continuous and the analysis has been done by a t test or analysis of variance, or the outcome is dichotomous and an exact method has been used for the confidence interval. However, even here the methods will be approximately correct in larger studies with, say, 60 patients or more.
P values presented as inequalities
Sometimes P values are very small and so are presented as P<0.0001 or something similar. The above method can be applied for small P values, setting P equal to the value it is less than, but the z statistic will be too small, hence the standard error will be too large and the resulting CI will be too wide. This is not a problem so long as we remember that the estimate is better than the interval suggests.
When we are told that P>0.05 or the difference is not significant, things are more difficult. If we apply the method described here, using P=0.05, the confidence interval will be too narrow. We must remember that the estimate is even poorer than the confidence interval calculated would suggest.
Steps to obtain the confidence interval (CI) for an estimate of effect from the P value and the estimate (Est) 
(b) CI for a ratio
For a ratio measure, such as a risk ratio, the above formulas should be used with the estimate Est on the log scale (eg, the log risk ratio).
Step 3 gives a CI on the log scale; to derive the CI on the natural scale we need to exponentiate (antilog) Est and its CI. 4 
Notes
All P values are two sided. All logarithms are natural (ie, to base e). 4 For a 90% CI, we replace 1.96 by 1.65; for a 99% CI we use 2.57.
