Abstract. In this paper we shall be concerned with H α summability, for 0 < α ≤ 2 of the Fourier series of arbitrary L 1 ([−π, π] ) functions. The method to be employed is a refinement of the real variable method introduced by Marcinkiewicz in [8] .
Introduction
Let f be a function in L 1 ([−π, π]), denote by S n ( f , ·) the partial sum of order n of the Fourier series of f , (1.1)
We say that f is H 2 summable at x if there exists a number s such that,
This can be extended easily to α > 0; i.e. we say that its Fourier series is H α summable to some f (x) or that it is a strongly α-summable to sum f (x), if
acquires a special meaning.
In this paper we shall be concerned with H α summability, for 0 < α ≤ 2 of Fourier series for arbitrary L 1 ([−π, π]) functions. The methods used here are a refinement of the real variable method by Marcinkieicz in [8] , and could be applied also to the case α > 2. Nevertheless this requires a modification of the Marcinkiewicz function and a change of kernel function (to bee defined later).
Preliminaries
Consider the following maximal operator
where, as before, S k ( f , ·) stands for the k−th partial sum of the Fourier series of f ∈ L 1 ([−π, π]) and 0 < α ≤ 2. 
is a closed set, and the set
is an open set.
The class A 1 of weights is defined using the non-centered Hardy-Littlewood function, f * ,we say ω ∈ A 1 if the inequality
A well known result gives a characterization of the weights in the case (−∞, ∞), see Stein [11] ; a positive weight w ≥ 0 belongs to the class A 1 if and only if
In order to prove the problem of H 2 summability for L 1 functions Marcinkiewicz proved that σ * 2 is finite a.e. and he refined that to H 2 summability. Moreover, it can be proved, see Stein [9] ,
C depends only on ω.
In order to tackle that problem Marcinkiewicz introduced the so called Marcinkiewicz function. If F is a perfect set and G = F c its complement, if d(x, F) = inf z∈F |x − z|, denotes the distance from x to F; then he defined, (2.6) F
which is finite a.e. for x ∈ F.
The function F (x) has important implications in the L 1 theory of singular integrals. In particular, in 1966, L. Carleson in his famous L 2 theorem uses a variation of this function, Carleson function is denoted as ∆ in his article. Also Zygmund shows the realtion between ∆(x) and F (x), see [13] .
By Kolmogorov's counterexample in 1926, we know that there exists a function f ∈ L 1 ([−π, π]) such that S n ( f , ·) diverges a.e., thus the maximal function,
can not be weak type (1, 1), see Zygmund [14] , Vol II. Now, consider firstly functions supported on an interval of length π/8 , centered at the origin. For those functions the maximal function σ * α f satisfies the inequality
, where C is a constant depending on π only. The above inequality is consequence of
and the estimate
see A. Zygmund [14] , Vol I pages 50-51. In what follows we shall introduce a majorization of the kernel used by Marcinkiewicz in [8] .
Returning to the case of a general function f , such such a function can be decomposed into a sum of pieces, each supported on an interval of length π/8. By a shift each one of the pieces is moved to the origin, thus each piece can be studied as if it were supported on an interval of length π/8 centered at the origin.
The method to be employed in this paper is a refinement of the real variable method introduced by Marcinkiewicz in [8] .
Main results
The main results obtained in this paper are the following,
where C α is a constant that depends only on the α (but not on f ). Morevoer, if ω is an A 1 -weight, then
is a constant that depends only on the weight (but not on f ).
As a particular case, if ω(x) ≡ 1 we have the Lebesgue's measure case.
The following result was given by J. 
For the proof see [8] . We will give an alternative proof of this result. 
C can be chosen to be bigger or equal to 1/2.
For each fixed k we do the following:
• We decompose J k into three subintervals J k,1 , J k,2 , J k,3 having equal length, thus 
The intervals, J k,1,2 and J k,3,1 will be part of the new refinement I j .
• As before, the remaining side open intervals J k,1,1 and J k,3,2 are broken up into two subintervals of the same length, the one that is adjacent to the interval J k,1,2 , is taken such that is closed on the left and open on the right and the one that is adjacent to the interval J k,3,1 is open on the left and closed to the right and they will be part of the new refinement I j .
• Iterating this argument over and over again and doing the same process for each J k of the original decomposition of G we obtain a sequence of intervals
It is important to note that if I j and I j ′ are not adjacent, i.e.Ī j ∩Ī j ′ = ∅, then there will be among them at least one subinterval satisfying the construction conditions, and therefore they satisfy 
Regardless of I j , the I j we have defined has points from the complement of G, and therefore its integral is less or equal than 2λ. In other words,
given that I j contains at least one point from
Suppose now that we have a Poisson kernel and a function f such that f ≥ 0, supp( f ) ⊂ J k and f is bad, by which we mean that f is infinite in a dense subset (i.e., for all n there exists E n ⊂ J k such that | f | > n). Even though f is bad, we know that for some k o
Proof. We will prove (3.2). Take 
Then it is not difficult to see that if x ∈ F = G c , then (3.6) is finite and
where the last inequality follows from the construction of the covering and the first reflects the fact that |I k |
In other words, the Marcinkiewicz function F is (1, 1)-weak. 
Therefore using Chebyshev's inequality
Theorem 3.2 (surprising result)
.
We shall see that
We shall show next that
Consider J k = (1 + ε)J k , a dilation by a factor of 1 + ε from the center of I k , therefore
We observe that when x is outside the intervals I k , that is whenever x ∈ F, the integral 
Summing up over k we obtain
Now we shift our attention on a more pure version. If
we have
where we have used that (x − y) 2 
We plan to discuss the following chain of inequalities 
If 1 < p < 2, then using the Hausdorff-Young inequality we have 
By the Hausdorff-Young inequality which bounds the L p norm the Fourier coefficients for 1 < p < 2 and 2
Now, since we have the equivalence 1 − re is ∼ (1 − r) 2 + s 2 1/2 in the sense it is bounded by (3.19) multiplied by a constant
Using a Whitney type decomposition with f = ∑ ∞ k=0 f k we can rewrite the previous equation as
where 1 − r = ε and where for now we shall work with a single k to bound f k and then we shall consider all k
We consider the different possible cases separately: Case a: We start with case when the j are not adjacent to I k . .
For −π + ε < (x + y) < π − ε and −π + ε < (x − y) < π − ε we get, 2 ] .
We will assume f = 0 if |x| > π/2 − ε/2. and we will estimate (1 − r)
