Abstract. We consider densely defined sectorial operators A ± that can be written in the form A ± = ±iS+V with D(A ± ) = D(S) = D(V ), where both S and V ≥ ε > 0 are assumed to be symmetric. We develop an analog to the Birmin-Kreȋn-Vishik-Grubb (BKVG) theory of selfadjoint extensions of a given strictly positive symmetric operator, where we will construct all maximally accretive extensions A D of A + with the property that A + ⊂ A D ⊂ A * − . Here, D is an auxiliary operator from ker(A * − ) to ker(A * + ) that parametrizes the different extensions A D . After this, we will give a criterion for when the quadratic form ψ → Re ψ, A D ψ is closable and show that the selfadjoint operator V that corresponds to the closure is an extension of V . We will show how V depends on D, which -using the classical BKVG-theory of selfadjoint extensionswill allow us to define a partial order on the real parts of A D depending on D. Applications to second order ordinary differential operators are discussed.
Introduction
In this paper, we want to study accretive extensions of sectorial operators A ± of the form A ± = ±iS + V , where S and V ≥ ε > 0 1.1 are both assumed to be symmetric but neither of them needs to be (essentially) selfadjoint.
1.1. The Birman-Kreȋn-Vishik-Grubb theory of selfadjoint extensions. The study of abstract extension problems for operators on Hilbert spaces goes at least back to von Neumann [34, Chapters V-VIII], whose well-known von Neumann formulae provide a full characterization of all selfadjoint extensions of a given closed symmetric operator V with equal defect indices (for a presentation in a more modern terminology, see e.g. [1, Vol. II, Sect. 80] or [37, Satz 10.9] ). In the same paper, von Neumann also discussed semibounded symmetric operators V with lower bound C > −∞, for which he managed to prove that for any ε > 0, it is possible to construct a selfadjoint extension V ε of V such that V ε is bounded from below by (C − ε) ( [34, Satz 43] ). In particular, if C > 0, this proves the existence of positive selfadjoint extensions of symmetric operators with positive semibound. The proof of this result relies on the construction of a non-negative selfadjoint extension V K of a given positive symmetric operator V , which is commonly known as the Kreȋn-von Neumann extension of V (cf. [34, Satz 42] ). In a footnote to the statement of [34, Satz 43] , he also conjectured the existence of a selfadjoint extension with the same lower bound as the initial symmetric operator.
This conjecture was answered in the affirmative by Friedrichs in [21] , who constructed what is nowadays known as the Friedrichs extension. Its construction exploits the fact that the quadratic form induced by a semibounded symmetric operator V is always closable with its closure being the quadratic form associated to a selfadjoint extension V F that has the same lower bound as V .
In [26] , Kreȋn treated the problem of determining all non-negative selfadjoint extensions of a non-negative closed symmetric operator V by considering the fractional linear transformation F := (V − ½)(V + ½) −1 on ran(V + ½), whose compression (P ran(V +½) F ) to ran(V + ½) is selfadjoint (P ran(V +½) denotes the orthogonal projection onto ran(V + ½)). Moreover, if V is non-negative, we have that F is a contraction ( F ϕ ≤ ϕ for all ϕ ∈ D(F ), resp. (V − ½)f ≤ (V + ½)f for all f ∈ D(V )). He showed that the problem of finding all non-negative selfadjoint extensions of V is equivalent to finding all selfadjoint contractive extensions F ′ of F that are defined on the entire Hilbert space H. Furthermore, he proved that there exist two special 1.1 Here, for a symmetric operator V , the notation V ≥ ε means that V is bounded from below with lower bound ε, i.e. for any ψ ∈ D(V ), we have that
extensions of V , the above mentioned Kreȋn-von Neumann extension V K and the Friedrichs extension V F . They are extremal in the sense that any other non-negative selfadjoint extension V satisfies
which is equivalent to (1.1)
in the quadratic form sense. Recall that for two non-negative selfadjoint operators A and B on a Hilbert space H, the relation A ≤ B is defined as for all f ∈ D(B 1/2 ).
1.2
The further investigations of Vishik and Birman [36, 14] resulted in the following characterization of all non-negative selfadjoint extensions of a positive closed symmetric operator V , which we present mainly following the notation and presentation of [2] : Proposition 1.1. Let V ≥ ε > 0 be a closed symmetric operator. Then, there is a one-to-one correspondence between all non-negative selfadjoint extensions of V and all pairs (M, B), where M ⊂ ker(V * ) is a closed subspace and B is a non-negative selfadjoint auxiliary operator in M (in particular, D(B) = M). These non-negative selfadjoint extensions are given by
While these approaches predominantly relied on operator methods, the presentation of Alonso and Simon in [2] emphasizes form methods. They obtain the following description of the quadratic form induced by the operators V M,B : . In particular, this implies (1.1), where V F = V {0},0 and V K = V ker(V * ),0 , where -by abuse of notation -0 denotes the zero operator on the trivial space {0} for V F as well as on ker(V * ) for V K . These results have also been obtained and extended by Grubb in [22, Chapter II §2] , who was able to characterize (maximally) sectorial and (maximally) accretive extensions V of V such that V ⊂ V ⊂ V * by allowing the auxiliary operator B to be (maximally) sectorial and (maximally) accretive (cf. also the addendum acknowledging Grubb's contributions to the field [3] ).
Sectorial operators.
Numerous authors have contributed towards the theory of accretive extensions of given sectorial operators (these terms will be defined in Definitions 2.1 and 2.3). For a broader overview, which lies beyond the scope of this paper, we point the interested reader to the surveys [8, 13] and all the references therein. However, let us mention the results of Arlinskiȋ, Derkach, Hassi, Kovalev, Malamud, Mogilevskii, Popov, de Snoo and Tsekanovskiȋ [4, 9, 10, 11, 12, 15, 24, 29, 30, 31, 32, 33] who have made many contributions using form methods and boundary triples as well as dual pairs of contractions in order to determine maximally sectorial and maximally accretive extensions of a given sectorial operator.
In particular, so called Vishik-Birman-Grubb type formulas [8, Sec. 3.8] that are a generalization of (1.2) to the sectorial setting have been obtained by Arlinskiȋ in [6, 7] . (See also Theorems 3.21, 3.22 and 3.23 in [8] .) Arlinskiȋ's Vishik-Birman-Grubb type formulas are more general than our Vishik-Birman-Grubb type 1.2 As done in [2] , we extend this definition to the case that B is selfadjoint on a closed subspace K ⊂ H. For example, let K be a closed proper subspace of H and define 0 K and 0 H to be, respectively, the zero operators on K and H. According to this definition, we then would get that 0 H ≤ 0 K . In [2] , the convention B := ∞ on D(B) ⊥ is introduced to make this more apparent.
formula which we present in Theorem 3.3 inasmuch as our assumptions are a special case of those made by Arlinskiȋ. However, we have chosen a different way of presenting our results, which resembles more to Proposition 1.1. Moreover, this allows us to build up towards our new results given in Sections 4 and 5.
1.3. Our results. In this paper, we want to consider sectorial operators A ± that can be written in the form
, where S and V ≥ ε > 0 are assumed to be symmetric. To this end, we will introduce a slightly more general notion of sectoriality than can be usually found in the literature (cf. for example [25, Chap. V, §3] ). In particular, for an accretive operator to be sectorial, we will only require that its numerical range be contained in some sector of the right half-plane with opening angle strictly less than π, while one usually has the additional condition that this sector be strictly contained inside the right half-plane, i.e. it may not contain any purely imaginary number. We will proceed as follows: In Section 2, we will give a few definitions and review some previous results. We will also discuss the Friedrichs extension A F of a given sectorial operator A + = iS + V and show some useful properties (Section 2. Even though the results discussed in this section are a special case of results previously obtained in [19] , they are presented in a way that directly shows how they generalize the traditional BKVG-theory for the non-negative symmetric case and that allows us to obtain the results in the following sections.
In Section 4 we then investigate the question whether the quadratic form re D,0 , which is associated to the real part of A N,D and is given by
is closable (Theorem 4.2). If yes, we construct its closure re D (Lemma 5.2 and Theorem 5.3). We will also see that re D,0 can only fail to be closable in the extremal case
where N (A + ) denotes the numerical range of the operator A + (Example 4.4). We then show in Section 5 that the selfadjoint operator V D associated to re D is an extension of V (Lemma 5.1), which implies by the classical BKVG theory (Proposition 1.1) of selfadjoint extensions that there exists a selfadjoint operator B defined on a subspace M of ker V * such that V D = V M,B . We will also show how M and B can be constructed from N and D and how this can be used to define an order on the real parts of different extensions A N1,D1 and A N2,D2 of A. In particular, we will obtain a generalization of Proposition 1.1, which we will recover for the case that S = 0, i.e. if A ± = V .
Definitions and previous results
2.1. Definitions. Let us start with a few basic definitions: 2.1.1. Accretive and sectorial operators. for any ψ ∈ D(A). Moreover, if A is accretive and has no non-trivial accretive operator extension then it is called maximally accretive.
Remark 2.2. Note that we have defined the inner product ·, · to be antilinear in the first and linear in the second component, i.e. for any f, g ∈ H and any λ ∈ C we get f, λg = λ f, g = λf, g . Definition 2.3. Let A be accretive. We say that A is sectorial if there exists a ϕ ∈ (0, 2π) such that (e iϕ A) is accretive as well. Moreover, if A is sectorial and maximally accretive then it is called maximally sectorial.
Remark 2.4. Again, we emphasize that in the literature (e. g. in [25, Chap. V, §3]), an accretive operator A is usually called sectorial if there exists an ε ∈ (0, 2π) such that (e iε A) and (e −iε A) are both still accretive. Our slightly more general definition will however allow us to consider interesting examples where the quadratic form induced by the real part of a maximally sectorial extension is not closable (Example 4.4), which would otherwise not be possible (cf. Remark 4.5).
Example 2.5. Let H = L 2 (0, 1) and for γ > 0, define the operators C ± as follows:
. It can be immediately seen that C ± are both accretive and sectorial in the sense of Definition 2.3, since
. Moreover, it can be shown that the operators C ± are not sectorial in the sense of [25, Chap. V, §3]. To this end, let 0 < ε < π and consider e ±iε C ± . For any f ∈ C ∞ c (0, 1) we then get
Now, choose a sequence of normalized compactly supported smooth functions Finally, let us introduce some useful terminology for sectorial operators of the form A ± = ±iS + V , where S and V ≥ ε are symmetric: Definition 2.6. Let S and V ≥ ε be symmetric such that D(S) = D(V ) and such that the operators A ± := ±iS + V are sectorial. We then call V the real part of A ± and (±S) the imaginary part of A ± .
2.1.2.
Proper extensions of dual pairs. Since we will construct extensions A of A + with the property that A + ⊂ A ⊂ A * − , let us introduce the notion of dual pairs (cf. [17, 27] for details): Definition 2.7. Let (A, A) be a pair of densely defined and closable operators. We say that they form a dual pair if
In this case, A is called a formal adjoint of A and vice versa. Moreover, an operator A such that A ⊂ A ⊂ A Remark 2.9. Let A be an accretive and thus closable operator with closure A. In addition, let B be a closed accretive extension of A, which means that A ⊂ B. Thus, when considering the problem of finding closed accretive extensions of A, it is sufficient to restrict the search to closed extensions of A, which we will do from now on. 
where f ′′ (x) denotes the second weak derivative of f , while the minimal operator A + is the restriction of A * − to H 
Given a dual pair of minimal operators (A, A), the following result provides a useful description for the domains of the maximal operators A * and A * : . Then there exists a proper extension A of (A, A) such that λ ∈ ρ( A) and D( A * ) can be expressed as
Likewise, we get the following description for D(A * ):
The following proposition ensures the existence of at least one proper maximally accretive extension of any dual pair of accretive operators: 
Proof. In [20, Lemma 3.3] , it was shown that (A + , A − ) is -up to a suitable multiplication by ±i -a dual pair satisfying the assumptions of [19, Thm. 4.7] from which the proposition immediately follows.
2.1
Recall that the field of regularity of an operator C is given by
Finally, we will also need to make use of the following result which -again up to a suitable multiplication by ±i -can be found in [19, Lemma 5 .1].
Lemma 2.16. Let (A + , A − ) be a dual pair satisfying the assumptions of Proposition 2.15 and let A +,V be a proper accretive extension. We then get that
for any f ∈ D(A + ) and any v ∈ V, where q(·) is the quadratic form defined in (2.3).
2.3. The Friedrichs extension of a sectorial operator. The Friedrichs extension of a sectorial operator will play an important role for the following results. Since it is mainly a form construction, let us recall a few important definitions. We begin with the definition of a closable quadratic form: 
For a sectorial operator A, we can define its Friedrichs extension A F . In the literature (e.g. in [25] ), this is usually done for sectorial operators with angle η, i.e. for operators which have numerical range contained in the set {z ∈ C : −η ≤ arg(z) ≤ η} for some 0 ≤ η < π 2 , but we will give a proof for our more general notion of sectorial operators: Proposition 2.19. Let T be sectorial and let s T be the quadratic form induced by T , i.e.
Then, s T is closable, where we denote its closure by
with the norm · T being given by
where e iϕ is any complex phase such that e i(ϕ±ε) T is still accretive for a sufficiently small ε > 0. The form domain Q(T ) does not depend on the specific choice of ϕ. The Friedrichs extension of T -denoted by T F -is the operator associated to s TF , i.e. it is given by
Here, s TF (·, ·) denotes the sesquilinear form associated to s TF that can be obtained by polarization.
The operator T F is maximally sectorial and the closures of the numerical ranges of T and T F coincide. Moreover, we have the following description of T *
Proof. For the construction of the maximally sectorial Friedrichs extension, we refer to [25, VI, Theorem 1.27, Theorem 2.1, Corollary 2.4 and VI, §2.3]. There is only a slight subtlety for the extremal case (1.4), in which case one has to choose a nonzero ϕ in (2.5). It is not hard to see that Q(T ) does not depend on the specific choice of ϕ as long as e i(ϕ±ε) T is still accretive for a sufficiently small ε > 0, since the norms ψ → ψ 2 + Re ψ, e iϕ1 T ψ and ψ → ψ 2 + Re ψ, e iϕ2 T ψ are equivalent for any such ϕ 1 and ϕ 2 . The assertion about the closures of the numerical ranges of T and T F coinciding follows from [25, VI, Theorem Proof. Firstly, observe that if in the extremal case (1.4), we can always consider sectorial dual pairs of the form (e iϕ A + , e −iϕ A − ), where ϕ is chosen such that we are not in the extremal case (1.4). If we show that
It is thus sufficient to only consider the non-extremal case. This means that for the norms induced by A ± as in Equation (2.5), we can always make the choice ϕ = 0, i.e.
These two norms are easily shown to be equal for any
Now, let s A± denote the quadratic quadratic forms given by:
and let s A± (·, ·) denote the associated sesquilinear form, which is obtained from polarization. Moreover, let s A±,F denote the respective closures of the quadratic forms s A± . Now, Equation (2.7) implies that the form domains as described in Proposition 2.19 are equal, since
where the last equality follows from [25, VI, Thm. 2.5] . This implies that A +,F = (A −,F ) * . Now, since A ± ⊂ A ±,F , this immediately yields
showing that A +,F is a proper extension of (A + , A − ) and thus finishing the proof.
Remark 2.21. We like to point out that for a generic dual pair (A, A) of sectorial operators, it is not necessarily true that A * F = A F . For instance, let H = L 2 (0, 1) and consider the two symmetric operators S and S given by
and let V ≥ 0 be an arbitrary non-negative bounded operator. Defining A := S + iV and A = S − iV , it is not hard to see that (A, A) is a dual pair. However, since S F is the Laplacian on (0, 1) with Dirichlet boundary conditions at both endpoints of the interval while S F is the Laplacian with a Dirichlet condition at 0 and a Neumann condition at 1, this implies that S F = S F and consequently A * F = A F . Now, let us combine the results of Theorem 2.20 and Proposition 2.13 in order to find a convenient description of D(A Corollary 2.22. Let A ± = ±iS + V , where S and V ≥ ε > 0 are both symmetric and such that A ± are sectorial. Moreover, assume that their domains satisfy
Proof. Since V ≥ ε > 0, it follows that 0 ∈ ρ(A + ) ∩ ρ(A − ), which by Proposition 2.13 implies that there exists a proper extension A of (A + , A − ) with 0 ∈ ρ( A) such that
. On the other hand, V ≥ ε > 0 also implies that 0 ∈ ρ(A +,F ), from which we get:
where ran(A + ) = ran(A + ) follows from the fact that 0 ∈ ρ(A + ). From Theorem 2.20, we now get that A +,F is a proper extension of (A + , A − ), which implies in particular that
Moreover, since it trivially holds that ker(A * − ) ⊂ D(A * − ), we get the " ⊃ " inclusion in (2.8). Let us now show the " ⊂ " inclusion in (2.8). To this end, let k + ∈ ker(A * + ) be arbitrary and consider
, which shows the corollary. 
Using Hardy's inequality, it can be shown that the numerical range of A + is contained in a sector that lies strictly within the right half-plane of C, which means that we are not in the extremal case (1.4). We therefore can use the norm induced by the real part of A ± in order to construct Q(A ± ). Thus, for any f ∈ C ∞ c (0, 1), we get f
i.e. the first Sobolev norm. Moreover, the form domains are given by
. Depending on γ, we then have the following two situations:
In this case, we get
In this case, it can be shown that
Hence, using Equation (2.6) from Theorem 2.19 and the equality A +,F = (A −,F ) * , which was shown in Theorem 2.20, we find that the domain of A +,F is given by
• 0 < γ < √ 3: In this case, we get
It can be shown that
Hence, using Equation (2.6) from Theorem 2.19 and the equality A +,F = (A −,F ) * , which was shown in Theorem 2.20, we find that the domain of A +,F is given by 
Moreover, this is equivalent to saying that the quadratic form q as defined by
Proof. Take any v ∈ D(A +,F ). This means that there exists a sequence
and thus in particular
We therefore get
F ) and moreover that
Since V ≥ ε > 0, the equality
F ) follows from (1.3).
Proper maximally accretive extensions
In the following, we are going to develop an analog of the Birman-Kreȋn-Vishik theory of selfadjoint extensions, where we want to define a partial order on the real parts of the different extensions of a dual pair of sectorial operators A ± = ±iS + V . It turns out that the proper maximally dissipative extensions of (A + , A − ) can be parametrized by auxiliary operators D that map from a subspace of ker A *
We will denote these extensions by A D . The results in this section can be viewed as a special case of the results in [19] , where the more general case of maximally accretive proper extensions of a given dual pair of accretive operators was considered. However, there are two additions we are able to make to the previously obtained results:
Firstly, Theorem 3.3 contains a necessary and sufficient condition for A D to be maximally dissipative even
Secondly, the way we present our results in this section will allow us to present our results in a way that immediately shows how Proposition 1.1 generalizes to the case we are considering in this paper.
In particular, in Sections 4 and 5 we will show that -provided it is closable -the closure of the quadratic form f → Re f, A D f corresponds to a non-negative selfadjoint extension of the real part V . This enables us to apply the results of Birman-Kreȋn-Vishik in order to define an order between the real parts of the extensions A D .
In order to present our result in a way similar to Proposition 1.1, we introduce the following modified sesquilinear form. Then all proper accretive extensions of (A + , A − ) can be described by all pairs of the form (D, N), where
is a linear subspace.
The corresponding accretive extensions are described by 
where we have used that by Theorem 2.24,
Now, assume
Hence, we get that
for all k ∈ D(D) and all k ∈ N. This means that Condition (3.4) being satisfied is sufficient for A D,N to be accretive. Let us now show that it is also necessary. Thus, assume that Condition (3.4) is not satisfied. If
2) cannot be satisfied in this case as we can choose k = 0. Moreover, if there exists a k ∈ N and a k ∈ D(D) such that [ k, k] = 0, this means that we can replace k → λk, where λ ∈ C is suitably chosen such that 
For the other direction, let us assume that A D,N is not maximally accretive. It is clear that the operator A D, N , where N = ker A * ∩D(D) [⊥] , is an accretive extension of A D,N and from now on, we will therefore only consider this case. By Proposition 2.14, we know that there exists a proper maximally accretive extension A of the dual pair (A D, N , A − ) and thus a subspace V ⊂ A 
Let us now show that this implies that
To begin with, assume that N ⊂ N ′ , i.e. that there exists a k ∈ N such that k / ∈ N ′ . By (3.5), this means that there exists a 0 = k
which is equivalent to A −1
However, note that the left hand side of this equation is an element of A 
being equivalent to
from which again by a reasoning similar to above, we infer that k ′ − k = 0. This however implies that A 
, from which it immediately follows that (ker(A *
, which shows that D was not maximal in the sense as stated in the theorem.
Let us make a few remarks at this point: [⊥] ), we can write [⊥] ).
i.e. if we have an auxiliary operator
Remark 3.6. Observe that this theorem reduces to the result of Proposition 1.1 in the case of (maximally) accretive extensions of a dual pair of strictly positive symmetric operators A ± = V , since is given by H 1 (0, 1) and since ker V * = span{1, x}, we get for any f ∈ H 1 (0, 1):
Define the numbers ω ± := 1± √ 1+4iγ 2
. We now have to distinguish between the two cases γ ≥ √ 3 and 0 < γ < √ 3 as the dimension of ker(A * ± ) is different in either case:
• For γ ≥ √ 3: ker A * − = span{x ω+ } and ker A * 
where we have defined
From another calculation, we get
Thus, all proper maximally accretive extensions of (A + , A − ) that are different from A +,F are given by
, where d ∈ C has to lie in the half-plane of the complex plane given by 
To this end, let us determine (D(D)
[⊥] ∩ ker(A *
, which means that we have to find the solution space of
which is given by span{A +,F χ}, where
and thus
Next, let us argue that it is also sufficient to only consider maps D of the form (3.6). This follows from what has been said in Remark 3.4. To see this, assume that the map D is of the form
which means that there exists another number ν ∈ C such that (3.11) (A −1
Thus, the operator D ′ given by
maps span{x ω+ } into span{x ω+ }, which follows from (3.11) and the fact that A
Hence, for any 0 < γ < √ 3, it also suffices to consider only auxiliary operators of the form (3.6). Moreover, since the calculations in (3.7) and (3.8) do not change for 0 < γ < √ 3, we get the following description of the proper accretive extensions of (A + , A − ) that are different to A +,F :
, where d ∈ C has to again satisfy Condition (3.10).
Closability of the quadratic form induced by the real part
Next, we want to investigate what can be said about the quadratic form associated to the real part of a maximally accretive extension of a dual pair (A + , A − ) satisfying the assumptions of Theorem 3.3. We start by defining this quadratic form. 
Moreover, if re D,0 is closable let us denote its closure by re D . Recall that re D is given by:
where · re D denotes the norm induced by re D,0 :
Moreover, let us denote the non-negative selfadjoint operator associated to re D by V D .
By [25, Thm. VI, 1.27] each non-negative selfadjoint operator V induces a closable quadratic form. However, it is not always the case that the form re D,0 is closable. Let us now give a necessary and sufficient condition for re D,0 to be closable. For technical reasons that will become evident during the proof, we have to restrict ourselves to the case dim(D) < ∞. 
This means in particular that the sequence g n := f n + A −1
is Cauchy with respect to · re D :
However, by Lemma 2.16 we have that
where q(·, ·) denotes the sesquilinear form associated to q. This implies that q(A
, since otherwise, we could choose a suitable λ ∈ C such that the right hand side of (4.3) is negative. This, however, would contradict the accretivity of A D , from which we have q(A −1
Next, let us define the operator P to be the unbounded projection onto ker
be a sequence that converges to 0 and that is Cauchy with respect to · re D . In general form, it can be written as
At this point it becomes clear that it does not matter which specific decomposition we have chosen in (4.5) since any component (½ − P) k (1) could be absorbed into k (2) . For convenience, let us define
n , from which we get f n = v F,n + P k
as well as
which -using (4.2) -simplifies to
, which is finite-dimensional. Thus, there exists a number ε ′ > 0 such that
Altogether, this shows that lim n→∞ f n re D = 0: 
where for simplicity, we choose γ ≥ √ 3 in order to ensure that dim ker C * + = dim ker C * − = 1. In Example 2.5, we have already shown that (C + , C − ) is in the extremal case (1.4). Moreover, the real part V is just given by the multiplication by the function γx −2 , with domain C ∞ c (0, 1). Since V is essentially selfadjoint, we get that Re
where the numbers µ(ω + ) and ν(ω + ) are given by 
i.e. if only if we have equality in (4.9).
Remark 4.5. If A D is sectorial and in the non-extremal case, which means that there exists an ε ∈ (0, 2π) such that the operators (e ±iε A D ) are both accretive, recall that by [25, Chapter VI, Thm. 1.27], the form re D,0 is always closable. This is also true for the case dim(D(D)) = ∞ for which the above theorem does not apply. Hence, the only situation for which we do not have a closability result for re D,0 is when we are in the extremal case (1.4) and if we have dim(D(D)) = ∞. Proof. Observe that for any f, is given by
In particular, if dim (PD(D)) < ∞, we get
Proof. By Theorem 2.24, we have that
can be written as
On the other hand, we have by Lemma 5.1 that V D is a positive selfadjoint extension of V , from which we get by [2] 
, which is the desired result. 
where q B denotes the quadratic form associated to B. It is given by
Here, P where 
, then we can define the inverse of P on S:
where " · reD − lim " denotes the limit with respect to the · reD -norm. This implies that the sequence
has a limit with respect to · reD . Thus, we get
and since for any φ ∈ D(re D ) we have φ 2 reD = φ 2 + re D (φ), this allows us to read off 
Thus, the specific choice of S ⊂ D(D) -as long as it is complementary to (
F ) and η ∈ PD(D), where η = P k for a unique k ∈ S. Hence, by Equation (5.1), we get
where k η is the unique element of S such that P k η = η, or in other words, we get k η = P −1 η. Plugged into (5.2), this yields
Now, since we have shown in Lemma 5.1 that V D is a non-negative selfadjoint extension of V , we know by [2] that there exists a subspace D(B) ⊂ ker V * and a non-negative auxiliary operator B from D(B) into D(B) such that which is the desired result. To determine the entries of the non-negative matrix (b ij ) ij , we use that the sesquilinear form q B (·, ·) associated to q B is given by
This immediately follows from the fact that re D (η, η) = re D (η), which can be seen by direct inspection. Now, since b ij = η i , Bη j = q B (η i , η j ), this finishes the proof.
Remark 5.4. Note that we are not assuming that dim(D(D)) < ∞ for Theorem 5.3 and the following Corollary 5.5. As long as re D,0 is closable (cf. Remark 4.5 for sufficient conditions for this to be true), we only need to assume that dim(PD(D)) < ∞. We hope to be able to remove this technical assumption in a future work.
The previous result allows us to deduce a way of comparing the real parts V D1 and V D2 of two different extensions A D1 and A D2 :
5.1 Note that we are only considering the finite-dimensional case, which means that we do not have to worry about closures and domains. 
Observe that by Theorem 4.2, this means that k ∈ (D(V 
where the last span comes from the fact that (2 − 3x) ⊥ x. Also, note that it is not difficult to compute V 
