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１．はじめに
流体計算などの大規模数値計算には，並列処理による高速化が期待されている。また，
ワークステーション・クラスタや分散メモリ型並列計算機により，並列処理が身近になっ
てきている。
しかし並列処理を行なうために記述するプログラム（並列プログラム）は，並列化可能
部分の認識や通信関数の導入などを必要とし，一般的なＣ言語やＦＯＲＴＲＡＮ言語で記述
されたプログラム(逐次プログラム)に比べて，プログラミングがかなり困難である。ＨＰＦ
（HighPerformanceFortran)などの並列言語を用いることにより，多少簡単に並列プロ
グラムを記述できるようになってきているが，プロセッサへどのようにデータを割り当て
れば並列効果が得られるかなどの知識は必要とされる。そのため，並列処理によって高速
化可能な場合でも，並列プログラミングの複雑さに，並列処理を扱えないユーザが多いの
が現状となっている。ユーザにとって，並列処理を意識せずに実装できるということはと
ても魅力的である。
そこで本研究では，一般的なＦＯＲＴＲＡＮ言語でプログラムを記述できる程度の知識で
並列処理を実装するための支援として，並列化トランスレータを開発している')2)。並列処
理を実装する計算機には,Intel社の分散メモリ型並列計算機ParagOn3)を対象としている。
開発中の並列化トランスレータは，ＦＯＲＴＲＡＮプログラムとプロセッサ数を入力するこ
とにより，自動的にＦＯＲＴＲＡＮ言語にＮＸ通信関数が拡張されたＳＰＭＤコードを生成
する。生成されたコードはParagon用のコンパイラif77によりコンパイルざれ実行形式と
なる。こうすることにより，Paragonに適した最適化をコンパイラに任せることができ，ま
た,通信関数の変更により他の分散メモリ型並列計算機に対応させやすくなると考えられる。
本稿では，まず２章で分散メモリ型並列計算機を対象とする並列プログラミングについ
て述べ，３章では並列化トランスレータの構成，４章では，データ分割配置を決定する際
の前処理となるメインブロックの決定方法について，５章では簡単な数値計算プログラム
の並列化に対する有効性について述べ，６章で､まとめる。
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２．分散メモリ型並列計算機を対象とする並列プログラミング
Paragonのような分散メモリ型並列計算機は,各プロセッサにローカルメモリを持って
いるため，共有メモリ型並列計算機と比べて，メモリへのアクセスが集中しにくくなり，
並列処理効果を期待できる。しかし，他のプロセッサのデータを参照するには通信の記述
が必要となり，プログラミングはかなり困難となる。
また，分散メモリ型並列計算機上で実装するプログラムの記述の特徴として，プロセッ
サへのデータ割り当てを明示しなければならない。例えば，プログラム中に存在する配列
データＡの要素の各々をどのプロセッサに割り当てるかということである｡他のプロセッサ
が受け持つ要素に関しては，通信にてデータを参照しなければならないため，プロセッサ
へのデータ割り当て方により通信量が異なり，並列処理効果の良否が決定されてしまう。
分散メモリ型並列計算機では，並列処理効果を上げるために，プロセッサへのデータ割り
当ても重要となる。
しかし一方，必ずしも並列処理効果が良くなるプロセッサへのデータ割り当てが望まし
いとは限らない。これは，データをできるだけ均等に分割しプロセッサヘ割り当てた方が，
より大規模な問題を扱うことができるからである。分散メモリ型並列計算機上に実装する
プログラムを考える際，より並列処理効果を上げるか，より大きい問題規模を扱えるよう
にするかの選択が問われる。
３．並列化トランスレータ
開発中の並列化トランスレータは，図１に示すような構成からなる。以下に，各処理に
ついて述べる。特徴として，入力プログラムをブロックで区切り，そのブロックから最も
計算がかかると予測されるメインブロックを決定し，プロセッサへのデータの割り当て方
を決定している。ブロックの決定およびメインブロックの決定の方法は３章で説明する。
（１）ユーザによる入力
ＦＯＲＴＲＡＮ言語で記述されたプログラムと最終的に生成される並列プログラムを実
装するプロセッサ数を並列化トランスレータに与える。
（２）構文解析部
入力されたＦＯＲＴＲＡＮプログラムを，字句解析，構文解析により，並列化トラン
スレータの内部表現に変換する。内部表現によりＦＯＲＴＲＡＮプログラムの構成を簡
単化し，後々の解析を行ないやすくする。
（３）データ依存解析部
内部表現より，データ間の依存関係を解析し，依存解析情報を生成する。
（４）ブロック設定部
内部表現をブロックに区切り，最も計算時間がかかると推測されるブロック（メイ
ンブロック）を設定する。
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図１並列化トランスレータの構成
(5) データ分割配置設定部
内部表現，プロセッサ数および依存解析情報より，数および依存解析情報より，各配列データの分割およびプロ
セッサヘの割り当てを設定し，データ分割配置情報を生成する。設定には，メインブ
ロックの並列処理効果が最適になるような各配列データの分割およびプロセッサへの
割り当てを行なう。また，各配列の分割には，第１次元のブロック分割を用いる。
(6)並列化処理部
データ依存解析`情報，データ分割配置情報を用いて，中間表現を並列化変換する。
ここで，並列化処理を行なう際，以下の主旨に従う。
●ループ（Ｄ０文）は，Ｄ０文のパラメータよりブロックに分割する。
●出力（ＷＲＩＴＥ文）は，出力されるデータが割り当てられているプロセッサが
実行する。
●並列化トランスレータで並列化変換できないアルゴリズムについては変換を破
棄する。
(7)ＳＰＭＤコード出力部
並列化変換された内部表現をＮＸ通信関数を含むＦＯＲＴＲＡＮ言語で記述された
ＳＰＭＤコードに変換し，出力する。
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(8)ｉｆ77によるコンパイル
得られた並列化コードをParagon用のコンパイラif77によりコンパイルし，実行
形式を得る。
４．メインプロック
データ分割配置の設定を行なう要因として，メインブロックを決定する。メインブロッ
クとは，プログラム中の最も計算時間がかかると推測するプログラムの一部分を示す。メ
インブロックの決定には先ず，並列化トランスレータの内部表現をネストループを含んだ
ｌループ，あるいは，ループの外に現れる演算式の集まりごとに区切っていく。この区切
られた領域をブロックと呼ぶ。ブロックの例を図２に示す。
次に，各ブロックについて演算量を求める。この演算量は＋，－，＊，／の演算子およ
び，ループのイタレーションの数から計算する。例えば，図２のブロックＡならば，（イタ
レーションの数１０×演算子の数２）より，演算数20が求まる。同様にブロックＢならば演
算数４，ブロックＣならば演算数18が求まる。
最後に，求めた各ブロックの演算数を比較して，最も大きい値をメインブロックと設定
する。図２では，ブロックＡがメインブロックとなる。
５．評価
並列化トランスレータの評価方法および評価結果について述べる。
５．１評価方法
行列積を求めるプログラム（プログラムの一部を図３に示す）を実際に並列化トランス
レータに入力し，変換結果を得る。1）得られた変換結果から，配列の宣言によるメモリ
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図２ブロック設定例
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の使用について評価を行なう。また，２）変換結果をParagon上に実装し，速度向上率を
求め，並列効果の評価を行なう。
５．２評価結果
図３のプログラムとプロセッサ数４を並列化トランスレータに入力した結果，図４（出
力結果の一部）を得た。また，行列の大きさが256×256および512×５１２のプログラムを
それぞれ，プロセッサ数２，４，８，１６，３２で入力し，出力結果および図３のプログラム
（プロセッサ数１）をParagonに実装し実行時間を計測した。その計測結果から図５のよ
うな速度向上率を得た。これらの結果から以下のことについて評価する。
（１）メモリ使用の評価
図３と図４を比較すると，配列Ａの第１次元，配列Ｃの第１次元が変換された。
これらの配列の大きさは，元の大きさをプロセッサ数で割った値となっており，配列
Ａ，Ｃに関してはプロセッサの増加とともに小さくなっていくことが確認できた。ま
た，配列Ｂは分割配置されず，全てのプロセッサに全ての要素が割り当てられた。こ
の配列Ｂの変換結果の評価として，手作業により配列Ｂを配列Ａ，Ｃと同様に第１次
元で分割したプログラムを作成し，速度向上率の評価と同様の評価を行なった結果，
データの参照のため通信量が膨大になりあきらかに実行時間が増加した。このことか
ら，配列Ｂの宣言は適切であったといえる。
（２）速度向上率による評価
図５のような理想値に近い速度向上率を得た。出力結果（図４）より，データ通信
が必要なく最外ループも均等に分割できるので理論上速度向上率は理想値となると
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予測できるが，多少プロセッサの増加とともに速度向上率が落ち込んだ。これは，
実行時間に対して時間計測の際に行なうバリア同期にかかる時間の影響が現れたと
考えられる。
６．まとめ
本研究では，ＦＯＲＴＲＡＮプログラムからユーザの指示なく並列プログラムを得る並列
化トランスレータの開発を行なっている。この並列化トランスレータは，メインブロック
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によりプロセッサのデータ割り当てを行なっている。
本稿では，この並列化トランスレータの構成，メインブロックの決定方法，および，行
列の積を求めるプログラムによる評価について述べた。評価結果より，行列の積のプログ
ラムにおける並列化トランスレータでの有効'性を示した。
問題点としては,並列化可能なアルゴリズムが行列積のような単純なアルゴリズムに限定され
ていること，Paragonに限定しているため，汎用性が少ないことである。今後の課題とし
て，さまざまな数値計算における評価から並列化トランスレータの並列化処理の拡張，
およびメインブロックの評価，他の通信関数への対応の検討を考えている。
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