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Opis:
Cilj naloge je ugotoviti, kako kontekst, v katerem se uporabnik nahaja, vpliva
na dojemanje prikaza novic na mobilni napravi. Potrebno je implementirati
mobilno aplikacijo, ki omogoča branje novic ter avtomatsko zaznavanje kon-
teksta (svetlobe, fizične aktivnosti uporabnika, lokacije ipd.). Aplikacija naj
bi uporabnikom omogočala tudi ocenjevanje trenutnega načina prikaza novic,
pri čemer naj bi se ta prikaz naključno spreminjal. S pomočjo statističnih
metod, kot so hierarhični modeli, je potrebno analizirati zbrane podatke in
ugotoviti, kateri parametri konteksta vplivajo na dojemanje različnih načinov
prikaza novic. S pomočjo tehnik aktivnega in spodbujevalnega učenja je po-
trebno splošni model, ki napoveduje najbolj ustrezen prikaz novic v določeni
situaciji, prilagoditi posameznikom ter rešitev ovrednotiti v uporabnǐski študiji.
Title: Analizing the impact of the mobile context on news display perception
Description:
The goal of this thesis is to investigate how does the context in which a user
reads mobile news impact the perception of the way the news are displa-
yed on mobile devices. The candidate should implement a mobile newsre-
ader application and include automatic context sensing (brightness, user’s
physical activity, location, etc.) in the application. The application sho-
uld also allow the users to evaluate a randomly chosen way of displaying
the news. To uncover the relationship between the contextual parameters
and the perception of different news displays, the candidate should use hi-
erarchical mixed-effect models. Through active and reinforcement learning
the candidate should adapt the generalized model, so that it identifies the
most suitable person-dependent means of displaying the mobile news. The
solution should be evaluated through a small-scale user study.
Ob tej priložnosti se zahvaljujem mentorju doc. dr. Veljku Pejoviću za vso
pomoč, potrpežljivost in številne nasvete ter smernice pri pisanju diplomske
naloge. Posebej pa se zahvaljujem svoji družini in prijatelju Andreju Marti-
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2 Pregled področja in sorodnih del 5
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Naslov: Analiza vpliva konteksta mobilnih naprav na dojemanje prikaza
novic
Avtor: Emir Hasanbegović
Dandanes so ljudje neprestano obkroženi z ogromno količino informacij, zato
obstaja veliko raziskav, ki se usmerjajo predvsem na izbiranje uporabniku
relevantne vsebine novic. Veliko manj je znanega na področju prilagaja-
nja njihovega prikaza. Posledično se diplomska naloga usmerja na mobilno
aplikacijo, ki uporabnikom omogoča samodejno prilagajanje prikaza novic v
odvisnosti od konteksta mobilne naprave. Za dosego omenjenega cilja sta bili
izvedeni dve raziskavi. Namen prve je bil zbrati zadostno količino podatkov,
ki so bili kasneje analizirani s pomočjo statističnih metod in z večnivojskim hi-
erarhičnim modeliranjem. Na ta način je bilo moč ugotoviti, da imata fizična
aktivnost uporabnika in svetlost okolice največji vpliv pri napovedovanju vre-
dnosti parametrov prikaza novic. Po končani analizi večnivojskih modelov je
sledila gradnja napovednih modelov. Njihova slabost je, da niso bili zgrajeni
na takih podatkih, ki upoštevajo raznolikost uporabnǐskih preferenc. Zaradi
omenjenega problema je bila zasnovana nova študija. Njena prva polovica se
usmerja na personalizacijo obstoječih napovednih modelov, medtem ko druga
na primerjavo med personaliziranimi in splošnimi modeli. Izkazalo se je, da
imajo uporabniki raznolike zahteve kljub enakim okolǐsčinam. Posledično so
personalizirani napovedni modeli dosegli vǐsjo učinkovitost.
Ključne besede: prikaz novic, kontekst naprav, večnivojsko modeliranje.

Abstract
Title: Analizing the impact of the mobile context on news display perception
Author: Emir Hasanbegović
Nowadays people are surrounded by an enormous amount of information,
therefore a number of approaches have been developed to select the news
content that is relevant to the user. Much less research has been done on
the topic of adapting the way the content is shown to the user. To address
this gap, in this thesis we devise an approach for automatic context-aware
personalised mobile news display adaptation. To achieve this, we develop a
full-fledged mobile newsreader adaptation that also includes context sensing
and user experience querying and conduct two real-world studies with this
application. The purpose of the first study is to collect data used for multi-
level hierarchical modelling of the relationship between the context and the
user’s news reading preferences. We find that a user’s physical activity and
the environmental brightness have the greatest influence when predicting the
values of the preferred news display parameters. We then proceed with the
construction of predictive models. However, a major weakness of such mod-
els is that they do not take into account the diversity of user’s preferences.
This we address through the second study, where in the begining we focus
on the personalization of existing predictive models, while later we compare
the personalized and the general models. Our studies show that users have
diverse needs, leading to higher prediction power of personalized models.




Zaradi hitro rastočega tehnološkega razvoja, ki nam omogoča vedno večjo
računsko zmogljivost in prenosljivost, so mobilne naprave postale nepogrešljiv
del našega vsakdanjika. S tem so se začele uresničevati misli številnih vizio-
narjev, kot sta bila Vennevar Bush in Nikola Tesla. Prvi je v svojem članku
”
As We May Think“ [3], ki je bil objavljen leta 1945, spodbudil številne
razprave. V njem je namreč izrazil skrb po informacijski eksploziji oz. pre-
obremenitvi, saj podatki niso urejeni in hitro dostopni. Za rešitev je pre-
dlagal novo vrsto stroja, imenovano
”
memex“. V njem bi lahko posameznik
shranjeval vse svoje dokumente, knjige in zapiske. S svojim člankom je do
neke mere napovedal razvoj številnih tehnologij, kot so hipertekst, internet,
svetovni splet, osebni računalniki, razpoznava govora in celo spletnih enci-
klopedij, kot je Wikipedia. Tesla pa je uvidel, da se bo z razvojem brezžičnih
komunikacij svet spremenil v velike možgane, saj bodo ljudje med seboj po-
vezani ne glede na to, koliko bodo oddaljeni med seboj. Povedal je celo, da
bo tehnologija obenem postala tako kompaktna, da bo telefonske naprave
mogoče nositi v prsnem žepu [26].
Glede na to, da je tehnologija zares postala sestavni del našega življenja,
vedno bolj do izraza prihaja vseprisotno računalnǐstvo (angl. ubiquitous
computing). Pojem je definiral računalnǐski inženir Mark Weiser kot teh-





tehnologije v naša življenja igra pomembno vlogo zavedanje konteksta (angl.
context awarness). V splošnem se namreč izkaže, da imajo ljudje v različnih
okolǐsčinah drugačne zahteve, ki so odvisne od določenega nabora parame-
trov, s katerimi je moč opisati trenutno stanje posameznika. Prav tako so
zaradi hitrega tehnološkega razvoja mobilne naprave danes skoraj vedno pri-
sotne ob posamezniku. Posledično to pomeni, da lahko z branjem podatkov
senzorjev zajamemo stanje uporabnika in prilagodimo obnašanje aplikacije,
s čimer lahko zagotovimo bolǰso uporabnǐsko izkušnjo [33]. V našem pri-
meru bomo poskušali z dinamičnim prilagajanjem uporabnǐskega vmesnika
personalizirati aplikacijo, ki ponuja različne načine branja novic. S tem na-
menom bomo raziskali vpliv posameznih parametrov konteksta na percepcijo
oz. dojemanje prikaza novic na mobilnih napravah.
1.1 Cilj in prispevki diplomske naloge
V današnjem času je človek obkrožen z ogromno količino informacij z različnih
področij, zato ni presenetljivo, da so priljubljene aplikacije, ki omogočajo
spremljanje novic. Te večinoma ponujajo statičen uporabnǐski vmesnik, pri
katerem spremembe, kot je npr. velikost pisave ali teme aplikacije, niso odvi-
sne od konteksta. Več je takih aplikacij, ki v skladu s kontekstom prilagajajo
svojo vsebino. V naši diplomski nalogi se bomo posledično osredotočili na
samodejno prilagajanje uporabnǐskega vmesnika.
Da bi rešili omenjen problem, bomo s pomočjo metod strojnega učenja
analizirali vpliv konteksta mobilnih naprav na dojemanje prikaza novic. Glavni
namen diplomske naloge je torej razvoj aplikacije, ki izbolǰsa uporabnǐsko
izkušnjo branja novic ob upoštevanju konteksta mobilne naprave.
V okviru diplomske naloge sta bili izvedeni dve raziskavi. V prvi je so-
delovalo deset udeležencev in je trajala 35 dni. Z njo smo želeli ugotoviti,
kateri parametri konteksta in uporabnǐskega vmesnika so pomembni. Dva
najbolj pomembna parametra konteksta sta bila zunanja svetlost in fizična
aktivnost uporabnika. Dodatno se je izkazalo, da so ljudje negativno oce-
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njevali prikaze novic brez slik. Posledično smo v drugi študiji, ki je trajala
28 dni in v kateri je bilo udeleženih šest oseb, odstranili poglede brez slik in
preostale manj pomembne parametre konteksta. Pred samo izvedbo druge
raziskave smo najprej na podlagi zbranih podatkov in analize parametrov
konteksta zgradili splošne napovedne modele, ki v določenem trenutku na-
povejo uporabniku najustrezneǰsi prikaz novic. Najbolǰsi napovedni model
smo udeležencem raziskave namestili na telefon z namenom, da bi ga perso-
nalizirali, s čimer bi dosegli morebitne izbolǰsave. Prilagajanje napovednega
modela na posamezniku je potekalo v prvih dveh tednih druge raziskave in je
bilo izvedeno s pomočjo algoritmov in tehnik aktivnega ter spodbujevalnega
strojnega učenja. Drugo polovico druge študije smo namenili primerjavi in
analizi učinkovitosti novonastalih modelov s splošnim. Izkazalo se je, da so
personalizirani napovedni modeli v povprečju dosegli za 25,66 % vǐsjo točnost
napovedi. S tem smo ugotovili, da imajo posamezniki raznolike zahteve pri
izbiri načina branja novic, kljub temu da se nahajajo v enakem kontekstu.
V sklopu diplomske naloge nam je uspelo dokazati, da tako kontekst mo-
bilnih naprav kot tudi preference uporabnika vplivajo na način branja novic.
Sam postopek personalizacije obstoječih napovednih modelov s pomočjo teh-
nik aktivnega in spodbujevalnega strojnega učenja pa bi lahko uporabili tudi
na drugih področjih, kjer imajo preference posameznika pomembno vlogo,
kot je npr. mobilno oglaševanje.
1.2 Struktura diplomske naloge
V nadaljevanju diplomske naloge bo najprej predstavljenih nekaj sorodnih
del in področje, s katerim se ukvarjamo. Temu sledi poglavje, v katerem
opǐsemo naš pristop k problemu. V četrtem poglavju bodo opisane tehnične
podrobnosti in arhitektura aplikacije. Nato si bomo podrobneje ogledali prvo
raziskavo, analizo njenih rezultatov ter izgradnjo začetnih splošnih napove-
dnih modelov. Temu sledi podrobneǰsi opis uporabljenih algoritmov in tehnik
s področja aktivnega ter spodbujevalnega strojnega učenja. V sedmem po-
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glavju bomo primerjali učinkovitost personaliziranih napovednih modelov s
splošnim. Na koncu sledi še poglavje, ki predstavi omejitve naše študije ter
zaključek.
Poglavje 2
Pregled področja in sorodnih
del
Omenili smo, da želimo prilagajati prikaz novic na podlagi konteksta, s
čimer hočemo izbolǰsati uporabnǐsko izkušnjo branja novic. V splošnem
se namreč izkaže [22], da zaradi vseprisotnega računalnǐstva uporabniki v
določenem stanju oz. kontekstu zahtevajo drugačen uporabnǐski vmesnik, da
bi učinkovito opravljali svoja opravila.
Na izbiro ustreznega uporabnǐskega vmesnika vplivajo lastnosti naprave,
na kateri se aplikacije izvaja, posameznik sam in okolica, v kateri se uporabnik
nahaja. Posledično lahko pojem
”
kontekst“ razdelimo v sledeče skupine [31],
kot so:
• Uporabnǐski kontekst, ki zajema uporabnǐske preference, čustveno
stanje posameznika itd.
• Tehnični kontekst lahko vključuje ločljivost zaslona, dostopnost do
omrežja, trenuten nivo baterije itd.
• Kontekst oklice, ki je definiran s parametri, kot so: lokacija, svetlost
okolice, nivo hrupa itd.
• Družbeni kontekst, ki si ga lahko predstavljamo s pojmi, kot so:
pravice do zasebnosti, prisotnost drugih ljudi itd.
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V okviru diplomske naloge smo skušali odgovoriti na vprašanje, kako pa-
rametri uporabnǐskega, tehničnega in okoljskega konteksta vplivajo na spre-
minjanje uporabnǐskega vmesnika, ki je namenjen aplikacijam za branje no-
vic. Podatkov v povezavi z družbenim kontekstom nismo beležili, saj sta
obe študiji, ki bosta predstavljeni v nadaljnjih poglavjih diplomske naloge,
potekali v obdobju pandemije COVID-19. Zbiranje ljudi in njihovo gibanje
je bilo v tem času omejeno. Kot bomo videli v nadaljevanju je branje novic
individualna aktivnost, zato smo sklepali, da parametri družbenega konte-
ksta nimajo velikega vpliva na izbiro načina prikaza novic. V preostanku
tega poglavja si bomo najprej pogledali obstoječe tehnike prilagajanja upo-
rabnǐskega vmesnika, zakaj smo izbrali aplikacijo namenjeno branju novic in
kaj na tem področju že obstaja.
2.1 Prilagajanje uporabnǐskega vmesnika
Weld et al. [37] trdijo, da morajo biti zaradi razvoja vseprisotnega računalnǐstva
današnji uporabnǐski vmesniki dinamični, saj morajo zagotavljati enake funk-
cionalnosti na vseh napravah v različnih kontekstih. Prav tako poudarjajo,
da obstajata dve vrsti prilagajanja uporabnǐskega vmesnika:
• Kustomizacija: označuje ročno prilagajanja uporabnǐskega vmesnika,
kar pomeni, da uporabnik sam nastavi videz aplikacije.
• Adaptacija: označuje samodejno prilagajanje uporabnǐskega vme-
snika glede na določene parametre konteksta, pri čemer neposredna
uporabnǐska interakcija ni potrebna.
Da bi izbolǰsali proces kustomizacije, moramo uporabniku zagotoviti čim
lažjo konfiguracijo uporabnǐskega vmesnika. Za optimalno adaptacijo pa
je potrebno učinkovito napovedovati uporabnǐske zahteve v odvisnosti od
konteksta. Razviti moramo torej sistem, ki na podlagi podatkov o upo-
rabnǐskih zahtevah v določenem kontekstu posamezniku samodejno prilagodi
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videz vmesnika. Pri tem moramo paziti, da uporabnǐskega vmesnika ne pri-
lagajmo preveč pogosto, saj lahko s tem poslabšamo uporabnǐsko izkušnjo.
Prepogoste spremembe se lahko izkažejo kot moteče, hkrati pa prilagajanje
ne sme biti preveč redko.
Učinkovito adaptiranje uporabnǐskega vmesnika so izvedli Hussain et al.
[20]. Študijo so nadaljevali kot nadgradnjo aplikacije Mining Minds. Po
njihovem mnenju so vzrok mnogih bolezni slabe življenjske navade posa-
meznikov [8]. Aplikacija Mining Minds je s pomočjo aktivnega zavedanja
konteksta spremljala življenjski slog posameznikov in jim skušala predla-
gati, kako izbolǰsati svoje zdravje. S svojim projektom so pokazali, da je
s kontekstnim zavedanjem in obdelavo podatkov moč razkriti celo prehra-
njevalne navade posameznika. Na ta način aplikacija Mining Minds ljudem
pomaga vzdrževati telesno maso. V primeru nezdravih prehranjevalnih na-
vad aplikacija predlaga bolj zdravo dieto, restavracije, primerneǰso trgovino
z živili in spodbuja uporabnika k izvajanju fizičnih aktivnosti. Zavedanje
konteksta so nato še dodatno izkoristili za adaptacijo uporabnǐskega vme-
snika. Aplikacija Mining Minds torej ne uporablja senzorskih podatkov le za
izbolǰsanje zdravja posameznika, ampak tudi za avtomatsko prilagajanje vi-
deza aplikacije s pomočjo vnaprej definiranih pravil. Evalvacijo učinkovitosti
samodejnega prilagajanja uporabnǐskega vmesnika so izvedli v raziskavi, ki
je vključevala 32 uporabnikov. S tremi različnimi tipi vprašalnikov, ki so se
pojavili po enem mesecu uporabe aplikacije, so poskušali dobiti oceno o upo-
rabnosti aplikacije in zadovoljstvu uporabnika. Rezultati so pokazali, da v
splošnem z adaptacijo uporabnǐskega vmesnika dosežemo bolǰso uporabnǐsko
izkušnjo. Prav tako se je izkazalo, da prepogosto spreminjanje uporabnǐskega
vmesnika povzroča zmedo. To je očitno predvsem pri uporabnikih s slabšimi
kognitivnimi sposobnostmi, saj se težje navadijo na uporabo aplikacije. Ome-
nili so tudi, da lahko pristop, ki zahteva vnaprej definirana pravila za prila-
gajanje uporabnǐskega vmesnika, povzroča dve težavi, in sicer:
• Problem s končnim prikazom uporabnǐskega vmesnika – pro-
blem, ki se pojavi v povezavi z videzom aplikacije, je ta, da zelo težko
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zagotovimo pravilno delovanje aplikacije v vseh pogojih. Lahko se na-
mreč zgodi, da je zaradi velikosti ali postavitve posameznih elementov
končen uporabnǐski vmesnik popačen.
• Problem z vnašanjem prevelikega števila pravil, ki nadzorujejo
uporabnǐski vmesnik v odvisnosti konteksta – za sam vnos pravil
je nujno potreben ekspert, ki skrbi za končen videz aplikacije. Glede na
to, da moramo pokriti vsa stanja okolice, v katerih se lahko uporabnik
nahaja, je celoten proces dolgotrajen in drag.
V diplomski nalogi smo prvi problem rešili tako, da so vsi možni prikazi
novic predhodno definirani, kar pomeni, da aplikacija ne ponuja poljubnega
uporabnǐskega vmesnika. Sam vnos pravil za kontekstno odvisno prilagajanje
videza aplikacije ni potreben. To smo dosegli z izvedbo prve študije. Njen
namen je bil raziskati vpliv posameznih parametrov konteksta in zgraditi na-
povedne modele s pomočjo algoritmov na področju nadzorovanega strojnega
učenja. Prepogosto menjavo videza aplikacije, ki lahko poslabša uporabnǐsko
izkušnjo, smo rešili tako, da smo adaptacijo prikaza novic izvedli le ob vstopu
na začetni pogled aplikacije, ki omogoča pregled novic.
Do enakega sklepa, da adaptacija uporabnǐskega vmesnika poveča zado-
voljstvo uporabnikov, so prǐsli avtorji članka [15]. V njem namreč trdijo,
da prilagajanje videza aplikacije pripomore k zmanǰsanju miselnega napora
in časa pri iskanju relevantnih informacij. Pri sami evalvaciji takih siste-
mov moramo upoštevati klasifikacijsko natančnost napovednih modelov, ki
omogočajo adaptacijo aplikacije, njihovo predvidljivost in pogostost izvedbe
nove napovedi. Predvidljivost sistema se predvsem nanaša na uporabni-
kovo razumevanje dinamičnega prilagajanja. Prepogosto spreminjanje upo-
rabnǐskega vmesnika pa lahko pripelje do neučinkovite uporabe aplikacije.
Prav tako so omenili, da mora imeti uporabnik vedno določeno mero nad-
zora nad adaptacijo sistema. Zaradi omenjenega razloga je v naši aplikaciji
vedno na voljo sprememba trenutnega uporabnǐskega vmesnika. Prilagoditev
uporabnǐskega vmesnika pa izvajamo samo takrat, ko je ta nujno potrebna.
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Problem obstoječih raziskav na temo prilagajanja uporabnǐskih vmesni-
kov je, da se večinoma osredotočajo na uporabnike, ko mirujejo. Posledično
so Yamabe et al. [38] izvedli eksperiment, kjer so spreminjali velikost pi-
save in slik za uporabnike, ko se sprehajajo. V svojem članku so poudarjali
dejstvo, da fizična aktivnost oteži interakcijo uporabnikov z aplikacijo, saj
se okolica nenehno spreminja. Zaslon mobilnih naprav se pogosto premika,
kar uporabnikom preprečuje tekoče branje besedila. Dodatno se izkaže, da
gibanje ljudi lahko vpliva na njihovo pozornost. Rezultati omenjenega eks-
perimenta so pokazali, da poleg fizične aktivnosti na branje besedila vplivajo
uporabnǐske preference. Nekaterim je namreč bolje, da imajo vedno nasta-
vljeno manǰso velikost pisave, medtem ko drugi dajejo večjo prednost veliki
pisavi, saj je za njih bolj pregledna. Na podlagi tega lahko sklepamo, da
morajo biti aplikacije nujno personalizirane, saj ima vsak posameznik svoje
preference oz. zahteve pri branju besedila na mobilnih napravah.
2.2 Aplikacije, namenjene branju novic
Spremljanje novic na mobilnih napravah postaja vedno bolj priljubljena de-
javnost [9]. Vzrok za to je, da živimo v informacijski dobi, ki zahteva uskla-
jevanje in povezovanje informacij z različnih področij. Prav tako je dandanes
branje novic tudi ena izmed glavnih funkcionalnosti aplikacij, ki jo ponu-
jajo tudi najbolj priljubljena socialna omrežja, kot so Facebook, YouTube,
Instagram itd. [21].
Veliko raziskav je bilo izvedenih glede personalizacije vsebine oz. na siste-
mih, ki napovedujejo, kaj posameznika zanima. Manj je znanega na področju
prilagajanja prikaza novic. Na to težavo opozarjajo tudi v članku [11]. V







kaj“ brati, smo že omenili, da obstaja veliko sistemov, ki per-
sonalizirajo vsebino novic. Eden izmed njih je predstavljen v članku [24].
Ta deluje na podlagi Bayesovskih modelov, ki upoštevajo zgodovino klikov
uporabnika in trenuten trend v njihovi državi ter v svetu, saj lahko ta spre-
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meni interes posameznika. Na vprašanje,
”
kako“ brati, so skušali odgovoriti
v članku [12]. V te namene so razvili aplikacijo HabitoNews, s katero so
ugotavljali sledeče [10]:
1. Kako se ljudje razlikujejo po načinu branja novic oz. katere vrste bral-
cev obstajajo?
2. Kako lahko s pomočjo pametnega telefona prepoznamo obnašanje po-
sameznika?
3. Kako lahko te podatke izkoristimo za izbolǰsanje prikaza novic?
4. Ali izbolǰsamo uporabnǐsko izkušnjo branja novic s prilagajanjem upo-
rabnǐskega vmesnika?
Constantinides et al. [12] so na prvo vprašanje skušali odgovoriti s pomočjo
ankete, ki je vsebovala 24 vprašanj o demografskih in bralnih lastnostih
udeležencev raziskave. Z uporabo hierarhičnega gručenja so ugotovili, da
lahko bralce razdelimo v tri skupine. Te se med seboj razlikujejo po fre-
kvenci dostopa do novic, času njihovega branja, stilu branja (ali si uporabnik
podrobno prebere novico, jo preleti ali pa prebere le nekaj besed) in načinu
navigacije po aplikaciji ter lokaciji. Rezultate vprašalnika oz. ankete so
upoštevali pri oblikovanju uporabnǐskih vmesnikov, ki so namenjeni posa-
meznem tipu bralca. Identifikacija skupin uporabnǐskih profilov in njihovih
lastnosti je pomagala tudi pri implementaciji avtomatske razpoznave upo-
rabnikov.
Uporabnost aplikacije HabitoNews so ocenili eksplicitno, tako da so udeleženci
raziskave komentirali uporabnǐske vmesnike, in implicitno z beleženjem inte-
rakcije (merili so porabljen čas za branje in iskanje novic). Ugotovili so, da
je prilagojen prikaz novic izbolǰsal uporabnǐsko izkušnjo predvsem za ljudi,
ki pogosto dostopajo do novic, jih preletijo in jih večinoma berejo, ko so
udeleženi v javnem prometu.
Na podlagi zgornjih dejstev lahko sklepamo, da so aplikacije, ki so name-
njene branju novic, med bolj priljubljenimi, je pa problem to, da se večinoma
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osredotočajo le na vsebino novic, njihov prikaz pa je statičen. Težavo lahko
odpravimo s pomočjo senzorjev mobilnih naprav, ki nam omogočajo sklepanje
o kontekstu, v katerem se uporabnik nahaja. Ta je ključnega pomena pri sa-
modejnem prilagajanju uporabnǐskega vmesnika [20], s čimer lahko dosežemo
vǐsji nivo personalizacije in bolǰso uporabnǐsko izkušnjo. Ugotovili smo tudi,
da je proces branja novic in interakcije z njimi edinstven postopek, ki je
odvisen od posameznika [12]. To nas je motiviralo za vključitev algoritmov
in tehnik aktivnega ter spodbujevalnega učenja. V našem primeru so ti bili





Omenili smo, da je branje novic ena izmed bolj priljubljenih dejavnosti na
mobilnih napravah, vendar kljub omenjenemu dejstvu ne obstaja veliko apli-
kacij, ki bi samodejno prilagajale uporabnǐske vmesnike. Veliko več je takih,
ki se osredotočajo predvsem na personalizacijo vsebine novic in ne na njihov
prikaz.
V diplomski nalogi smo se odločili, da bomo omenjen problem rešili z
adaptacijo uporabnǐskega vmesnika, ki bo delovala v odvisnosti od konte-
ksta. Naša glavna hipoteza je namreč, da kontekst mobilnih naprav vpliva
na dojemanje prikaza novic. Z namenom, da bi omenjeno domnevno po-
trdili, smo najprej morali ugotoviti, kateri parametri konteksta vplivajo na
izbiro pregleda novic v določenem trenutku. Nato smo v odvisnosti od njih
oblikovali možne uporabnǐske vmesnike.
V predhodnih poglavjih smo omenili, da obstajata dve vrsti prilagaja-
nja uporabnǐskega vmesnika, in sicer adaptacija in kustomizacija. Ugotovili
smo tudi, da prepogosto spreminjanje videza aplikacije poslabša uporabnǐsko
izkušnjo. Prav tako pa moramo uporabniku zagotoviti enostavno konfigura-
cijo uporabnǐskega vmesnika. Pogosto se tudi izkaže, da je sama izbira videza
aplikacije odvisna od posameznika.
Vsa omenjena dejstva smo morali upoštevati pri oblikovanju protokolov
zbiranja podatkov prve in druge študije, ki bodo opisani v nadaljevanju.
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Cilj prve raziskave je analiza vpliva izbranih parametrov konteksta na doje-
manje prikaza novic. Rezultati prve študije so nam pomagali pri izgradnji
splošnih napovednih modelov, ki v odvisnosti od konteksta prilagajajo prikaz
novic. Namen druge raziskave je ugotoviti, ali je pri napovedovanju izbire
uporabnǐskega vmesnika pomemben tudi posameznik sam. Pri personaliza-
ciji splošnih napovednih modelov si bomo pomagali s tehnikami aktivnega in
spodbujevalnega učenja. V okviru druge študije bo izvedena tudi primerjava
učinkovitosti splošnega napovednega modela s personaliziranimi. Obe študiji
sta izvedeni v realnem, ekološko veljavnem okolju.
Slika 3.1: Predstavitev poteka izvedbe prve in druge študije.
3.1 Zasnova prve študije zbiranja podatkov
Prilagajanje uporabnǐskega vmesnika v odvisnosti od konteksta lahko izbolǰsa
uporabnǐsko izkušnjo in doseže vǐsji nivo personalizacije, saj uporabnikom
omogoča bolj optimalno uporabo aplikacije. Ena izmed možnosti prilagaja-
nja videza aplikacij je s pomočjo vnaprej definiranih pravil. To pomeni, da
moramo za vsako možno stanje predhodno vnesti pravila, ki določajo, kako
se spreminja uporabnǐski vmesnik v odvisnosti od konteksta. Problem takega
pristopa je, da je vnašanje pravil lahko dolgotrajno, saj se pogosto izkaže, da
je teh veliko. Tako opravilo zahteva tudi eksperta za izdelavo in oblikovanje
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uporabnǐskih vmesnikov, ki zna določiti, kaj je za uporabnika optimalno v
določenem stanju.
Pri reševanju omenjenega problema si lahko pomagamo z algoritmi na
področju strojnega učenja [23]. Njihov namen je pridobiti znanje na podlagi
izkušenj in iskati pravila iz učnih podatkov. Preden se torej lotimo strojnega
učenja, moramo najprej določiti protokol zbiranja podatkov. Pridobljene
vnose moramo nato analizirati, da bi ugotovili, kateri parametri so relevantni.
Potem pa lahko s pomočjo omenjenih algoritmov zgradimo splošne napovedne
modele.
V nadaljevanju bodo predstavljene možne oblike uporabnǐskega vmesnika
za branje novic in katere parametre konteksta želimo analizirati ter zakaj.
Temu sledi poglavje, v katerem bo opisan protokol zbiranja podatkov za
izvedbo prve študije. Nato si bomo podrobneje pogledali, kako je potekala
druga raziskava in kakšen je njen namen.
3.1.1 Definiranje uporabnǐskega vmesnika in nabora
parametrov konteksta
Za izvedbo prvega eksperimenta je bilo najprej potrebno izdelati mobilno
aplikacijo, ki ponuja več različnih načinov prikaza novic, s čimer bi zadovoljili
različnim okusom udeležencev raziskave. Pri tem smo si pomagali z že ob-
stoječimi priljubljenimi aplikacijami, ki omogočajo pregled novic, kot so Fli-
pboard, Google News, BBC News in Reddit. Ugotovili smo, da uporabnǐski
vmesniki ponujajo funkcionalnosti, kot so različni načini navigacije po apli-
kaciji, spreminjanje velikosti pisave, menjavanje med svetlo in temno temo
aplikacije ter spreminjanje velikosti slik. Večina aplikacij ima tudi možnost
izklopa prikaza slik, ki je uporaben takrat, ko uporabnika zanima le besedilo.
Na podlagi opazovanj omenjenih aplikacij smo implementirali štiri različne
poglede novic. Ti se med seboj razlikujejo po načinu navigacije, količini pri-
kazanega besedila ob novici, velikosti slik in številu prikazanih novic na za-
slonu. Pri vsakem pogledu je možno spremeniti velikost pisave, temo ali pa
izklopiti prikaz slik.
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Slika 3.2: Štirje različni načini prikaza novic
Slika 3.3: Temni način prikaza novic
Prvi uporabnǐski vmesnik za prikaz novic na sliki 3.2 je najbolj standarden
in ga ponuja večina aplikacij. Uporabnik po njem navigira s premiki gor-
dol, pri čemer je pri vsaki novici prisoten celoten povzetek in slika v polni
velikosti. Drugi prikaz je organiziran v mrežo slik in uporabniku omogoča
hiter pregled novic. Uporaben je takrat, ko želimo novice le preleteti, kar
pomeni, da nas ne zanimajo podrobnosti, ampak le nekaj besed o novici in
slika. Tretji pogled je podoben prvemu. Razlikuje se le po tem, da so slike
manǰse, ob novici pa je manj besedila. Zadnji prikaz novic najbolj odstopa
od ostalih, saj je na zaslonu prikazana le ena novica s povzetkom in sliko ob
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Slika 3.4: Različni uporabnǐski vmesniki, ko uporabnik izklopi prikaz slik
njej. Med branjem novic uporabnik navigira s premiki levo-desno.
Pri vseh štirih načinih pregleda novic ima uporabnik na voljo menjavo
med svetlo in temno temo aplikacije (primeri temnih pogledov so na sliki
3.3, videzi svetlih so predstavljeni na sliki 3.2). Prav tako lahko uporabnik
vedno spremeni velikost pisave, pri čemer ima na izbiro veliko in majhno pi-
savo. Njihova velikost je vnaprej definirana. Težava se pojavi le pri mrežnem
prikazu novic s slikami. Pri njem ni možno izbrati velike pisave, saj se ta-
krat zgodi, da opis novic zaradi svoje velikosti prekriva večji del slike. V
primeru, da uporabnik izklopi prikaz slik, ko uporablja drugi način pregleda
novic, aplikacija uporabnika navigira na prvi pogled, kjer slike niso prika-
zane. Uporabnik ima takrat na voljo le polne opise novic, pri čemer navigira
med novicami s premiki gor-dol. Na tem mestu moramo tudi omeniti, da
se prvi in tretji način prikaza novic iz slike 3.2 med seboj ne razlikujeta, ko
so slike izklopljene. Uporabnik ima torej na voljo, ko izklopi slike, le dva
pogleda, prvega in četrtega, ki se med seboj razlikujeta po številu prikazanih
novic in načinu navigacije (uporabnǐski vmesnik, ko je prikaz slik izklopljen,
ponazarja slika 3.4).
Skupno imamo na voljo 22 različnih načinov prikazov novic, za katere
menimo, da imajo svoje prednosti in slabosti, odvisno od konteksta, v ka-
terem se uporabnik nahaja. Pri definiranju nabora parametrov konteksta
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v odvisnosti od možnih oblik uporabnǐskega vmesnika smo si pomagali z
naslednjimi sklepi:
1. Fizična aktivnost uporabnika in ura oz. čas v dnevu, ko uporabnik apli-
kacijo uporablja, vplivata predvsem na uporabnikovo osredotočenost na
branje novic. V splošnem so ljudje bolj utrujeni ob bolj poznih urah.
Prav tako uporabnik ob izvajanju različnih fizičnih aktivnosti ne po-
sveča iste pozornosti aplikaciji (ko je uporabnik pri miru, je v primer-
javi z hojo ali vožnjo v avtu manj osredotočen na mobilno aplikacijo
[25]). To pomeni, da bi morali biti ljudem primerneǰsi bolj pregledni
prikazi novic (npr. uporabnǐski vmesnik z večjo pisavo in navigacijo
levo-desno, saj je takrat prikazana le ena novica), ko so manj koncen-
trirani na njihovo branje.
2. Na izbor teme aplikacije ima lahko vpliv več dejavnikov. Parametri
konteksta, za katere bi se lahko izkazalo, da vplivajo na izbor svetle ali
temne teme aplikacije, so naslednji: svetlost okolice, svetlost zaslona,
ura v dnevu in nivo baterije. Smiselno bi bilo, da imajo uporabniki
v svetlih okolicah raje svetleǰso temo aplikacije. V temnem prostoru
pa je po navadi bolǰsa temna tema aplikacije. Večina pametnih tele-
fonov danes samodejno prilagaja svetlost zaslona na podlagi svetlosti
okolice. To pomeni, da bi lahko na izbiro teme aplikacije posredno
vplivala tudi svetlost zaslona. Kot vemo svetlost okolice pada proti
koncu dneva. Na podlagi tega dejstva bi lahko sklepali, da bo ljudem
ob bolj poznih urah primerneǰsi temen uporabnǐski vmesnik kot sve-
tel. V praksi se izkaže, da lahko z uporabo temnega pogleda aplikacij
podalǰsamo življenjsko dobo baterije [34]. Razlog za to je, da zasloni
mobilnih telefonov delujejo na podlagi tehnologije OLED (angl. Orga-
nic Light-Emitting Diode), kar pomeni, da so piksli izklopljeni, ko je
prikazana črna barva. Od tod lahko sklepamo, da bi uporabniki lahko
imeli raje temno temo aplikacije, ko je nivo baterije nižji.
3. Na uporabnǐsko odločitev, ali želi imeti prikazane slike, ali pa zahteva
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zgolj le besedilo, bi lahko vplivala moč internetne povezave. Aplikacija
namreč hitreje deluje, če izklopimo prikaz slik, ko imamo počasneǰso
internetno povezavo, saj moramo dlje časa čakati, da se slike naložijo.
Končen nabor parametrov konteksta, ki je razdeljen v tri različne skupine,
je sledeč:
• Tehnični kontekst: v našem primeru sem sodi moč internetne pove-
zave, nivo baterije in svetlost zaslona.
• Uporabnǐski kontekst: v povezavi z uporabnikom spremljamo nje-
govo fizično aktivnost.
• Kontekst okolice: lastnosti okolice, ki jih beležimo, so čas oz. ura,
ko uporabnik aplikacijo uporablja, in svetlost prostora, v katerem se
uporabnik nahaja.
3.1.2 Protokol zbiranja podatkov
V tem poglavju bo opisan način zbiranja podatkov, ki je bil uporabljen v prvi
študiji. Njen namen je proučiti vpliv posameznih parametrov konteksta in
ugotoviti, kateri izmed njih so relevantni. S tem bomo zožali nabor vhodnih
podatkov, ki so potrebni za izgradnjo splošnih napovednih modelov.
Pri diplomski nalogi smo si pri gradnji napovednih modelov pomagali z
algoritmi na področju nadzorovanega strojnega učenja. Ti v našem primeru
ǐsčejo vzorce oz. pravila prilagajanja uporabnǐskega vmesnika na podlagi
vhodnih in označenih izhodnih podatkov. Vsako oznako učne instance upo-
rabnik dodeli s pomočjo vprašalnika. Pri tem moramo zagotoviti, da je po-
stopek označevanja vrednosti izhodnih podatkov čim bolj enostaven in jasen.
Z namenom, da bi to dosegli, smo izdelali vprašalnik, ki je sestavljen iz treh
različnih trditev. Pri vsaki uporabnik odgovori z ustrezno stopnjo Likertove
lestvice (vprašalnik je prikazan na sliki 3.5). Omenjene trditve so naslednje:
• Trenuten videz aplikacije zadostuje vašim potrebam.
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• Trenuten način pregleda novic je tekoče berljiv.
• Trenuten videz aplikacije je informativen in omogoča hiter pregled no-
vic.
Vsaka trditev pripada po eni izmed naslednjih kategorij:
• Splošna ocena pogleda glede na stalǐsče uporabnika (ali je uporabniku
prikaz v splošnem všeč ali ne).
• Berljivost pogleda (ali se uporabniku zdi pogled tekoče berljiv).
• Informativnost pogleda (ali s pomočjo trenutnega pogleda v aplikaciji
lahko uporabnik dovolj hitro bere novice oz. ima dober pregled nad
njihovim prikazom).
Želeli smo, da je vprašalnik čim bolj jasno zastavljen, zato smo v uvodnem
vodiču aplikacije pojasnili pomen posameznih trditev. Poudarili smo tudi
dejstvo, da se vse nanašajo le na prikaz novic in ne na njihovo vsebino.
Vseeno je potrebno poskrbeti za redno osveževanje novic, njihovo zanimivost
in razvrstitev v kategorije. Vse to nam omogoča platforma Google News, ki
smo jo v okviru diplomske naloge uporabili za pridobivanje novic.
Pri vsakem načinu pregleda novic ima uporabnik vedno na voljo gumbe,
ki spremenijo posamezne parametre prikaza novic. Na ta način smo zagoto-
vili enostavno spremembo uporabnǐskega vmesnika, s čimer smo se izognili
zahtevni kustomizaciji videza aplikacije.
V prvi fazi zbiranja podatkov smo parametre uporabnǐskega vmesnika
nastavljali naključno, saj nismo vedeli, kateri prikaz bo za uporabnika naj-
ustrezneǰsi. V primeru, da uporabnik ni zadovoljen s trenutnim pregledom
novic, ga lahko vedno spremeni, kot to prikazuje slika 3.6. Po dvajsetih se-
kundah, če uporabnik pogleda ne spreminja, ne zapusti aplikacije ali izklopi
telefona, prikažemo vprašalnik, katerega namen je pridobiti informacije o tre-
nutnem zadovoljstvu uporabnika glede uporabljenega prikaza novic. Vsakič,
ko uporabnik spremeni kateri koli parameter prikaza novic (način navigacije,
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Slika 3.5: Videz vprašalnika v aplikaciji
velikost pisave, prisotnost slik, tema aplikacije), se ponastavi časovnik, ki
nadzira prikaz vprašalnika. Ob izpolnitvi vprašalnika se odgovori in para-
metri konteksta ter uporabnǐskega vmesnika pošljejo na strežnik. Končen
protokol zbiranja podatkov prve študije je torej sledeč:
1. Uporabniku prikažemo naključno zgrajen uporabnǐski vmesnik.
2. Sledi zagon časovnika, ki nadzoruje prikaz vprašalnika.
3. V primeru, da uporabnik spremeni prikaz novic v dvajsetih sekundah,
se vprašalnik ne prikaže.
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Slika 3.6: Način spreminjanja parametrov prikaza novic
4. Če uporabnik ne spremeni uporabnǐskega vmesnika v omenjenem časovnem
okvirju, se prikaže vprašalnik.
5. Ko uporabnik odgovori na vprašalnik, se njegovi odgovori in parametri
konteksta ter uporabnǐskega vmesnika pošljejo na strežnik.
Po uspešni izvedbi prve študije, ki je trajala 35 dni, je sledila analiza zbra-
nih podatkov (podrobnosti o njej bodo opisane v poglavju
”
Analiza zbranih
podatkov prve študije“). Iz nje smo ugotovili, kateri parametri konteksta so
relevantni. Na podlagi njih smo zgradili splošne napovedne modele, jih med
seboj primerjali in izbrali najbolǰsega. Glede na to, da lahko na izbiro upo-
rabnǐskega vmesnika vpliva tudi posameznik sam, smo skušali personalizirati
zgrajen splošen model z izvedbo druge študije. Ta bo opisana v nadaljevanju.
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3.2 Zasnova druge študije zbiranja podatkov
Druga raziskava, ki je trajala 28 dni, je bila namenjena personalizaciji na-
povednega modela in evalvaciji, ki nam pove, ali je ta zares potrebna. V
raziskavah, ki so opisane v predhodnih poglavjih, se je namreč izkazalo, da
na izbiro uporabnǐskega vmesnika vpliva tudi uporabnik sam.
Namen prvih dveh tednov druge študije je izbolǰsati splošni napovedni
model z dodajanjem novih učnih podatkov. Pri tem se moramo zavedati,
da novo učno instanco dobimo šele, ko uporabnik odgovori na zastavljen
vprašalnik. V primeru, da se ta pojavi prepogosto, se lahko zgodi, da po-
slabšamo uporabnǐsko izkušnjo, saj bi uporabniki na prikazano anketo odgo-
varjali samo z namenom, da se le-ta zapre. Omejeni smo torej s frekvenco
pojavitve vprašalnika in posledično z zbiranjem novih podatkov. V nekem
trenutku se je potrebno odločiti, ali zares potrebujemo vprašalnik ali ne. Pri
tem nam lahko pomaga aktivno strojno učenje. To ponuja več tehnik izračuna
informativnosti dobljenega podatka. Glede na to, da ne vemo, kateri izmed
algoritmov na področju aktivnega učenja bi na posamezniku deloval najbolje,
jih lahko uporabimo več [30]. S tem se tudi izognemo nevarnosti raziskova-
nja določenega prostora podatkov, na katero lahko naletimo z uporabo le
ene tehnike. Pri uporabi več načinov izračuna informativnosti podatka mo-
ramo poskrbeti, da je izbrana ustrezna tehnika. V našem primeru smo za
iskanje učinkovite strategije menjave algoritmov aktivnega učenja uporabili
spodbujevalno učenje.
Cilj druge polovice druge študije, ki traja prav tako dva tedna, je pri-
merjava učinkovitosti splošnih napovednih modelov s personaliziranimi. Iz-
vedena bo tako, da bomo dnevno menjavali napovedne modele. Vsak dan bo
torej uporabljen drug model (personaliziran ali splošen). Na strežnik bomo,
ob vsaki napovedi modela, poslali vse povezane podatke. V nadaljevanju bo
najprej predstavljen protokol, ki je bil potreben za izgradnjo personaliziranih
modelov. Temu sledi še opis zbiranja podatkov drugega dela druge študije.
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3.2.1 Protokol zbiranja podatkov
Kot smo omenili je namen prvega dela druge študije zgraditi personalizi-
rane modele z uporabo aktivnega in spodbujevalnega strojnega učenja. Pri
načrtovanju protokola zbiranja podatkov, za potrebe izgradnje personalizi-
ranih modelov, smo naleteli na naslednje probleme:
1. Vprašalnik, s katerim dobimo novo instanco, ne sme biti prepogost, kar
poskušamo rešiti z uporabo aktivnega strojnega učenja.
2. Prepogosta menjava prikaza novic bi lahko povzročila, da bi uporabniki
posumili, da je z aplikacijo nekaj narobe, saj bi se uporabnǐski vmesnik
prehitro spreminjal. Posledično pogled novic spreminjamo samo takrat,
ko uporabnik vstopi na zaslon, ki mu omogoča pregled pridobljenih
novic.
3. Prvi del druge študije poteka le dva tedna. V zastavljenem časovnem
okvirju je potrebno začetni splošni model izbolǰsati. Pri tem moramo
upoštevati, da je vse odvisno od interesa uporabnikov. Potrebno je
torej poskrbeti tudi za ustrezno vsebino in redno posodabljanje novic.
Omenjeno nalogo smo prepustili platformi Google News.
4. Ni nujno, da bo izbrana tehnika aktivnega učenja delovala enako dobro
na vseh uporabnikih, zato smo uporabili več algoritmov na področju
aktivnega strojnega učenja za izračun informativnosti podatka.
5. Glede na to, da moramo menjavati med več tehnikami aktivnega učenja,
moramo poiskati ustrezno strategijo izbiranja med njimi. Pri tem si
bomo pomagali s spodbujevalnim učenjem.
6. Za uspešno izvedbo spodbujevalnega učenja moramo strukturirati ustre-
zen sistem dodeljevanja nagrad. Ta v našem primeru daje nagrade ta-
krat, ko se model uči v pravi smeri. To pomeni, da izbrani tehniki
aktivnega učenja dodelimo nagrado takrat, ko je model bolj prepričan,
kateri prikaz novic je za uporabnika najbolj primeren.
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Končen protokol zbiranja podatkov je vključeval splošen napovedni model
(zgrajen v predhodni študiji) in agenta, ki ǐsče optimalno strategijo menja-
vanja med tehnikami aktivnega strojnega učenja z namenom, da za posame-
znika najde najbolǰso. Vprašalnik smo v prvem delu druge študije uporab-
niku zastavili takrat, ko se izbrana tehnika aktivnega učenja odloči, da je ta
nujno potreben, in v trenutkih, ko uporabnik po dvajsetih sekundah spremeni
trenuten način prikaza novic. Pojavitev vprašalnika ob relativno hitrih spre-
membah uporabnǐskega vmesnika je nujna, saj sklepamo, da je uporabnik
s predhodno izbranim prikazom novic nezadovoljen in je potrebno obstoječ
napovedni model posodobiti. Celoten potek zbiranja podatkov prvega dela
druge študije je bil sestavljen iz sledečih korakov:
1. Ko uporabnik vstopi znotraj aplikacije na aktivnost, ki je namenjena
pregledu vseh novic, mora napovedni model določiti parametre prikaza
uporabnǐskega vmesnika.
2. Aplikacija na podlagi rezultata, ki ga je pridobila od napovednega mo-
dela, nastavi ustrezen prikaz novic.
3. Na podlagi predhodnih nagrad izhodna funkcija spodbujevalnega učenja
izbere ustrezno tehniko aktivnega učenja.
4. Če se izbran algoritem odloči, da bo nova označena instanca prispevala
k izbolǰsavi napovednega modela, čakamo dvajset sekund na uporab-
nikove spremembe. V primeru, da uporabnik spremeni uporabnǐski
vmesnik, se prikaže vprašalnik, ki je povezan s predhodno izbranim
prikazom novic. Odgovor in parametre konteksta si nato shranimo ter
z novo učno instanco posodobimo model. V primeru, da je posodo-
bljen model z novim podatkom povečal verjetnost pravilnega izhoda,
se izbrani tehniki aktivnega učenja dodeli nagrada (podrobneǰsi potek
delovanja aktivnega in spodbujevalnega učenja bo opisan v poglavju
”
Personalizacija modela“).
Lahko se tudi zgodi, da uporabnik ne spremeni ničesar v roku dvajsetih
sekund. Takrat uporabniku vseeno postavimo vprašalnik, saj nismo
26 Emir Hasanbegović
prepričani, ali je zgolj slučaj, da uporabnǐski vmesnik ni bil spreme-
njen. Ob pridobitvi nove učne instance napovedni model posodobimo.
Izbrani tehniki aktivnega strojnega učenja pa dodelimo ustrezno na-
grado.
5. Če se izbrana tehnika odloči, da ne potrebuje vprašalnika, ponovno
čakamo dvajset sekund na spremembe uporabnǐskega vmesnika. V
primeru, da jih ni, nimamo novega podatka za posodobitev modela.
Posledično ne moremo izbranemu algoritmu aktivnega učenja dodeliti
ustrezne nagrade, saj modela ni mogoče posodobiti. Vseeno se lahko
zgodi, da uporabnik spremeni prikaz novic v omenjenem časovnem in-
tervalu. Takrat mu zastavimo vprašalnik. Tokrat v primeru, da je
model bolj prepričan o pravilnem izhodu, izbrano tehniko aktivnega
učenja kaznujemo. Njena odločitev je bila napačna, ker je dejanski
odgovor uporabnika izbolǰsal napovedni model. Lahko se tudi zgodi,
da je posodobljen model slabši. Posledično izbrano tehniko aktivnega
učenja nagradimo, saj se je prav odločila, da model ne potrebuje novega
podatka.
Celoten postopek poteka na mobilnem telefonu uporabnika. Na strežniku
beležimo vse uporabnǐske odgovore, napovedi modelov (odločitev modela in
njegovo prepričanost), informacije v povezavi s trenutnim kontekstom in iz-
branim prikazom novic. Sproti shranjujemo tudi izbiro tehnike aktivnega
učenja in z njo povezane podatke.
3.2.2 Ocenjevanje uspešnosti personalizacije
Po zaključku prvega dela druge študije smo začeli z evalvacijo učinkovitosti
in primerjavo napovedi med personaliziranim in splošnim napovednim mo-
delom. Za dosego omenjenega cilja je bil v nadaljnjih dveh tednih vsak dan
uporabljen drug napovedni model. V resnici smo torej s periodo 24-ih ur me-
njavali med personaliziranim in splošnim napovednim modelom, pri čemer
uporabnik ni bil obveščen, kateri model je trenutno uporabljen.
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Tako kot v prvem delu študije tudi v drugem delu velja, da se napoved
oz. sprememba prikaza novic izvede takrat, ko uporabnik vstopi v aktivnost,
namenjeno pregledu novic. Ponovno čakamo dvajset sekund na spremembe
uporabnǐskega vmesnika. V primeru, da uporabnik spremeni kateri koli pa-
rameter prikaza novic, se prikaže vprašalnik. Z njim se prepričamo, ali je
bil nastavljen uporabnǐski vmesnik ustrezen. Odgovor in parametri konte-
ksta ter izbran način prikaza novic se nato pošljejo na strežnik. V primeru,
da uporabnik v omenjenem časovnem intervalu ne spremeni uporabnǐskega
vmesnika z verjetnostjo 50 %, sledi pojavitev vprašalnika. Z naključnim
pojavom vprašalnika smo se želeli izogniti prekomerni količini anketiranja
uporabnikov.
Glede na to, da uporabnika ne želimo obremenjevati z izpolnjevanjem
vprašalnika, bi lahko podatke zbirali implicitno, saj na ta način od uporab-
nika ne zahtevamo neposredne interakcije z aplikacijo. V našem primeru
se pojavi problem, da težko merimo zadovoljstvo uporabnikov brez eksplici-
tnega vprašalnika. Lahko bi npr. sklepali, da dlje časa kot uporabnik bere
novice na določen način, bolj mu je ta všeč, a tega z gotovostjo ne moremo
trditi. Uporabnik ima namreč lahko izbran določen prikaz novic, vendar v
resnici sploh ni osredotočen na aplikacijo [22].
Z opisanim postopkom smo simulirali uporabo splošnega in personalizira-
nega napovednega modela v praksi, saj smo ocenjevali njihovo učinkovitost
na še ne vidni učni množici. Prav tako smo za vsakega uporabnika lahko
preverili, kateri izmed modelov (personaliziran ali splošen) je prispeval večji
delež pozitivnih odgovorov. Za primerjavo porazdelitve vrednosti izhodnih
parametrov smo uporabili metriko Wasserstein. Omenjena metrika in po-
datki druge raziskave bodo opisani v poglavju
”
Primerjava napovedi perso-




V okviru diplomske naloge je bila izdelana mobilna aplikacija, katere glavne
funkcionalnosti so naslednje: pridobivanje novic, dinamično spreminjanje nji-
hovega prikaza (možne oblike uporabnǐskega vmesnika so že bile predstavljene
v poglavju
”
Definiranje uporabnǐskega vmesnika in nabora parametrov konte-
ksta“) in zaznavanje parametrov konteksta. Želeli smo, da aplikacija podpira
čim bolj raznolike mobilne naprave in operacijske sisteme. Posledično smo se
odločili, da bomo v te namene uporabili tehnologije, ki omogočajo hibridni
razvoj. Te so bile v našem primeru naslednje: ogrodje Capacitor, Angular
in Ionic. Glede na to, da smo pri izvedbi obeh študij zbirali podatke in jih
nato analizirali, smo morali implementirati še zaledni del sistema. Njegova
glavna naloga je beleženje vnosov, poslanih s strani uporabnika, in njihovo
procesiranje. Strežnik je bil implementiran s pomočjo vsebnǐske tehnologije
Docker, izvajalnega okolja Node.js in podatkovne baze MongoDB.
4.1 Arhitektura aplikacije
Za izvedbo prve študije je bila zgrajena hibridna mobilna aplikacija, ki zago-
tavlja pravilno delovanje vseh funkcionalnosti na operacijskem sistemu An-
droid. Aplikacija omogoča pridobivanje novic s pomočjo klicev API (angl.
application programming interface) na platformo Google News. Prav tako
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vključuje storitve, ki dostopajo do podatkov senzorjev. Z njimi zaznavamo
naslednje parametre konteksta:
• trenutna fizična aktivnost uporabnika;
• svetlost zaslona mobilne naprave;
• svetlost okolice;
• nivo baterije;
• ura v dnevu, ko je uporabnik aplikacijo uporabljal;
• hitrost internetne povezave.
Vse naštete podatke pošiljamo v obliki JSON (angl. JavaScript Object
Notation) na strežnik, ki deluje znotraj vsebnǐske tehnologije Docker in iz-
vajalnega okolja Node.js. Zaledni del sistema preveri integriteto prejetih
podatkov in jih shrani v nerelacijsko podatkovno bazo MongoDB. Strežnik
skrbi tudi za pridobivanje novic, saj je število klicev API na platformo Google
News omejeno. S tem preprečimo odjemalcu prekomerno pošiljanje zahtev-
kov HTTP (angl. HyperText Transfer Protocol) na omenjeno storitev.
Slika 4.1: Predstavitev arhitekture zalednega dela sistema in odjemalca
Potek delovanje aplikacije prikazuje slika 4.1. Glavna aktivnost aplikacije
je namenjena pregledu novic. Prek nje uporabnik vodi interakcijo z aplikacijo,
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tako da spreminja trenuten prikaz novic, jih filtrira po kategorijah ali ključnih
besedah. Namenjena je tudi nadzoru časovnika, ki določa, kdaj se vprašalnik
pojavi. Pred samim prikazom novic je potrebno te najprej pridobiti. V
primeru, da uporabnik nima internetne povezave, se predhodne novice vseeno
naložijo, saj si v notranji shrambi mobilne naprave shranjujemo vse potrebne
informacije za njihov prikaz. Vse to je naloga storitve, ki skrbi za pridobivanje
in shranjevanje novic. Potem, ko ta opravi svoje delo, o tem obvesti glavno
aktivnost, ki nato izvede prikaz novic. Istočasno se zaženejo še časovnik, ki
nadzira pojavitev vprašalnika, in storitvi, ki skrbita za branje parametrov
konteksta ter pošiljanje pridobljenih podatkov na strežnik.
Obstoječo arhitekturo smo v drugi študiji posodobili z uporabo algorit-
mov, ki so namenjeni gradnji napovednih modelov. Pri tem smo si pomagali
z odprtokodno zbirko Weka, ki je napisana v programskem jeziku Java. V
naslednji nadgradnji aplikacije smo dodali algoritme s področja aktivnega in
spodbujevalnega strojnega učenja, ki skrbijo za personalizacijo napovednih
modelov.
4.2 Uporabljene tehnologije na strani odje-
malca
Kombinacija ogrodij Ionic, Capacitor in Angular omogoča razvoj aplikacij, ki
so neodvisne od platforme. To pomeni, da lahko isto aplikacijo namestimo na
operacijska sistema Android in iOS. Poleg tega lahko polno funkcionalnost
dosežemo tudi na vseh spletnih brskalnikih. Glavna prednost hibridnega
razvoja je, da potrebujemo le eno različico aplikacije. S tem se izognemo
ločenem razvoju in vzdrževanju na drugih platformah.
4.2.1 Ogrodje Ionic
Različni operacijski sistemi ponujajo raznolike gradnike grafičnega uporabnǐskega
vmesnika. Na svojih napravah uporabniki pričakujejo, da vse aplikacije izgle-
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dajo podobno, saj so na ta način bolj intuitivne. V našem primeru ogrodje
Ionic poskrbi za ustrezen videz aplikacije. Z njegovo pomočjo lahko upora-
bimo isto komponento na več različnih napravah, pri čemer je njen prikaz v
skladu z uporabnǐskim vmesnikom operacijskega sistema.
4.2.2 Ogrodje Capacitor
Za namestitev in delovanje aplikacije na različnih platformah ter dostop do
nižjenivojskih komponent skrbi ogrodje Capacitor. V primeru, da ne ob-
staja vmesnik za dostop do določene funkcionalnosti mobilne naprave, lahko
napǐsemo lastnega. To smo tudi izkoristili za implementacijo dostopa do
senzorja svetlosti okolice, merjenja hitrosti internetne povezave in zaznavanja
fizične aktivnosti uporabnika s pomočjo Google Activity Recognition API-ja.
Čeprav smo predhodno omenili, da bomo razvijali hibridno aplikacijo, smo
se tekom izdelave diplomske naloge odločili operacijski sistem iOS opustiti.
Izkazalo se je, da določeni vmesniki za dostop do senzorjev niso podprti na
vseh napravah. Prav tako gradnja napovednih modelov ne deluje na napra-
vah iOS, saj ta ne podpira zbirko Weka. Posledično samodejno prilagajanje
uporabnǐskih vmesnikov, v odvisnosti od konteksta, deluje samo na mobilnih
napravah z operacijskim sistemom Android. Vseeno to ne predstavlja preve-
like ovire, saj omenjena platforma pokriva kar 74,4 % vseh mobilnih naprav
[1].
4.2.3 Ogrodje Angular
Angular je eno izmed najbolj priljubljenih odprtokodnih ogrodij za razvoj
spletnih aplikacij. S pomočjo jezka TypeScript nam omogoča hitreǰsih razvoj
spletnih kot tudi mobilnih rešitev. Deluje po vzorcu MVVM (angl. Mo-
del–view–controller), ki je izpopolnitev arhiktekturnega sloga MVC (angl.
Model–view–controller). Ta nam namreč dodatno olaǰsa ločitev razvoja
grafičnega uporabnǐskega vmesnika od logike, ki ga nadzoruje [32], kar v
zameno pospeši razvoj aplikacije. Poleg tega smo Angular uporabili, ker
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omogoča lažjo uporabo ogrodij Capacitor in Ionic.
4.3 Uporabljene tehnologije na strani zale-
dnega dela sistema
Strežnik, ki je namenjen zbiranju podatkov in periodičnemu pridobivanju
novic, gostujemo na platformi Scaleway. Zaledni del deluje znotraj odprto-
kodnega izvajalnega okolja Node.js, ki je nameščen s pomočjo vsebnǐske teh-
nologije Docker. Njegova glavna prednost je zmanǰsanje nekonsistentnosti
razvojnih in produkcijskih okolij. To doseže s pomočjo virtualizacije vseb-
nikov, ki vsebujejo vse potrebno za svoje izvajanje. Na ta način Docker
omogoča lažjo namestitev razvojnega v produkcijsko okolje. Prav tako je
neodvisen od platforme in programskih jezikov.
Za zbiranje podatkov, poslanih s strani odjemalca, smo uporabili nerela-
cijsko podatkovno bazo MongoDB, ki temelji na dokumentnih shemah. Za
njo smo se odločili, ker pri samem zbiranju podatkov niso prisotne kom-
pleksneǰse relacije med samimi vnosi. Ob prejetju odjemalčevih podatkov
moramo preveriti njihovo veljavnost. S tem zagotovimo, da vsi poslani para-
metri zajemajo smiselne vrednosti. Ko strežnik preveri integriteto podatkov,
jih preoblikuje v ustrezno obliko in shrani v podatkovno bazo.
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Poglavje 5
Analiza zbranih podatkov prve
študije
Prva študija, s pomočjo katere želimo prepoznati relevantne parametre kon-
teksta, je trajala 35 dni. V njej je sodelovalo deset ljudi. Med njimi je bilo
devet moških in ena ženska. Povprečna starost udeležencev je bila 30 let, pri
čemer je bila večina stara med 20 in 23 let. Zbiranje podatkov je potekalo
po protokolu, ki je opisan v poglavju
”
Protokol zbiranja podatkov“. V celoti
je bilo zbranih 836 vnosov. Predstavitev posameznih parametrov konteksta
in njihova podrobneǰsa analiza sledijo v nadaljevanju tega poglavja.
5.1 Možne vrednosti parametrov konteksta
Pri izvedbi prve študije smo izbrali širši nabor parametrov konteksta, saj v
začetku nismo vedeli, kaj moramo upoštevati pri napovedovanju prikaza no-
vic. V odvisnosti od izbrane množice parametrov smo oblikovali 22 možnih
uporabnǐskih vmesnikov (ti so predstavljeni v poglavju
”
Definiranje upo-
rabnǐskega vmesnika in nabora parametrov konteksta“). Množica začetnih
parametrov in njihove pripadajoče vrednosti so bile sledeče:
• Fizična aktivnost uporabnika: pri zaznavanju trenutnega stanja upo-
rabnika smo si pomagali z Google Activity Recognition APIjem. Ta
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vrača sledeče vrednosti: IN VEHICLE (uporabnik je v avtomobilu),
ON FOOT (uporabnik se sprehaja ali teče), WALKING (uporabnik
hodi), RUNNING (uporabnik teče), ON BICYCLE (uporabnik se vozi
s kolesom), STILL (uporabnik miruje).
Pri diplomski nalogi smo možnosti omejili na STILL, ON FOOT in
IN VEHICLE, saj omenjene fizične aktivnosti večina udeležencev razi-
skave redno izvaja. Prav tako bi težko pričakovali, da uporabniki berejo
novice med tekom ali na kolesu. Pridobljenih vnosov med vožnjo s ko-
lesom ali tekom bi bilo posledično zelo malo.
• Svetlost okolice, ki je merjena v luksih. V našem primeru ta zavzema
celoštevilske vrednosti, ki so večje ali enake nič.
• Z vsakim vnosom pridobimo tudi trenutno svetlost zaslona mobilne
naprave. Ta lahko zavzema celoštevilske vrednosti na intervalu [0, 255].
• Vsakič, ko uporabnik pošlje odgovor, dobimo tudi čas oz. uro, kadar
je uporabnik aplikacijo uporabljal. Ta lahko zavzema vrednosti na
intervalu [0, 23].
• V prvi raziskavi smo beležili tudi trenutno moč internetne povezave, ki
lahko zavzema celoštevilske vrednosti na intervalu [0, 2]. Nižje vredno-
sti predstavljajo slabšo internetno povezavo, vǐsje pa močneǰso.
• Nivo baterije: ta parameter lahko zavzema celoštevilske vrednosti na
intervalu [0, 100] in predstavlja odstotek polnosti baterije mobilne na-
prave.
V odvisnosti od naštetih parametrov smo želeli ugotoviti, kako se nasle-
dnje lastnosti uporabnǐskega vmesnika spreminjajo:
• Razporeditev elementov, ki vpliva predvsem na način navigacije po
aplikaciji in pregled novic. Ločimo štiri različne poglede. Te smo de-
finirali z naslednjimi vrednostmi, ki si sledijo v enakem zaporedju kot
na sliki 3.2: largeCards, gridView, miniCards, xLargeCards.
Diplomska naloga 37
• Prisotnost slik – uporabnik lahko izklopi ali vklopi prikaz slik.
• Tema – aplikacija ponuja svetlo in temno temo, ki jo uporabnik lahko
vedno spremeni.
• Velikost pisave – uporabnik ima v vsakem trenutku možnost izbire med
veliko in majhno pisavo.
V določenem trenutku je izbran način prikaza novic uporabnik ovredno-
til s pomočjo trditev, ki so se nanašale na sledeče kategorije: uporabnǐske
preference, berljivost in informativnost prikaza novic. Končen vnos je bil
sestavljen iz omenjenih parametrov uporabnǐskega vmesnika in konteksta ter
uporabnikovih odgovorov na zastavljen vprašalnik.
5.2 Uporabljene statistične metode za ana-
lizo parametrov
Analiza pridobljenih podatkov vključuje opisno in analitično statistiko. Cilj
prve je predvsem povzemanje zbranih vnosov. Pri tem si lahko pomagamo z
grafičnimi in tabelaričnimi opisi ter statističnimi povzetki. Analitična stati-
stika pa na podlagi vzorca podatkov skuša narediti zaključke o populaciji, iz
katere smo podatke pridobivali. V okviru diplomske naloge smo v te namene
uporabili predvsem statistične teste hipotez in regresijsko analizo parame-
trov.
5.2.1 Welcherjev t-test in analiza variance
Ko želimo ugotoviti, ali se več skupin med seboj statistično pomembno raz-
likuje v določeni lastnosti, uporabimo analizo variance – ANOVA. Omenjen
statistični test to doseže tako, da primerja povprečja dveh ali več skupin med
seboj. Dve zelo pomembni predpostavki analize variance, ki jima moramo
zadostiti pred samo izvedbo statističnega testa, sta naslednji [2]:
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• Zbrani podatki morajo biti normalno porazdeljeni.
• Homogenost variance – to pomeni, da morajo biti variance posameznih
skupin enake.
Prvi pogoj o normalni porazdelitvi lahko kršimo ob predpostavki, da
imamo dovolj velik vzorec. Simulacije [27] so namreč pokazale, da test lahko
izvajamo, če imamo 2–9 različnih skupin, ki vsebujejo vsaj 15 vnosov. Drugi
pogoj je bolj kritičen, saj ga ne smemo zanemariti tudi takrat, ko imamo
dovolj veliko količino podatkov. Alternativa ANOVA testa je Welcherjev t-
test. Ta ne zahteva homogenosti varianc posameznih skupin, zato smo ga
tudi uporabili, ko se variance skupin med seboj razlikujejo. Enakost varianc
med skupinami smo preverili s pomočjo Levenejevega testa.
Pogosto se tudi pojavi vprašanje, če je analizo variance smiselno izvajati,
ko napovedujemo izhode, ki niso zvezni in ne spadajo v kategorijo intervalnih
ali razmernostnih spremenljivk. Omenjen problem je tudi za nas relevanten,
saj smo uporabnikovo zadovoljstvo merili s pomočjo trditev, pri katerih je
posameznik moral odgovoriti z ustrezno stopnjo Likertove lestvice. Težava
Likertove lestvice je, da ne moremo z gotovostjo trditi, da gre za intervalno
spremenljivko. Posamezne stopnje namreč lahko uredimo po velikosti, raz-
dalje med njimi pa niso natančno definirane. Avtor članka [29] trdi, da lahko
izvajamo parametrične teste tudi pri raziskavah, ki uporabljajo Likertovo le-
stvico, je na voljo manj podatkov, ki niso normalno porazdeljeni in za katere
ne velja homogenost variance.
5.2.2 Koefecient Cohen’s d
Kot vemo nam statistični testi dajo p-vrednost, ki nam v primeru ANOVA
testa pove, ali obstajajo statistično relevantne razlike med povprečji danih
skupin. Mera, ki nam dejansko ovrednoti, kolikšna je ta razlika, je Cohen’s
d koeficient. Ta je definiran kot kvocient razlike med povprečji skupin in







Pri izračunu skupnega standardnega odklona (imenovalec v zgornji enačbi)









Če se skupine med seboj razlikujejo po velikosti, pa uporabimo enačbo:
s =
√
(n1 − 1) ∗ s21 + (n2 − 1) ∗ s22
n1 + n2 − 2
(5.3)
Pri interpretaciji dobljene vrednosti Cohen’s d koeficienta si lahko poma-








Tabela 5.1: Interpretacija vrednosti Cohen’s d koeficienta [6]
5.2.3 Bonferronijev popravek
Pri testiranju hipotez ne moremo z gotovostjo trditi, da je naš sklep pravilen.
Razlog za to je, da večinoma ne moremo pridobiti podatkov iz celotne popu-
lacije. Po navadi raziskave opravimo na določenem vzorcu. Iz njega potem
želimo preverjati domneve, ki veljajo za populacijo. Pri tem si lahko poma-
gamo s p-vrednostjo oz. stopnjo značilnosti. Ta najpogosteje znaša 0, 05 in
40 Emir Hasanbegović
pomeni, da lahko z verjetnostjo 95 % trdimo, da rezultati vzorca veljajo tudi
za populacijo.
Glede na to, da bomo v nadaljevanju izvedli več statističnih testov nad
istimi podatki, obstaja nevarnost, da pridemo do napačnih sklepov. Pri
vsakem testu se lahko zgodi, da naredimo napako prvega tipa, kar pomeni, da
zavržemo veljavno ničelno hipotezo. Da bi se izognili omenjenem problemu,
lahko uporabimo Bonferronijev popravek. Njegova definicija je sledeča:
• Opredelimo množico hipotez H1, ..., Hm s pripadajočimi p-vrednostimi
p1, ..., pm. Če označimo stopnjo tveganja s simbolom α, ki po navadi
znaša 0,05, skupno verjetnost napake prvega tipa izračunamo po enačbi:
p = 1− (1− α)m (5.4)
• Iz zgornje enačbe lahko sklepamo, da moramo zmanǰsati člen α, če
želimo zmanǰsati verjetnost napake prvega tipa. Eden izmed možnih
pristopov je, da stopnjo tveganja delimo s številom testov, ki jih izva-






V okviru diplomske naloge smo izvedli 15 statističnih testov. Posledično
nova vrednost stopnje tveganja znaša 0, 0033.
5.3 Analiza vprašalnika
Zadovoljstvo uporabnika glede trenutnega načina prikaza novic smo prido-
bili s pomočjo vprašalnika. Kot smo omenili, je bil ta sestavljen iz treh
trditev, ki se nanašajo na uporabnikove preference, berljivost in informativ-
nost uporabnǐskega vmesnika, ki je namenjen branju novic. Vsako trditev
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je uporabnik ocenil s pomočjo petstopenjske Likertove lestvice, ki zavzema
vrednosti od
”
sploh se ne strinjam“ do
”
popolnoma se strinjam“.
Spodnji histogrami (na sliki 5.1) predstavljajo porazdelitve posameznih
ocen uporabnikov, ki se nanašajo na omenjene kategorije. Na abscisni osi se
nahajajo posamezne stopnje Likertove lestvice, ki lahko zavzemajo celoštevilske
vrednosti na intervalu [−2, 2]. Na ordinatni osi pa se nahajajo frekvence ocen
posameznih kategorij.
Slika 5.1: Slike predstavljajo porazdelitve uporabnǐskih ocen, ki so povezane
s posameznimi kategorijami. Te so razvrščene v naslednjem vrstnem redu:
uporabnǐske preference, berljivost prikaza novic, informativnost trenutnega
načina pregleda novic.
Iz oblike histogramov vidimo, da so se uporabniki večinoma odločili dajati
enake ocene za posamezno trditev. Od tod lahko sklepamo, da udeleženci
raziskave niso razlikovali med posameznimi kategorijami. Posledično smo se
odločili, da se bomo osredotočili le na skupno oceno, ki je sestavljena iz vsote
odgovorov posameznih kategorij. Končna ocena uporabnǐskega vmesnika se-
daj zavzema celoštevilske vrednosti na intervalu [−6, 6]. Njena povprečna
vrednost je enaka 2, 57. Najbolj pogosta ocena je bila 6. Standardna devia-
cija končne ocene pa je znašala 4, 09, kar pomeni, da so udeleženci raziskave
prikaze novic raznoliko ocenjevali.
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5.4 Analiza posameznih parametrov konteksta
V tem poglavju bodo predstavljeni parametri konteksta, za katere smo menili,
da imajo vpliv na izbiro ustreznega načina prikaza novic. Uporabili bomo
različne grafične in numerične metode predstavitve podatkov. Pri nominal-
nih spremenljivkah bomo izvedli tudi analizo variance oz. Welcherjev t-test.
Na ta način bomo ugotovili, ali se povprečja uporabnǐskih ocen med seboj
razlikujejo po izbrani lastnosti. Kjer se bo izkazalo, da je to res, bo izvedena
tudi linearna regresija. Ta nam bo odgovorila na vprašanje, ali ima izbrana
neodvisna spremenljivka statistično relevanten vpliv na končno uporabnǐsko
oceno prikaza novic. Pri interpretaciji velikosti razlik povprečnih ocen si
bomo dodatno pomagali z izračunom koeficienta Cohen’s d. Za parametre
konteksta, pri katerih lahko izračunamo razdaljo med vrednostma enot, bomo
poskušali s pomočjo Pearsonovega koeficienta korelacije ugotoviti, kolikšna je
velikost linearne povezanosti med odvisno in neodvisno spremenljivko. Vre-
dnosti bomo interpretirali s pomočjo tabele 5.2:
Absolutna vrednost koeficienta Velikost povezanosti
[0,00, 0,29] Neznatna povezanost
[0,30, 0,49] Nizka/šibka povezanost
[0,50, 0,69] Zmerna povezanost
[0,70, 0,89] Močna povezanost
[0,90, 1,00] Zelo močna povezanost
Tabela 5.2: Interpretacije vrednosti Pearsonovega korelacijskega koeficienta
(intervali so pridobljeni iz članka [28])
5.4.1 Ura
V okviru prve študije smo beležili uro, ko je uporabnik aplikacijo uporabljal.
Ta lahko zavzema celoštevilske vrednosti na intervalu [0, 23]. Zbrane podatke
o uri uporabe aplikacije smo razdelili v štiri različne skupine, ki so navedene
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na abscisni osi histograma na sliki 5.2. Največ vnosov je bilo zbranih ob
10.00, kar predstavlja modus ure uporabe aplikacije. Izračunali smo tudi
vrednost Pearsonovega korelacijskega koeficienta med uro uporabe aplikacije
in končno uporabnǐsko oceno. Ta v našem primeru znaša −0, 13, kar pomeni,
da ima ura zanemarljivo majhen vpliv na končno oceno prikaza novic.
Slika 5.2: Histogram porazdelitve zbranih podatkov glede na uro uporabe
aplikacije
Iz histograma slike 5.2 lahko razberemo, da je večina udeležencev razi-
skave aplikacijo uporabljala popoldne med 13.00 in 17.59.
5.4.2 Fizična aktivnost uporabnika
Fizična aktivnost je nominalna spremenljivka in lahko zavzema tri različne
vrednosti, ki označujejo, da uporabnik miruje, hodi ali pa se vozi. Iz tabele
5.3 lahko razberemo, da je večina udeležencev raziskave aplikacijo upora-
bljala, ko je bila pri miru. Manj podatkov je bilo zbranih med hojo in vožnjo,
kar ni presenetljivo, saj ljudje večinoma berejo novice med mirovanjem.
Pri analizi vpliva fizične aktivnosti na končno uporabnǐsko oceno smo naj-
prej izvedli Levenov test in ugotovili, da variance ocen posameznih vrednosti
fizične aktivnosti niso enake. Posledično smo izvedli Welcherjev t-test. Z njim
smo ugotovili, da obstaja statistično relevantna razlika povprečnih ocen upo-
rabnikov pri opravljanju različnih fizičnih aktivnosti, saj je bila p-vrednost
pod mejo 0, 0033. S pomočjo linearne regresije smo ugotovili tudi, da fizična
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Fizična aktivnost Število zbranih vnosov Delež zbranih vnosov
Mirovanje 550 65,8 %
Hoja 158 18,9 %
Vožnja 128 15,3 %
Tabela 5.3: Predstavitev količine in deležev zbranih vnosov fizične aktivnosti
glede na celotno zbirko podatkov
aktivnost vpliva na končno oceno prikaza novic, saj smo pri vsakem koefici-
entu dobili p-vrednost, ki je bila manǰsa kot 0, 0033. Dodatno smo s pomočjo
Cohen’s d koeficienta določili, kolikšna je razlika povprečnih ocen med posa-
meznimi pari fizične aktivnosti. Ugotovili smo, da so bile vse vrednosti na
intervalu [0, 75, 2], kar na podlagi tabele 5.1 pomeni, da obstajajo velike oz.
ogromne razlike pri ocenjevanju prikazov novic v stanju mirovanja, hoje in
vožnje.
5.4.3 Svetlost okolice
Kot smo omenili je svetlost okolice merjena v luxih in lahko zavzema celoštevilske
vrednosti, večje od nič. Za lažjo interpretacijo dobljenih vnosov smo jo razde-
lili na štiri intervale (vrednosti intervalov smo določili s pomočjo tabele [4]).
Iz tabele 5.4 smo ugotovili, da je največ takih podatkov, kjer so uporabniki
v temneǰsih prostorih. Kar 160 vnosov je bilo zbranih, ko je bila vrednost
svetlosti okolice enaka nič, ki hkrati predstavlja modus oz. gostǐsčnico sve-
tlosti okolice. Največja zabeležena vrednost znaša 12918 lux. Posledično je
tudi variabilnost svetlosti okolice zelo visoka, saj senzorji mobilnih naprav v
odprtih prostorih zaznajo visoke vrednosti. Z izračunom Pearsonovega kore-
lacijskega koeficienta, ki znaša 0, 1, smo ugotovili, da je linearna povezanost
med svetlostjo okolice in uporabnǐskimi ocenami zanemarljivo majhna.
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Svetlost okolice Število vnosov Delež vnosov
[0, 20] 347 41,5 %
[21, 50] 61 7,3 %
[51, 100] 128 15,3 %
[101,+∞) 300 35,9 %
Tabela 5.4: Predstavitev števila in deležev zbranih vnosov znotraj štirih
različnih intervalov svetlosti okolice
5.4.4 Svetlost zaslona
Svetlost zaslona zavzema vrednosti na intervalu [0, 255]. Čeprav je bilo največ
vnosov zabeleženih v temni okolici, modus svetlosti zaslona znaša 215. Iz ta-
bele 5.5 lahko razberemo, da je povprečna vrednost svetlosti zaslona visoka.
To pomeni, da so udeleženci raziskave, kljub nižjem nivoju svetlosti prostora,
imeli nastavljeno visoko svetlost zaslona. Dodatno smo izračunali tudi Pe-
arsonov koeficient korelacije med svetlostjo zaslona in uporabnǐsko oceno.
Izkazalo se je, da njegova vrednost znaša −0, 01, kar pomeni, da je povezava
med omenjenima spremenljivkama zelo majhna.
Min 1. kvartil Mediana Povprečje 3. kvartil Max
0 103 135 145,3 230 255
Tabela 5.5: Tabelarični opis škatle z brki
5.4.5 Moč internetne povezave
Eden izmed parametrov konteksta je tudi moč internetne povezave, ki za-
vzema celoštevilske vrednosti na intervalu [0, 2], pri čemer vrednost 0 pred-
stavlja najslabši signal, vrednost 2 pa najbolǰsega. V primeru omrežja WiFi
smo hitrost povezave izračunali s pomočjo mere RSSI (angl. Received Si-
gnal Strength Indicator), ki predstavlja moč signala med mobilno napravo
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in dostopno točko. Kadar je bil uporabnik povezan z internetom prek mo-
bilnih podatkov, smo preverili vrsto omrežja. Tip omrežja 2G je označeval
najslabšo internetno povezavo, 3G srednje dobro, 4G pa najbolǰso. Ugotovili
smo, da udeleženci raziskave niso imeli težav z internetno povezavo, saj je
94,6 % takih vnosov, kjer je moč internetne povezave zelo dobra. Posledično
internetne povezave nismo dodatno analizirali.
5.4.6 Nivo baterije
Z vsakim pridobljenim podatkom smo dobili tudi odstotek polnosti baterije.
Ugotovili smo, da je bilo največ takih vnosov, kjer je nivo baterije znašal
86 %. Na podlagi omenjenega dejstva in podatkov tabele 5.6 lahko sklepamo,
da so imeli udeleženci raziskave večinoma visok nivo baterije. Če izračunamo
razdaljo med prvim in tretjim kvartilom, dobimo vrednost 39, 25, kar pomeni,
da so vrednosti polnosti baterije raznolike. Z izračunom Pearsonovega kore-
lacijskega koeficienta smo ugotovili, da obstaja majhna linearna povezanost
med nivojem baterije in končno uporabnǐsko oceno. Njegova vrednost znaša
namreč −0, 36.
Min 1. kvartil Mediana Povprečje 3. kvartil Max
1,00 45,00 63,00 61,26 84,25 100
Tabela 5.6: Tabelarični opis škatle z brki
5.5 Analiza parametrov prikaza novic
V tem poglavju se bomo osredotočili na porazdelitev posameznih parametrov
uporabnǐskega vmesnika, ki jih želimo prilagajati v odvisnosti od konteksta
mobilne naprave. Pri vsakem parametru prikaza novic si bomo najprej po-
gledali količino in pripadajoče deleže vnosov posameznih vrednosti. Temu
sledi predstavitev distribucije ocen Likertove lestvice glede na posamezno
vrednost spremenljivke, ki jo obdelujemo. Izvedli bomo tudi analizo variance
Diplomska naloga 47
oz. Welcherjev t-test, s katerim bomo ugotovili, ali obstajajo statistično re-
levantne razlike povprečnih ocen, ko se spremeni izbran parameter prikaza
novic. Pri interpretaciji velikosti razlik si bomo pomagali z izračunom koefi-
cienta Cohen’s d. Prav tako bomo izvedli tudi linearno regresijo, pri čemer
bo neodvisno spremenljivko predstavljal izbran parameter prikaza novic, od-
visno pa končna uporabnǐska ocena. Na ta način bomo ugotovili, ali ima
določen parameter uporabnǐskega vmesnika vpliv na oceno videza aplikacije.
5.5.1 Tema aplikacije
Na podlagi tabele 5.7 lahko ugotovimo, da je bilo zabeleženih približno enako
število vnosov za svetlo in temno temo aplikacije. Iz tabele 5.8 opazimo, da
je svetla tema aplikacije v splošnem bolj priljubljena od temne, saj je vre-
dnost prvega kvartila pozitivna in enaka dva. Prav tako za temno temo velja,
da v določenih trenutkih pridobiva visoke ocene, saj njena največja vrednost
znaša šest, mediana pa štiri. Če primerjamo razdalji med prvim in tretjim
kvartilom tem aplikacij, ugotovimo, da so vrednosti ocen za temno temo apli-
kacije bolj razpršene od svetle. Z izvedbo Levenovega testa smo ugotovili,
da se variance ocen svetle in temne teme med seboj razlikujejo. Dodatno
nam je Welcherjev t-test je potrdil, da obstajajo statistično relevantne raz-
like povprečij posameznih tem aplikacije, saj smo dobili p-vrednost manǰso
kot 0, 0033. Izračunali smo tudi koeficient Cohen’s d in dobili vrednost 0, 27.
To pomeni, da je omenjena razlika srednje velika. Z izvedbo linearne regresije
med temo aplikacije in uporabnikovo oceno smo ugotovili, da ta ima stati-
stično relevanten vpliv pri napovedovanju končne ocene, saj je p-vrednost
dobljenega koeficienta manǰsa od 0, 0033.
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Tema aplikacije Število zbranih vnosov Delež zbranih vnosov
Svetla tema 392 46,9 %
Temna tema 444 53,1 %
Tabela 5.7: Predstavitev količine zbranih vnosov tem aplikacije in pripa-
dajočih deležev glede na celotno zbirko podatkov
Tema aplikacije Min 1. kvartil Mediana 3. kvartil Max
Temna tema -6 -1 4 6 6
Svetla tema -6 2 4 6 6
Tabela 5.8: Tabelarični opis škatel z brki za svetlo in temno temo aplikacije
5.5.2 Velikost pisave
Na podlagi vrednosti tabele 5.9 lahko sklepamo, da imamo približno enako
število vnosov majhne in velike pisave. Z analizo tabele 5.10 se izkaže, da
je velika pisava v splošnem bolj priljubljena od majhne. Primerjava razdalj
med prvim in tretjim kvartilom obeh velikosti pisav nam pove, da so ocene
velike pisave manj variabilne v primerjavi z manǰso. Statistični Levenov
test dodatno potrdi, da se variance ocen posameznih skupin velikosti pisave
med seboj razlikujejo. Z izvedbo Welcherjevega t-testa smo ugotovili, da se
povprečja ocen razlikujejo, saj smo dobili p-vrednost, ki je manǰsa od 0, 0033.
Pri interpretaciji velikosti razlike smo si pomagali z izračunom koeficienta
Cohen’s d, ki v tem primeru znaša 0, 38. Iz tabele 5.1 razberemo, da gre
za srednje veliko razliko povprečij posameznih vrednosti velikosti pisave. S
pomočjo linearne regresije med velikostjo pisave in uporabnǐsko oceno smo
ugotovili, da ima velikost pisave statistično relevanten vpliv na končno oceno.
Dobljen koeficient premice je imel namreč p-vrednost, manǰso od 0, 0033.
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Velikost pisave Število zbranih vnosov Delež zbranih vnosov
Majhna povezava 425 50,8 %
Velika povezava 411 49,2 %
Tabela 5.9: Predstavitev količine zbranih vnosov velikosti aplikacije in pri-
padajočih deležev glede na celotno zbirko podatkov
Velikost pisave Min 1. kvartil Mediana 3. kvartil Max
Velika pisava -6 3 5 6 6
Majhna pisava -6 -1 3 6 6
Tabela 5.10: Tabelarični opis škatel z brki velike in majhne pisave
5.5.3 Pogled novic
V aplikaciji smo implementirali štiri različne poglede, ki so predstavljeni na
sliki 3.2. Z analizo tabele 5.11 ugotovimo, da so deleži vnosov različnih po-
gledov novic raznoliki. Prav tako pa na podlagi tabele 5.12 ugotovimo, da
je najbolǰse ocene pridobival
”
largeCards“ pogled, saj je vrednost prvega
kvartila najbolj pozitivna, mediana znaša pet, največja vrednost ocene pa je
enaka šest. Najbolj razpršene vrednosti ocen opazimo pri pogledu
”
xLarge-
Cards“, saj je razdalja med prvim in tretjim kvartilom pri tem pogledu enaka
devet. Z izvedbo linearne regresije med pogledom novic in uporabnǐsko oceno
smo ugotovili, da pogled novic vpliva na oceno uporabnǐskega vmesnika. S
pomočjo Levenovega testa smo ugotovili, da se variance med posameznimi
pogledi med seboj razlikujejo. Posledično smo izvedli Welcherjev t-test, kar
nas je pripeljalo do sklepa, da so povprečja ocen pogledov novic različna.
Da bi ugotovili, kolikšne so te razlike, smo izračunali vrednosti koeficientov
Cohen’s d med posameznimi pari vrednosti pogleda novic. Največje raz-





koeficienta Cohen’s d znaša 1,10, kar pomeni, da gre za zelo veliko razliko
povprečnih ocen med omenjenima pogledoma. Vrednost koeficienta Cohen’s
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xLargeCards“ in znaša 0,23.
Na podlagi tabele 5.1 ugotovimo, da je razlika povprečij med njima srednje
velika.
Pogled novic Število zbranih vnosov Delež zbranih vnosov
largeCards 378 45,2 %
gridView 51 6,1 %
miniCards 118 14,1 %
xLargeCards 289 34,6 %
Tabela 5.11: Predstavitev količine zbranih vnosov pogledov aplikacije in pri-
padajočih deležev glede na celotno zbirko podatkov
Pogled novic Min 1. kvartil Mediana 3. kvartil Max
largeCards -6 3 5 6 6
gridView -6 -2,5 0 3 6
miniCards -6 2 3 5 6
xLargeCards -6 -3 3 6 6
Tabela 5.12: Tabelarični opis škatel z brki različnih pogledov novic
5.5.4 Prisotnost slik
V vsakem trenutku je uporabnik lahko vklopil ali izklopil prikaz slik. Na
podlagi podatkov tabele 5.13 se izkaže, da je bilo zabeleženih kar 80,4 %
takih pogledov, kjer slike so prisotne. Od tod lahko tudi sklepamo, da so
prikazi novic s slikami uporabniku bolj všeč. Ta sklep dodatno potrdijo
podatki tabele 5.14. Iz nje je razvidno, da so prikazi novic brez slik bili
bolj negativno ocenjeni, saj vrednost prvega kvartila znaša -6, mediana pa
-2. Prav tako so ocene prikazov novic brez slik bolj razpršene od pogledov s
slikami, kar lahko razberemo s primerjavo razdalj prvega in tretjega kvartila.
V primeru pogledov novic s slikami ta znaša tri, kjer slike niso prisotne,
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pa je enaka devet. Z izvedbo Levenovega testa smo ugotovili, da varianci
uporabnǐskih ocen nista enaki za prikaze novice, kjer slike so ali pa niso
prisotne. Z izračunom p-vrednosti Welcherjevega t-testa testa smo prǐsli do
sklepa, da se povprečja pogledov novic glede na prisotnost slik med seboj
razlikujejo. Pri interpretaciji velikosti razlike smo si pomagali s koeficientom
Cohen’s d, ki v tem primeru znaša 1,13, kar pomeni, da je ta zelo velika. Če
izračunamo koeficient premice linearne regresije med spremenljivko, ki nam
pove, ali so slike prisotne, in končno uporabnǐsko oceno, dobimo p-vrednost,
ki je manǰsa od 0, 0033. To pomeni, da prisotnost slik vpliva na oceno prikaza
novic.
Prisotnost slik Število zbranih vnosov Delež zbranih vnosov
Prikazi novic s slikami 672 80,4 %
Prikazi novic brez slik 164 19,6 %
Tabela 5.13: Predstavitev količine in deležev zbranih prikazov novic z in brez
slik glede na celotno zbirko podatkov
Prisotnost slik Min 1. kvartil Mediana 3. kvartil Max
Prikazi novic s slikami -6 3 5 6 6
Prikazi novic brez slik -6 -6 -2 3 6
Tabela 5.14: Tabelarični opis škatel z brki pogledov novic, kjer slike so ali pa
niso prisotne
V zadnjih dveh podpoglavjih smo analizirali razlike med ocenami, ki so
jih uporabniki dajali v različnih kontekstih, ter razlike med ocenami, ko so
uporabljali različne prikaze novic. Ugotovili smo, da so razlike najbolj očitne
takrat, ko uporabnik izvaja različne fizične aktivnosti. Pri analizi ocen prika-
zov pa se je izkazalo, da sta prisotnost slik in izbira pogleda najpomembneǰsa
parametra, ki vplivata na priljubljenost prikaza novic.
V nadaljevanju tega poglavja sledi večnivojsko hierarhično modeliranje.
V njem bomo podrobneje analizirali pomembnost posamezne spremenljivke
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pri napovedovanju ocene uporabnǐskega vmesnika v kombinaciji z ostalimi
parametri. S tem bomo ugotovili, kako kontekst vpliva na dojemanje prikaza
novic. Rezultati te analize bodo ključnega pomena pri gradnji napovednih
modelov, ki temeljijo na algoritmih nadzorovanega strojnega učenja.
5.6 Večnivojsko hierarhično modeliranje
Pri statističnih analizah želimo pogosto preučiti, kakšen vpliv ima določena
spremenljivka na drugo. To lahko dosežemo s pomočjo linearne regresije,
in sicer tako, da zgradimo regresijski model. Njen cilj je dobiti premico, ki
se najbolj prilega učnim podatkom. Na ta način lahko napovedujemo vre-
dnosti odvisne spremenljivke s pomočjo neodvisnih. V nadaljevanju si bomo
pogledali definicijo linearne regresije in kako se ta razlikuje od večnivojskih
hiearhičnih modelov.
Opredelimo množico podatkov {yi, xi1, ..., xip}ni=1 velikosti n. Regresijski
model predpostavlja, da obstaja linearna povezanost med vektorjem neod-
visnih spremenljivk x in odvisno spremenljivko y. Vsako vrednost odvisne
spremenljivke yi lahko dobimo tako, da najprej izračunamo vrednost regre-
sijske premice in ji prǐstejemo odstopanje εi. V splošnem si želimo napake
oz. odstopanja zmanǰsati. Končna enačba vrednosti odvisnih spremenljivk
je sledeča:
yi = β0 + β1xi1 + ...+ βpxip + εi (5.6)
Večnivojski hierarhični modeli so v resnici posplošitev oz. generaliza-
cija linearne regresije. V praksi se namreč pogosto srečujemo s podatki,
ki jih lahko grupiramo po določeni spremenljivki. Predstavljamo si lahko,
da so učne instance urejene v množico gruč, ki se med seboj razlikujejo po
enačbah premic. Razlog za to je, da za vrednosti odvisne spremenljivke zno-
traj iste gruče velja določena zveza, ki v drugi skupini podatkov ni nujno
enaka. Posledično potrebujemo več različnih enačb premic, ki se med seboj
razlikujejo po naklonih oz. smernih koeficientih in začetnih vrednostih. To
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lahko dosežemo s pomočjo večnivojskih hierarhičnih modelov. Tako lahko
podrobneje analiziramo učinek neodvisnih spremenljivk na odvisno. Preden
začnemo z večnivojskim modeliranjem, si bomo najprej pogledali vrste ob-
stoječih modelov.
5.6.1 Model z naključno začetno vrednostjo
Omenili smo, da nam večnivojski hierarhični modeli omogočajo izračun re-
gresijskih premic, ki veljajo znotraj določene gruče podatkov. Prvi tipi ta-
kih modelov upoštevajo različne začetne vrednosti in imajo enake vrednosti
smernih koeficientov. Če želimo izračunati vrednost i-te instance odvisne
spremenljivke znotraj j-te skupine, uporabimo sledečo enačbo:
yij = β0 + β1xij + uj + εij (5.7)
Z opazovanjem zgornje enačbe lahko ugotovimo, da vsota členov β0 in uj
omogoča spreminjanje začetnih vrednosti premic. To pomeni, da ima vsaka
regresijska funkcija drugačen presek z ordinatno osjo, pri tem pa upoštevamo
dejstvo, da so učni podatki hierarhično urejeni v različne skupine.
V resnici imamo eno premico z enačbo β0 + β1xij. Njej nato prǐstejemo
člen uj in ji s tem spremenimo začetno vrednost. Vsemu skupaj dodamo
še εij, ki predstavlja šum oz. odstopanja od resničnih vrednosti yij. Na
ta način dobimo dejansko vrednost odvisne spremenljivke. V nadaljevanju
bomo razširili koeficient β1. Tako bomo prǐsli do modelov, ki se med seboj
razlikujejo ne samo po začetnih vrednostih, ampak tudi po naklonih premic.
5.6.2 Model z naključnimi začetnimi vrednostmi in na-
kloni
Predhodno opisani modeli so bili sestavljeni iz premic, ki se razlikujejo po
začetnih vrednostih. V tem poglavju bodo predstavljeni večnivojski modeli,
ki dopuščajo spremembo smernih koeficientov. Na ta način regresijske funk-
cije spreminjajo svoje naklone, kar pomeni, da imajo neodvisne spremenljivke
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različne učinke v posameznih skupinah. Če razširimo enačbo iz predhodnega
poglavja za izračun vrednosti odvisne spremenljivke, dobimo:
yij = β0 + (β1 + u1ij)x1ij + u0j + ε0ij (5.8)
V zgornji enačbi indeks ij predstavlja i-to instanco vrednosti odvisne
spremenljivke znotraj j-te skupine. Najpomembneǰso vlogo ima člen β1+u1ij.
Ta del enačbe dopušča, da se v vsaki skupini podatkov smerni koeficienti
premic spreminjajo.
Tako zgrajeni modeli predstavljajo najkompleksneǰso strukturo regresij-
skih premic, ki omogočajo spreminjajoče se vrednosti presekov z ordinatno
osjo, kot tudi različne vrednosti smernih koeficientov. Na podlagi njihovih
opazovanj lahko podrobneje obravnavamo učinke neodvisnih spremenljivk
na odvisno. V nadaljevanju tega poglavja bo predstavljen postopek gradnje
večnivojskih hierarhičnih modelov.
5.6.3 Potek gradnje večnivojskih hierarhičnih modelov
Postopek gradnje večnivojskih hierarhičnih modelov je iterativen in poteka
tako, da na vsakem koraku povečujemo kompleksnost modela. Glede na to,
da večnivojske modele uporabimo na podatkih, ki so hierarhično urejeni,
moramo najprej določiti spremenljivko, po kateri bomo združevali zbrane
vnose. V praksi se izkaže, da ta mora imeti vsaj pet različnih vrednosti,
saj se sicer večnivojski modeli skoraj več ne razlikujejo od klasične linearne
regresije. Na ta problem opozarjajo tudi avtorji knjige Gelman in Hill [17].
Vseeno pa trdijo, da so lahko večnivojski hierarhični modeli učinkoviti, tudi
ko podatke razdelimo v dve skupini.
Ko določimo, po kateri spremenljivki želimo podatke grupirati, dobimo
osnoven model, ki ga s postopnim dodajanjem neodvisnih spremenljivk nad-
grajujemo. Dodanim parametrom po navadi rečemo napovedovalci (angl.
predictors). Za njih želimo določiti, kakšen učinek imajo na odvisno spre-
menljivko, pri čemer upoštevamo, da so podatki hierarhično urejeni. Pred-
nost uporabe večnivojskih hierarhičnih modelov je tudi ta, da omogočajo
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upoštevanje medsebojne odvisnosti napovedovalcev.
S širjenjem nabora vhodnih parametrov se pojavi tudi vprašanje, ali smo
z novo spremenljivko zares izbolǰsali napovedni model. Na to nam poma-
gajo odgovoriti kriteriji, kot so AIC (angl. Akaike information criterion) in
BIC (angl. Bayesian information criterion). Oba pri svoji oceni zajemata
kompleksnost modela kot tudi njegovo učinkovitost. Metrika AIC daje pred-
nost modelom, ki so povečali svojo učinkovitost, medtem ko BIC kaznuje
kompleksneǰse modele. Z uporabo obeh metrik želimo v resnici povečati
učinkovitost modelov, pri čemer se skušamo izogniti prekomernemu prilaga-
janju učni množici. Omenjeni meri izhajata iz področja informacijske teorije
in računata relativno izgubo informacije. Manǰsa kot je njuna vrednost,
bolǰsi je model. Dodatno si lahko pri ocenjevanju modelov pomagamo s kli-
cem funkcije anova v jeziku R. Ta s pomočjo hi-kvadrat testa preveri, ali je
kompleksneǰsi model bolǰsi od predhodnega.
V okviru diplomske naloge bomo uporabili opisan postopek gradnje večnivojskih
hierarhičnih modelov. Prvi korak je torej določitev spremenljivke, po kateri
bomo podatke grupirali. Temu sledi povečevanje kompleksnosti modela z
dodajanjem novih vhodnih parametrov. Novonastale modele primerjamo s
predhodnim s pomočjo metrik AIC in BIC ter z uporabo funkcije anova v
jeziku R. S postopnim dodajanjem prediktorjev oz. spremenljivk parame-
trov konteksta bomo v nadaljevanju analizirali njihov vpliv na končno oceno
uporabnǐskega vmesnika.
5.6.4 Gradnja večnivojskih hierarhičnih modelov
Cilj tega poglavja je izgradnja večnivojskih hierarhičnih modelov, s pomočjo
katerih bomo ugotovili, kako posamezni parametri konteksta in prikaza novic
vplivajo na končno uporabnǐsko oceno. V predhodnem poglavju smo omenili,
da je prvi korak gradnje hierarhičnih modelov določitev spremenljivke, po
kateri želimo podatke združevati. Ta mora imeti vsaj pet različnih vrednosti.
V našem primeru se pojavi problem, da noben izmed nominalnih parametrov
ne zavzema zadostne količine raznolikih skupin. Težavo bomo rešili tako, da
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bomo ustvarili novo spremenljivko, ki bo sestavljena iz vrednosti več različnih
parametrov.
Pri izbiri spremenljivk, ki jih bomo združili, si bomo pomagali z ana-
lizo podatkov prve študije. V njej smo ugotovili, da na kakovost prikaza
novic najbolj vplivata izbira določenega pogleda in prisotnost slik. Pri teh
parametrih se namreč kažejo največja odstopanja v porazdelitvi posameznih
vrednosti in uporabnǐskih ocenah. Posledično smo ustvarili novo spremen-
ljivko, ki označuje vrsto pogleda novic in prisotnost slik. Poimenovali smo jo
”
layout images“ in zavzema šest različnih vrednosti:
• Oznaka gw – mrežni pogled novic, pri katerem so slike prisotne.




• Oznaka lw – prikaz novic s pogledom
”
largeCards“, na katerem slike
so prisotne.
• Oznaka mw – prikaz novic s pogledom
”
miniCards“, na katerem slike
so prisotne.
• Oznaka xn – prikaz novic s pogledom
”
xLargeCards“, na katerem slike
niso prisotne.
• Oznaka xw – prikaz novic s pogledom
”
xLargeCards“, na katerem slike
so prisotne.
Za samo gradnjo večnivojskih hierarhičnih modelov smo uporabili knjižnico
lmer v jeziku R. Ta uporablja sledečo sintakso:
m <− lmer ( y = p1 + p2 + p3∗p4 + . . . + pn + ( 1 | g ) , data=df )
Zgornji ukaz pomeni, da gradimo večnivojski hierarhični model, s kate-
rim napovedujemo vrednost odvisne spremenljivke y, s pomočjo neodvisnih
parametrov p1, ..., pn. Pri tem upoštevamo tudi medsebojno odvisnost med
napovedovalcema p3 in p4, kar je označeno s simbolom za množenje.
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Celoten model temelji na vnosih, ki so zbrani v spremenljivki df (de-
finirano v data=df ) in so grupirani po parametru g. To lahko opazimo v
desnem delu izraza (1|g). Številka ena pomeni, da zahtevamo enake vredno-
sti koeficientov premic znotraj posameznih skupin. V primeru, da želimo
spreminjajoče se naklone regresijskih funkcij, moramo nadomestiti številko
ena s parametri, na podlagi katerih se bodo izračunale vrednosti koeficientov
premic.
Osnovni model
Kot smo omenili v predhodnem poglavju poteka gradnja večnivojskih hi-
erarhičnih modelov s postopnim nadgrajevanjem in povečevanjem komple-
ksnosti. Posledično moramo začeti z najbolj osnovnim modelom, ki upošteva
le grupiranje podatkov po izbrani spremenljivki in ne vsebuje neodvisnih
parametrov. V našem primeru smo podatke združevali z novonastalo spre-
menljivko
”
layout images“. V jeziku R smo osnovni model zgradili z ukazom:
m <− lmer ( ocena = 1 + ( 1 | layout images ) , data=df )
Pri analizi osnovnega modela ima pomembno vlogo medrazredni korela-
cijski koeficient ICC (angl. intraclass correlation coefficient). Ta nam pove,
kako močno so si enote znotraj posamezne gruče podobne. Njegove vrednosti
se nahajajo na intervalu [0, 1], pri čemer vrednost nič označuje naǰsibkeǰso
korelacijo, vrednost ena pa najmočneǰso. Koeficient ICC ima velik pomen v
prvem koraku gradnje večnivojskih hierarhičnih modelov, saj nam pove, ali
so ti sploh potrebni. V našem primeru vrednost koeficienta ICC osnovnega
modela znaša 0,31. Posledično smo z gradnjo večnivojskih hierarhičnih mo-
delov nadaljevali, in sicer tako, da smo širili nabor neodvisnih spremenljivk
parametrov konteksta. Na ta način smo dobili kompleksneǰse modele, ki smo
jih primerjali z osnovnim s pomočjo metrik BIC in AIC ter klicem funkcije
anova.
S podrobneǰso analizo osnovnega modela smo ugotovili, da so bili uporab-
nikom v splošnem bolj všeč pogledi, kjer so bile slike prisotne, od tistih, ki so
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brez slik. Na to nakazujejo vrednosti koeficientov, ki so predstavljeni v ta-
beli 5.15. V nadaljevanju tega poglavja se bomo osredotočili na pomembneǰse
ugotovitve, do katerih smo prǐsli pri gradnji večnivojskih modelov.
gw ln lw mw xn xw
0,003 0,275 4,611 2,580 -1,791 2,930
Tabela 5.15: Izračunane začetne vrednosti regresijskih funkcij, ki smo jih
dobili s pomočjo osnovnega večnivojskega hierarhičnega modela modela. V
prvi vrstici se nahajajo vrednosti spremenljivke
”
layout images“.
Vpliv posameznih parametrov na končno oceno prikaza
novic
Osnovnemu modelu smo najprej dodali parameter, ki pove, katero fizično
aktivnost je uporabnik izvajal, ko je ocenil določen prikaz novic. Novonastali
model je bil zgrajen s pomočjo sledečega ukaza:
m <− lmer ( ocena = akt ivnos t + ( 1 | layout images ) , data=df )
S pomočjo funkcije summary smo ugotovili, da uporabniki v splošnem
dajejo najslabše ocene ko se vozijo, nekoliko bolǰse med hojo in najbolǰse, ko
mirujejo. Razlog za ta pojav je morda ta, da so ljudje manj osredotočeni na
branje novic med vožnjo in sprehodi, saj jih takrat bolj zanima dogajanje v
okolici.
Z vključitvijo velikosti pisave v nabor napovedovalcev smo ugotovili, da je
novonastali model bolǰsi pri napovedovanju končne ocene uporabnika. Zgra-
dili smo ga s pomočjo naslednjega ukaza:
m <− lmer ( ocena = pisava + ( 1 | layout images ) , data=df )
Z analizo zgornjega modela smo ugotovili, da so v splošnem uporabnǐske
ocene vǐsje, ko je uporabljena velika pisava. Vrednost koeficienta, ki označuje
manǰso pisavo, je bila negativna in je znašala −1, 04. Od tod sklepamo, da je
velika pisava pregledneǰsa, saj lahko uporabniki berejo novice z manj truda.
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Ko smo osnovnemu hierarhičnemu modelu dodali uro uporabe aplikacije,
smo ugotovili, da so udeleženci raziskave slabše ocenjevali prikaze novic ob
bolj poznih urah. Vrednost koeficienta premic je bila namreč negativna in
je znašala −0, 078. Novonastali model je bil zgrajen s pomočjo naslednjega
ukaza:
m <− lmer ( ocena = ura + ( 1 | layout images ) , data=df )
Razlog za padec uporabnǐskih ocen, ko vrednosti ure uporabe aplikacije
rastejo, je morda ta, da so ljudje v splošnem ob koncu dneva bolj utrujeni
kot na začetku. Posledično so takrat manj osredotočeni na branje novic in
so vrednosti ocen pogledov manǰse.
V nadaljevanju smo osnovnemu hierarhičnemu modelu dodali tudi temo
aplikacije. Tako smo prǐsli do večnivojskega modela, ki je bil zgrajen s
sledečim ukazom:
m <− lmer ( ocena = tema + ( 1 | layout images ) , data=df )
S pomočjo klica funkcije summary smo ugotovili tudi, da ima v splošnem
temna tema aplikacije nižje ocene od svetleǰse. Vrednost koeficienta, ki
označuje svetlo temo aplikacije, je bila namreč pozitivna in je znašala 1, 10.
Svetlost okolice smo kategorizirali in jo razdelili v štiri različne intervale
(enako kot v poglavju
”
Svetlost okolice“). Osnovnemu modelu smo nato
dodali nov vhodni parameter, ki predstavlja določen nivo svetlosti okolice.
Novonastali model smo dobili s pomočjo sledečega ukaza:
m <− lmer ( ocena = s v e t l o s t o k o l i c e + ( 1 | layout images ) , data=df )
S podrobneǰso analizo zgornjega modela smo ugotovili, da uporabniki
dajejo vǐsje ocene ob nižjem nivoju svetlosti okolice. Vrednost koeficienta,
ki označuje najnižjo svetlost okolice, je namreč pozitivna in znaša 2,561,
medtem ko vsi nadaljnji koeficienti, ki označujejo vǐsji nivo svetlosti okolice,
padajo.
Naslednji parameter konteksta, ki smo ga dodali osnovnemu napove-
dnemu modelu, je bil odstotek polnosti baterije. Na ta način smo prǐsli
do modela, ki je bil zgrajen s sledečim ukazom:
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m <− lmer ( ocena = nivo b a t e r i j e + ( 1 | layout images ) , data=df )
Izkazalo se je, da uporabniki dajejo slabše ocene, ko nivo baterije raste.
Vrednost koeficienta premic večnivojskih hierarhičnih modelov je bila namreč
negativna in je znašala −0, 051.
Z dodajanjem posameznih parametrov konteksta osnovnemu modelu smo
ugotovili, da imajo fizična aktivnost, svetlost okolice, nivo baterije in ura
uporabe aplikacije statistično relevanten vpliv pri napovedovanju končne
uporabnǐske ocene. Pri izračunanih koeficientih premic smo namreč dobili
p-vrednosti, ki so bile manǰse kot 0,05. Prav tako so bile tudi vrednosti
metrik AIC in BIC manǰse v primerjavi z osnovnim napovednim modelom.
Edina spremenljivka, ki ni izbolǰsala napovedi končne ocene, je bila svetlost
zaslona. Njen vpliv je bil namreč zanemarljivo majhen (p-vrednost koefici-
enta je znašala 0,237), zato tudi modela, ki vključuje svetlost zaslona, nismo
podrobneje analizirali. V nadaljevanju bomo upoštevali, kako določene kom-
binacije spremenljivk vplivajo na končno uporabnǐsko oceno.
Upoštevanje vpliva kombinacij spremenljivk
S pomočjo predhodnih modelov smo analizirali vpliv posameznega parame-
tra konteksta in prikaza novic na končno uporabnǐsko oceno. V nadalje-
vanju bomo preverili sklepe, ki so bili zastavljeni v poglavju
”
Definiranje
uporabnǐskega vmesnika in nabora parametrov konteksta“. Pri vsaki obrav-
navani kombinaciji spremenljivk bomo zgradili dva modela. Prvi bo, pri
napovedovanju končne uporabnǐske ocene, parametre konteksta obravnaval
neodvisno. Drugi pa bo upošteval tudi odvisnost med vhodnimi spremen-
ljivkami. Temu nato sledi primerjava modelov s pomočjo metrik AIC in BIC
ter klicem funkcije anova v jeziku R. Bolǰsi napovedni model bomo nato
podrobneje analizirali.
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Vpliv fizične aktivnosti in velikosti pisave na končno
oceno prikaza novic
V predhodnih poglavjih se je izkazalo, da fizična aktivnost uporabnika vpliva
na končno oceno videza aplikacije. Prav tako smo opazili, da so udeleženci
raziskave dajali vǐsje ocene, ko so mirovali, kot med hojo in vožnjo. Sklepali
smo, da bi bilo uporabnikom morda bolje, če imajo nastavljeno večjo velikost
pisave ob izvajanju fizičnih aktivnosti, pri katerih se težje osredotočijo na
branje novic. V nadaljevanju si bomo pogledali, kako na izbiro velikosti
pisave vpliva fizična aktivnost uporabnika. To bomo preverili s sledečima
modeloma:
m1 <− lmer ( ocena = 1 + akt ivnos t + pisava + ( 1 | layout images ) ,
data=df )
m2 <− lmer ( ocena = 1 + pisava∗akt i vnos t + ( 1 | layout images ) ,
data=df )
Ko smo zgrajena modela med seboj primerjali, smo ugotovili, da je drugi
model, ki upošteva odvisnosti med velikostjo pisave in fizično aktivnostjo,
bolǰsi pri napovedovanju končne ocene uporabnika. Z izvedbo podrobneǰse
analize smo opazili, da se največje razlike med veliko in majhno pisave
pokažejo, ko so se udeleženci raziskave sprehajali. Takrat je imela manǰsa
pisava nižje vrednosti ocen za faktor, ki znaša −2, 467. Med vožnjo in mi-
rovanjem izrazitih razlik med pisavama ni bilo. Takrat velja, da je velika
pisava nekoliko bolǰsa, a se je izkazalo, da so bile vrednosti koeficientov, ki
to potrjujejo, blizu nič. Njihove p-vrednosti so bile večje kot 0,05, kar po-
meni, da obravnavani koeficienti med vožnjo in mirovanjem niso statistično
relevantni.
Vpliv ure uporabe aplikacije in velikosti pisave na končno
oceno prikaza novic
Omenili smo, da so ljudje ob bolj poznih urah bolj utrujeni in manj osre-
dotočeni na uporabo aplikacije. Sklepali smo, da je morda velika pisava
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primerneǰsa, ko se bliža konec dneva. Na tem mestu bomo zato obravna-
vali kombinacijo vpliva ure in velikosti pisave na končno uporabnǐsko oceno.
Zgradili smo naslednja modela:
m1 <− lmer ( ocena = 1 + pisava + ura + ( 1 | layout images ) ,
data=df )
m2 <− lmer ( ocena = 1 + pisava∗ura + ( 1 | layout images ) ,
data=df )
Ugotovili smo, da nam ni potrebno upoštevati odvisnosti med uro in ve-
likostjo pisave. Izkazalo se je, da so vrednosti kriterijev AIC in BIC večje pri
drugem modelu. Dodatno smo to potrdili s klicem funkcije anova, ki je dala
p-vrednost hi-kvadrat testa 0,883. Posledično bomo podrobneje analizirali
prvi model.
Analiza je pokazala, da bolǰse ocene dobivajo prikazi novic, ki imajo na-
stavljeno večjo velikost pisave. Vrednost koeficienta majhne pisave je bila
namreč negativna in je znašala −1, 002. Izkazalo se je tudi, da ocene padajo
z bolj pozno uro. Vrednost koeficienta, ki predstavlja uro uporabe aplikacije,
je bila namreč negativna in je znašala −0, 075. Njegova p-vrednost je bila
manǰsa kot 0, 05.
Trenutno smo v povezavi z velikostjo pisave obravnavali fizično aktivnost
kot tudi uro uporabe aplikacije. Zanimalo nas je, kateri parameter konte-
ksta je bolj pomemben pri napovedovanju končne uporabnǐske ocene. To
smo preverili s primerjavo modela, ki upošteva odvisnost fizične aktivnosti
in velikosti pisave, s prvim modelom tega poglavja. Ugotovili smo, da so
vrednosti kriterijev AIC in BIC manǰse pri modelu, ki upošteva korelacijo
med velikostjo pisave in fizično aktivnostjo uporabnika. Do enakega sklepa
smo prǐsli s klicem funkcije anova. Ta nam je vrnila p-vrednost hi-kvadrat
testa pri modelu, ki upošteva fizično aktivnost namesto ure uporabe aplika-
cije, manǰso kot 0,05. Od tod smo sklepali, da ima na izbiro velikosti pisave
večji vpliv fizična aktivnost kot ura uporabe aplikacije.
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Vpliv teme aplikacije in svetlosti okolice na končno oceno
uporabnǐskega vmesnika
V predhodnih poglavjih smo omenili, da je svetla tema aplikacija bolǰsa, ko je
svetlost okolice vǐsja. Da bi preverili ta sklep, smo zgradili naslednja modela:
m1 <− lmer ( ocena = 1 + tema + s v e t l o s t o k l i c e + ( 1 | layout images ) ,
data=df )
m2 <− lmer ( ocena = 1 + tema∗ s v e t l o s t o k l i c e + ( 1 | layout images ) ,
data=df )
Z njuno primerjavo smo ugotovili, da je drugi model bolǰsi. Z njegovo ana-
lizo se je izkazalo, da ima temna tema aplikacije v splošnem vǐsje ocene, saj
je vrednost koeficienta za svetlo temo aplikacije negativna in znaša −0, 357.
Izkaže se, da je ta vrednost statistično nepomembna, saj p-vrednost ome-
njenega koeficienta enaka 0, 311. Ugotovili smo tudi, da so vrednosti upo-
rabnǐskih ocen nižje, ko je svetlost okolice vǐsja. Prav tako pa ne smemo
zanemariti dejstva, da z rastjo svetlosti okolice rastejo tudi ocene za svetlo
temo aplikacije. To smo sklepali iz koeficientov, ki povezujejo zadnja dva
nivoja svetlosti okolice in svetlo temo aplikacije, ki so pozitivni in znašajo
1,16 ter 4,06. Glavna ugotovitev je torej, da temna tema aplikacije pridobiva
bolǰse ocene, ko je svetlost okolice nižja, medtem ko priljubljenost svetleǰse
teme raste, ko prehajamo v vǐsje nivoje svetlosti okolice.
Vpliv teme aplikacije in nivoja baterije na končno oceno
prikaza novic
V tem poglavju bomo preverili, ali obstaja povezava med temo aplikacije in
nivojem baterije. Omenili smo namreč, da je ljudem morda bolj všeč temna
tema aplikacije, ko je odstotek polnosti baterije nižji, saj na ta način mobilne
naprave porabijo manj baterije. Povezavo med nivojem baterije in izbiro
teme aplikacije ter končno uporabnǐsko oceno bomo preverili z naslednjima
modeloma:
m1 <− lmer ( ocena = 1 + tema + nivo b a t e r i j e + ( 1 | layout images ) ,
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data=df )
m2 <− lmer ( ocena = 1 + tema∗nivo b a t e r i j e + ( 1 | layout images ) ,
data=df )
Na podlagi metrik AIC in BIC ter klica funkcije anova smo ugotovili, da
je drugi model bolǰsi. Z analizo modela, ki upošteva odvisnost med temo
aplikacije in nivojem baterije, se je izkazalo, da je temna tema v splošnem
bolj priljubljena, saj je vrednost koeficienta svetle teme negativa. Ta učinek
pa je statistično nepomemben, saj je p-vrednost omenjenega koeficienta večja
kot 0,05. Izkaže se tudi, da je koeficient, ki je povezan z nivojem baterije,
negativen. Njegova p-vrednost pa znaša manj kot 2 ∗ 10−16. Sklepali smo,
da v splošnem vrednosti ocen padajo z rastjo odstotka polnosti baterije. Pri
tem moramo upoštevati dejstvo, da je vrednost koeficienta, ki povezuje svetlo
temo aplikacije in nivo baterije, pozitiven. Njegova p-vrednost pa je pod mejo
0,05, kar pomeni, da je statistično pomemben. Od tod smo sklepali, da pri
vǐsjih nivojih baterije pričakujemo vǐsje ocene pogledov, ki imajo nastavljeno
svetlo temo aplikacije.
Za lažjo predstavo smo narisali regresijske funkcije večnivojskega modela
(predstavljene so na sliki 5.3). Ko smo jih podrobneje analizirali, smo ugo-
tovili, da je temna tema aplikacije bolǰsa, ko je nivo baterije nižji. Z vǐsjim
nivojem baterije (približno nad 30 %) postane svetleǰsa tema aplikacije bolǰsa.
Vpliv teme aplikacije in ure uporabe aplikacije na končno
oceno uporabnǐskega vmesnika
Glede na to, da je svetlost okolice nižja z bolj pozno uro, smo sklepali, da ima
morda ura v dnevu posreden vpliv na izbor teme aplikacije. V tem poglavju
bomo zato preverili, kako vplivata tema aplikacije in ura v dnevu na končno
oceno prikaza novic. To bomo storili z gradnjo naslednjih modelov:
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Slika 5.3: Grafični prikaz povezav večnivojskega hierarhičnega modela med
temo aplikacije in nivojem baterije.
m1 <− lmer ( ocena = 1 + tema + ura + ( 1 | layout images ) ,
data=df )
m2 <− lmer ( ocena = 1 + tema∗ura + ( 1 | layout images ) ,
data=df )
Na podlagi primerjave modelov s pomočjo funkcije anova in kriterijev
AIC ter BIC, smo ugotovili, da je prvi model bolǰsi. To pomeni, da inte-
rakcije med temo aplikacije in uro ni potrebno upoštevati. S podrobneǰso
analizo prvega modela smo ugotovili, da je v splošnem svetla tema aplikacije
bolǰsa od temne, saj je vrednost koeficienta, ki pripada svetli temi aplikacije,
pozitivna in znaša 1, 278. Njegova p-vrednost je enaka 1, 73 ∗ 10−7. Izkazalo
se je, da je vrednost koeficienta, ki je povezan z uro uporabe aplikacije, nega-
tivna in statistično pomembna. To nas je pripeljalo do sklepa, da vrednosti
uporabnǐskih ocen padajo z bolj pozno uro v dnevu.
V naslednjem poglavju bomo zgradili končen napovedni model, ki bo
upošteval vse sklepe, do katerih smo prǐsli s stopnjevanjem kompleksnosti in
66 Emir Hasanbegović
primerjavami modelov. Ti so bili naslednji:
• Na podlagi osnovnega napovednega modela smo sklepali, da so bolj pri-
ljubljeni prikazi novic s slikami kot tisti brez. Prav tako spremenljivka
”
layout images“ predstavlja dober parameter, s pomočjo katerega lahko
podatke grupiramo. Vrednost koeficienta ICC osnovnega modela znaša
namreč 0,311.
• Pri napovedovanju končne uporabnǐske ocene ima pomembno vlogo
fizična aktivnost uporabnika. Udeleženci raziskave so namreč dajali
najslabše ocene med vožnjo, nekoliko bolǰse med hojo in najbolǰse, ko
so bili pri miru. Izkazalo se je, da moramo v kombinaciji s fizično
aktivnostjo upoštevati tudi velikost pisave.
• Pri napovedovanju teme aplikacije moramo upoštevati njeno odvisnost
s svetlostjo okolice in nivojem baterije. Ugotovili smo namreč, da z ra-
stjo nivoja baterije in svetlosti okolice raste tudi priljubljenost svetleǰse
teme aplikacije.
• V splošnem velja dejstvo, da uporabniki dajejo nižje ocene prikazom
novic bolj kot je pozno, vǐsja kot je svetlost okolice in vǐsji kot je nivo
baterije.
Končni napovedni model
V tem poglavju bomo zgradili končni večnivojski hierarhični model. Pri tem
si bomo pomagali z dosedanjimi ugotovitvami. Začeli bomo pri modelu, ki
upošteva odvisnosti med fizično aktivnostjo in velikostjo pisave ter korelacijo
med temo aplikacije in svetlostjo okolice. Drugemu modelu pa bomo dodali
še nivo baterije. Omenjena modela bomo zgradili s sledečima ukazoma:
m1 <− lmer ( ocena = 1 + pisava∗akt i vnos t +
tema∗ s v e t l o s t o k l i c e + ( 1 | layout images ) , data=df )
m2 <− lmer ( ocena = 1 + pisava∗akt i vnos t +
tema∗ s v e t l o s t o k l i c e + nivo b a t e r i j e +
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( 1 | layout images ) , data=df )
S primerjavo zgornjih modelov smo ugotovili, da je drugi model bolǰsi,
saj ima manǰse metrike AIC in BIC. Do enakega sklepa smo prǐsli s klicem
funkcije anova. V nadaljevanju bomo drugemu modelu dodali člen, ki bo
upošteval odvisnost med temo aplikacije in nivojem baterije. Tako smo prǐsli
do sledečega modela:
m3 <− lmer ( ocena = 1 + pisava∗akt i vnos t +
tema∗ s v e t l o s t o k l i c e + tema∗nivo b a t e r i j e +
( 1 | layout images ) , data=df )
Izkazalo se je, da je novonastali model bolǰsi od predhodnega, kar po-
meni, da moramo upoštevati tudi interakcijo med temo aplikacije in nivojem
baterije pri napovedovanju končne uporabnǐske ocene.
Predhodno zgrajenemu modelu bomo dodali tudi uro uporabe aplikacije.
V povezavi z njo smo ugotovili, da ima vpliv na končno oceno prikaza novic.
Naslednji model bo torej poleg interakcij v povezavi s temo in velikostjo
pisave upošteval tudi čas v dnevu. Zgradili ga bomo s sledečim ukazom:
m4 <− lmer ( ocena = 1 + pisava∗akt i vnos t +
tema∗ s v e t l o s t o k l i c e +
tema∗nivo b a t e r i j e +
ura + ( 1 | layout images ) , data=df )
Ko smo zgornji model primerjali s predhodnim, smo ugotovili, da nam ure
v dnevu ni potrebno upoštevati pri napovedovanju končne ocene. Vrednosti
metrik AIC in BIC so namreč narasle.
S postopnim dodajanjem parametrov in povečevanjem kompleksnosti smo
zgradili končni večnivojski hierarhični model. Najbolǰsi model je bil m3,
saj je imel najmanǰse vrednosti metrik AIC in BIC. Ko smo ga podrobneje
analizirali, smo prǐsli do sledečih sklepov:
• Uporabniki dajejo najslabše ocene med vožnjo, nekoliko bolǰse, ko ho-
dijo in najbolǰse, ko so pri miru. V povezavi s fizično aktivnostjo mo-
ramo upoštevati velikost pisave. Ugotovili smo, da se največje razlike
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med veliko in majhno pisavo kažejo med hojo. Takrat je vrednost ko-
eficienta za majhno pisavo negativna in znaša −1, 901. To pomeni, da
je velika pisava imela veliko vǐsje ocene, ko so se udeleženci raziskave
sprehajali. Med vožnjo in mirovanjem izrazitih razlik med pisavama ni
bilo. Ugotovili smo le, da je takrat velika pisava bolj priljubljena, a je
učinek koeficientov, ki na to nakazujejo, statistično nepomemben, saj
so njihove p-vrednosti večje kot 0,05.
• V splošnem so udeleženci raziskave dajali slabše ocene, ko je svetlost
okolice naraščala, vendar moramo pri tem upoštevati tudi temo apli-
kacije. Izkaže se namreč, da je bila temna tema aplikacije bolǰsa, ko je
svetlost okolice nižja. Z naraščanjem vrednosti svetlosti okolice pa je
rasla tudi priljubljenost svetle teme aplikacije. Koeficienta, ki povezu-
jeta zadnja dva nivoja svetlosti okolice in svetlo temo, sta pozitivna in
znašata 0,914 ter 2,265.
• Ugotovili smo, da z rastjo odstotka polnosti baterije padajo ocene pri-
kaza novic. Prav tako pa velja dejstvo, da z vǐsjim nivojem baterije
postaja vedno bolj priljubljena svetla tema aplikacije. Vrednost koefi-
cienta, ki povezuje nivo baterije in svetlo temo, je namreč pozitivna in
znaša 0, 016. Glede na to, da so absolutne vrednosti koeficientov večje,
ob upoštevanju povezav med temo in svetlostjo okolice kot med temo
in odstotkom polnosti baterije, smo sklepali, da ima svetlost okolice
večji vpliv pri napovedovanju končne uporabnǐske ocene.
S tem smo zaključili gradnjo večnivojskih hierarhičnih modelov. Z njihovo
analizo smo ugotovili, da moramo pri napovedovanju končne uporabnǐske
ocene upoštevati sledeče parametre konteksta in prikaza novic: velikost pi-
save, fizično aktivnost uporabnika, temo aplikacije, svetlost okolice in nivo
baterije. Med njimi so opazne tudi določene odvisnosti oz. korelacije, ki
imajo vpliv pri napovedovanju ocene prikaza novic. Te lahko vidimo pri
obravnavanju teme aplikacije v povezavi s svetlostjo okolice in odstotkom
polnosti baterije. Ugotovili smo tudi, da ima svetlost okolice večji vpliv na
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izbiro teme aplikacije kot odstotek polnosti baterije. Pri izbiri velikosti pisave
pa ima pomembno vlogo fizična aktivnost uporabnika. Udeleženci raziskave
so namreč med hojo dajali prednost veliki pisavi. Za uro uporabe aplikacije
in svetlost zaslona se je izkazalo, da nimata statistično pomembnega vpliva
pri napovedovanju končne uporabnǐske ocene.
Z gradnjo in analizo večnivojskih hierarhičnih modelov smo uspeli poja-
sniti obstoječo strukturo podatkov. Na ta način smo ugotovili, katere pa-
rametre konteksta in prikaza novic moramo upoštevati pri napovedovanju
končne ocene uporabnǐskega vmesnika. V naslednjem poglavju se bomo lo-
tili gradnje napovednih modelov s področja nadzorovanega strojnega učenja,
ki bodo temeljili na vseh dosedanjih ugotovitvah.
5.7 Nadzorovano strojno učenje
Vhodni podatki so bili v našem primeru sestavljeni iz parametrov konteksta
in uporabnǐskega vmesnika. Pri nadzorovanem strojnem učenju mora imeti
vsaka učna instanca svojo oznako. Ta je v našem primeru lahko zavzemala
dve vrednosti, in sicer:
• DA – izbran prikaz novic je uporabniku všeč.
• NE – izbran prikaz novic mi uporabniku ni všeč.
Glede na to, da je bila končna ocena sestavljena kot vsota ocen treh
trditev Likertove lestvice, smo najprej določili odločitveno mejo, ki definira
zadovoljivost prikaza novic. Ta je v našem primeru znašala šest in hkrati
predstavlja najvǐsjo možno oceno. Razlog za tako visoko mejo je dejstvo, da
so udeleženci raziskave dajali večinoma pozitivne ocene. Pri analizi podatkov
smo namreč ugotovili, da se v bazi podatkov največkrat pojavi ocena šest.
Z ekstrakcijo značilk oz. z zmanǰsanjem nabora vhodnih parametrov se
lahko izognemo prekomernemu prilagajanju učni množici in hkrati dosežemo
vǐsjo natančnost napovedi [18]. S tem namenom smo v nadaljevanju zožali
množico vhodnih parametrov kot tudi število različnih vrednosti, ki jih ti
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lahko zavzemajo. Najprej smo izločili vse podatke, kjer slike niso bile pri-
sotne, saj smo ugotovili, da so taki načini prikaza novic imeli skoraj vedno





gridView“, zato smo vse učne instance, ki so jih vsebovale,
opustili. Obdržali pa smo obe vrednosti velikosti pisav in teme aplikacije. V
povezavi s kontekstom mobilne naprave smo ohranili vse vrednosti fizične ak-
tivnosti uporabnika in različne nivoje svetlosti okolice. Čeprav smo ugotovili,
da ima odstotek polnosti baterije vpliv na izbiro teme aplikacije in končno
oceno uporabnika, smo v nadaljevanju nivo baterije opustili. Svetlost okolice
ima namreč večji vpliv na izbiro teme aplikacije kot baterija.
V nadaljevanju smo za napovedovanje ustreznega načina prikaza novic
uporabili več različnih klasifikatorjev, ki so implementirani v knjižnici Scikit-
learn. Ti so bili sledeči:
• Odločitveno drevo – gre za napovedni model, ki se pogosto uporablja
na področju nadzorovanega strojnega učenja pri klasifikacijiskih kot
tudi regresijskih problemih. Začetek izračuna napovedi se prične v
korenu drevesa, posamezna vozlǐsča pa nato usmerjajo vhodni podatek
do listov, kjer se nahaja končna napoved sistema.
• Random Forest – spada v družino algoritmov, ki združujejo več šibkih
klasifikatorjev. Z uporabo večje množice napovednih modelov je na-
mreč moč doseči vǐsjo učinkovitost. Sama klasifikacija poteka z glaso-
vanjem, in sicer tako, da več dreves izvede napoved sistema. Končen
rezultat je tisti, ki se je največkrat pojavil na izhodu.
• Bayesov klasifikator – sodi v družino verjetnostnih klasifikatorjev in
temelji na uporabi Bayesovega teorema, pri čemer predpostavlja, da so
vhodni parametri med seboj neodvisni. Kljub omenjeni predpostavki,
ki v praksi pogosto ne velja, se Bayesov klasifikator lahko izkaže kot
zelo učinkovit napovedni model.
• Klasifikator AdaBoost – tako kot Random Forest tudi AdaBoost pri
klasifikaciji uporablja več napovednih modelov. Med seboj se razliku-
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jeta po gradnji kot tudi po načinu napovedovanja. Algoritem AdaBoost
najprej zgradi osnoven model, v nadaljnjih korakih pa nastajajo novi
modeli, ki se učijo na podlagi napak predhodnih. Na ta način novo-
nastali modeli postajajo bolj učinkoviti. Prav tako se vsakič izračuna
teža modela, ki predstavlja njegovo pomembnost pri končnem glasova-
nju izhoda sistema.
S tem smo zaključili predstavitev uporabljenih algoritmov na področju
nadzorovanega strojnega učenja. V nadaljevanju tega poglavja sledi analiza
njihove učinkovitosti in medsebojna primerjava.
5.7.1 Primerjava učinkovitosti modelov
V predhodnem poglavju smo omenili, da imajo učne instance dve možni
oznaki. Uporabniku je v nekem trenutku, ki je opredeljen s parametri kon-
teksta mobilne naprave, izbran prikaz novic všeč ali pa ne. Gre torej za
klasifikacijski problem, katerega izhod je binaren. Pri evalvaciji učinkovitosti
takih napovednih modelov si na področju nadzorovanega strojnega učenja
pogosto pomagamo z matriko zamenjav (angl. confussion matrix). Ta je
sestavljena iz štirih različnih polj oz. vrednosti, in sicer:
• TP (angl. true positive) – število pravilno napovedanih pozitivnih ra-
zredov.
• TN (angl. true negative) – število pravilno napovedanih negativnih
razredov.
• FN (angl. false negative) – število napačno napovedanih pozitivnih
razredov.
• FP (angl. false positive) – število napačno napovedanih negativnih
razredov.
S pomočjo zgornjih vrednosti smo v okviru diplomske naloge izračunali
določene mere, s katerimi smo ocenili učinkovitost klasifikatorjev. Te so bile
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sledeče: preciznost, priklic, točnost, ocena F1 in ploščina pod krivuljo ROC
(angl. receiver operating characteristic), ki je v literaturi pogosto poimeno-
vana kot AUC (angl. area under the curve). Prav tako smo vsak napovedni
model testirali še s k-kratnim prečnim preverjanjem. V nadaljevanju tega
poglavja bodo omenjene mere natančneje opredeljene.
Preciznost
Preciznost (angl. precision) nam pove, kolikšen je delež pravilno napovedanih






Priklic (angl. recall) nam pove, kolikšen je delež pravilno klasificiranih pri-






Točnost (angl. accuracy) nam pove, kolikšen je delež vseh pravilno napoveda-




TP + TN + FP + FN
(5.11)
Ocena F1
Ocena F1 predstavlja razmerje med preciznostjo in priklicem. Pogosto se
uporablja, ko je delež razredov izhodne spremenljivke neenakomerno poraz-
deljen. Izračuna se kot:
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Krivulja ROC in mera AUC
Pri evalvaciji učinkovitosti klasifikatorjev si pogosto pomagamo s krivuljo
ROC. Na abscisni osi grafa se nahajajo deleži napačno napovedanih nega-
tivnih razredov, na ordinatni osi pa imamo deleže pravilno klasificiranih po-
zitivnih primerov. Vsako točko dobimo s premikanjem odločitvenega praga
oz. meje, ki pove, kdaj klasificiramo določeno instanco kot negativno oz.
pozitivno. V splošnem si želimo, da je površina krivulje ROC čim večja.
Mera AUC je namreč definirana kot verjetnost, da bo klasifikator naključno
izbranemu pozitivnemu primeru dodelil vǐsjo oceno kot naključno izbranemu
negativnemu primeru [14].
K-kratno prečno preverjanje
Pri k-kratnem prečnem preverjanju moramo podatke najprej razdeliti v K
podmnožic, ki so približno enako velike. Nato začnemo z iterativnim izbira-
njem podmnožic, ki jih uporabimo za testiranje, preostale (K−1 podmnožic)
pa izkoristimo za učenje oz. gradnjo napovednega modela. Opisan proces
ponovimo k-krat, pri čemer vsakič izberemo drugo validacijsko množico, na
kateri izračunamo točnost napovednega modela. Končen rezultat je pred-
stavljen kot povprečna vrednost točnosti klasifikatorja. V okviru diplomske
naloge parameter k znaša deset.
Rezultati
V tem poglavju bodo predstavljeni rezultati, ki smo jih pridobili z izračunom
predhodno opisanih mer. Te lahko najdemo v tabeli 5.16, kjer se nahajajo
vrednosti metrik, ki opisujejo učinkovitost posameznega modela. Napovedne
modele smo primerjali z osnovnim večinskim klasifikatorjem, ki vedno napove
najbolj pogost razred. Na podlagi vrednosti tabele 5.16 lahko razberemo, da
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je klasifikator Random Forest najbolǰsi, saj ima pri vsaki meri, razen pri
priklicu, vǐsjo vrednost (algoritem AdaBoost ima za 0,07 vǐsjo vrednost pri-
klica). V našem primeru je metrika preciznost bolj pomembna od priklica.
Naš cilj je namreč zmanǰsati delež takih napovedi, kjer napovedni model iz-
bran prikaz novic klasificira kot
”
uporabniku je všeč“, vendar v resnici to
ne velja. Poleg tega smo že omenili, da so ostale metrike algoritma Ran-
dom Forest vǐsje, zato lahko trdimo, da je izbran napovedni model najbolj
učinkovit.
Napovedni model Preciznost Priklic Ocena F1 Točnost Točnost prečnega preverjanja AUC
Random Forest 0,71 0,71 0,71 0,72 0,62 0,74
Bayesov klasifikator 0,50 0,04 0,08 0,54 0,56 0,63
Klasifikator AdaBoost 0,61 0,78 0,68 0,66 0,61 0,69
Odločitveno drevo 0,61 0,70 0,64 0,65 0,60 0,61
Večinski klasifikator 0,00 0,00 0,00 0,54 0,52 0,50
Tabela 5.16: Učinkovitost uporabljenih klasifikatorjev
Pri dosedanji analizi podatkov in gradnji napovednih modelov nismo
upoštevali, da ima morda na izbiro prikaza novic vpliv tudi uporabnik sam.
Lahko bi se izkazalo, da ima v določenem kontekstu, vsak posameznik svoje
zahteve. Problem trenutnih napovednih modelov je torej, da so ti globalni
oz. splošni, saj so zgrajeni na podatkih vseh udeležencev raziskave. V nada-
ljevanju diplomske naloge bomo zato poskusili model Random Forest perso-
nalizirati. Kot bomo videli v naslednjem poglavju si bomo pri tem pomagali





personalizacija“ zajema proces prilagajanja vsebine in delovanja apli-
kacije, ki ustreza določenemu tipu uporabnikov. V praksi se namreč pogo-
sto izkaže, da vsak posameznik uporablja aplikacijo na svoj način, ki sledi
določenemu vzorcu, na podlagi katerega ga je moč identificirati. Enako velja
tudi za branje novic, saj gre za edinstveno izkušnjo, ki jo vsak doživlja na
svoj način [11]. To pomeni, da ima vsak uporabnik v določenem trenutku
drugačne zahteve, česar splošen napovedni model ne upošteva. V nadaljeva-
nju tega poglavja bo predstavljen postopek, ki smo ga uporabili za reševanje
omenjenega problema. Ta temelji na algoritmih in tehnikah aktivnega ter
spodbujevalnega strojnega učenja.
6.1 Kombinacija aktivnega in spodbujevalnega
strojnega učenja
Cilj algoritmov na področju aktivnega strojnega učenja je zmanǰsanje števila
učnih instanc, ki so potrebne za doseg želene učinkovitosti napovednih mo-
delov [35]. Po navadi je proces aktivnega strojnega učenja predstavljen s
sledečimi koraki (glej sliko 6.1)
1. Najprej moramo zbrati zadostno količino podatkov.
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2. Iz teh zgradimo splošni napovedni model.
3. Iz toka ali množice neoznačenih podatkov izbiramo take učne instance,
ki so najbolj informativne. Obstajajo tudi algoritmi, ki sami ustvarijo
nove učne primere.
4. Najbolj informativne instance uporabnik označi.
5. Te shranimo v bazo označenih podatkov.
6. Ponovno zgradimo model s posodobljeno množico učnih podatkov in
nadaljujemo z zbiranjem podatkov.
Slika 6.1: Potek aktivnega učenja
Raziskave so pokazale, da je 91 % raziskovalcev s pomočjo aktivnega
učenja doseglo vǐsjo učinkovitost napovednih modelov [35]. S samo uporabo
algoritmov aktivnega učenja moramo upoštevati določene predpostavke, ki ne
veljajo povsod. Lahko se namreč zgodi, da se uporabnik pri oznaki podatkov
zmoti, ali pa je sam potek označevanja dolgotrajen, naporen in posledično
zelo drag. Omenjene ovire se izkažejo za relativno pogost problem realnega
sveta.
Glede na to, da želimo v čim kraǰsem času (prvi del druge študije traje
le dva tedna) personalizirati obstoječ splošni napovedni model, bomo upo-
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rabili algoritme in tehnike aktivnega strojnega učenja. Pri diplomski na-
logi smo raziskavo izvedli na manǰsem številu uporabnikov. Učne podatke
pridobivamo tako, da uporabniki odgovarjajo na vprašalnik, ki se nanaša
na njihovo trenutno zadovoljstvo prikaza novic. V določenem trenutku se
moramo odločiti, ali je vprašalnik potreben. Pri tem smo se odločili, da
bomo izbrali več možnih pristopov za izračun informativnosti podatka, saj
ni mogoče določiti vnaprej, katera tehnika aktivnega strojnega učenja bo na
posamezniku delovala najbolje. Pri iskanju odgovora na to vprašanje si bomo
pomagali s spodbujevalnim strojnim učenjem.
Spodbujevalno strojno učenje
Spodbujevalno učenje se ukvarja s samodejnim iskanjem zaporedja akcij v
določenem okolju na podlagi do sedaj znanih nagrad oz. kazni [36]. Po navadi
je opredeljeno z naslednjo trojico: okolje, spodbujevalna in izhodna funkcija
[19]. Agent vodi interakcijo z okolico tako, da jo zaznava in v odvisnosti od
trenutnega stanja izvede akcijo, ki spremeni okolje.
V našem primeru agent na podlagi algoritma UCB (angl. upper confi-
dence bound algorithm) in predhodnih izkušenj (število zabeleženih poskusov
in vsote nagrad pri posamezni tehniki aktivnega učenja) ǐsče optimalno stra-
tegijo menjavanja med posameznimi metodami aktivnega učenja.
Slika 6.2: Potek aktivnega učenja in spodbujevalnega strojnega učenja
Dogajanje na sliki 6.2 lahko interpretiramo na sledeč način:
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1. Agent mora najprej prebrati trenutne informacije o izbranih metodah
aktivnega učenja.
2. Na podlagi pridobljenih informacij in izhodne funkcije agent izvede
akcijo.
3. Z določeno akcijo oz. potezo agent spremeni trenutno znanje o aktiv-
nem učenju in pridobi ustrezno nagrado oz. kazen.
Podobno težavo so obravnavali v članku [13]. Izpostavili so problem zbi-
ranja velike količine podatkov in trdili, da je pogosta rešitev aktivno učenje.
V primeru, da je okolje dinamično in nismo prepričani, kateri pristop iz-
brati s področja aktivnega učenja za zmanǰsanje števila učnih podatkov, je
najbolje izbrati več različnih metod hkrati. Predlagali so, da si pri iskanju
najbolǰse strategije menjavanja med različnimi tehnikami aktivnega učenja
lahko pomagamo s t. i. problemom n-rokovnega bandita (angl. Multi Armed
Bandit problem). Gre za tipičen problem s področja spodbujevalnega stroj-
nega učenja, katerega cilj je uravnovesiti raziskovanje in izvedbo trenutno
najbolj znane poteze oz. akcije. Ime n-rokovni bandit izhaja iz sledeče ideje:
Predstavljajmo si hazarderja, ki stoji pred vrsto z n-igralnimi avtomati. Nje-
gov cilj je seveda maksimizirati končen dobiček. Pri vsakem koraku se mora
odločiti, kateri avtomat bo poskusil naslednji. Sedaj se pojavi vprašanje,
ali igrati na avtomatu, ki je do sedaj prispeval največji izkupiček, ali morda
poskusiti drugega, ki bi lahko prinesel še več denarja.
Možnih pristopov, ki nam pomagajo pri odločitvi, kdaj izbrati najbolǰsi
avtomat in kdaj poskusiti drugega, je več. V članku [13] predlagajo algoritem
UCB, saj se ta pogosto izkaže kot učinkovit pristop za reševanje omenjenega
problema [7] (delovanje algoritma UCB bo podrobneje opisano v poglavju
”
Algoritem UCB“). Poleg njegove učinkovitosti je ena izmed prednosti upo-
rabe omenjenega algoritma tudi dejstvo, da ni računsko zahteven. V našem
primeru je torej idealen, saj si želimo, da se celoten potek učenja izvaja na
mobilnih telefonih uporabnikov. Prav tako tudi mi izbiramo med več igral-
nimi avtomati. Ti so v našem primeru različni algoritmi s področja aktivnega
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učenja. Razlog za to je, da nismo prepričani, katera tehnika aktivnega učenja
bo najbolj ustrezna za posameznika. To nalogo bomo prepustili spodbuje-
valnemu strojnemu učenju.
6.2 Tehnike aktivnega strojnega učenja
Kot smo omenili v predhodnih poglavjih obstja na področju aktivnega stroj-
nega učenja več različnih algoritmov in tehnik, ki nam pomagajo določiti,
ali je označevanje novih učnih podatkov nujno potrebno. V okviru druge
študije smo uporabili štiri različne metode, ki nam poskusijo odgovoriti na
vprašanje, kdaj moramo uporabniku ponuditi vprašalnik. V nadaljevanju
tega poglavja sledi njihov opis.
Vzorčenje na podlagi razmične prepričanosti
Vzorčenje negotovosti, ki temelji na tehniki razmične prepričanosti (angl.
margin of confidence), deluje na podlagi izračuna verjetnosti izhodov na-
povednega modela. V našem primeru na podlagi konteksta izračunamo, s
kolikšno verjetnostjo algoritem Random Forest klasificira posamezen način
prikaza novic, kot da bo uporabniku všeč. To pomeni, da za vsako kombi-
nacijo pisave, teme in pogleda izračunamo odstotek dreves, ki glasuje, da bo
z določenim prikazom novic uporabnik zadovoljen. Temu sledi izbira dveh
najbolj verjetnih izhodov in izračun razlike med njunima verjetnostma. V
primeru, da ta znaša več kot 20 %, uporabniku vprašalnika ne zastavimo.
Glede na to, da za več različnih prikazov novic določamo, ali se ti klasifici-
rajo, kot da so uporabniku všeč ali ne, moramo upoštevati, da se dobljene
vrednosti ne seštejejo v ena. Problem smo rešili z normalizacijo izračunanih
verjetnosti, tako da smo uporabili funkcijo softmax.
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Hevristika naključja
Gre za najenostavneǰso tehniko aktivnega strojnega učenja. Ta se v določenem
trenutku naključno odloči, ali mora označiti novo učno instanco. Kljub svoji
enostavnosti je lahko uporabna, saj raziskuje najbolj raznolik prostor podat-
kov.
Hevristika naključja ob upoštevanju porazdelitve fizične
aktivnosti
Pri analizi podatkov smo ugotovili, da ima fizična aktivnost velik vpliv na
končno oceno prikaza novic. Zaradi omenjenega dejstva smo se odločili, da
bomo verjetnost pojavitve vprašalnika računali na podlagi porazdelitve nje-
nih vrednosti. Izkazalo se je, da uporabniki najpogosteje berejo novice, ko mi-
rujejo, in da je manj takih vnosov, kjer se ti sprehajajo ali vozijo. Posledično
smo v prvem delu druge študije povečali frekvenco pojavitve vprašalnika med
hojo in vožnjo. To smo dosegli z izračunom kvocientov, ki predstavljajo raz-
merje med količino vnosov, ko so uporabniki mirovali, in številom vnosov,
ko so se ti vozili ali sprehajali. Na ta način smo dobili vrednost, ki pove,
kolikokrat več je takih podatkov, kjer so uporabniki mirovali, od tistih, kjer
so se vozili ali sprehajali. V naslednjem koraku smo izračunali verjetnost
pojavitve vprašalnika pri opravljanju različnih fizičnih aktivnosti. Glede na
to, da je največ takih podatkov, kjer uporabniki mirujejo, je njena vrednost
takrat najmanǰsa. Nekoliko večja verjetnost pojavitve vprašalnika je med
hojo in največja med vožnjo, saj je takih vnosov najmanj.
Vzorčenje na podlagi najmanǰse prepričanosti
Vzorčenje na podlagi najmanǰse prepričanosti (angl. least confidence sam-
pling) temelji na izračunu verjetnosti izhodnih vrednosti. Pri tej metodi
najprej izračunamo verjetnosti klasifikacije posameznih prikazov novic. Nato
izberemo tisti prikaz, za katerega model napove, da bo uporabniku najverje-
tneje všeč. V primeru, da je verjetnost izbranega izhoda pod mejo, ki znaša
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50 %, uporabniku ponudimo vprašalnik.
6.3 Algoritem UCB
V predhodnem poglavju smo predstavili vse uporabljene tehnike aktivnega
strojnega učenja. Glavni razlog uporabe več metod je dinamičnost izvajal-
nega okolja. Aplikacijo uporablja več uporabnikov in ni nujno, da bo izbrana
tehnika aktivnega strojnega učenja delovala enako dobro tudi na preostalih
uporabnikih. Posledično moramo za vsakega posameznika ugotoviti, katera
izmed uporabljenih metod dosega najbolǰse rezultate. Celoten proces aktiv-
nega strojnega učenja in posodabljanja modelov je torej potrebno persona-
lizirati. S tem se pojavi potreba po določitvi ustrezne strategije menjavanja
med uporabljenimi metodami. Pri tem si bomo pomagali z algoritmom UCB,
ki je pogosto uporabljen na področju spodbujevalnega strojnega učenja.
Omenjen algoritem skuša v našem primeru uravnotežiti izbiro med naj-
bolǰso tehniko aktivnega strojnega učenja in poskušanjem preostalih metod,
ki bi se morda lahko izkazale kot še bolǰse. Celotno delovanje algoritma te-
melji na sledeči enačbi, ki definira, katero akcijo mora agent v določenem
trenutku izvesti:





Prvi del zgornje enačbe Qt(a) predstavlja povprečno nagrado, ki jo je
agent do sedaj pridobil z uporabo tehnike a in omogoča izkorǐsčanje metode,
ki se je do koraka t izkazala kot najbolǰsa. Drugi del enačbe pa predstavlja
zgornjo mejo prepričanosti, ki jo algoritem dopušča za raziskovanje nove teh-
nike aktivnega strojnega učenja in je odvisna od števila poskusov tehnike a
do trenutka t. Večkrat kot smo izbrali določeno tehniko, manjkrat jo želimo
v nadaljevanju poskusiti, kar ponazarja člen Nt(a) zgornje enačbe. Grafična
predstavitev enačbe, ki je temelj algoritma UCB, se nahaja na sliki 6.3.
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Slika 6.3: Grafična predstavitev delovanja algoritma UCB
6.4 Nagrajevanje tehnik aktivnega strojnega
učenja
Pred samo uporabo algoritma, ki je predstavljen v predhodnem poglavju,
moramo najprej določiti ustrezno funkcijo dodeljevanja nagrad. V našem
primeru po vsaki pridobitvi uporabnikovega odgovora posodobimo trenuten
napovedni model. Nato ponovno izračunamo novo verjetnost izhoda in po-
skušamo ugotoviti, ali je model bolj prepričan, kaj je uporabniku všeč kot
prej. V primeru, da je verjetnost pravilnega izhoda večja, to pomeni, da se
model uči v pravi smeri. Posledično tehniko aktivnega strojnega učenja, ki
je določila pojavitev vprašalnika, nagradimo, in sicer tako, da izračunamo
razliko med novo prepričanostjo modela in predhodno. Prav tako smo dajali
prednost takim učnim instancam, ki verjetnost izhodnih podatkov spreme-
nijo do te mere, da model spremeni klasifikacijski razred. To pomeni, da
izbrani tehniki dodelimo dodatno nagrado (razliki med posodobljeno pre-
pričanostjo modela in predhodno prǐstejemo ena) takrat, ko model spremeni
svojo napoved in je nov izhod sistema pravilen. Na ta način smo posredno
uporabili metodo aktivnega strojnega učenja, ki zahteva označevanje takih
učnih instanc, ki spremenijo napoved modela.
Poglavje 7
Analiza in pregled podatkov
druge študije
V tem poglavju bodo predstavljeni rezultati druge študije, ki je bila izve-
dena v okviru diplomske naloge. Kot smo omenili, je njen namen izbolǰsati
splošni napovedni model s pomočjo algoritmov in tehnik, ki so bili opisani
v predhodnih poglavjih. Celotna raziskava je potekala štiri tedne, v njej pa
je sodelovalo šest uporabnikov. Med njimi je bilo pet moških in ena ženska.
Povprečna starost udeležencev je bila 28 let. Skupno je bilo zbranih 630
vnosov. V prvem delu študije, ki je trajal dva tedna, smo merili uspešnost
posameznih tehnik aktivnega strojnega učenja in algoritma UCB. V drugem
delu študije pa smo se osredotočili na primerjavo učinkovitosti splošnega na-
povednega in personaliziranega modela. V nadaljevanju sledi analiza zbranih
podatkov prvega in drugega dela raziskave.
7.1 Učinkovitost algoritma UCB in posame-
znih tehnik aktivnega strojnega učenja
Učinkovitost algoritma UCB smo merili s pomočjo funkcije nagrajevanja,
ki je bila opisana v predhodnem poglavju, in beleženjem vseh izbir tehnik
aktivnega strojnega učenja. Zbrani rezultati so za posameznega uporabnika
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zajeti v tabeli 7.1. Ta je sestavljena iz sledečih stolpcev:
• Stolpec
”




nagrade“ – vsebuje vektorje, ki predstavljajo nagrade po-
sameznih metod aktivnega strojnega učenja. Te si sledijo v nasle-
dnjem vrstnem redu: metoda razmične prepričanosti, hevristika na-
ključja, hevristika naključja ob upoštevanju porazdelitve fizične aktiv-
nosti, vzorčenje najmanj verjetnih izhodov.
• Stolpec
”
število poskusov“ – vsebuje vektorje, ki predstavljajo število,
kolikokrat je bila posamezna tehnika aktivnega strojnega učenja iz-





skupna nagrada“ – vsebuje vrednosti, ki predstavljajo skupno
vsoto nagrad vseh metod aktivnega strojnega učenja.
• Stolpec
”
delež napak“ – vsebuje odstotek napačnih izbir metod ak-
tivnega učenja, med katerimi je menjaval algoritem UCB. V našem
primeru se za napako štejejo take učne instance, ki niso prispevale k
izbolǰsanju napovednega modela.
ID Nagrade Število poskusov Skupna nagrada Delež napak
0 [31, 72, 5, 47,−3, 40,−1, 98] [50, 16, 2, 3] 31,82 12,67 %
1 [3, 79, 4, 08,−1, 90,−1, 93] [5, 6, 1, 2] 4,04 21,43 %
2 [15, 34, 2, 07,−1, 95,−1, 75] [15, 6, 2, 2] 13,71 16,00 %
3 [26, 04, 12, 60,−1, 41,−1, 85] [34, 21, 3, 2] 35,38 8,33 %
4 [−0, 02, 2, 50,−0, 50,−2, 50] [17, 23, 15, 11] -0,27 12,12 %
5 [1, 38, 0, 39,−1, 71,−2, 25] [6, 5, 3, 2] -2,20 31,25 %
Tabela 7.1: Učinkovitost algoritma UCB in posameznih metod aktivnega
strojnega učenja
Z analizo tabele 7.1 smo prǐsli do sledečih sklepov:
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• Pri udeležencih raziskave z identifikatorji nič, dva in tri smo opazili, da
sta bili najbolj učinkoviti prvi dve metodi aktivnega strojnega učenja.
Prav tako je odstotek napačnih izbir algoritma UCB relativno majhen
(12, 67 %, 16, 00 % in 8, 33 %). Ugotovili smo tudi, da je na teh upo-
rabnikih omenjen algoritem največkrat izbral prvo metodo aktivnega
strojnega učenja, saj je ta imela najvǐsjo vsoto nagrad.
• Čeprav je uporabnik z identifikacijsko številko ena aplikacijo malo upo-
rabljal (skupno je prispeval le 14 vnosov v prvem delu študije), algori-
tem UCB ni naredil prevelikega števila napak. Delež zgrešenih posku-
sov oz. napačnih izbir znaša le 21, 43 %. Kljub temu pa sta se tudi pri
tem uporabniku prvi dve metodi aktivnega strojnega učenja izkazali
kot najbolǰsi.
• Nobena izmed metod aktivnega strojnega učenja ne odstopa po svoji
učinkovitosti pri uporabnikih z identifikatorjema štiri in pet. Posledično
tudi algoritem UCB ni uspel pri njima določiti, katera metoda aktiv-
nega strojnega učenja je najbolǰsa. Čeprav je uporabnik z identifikacij-
sko število štiri prispeval velik delež vnosov, algoritem UCB ni bil enako
učinkovit kot pri ostalih udeležencih raziskave. Skupna nagrada je na-
mreč negativna, prav tako pa je število posameznih poskusov približno
enakomerno porazdeljeno. Omenjena dva uporabnika bomo podrobneje
analizirali v nadaljevanju.
Ugotovili smo, da je v splošnem algoritem UCB relativno hitro uspel
določiti, katera tehnika aktivnega strojnega učenja na posamezniku daje naj-
bolǰse rezultate. Večinoma sta bili izbrani metodi razmične prepričanosti in
hevristika naključja. Prva metoda raziskuje tak prostor podatkov, kjer mo-
del ni prepričan, kaj je uporabniku všeč. oz. se izkaže, da je v določenem
trenutku uporabnik lahko zadovoljen z različnimi prikazi novic. Večinoma
gre torej za ekstremne vrednosti, saj omenjena metoda zahteva uporabni-
kove odgovore takrat, ko je razlika med najbolj verjetnima prikazoma pod
mejo, ki znaša 20 %. Druga metoda pa se naključno odloči, ali je pojavi-
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tev vprašalnika nujna. Posledično lahko sklepamo, da naključna hevristika
dopolnjuje metodo razmične prepričanosti, saj skupaj poskušata zajeti čim
bolj raznolike učne instance.
Analiza vprašalnika
Omenili smo, da algoritem UCB in tehnike aktivnega strojnega učenja niso
bile učinkovite pri zadnjih dveh udeležencih raziskave. Glede na to, da napo-
vedni model posodobimo ob pojavitvi vprašalnika, smo sklepali, da so morda
uporabnikovi odgovori vzrok za slabše delovanje tehnik aktivnega strojnega
učenja in algoritma UCB. Tabela 7.2 predstavlja zbrane deleže oznak novo
pridobljenih učnih instanc. Udeleženci raziskave so imeli na vprašalniku dve
možnosti. Z izbranim prikazom novic je lahko posameznik zadovoljen ali ne.
ID Delež odgovorov z oznako
”
Ne“ Delež odgovorov z oznako
”
Da“
0 35,2 % 64,8 %
1 50,0 % 50,0 %
2 68,0 % 32,0 %
3 43,3 % 56,7 %
4 3,0 % 97,0 %
5 18,8 % 81,2 %
Tabela 7.2: Deleži uporabnikovih odgovorov na vprašalnik
Z analizo tabele 7.2 smo ugotovili, da zadnja dva uporabnika odstopata
od ostalih po porazdelitvi odgovorov vprašalnika. Pri njima opazimo, da sta
bila zelo redko nezadovoljna z izbranim prikazom novic, kar je še posebej
izrazito pri uporabniku z identifikacijsko številko štiri. Ta je v 97 % primerih
označil, da mu je trenuten videz aplikacije všeč. Od tod smo sklepali, da
so bile dodeljene nagrade tehnikam aktivnega strojnega učenja zelo majhne,
saj je začetni napovedni model v večini primerov pravilno napovedal vse
vrednosti parametrov prikaza novic.
S tem smo zaključili analizo podatkov prvega dela druge študije, v kateri
smo s pomočjo tehnik aktivnega in spodbujevalnega strojnega učenja poso-
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dabljali splošni napovedni model. V nadaljevanju tega poglavja sledi analiza
zbranih podatkov drugega dela raziskave.
7.2 Primerjava učinkovitosti personaliziranega
in splošnega napovednega modela
Namen drugega dela druge študije je primerjava učinkovitosti splošnega in
personaliziranega napovednega modela. Dobljeni rezultati niso primerljivi
s predhodno analizo učinkovitosti napovednih modelov prve študije, saj je
bil problem takrat binaren. Določen prikaz novic smo klasificirali, kot da bo
uporabniku všeč ali ne. V drugi študiji pa gre za problem določanja najustre-
zneǰsega prikaza novic med osmimi možnostmi konfiguracije uporabnǐskega
vmesnika.
Kot smo predhodno omenili, smo podatke pridobivali z vsakodnevno me-
njavo omenjenih modelov, pri čemer se je postopek začel po izteku prvih dveh
tednov druge raziskave. Ob vsaki izbiri prikaza novic in pojavitvi vprašalnika
smo poslali uporabnikov odgovor na strežnik. V primeru, da so bili udeleženci
raziskave zadovoljni z določenim prikazom novic, smo take napovedi šteli kot
pravilne, sicer smo jih označili za napačne. Dobljeni rezultati so zajeti v
tabeli 7.3. Ta je sestavljena iz sledečih stolpcev:
• Stolpec
”
ID“ – predstavlja identifikacijske številke uporabnikov.
• Stolpec
”












točnost person. m.“ – predstavlja delež pravilnih napovedi
personaliziranga napovednega modela.
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Z analizo tabele 7.3 smo ugotovili, da je bila personalizacija napovednih
modelov uspešno izvedena, saj je povečala zadovoljstvo vseh uporabnikov.
Deleži pravilnih napovedi personaliziranega napovednega modela so bili pri
vsakem udeležencu raziskave vǐsji v primerjavi s splošnim modelom. Prav
tako smo izračunali povprečne točnosti obeh modelov, s čimer smo ugotovili,
da personaliziran napovedni model doseže 74, 16-odstotno točnost, medtem
ko splošen 48, 50-odstotno. Od tod lahko sklepamo, da je personaliziran
napovedni model v povprečju za 25, 66 odstotnih točk bolǰsi.
ID Št. nap. sploš. m. Št. nap. person. m. Točnost sploš. m. Točnost person. m.
0 32 45 47 % 71 %
1 9 13 44 % 69 %
2 49 31 52 % 63 %
3 15 26 47 % 73 %
4 31 48 68 % 98 %
5 6 7 33 % 71 %
Tabela 7.3: Točnost splošnega in personaliziranega napovednega modela v
drugih dveh tednih druge študije
7.3 Primerjava napovedi personaliziranega in
splošnega napovednega modela
Z analizo podatkov prvega dela druge študije smo ugotovili, da so persona-
lizirani modeli, v primerjavi s splošnimi, bolj učinkoviti pri napovedovanju
ustreznega prikaza novic. V tem poglavju bomo preverili, po katerih para-
metrih se napovedi modelov razlikujejo. Pri tem si bomo pomagali z metriko
Wasserstein. Z njo lahko izračunamo minimalno količino dela, ki je potrebna,
da pretvorimo določeno porazdelitev podatkov v drugo. Enota dela je defini-
rana kot količina dela, ki je potrebna za premik enote uteži za enoto razdalje
[16]. V našem primeru bomo omenjeno metriko uporabili za primerjavo po-
razdelitve vrednosti posameznih parametrov prikaza novic ob upoštevanju
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določenih vrednosti dimenzij konteksta. To pomeni, da bomo opazovali raz-
like med personaliziranim in splošnim napovednim modelom, pri čemer bo
vrednost izbranega parametra konteksta ostala enaka.
V našem primeru smo prikaze novic napovedovali v odvisnosti od dveh pa-
rametrov konteksta, in sicer fizične aktivnost ter svetlosti okolice. Posledično
lahko opazujemo razlike med napovednima modeloma, kjer so kombinacije
vrednosti fizične aktivnost in svetlosti okolice enake. V drugem delu druge
študije se je izkazalo, da je bilo zabeleženih 89, 9 % takih vnosov, ko so bili
udeleženci raziskave pri miru. Če bi torej opazovali razlike med modeloma, ko
se uporabniki vozijo ali pa sprehajajo, se pojavi nevarnost, da imamo na voljo
premajhno število takih vnosov. Zaradi omenjenega razloga smo se odločili,
da bomo primerjavo med modeloma izvedli ob upoštevanju različnih nivojev
svetlosti okolice, pri čemer bo vrednost fizične aktivnosti enaka STILL (upo-
rabnik miruje). Ker svetlost okolice zavzema celoštevilske vrednosti, ki so
večje od nič, smo jo v nadaljevanju kategorizirali in jo razdelili v dve skupini.
Meja delitve je bila enaka 100 lux. V praksi se izkaže, da vrednosti svetlosti
okolice, ki so manǰse kot 100 lux, večinoma predstavljajo zaprte prostore,
ostale vrednosti pa nakazujejo na odprte [4].
ID Pogled Tema Pisava
0 0,34 0,49 0,43
1 0,27 0,05 0,46
2 0,12 0,17 0,23
3 0,01 0,41 0,34
4 0,50 0,62 0,46
5 0,71 0,53 0,93
Σ 1,95 Σ 2,27 Σ 2,85
Tabela 7.4: Seštete vrednosti metrik Wasserstein pri primerjavi porazdelitve
vrednosti posameznih parametrov prikaza novic, ob upoštevanju različnih
nivojev svetlosti okolice. V zadnji vrstici se nahajajo seštete vrednosti metrik
glede na parametre prikaza novic.
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Podatki tabele 7.4 so pridobljeni tako, da smo najprej zbrane vnose po-
sameznega uporabnika razdelili na dva dela. Delitev je bila izvedena po
predhodno definiranih nivojih svetlosti okolice. Nato smo prešteli, koliko-
krat je izbran napovedni model napovedal določeno vrednost prikaza novic.
Temu je sledila normalizacija dobljenih vrednosti in primerjava porazdelitve
podatkov z metriko Wasserstein. Vse izračunane vrednosti smo nato skupaj
sešteli. Na ta način smo določili, kolikšna je razlika med napovedmi per-
sonaliziranega in splošnega modela, glede na izbran atribut prikaza novic.
Pri tem smo upoštevali, da so podatki grupirani po uporabnikih in različnih
nivojih svetlosti okolice.
Z analizo tabele 7.4 smo ugotovili, da so se napovedi modelov najmanj
razlikovale pri uporabnikoma z identifikatorjema dva in tri. Najbolj izrazito
odstopanje je opazno pri primerjavi velikosti pisave pri udeležencu raziskave z
identifikatorjem pet. Takrat vrednost metrike Wasserstein znaša 0, 93. Doda-
tno smo tudi izračunali, kateri parameter prikaza novic se je največ prilagajal
na uporabnikih. To smo storili tako, da smo vse dobljene vrednosti metrike
Wasserstein grupirali po izbranem parametru prikaza novic. Dobljeni rezul-
tati se nahajajo v zadnji vrstici tabele. Iz nje lahko ugotovimo, da se je
najmanj prilagajal parameter
”
pogled“. Nekoliko bolj se je spreminjala na-
poved za temo aplikacije. Največje razlike med personaliziranim in splošnim
modelom pa so bile opazne pri napovedovanju vrednosti za velikost pisave.
Od tod lahko sklepamo, da je velikost pisave parameter, ki je najbolj odvi-
sen od posameznika, kar pomeni, da ga moramo najbolj personalizirati pri
izbiranju načina prikaza novic. Parameter
”
pogled“ pa se izkaže kot najbolj
splošen in je najmanj odvisen od uporabnika, zato lahko trdimo, da obstajajo




V predhodnih poglavjih diplomske naloge je bil opisan potek zbiranja podat-
kov dveh študij in njihova analiza. Naša glavna hipoteza je bila, da parametri
konteksta vplivajo na način branja novic. Ta se je izkazala za resnično. Na
samo razlago učinka posameznih parametrov smo se osredotočili predvsem
v prvi študiji. S tem namenom smo najprej razvili mobilno aplikacijo, ki
omogoča beleženje stanja okolice in uporabnika ter ponuja več različnih na-
stavitev uporabnǐskega vmesnika. Ob vsaki pojavitvi vprašalnika, ki vsebuje
tri različne trditve, povezane z ustreznostjo naključno izbranega prikaza no-
vic, smo trenutne vrednosti parametrov konteksta in uporabnikove odgovore
poslali na strežnik. Ko smo končali z zbiranjem podatkov, smo začeli z nji-
hovo analizo.
Najprej smo izvedli več različnih statističnih testov in regresijskih mo-
delov, s katerimi smo ugotovili, ali imajo posamezni parametri statistično
relevanten vpliv na končno oceno prikaza novic. Slabost take analize je, da z
njo ne moremo ugotoviti skupnega učinka več parametrov na uporabnikove
ocene. Da bi rešili omenjen problem, smo uporabili večnivojske hierarhične
modele, ki so namenjeni predvsem razlagi obstoječe strukture podatkov in
lažjemu razumevanju problema. Kompleksneǰse relacije med neodvisnimi in
odvisnimi spremenljivkami je moč razbrati tudi z gradnjo drugih napovednih
modelov na področju strojnega učenja. Pri tem pa nastopi problem razlage
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povezav med spremenljivkami, saj ta ni tako intuitivna kot pri večnivojskih
modelih. Največja prednost uporabe hiearhičnih modelov je torej, da si z
njimi lahko na bolj enostaven način razložimo obstoječe relacije med po-
datki. V našem primeru smo z izgradnjo končnega večnivojskega modela
ugotovili, da ima največji vpliv na temo aplikacije svetlost okolice. Prav
tako se je izkazalo, da na izbiro velikosti pisave vpliva fizična aktivnost upo-
rabnika. Poleg tega se izkaže, da imajo določeni pogledi in prikazi novic brez
slik negativne ocene. Posledično smo v nadaljevanju take vrednosti opustili.
Glede na to, da so udeleženci raziskave večinoma enako označili vrednosti
treh različnih kategorij vprašalnika, smo v drugi študiji vprašalnik poenosta-
vili. Uporabnik je imel na voljo le dve izbiri, pri čemer je bil lahko določen
prikaz novic zadovoljiv ali ne. Pred samo izvedbo druge študije smo zgra-
dili več napovednih modelov, ki so na podlagi vrednosti konteksta določili
uporabniku najustrezneǰsi prikaz novic. Kot najbolj učinkovit algoritem se
je izkazal Random Forest.
Sklepali smo, da omenjen napovedni model lahko izbolǰsamo, če dosežemo
vǐsji nivo personalizacije. Z analizo rezultatov prve študije tega ni bilo moč
ugotoviti, saj nismo beležili identifikatorje uporabnikov ob vsakem poslanem
vnosu. Posledično ni bila mogoča tudi gradnja večnivojskih hierarhičnih mo-
delov, ki upoštevajo raznolikost uporabnikov. Zaradi omenjenega razloga
smo se odločili izvesti drugo študijo, v kateri smo obstoječ splošni napove-
dni model poskušali personalizirati. Pri tem smo si pomagali z algoritmi in
tehnikami aktivnega ter spodbujevalnega strojnega učenja. Personalizacija
napovednega modela je potekala v prvem delu druge študije in je trajala
dva tedna. V drugem delu raziskave pa smo se osredotočili na primerjavo
splošnega in personaliziranega modela. Ugotovili smo, da je personalizacija
zares potrebna, saj je povečala natančnost začetnega modela. Od tod smo
sklepali, da se zahteve uporabnikov med seboj razlikujejo, čeprav aplikacijo
uporabljajo pod enakimi pogoji. Na pomembnost razumevanja uporabnikov
so opozarjali tudi avtorji članka [11]. V njem so prǐsli do sklepa, da obstajajo
na mobilnih napravah različni tipi bralcev novic, ki zahtevajo njim prilagojen
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uporabnǐski vmesnik.
V predhodno omenjenem članku so poleg adaptacije videza aplikacije po-
udarili tudi pomen prilagajanja vsebine novic, česar v diplomsko nalogo ni-
smo vključili. Na ta način bi lahko dosegli še bolǰso uporabnǐsko izkušnjo,
saj uporabniku omogočimo branje novic, ki so zanj relevantne. Poleg tega bi
lahko dodatno razširili tudi nabor parametrov konteksta in njihove vredno-
sti. Naša aplikacija ima le dve možnosti za izbiro teme. Prav tako ne ponuja
možnosti vmesne izbire velikosti pisave in ima na voljo le menjavanje med
majhno in veliko pisavo. V praksi bi se lahko izkazalo, da bi poleg velikosti
pisave lahko prilagajali tudi količino prikazanega besedila, saj se različni tipi
bralcev razlikujejo tako po frekvenci branja novic, kot tudi po količini časa,
ki ga v dnevu temu namenijo [12].
8.1 Omejitve
Ena izmed slabosti naših raziskav je manǰse število udeležencev, kot tudi
dejstvo, da celoten potek zbiranja podatkov ni bil nadzorovan. To pomeni,
da so se udeleženci raziskave poljubno odločali, kdaj bodo aplikacijo upora-
bljali. Na ta način lahko simuliramo bolj realno okolje, saj uporabnikov ne
omejujemo z nobenimi pogoji. Obstajajo pa tudi slabosti nenadzorovanega
zbiranja podatkov. V naših raziskavah se je izkazalo, da so uporabniki imeli
raznolik doprinos podatkov. Ta pojav je še posebej opazen v drugi študiji,
saj smo v njej beležili identifikacijsko številko udeležencev raziskave in je raz-
vidno, da so določeni posamezniki uporabljali aplikacijo več kot drugi. Sama
porazdelitev količine doprinosa uporabnikov bi lahko vplivala na rezultate
statističnih testov, kot tudi na gradnjo napovednih modelov.
Omenili smo, da se je izkazalo, da so uporabniki vse tri kategorije vprašalnika
ovrednotili enako. Morda bi z uporabo drugačnih trditev, ki bi se med seboj
bolj razlikovale, lahko prǐsli do drugih sklepov, saj bi uporabniki dajali bolj
raznolike ocene. Prav tako smo z analizo podatkov prve in druge študije
ugotovili, da so udeleženci raziskave brali novice večinoma takrat, ko so mi-
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rovali. Sklepali smo, da ta pojav ni presenetljiv, saj ljudje večinoma berejo
novice takrat, ko mirujejo. Lahko pa bi se izkazalo, da razmerje med količino
vnosov, ko ljudje mirujejo, se vozijo ali sprehajajo morda ni reprezentativno.
Zbiranje podatkov je potekalo v času pandemije COVID-19, ko je bilo giba-
nje ljudi omejeno. Na podlagi tega lahko sklepamo, da bi morda prǐsli do
drugih sklepov ali pa drugačnih napovednih modelov, če bi raziskava teme-
ljila na bolj vsakdanjih podatkih. Poleg tega je potrebno omeniti, da je bila
pojavitev vprašalnika v obeh študijah odvisna od časovnega intervala, ki je
trajal dvajset sekund. Z izbiro relativno kratkega časovnega okvirja smo po-
skušali rešiti dva problema. Prvi se nanaša na prekratek časovni interval, saj
se lahko izkaže, da uporabnik nima na voljo dovolj časa za dejanski pregled
prikaza novic. Drugi pa je povezan z neprestanim spreminjanjem konteksta.
Senzorji svetlosti okolice zaznajo spremembe že ob minimalnih premikih mo-
bilnih naprav. Z izbiro dalǰsega časovnega intervala bi se lahko izkazalo, da
se je znotraj njega kontekst že večkrat spremenil. To bi povzročilo, da bi
udeleženci raziskave v nekem trenutku ocenjevali predhodno izbran pogled
novic, ki ni več povezan s stanjem okolice, v katerem se je vprašalnik poja-
vil. Prav tako je bilo trajanje časovnega intervala subjektivno določeno, kar
pomeni, da bi lahko s spremembo trajanja prǐsli do drugačnih rezultatov.
Sklepali smo namreč, da bo dvajset sekund dovolj, da uporabnik spremeni
prikaz novic, ko z njim ni zadovoljen.
V okviru druge raziskave smo pri gradnji napovednih modelov izpustili
nivo baterije, čeprav smo ugotovili, da ima ta statistično relevanten vpliv
pri napovedovanju vrednosti parametrov prikaza novic. Glede na to da smo
sklepali, da imata tako svetlost okolice kot tudi nivo baterije vpliv na iz-
biro teme aplikacije, smo medsebojno primerjali velikost njunega učinka s
pomočjo večnivojskih hierarhičnih modelov. Ugotovili smo, da ima svetlost
okolice večji vpliv na določanje teme. Ker je v obeh študijah sodelovalo
manǰse število uporabnikov in je bilo posledično zbranih manj podatkov, smo
želeli, da so napovedni modeli manj kompleksni in čim bolj splošni. Zaradi
omenjenih razlogov smo nivo baterije v drugi študiji opustili, saj smo se na
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ta način skušali izogniti prekomernemu prilagajanju učni množici. Vseeno bi
morda bilo potrebno v nadaljevanju z večjim naborom podatkov podrobneje
raziskati vpliv nivoja baterije na izbiro parametrov uporabnǐskega vmesnika.
Lahko bi se namreč izkazalo, da svetlost okolice in nivo baterije nista v po-
polni korelaciji pri napovedovanju prikaza novic, a je bila ta raziskava izven
obsega diplomske naloge.
Kljub predstavljenim omejitvam lahko trdimo, da kontekst mobilnih na-
prav vpliva na izbiro ustreznega načina prikaza novic. Prav tako je moč z
uporabo algoritmov in tehnik aktivnega in spodbujevalnega strojnega učenja
splošne napovedne modele personalizirati. Ugotovili smo tudi, da so se napo-
vedi med splošnim in personaliziranim modelom med seboj razlikovale, kar
je najbolj izrazito pri izbiri velikosti pisave. Z vǐsjim nivojem personalizacije





V okviru diplomske naloge smo poskušali pojasniti vpliv posameznih para-
metrov konteksta mobilnih naprav na dojemanje prikaza novic. Za dosego
omenjenega cilja smo izvedli dve raziskavi. Prva se je osredotočala pred-
vsem na razumevanje parametrov konteksta okolice, medtem ko druga na
uporabnǐske preference oz. personalizacijo splošnih napovednih modelov.
Pred samo izvedbo prve študije smo morali najprej razviti mobilno apli-
kacijo, ki omogoča različne načine branja novic. Poleg tega je bilo potrebno
zasnovati ustrezen protokol zbiranja podatkov, ki smo ga uporabili v nadalj-
njih petih tednih. Ko smo pridobili zadostno količino vnosov, smo se lotili
statistične analize zbranih podatkov in gradnje večnivojskih hierarhičnih mo-
delov. S tem nam je uspelo dokazati in pojasniti vpliv izbranih parametrov
konteksta na izbiro načina branja novic. Izkazalo se je, da so udeleženci
večinoma negativno ocenjevali prikaze novic brez slik. Prav tako so določeni
pogledi pridobivali slabše ocene. Zbrane vnose s takimi vrednostmi smo v
nadaljevanju posledično opustili. Ugotovili smo tudi, da imata največji vpliv
na izbiro prikaza novic fizična aktivnost in svetlost okolice. Po končani ana-
lizi podatkov prve študije smo pričeli z gradnjo napovednih modelov. Ti so
na podlagi fizične aktivnosti in svetlosti okolice napovedovali najustrezneǰso
velikost pisave, enega izmed dveh pogledov novic in temo aplikacije.
V praksi se pogosto izkaže, da se zahteve uporabnikov med seboj razli-
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kujejo, čeprav je lahko stanje okolice uporabe aplikacij enako. Z zbranimi
podatki prve študije tega ni bilo moč preveriti. Posledično smo se odločili, da
bomo izvedli novo raziskavo, v kateri smo se predvsem usmerili na izbolǰsavo
začetnih napovednih modelov. Pri tem smo uporabili algoritme in tehnike
aktivnega ter spodbujevalnega strojnega učenja.
Rezultati druge študije so pokazali, da so napovedi personaliziranih mo-
delov bolǰse, saj so bili za vse udeležence raziskave bolj učinkoviti. Njihova
klasifikacijska točnost je bila pri vsakem uporabniku vǐsja v primerjavi s
splošnim napovednim modelom. Prav tako se kažejo razlike pri izbiri vre-
dnosti parametrov prikaza novic. Te so najbolj izrazite pri napovedovanju
velike in majhne pisave. Z uspešno izvedbo druge študije smo končali z ra-
zvojem mobilne aplikacije, ki omogoča personalizirano prilagajanje prikaza
novic v odvisnosti od parametrov konteksta mobilne aplikacije.
Kot vemo je branje novic v današnjem svetu ena izmed bolj priljubljenih
funkcionalnosti mobilnih in spletnih aplikacij. Kljub omenjenemu dejstvu se
večina razvitih aplikacij usmerja na prilagajanje vsebine novic, medtem ko
njihov prikaz ostane statičen. Da bi povečali zadovoljstvo uporabnikov med
branjem novic, moramo poskrbeti za ustrezno adaptacijo uporabnǐskega vme-
snika v odvisnosti od konteksta mobilne naprave. V okviru diplomske naloge
nismo proučevali personalizacije vsebine novic. Ta je zagotovo pomembna pri
izbolǰsanju uporabnǐske izkušnje in predstavlja eno izmed možnih nadgradenj
mobilne aplikacije. Prav tako je moč obstoječ nabor parametrov konteksta in
uporabnǐskega vmesnika dodatno razširiti. Vsekakor lahko trdimo, da je na
voljo še veliko prostora za nadaljnje raziskave in analize povezav med prikazi
novic in parametri konteksta mobilnih naprav.
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[26] Matic Tomšič. Nikola Tesla je pametne telefone napovedal že pred skoraj
100 leti. Dosegljivo: https://siol.net/digisvet/novice/nikola-
tesla-je-pametne-telefone-napovedal-ze-pred-skoraj-100-
leti-379773. [Dostopano: 12. 8. 2020].




[28] Mavuto Mukaka. Statistics corner: A guide to appropriate use of cor-
relation coefficient in medical research. Malawi medical journal: the
journal of Medical Association of Malawi, 24:69–71, 09 2012.
[29] Geoffrey Norman. Likert scales, levels of measurement and the “laws”
of statistics. Advances in health sciences education: theory and practice,
15:625–32, 02 2010. doi: 10.1007/s10459-010-9222-y.
[30] Olga Petrova. Active learning (machine learning). Dose-
gljivo: https://blog.scaleway.com/2020/active-learning-some-
datapoints-are-more-equal-than-others/. [Dostopano: 6. 8. 2020].
[31] Fabio Paterno. The Encyclopedia of Human-Computer Interaction, 2nd
Ed. Dosegljivo: https://www.interaction-design.org/literature/
book/the-encyclopedia-of-human-computer-interaction-2nd-
ed/user-interface-design-adaptation. [Dostopano: 3. 8. 2020].
[32] Pragati Singh. Mobile Operating System Market Share Worldwide.
Dosegljivo: https://medium.com/mobidroid/difference-between-
mvc-and-mvvm-456ec67181f6. [Dostopano: 15. 8. 2020].
[33] Mika Raento, Antti Oulasvirta, Renaud Petit, and Hannu Toivonen.
Contextphone: a prototyping platform for context-aware mobile appli-
cations. IEEE Pervasive Computing, 4(2):51–59, 2005.
[34] Rob Thubron. Dark Mode really does save your phone’s battery life,
says Google. Dosegljivo: https://www.techspot.com/news/77340-
dark-mode-saves-lot-phone-battery-life-google.html. [Dosto-
pano: 13. 8. 2020].
[35] Burr Settles. Active learning literature survey. Computer Sciences Te-
chnical Report 1648, University of Wisconsin–Madison, 2009.
[36] Richard S Sutton and Andrew G Barto. Reinforcement Learning: An
Introduction. Adaptive Computation and Machine Learning series. MIT
104 Emir Hasanbegović
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