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Abstract
The development of strategies for the integration of crystallographic database searching with ﬁrst-principles den-
sity functional methods for the discovery and design of novel functional materials is discussed. Qualitative guidelines
for the design of norm-conserving designed nonlocal pseudopotentials developed for high-throughput searches are
also discussed, as are the preliminary results of four underdeveloped families of functional materials.
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1. Motivation
A functional material is one in which environmental changes, such as the application of an electric or magnetic
ﬁeld, alter the chemical and physical properties of the material. There is an overwhelming need for functional ma-
terials, as technological advances in device syntheses continue to accelerate at an ever increased rate. As emerging
technologies are being explored by researchers worldwide, these teams of scientists and engineers all agree that they
need more materials choices, speciﬁcally new types of functional materials. There is a particular need for multi-
functional materials, in which more than one functional property are present. For example, two functional properties
that can be coupled are polarization and magnetization. This allows the polarization of a material to be changed by
the application of a magnetic ﬁeld, and this coupling could potentially be utilized in hard drive technology. This is
especially important, since the world’s capacity to store, communicate and compute is increasing at an exponential
rate [1].
While there are a few successful examples of this type of coupling of functional properties [2, 3], most are not
yet optimized to work eﬀectively at room temperature, but at lower temperatures. Therefore, what we are especially
interested in are functional materials with favorable properties that can be easily integrated into current technologies;
or materials which will be the basis for new types of devices with the same or diﬀerent, innovative functions. One
example of this is the magnetic domain-wall racetrack memory, in which drastic changes in architecture allowed for a
truly 3D magnetic device [4] by combining common magnetic materials to create a new functional material. Another
example of how rethinking the combination and shape of known materials into new device architectures is the mem-
ristor. Memristive systems can switch between conductive states with some degree of hysteresis [5, 6] due to changes
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Figure 1: The unit cell of cubic ABO3 perovskite has A-sites (dark) located at the corner of the cube, and B-sites (light) located in the center of
corner-sharing oxygen octahedra.
in ac current, and cross-bar type architectures are postulated to mimic neuron functions [7, 8]. Other exciting exam-
ples of emerging technologies made possible by functional materials are thermoelectrics, superconductors, switchable
diodes, phase-change materials, spintronics and photovoltaics.
If we focus upon photovoltaics, there is a great deal of interest in materials which can take advantage of the bulk
photovoltaic eﬀect (BPVE) [9]. In the BPVE, absorption of light generates an asymmetric carrier distribution, which
results in a net photocurrent. For this to occur, the material must be an insulator that lacks inversion symmetry, a
piezoelectric material. A subset of piezoelectrics are called polar materials, in which relative displacements between
positive and negative ions cause dipoles that result in an overall macroscopic polarization. If the polarization can
be switched by a macroscopic electric ﬁeld, then the material is ferroelectric. In practice, a ferroelectric is best for
functional materials because one can align the polar domains with an external applied ﬁeld. Of the 32 crystallographic
classes, 20 are piezoelectric. Of those, 10 are polar, and only in the polar crystal classes can we ﬁnd ferroelectric
materials.
One well-studied family of functional materials that contain ferroelectric members are the ABO3 perovskite oxides.
The cubic unit cell is shown in Figure 1. The A-site is located at the corners of the cube, while the B-site is located
within the center of an O6 octahedron. These octahedron are corner sharing, and this structure lends itself to a
ﬂexibility with respect to cation choice. Well known examples are the non-polar paraelectrics CaTiO3 and BaZrO3,
and the ferroelectrics PbTiO3, BaTiO3. In addition, its possible to have more than one A or B-site to create solid
solutions like Pb(Zr1−xTix)O3 (PZT). The electromechanical response of PZT is quite high when compared to other
known materials, which allows its use as a functional material in a diverse set applications such as NVRAM and
SONAR [10].
There is a great deal of interest in creating multifunctional perovskite oxides, with most research eﬀorts attempting
to couple polarization and magnetization at room temperature [11]. One leading example is BiFeO3. While it is a
room temperature multiferroic, with demonstrated electric ﬁeld control of magnetic ordering [12], recent studies of
BiFeO3 include investigations into how the material interacts with light. With a band gap in the visible range of light,
it has been shown to exhibit a bulk photovoltaic eﬀect [13, 14, 15], photostriction [16], and can behave as a switchable
diode [17]. This is an intriguing area of research, as coupling visible light to carrier physics could have applications
such as optically controlled switches and solar harvesting devices.
If we survey the well known ferroelectrics, we ﬁnd that most perovskite oxides have band gaps above 3 eV, too
large to be eﬀective for applications in which visible light is used. BiFeO3 is the best leading candidate (Egap=2.7 eV),
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Figure 2: The experimentally measured band gaps of a representative set of ferroelectrics materials are plotted against the value of spontaneous
polarization computed using ﬁrst principles methods. The empty box outlined in red highlights the lack of semiconductive ferroelectric materials
with large polarization. From Ref. [18].
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Figure 3: × and open circles denote experimental band gap of thin ﬁlms and single crystals respectively. + denotes theoretical band gap of a
previous study. For BaTiO3 the band gap of a thin ﬁlm is larger than that of a single crystal, both of which are slightly larger than those previously
predicted by hybrid functional DFT. In substituting the A-site with Sr, the band gap of these ﬁlms increases with increasing Sr content. For B-site
substitutions, Co doping decreases the band gap with increasing Co content (up to x=0.10), while substitution with Zn increases the band gap with
increasing Zn content. From Ref. [20].
as shown in the right hand side of Figure 2. In the left side of Figure 2 we ﬁnd SbSI, with a band gap of 2 eV, which
is well within the range that we desire. This decrease in band gap is caused by the covalent nature of the chemical
bonds in the system. Conversely, this also seems to cause a decrease in the polarization. As such, highlighted in red
is an interesting phase space which lacks semiconductive ferroelectrics with large polarization.
Investigation of solid solutions of common ferroelectrics, such as BaTiO3 (Fig 3), shows that chemical substitution
does not decrease the band gap enough to make it a viable solution for solar harvesting applications. Recent research
has shown that one needs to drastically alter the perovskite oxide via unusual substitution patterns to engineer a band
gap in the visible region [18, 19, 20, 21]. Other avenues of interest have utilized strain [22] or changed the O anion to
the more polarizable S, as in BaZrS3 [23].
While the previously mentioned research are all viable methods to create functional materials, they generally
uncover only one to a few new target compounds. Recent developments in computational power, speed and algorithms
has made it possible to investigate many compounds at once in a high-throughput study. This type of study has been
pioneered by Ceder et al., who combine database mining, adaptive machine learning and ﬁrst-principles calculations
to search for improved piezoelectrics among the perovskites [24, 25, 26, 27, 28]. This has been quite a successful
approach, leading to about 50 candidate perovskites, most of which have as of yet to be synthesized.
While the two routes described above have increased the number of ferroelectrics, they are still either a) per-
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ovskites or b) based on related oxides; these are all incremental changes to well-studied systems. What about some-
thing that’s completely diﬀerent? For example, it seems that magnetization and polarization are diﬃcult to couple
in the perovskites, as O6 tilt instabilities compete with polar displacements, d0 elements (Ti, Zr) tend to displace,
while dn elements (Fe, Cr) do not, etc. If we would like to discover potentially multifunctional semiconducting ferro-
electrics, then we need to re-evaluate certain design principles for functionality. For example, we should investigate
systems that are either a) not cubic and b) not prone to O6 rotations. There is interest in studying underdeveloped
families of polar (potentially ferroelectric) functional materials, and it would be especially beneﬁcial to focus upon
families in which we could perform a high-throughput search. However, we need to know where to look for families
of materials.
2. Methodology
2.1. Database Searching
One way to proceed with this investigation would be to draw upon the vast structural information present in
crystallographic databases, such as the Inorganic Crystal Structural Database (ICSD) [29]. The ICSD is a database
with 142,000 peer-reviewed entries, and new structures are added at a rate of 7,000 per year. Each entry is assigned
to one of the 230 crystallographic space groups, and at the very least contains structural information, such as lattice
constants, Wyckoﬀ positions and atomic occupancies. Over 70 % of the entries have been assigned a structure type,
of which there are over 6,250. In addition, there is also information entered about the reﬁnement, quality of the data,
and a ﬁeld for warnings or comments.
Of the 230 crystallographic space groups, 68 are polar (roughly 30 %), but only 12,553 total entries are reported
in polar space groups (less than 10 %) [30]. These polar entries can be sorted into crystal lattice systems, each
containing one or more crystal classes: hexagonal (6mm and 6, with 2264 compounds representing 18.0% of the
total), rhombohedral (3mm and 3, with 2411 compounds at 19.2%), tetragonal (4mm and 4 with 851 compounds,
6.8%), orthorhombic (mm2 with 4033 compounds, 32.1%), monoclinic (2 and m with 2534 compounds, 20.2%) and
triclinic (1 with 460 compounds, 3.7%) entries. This is a surprising result: while the most familiar polar materials
are rhombohedral (LiNbO3), hexagonal (ZnO) and tetragonal (PbTiO3 and BaTiO3), there are twice as many polar
orthorhombic entries as there are either rhombohedral or hexagonal, three times as many polar monoclinic entries as
there are tetragonal entries and four times as many polar orthorhombic entries than there are tetragonal entries.
If we examine the structure and composition of individual polar materials, we ﬁnd that each entry can be charac-
terized as containing 1 (0.3%), 2 (14.3%), 3 (29.9%), 4 (30.4%) or 5+ (25.1%) distinct elements [30]. Larger numbers
of distinct elements reﬂect either a solid solution which can be related to a simpler structure with fewer distinct ele-
ments, or an inherently more complex structure. Many examples of the former can be found in entries that have 5+
types of atoms showing fractional occupation of Wyckoﬀ positions, indicative of a solid solution.
A more detailed classiﬁcation of polar structures can be obtained by grouping entries according to structure type.
Unfortunately, there is no unambiguous convention for structure type nomenclature and assignment, and the database
entries in ICSD simply report the assignment from the original article (59.7% of entries), or often none at all (40.3%).
This is less than the reported average of all entries in ICSD (70 %). There are two space groups strongly dominated by
common structure types: hexagonal space group 186 and tetragonal space group 99. In space group 186 the two most
common structure types are ZnS with 445 entries and GaGeLi with 139 entries, which represent 44.0% of the 1327
total entries. In space group 99 the three most common structure types, PbTiO3, (210 entries) KNbO3 (17 entries) and
PbVO3 (12 entries), are all related to the perovskite structure and account for 79.3% of the 299 entries. At the other
extreme, there are 12 space groups in which all entries have no reported structure type: 183, 172, 171, 158, 106, 105,
101, 80, 78, 37, 35 and 3; however the total number of entries in these groups is only 196, or 1.6% of the total number
of all polar entries.
While there is a vast amount of information in structural databases such as the ICSD, they still remain incomplete
in many ways. For example, there are no search ﬁelds for band gap, polarization, conductivity, or dielectric response,
which are all experimental quantities of interest. One reason for this could simply be that the necessary measurements
for complete characterization have not yet been performed, or that poor sample quality prevented thorough experi-
mental studies. One route towards a more complete materials characterization could involve high-throughput studies
of promising compounds using ﬁrst-principles density functional theory (DFT).
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2.2. First-Principles DFT Calculations
First-principles modeling methods are advantageous to employ in the study of functional materials, since they are
not as limited as a standard laboratory environment. They allow control of atomistic interactions, spin, and both cation
and orbital order, just to name a few possible parameters. This is extremely useful, as one can investigate the micro-
scopic mechanisms that inﬂuence the macroscopic properties such as magnetization, polarization and conduction.
First-principles modeling allows one to perform these calculations for both known and as-yet-not realized materials.
DFT is a quantum mechanical treatment of particles based on the theory of the inhomogeneous electron gas. It
shows that for a system of interacting particles, there is a unique correspondence between the external potential Vext(r)
and the charge density ρ(r) of the ground state [31, 32]. The total energy is a functional of both the ground state charge
density and the ionic positions, and can be calculated using a variational minimization. This transforms an interacting
n-electron problem into a problem of n non-interacting electrons in an eﬀective potential, creating a tractable method
to calculate useful quantities. Reference [33] is an excellent introduction to DFT methodology.
To calculate experimentally measurable properties, such as phonon frequencies, dielectric response, and piezo-
electric coeﬃcients, one must start with a well converged DFT ground state and apply density functional perturbation
theory (DFPT) methods. In these methods, a small perturbation is creating an inﬁnitely small directional displacement
by applying an inﬁnitesimal electric ﬁeld, and then numerically solving for the eﬀects via a change in total energy.
This creates a series of energy derivatives which can then be successively combined to create a series of mixed en-
ergy derivatives to obtain measurable properties. Ref [34] outlines the basic methodology behind calculation of these
quantities, which are implemented in most open-source DFT codes. ABINIT [35, 36] and Quantum ESPRESSO [37]
are two examples of open-source DFT codes which come complete with tutorials (on both DFT and DFPT), message
boards, testing data, and pseudopotential libraries.
2.3. Pseudopotentials: History, Design and Testing
In order to sidestep computationally expensive all-electron methods, we turn towards the pseudopotential approxi-
mation. If we want to perform high-throughput searches of functional materials with more than one to two atoms, then
we want rapid convergence of our calculations. This is made possible by a pseudopotential, where its design separates
the chemically relevant valence electrons from the core electrons by replacing the core with a simpler eﬀective poten-
tial. In this approximation, one does not calculate the energy for every electron, only the valence electrons. However,
we do not want to compromise accuracy for speed. The pseudopotential should be representative of the element that
its designed to model, and ideally it should be able to function well for a range of oxidation states and chemical en-
vironments. There have been many pseudopotential approximations since widespread practice of density-functional
theory started in the mid to late 1990’s. Successful examples include Vanderbilt’s ultrasoft pseudopotentials (USPP)
and the projector augmented wave function potentials (PAW). However, for our DFT studies, we will focus upon the
norm-conserving pseudopotential.
The origin of the modern norm-conserving pseudopotentials has its roots in a paper published in 1940 [38], where
Herring’s orthogonalized plane wave methods were laborious, but ﬂexible, and showed good promise for rapid conver-
gence. This method was improved by Phillips and Kleinman [39], who showed that it was possible to use symmetrized
combinations of plane waves to construct wave functions. It was also noted that the nature of the potentials in the
core and valence were diﬀerent, and that the core could be replaced by an eﬀective potential. With the advent of
DFT [31, 32] a few years later, it was possible to calculate a variety of properties of materials using a plane wave basis
set. This worked very well for the electrons in s and p-orbitals, but there were still problems with localized d-orbitals,
where convergence was not rapid. In 1978, Zunger and Cohen [40] introduced a ﬁrst-principles, parameter-free
non-local pseudopotential approach to calculate the properties of a variety of crystal structures. It reproduced many
properties very well, but there remained a wave function normalization issue. One year later, Hamann, Schluter and
Chiang [41, 42] proposed a very simple procedure that inverted the radial Schrodinger equation to ﬁnd the screened
semi-local potential, and then descreening the screened potential to give the ionic potential. This allows one to simul-
taneously solve the normalization and hard-core problems. In addition, it also made the potentials transferable over
a range of conﬁgurations. While this was a giant step forward in pseudopotential design, energy-band calculations
were still very expensive. One way to decrease the computational cost of these calculations was introduced by Klein-
man and Bylander [43], who simpliﬁed the number of integrals to be performed by replacing the semilocal potential
with a factorable non-local potential. In 1990, The RRKJ optimized method [44] led to an improved, more eﬃcient
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Figure 4: (The ABC half-Heusler structure type: A (green) and B (orange) are arranged in a rocksalt lattice, with the tetrahedral coordination of C
(blue) by A shown.
convergence by directly minimizing the atomic kinetic energy above an energy cutoﬀ. Prior to this, the limiting step
in overall convergence was convergence of the high Fourier components of the kinetic energy. What this method
allowed was calculations that could be performed at a lower energy cutoﬀ than the previous methods. A decade later,
Ramer and Rappe [45] introduced the designed non-local method, building upon the previously mentioned works, in
which transferability can be tuned: adding an augmentation operator to the local potential to gauge how closely the
pseudized states matched all electron calculations. Shortly after, Bennett and Rappe began to re-evaluate the design
principles of norm-conserving psuedopotentials, so as to include known trends of the periodic table.
All members of the Bennett-Rappe library are designed non-local norm-conserving optimized pseudopotentials
created using the methodology outlined above. While there are other more popular variations of norm-conserving
potentials available online, testing data is limited for these sets, and most contain warnings such as ”use at your own
risk”. Since 2005, we have been involved in creating, testing, reﬁning, and posting pseudopotentials online, complete
with available testing information. These potentials are available in two locations online: the research group of A. M.
Rappe at the University of Pennsylvania, and the Pseudopotential Vault (NNIN) at Cornell University.
While the set has been extensively tested and implemented in the study of perovskite oxide compounds, they
have not yet been rigorously tested beyond that one class of functional materials. If we are primarily interested in
high-throughput studies of underdeveloped families of materials with semiconductive band gaps, then we need to test
the accuracy of the potentials in more covalently bound systems. In order to test the accuracy of all members of the
Bennett-Rappe pseudopotential library, it would be advantageous to investigate small systems, on the order of 2 to 5
atoms per unit cell, with many members.
One family of materials that is gaining popularity as potentially multifunctional materials are the ABC half-
Heuslers, which have only 3 atoms per unit cell (Figure 4). Recent research eﬀorts for this family have investigated
their potential use as topological insulators [46], spintronics [47], and thermoelectrics [48], however none have yet
looked into the piezoelectric response of this family. The cubic members of the ABC half-Heusler family are all
assigned to the F4¯3m (216) space group, which lacks inversion symmetry. Surprisingly, no reports to our knowledge
have explored this eﬀect. Moreover, entries in the Landolt-Bornstein database show that most members of F4¯3m sym-
metry are weakly piezoelectric, with maximum e14 values of 55 (TlV3S4). The ABC half-Heusler family are perfect
candidates for a ﬁrst-principles high-throughput search for improved piezoelectrics.
In order to ascertain how many ABC half-Heusler compounds are known, we use the ICSD to investigate the
scope of reported ABC. There are 51,000 entries with three distinct elements, of which 3700 have the chemical
formula ABC. We can account for over 70 % of the entries by focusing upon seven major space groups, each of
which has a major structure type associated with it. In F4¯3m (216) we ﬁnd 269 total entries, of which 260 are of the
LiAlSi structure type. There are four hexagonal space groups: P63/mmc (194) with 297 entries (200 ZrBeSi type),
P6¯2m (189) with 712 entries (680 Fe2P type), P6¯m2 (187) with 47 entries (40 BaPtSb type), and P63mc (186) with
153 entries (120 LiGaGe type). The two remaining space groups are tetragonal P4/nmm (129) with 613 entries (450
PbClF type) and orthorhombic Pnma (62) with 548 entries (450 MgSrSi type).
For our high-throughput calculations of the ABC combinations in piezoelectric F4¯3m symmetry we obey the
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Figure 5: Results of pseudopotential tests show that at qc=35 Ha, the BR library of potentials (blue squares) tests favorably when compared to
all-electron results of Wien2k.
following criteria: inorder to promote a band gap, we only count members in ICSD that have either 8 or 18 valence
electrons, and we exclude combinations which contain magnetic elements. We arrive at 38 known half-Heusler that
satisfy the criteria, and they can be further classiﬁed into families such as I-II-V (LiMgP) or X-IV-IV (NiTiSn).
Among these families, we consider members constructed from the selections I=(Li, Na, K), II=(Be, Mg, Ca, Sr, Ba),
III=(B, Sc, Y, Al, Ga), IV=(C, Si, Ge, Sn, Pb, Ti, Zr, Hf), V=(N, P, As, Sb, Bi), VI=(O, S, Se, Te), X=(Ni, Pd, Pt),
XI=(Cu, Ag, Au), and XII=(Zn, Cd). This generates over 900 combinations to investigate.
In order to test our potentials, as well as the potentials posted online, we need to compare the results to all-electron
calculations to ascertain if the pseudopotential sets can be used for a high-throughput study. For this, we use Wien2k
to calculate the lattice constants of the known half-Heuslers. All electron DFT methods typically underestimate the
experimental lattice constant by about 1-2 %. For our high-throughput search, we choose a 35 Ha plane wave energy
cutoﬀ and 6×6×6 Monkhorst-Pack k-point grid. The results of this study are not so promising for the Trouiller-
Martins (TM) and Hartwigsen-Goedecker-Hutter (HGH) potential sets 5. A literature search of studies in which these
sets were used shows that they perform optimally at much higher energy cutoﬀs. Therefore, they are not well-suited
for a high-throughput study of the types of systems that we choose to investigate. The Bennett-Rappe set is more
promising at this energy cutoﬀ, but some potentials clearly need to be reﬁned. For this, we can use the Open-source
Pseudopotential Interface and Uniﬁcation Module (OPIUM) [49].
What OPIUM aﬀords us is a ﬂexibility in choice of reference conﬁguration, which includes which states are con-
sidered core or valence, orbital occupation, cutoﬀ radii for each valence state, and kinetic energy cutoﬀ. Furthermore,
we have the ability to see how test conﬁgurations compare to all-electron calculations, and can tune the transferability
of the potential by adding augmentation operators to the core region.
We now present the qualitative set of guidelines used in the design of the Bennett-Rappe library. For the main
group elements, one should observe the periodic trends in ionic radii, as published by Shannon and Prewitt [50]. For
example, the radii increase going down a column of similar elements by about 10 %, and decrease going across a
row, though this change is smaller. The reference state should be slightly ionized, no more than a 1+ oxidation state,
and the test conﬁgurations should include both likely and unlikely electronic conﬁgurations. We include unlikely
conﬁgurations to check that they will be much higher in energy than the likely conﬁgurations. In addition, the aug-
mentation operator is generally small and positive, and should not extend past the smallest radial cutoﬀ. We ﬁnd that
for maximum transferability, the length of the augmentation operator should not exceed 80-90 % of the smallest value
of rc. For the transition metal elements, we ﬁnd trends diﬀerent from the main group elements. Since the radii of the
d-block are relatively similar (0.6-0.7 Å) going across a row, the augmentation operator needs to be tuned in a slightly
diﬀerent manner. For example, in going from Sc(3d1) to Zn(3d10), bond strengths tend to decrease as a function of
d-electron count. Zn-O bonds are more covalent than Ti-O bonds, and this is also manifest in the ground state binary
oxides. The Ti in TiO2 is six-fold coordinate, whereas Zn in ZnO is four-fold coordinate. The augmentation operator
starts oﬀwith a large positive height for Sc and Ti, then decreases and becomes large and negative for Cu. We also ﬁnd
that for maximum transferability, the length of the augmentation operator should not exceed ≈ 80 % of the smallest
value of rc.
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We would like to take the time to emphasize that pseudopotential design is an iterative process, which is why
each of the potentials posted online for a given element has a version number. Extensive testing in a wide variety
of geometries and oxidation states has led to a library of potentials that test well for the situations in which they’ve
been used so far. However, improvements can always be made, and participation is encouraged, which is why the
Bennett-Rappe library, as well as their corresponding testing data, has been made available online.
3. Preliminary Results
3.1. ABC Half-Heusler as piezoelectrics
A high-throughput search of over 900 ABC half-Heuslers resulted in roughly 400 insulating combinations that
display both a wide range of lattice constants and band gaps. The insulating combinations also display a wide range of
e14 piezoelectric coeﬃcients and k14 electromechanical coupling constants, most of which are close to those reported
for some of the perovskite oxides.
However, as a guide to experimental studies we ﬁlter the insulating combinations using relevant practical consid-
erations. We eliminate compounds with toxic (Pb, Cd, As) or expensive (Be, Pd, Pt) elements, require a DFT band
gap above 0.4 eV to favor low sample conductivity, and to promote cation ordering require ΔE 0.15 eV, where ΔE
is the diﬀerence in energy between the lowest energy variants. We ﬁnd that there are still well over 60 combinations
after this ﬁltration, and report them in Reference [51].
3.2. Hexagonal ABC as ferroelectrics
Revisiting the ABC entries found in ICSD, we can ask the following question: ”Are any of the seven space groups
related?” Using the suite of free programs in ISOTROPY [52], we ﬁnd that the non-polar P63/mmc (194) layered
BaPtSb structure type and the polar P63mc (186) LiGaGe structure type are related by a Γ−2 distortion. This distortion
is a buckling of the BC layers (A is stationary) to form what can be described as a ”stuﬀed” wurtzite material. We
ﬁnd six combinations reported in both structure types. This could potentially be reports of both the paraelectric and
ferroelectric phases. To investigate this further, we use the same criterion outlined above in the half-Heusler study, and
ﬁnd 19 combinations to screen using ﬁrst-principles. We calculate the diﬀerence in energy between the two structure
types, band gap, and polarization, and ﬁnd that three compounds (LiBeSb, LiZnSb and KSnAs) are insulating, and
can be classiﬁed as I-II-V semiconductors. Moreover, for KSnAs, the diﬀerence in energy between the polar and
non-polar phases is 0.34 eV, close to the value of PbTiO3, which is known to have a switchable polarization. We can
then increase the number of possible combinations to 30 using I=Li, Na, K; II=Be, Mg, Ca, Sn, Zn; V=As, Sb. This
results in 18 total insulators, in which the size of the stuﬃng A-site dictates the magnitude of the BC buckling, and
therefore the polarization and switchability. We ﬁnd that combinations with A=K will be more likely switchable than
those with A=Li.
3.3. Inverse perovskites as polar metals
While the ABO3 perovskite oxides are a well-known family of functional materials, there exists a related, less
known family: the inverse perovskites of chemical formula BOA3. In these systems, the coordination of all three ions
is changed, such that the B-sites are located at the corners of a cube, while the O is located in the center of an A6
octahedron. Recent studies on these materials show that members such as SbNMg3, AsNBa3, MgCNi3 and InNSc3
could potentially function as improved thermoelectrics, superconductors, or topological insulators. We could then
query ICSD to see if elements common to the perovskite oxide could exist in this structure. Some examples, such as
the combination Ca, Ge, and O, exist as both CaGeO3 perovskite oxide and GeOCa3 inverse perovskite. We can then
increase the number of potential combinations by choosing elements common to the perovskite, and then performing
a high-throughput search of the seven common perovskite structures (Pm3¯m, P4mm, Pnma, R3¯c, R3c, R3¯m, R3m).
While we can discern some clear trends in preferred structure, and that some combinations have a polar ground state,
we ﬁnd that all combinations are metallic. This may not be a family of ferroelectric semiconductors, though, it does
give us an interesting opportunity to investigate polar metals, whose physics is not yet well understood.
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3.4. Overlooked polar chalcogenides for solar harvesting
The chalcopyrite (CuFeS2) structure is the basis for Cu(In,Ga)(S,Se)2 (CIGS), a widely studied material used
in solar harvesting devices. However, the chalcopyrite structure is not polar, but piezoelectric. If we would like
to increase the functionality of these types of materials, can we ﬁnd the same combinations of elements in a polar
structure? It turns out that we can. AgCd2GaS4 and AgCd2GaSe4 are known polar chalcogenides that can be found in
the overlooked polar orthorhombic space groups touched upon earlier in our survey of ICSD. In addition, we ﬁnd the
AB2CX4 chemical formula in a few space groups throughout the database. If we choose A=Li, Cu, Ag; B=Zn, Cd;
C=Ga, In and X=O, S, Se, Te; we ﬁnd that for this family of 48 members, no O compounds have yet been reported.
Moreover, we ﬁnd that a high-throughput study yields more than 40 insulating members, of which the band gap and
polarization can be tuned by choice of ions. The polarization is dependent upon the chalcogenide, as it dictates the
size of the unit cell, and the band gap is dependent upon the choice of cations. In most cases, this is a direct band gap,
which has been shown to be eﬃcient in solar harvesting materials.
3.5. Concluding Thoughts
Integration of database searching and ﬁrst-principle calculations with open-source codes and Internet resources
can be powerful tool in the search and design of new functional materials. Thus far, it has led us to a new class of
piezoelectrics based on the ABC half-Heuslers, a new class of ferroelectrics, based on ABC ”stuﬀed” wurtzite, a new
family of polar metals based on the inverse perovskite, and a new family of chalcogenides, based on a previously
overlooked polar orthorhombic space group, that could function as eﬃcient solar harvesting materials. While the
calculated functional properties of these four families are interesting, the data obtained from our high-throughput
studies has more practical uses as well. For example, the ABC half-Heuslers have a range of lattice constants that
is almost 4 Å, which is almost 10 times larger than that of the perovskite oxides. We can propose the use of these
materials as piezoelectric substrates for a range of device applications. The ferroelectric ABC ”stuﬀed” wurtzite
family have the same shape as polar ZnO, but contain an additional functionality. We can then propose applications
in which ZnO could be replaced. Only brieﬂy mentioned, there exist a number of tetragonal ABC variants found in
the same structure type as the 1-1-1 superconductors. This then opens us up to the possibility of interesting ways to
couple superconductivity to other functional properties of interest. The ﬁnal two families, the inverse perovskites and
polar chalcogenides, would lend themselves well to optical studies. It would be intriguing to study how the carrier
physics of light interacting with polar metals and insulators of diﬀerent shapes and dimensions would behave. We
propose that these four families of functional materials would be of great use in a variety of emerging technologies.
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